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Einleitung
Es seien Ω1, Ω2 ⊂⊂ Cn zwei Gebiete. Eines der gro¨ßten Probleme der kom-
plexen Analysis mehrerer Vera¨nderlicher ist die Charakterisierung, wann es
eine biholomorphe Abbildung zwischen Ω1 und Ω2 gibt.
Im Fall n = 1 la¨sst sich dieses Problem durch den Riemannschen Abbil-
dungssatz schon durch die topologische Bedingung des einfachen Zusammen-
hangs entscheiden. Hingegen ist fu¨r n ≥ 2 bereits seit 1907 durch Poincare´
bekannt, dass nicht einmal der Einheitsball B2(0, 1) und der Einheitspolyzy-
linder P 2(0, 1) im C2 biholomorph a¨quivalent sind. Es ist also klar, dass in
ho¨heren Dimensionen andere Eigenschaften no¨tig sind, um Klassen von biho-
lomorph a¨quivalenten Gebieten zu charakterisieren. Eine Mo¨glichkeit dazu ist
die Suche nach Objekten, die unter biholomorphen Abbildungen invariant
sind.
Wir werden in dieser Arbeit Differenzialmetriken untersuchen, die unter biho-
lomorphen Abbildungen invariant sind.
Die urspru¨ngliche Idee, Metriken zu untersuchen, die bezu¨glich einer be-
stimmten Abbildungsklasse invariant sind, reicht bis zu Riemann und Klein
in das Jahr 1854 zuru¨ck. Bei vielen weiteren Autoren werden solche Metriken
betrachtet.
Von besonderem Interesse fu¨r uns sind hier insbesondere die Carathe´odory
(-Reiffen)-Metrik, die Kobayashi(-Royden)-Metrik und die Bergman-Metrik.
Ist Ω ⊂⊂ Cn ein Gebiet, so definieren wir fu¨r q ∈ Ω und X ∈ Cn \ {0} den
Bergman-Kern KΩ auf der Diagonalen durch
KΩ(q, q) = sup{|f(q)|2 : f ∈ O(Ω) ∩ L2(Ω), ‖f‖L2(Ω) ≤ 1}
BΩ(q,X) = sup{|Xf(q)|2: f ∈ O(Ω) ∩ L2(Ω), ‖f‖L2(Ω) ≤ 1, f(q) = 0},
und damit schließlich die Bergman-Metrik durch
BergΩ(q,X) :=
(
BΩ(q,X)
KΩ(q, q)
) 1
2
.
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Weil die drei genannten Differenzialmetriken nur in sehr speziellen Fa¨llen
explizit berechenbar sind, sind asymptotische Abscha¨tzungen und auch be-
sonders Abscha¨tzungen fu¨r das Verhalten nahe des Randes ∂Ω interessant.
Insbesondere das Randverhalten der Bergman-Metrik ist fu¨r die Untersu-
chung der Fortsetzbarkeit von biholomorphen Abbildungen zwischen zwei
Gebieten auf deren Ra¨nder nu¨tzlich.
Durch die Arbeiten von Ho¨rmander [Ho¨r65] und vor allem von Diederich
[Di70], [Di73] ist das Verhalten des Bergman-Kerns und der Bergman-Me-
trik auf streng pseudokonvexen Gebieten gut bekannt. Graham konnte in
[Gr75] basierend auf den Ideen von Diederich auch Abscha¨tzungen fu¨r die
Carathe´odory- und Kobayashi-Metrik im streng pseudokonvexen Fall herlei-
ten.
Im Allgemeinen fanden sich keine analogen Abscha¨tzungen fu¨r den schwach
pseudokonvexen Fall; dies begru¨ndet sich u.a. darin, dass diese nicht die
spezielle Geometrie streng pseudokonvexer Gebiete besitzen, welche stark in
die Abscha¨tzungen der invarianten Metriken eingeht.
Fu¨r Ω ⊂⊂ C2 vom endlichen Typ lo¨ste Catlin in [Ca89] das Problem voll-
sta¨ndig, indem er zeigte, dass in diesem Fall alle drei Metriken vergleichbar
sind, und optimale untere sowie obere Abscha¨tzungen angab. Weitere po-
sitive Resultate dieser Form konnten u.a. von Herbort erzielt werden, falls
Ω ⊂ Cn vom endlichen Diagonaltyp ist [Her92a] oder falls die Leviform einer
definierenden Funktion von Ω gewisse Definitheitsaussagen erfu¨llt [Her93].
Hingegen zeigten aber auch Diederich und Fornæss [DiFo80], dass es ein Ge-
biet Ω ⊂⊂ C3 gibt, auf dem die drei Differenzialmetriken nicht vergleichbar
sind (siehe auch [DiFoHe84]).
In [Mc01] fu¨gte McNeal die Arbeiten von Chen [Chen89] und Lempert [Le81]
sowie [Mc94] zusammen und konnte so die Vergleichbarkeit der drei Diffe-
renzialmetriken auf glatten, linear konvexen Gebieten vom endlichen Typ
nachweisen und ihr Randverhalten in Termen einer Pseudometrik beschrei-
ben, welche die nicht-isotrope Geometrie von Ω optimal wiedergibt. Dieses
Ergebnis wollen wir auf lineal konvexe Gebiete verallgemeinern.
Ein Gebiet Ω ⊂ Cn heißt lineal konvex, wenn es fu¨r jeden Randpunkt p ∈ ∂Ω
eine komplexe Hyperfla¨che Hp 3 p mit Hp∩Ω = ∅ gibt. Da offensichtlich line-
ar konvexe Gebiete insbesondere lineal konvex sind, ist dies eine allgemeinere
Gebietsklasse.
Wir wollen im Folgenden glatte, lineal konvexe Gebiete Ω = {ρ < 0} ⊂⊂ Cn
vom endlichen Typ (nach D’Angelo) betrachten.
Der Dissertation von Conrad [Co02] folgend fu¨hren wir Richtungsabsta¨nde
zu Niveaumengen ein. Wir wa¨hlen dazu eine genu¨gend kleine Umgebung
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U = U(∂Ω) des Randes und erhalten in jedem Punkt q ∈ Ω ∩ U fu¨r ε > 0
eine zugeho¨rige Niveaumenge
∂Ωq,ε := {z ∈ Ω ∩ U : ρ(z) = ρ(q) + ε}.
Sei nun X ∈ Cn ein Einheitsvektor und ε > 0 klein genug, dann definieren
wir τ(q,X, ε) als den Abstand von q zur Niveaumenge ∂Ωq,ε entlang der
komplexen Geraden C 3 λ 7→ q + λX.
Hiemit zeigen wir dann zuna¨chst einen Approximationssatz, der sich in a¨hn-
licher Form fu¨r streng pseudokonvexe Gebiete bereits bei Diederich in [Di70]
findet. Damit werden wir dann den Bergman-Kern auf der Diagonalen ab-
scha¨tzen und erhalten damit auch Abscha¨tzungen fu¨r die Bergman-Metrik.
Haupthilfsmittel hierzu werden die von Diederich und Fornæss konstruier-
ten, holomorphen Stu¨tzfunktionen sein, welche optimalen Abscha¨tzungen
genu¨gen (siehe [DiFo03]). Wir erhalten
Theorem 1 Es sei Ω ⊂⊂ Cn ein glattes, lineal konvexes Gebiet vom endli-
chen Typ. Dann gilt
BergΩ(q,X) ≈
1
τ(q,X, |r(q)|)
fu¨r q ∈ Ω nahe genug am Rand und X ∈ Cn, |X| = 1.
Dies bedeutet eine Verallgemeinerung der Ergebnisse von McNeal in [Mc94]
auf den lineal konvexen Fall.
In [Li05] gelang es Lieder, analoge Abscha¨tzungen fu¨r die Carathe´odory- und
Kobayashi-Metrik nachzuweisen:
Theorem ([Li05]) Es sei Ω ⊂⊂ Cn ein beschra¨nktes, C∞-glattes, lineal
konvexes Gebiet von endlichem Typ m. Ferner sei q ∈ Ω nahe genug am
Rand und X ∈ Cn, |X| = 1. Dann ist
CaraΩ(q,X) ≈ 1
τ(q,X, |r(q)|) ≈ KobΩ(q,X).
D.h. in dem hier betrachteten Fall sind alle drei Differenzialmetriken ver-
gleichbar und optimal im Sinne der Randgeometrie von Ω abscha¨tzbar.
Wie schon zuvor bemerkt ist auch das Verhalten des Bergman-Kerns fu¨r die
Fortsetzbarkeit biholomorpher Abbildungen interessant. Der Bergman-Kern
wurde 1922 bzw. 1933 (siehe [Berg33] bzw. [Berg70]) von Bergman eingefu¨hrt.
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Sei Ω ⊂ Cn ein Gebiet. Dann ist H2(Ω) := O(Ω) ∩ L2(Ω) mit dem L2-Ska-
larprodukt 〈 , 〉L2 ein Hilbertraum. Ein natu¨rlicher Operator auf Ω ist dann
die orthogonale Projektion
P : L2(Ω)→ H2(Ω).
Der Bergman-Kern ist die zugeho¨rige Kernfunktion KΩ(z, w).
Analog zu den Ergebnissen von McNeal in [Mc94] zeigen wir fu¨r den Berg-
man-Kern das Folgende.
Theorem 2 Sei Ω = {ρ < 0} ⊂⊂ Cn ein glattes, lineal konvexes Gebiet
vom endlichen Typ m. Es sei p ∈ ∂Ω, dann gibt es eine Umgebung U von
p, so dass fu¨r alle Multiindizes α, β eine Konstante C = C(α, β, n,m) > 0
existiert, fu¨r welche die Abscha¨tzung
|DαD¯βKΩ(q1, q2)| ≤ C ·
n∏
j=1
1(
τj(q1, δ)
)αj+βj+2
fu¨r alle q1, q2 ∈ U ∩ Ω mit δ = |ρ(q1)| + |ρ(q2)| + d(q1, q2) erfu¨llt ist. Dabei
ist d die Pseudometrik aus [Co02].
Im letzten Abschnitt wollen wir dann schließlich die invarianten Metriken in
euklidischen Koordinaten abscha¨tzen. Wir zeigen
Satz 3 Es sei Ω ⊂⊂ Cn ein beschra¨nktes, lineal konvexes Gebiet vom endli-
chen Typ m. Es sei 0 ∈ ∂Ω ein Randpunkt, Λα(0) ein admissible Domain fu¨r
α > 0 undM(∂Ω, 0) = (1,m2 . . . ,mn) der Catlinsche Multityp von ∂Ω in 0.
Dann gibt es ein α0 = α0(Ω) > 1, so dass mit einer Konstante, die nur von
n, Ω und α abha¨ngt, fu¨r 0 < α < α0 gilt
FΩ(z,X) ≈
n∑
j=1
|Xj|
|r(z)|
1
mj
fu¨r alle z ∈ Λα(0). Dabei bezeichnen wir mit FΩ eine der drei invarianten
Metriken auf Ω.
Diese Arbeit ist wie folgt aufgebaut. In Kapitel 1 fu¨hren wir einige Hilfs-
mittel, Notationen und die invarianten Metriken ein. Kapitel 2 bescha¨ftigt
sich mit der Geometrie lineal konvexer Gebiete, die durch die Dissertation
von Conrad [Co02] sehr gut beherrschbar ist. Das Kapitel 3 bescha¨ftigt sich
mit den optimalen Stu¨tzfunktionen von Diederich und Fornæss aus [DiFo03],
diese sind Grundlage der hier entstandenen Abscha¨tzungen. Theorem 1 wird
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dann in Kapitel 4 unter Ausnutzung guter plurisubharmonischer Funktio-
nen, die wir aus den Stu¨tzfunktionen gewinnen, bewiesen. Schließlich wird
im Kapitel 5 nach einer kurzen Einfu¨hrung und einigen Abscha¨tzungen fu¨r
den Neumann-Operator das Theorem 2 bewiesen. Abschließend wollen wir im
Kapitel 6 Abscha¨tzungen in Termen des Randabstands von q ∈ Ω herleiten
und damit Satz 3 beweisen.
Herrn Prof. Dr. Klas Diederich mo¨chte ich an dieser Stelle fu¨r die Anre-
gung zur Anfertigung dieser Arbeit, seine Unterstu¨tzung und die hilfreichen
Gespra¨che wa¨hrend der Vorbereitungen zu dieser Arbeit danken.
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KAPITEL I
Begriffe und Hilfsmittel
In diesem Abschnitt wollen wir die beno¨tigten Hilfsmittel und Notationen
einfu¨hren. Zuna¨chst beginnen wir damit, die invarianten Metriken zu definie-
ren, und legen dabei besonderen Wert auf die in dieser Arbeit betrachteten
Bergman-Gro¨ßen. Fu¨r eine ausfu¨hrlichere und auch axiomatischere Darstel-
lung verweisen wir auf [Her96] aber auch auf [JaPf93] und [Kra92].
1.1 Invariante Metriken
1.1.1 Der Bergman-Kern
Es sei Ω ⊂ Cn ein Gebiet, wir definieren den sogenannten Bergman-Raum
als
H2(Ω) := O(Ω) ∩ L2(Ω) = {f ∈ O(Ω) : ‖f‖L2 <∞}.
Man kann zeigen, dass H2(Ω) mit der von L2(Ω) induzierten Hilbertraum-
struktur wieder zu einem Hilbertraum mit dem Skalarprodukt 〈f, g〉 :=
〈f, g〉L2 =
∫
Ω
f(z)g¯(z) dnz wird. Daru¨ber hinaus ist das Punktauswertungs-
funktional
Az : H
2(Ω)→ C
ein stetiges, lineares Funktional. Also gibt es nach dem Rieszschen Darstel-
lungssatz ein Element kz ∈ H2(Ω), so dass
Az(f) = f(z) = 〈f, kz〉L2 =
∫
Ω
f(ζ) kz(ζ) d
nζ
1
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fu¨r alle f ∈ H2(Ω) gilt. Die FunktionKΩ(z, ζ) := kz(ζ) ist dann der Bergman-
Kern. Er besitzt die folgenden Eigenschaften
1. Reproduzierend: Es gilt fu¨r alle f ∈ H2(Ω)
f(z) =
∫
Ω
f(ζ)KΩ(z, ζ) dζ.
2. Konjugiert symmetrisch: Es gilt KΩ(z, w) = KΩ(w, z).
Damit hat er a¨hnliche Eigenschaften wie der Cauchy-Kern. Derartige repro-
duzierende Kernfunktionen und ihre Eigenschaften sind von großer Bedeu-
tung in der komplexen Analysis, durch sie sind u.a. gute Abscha¨tzungen von
∂¯-Lo¨sungen in verschiedenen Ra¨umen mo¨glich geworden. Weitere wichtige
Kerne sind der Szego¨- und der Khenkin-Kern.
Durch KΩ(·, w) ∈ H2(Ω) und die beiden oben genannten Eigenschaften ist
der Bergman-Kern sogar schon eindeutig bestimmt, wie man leicht zeigt.
Daru¨ber hinaus definiert der Bergman-Kern auch eine orthogonale Projektion
PΩ : L
2(Ω)→ H2(Ω), wie in der Einleitung schon bemerkt wurde, durch
PΩf(z) =
∫
Ω
f(ζ) KΩ(z, ζ) dζ.
Offensichtlich erha¨lt PΩ den Raum H
2(Ω). Man nennt PΩ auch die Bergman-
Projektion. Es gibt viele Anwendungsmo¨glichkeiten der Bergman-Projektion,
auf die wir nicht weiter eingehen wollen, es sei z.B. auf [Di04], [DiLi81] und
Kapitel 5 verwiesen.
Um weitere Eigenschaften des Bergman-Kerns herzuleiten, beachten wir, dass
H2(Ω) als Hilbertraum eine vollsta¨ndige, orthonormale Basis (φj)j besitzt.
Mit funktionalanalytischen Mitteln kann man dann zeigen, dass fu¨r jedes
Kompaktum K ⊂⊂ Ω auf K ×K
(1.1) KΩ(z, ζ) =
∞∑
j=1
φj(z) φj(ζ)
gilt. Durch die geschickte Wahl einer orthonormalen Basis von H2(Ω) bie-
tet Gleichung (1.1) eine Mo¨glichkeit zur expliziten Berechnung von KΩ, im
Allgemeinen ist dies jedoch nicht mo¨glich.
Mit Gleichung (1.1) zeigt man zudem auch noch weitere Eigenschaften fu¨r
den Bergman-Kern auf der Diagonalen {(z, z) : z ∈ Ω}, die wir hier fu¨r
spa¨tere Zwecke angeben wollen:
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1.1 Lemma
Es seien Ω, Ω1, Ω2 ⊂⊂ Cn Gebiete, dann gilt fu¨r q ∈ Ω
1. KΩ ∈ C∞(Ω× Ω),
2. KΩ(q, q) = sup{|f(q)|2 : f ∈ O(Ω) ∩ L2(Ω), ‖f‖L2 ≤ 1},
3. fu¨r Ω1 ⊂ Ω2 ist KΩ2 ≤ KΩ1,
4. fu¨r zj, wj ∈ Ωj gilt
KΩ1×Ω2
(
(z1, z2), (w1, w2)
)
= KΩ1(z1, w1)KΩ2(z2, w2),
5. KΩ(q, q) > 0.
Beweis: Siehe zum Beispiel [Kra92] oder [Her87] bzw. [Her96]. 
1.2 Bemerkung
Auf Grund der Positivita¨t von KΩ(q, q) fu¨r beschra¨nkte Gebiete ist es natu¨r-
lich, das Nullstellenverhalten von KΩ außerhalb der Diagonalen zu untersu-
chen. Dieses nach Lu Qi-Keng benannte Problem ist noch nicht vollsta¨ndig
gelo¨st, da es Gebiete gibt, wo KΩ verschwindet, aber noch nicht klar ist,
wodurch diese charakterisiert werden. Fu¨r weiterfu¨hrende Informationen sei
z.B. auf den U¨bersichtsartikel [Boas00] von Boas verwiesen.
Eine weitere wichtige Eigenschaft von KΩ, die wir gerade im letzten Kapitel
beno¨tigen werden, beschreibt das Verhalten unter biholomorphen Abbildun-
gen.
1.3 Lemma
Es seien Ω1, Ω2 ⊂ Cn Gebiete. Es sei f : Ω1 → Ω2 eine biholomorphe
Abbildung, dann gilt
det f ′(z) KΩ2
(
f(z), f(ζ)
)
det f ′(ζ) = KΩ1(z, ζ).
Zum Abschluss wollen wir noch eine wichtige Darstellung des Bergman-Kerns
angeben. Durch diese ist es gerade in der ∂¯-Neumann-Theorie mo¨glich, den
Bergman-Kern durch explizite Ausdru¨cke zu ersetzen (siehe Kapitel 5).
1.4 Lemma
Fu¨r den Einheitskreis ∆(0, 1) ⊂ C sei ϕ ∈ C∞0
(
∆(0, 1)
)
mit
∫
ϕ(z) dz =
1, radialsymmetrisch. Es sei weiter Ω ⊂ Cn ein Gebiet, w ∈ Ω fest und
P n(w, r) ⊂ Ω ein Polyzylinder fu¨r r > 0 klein genug. Setze fu¨r z ∈ Cn
ψw(z) :=
1
r2n
ϕ
(
z1 − w1
r
)
· · ·ϕ
(
zn − wn
r
)
.
3
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Dann ergibt die Cauchysche Integralformel fu¨r f ∈ O(Ω), dass
f(w) =
∫
Ω
ψw(z) f(z) dz.
Weil dies insbesondere fu¨r f ∈ H2(Ω) gilt, folgt hieraus
PΩψw(z) = KΩ(z, w).
Ein Beweis findet sich z.B. bei [Her96] oder [Kra92].
1.1.2 Die Bergman-Metrik
Wir betrachten weiterhin ein beschra¨nktes Gebiet Ω ⊂⊂ Cn. Da KΩ(z, z)
positiv ist, definiert
(
gk`(z)
)
k,`
=
(
∂2
∂zk∂z¯`
logKΩ(z, z)
)
k,`
das Potenzial einer
Ka¨hlermetrik auf Ω, der Bergman-Metrik BergΩ. D.h. es gilt
BergΩ(z,X) :=
n∑
`,k=1
gk`(z)XkX¯` z ∈ Ω, X ∈ Cn \ {0}.
Dass (gk`)k,` tatsa¨chlich eine positiv definite Matrix im Fall beschra¨nkter
Ω ⊂⊂ Cn darstellt, ist nicht trivial und findet sich z.B. in [Kra92].
Eine der wichtigsten Eigenschaften der Bergman-Metrik ist ihr Transforma-
tionsverhalten unter biholomorphen Abbildungen.
1.5 Lemma
Seien Ω1, Ω2 ⊂ Cn Gebiete. Es sei weiter f : Ω1 → Ω2 eine biholomorphe
Abbildung, dann gilt
BergΩ1(z,X) = BergΩ2(f(z), f
′(z)X).
D.h. biholomorphe Abbildungen sind Isometrien in der Bergman-Metrik.
Die obige Definition der Bergman-Metrik erlaubt jedoch nur einen mu¨hsamen
Zugang. Um mit der Bergman-Metrik zu arbeiten, ist die folgende Charak-
terisierung nu¨tzlich.
1.6 Lemma
Es sei Ω ⊂⊂ Cn ein Gebiet. Wir fu¨hren zuna¨chst eine weitere Gro¨ße BΩ ein
durch
BΩ(q,X) := sup{|Xf(q)|2 : f ∈ O(Ω) ∩ L2(Ω), f(q) = 0, ‖f‖L2 ≤ 1}.
4
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Dann ist die Bergman-La¨nge von X ∈ Cn \ {0} in q ∈ Ω gegeben durch
BergΩ(q,X) =
(
BΩ(q,X)
KΩ(q, q)
) 1
2
.
Ein Nachweis findet sich u.a. in [Di70] und [Her96]. Tatsa¨chlich gilt diese
Charakterisierung sogar fu¨r unbeschra¨nkte Gebiete Ω, auf denenKΩ(q, q) > 0
gilt.
Einer der Vorteile der Gro¨ße BΩ ist, dass sie gebietsmonoton ist; d.h. aus
Ω1 ⊂ Ω2 folgt fu¨r X ∈ Cn \ {0} und q ∈ Ω1
BΩ2(q,X) ≤ BΩ1(q,X).
Ein Analogon fu¨r BergΩ(q,X) gilt im Allgemeinen jedoch nicht, ein Gegen-
beispiel findet sich bei [JaPf93].
1.7 Bemerkung
Der Vollsta¨ndigkeit halber wollen wir darauf hinweisen, dass fu¨r allgemei-
ne Ω nicht einmal notwendigerweise BΩ(q,X) 6= 0 und somit auch nicht
BergΩ(q,X) 6= 0 gelten muss, siehe auch [Her87]. Ist jedoch Ω beschra¨nkt,
wie wir es in dieser Arbeit voraussetzen wollen, so gilt stets BΩ(q,X) 6= 0; so-
mit ist die Bergman-Metrik positiv definit, wie auch in der Einleitung dieses
Abschnitts bemerkt wurde.
1.1.3 Berechnung des Bergman-Kerns und der Berg-
man-Metrik
Wir haben zuvor schon angedeutet, dass die Bergmansche Kernfunktion und
die Bergman-Metrik nur in Spezialfa¨llen explizit berechenbar sind. Drei dieser
Fa¨lle wollen wir hier jedoch angeben:
1. Der Einheitsball Bn(0, 1) ⊂ Cn:
Fu¨r α ∈ Nn bilden die Funktionen
ϕα(z) =
(
(n+ |α|)!
α!pin
)
zα, z ∈ Bn(0, 1)
eine Orthonormalbasis von H2
(
Bn(0, 1)
)
. Durch Einsetzen in Glei-
chung (1.1) und geschicktes Aufsummieren erha¨lt man dann
KBn(0,1)(z, ζ) =
n!
pin
· 1
(1− 〈z, ζ〉)n+1 ,
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wobei 〈z, w〉 := ∑nj=1 zjw¯j das euklidische Skalarprodukt des Cn ist.
Siehe hierzu [JaPf93]. Fu¨r die Bergman-Metrik ergibt sich somit (siehe
z.B. [Her87])
BergBn(0,1)(z,X) =
√
n+ 1
[ ‖X‖2
1− ‖z‖2 +
|〈z,X〉|2
(1− ‖z‖2)2
] 1
2
Somit stimmt aber auch BergB1(0,1)(z,X) bis auf einen Faktor mit der
Poincare´-Metrik auf dem Einheitskreis im C1 u¨berein.
2. Der Einheitspolyzylinder P n(0, 1) ⊂ Cn:
Mit der Produktformel aus Lemma 1.1 und dem Ergebnis fu¨rKB1(0,1) =
KP 1(0,1) von oben erhalten wir
KPn(0,1)(z, ζ) =
1
pin
n∏
j=1
1
(1− zj ζ¯j)2
und somit analog
BergPn(0,1)(z,X) =
√
2
√√√√ n∑
j=1
|Xj|2
(1− |zj|2)2 .
3. Ein Polyzylinder P n(0, R) ⊂ Cn mit R = (r1, . . . , rn):
Wir fu¨hren diesen Fall nur der Vollsta¨ndigkeit halber auf, da wir dieses
Ergebnis spa¨ter beno¨tigen. Tatsa¨chlich la¨sst sich mit den Lemmata 1.3
bzw. 1.5 aus dem vorherigen Fall
KPn(0,R)(z, ζ) =
1
pin
n∏
j=1
r2j
(r2j − zj ζ¯j)2
herleiten und analog auch
BergPn(0,R)(z,X) =
√
2
√√√√ n∑
j=1
|rj Xj|2
(r2j − |zj|2)2
.
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1.1.4 Die Carathe´odory-Metrik
Auch wenn sie nicht Gegenstand dieser Arbeit sind, wollen wir noch die
Carathe´odory- und die Kobayashi-Metrik einfu¨hren. Im Gegensatz zur Berg-
man-Metrik sind diese beiden Metriken nicht Ka¨hlersch, d.h. sie werden nicht
von einem Potenzial induziert.
Beide Metriken sind Verallgemeinerungen der Poincare´-Metrik im Einheits-
kreis ∆ := B1(0, 1) des C1. Dies wollen wir zuna¨chst ein wenig motivieren.
1.8 Lemma (Schwarz)
Sei f : ∆→ ∆ eine holomorphe Funktion. Dann gilt
|f ′(z)|
1− |f(z)|2 ≤
1
1− |z|2 , z ∈ ∆.
Ist f ∈ Aut(∆) ein Automorphismus des Einheitskreises, so gilt sogar Gleich-
heit.
Wir definieren nun die folgende hermitesche Metrik.
1.9 Definition
Auf dem Einheitskreis ∆ ⊂ C definieren wir die hermitesche Metrik
P (z,X) :=
|X|
1− |z|2 , X ∈ C \ {0}.
Diese Metrik heißt Poincare´-Metrik.
Es seien Ω1,Ω2 ⊂ Cn Gebiete und f : Ω1 → Ω2 eine holomorphe Abbil-
dung, sowie γ eine hermitesche Metrik. Wir sagen, dass γ dem sogenannten
Schwarz-Pick-Lemma genu¨gt, falls
γΩ2(f(z), f
′(z)X) ≤ γΩ1(z,X) z ∈ Ω1, X ∈ Cn \ {0}
gilt. Insbesondere folgt damit, dass γ invariant unter biholomorphen Abbil-
dungen, also eine Isometrie ist.
Mit Lemma 1.8 folgt, dass die Poincare´-Metrik das Schwarz-Pick-Lemma
erfu¨llt. Hingegen erfu¨llt die Bergman-Metrik dieses im Allgemeinen nicht
(siehe z.B. [JaPf93]).
Es gibt viele verschiedene Mo¨glichkeiten, die Poincare´-Metrik auf mehrere
Vera¨nderliche zu verallgemeinern. Wir wollen, wie sich herausstellen wird,
zwei Extremale untersuchen.
Im Jahre 1927 fu¨hrte Carathe´odory eine spa¨ter nach ihm benannte Pseu-
doabstandsfunktion ein. Deren infinitesimale Form wollen wir betrachten.
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1.10 Definition
Es sei Ω ⊂ Cn ein Gebiet, p ∈ Ω und X ∈ Cn \ {0}. Die Funktion
CaraΩ(p;X) = sup
{∣∣∣∣ Xf1− |f(p)|2
∣∣∣∣ : f ∈ O(Ω,∆)}
= sup{|Xf | : f ∈ O(Ω,∆), f(p) = 0}.
heißt (infinitesimale) Carathe´odory(-Reiffen)-Metrik.
Folgendes Lemma zeigt, dass die Carathe´odory-Metrik genau die gewu¨nsch-
ten Eigenschaften besitzt.
1.11 Lemma
Es sei Ω ⊂ Cn ein Gebiet.
1. Die Carathe´odory-Metrik erfu¨llt das Schwarz-Pick-Lemma, d.h. sind
Ω1,Ω2 ⊂ Cn Gebiete und f : Ω1 → Ω2 eine holomorphe Abbildung, so
gilt
CaraΩ2(f(z), f
′(z)X) ≤ CaraΩ1(z,X) z ∈ Ω1, X ∈ Cn \ {0}.
2. Es gilt
Cara∆(z,X) = P (z,X).
3. Die Carathe´odory-Metrik ist die kleinste Differenzialmetrik mit den bei-
den obigen Eigenschaften. D.h. ist F eine Differenzialmetrik, welche
das Schwarz-Pick-Lemma und F∆(z,X) = P (z,X) erfu¨llt, so gilt schon
CaraΩ(z,X) ≤ FΩ(z,X).
4. Ist Ω zusa¨tzlich beschra¨nkt, so ist Cara∆(z, ·) eine Norm.
5. Ist Ω1 ⊂ Ω2, so gilt CaraΩ2(z,X) ≤ CaraΩ1(z,X).
Einen Nachweis dieser Eigenschaften findet man u.a. in [Her96].
Da die Bergman-Metrik auf dem Einheitskreis in C nicht mit der Poincare´-
Metrik u¨bereinstimmt, ist zuna¨chst nicht klar, ob es einen Zusammenhang
zwischen Bergman- und Carathe´odory-Metrik gibt. Dies konnte jedoch Hahn
1978 in [Ha78] positiv beantworten. Er zeigte fu¨r Ω ⊂ Cn offen,
(1.2) CaraΩ(z,X) ≤ BergΩ(z,X) z ∈ Ω, X ∈ Cn \ {0}.
Es sei noch bemerkt, dass die Carathe´odory-Metrik (siehe [JaPf93]) lokal
einer Lipschitz-Bedingung genu¨gt, also deutlich angenehmere Eigenschaften
als die Kobayashi-Metrik aufweist, die wir im folgenden Abschnitt angeben
wollen.
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1.1.5 Die Kobayashi-Metrik
Im Jahre 1967 fu¨hrte Kobayashi in [Kob67] eine Pseudoabstandsfunktion
auf komplexen Mannigfaltigkeiten ein. Diese ist insofern
”
dual“ zur Ca-
rathe´odroy-Metrik, als dass sie u¨ber Abbildungen vom Einheitskreis in die
Mannigfaltigkeit (das Gebiet Ω in unserem Fall) definiert ist. 1971 gab Roy-
den ihre infinitesimale Form an, die wir im Folgenden untersuchen wollen.
1.12 Definition
Sei Ω ⊂ Cn ein Gebiet. Dann heißt fu¨r (p,X) ∈ Ω× Cn
KobΩ(p;X) = inf{α > 0 : ∃ f ∈ O(∆,Ω), f(0) = p, αf ′(0) = X}.
die (infinitesimale) Kobayashi(-Royden)-Metrik.
Einige Eigenschaften der Kobayashi-Metrik gibt das folgende Lemma an.
Ein Nachweis der einzelnen Behauptungen findet sich z.B. in [Her96] oder
[JaPf93].
1.13 Lemma
Es sei Ω ⊂ Cn ein Gebiet.
1. Die Kobayashi-Metrik erfu¨llt das Schwarz-Pick-Lemma, d.h. also sind
Ω1,Ω2 ⊂ Cn Gebiete und f : Ω1 → Ω2 eine holomorphe Abbildung, so
gilt
KobΩ2(f(z), f
′(z)X) ≤ KobΩ1(z,X) z ∈ Ω1, X ∈ Cn \ {0}.
2. Es gilt
Kob∆(z,X) = P (z,X).
3. Die Kobayashi-Metrik ist die gro¨ßte Differenzialmetrik mit den beiden
obigen Eigenschaften. D.h. ist F eine Differenzialmetrik, welche das
Schwarz-Pick-Lemma und F∆(z,X) = P (z,X) erfu¨llt, so gilt schon
FΩ(z,X) ≤ KobΩ(z,X).
4. Ist Ω1 ⊂ Ω2, so gilt KobΩ2(z,X) ≤ KobΩ1(z,X).
Im Gegensatz zur Carathe´odory-Metrik ist die Kobayashi-Metrik im Allge-
meinen aber keine Norm, da sie nicht unbedingt die Dreiecksungleichung
erfu¨llt.
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Allerdings gibt es Beispiele (siehe [Kra92] oder [Her96]), die zeigen, dass die
Carathe´odory-Pseudodistanz nicht immer mit dem Pseudoabstand u¨berein-
stimmt, welcher durch die Carathe´odory-Kurvenla¨nge induziert wird. Fu¨r die
Kobayashi-Metrik hingegen gilt dies. Wir wollen hierauf nicht weiter einge-
hen.
Eigenschaft 3. des vorherigen Lemmas setzt zudem die Kobayashi-Metrik
indirekt auch zur Carathe´odory-Metrik in Verha¨ltnis, denn es gilt
CaraΩ(z,X) ≤ KobΩ(z,X).
Auf Grund dieser und der von Hahn nachgewiesenen Ungleichung (1.2) wurde
lange vermutet, dass die Kobayashi-Metrik auch die Bergman-Metrik domi-
niert. Dies widerlegten Diederich und Fornæss.
1.14 Theorem ([DiFo80])
Es gibt ein glattes, pseudokonvexes Gebiet Ω ⊂⊂ C3, so dass
BergΩ(q,X)
KobΩ(q,X)
nach oben unbeschra¨nkt ist.
Ein sehr tief liegendes Resultat stammt von Lempert aus dem Jahr 1981 in
[Le81], wo es ihm u.a. gelang zu zeigen, dass auf linear konvexen Gebieten
die Kobayashi- und die Carathe´odory-Metrik u¨bereinstimmen. Dies zusam-
men mit den Ergebnissen von [Chen89] und [Mc94] ergibt schließlich eine
Abscha¨tzung der invarianten Metriken und des Bergman-Kerns auf linear
konvexen Gebieten (siehe [Mc01]).
Wir mo¨chten an dieser Stelle noch bemerken, dass die Carathe´odory- und
die Kobayashi-Metrik auf dem Einheitsball Bn(0, 1) ⊂ Cn u¨bereinstimmen.
Zudem kann man sogar eine explizite Formel angeben. Sei z ∈ Bn(0, 1) und
X ∈ Cn, dann ist
CaraBn(0,1)(z,X) = KobBn(0,1)(z,X) =
[ ‖X‖2
1− ‖z‖2 +
|〈z,X〉|2
(1− ‖z‖2)2
] 1
2
.
Damit stimmen sie sogar mit der Bergman-Metrik bis auf den Faktor
√
n+ 1
u¨berein.
Zuletzt wollen wir noch darauf hinweisen, dass die Kobayashi-Metrik im All-
gemeinen nur oberhalb stetig ist (siehe [Her96]). Dennoch hat sie einen gro¨ße-
ren Anwendungsbereich als die Carathe´odory-Metrik (siehe z.B. [DiFo79]).
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1.2 Endlicher Typ
1.2.1 Die q-Typen nach D’Angelo
Sei U = U(z0) eine offene Umgebung von z0 ∈ Cn. Ist f : U → C eine
C∞-Funktion, dann definieren wir die Verschwindungsordnung von f in z0
als
ν(f, z0) := min{k ≥ 0 : f (k)(z0) 6= 0}
und setzen fu¨r eine Abbildung f = (f1, . . . , fn) : U → Cn
ν(f, z0) := min{ν(fj, z0), j = 1, . . . , n}.
Es sei Ω = {ρ < 0} ⊂ Cn ein Gebiet und z0 ∈ ∂Ω ein Randpunkt. Fu¨r eine
nicht-konstante holomorphe Abbildung c : ∆1(0, r) → Cn, r > 0, welche
wir im Folgenden als holomorphe Kurve bezeichnen wollen, mit c(0) = z0
definieren wir die Kontaktordnung von c an ∂Ω in z0 als
∆1(∂Ω, z0, c) :=
ν(ρ ◦ c, 0)
ν(c− z0, 0) .
Es bezeichne
Cn := {c : ∆1(0, r)→ Cn, c ist holomorphe Kurve mit c(0) = z0}.
Dann definieren wir den D’Angelo- bzw. 1-Typ als
∆1(∂Ω, z0) := sup
c∈Cn
∆1(∂Ω, z0, c).
Dies entspricht geometrisch gesehen der Kontaktordnung von komplex ana-
lytischen, eindimensionalen Varieta¨ten mit dem Rand ∂Ω in einem Punkt
z0 ∈ ∂Ω.
Wir sagen, dass Ω vom endlichen Typ m ist, wenn
∆1(∂Ω, z) ≤ m fu¨r alle z ∈ ∂Ω.
D’Angelo zeigte, dass die Endlichkeit des Typs eine offene Eigenschaft ist.
1.15 Theorem (D’Angelo)
Es sei Ω ⊂ Cn ein glatt berandetes Gebiet. Es sei z0 ∈ ∂Ω mit ∆1(∂Ω, z0) <
∞, dann gibt es eine offene Umgebung U = U(z0), so dass
∆1(∂Ω, z) <∞ fu¨r alle z ∈ ∂Ω ∩ U.
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Ist Ω sogar pseudokonvex, so gilt die folgende Abscha¨tzung fu¨r den Typ
∆1(∂Ω, z) ≤ ∆1(∂Ω, z0)
n−1−q
2n−2−q
fu¨r alle z ∈ ∂Ω ∩ U.(1.3)
Dabei ist q der Rang der Levimatrix in z0. Damit sehen wir sofort, dass streng
pseudokonvexe Randpunkte vom Typ 2 sind. Andererseits kann Ω in z0 nicht
vom endlichen Typ sein, wenn es eine holomorphe Kurve c mit c(0) = z0 und
Bild(c) ⊂ ∂Ω gibt.
Sei S ⊂ Cn eine (n − q + 1)-dimensionale komplexe Hyperebene durch z0,
1 ≤ q ≤ n. Dann definieren wir den q-Typ von D’Angelo als
∆q(∂Ω, z0) := inf
S
∆1(∂Ω ∩ S, z0), 1 ≤ q ≤ n.
Dabei nehmen wir das Infimum u¨ber alle solche Hyperebenen S und wollen
Ω ∩ S ⊂ S als Gebiet in S ansehen.
1.2.2 Der Catlinsche Multityp
Wir folgen [Yu92] zur Definition des Multityps. Sei Ω = {ρ < 0} ⊂⊂ Cn ein
beschra¨nktes Gebiet mit glattem Rand. Es sei z0 ∈ ∂Ω ein Randpunkt. Wir
bezeichnen mit Γn die Menge aller n-Tupel Λ = (λ1, . . . , λn) mit 1 ≤ λ1 ≤
. . . ≤ λn ≤ ∞ mit der Eigenschaft:
Fu¨r alle k = 1, . . . , n ist entweder λk =∞ oder es existieren Zahlen a1, . . . , an,
so dass
ak > 0 und
n∑
j=1
aj
λj
= 1.
Die Elemente von Γn nennen wir Gewichte. Die Menge Γn kann lexikogra-
phisch angeordnet werden: Seien Λ′ = (λ′1, . . . , λ
′
n) und Λ
′′ = (λ′′1, . . . , λ
′′
n)
zwei Gewichte. Dann gilt Λ′ < Λ′′, falls fu¨r ein k ∈ {1, . . . , n}
λ′j = λ
′′
j fu¨r j < k, aber λ
′
k < λ
′′
k.
Ein Gewicht Λ ∈ Γn heißt ausgezeichnet, wenn es holomorphe Koordinaten
(z1, . . . , zn) um z0 gibt, die z0 auf den Ursprung abbilden, so dass
DαD¯βρ(0) = 0 fu¨r alle (α, β) mit
n∑
j=1
αj + βj
λj
< 1.(1.4)
Wie immer bezeichnet dabei
Dα =
∂|α|
∂zα11 · · · ∂zαnn
und D¯β =
∂|β|
∂z¯β11 · · · ∂z¯βnn
.
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Den Catlinschen Multityp M(∂Ω, z0) = (m1, . . . ,mn) definieren wir nun als
das Infimum aller Gewichte in Γn mitM(∂Ω, z0) ≥ Λ fu¨r jedes ausgezeichnete
Gewicht Λ.
Da wir Ω als glatt berandet vorausgesetzt haben, folgt sofort, dass in der
obigen Notation m1 = 1 gelten muss.
Nach J. Yu [Yu92] nennen wir ein Gewicht Λ ∈ Γn linear ausgezeichnet,
falls es einen komplex linearen Koordinatenwechsel gibt, so dass z0 auf 0
abgebildet wird und Gleichung (1.4) in den neuen Koordinaten gilt. Wir
bezeichnen mit L(∂Ω, z0) = (`1, . . . , `n) den linearen Multityp, der definiert
ist als das Infimum aller Gewichte in Γn mit L(∂Ω, z0) ≥ Λ fu¨r jedes linear
ausgezeichnete Gewicht Λ.
Es ist klar, dass L(∂Ω, z0) unter komplex linearen Koordinatenwechseln in-
variant ist und die Ungleichung L(∂Ω, z0) ≤ M(∂Ω, z0) sofort aus der De-
finition folgt. Im Allgemeinen gilt jedoch keine Gleichheit, wie das Beispiel
aus [Yu92] zeigt. Setzen wir
ρ(z, w) = 2
(
Re(w) + Re(z2)
)
+ |z|4,
so ist L(∂Ω, 0) = (1, 2), aber M(∂Ω, 0) = (1, 4), siehe [Yu92].
Semiregularita¨t Der q-Typ nach D’Angelo und der Catlinsche Multityp
stehen in einem besonderen Zusammenhang. So zeigte Catlin in [Ca84b]
mn−q+1 ≤ ∆q(∂Ω, z0), 1 ≤ q ≤ n,
wobei M(∂Ω, z0) = (m1, . . . ,mn) gelte. Gebiete, bei denen sogar Gleichheit
fu¨r alle q gilt, heißen semiregula¨r im Sinne von Diederich und Herbort (siehe
[DiHe94]). Im Gegensatz zum 1-Typ ist Semiregularita¨t keine offene Bedin-
gung (siehe ebenfalls [DiHe94]).
1.3 Lineal konvexe Gebiete
Im Jahr 1935 fu¨hrten Behnke und Peschel in [BePe35] einen neuen Konve-
xita¨tsbegriff im C2 in die komplexe Analysis ein. Ihr Ziel war es, Gebietsklas-
sen zu untersuchen, die unter komplex linearen Koordinatenwechseln invari-
ant sind. Diese Gebiete nannten sie planarkonvex und zeigten, dass sie durch
eine Differenzialbedingung gegeben sind. Statt von Planarkonvexita¨t spricht
man heutzutage von linealer Konvexita¨t.
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Ein Gebiet Ω = {ρ < 0} ⊂ Cn heißt lineal konvex, wenn es fu¨r jeden
Randpunkt z0 ∈ ∂Ω eine komplexe Hyperebene Hz0 gibt mit z0 ∈ Hz0 und
Ω ∩Hz0 = ∅. Ist Ω glatt berandet, dann ist der holomorphe Tangentialraum
der einzige Kandidat fu¨r die komplexe Hyperebene. Bezeichnen wir wie u¨blich
mit ∂ρ(z0) den komplexen Gradienten einer definierenden Funktion ρ in z0
und mit
T 10z0 (∂Ω) := {X ∈ Cn : Xρ(z0) = 〈X, ∂ρ(z0)〉 = 0}
den holomorphen Tangentialraum von ∂Ω in z0, so ist Ω genau dann lineal
konvex, wenn fu¨r alle Randpunkte z0 ∈ ∂Ω schon z0 + X 6∈ ∂Ω, fu¨r alle
X ∈ T 10z0 (∂Ω), X 6= 0, gilt.
Tatsa¨chlich war es lange eine offene Frage, ob sich – wie auch andere Formen
der Konvexita¨t – lineale Konvexita¨t fu¨r C2-glatte Gebiete u¨ber die komplexe
Hesse- und Leviform ausdru¨cken la¨sst. Erst 1998 konnte C. Kiselman in [Ki98]
zeigen, dass ein Gebiet Ω ⊂ Cn mit ∂Ω ∈ C2 genau dann lineal konvex ist,
wenn fu¨r jeden Randpunkt die Behnke-Peschl-Bedingung erfu¨llt ist, d.h. fu¨r
alle z0 ∈ ∂Ω gilt
(1.5) ReHρ(z0, X) + Lρ(z0, X) :=
Re
n∑
j,k=1
∂2ρ
∂zj∂zk
(z0)XjXk +
n∑
j,k=1
∂2ρ
∂zj∂z¯k
(z0)XjX¯k ≥ 0 ∀ X ∈ T 10z0 (∂Ω).
Wir beobachten, da mit X ∈ T 10z0 (∂Ω) auch iX ∈ T 10z0 (∂Ω) gilt, dass jedes
(streng) lineal konvexe Gebiete insbesondere (streng) pseudokonvex ist. Li-
near konvexe Gebiete sind also lineal konvex und lineal konvexe Gebiete sind
pseudokonvex. Zudem ist lineale Konvexita¨t invariant unter komplex linearen
Koordinatenwechseln, wie schon oben angedeutet.
Wir wollen nun noch definierende Funktionen lineal konvexer Gebiete ge-
nauer untersuchen. Es sei dazu Ω ⊂⊂ Cn ein beschra¨nktes, glatt berandetes
Gebiet vom endlichen Typ m, so dass U ∩ Ω lineal konvex ist. Dabei ist
U = U(z0) offene Umgebung eines Randpunkts z0 ∈ ∂Ω. Nach einem linea-
ren Koordinatenwechsel, welcher lineale Konvexita¨t erha¨lt, ko¨nnen wir (nach
eventueller Verkleinerung von U) wie in Conrad [Co02] davon ausgehen, dass
U ∩ ∂Ω = {z ∈ U : Re(z1) + h(Im(z1), z2, . . . , zn) = 0}.(1.6)
Anhand von Gleichung (1.6) erkennt man, dass die Behnke-Peschl-Bedingung
und die definierende Gleichung des holomorphen Tangentialraums an ∂Ω
lokal unabha¨ngig von Re(z1) sind. Deswegen du¨rfen wir ohne Einschra¨nkung
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annehmen, dass es ein ε0 > 0 gibt, so dass alle Niveaumengen
{z ∈ U : ρ(z) = ε} mit |ε| < ε0
wieder lineal konvex und vom endlichen Typ sind.
Tatsa¨chlich ist es besonders interessant, speziell das Verhalten des Multityps
auf lineal konvexen Gebiete zu untersuchen. Dieser ist, wie auch der 1-Typ,
wichtig fu¨r Regularita¨tseigenschaften des ∂¯-Neumann-Problems. Neben dem
von Catlin eingefu¨hrten Multityp ist aber auch auf Grund seiner angeneh-
meren Eigenschaften der lineare Multityp interessant.
Seit den Untersuchungen von Diederich und Herbort in [DiHe94] hat sich
zudem gezeigt, dass auch die Gebiete von besonderem Interesse sind, bei
denen fu¨r die Eintra¨ge des Multityps (1,m2, . . . ,mn) schon
mn−q+1 = ∆q(∂Ω, z) fu¨r alle q
gilt, d.h. die semiregula¨r sind.
McNeal zeigte in [Mc92], dass auf konvexen Gebieten der 1-Typ eines Rand-
punkts z0 ∈ ∂Ω schon durch Kontaktordnungen mit holomorphen Geraden
in z0 realisiert wird. Tatsa¨chlich zeigten Boas und Straube in [BoStr92] dieses
Ergebnis in einem allgemeineren Rahmen mit geometrischeren Methoden.
In [Yu92] konnte Yu vielmehr zeigen, dass konvexe Gebiete sogar semiregula¨r
sind.
Conrad gelang es in [Co02], diese Ergebnisse auf lineal konvexe, glatt beran-
dete Gebiete zu verallgemeinern:
1.16 Theorem (Conrad, [Co02])
Es seien Ω ⊂ Cn ein glatt berandetes, lineal konvexes Gebiet und weiter
M(∂Ω, z0) = (1,m2, . . . ,mn) der Multityp von ∂Ω in z0 ∈ ∂Ω. Dann gilt
mn−q+1 = ∆q(∂Ω, z0) fu¨r alle 1 ≤ q ≤ n.
Conrad zeigt zudem auch
1.17 Theorem (Conrad, [Co02])
Ist Ω ⊂ Cn ein glatt berandetes, lineal konvexes Gebiet, so gilt L(∂Ω, z) =
M(∂Ω, z) fu¨r jeden Randpunkt z ∈ ∂Ω.
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KAPITEL II
Randgeometrie lineal konvexer Gebiete
Wir wollen in diesem Kapitel die no¨tigen Hilfsmittel aus [Co02] bereitstellen.
Hauptaugenmerk wird dabei auf die hier eingefu¨hrten Richtungsabsta¨nde
τ(q,X, ε) gelegt, welche optimal die Randgeometrie von Ω widerspiegeln.
Es sei also im Folgenden Ω = {ρ < 0} ⊂⊂ Cn ein glatt berandetes, be-
schra¨nktes, lineal konvexes Gebiet vom endlichen Typ m.
2.1 Eine Pseudometrik
Seien U , z0 ∈ ∂Ω und ε0 wie in Kapitel 1.3 gewa¨hlt. Im Folgenden seien stets
q ∈ U ∩ Ω mit |ρ(q)| < ε0
2
, X ∈ Cn \ {0} ein Einheitsvektor und 0 < ε < ε0
2
.
Ha¨ngen die beiden reellwertigen Ausdru¨cke A und B vom Parameter x ∈ X
– z.B. q, X, ε – ab und gibt es eine von x unabha¨ngige Konstante c > 0, so
dass A(x) ≤ c · B(x) fu¨r alle x ∈ X gilt, so schreiben wir auch kurz A . B.
Die Schreibweisen A & B und A ≈ B haben dann analoge Bedeutungen.
Wir fu¨hren nun einen Richtungsabstand ein, der es uns ermo¨glicht, sowohl
die Bergman-Metrik als auch den Bergman-Kern optimal abzuscha¨tzen. Wir
halten uns dabei an [Co02] und definieren mit
τ(q,X, ε) := sup{r > 0 : ρ(q + λX)− ρ(q) < ε, ∀ λ ∈ C : |λ| < r}
den Randabstand des Punktes q zu der Niveaumenge
∂Ωq,ε := {z : ρ(z) = ρ(q) + ε}
gemessen entlang der von X aufgespannten komplexen Geraden. Da alle
Punkte q ∈ ∂Ωq,0 vom endlichen Typ sind, sind die Absta¨nde fu¨r genu¨gend
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kleines ε > 0 endlich. Analog zu Hefer [Hef02] im linear konvexen und zu
Conrad [Co02] im lineal konvexen Fall wa¨hlen wir induktiv Koordinaten und
einen linearen Koordinatenwechsel, der q in den Ursprung u¨berfu¨hrt:
Als ersten Basisvektor wa¨hlen wir die reelle Normale in q zur Niveaumenge
∂Ωq,0 und setzen
e1 :=
∇ρ(q)
|∇ρ(q)| sowie τ1(q, ε) := τ(q, e1, ε).
Es sei p1 ∈ ∂Ωq,ε ein Punkt auf der Geraden z1 : C 3 λ 7→ q+λ e1, der τ1(q, ε)
realisiert. Dabei parametrisieren wir die Gerade derart, dass z1(0) = q und
p1 auf der positiven Re(z1)-Achse liegt, also p1 = q + τ1(q, ε)e1. Nach Wahl
dieser Achse gilt eben, dass ∂ρ(q)
∂x1
= 1 und nach eventueller Verkleinerung von
U somit ∂ρ(z)
∂x1
≈ 1 fu¨r alle z ∈ U ist. Mit dem Satz u¨ber implizite Funktionen
erha¨lt man, dass
τ1(q, ε) ≈ dist(q, ∂Ωq,ε) ≈ ε,
wobei alle Konstanten unabha¨ngig von q und ε sind. Wir nehmen nun an, die
paarweise senkrechten Einheitsvektoren e1, . . . , ek−1 ∈ Cn seien konstruiert.
Es sei weiter τj(q, ε) := τ(q, ej, ε). Ferner seien die Punkte p1, . . . , pk−1 ∈
∂Ωq,ε so gewa¨hlt, dass zj(0) = q und pj auf der positiven Re(zj)-Achse fu¨r
1 ≤ j ≤ k−1 liegt. Wir wa¨hlen einen Einheitsvektor ek ∈ 〈e1, . . . , ek−1〉⊥, der
τ(q, ·, ε) minimiert. Zudem setzen wir τk(q, ε) := τ(q, ek, ε) und wa¨hlen pk ∈
∂Ωq,ε, der τk(q, ε) realisiert. Dabei parametrisieren wir wieder die zugeho¨rige
komplexe Gerade zk von q nach pk so, dass pk auf der positiven Re(zk)-Achse
liegt und zk(0) = q gilt. Nach Konstruktion gilt fu¨r k ≥ 2, dass
τk(q, ε) = dist(q, ∂Ωq,ε ∩ {z1 = . . . = zk−1 = 0})
und τ1(q, ε) . τ2(q, ε) . . . . . τn(q, ε). Wir nennen (e1, . . . , en) eine ε-mini-
male Basis in q und (z1, . . . , zn) die zugeho¨rigen Koordinaten. Auf Grund
der Orthogonalita¨t und Minimalita¨t der Wahl der Achsen zk und ihrer Pa-
rametrisierung folgt, dass
∂ρ(pk)
∂zj
= 0 und
∂ρ(pk)
∂yk
= 0 fu¨r j > k ≥ 2.(2.1)
Mit Hilfe der oben definierten Absta¨nde τk(q, ε) definieren wir fu¨r q ∈ Ω∩U
und ε > 0 einen Polyzylinder Pε(q) und dessen Multiplikation mit einer
positiven Konstanten c > 0 durch
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c · Pε(q) : = {z : |zq,εk | < c · τk(q, ε), k = 1, . . . , n},
=
{
z = q +
n∑
k=1
λkek : |λk| < c · τk(q, ε) fu¨r k = 1, . . . , n
}
,
wobei die Komponenten zq,εk die Komponenten von z bezu¨glich der zu q und
ε zugeho¨rigen Koordinaten sind.
Wir beobachten, dass die Polyzylinder eine Pseudometrik induzieren. Genau-
er ist diese Pseudometrik fu¨r z, q ∈ U ∩ Ω gegeben durch
d(z, q) := inf{ε > 0 : q ∈ Pε(z)}.
2.2 Eigenschaften der Pseudometrik
Fu¨r die spa¨teren Abscha¨tzungen beno¨tigen wir nun noch einige Eigenschaften
der zuvor eingefu¨hrten Pseudometrik. Wir fu¨hren hier die fu¨r diese Arbeit
No¨tigen auf; der Nachweis dieser und weitere Eigenschaften finden sich in
[Co02].
2.1 Lemma
Es gibt ein von q und ε unabha¨ngiges c0 > 0, so dass fu¨r alle q ∈ U ∩Ω und
ε > 0 klein genug gilt
c0 · Pε(q) ⊂ Ωq,ε.(2.2)
Mit Hilfe dieses Lemma ko¨nnen wir auch Ableitungen der zuvor gewa¨hlten
definierenden Funktion in allen Punkten des Polyzylinders Pε(q) durch die
Absta¨nde τk(q, ε) abscha¨tzen.
2.2 Lemma
Es sei q ∈ U ∩ Ω und ε > 0 klein genug. Dann gilt bzgl. der zu q und ε
zugeho¨rigen Koordinaten fu¨r alle p ∈ P¯ε(q)∣∣∣∣ ∂|α+β|ρ∂zα∂z¯β (p)
∣∣∣∣ . εn∏
k=1
τk(q, ε)αk+βk
(2.3)
fu¨r alle Multiindizes α, β ∈ Nn0 mit 1 ≤ |α+ β| ≤ m.
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Dieses Lemma wird z.B. fu¨r die Abscha¨tzung der Stu¨tzfunktionen von Die-
derich und Fornæss ([DiFo03]) im Kapitel 3 beno¨tigt.
Wir ko¨nnen nun die beiden obigen Lemmata benutzen, um die erste Ablei-
tung der definierenden Funktion ρ in den Punkten p1, . . . , pn zu quantifizie-
ren.
2.3 Lemma
Es sei q ∈ U ∩ Ω und ε > 0. Man betrachte die assoziierten Koordinaten
z1, . . . , zn bzgl. q und ε, dann gilt:
1. Fu¨r 1 ≤ k ≤ n ist ∣∣∣∣∂ρ(pk)∂zk
∣∣∣∣ ≈ τ1(q, ε)τk(q, ε) .
2. Fu¨r j < k ist ∣∣∣∣∂ρ(pk)∂zj
∣∣∣∣ . τ1(q, ε)τj(q, ε) .
Fu¨r die Polyzylinder Pε(q) gilt eine weitere angenehme Eigenschaft. Conrad
zeigte in [Co02], dass man wie im linear konvexen Fall auch im lineal konvexen
Fall die Absta¨nde τ(q,X, ε) durch die Standardabsta¨nde τk(q, ε) abscha¨tzen
kann. D.h. aber, dass die Gro¨ße des Polyzylinders Pε(q) in X-Richtung sich
u¨ber τ(q,X, ε) kontrollieren la¨sst.
2.4 Lemma
Es sei q ∈ U ∩ Ω und X =∑nk=1Xkek ein Einheitsvektor, dargestellt in den
zu q und ε > 0 assoziierten Koordinaten. Dann gilt
n∑
k=1
|Xk|
τk(q, ε)
≈ 1
τ(q,X, ε)
.
Dieses Ergebnis wird es uns spa¨ter ermo¨glichen, Abscha¨tzungen in den ε-
minimalen Koordinaten koordinatenfrei zu formulieren.
Alle weiteren, spa¨ter beno¨tigten Ergebnisse von Conrad in [Co02] wollen wir
nun in einer Proposition zusammenfassen.
2.5 Proposition
1. Seien X ∈ Cn ein Einheitsvektor und
ajk(q,X) :=
∂|α+β|
∂λα∂λ¯β
ρ(q + λX)|λ=0.
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Dann gilt ∑
1≤α+β≤m
|ajk(q,X)|τ(q,X, ε)α+β ≈ ε.
Dabei ha¨ngen alle Konstanten nicht von q, X und ε ab.
2. Definieren wir fu¨r ν = 1, . . . ,m mit aν(q,X) := max
j+k=ν
|ajk(q,X)| wie in
[Co02]
σ(q,X, ε) := min
{(
ε
aν(q,X)
) 1
ν
: 1 ≤ ν ≤ m
}
,
so gilt τ(q,X, ε) ≈ σ(q,X, ε) fu¨r X ∈ Cn, |X| = 1 und q ∈ U ∩ Ω.
3. Es gilt τ1(q, ε) ≈ ε und τ(q,X, ε) . ε 1m fu¨r jeden Einheitsvektor X ∈
Cn. Ist X ein Einheitsvektor in komplex tangentialer Richtung, so gilt
auch ε
1
2 . τ(q,X, ε).
4. Ist X ∈ Cn ein komplex-tangentialer Einheitsvektor und 0 < ε < δ, so
gilt (ε
δ
) 1
2
τ(q,X, δ) . τ(q,X, ε) .
(ε
δ
) 1
m
τ(q,X, δ).
5. Fu¨r jedes k > 0 existieren Konstanten c(k) und C(k), so dass
c(k)Pε(q) ⊂ Pkε(q) ⊂ C(k)Pε(q) und Pc(k)ε(q) ⊂ kPε(q) ⊂ PC(k)ε(q).
6. Fu¨r alle z ∈ Pε(q) und alle X ∈ Cn mit |X| = 1 gilt
τ(q,X, ε) ≈ τ(z,X, ε).(2.4)
7. Es existiert eine Konstante C > 0, so dass aus Pε(q)∩Pε(z) 6= ∅ folgt,
dass
Pε(q) ⊂ CPε(z) und Pε(z) ⊂ CPε(q).
8. Die Pseudometrik d(z, q) erfu¨llt die Eigenschaften
d(z, q) = 0 ⇐⇒ z = q,
d(z, q) ≈ d(q, z),
d(z, q) . d(z, w) + d(w, q) q, z, w ∈ U ∩ Ω.
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Holomorphe Stu¨tzfunktionen
3.1 Einleitung
Eine der wichtigsten Hilfsmittel der komplexen Analysis sind holomorphe
Stu¨tzfunktionen. Ist Ω ⊂ Cn ein Gebiet und ζ ∈ ∂Ω, so nennen wir nach
[DiFo03] die holomorphe Funktion Sζ : U(Ω¯) → C eine Stu¨tzfunktion in ζ,
wenn
1. Sζ(ζ) = 0,
2. Re
(
Sζ(z)
)
< 0 fu¨r alle z ∈ Ω¯ \ {ζ} gilt.
Tatsa¨chlich beno¨tigt man in den Anwendungen meist noch eine glatte Ab-
ha¨ngigkeit der Stu¨tzfunktionen vom Randpunkt ζ. Fu¨r linear konvexe Gebie-
te konnten Diederich und Fornæss in [DiFo99] solche Stu¨tzfunktionen kon-
struieren. Im Gegensatz zu den Stu¨tzfunktionen bzw. Stu¨tzfla¨chen, welche
sich durch den Tangentialraum eines Gebietes ergeben, erfu¨llen diese Stu¨tz-
funktionen zusa¨tzlich noch optimale Abscha¨tzungen in dem Sinne, dass ihre
Kontaktordnung mit Ω auch in allen reellen Richtungen optimal ist. Fu¨r ge-
nauere Details hierzu sei z.B. auf die Einleitungen von [DiFo99] und [DiFo03]
verwiesen.
Neben holomorphen Stu¨tzfunktionen sind auch Peak-Funktionen interessant.
Das Gebiet Ω ⊂ Cn besitzt im Punkt ζ ∈ ∂Ω eine Peak-funktion Pζ ∈
Aj(Ω) := Cj(Ω¯) ∩ O(Ω), wenn
|Pζ(z)| < 1 fu¨r alle z ∈ Ω¯ \ {ζ}
und Pζ(ζ) = 1 gilt. Ist also Sζ eine Stu¨tzfunktion in ζ, so ist z.B. Pζ(z) :=
exp
(
Sζ(z)
)
eine Peak-Funktion in ζ.
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Tatsa¨chlich ist die Existenz von Stu¨tzfunktionen nicht immer garantiert. Im
Jahr 1973 fanden Kohn und Nirenberg in [KoNi73] ein pseudokonvexes Gebiet
Ω ⊂ C2, welches in 0 ∈ ∂Ω keine Stu¨tzfunktion besitzt (sie nutzten dies, um
zu zeigen, dass pseudokonvexe Gebiete im Allgemeinen nicht biholomorph auf
(schwach) linear konvexe Gebiete abbildbar sind). Fornæss konnte in [Fo77]
das Kohn-Nirenberg-Beispiel abwandeln, um zu zeigen, dass pseudokonvexe
Gebiete nicht einmal eine A1-Peak-Funktion besitzen mu¨ssen. Siehe auch
[Yu94] und [Yu97].
Im Jahr 2002 gelang es schließlich Diederich und Fornæss in [DiFo03] auch
fu¨r lineal konvexe Gebiete eine glatte Familie von holomorphen Stu¨tzfunktion
zu konstruieren.
Die in [DiFo99] konstruierten Stu¨tzfunktionen waren mittlerweile zu einem
der Haupthilfsmitteln der komplexen Analysis auf linear konvexen Gebie-
ten geworden. Somit kann man erwarten, dass sich viele Ergebnisse von li-
near konvexen auf lineal konvexe Gebiete u¨bertragen, falls nicht die linea-
re Konvexita¨t in gro¨ßerem Maße benutzt wurde. Insbesondere fu¨r optimale
Abscha¨tzungen von Lo¨sungen der ∂¯-Gleichung (siehe z.B. [DiFiFo99], [Fi03]
oder [Fi04] um nur einige zu nennen) erlauben die Stu¨tzfunktionen die Kon-
struktion passender Lo¨sungsoperatoren (via Integralkernen). Fu¨r weitere An-
wendungen sei z.B. auf die Einleitung von [DiFo03] verwiesen.
Wir werden in diesem Kapitel einige Abscha¨tzungen von Lieder in [Li05] fu¨r
die holomorphen Stu¨tzfunktionen angeben und mit diesen dann im Kapitel
4.2 plurisubharmonische Funktionen konstruieren, deren Levi-Form guten
unteren Abscha¨tzungen genu¨gt.
3.2 Die Stu¨tzfunktionen
Wir wollen nun also die Stu¨tzfunktionen aus [DiFo03] einfu¨hren. Dazu sei
weiterhin Ω = {z ∈ Cn : ρ(z) < 0} ein beschra¨nktes, lineal konvexes Gebiet
mit glattem Rand vom endlichen Typ m. Wir wollen dabei wie in [Li05]
vorgehen.
Zuna¨chst wa¨hlen wir eine glatte Familie von Koordinatentransformationen
`ζ(z) = Φ(ζ)(z − ζ) mit einer unita¨ren Matrix Φ(ζ), die glatt von ζ ∈ ∂Ω
abha¨ngt und in jedem Punkt den a¨ußeren Normalenvektor nζ in ∂Ω in den
Vektor (1, 0, . . . , 0) u¨berfu¨hrt. Nun definieren wir weiter wie in [DiFi05]: Es
sei wˆ = λζ(w) mit
wˆ1 := w1
(
1− Aζ(w)
)
und wˆj := wj fu¨r j > 1.
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Dabei ist Aζ eine glatte Familie von holomorphen Polynomen, die nur von
w2, . . . , wn abha¨ngen und Aζ(0) = 0 erfu¨llen. Setzen wir nun ˆ`ζ = λζ ◦ `ζ , so
haben wir
rˆζ(wˆ) := ρ
(
ˆ`−1
ζ (wˆ)
)− ρ(ζ),
aˆα(ζ) :=
1
α!
∂|α|rˆζ(wˆ)
∂wˆα
|wˆ=0
und
Sˆζ(wˆ) := wˆ1 +Kwˆ
2
1 − ε˜
2m∑
j=2
M2
j
σj
∑
|α|=j
α1=0
aˆα(ζ)wˆ
α.(3.1)
Dabei seien M, K > 0 genu¨gend groß und ε˜ > 0 genu¨gend klein. Ferner ist
σj :=

1, fu¨r j ≡ 0 mod 4,
−1, fu¨r j ≡ 2 mod 4,
0, sonst.
Zum Schluss setzen wir noch
S(z, ζ) := Sˆζ(ˆ`ζ(z)).
Es sei an dieser Stelle angemerkt, dass aus der Konstruktion in [DiFo03]
hervorgeht, dass zuerst die KonstantenM, K groß genug gewa¨hlt werden und
erst dann ε˜ klein genug gewa¨hlt wird. Außerdem beobachten wir, dass die
Stu¨tzfunktionen fu¨r einen festen Randpunkt ζ ∈ ∂Ω holomorph in z sind. Die
Stu¨tzfunktionen S(z, ζ) bilden eine C∞-Familie in ζ. Gerade die Regularita¨t
der Stu¨tzfunktionen im Randpunkt ζ ∈ ∂Ω ist fu¨r die Anwendungen von
großer Wichtigkeit.
3.3 Abscha¨tzungen der Stu¨tzfunktionen
Wir beno¨tigen im Folgenden Abscha¨tzungen fu¨r S und deren ersten Ableitun-
gen und benutzen dabei die ε-minimalen Koordinaten in einem festen Punkt
ζ. Zu festem ζ und festem ε kann man dann ein spezielles Φ(ζ) konstruieren,
das die beno¨tigten Abscha¨tzungen erfu¨llt.
Wir wollen hier nur noch zwei der Abscha¨tzungen aus [Li05] nennen, die fu¨r
uns von Belang sind. Fu¨r weitere Abscha¨tzungen sei auf [DiFi05], [DiFo03]
und [Li05] verwiesen.
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3.1 Lemma ([Li05])
Fu¨r alle z ∈ P¯ε(q) gilt
|S(z, pj)| . ε.
fu¨r q ∈ Ω ∩ U genu¨gend nahe am Rand und ε > 0 genu¨gend klein. Dabei
ist pj ∈ ∂Ωq,ε ein Punkt assoziiert zu den ε-minimalen Koordinaten z =
(z1, . . . , zn).
Neben den Abscha¨tzungen fu¨r die Stu¨tzfunktionen brauchen wir auch Ab-
scha¨tzungen fu¨r die erste Ableitung der Stu¨tzfunktion in eine beliebige Rich-
tung. Wir brauchen speziell, dass die Richtungsableitungen der Stu¨tzfunkti-
on in einem Punkt q ∈ Ω ∩ U , der nahe genug am Rand liegt, nach unten
beschra¨nkt sind.
3.2 Lemma ([Li05])
Es gilt fu¨r z ∈ Pε(q) ∣∣∣∣∂S(z, pj)∂zj
∣∣∣∣ & ετj(q, ε)
fu¨r q ∈ Ω ∩ U genu¨gend nahe am Rand und ε > 0 genu¨gend klein. Dabei
ist pj ∈ ∂Ωq,ε ein Punkt assoziiert zu den ε-minimalen Koordinaten z =
(z1, . . . , zn).
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Bergman-Kern und Bergman-Metrik
4.1 Einleitung
Im Jahr 1922 fu¨hrte Stefan Bergman die nach ihm benannte Kernfunktion in
die Funktionentheorie einer Vera¨nderlichen ein. 1933 verallgemeinerte er diese
Funktion in [Berg33] in zwei Vera¨nderliche und untersuchte ihr Randverhal-
ten. Er erkannte, dass der Bergman-Kern eine Ka¨hlermetrik – die Bergman-
Metrik – induziert und, dass diese beiden Gro¨ßen ein gutes Verhalten unter
biholomorphen Transformationen zeigen. Unter besonderen Voraussetzungen
an das Gebiet Ω erzielte bereits Bergman erste Resultate u¨ber das Randver-
halten des Kerns, der Metrik und weiterer verwandter Gro¨ßen.
Das Problem bei der Untersuchung des Randverhaltens des Bergman-Kerns
und der Bergman-Metrik besteht darin, dass man geeignete H2-Funktionen
konstruieren muss, deren Funktionswerte bei kontrollierbarer L2-Norm groß
werden. Hierzu stehen aber erst seit den Arbeiten von Ho¨rmander (hierbei
besonders [Ho¨r65]) Mittel zur Verfu¨gung, die einen einfacheren Zugang zu
dieser Art von Fragestellungen ermo¨glichen.
Darum sind besonders die Arbeiten [Di70] und [Di73] von Diederich zu er-
wa¨hnen, in denen u.a. das Randverhalten des Bergman-Kerns, der Ableitun-
gen des Bergman-Kerns und der Bergman-Metrik auf streng pseudokonvexen
Gebieten Ω ⊂ Cn mit Steinschen Methoden optimal abgescha¨tzt wurde.
In [Fe74] gelang es dann Fefferman im Jahr 1974 und spa¨ter Boutet de Movel
und Sjo¨strand 1976 in [BoSj76], das asymptotische Verhalten des Bergman-
Kerns auf streng pseudokonvexen Gebieten zu charakterisieren. Fefferman
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konnte in diesem Fall durch die Abscha¨tzungen des Bergman-Kerns zeigen,
dass sich eine biholomorphe Abbildung F : Ω→ Ω′ glatt auf Ω¯ fortsetzt.
Auf schwach pseudokonvexen Gebieten hingegen sind derartig allgemeine Er-
gebnisse fu¨r die Bergman-Gro¨ßen unbekannt. Lediglich im C2 gelang Catlin
in [Ca89] die Beschreibung des Randverhaltens der in Kapitel 1 eingefu¨hr-
ten invarianten Metriken und des Bergman-Kerns auf beschra¨nkten Gebieten
endlichen Typs.
Eines der Hauptprobleme bei schwach pseudokonvexen Gebieten im Cn, n >
2, ist na¨mlich, dass entsprechende Vergleichsgebiete, die im streng pseudo-
konvexen Fall geeignete Kugeln sind, fu¨r schwach pseudokonvexe Gebiete im
Allgemeinen nicht existieren. Selbst wenn diese existieren, ist dann eins der
noch zu u¨berwindenden Probleme, dass solche Vergleichsgebiete meist nur
lokal geeignet sind, d.h. sie ha¨ngen stark vom betrachteten Randpunkt ab.
Daru¨ber hinaus ist der holomorphe Tangentialraum von Ω ⊂ Cn, n > 2 min-
destens zweidimensional, d.h. es ko¨nnen Kopplungseffekte zwischen Richtun-
gen verschiedener Kontaktordnung auftreten, wir wollen hierauf nicht weiter
eingehen.
Mit einigen Zusatzvoraussetzungen an Ω (siehe dafu¨r z.B. [Her93], [Cho02a],
[Cho03] oder [Her92a]/[Her92b]) fanden sich jedoch auch positive Ergebnisse.
Sehr allgemeine Ergebnisse im Zusammenhang mit den Bergman-Gro¨ßen fin-
den sich u.a. bei [DiFoHe84], [DiHeOh86] und [DiOh94]. Ganz besonders
mo¨chten wir noch die Abscha¨tzungen von Diederich und Herbort in [DiHe94]
auf semiregula¨ren Gebieten hervorheben. Diese sehr allgemeine Gebietsklas-
se umfasst na¨mlich insbesondere die linear konvexen und lineal konvexen
Gebiete.
Man kann aber im Allgemeinen nicht einmal erwarten, dass die Bergman-
Gro¨ßen in polynomialen Ausdru¨cken des Randabstands abscha¨tzbar sind.
Fu¨r den Bergman-Kern konstruierte Herbort 1983 ein solches Beispiel in
[Her83a]. Ein weiteres wichtiges Beispiel findet sich bei [DiHe00a].
Zuletzt wollen wir darauf hinweisen, dass sich neben den in den oben ge-
nannten Artikeln benutzten Methoden, die meist spezielle Formen einer defi-
nierenden Funktion, Lokalisierungssa¨tze, die Existenz von Peak-Funktionen
oder guten L2-Abscha¨tzungen benutzen, in neuerer Zeit auch Hilfsmittel der
Pluripotenzialtheorie bewa¨hrt haben, welche hierfu¨r einen geeigneten Zugang
zur Verfu¨gung stellen. Dabei hat sich die plurikomplexe Green-Funktion als
nu¨tzlich herausgestellt, siehe z.B. [Her99] oder auch besonders [DiHe00b].
In diesem Kapitel wollen wir aber zuna¨chst, wie schon zuvor erwa¨hnt, Ab-
26
4.2. Hilfsmittel
scha¨tzungen von McNeal aus [Mc94] fu¨r den Bergman-Kern auf der Diago-
nalen auf den Fall lineal konvexer Gebiete u¨bertragen.
Dazu werden wir zuna¨chst einige Hilfsmittel bereitstellen, um einen Ap-
proximationssatz auf lineal konvexen Gebieten mit L2-Methoden nachzu-
weisen. Mit diesem Approximationssatz sind wir dann in der Lage, den
Bergman-Kern auf der Diagonalen geeignet nach unten abzuscha¨tzen (obe-
re Abscha¨tzungen sind hingegen meist leicht herzuleiten). Tatsa¨chlich wird
sich zeigen, dass mit dem gezeigten Approximationssatz auch weitere Gro¨ßen
abscha¨tzbar sind.
Mit diesen Abscha¨tzungen sind wir dann im letzten Abschnitt dieses Kapitels
dazu bereit, das Theorem 1 zu beweisen.
4.2 Hilfsmittel
In diesem Abschnitt wollen wir kurz die beno¨tigten Hilfsmittel fu¨r den Appro-
ximationssatz 4.3 zeigen, bevor wir diesen im na¨chsten Abschnitt angeben.
Zuna¨chst formulieren wir eine Variation des bekannten ∂¯-Lo¨sungssatz von
Ho¨rmander mit L2-Abscha¨tzungen. Danach wollen wir aus den im letzten
Abschnitt eingefu¨hrten Stu¨tzfunktionen geeignete plurisubharmonische Ge-
wichtsfunktionen konstruieren.
Zuna¨chst beno¨tigen wir das folgende ∂¯-Lo¨sungslemma.
4.1 Lemma
Es sei Ω ⊂⊂ Cn pseudokonvex. Es sei weiter β eine ∂¯-geschlossene (0, 1)-
Form auf Ω. Es gebe eine plurisubharmonische Funktion ϕ ∈ C2(Ω) und eine
hermitesche positiv semidefinite Matrix A = (aij) mit stetigen Eintra¨gen,
welche auf supp(β) Diagonalgestalt habe und positiv definit ist. Des Weiteren
gelte Lϕ ≥ A auf supp(β). Dann gibt es eine Lo¨sung u ∈ C2(Ω) von ∂¯u = β
mit
‖u‖2ϕ ≤ 2 ·
∫
Ω
n∑
j=1
|βj|2 · a−1jj exp(−ϕ) dnz <∞,
wobei βj die Koeffizienten der (0,1)-Form β sind.
Dieses Lemma la¨sst sich a¨hnlich wie Lemma 4.4.1 in [Ho¨r90] zeigen. Wir
wollen an dieser Stelle keinen Beweis angeben, da dieser sehr technisch ist
und viel Notation beno¨tigt. Ein Beweis findet sich z.B. bei [Her92a] oder
[Her96]. Es sei auch auf [Bern85] fu¨r einen a¨hnlichen Satz verwiesen.
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Konstruktion geeigneter plurisubharmonischer Funktionen:
An dieser Stelle ließen sich auch die von Conrad in [Co02, Lemma 5.4] kon-
struierten plurisubharmonischen Funktionen fu¨r unsere Zwecke benutzen.
Wir verwenden hier jedoch die Stu¨tzfunktionen von Diederich und Fornæss
aus [DiFo03], wie wir sie in Kapitel 3.2 eingefu¨hrt haben. Es seien also q ∈ Ω
nahe genug am Rand und ε > 0 klein genug gegeben, dann erhalten wir
Punkte p1, . . . , pn ∈ ∂Ωq,ε assoziiert zu q und ε, welche die Absta¨nde τj(q, ε)
realisieren. Dabei legen wir wie zuvor die ε-minimalen Koordinaten (z) zu-
grunde und wollen dies auch fu¨r den Rest des Kapitels tun.
Wir wissen in diesem Fall bereits aus den Lemmata 3.1 und 3.2, dass die
Stu¨tzfunktionen fu¨r z ∈ Pε(q) folgende Abscha¨tzungen erfu¨llen:
(S i) |S(z, pj)| . ε und damit Re
(
S(z, pj)
)
& −ε ,
(S ii) |∂jS(z, pj)| & ετj(q,ε) .
Wir wollen nun aus diesen Stu¨tzfunktionen mit recht technischen Mitteln
plurisubharmonische Funktionen ϕq konstruieren. Wir gehen auf diese Weise
vor, da wir so auch direkt plurisubharmonische Funktionen erhalten, die wir
im Kapitel 5 benutzen ko¨nnen.
Definieren wir
Sj(z, pj) := S
(
(q1, . . . , qj−1, zj, qj+1, . . . , qn), pj
)
,
so gelten offenbar die Eigenschaften (S i) und (S ii) auch fu¨r die Sj(z, pj).
Setzen wir nun
fj(z) :=
∣∣∣∣exp(Sj(z, pj)ε
)∣∣∣∣2 ,
so ist fj glatt und plurisubharmonisch auf Ωq,ε und es gilt, da fj nur von zj
abha¨ngt
∂fj
∂zk∂z¯`
(z) = δk,j · ∂
∂z¯`
(∣∣∣∣exp(Sj(z, pj)ε
)∣∣∣∣2 · 1ε · ∂Sj(z, pj)∂zk (z)
)
= δk,j δ`,j
1
ε2
∣∣∣∣exp(Sj(z, pj)ε
)∣∣∣∣2 ∂Sj(z, pj)∂zk (z) ∂Sj(z, pj)∂z` (z).
Also ist fu¨r X ∈ Cn
Lfj(z,X) =
1
ε2
∣∣∣∣exp(Sj(z, pj)ε
)∣∣∣∣2 ∂Sj(z, pj)∂zj (z) ∂Sj(z, pj)∂zj (z) · |Xj|2
& 1
ε2
∣∣∣∣∂Sj(z, pj)∂zj (z)
∣∣∣∣2 · |Xj|2 ,
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wobei die letzte Ungleichung aus (S i) folgt.
Nach Lemma 2.1 gibt es eine unabha¨ngige Konstante c0 > 0, so dass
c0 · Pε(q) ⊂ Ωq,ε gilt. Damit folgt aber mit (S ii) fu¨r z ∈ c0 · Pε(q) und
X ∈ Cn unmittelbar
1. 0 < fj(z) < exp(2),
2. Lfj(z,X) & |Xj |
2
τj(q,ε)2
.
Wir erhalten nun vollkommen analog wie in Lemma 5.4 aus [Co02] eine Kon-
stante c˜1 > 0, die nicht von q und ε abha¨ngt, sowie plurisubharmonische
Funktionen gj ∈ C∞(Ωq,ε), so dass
1. 0 ≤ gj(z) < 1,
2. supp(gj) ⊂ c0 · Pε(q),
3. Lgj(z,X) & |Xj |
2
τj(q,ε)2
auf c˜1 · Pε(q)× Cn.
Wir definieren damit weiter
Φq(z) :=
1
n
·
n∑
j=1
gj.
Es gilt zuna¨chst offenbar 0 ≤ Φq < 1 auf Ωq,ε. Daru¨ber hinaus erhalten wir
auf c1 · Pε(q) fu¨r ein geeignetes c1, dass
LΦq(q,X) &
n∑
j=1
|Xj|2
τj(q, ε)2
.
Wir haben damit also das folgende Lemma gezeigt.
4.2 Lemma
Unter den Standardvoraussetzungen gibt es eine glatte, plurisubharmonische
Funktion ϕq = ϕq,ε und zwei Konstanten c0, c1 > 0 die nicht von q und ε
abha¨ngen, so dass
1. 0 ≤ ϕq < 1,
2. supp(ϕq) ⊂ c0 · Pε(q),
3. auf c1 · Pε(q) gilt fu¨r X ∈ Cn
(4.1) Lϕq(q,X) &
n∑
j=1
|Xj|2
τj(q, ε)2
.
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4.3 Ein Approximationssatz
Wir werden fu¨r die Abscha¨tzung des Bergman-Kerns andere Methoden als
McNeal in [Mc94] benutzen, da dort die lineare Konvexita¨t im sta¨rkeren Maße
benutzt wurde. Mit den holomorphen Stu¨tzfunktionen aus [DiFo03] sind wir
na¨mlich zuna¨chst in der Lage, einen Approximationssatz zu beweisen, der
sich in a¨hnlicher Form schon bei [Di70] fu¨r streng pseudokonvexe Gebiete
findet (dort aber nicht mit L2-Methoden bewiesen wird).
Wir werden den Satz nur in dem hier beno¨tigten Rahmen formulieren und
beweisen. Im Anschluss an den Beweis wollen wir dann kurz mo¨gliche Ver-
allgemeinerungen formulieren, da dieser Approximationssatz auch losgelo¨st
von der hier vorgestellten Anwendung von Interesse ist. A¨hnliche Sa¨tze finden
sich z.B. bei [Her92b], [Her93] und [Her96], aber auch bei [BoStYu95].
Der einfacheren Schreibweise wegen wollen wir im Folgenden die Abku¨rzung
‖f‖U := ‖f‖L2(U) benutzen.
4.3 Satz
Es sei Ω ⊂⊂ Cn ein glattes, lineal konvexes Gebiet vom endlichen Typ. Ist
q ∈ Ω nahe genug am Rand, ε > 0 klein genug, c1 > 0 die Konstante aus
Lemma 4.2 und c1 · Pε(q) der Polyzylinder aus Kapitel 2.1.
Dann gibt es fu¨r alle f ∈ H2(Ωq,ε ∩ c1 · Pε(q)) ein fˆ ∈ H2(Ωq,ε) und eine
Konstante L = L(Ω, n,K) > 0 mit
(a) Dβ fˆ(q) = Dβf(q), |β| ≤ K,
(b) ‖fˆ‖Ωq,ε ≤ L‖f‖Ωq,ε∩c1·Pε(q).
4.4 Bemerkung
Ist Ω = {ρ < 0} und setzen wir speziell ε = |ρ(q)|, so erhalten wir diesen
Approximationssatz insbesondere auf
Ωq,|ρ(q)| = {ρ(z) < ρ(q) + |ρ(q)| = 0} = Ω.
Beweis (von Satz 4.3): Wir wollen den Satz beweisen, indem wir explizit
solch ein fˆ konstruieren. Die Beweisidee ist dabei wie folgt: Wir lo¨sen ein
∂¯-Problem mit Gewichten, wobei wir als Gewicht eine Folge von C2-glatten
plurisubharmonischen Funktionen (φδ)δ benutzen. Dabei haben die φδ die
Form
φδ(z) := ϕq(z) + C · log(|z − w|2 + δ).
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Die Idee, warum wir solche Folgen benutzen wollen, besteht darin, dass fu¨r
C2-glatte Gewichte gute ∂¯-Lo¨sungssa¨tze zur Verfu¨gung stehen, wir aber durch
eine logarithmische Singularita¨t von φδ fu¨r δ → 0 zusa¨tzliche Eigenschaften
einer Lo¨sung uδ der ∂¯-Gleichung
∂¯u = ∂¯(χf)
erhalten. Dabei ist χ eine geeignete Abschneidefunktion. Wir setzen dann
Fδ := χ f − uδ
und werden dann zeigen, dass wir aus der Folge (Fδ)δ fu¨r δ → 0 nach U¨ber-
gang zu einer geeigneten Teilfolge eine Grenzfunktion fˆ erhalten, die den
Bedingungen des Satzes genu¨gt.
Wir beweisen diesen Satz in mehreren Schritten:
1. Konstruktion des Gewichts φδ:
Es sei
Vc1·Pε(q)(z) :=
n∑
j=1
|zj|2
c21 · τj(q, ε)2
(wobei z noch immer die ε-minimalen Koordinaten zentriert in q sind)
und χ1 : R→ R glatt, monoton wachsend mit
χ1(t) :=
{
t falls t < 1
2
,
1 falls t > 3
4
.
Wir setzen dann
φδ :=
2(n+K + 1)
c
[
ϕq + c · log(χ1 ◦ Vc1·Pε(q) + δ)
]
,
wobei ϕq die plurisubharmonische Funktion aus Lemma 4.2 ist. Dabei
kann c > 0 unabha¨ngig von q und ε derart gewa¨hlt werden, dass φδ auf
Ωq,ε plurisubharmonisch ist und auf c1 · Pε(q) Gleichung (4.1) erfu¨llt,
d.h.
(4.2) Lφδ(z,X) &
n∑
j=1
|Xj|2
τj(q, ε)2
fu¨r (z,X) ∈ c1 · Pε(q)× Cn.
Um diese Unabha¨ngigkeit einzusehen, setzen wir
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ψ(z) := ϕq(z) + c · log(χ1 ◦ Vc1·Pε(q)(z) + δ).
Damit rechnet man leicht nach, dass
Lψ(z,X) =Lϕq(z,X) +
c
χ1 ◦ Vc1·Pε(q)(z) + δ
·
·
[ |〈 z
τ2(q,ε)
, X〉|2
c41
{
χ′′1 ◦ Vc1·Pε(q)(z)−
[χ′1 ◦ Vc1·Pε(q)(z)]2
χ1 ◦ Vc1·Pε(q)(z) + δ
}
+
χ′1 ◦ Vc1·Pε(q)(z)
c21
n∑
j=1
|Xj|2
τj(q, ε)2
]
gilt, wobei wir die Abku¨rzung z
τ2(q,ε)
=
(
z1
τ1(q,ε)2
, . . . , zn
τn(q,ε)2
)
benutzen.
(a) Fu¨r z ∈ c1
2
· Pε(q) ist c · log(χ1 ◦ Vc1·Pε(q)(z) + δ) nach Definition
von χ1 plurisubharmonisch.
(b) Fu¨r z ∈ Cn \ 3 c1
4
· Pε(q) ist χ′1 ◦ Vc1·Pε(q)(z) = χ′′1 ◦ Vc1·Pε(q)(z) = 0
und somit der Term [ · ] ≥ 0.
(c) Fu¨r z ∈ 3 c1
4
·Pε(q) \ c12 ·Pε(q), ist χ1 ◦Vc1·Pε(q)(z) gleichma¨ßig nach
oben und unten durch unabha¨ngige Konstanten beschra¨nkt. Es
genu¨gt also den Term in [ · ] zu betrachten. Des Weiteren ko¨nnen
wir annehmen, dass 0 ≤ χ′1 < 4 und |χ′′1| ≤ 4 gilt. Damit ist aber
der Term in { · } nach unten durch eine unabha¨ngige Konstante
−C ′ mit C ′ > 0 abscha¨tzbar. Da weiter z ∈ 3 c1
4
· Pε(q) ist, gilt
|zj| ≤ τj(q, ε), j = 1, . . . , n. Deshalb ist [ · ] ≥ −C˜ · Lϕq(z,X)
mit einer unabha¨ngigen Konstanten C˜ > 0 abscha¨tzbar. Durch
passende Wahl von c folgt die Behauptung auch in diesem Fall.
2. Lo¨sung der ∂¯-Gleichung mit Gewichten:
Es sei χ2 : R→ R glatt mit |χ′2| ≤ 4 und
χ2(t) :=
{
1 falls t ≤ 1
2
,
0 falls t ≥ 3
4
.
Wir setzen
β := ∂¯
(
(χ2 ◦ Vc1·Pε(q)) · f
)
=
[
(χ′2 ◦ Vc1·Pε(q)) · ∂¯Vc1·Pε(q)
] · f
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und beachten, dass nach Wahl von χ2, dann
supp(β) ⊂ c1 · Pε(q)
gilt. Wir wa¨hlen nun die Matrix A als
A := (aij) =
(
δj,k · 1
τ 2j (q, ε)
)
j,k
.
Betrachten wir die Gleichung
∂¯u = β(4.3)
= ∂¯
(
(χ2 ◦ Vc1·Pε(q)) · f
)
,
so sind die Voraussetzungen von Lemma 4.1 nach Konstruktion des Ge-
wichts φδ, also wegen Gleichung (4.2), erfu¨llt und wir erhalten Lo¨sungen
uδ von (4.3) mit
‖uδ‖2φδ .
∫ n∑
j=1
|βj|2 · a−1jj e−φδ dnz
=
∫ n∑
j=1
|(χ′2 ◦ Vc1·Pε(q))|2 ·
∣∣∣∣∂Vc1·Pε(q)∂z¯j
∣∣∣∣2 · τj(q, ε)2 · |f |2e−φδ dnz.(4.4)
Auf c1 · Pε(q) gilt aber
|(χ′2 ◦ Vc1·Pε(q))|2 ·
∣∣∣∣∂Vc1·Pε(q)∂z¯j
∣∣∣∣2 . ∣∣∣∣∂Vc1·Pε(q)∂z¯j
∣∣∣∣2 ≤ 1τj(q, ε)2 .
Damit erhalten wir aus Gleichung (4.4) wegen der unabha¨ngigen Be-
schra¨nktheit von |χ′2|, dass
(4.5) ‖uδ‖2φδ .
∫
supp(β)
|f |2 exp(−φδ) dnz.
Da nach Wahl von χ2 aber sogar supp(β) ⊂ 3c14 ·Pε(q)\ c12 ·Pε(q) gilt, ist
φδ auf supp(β) gleichma¨ßig nach unten beschra¨nkt. Dort gilt na¨mlich,
weil χ1 monoton wachsend angenommen wurde,
φδ =
2(n+K + 1)
c
[
ϕq + c · log(χ1 ◦ Vc1·Pε(q) + δ)
]
≥ 2(n+K + 1)
c
[
0 + c · log (1
2
+ δ
)]
.
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Da also φδ gleichma¨ßig nach unten beschra¨nkt ist, ist exp(−φδ) auf
supp(β) gleichma¨ßig nach oben beschra¨nkt. Also ergibt sich damit aus
Gleichung (4.5)
‖uδ‖2φδ .
∫
supp(β)
|f |2 exp(−φδ) dλ . ‖f‖2c1·Pε(q).
Setzen wir nun noch
Fδ := (χ2 ◦ Vc1·Pε(q)) · f − uδ,
so ist Fδ ∈ H2(Ωq,ε), und es gilt
‖Fδ‖Ωq,ε ≤ ‖(χ2 ◦ Vc1·Pε(q)) · f‖Ωq,ε + ‖uδ‖Ωq,ε
≤ ‖f‖c1·Pε(q) + ‖uδ‖Ωq,ε
= ‖f‖c1·Pε(q) + ‖uδ · exp(φδ2 )‖φδ
≤ ‖f‖c1·Pε(q) + exp(C) · ‖uδ‖φδ
≤ (1 + exp(C)) · ‖f‖c1·Pε(q)
mit einer von q und ε unabha¨ngigen Konstanten C > 0. Dabei gilt
‖uδ · exp(φδ2 )‖φδ ≤ sup{exp(φδ2 )} · ‖uδ‖φδ ≤ exp(C)‖f‖c1·Pε(q),
weil φδ auf Ωq,ε wegen
φδ ≤ 2(n+K + 1)
c
[1 + c · log(1 + δ)] ,
nach oben beschra¨nkt ist, da ϕq, χ1 ≤ 1 auf Ωq,ε gilt.
Auf Grund der gleichma¨ßigen Beschra¨nktheit der Fδ ko¨nnen wir nun
eine in H2(Ωq,ε) konvergente Teilfolge aus den (Fδ)δ wa¨hlen und be-
zeichnen mit fˆ die Grenzfunktion bzw. mit uˆ die Grenzfunktion der
(uδ)δ. Wir wollen nun im Folgenden zeigen, dass dieses fˆ den Bedin-
gungen des Satzes genu¨gt. Zuna¨chst einmal erfu¨llt fˆ den Teil (b) wegen
‖fˆ‖Ωq,ε ≤
(
1 + exp(C)
) · ‖f‖c1·Pε(q).
3. Abscha¨tzung der Ableitungen von uδ:
Wir wollen nun zeigen, dass Dαuδ(q) fu¨r |α| ≤ K verschwindet, da
dann nach Konstruktion f und fˆ sowie ihre Ableitungen bis zur K-ten
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Stufe u¨bereinstimmen und somit fˆ auch die Bedingung (a) des Satzes
erfu¨llt.
Zuna¨chst beobachten wir dazu, dass ‖uδ‖2φδ . ‖f‖2c1·Pε(q) bedeutet, dass∫ |uδ|2
(χ1 ◦ Vc1·Pε(q) + δ)2(n+1+K)
· exp
(
−2(n+1+K)
c
ϕq
)
dnz . ‖f‖2c1·Pε(q)
gilt. Somit folgt (wegen 0 ≤ ϕq < 1)
(4.6)
∫ |uδ|2
(χ1 ◦ Vc1·Pε(q) + δ)2(n+1+K)
dnz . ‖f‖2c1·Pε(q).
Sei nun δ  1 so klein, dass Vc1·Pε(q)(z) < 12 fu¨r z ∈ δc1 · Pε(q) gilt.
Dann ist uδ ∈ O
(
δc1 · Pε(q)
)
, weil
∂¯uδ = (χ
′
2 ◦ Vc1·Pε(q)) · ∂¯Vc1·Pε(q)
und χ′2(t) = 0 fu¨r t ≤ 12 ist.
Wegen der Holomorphie von uδ folgt mittels der Cauchy- und der
Ho¨lder-Ungleichung
|Dαuδ(q)|2
.
n∏
j=1
(
δc1 · τj(q, ε)
)−2(2+αj) ‖uδ‖2L1(δc1·Pε(q))
.
n∏
j=1
(
δc1 · τj(q, ε)
)−2(2+αj) ‖uδ‖2L2(δc1·Pε(q))‖1‖2L2(δc1·Pε(q))
.
n∏
j=1
(
δc1 · τj(q, ε)
)−2(2+αj) ‖uδ‖2L2(δc1·Pε(q)) n∏
j=1
(δc1 · τj(q, ε)
)2
=
n∏
j=1
(
δc1 · τj(q, ε)
)−2(1+αj) ‖uδ‖2L2(δc1·Pε(q))
.
n∏
j=1
(
δc1 · τj(q, ε)
)−2(1+αj) · ( max
δc1·Pε(q)
(Vc1·Pε(q) + δ)
)2(n+1+K)
·
·
∫
δc1·Pε(q)
|uδ|2
(χ1 ◦ Vc1·Pε(q)(q) + δ)2(n+1+K)
dnz
. δ2(n+1−n+K−|α|)‖f‖2c1·Pε(q),(4.7)
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wobei diesmal im letzten Schritt die Konstante nur von δ unabha¨ngig
ist. Wir haben dabei in der letzten Ungleichung ausgenutzt, dass
Vc1·Pε(q) < δ
2 auf δc1 · Pε(q) ist.
Aus der Abscha¨tzung (4.7) folgt, dass uˆ und alle Ableitungen bis zur
Ordnung K im Punkt q verschwinden. Damit folgt dann aber fu¨r fˆ
nach Konstruktion von χ2, wenn |α| ≤ K, dass
Dαfˆ(q) = lim
δ→0
DαFδ(q)
= Dα
(
(χ2 ◦ Vc1·Pε(q)) · f
)
(q)− lim
δ→0
Dαuδ(q)
=
∑
γ≤α
α!
γ!(α− γ)! D
α−γ(χ2 ◦ Vc1·Pε(q))(q)︸ ︷︷ ︸
=0, falls γ 6= α
·Dγf(q)− 0
=
α!
α! 0!
(χ2 ◦ Vc1·Pε(q))(q)︸ ︷︷ ︸
=1
·Dαf(q)
= Dαf(q).
Somit erfu¨llt fˆ neben (b) auch (a) und ist in H2(Ωq,ε) enthalten. Also
erfu¨llt fˆ die Behauptung des Satzes.

Verallgemeinerungen
Wie man schon an dem Beweis von Satz 4.3 sieht, geht die spezielle Geo-
metrie lineal konvexer Gebiete nur an einer Stelle ein und zwar dort, wo die
holomorphen Stu¨tzfunktionen aus [DiFo03], welche optimalen Abscha¨tzun-
gen genu¨gen, benutzt werden.
4.5 Bemerkung
Der Approximationssatz la¨sst sich in einem allgemeineren Rahmen formulie-
ren. Wir haben zuvor na¨mlich vielmehr den folgenden Satz bewiesen (siehe
auch [Her97]):
Es sei G ⊂ Cn pseudokonvex. Ferner sei q ∈ G und es gebe einen Polyzylinder
P n(q, r) mit Polyradius r = (r1, . . . , rn) und eine streng plurisubharmonische
Funktion ϕ ∈ C2(G) mit den folgenden Eigenschaften:
1. ϕ ≤ 1,
2. ϕ ≥ 0 auf G ∩ P n(q, r) und
3. es gibt ein c > 0, so dass
Lϕ(z,X) ≥ c
n∑
j=1
|Xj|2
r2j
fu¨r (z,X) ∈ (P n(q, r) ∩G)× Cn.
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Dann gibt es fu¨r alle f ∈ H2(Ω ∩ P n(q, r)) ein fˆ ∈ H2(Ω) mit
(Ai) Dαfˆ(q) = Dαf(q), |α| ≤ K,
(Aii) ‖fˆ‖Ω ≤ LΩ,n,K‖f‖Ω∩Pn(q,r).
Tatsa¨chlich la¨sst sich der Approximationssatz sogar fu¨r (siehe [Mc89])
(i) endlich viele
”
Approximationsstellen“ qj, j = 1, . . . , m statt nur q,
(ii) endlich viele partielle Differenzialoperatoren mit konstanten Koeffizien-
ten statt der Dβ,
nachweisen, falls geeignete Gewichtsfunktionen existieren.
4.4 Abscha¨tzung von KΩ(q, q)
In diesem Abschnitt wollen wir in einem ersten Schritt den Bergman-Kern auf
der Diagonalen abscha¨tzen. Zur Erinnerung: Die Kernfunktion ist gegeben
durch
KΩ(q, q) = sup{|f(q)|2 : f ∈ O(Ω) ∩ L2(Ω), ‖f‖L2(Ω) ≤ 1}.
Fu¨r KΩ gilt zuna¨chst das folgende Lemma.
4.6 Lemma
Es sei Ω ⊂ Cn offen. Sei q ∈ Ω und P (q) := P n(q, R) ⊂ Ω ein Polyzylinder
mit Polyradius R := (r1, . . . , rn), dann ist
KΩ(q, q) ≤ KP (q)(q, q) ≈
n∏
j=1
r−2j .
Beweis: Die erste Ungleichung folgt aus der Monotonieeigenschaft des
Bergman-Kerns wie in Lemma 1.1 beschrieben. Auf den Beweis der zweiten
Abscha¨tzung wollen wir verzichten (siehe z.B. [JaPf93] oder [Kra92] bzw.
Abschnitt 1.1.3). 
In diesem Abschnitt wollen wir nun die umgekehrte Abscha¨tzung unter Zu-
hilfenahme der ε-minimalen Polyzylinder herleiten, d.h. unser Ziel ist es
KΩ(q, q) &
n∏
j=1
τj(q, |r(q)|)−2
fu¨r q nahe genug am Rand von Ω zu zeigen. Diese Abscha¨tzung fu¨r die
Kernfunktion kann man auf zwei Arten nachweisen:
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1. Mittels eines Approximationssatzes u¨ber gewichtete L2-Abscha¨tzungen
fu¨r das ∂¯-Problem, indem man gute plurisubharmonische Funktionen
als Gewichte wa¨hlt
oder
2. mittels guter Peak-Funktionen (siehe [Ho¨r65]).
Wir haben hier den Approximationssatz auf Grund seiner gro¨ßeren Anwen-
dungsmo¨glichkeiten gewa¨hlt. Denn er la¨sst es auch gleichzeitig zu, dass man
zum Bergman-Kern analoge Gro¨ßen wie etwa BΩ abscha¨tzen kann, wie wir
im na¨chsten Abschnitt sehen werden. Das Hauptergebnis dieses Abschnitts
hingegen ist:
4.7 Lemma
Es sei Ω ⊂⊂ Cn ein beschra¨nktes, glattes, lineal konvexes Gebiet vom endli-
chen Typ. Es sei q ∈ Ω nahe genug am Rand und ε > 0 klein genug, dann
gilt
KΩq,ε(q, q) ≈
n∏
j=1
τj(q, ε)
−2.
Beweis: Nach Lemma 2.1 gibt es eine von q und ε unabha¨ngige Konstante
c0 > 0, so dass c0 · Pε(q) ⊂ Ωq,ε gilt. Also folgt mit Lemma 4.6
KΩq,ε(q, q) .
n∏
j=1
τj(q, ε)
−2.
Die umgekehrte Abscha¨tzung ergibt sich folgendermaßen. Es sei c1 > 0 die
von q und ε unabha¨ngigen Konstante aus Lemma 4.2. Setzen wir
f ≡ 1 ∈ H2(c1 · Pε(q)),
so gibt es nach Satz 4.3 ein fˆ ∈ H2(Ωq,ε) mit fˆ(q) = f(q) = 1 und eine von
q und ε unabha¨ngige Konstante C > 0, so dass
‖fˆ‖2Ωq,ε ≤ C · ‖1‖2c1·Pε(q) ≤ C · Vol
(
c1 · Pε(q)
)
.
Damit ist aber F (z) := fˆ(z)√
C·Vol(c1·Pε(q))
∈ H2(Ωq,ε), und es gilt
‖F‖Ωq,ε ≤ 1.
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Daraus ergibt sich nach Definition von KΩq,ε , dass
KΩq,ε(q, q) ≥ |F (q)|2
& |fˆ(q)|
2
Vol(c1 · Pε(q))
=
1
Vol(c1 · Pε(q))
≈
n∏
j=1
τj(q, ε)
−2 .

4.5 Abscha¨tzung der Bergman-Metrik
Wir wollen nun zum Beweis von Theorem 1 kommen. Dazu beachten wir
zuna¨chst einmal
Theorem ([Li05]) Es sei Ω ⊂⊂ Cn ein glattes, lineal konvexes Gebiet vom
endlichen Typ, dann gilt fu¨r X ∈ Cn, |X| = 1, dass
1
τ(q,X, |r(q)|) . CaraΩ(q,X) . KobΩ(q,X) .
1
τ(q,X, |r(q)|) .
Weiterhin gilt nach Hahn ([Ha78])
(4.8) CaraΩ(q,X) ≤ BergΩ(q,X).
Es folgt damit
1
τ(q,X, |r(q)|) . CaraΩ(q,X) ≤ BergΩ(q,X).
Also genu¨gt es, eine obere Abscha¨tzung der Bergman-Metrik herzuleiten.
Wir wollen daran erinnern, dass die Bergman-Metrik mittels der Gro¨ßen
KΩ(q, q) = sup{|f(q)|2 : f ∈ O(Ω) ∩ L2(Ω), ‖f‖L2(Ω) ≤ 1}
BΩ(q,X) = sup{|Xf(q)|2: f ∈ O(Ω) ∩ L2(Ω), ‖f‖L2(Ω) ≤ 1, f(q) = 0},
durch
BergΩ(q,X) :=
(
BΩ(q,X)
KΩ(q, q)
) 1
2
definiert ist und weisen nun die fu¨r Theorem 1 noch fehlende Abscha¨tzung
nach.
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4.8 Lemma
Es sei Ω ⊂⊂ Cn ein beschra¨nktes, glattes, lineal konvexes Gebiet vom endli-
chen Typ. Es sei q ∈ Ω nahe genug am Rand und ε > 0 klein genug, dann
gilt fu¨r X ∈ Cn \ {0}, dass
(4.9)
(
BΩq,ε(q,X)
) 1
2 .
n∑
j=1
|Xj|
τj(q, ε)
·
(
n∏
`=1
τ`(q, ε)
)−1
.
Beweis: Nach Lemma 2.1 gibt es eine von q und ε unabha¨ngige Konstante
c0 > 0, so dass c0 · Pε(q) ⊂ Ωq,ε gilt. Mit der Cauchyschen Integralformel
ergibt sich also fu¨r f ∈ O(c0 · Pε(q)) die Abscha¨tzung∣∣∣∣ ∂f∂zj (q)
∣∣∣∣ . 1τj(q, ε) ·
(
n∏
`=1
τ`(q, ε)
2
)−1
· ‖f‖L1(c0·Pε(q)),
und mit der Ho¨lderungleichung auf f · 1 angewandt liefert dies
. 1
τj(q, ε)
·
(
n∏
`=1
τ`(q, ε)
2
)−1
‖f‖L2(c0·Pε(q)) · ‖1‖L2(c0·Pε(q))
=
1
τj(q, ε)
·
(
n∏
`=1
τ`(q, ε)
2
)−1
‖f‖L2(c0·Pε(q)) · Vol
(
c0 · Pε(q)
)1/2
. 1
τj(q, ε)
·
(
n∏
`=1
τ`(q, ε)
)−1
‖f‖L2(c0·Pε(q)) .
Damit ergibt sich dann aber Gleichung (4.9) durch Summation. 
Mit den Ergebnissen von Lieder in [Li05], der obigen Ungleichung und der
optimalen Abscha¨tzung des Bergman-Kerns in Lemma 4.7 ist das Theorem 1
wie eingangs erwa¨hnt schon bewiesen. Wir wollen aber einen Beweis angeben,
der unabha¨ngig von den Ergebnissen in [Li05] ist.
Es gilt na¨mlich sogar die Umkehrung der obigen Abscha¨tzung, wie das fol-
gende Lemma zeigt.
4.9 Lemma
Es sei Ω ⊂⊂ Cn ein beschra¨nktes, glattes, lineal konvexes Gebiet vom endli-
chen Typ. Es sei q ∈ Ω nahe genug am Rand und ε > 0 klein genug, dann
gilt fu¨r X ∈ Cn \ {0}, dass
(
BΩq,ε(q,X)
) 1
2 ≈
n∑
j=1
|Xj|
τj(q, ε)
·
(
n∏
`=1
τ`(q, ε)
)−1
.
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4.10 Bemerkung
Wie zuvor folgt natu¨rlich, dass die Lemmata 4.7, 4.8 und 4.9 insbesondere
fu¨r ε = |ρ(q)| und somit fu¨r Ω gelten.
Beweis: Es sei c1 > 0 die unabha¨ngige Konstante aus Lemma 4.2. Nach
[JaPf93] oder [Kra92] gibt es fu¨r das Extremalproblem, das durch Bc1·Pε(q)
gegeben ist, auf dem Polyzylinder c1 · Pε(q) ein f ∈ H2
(
c1 · Pε(q)
)
mit
‖f‖c1·Pε(q) = 1, f(q) = 0 und
|Xf(q)|2 = Bc1·Pε(q)(q,X).
D.h. es gibt eine Funktion f , welche Bc1·Pε(q) realisiert. Fu¨r dieses f wa¨hlen
wir nun nach Satz 4.3 ein fˆ ∈ H2(Ωq,ε), so dass
‖fˆ‖Ωq,ε ≤ C‖f‖c1·Pε(q) ≤ C,
fˆ(q) = f(q) = 0,
und
|Xfˆ(q)|2 = |Xf(q)|2 = Bc1·Pε(q)(q,X).
Also gilt fu¨r F (z) := fˆ(z)
C
∈ H2(Ωq,ε) dann ‖F‖Ωq,ε ≤ 1, F (q) = 0. Damit
ergibt sich(
BΩq,ε(q,X)
) 1
2 ≥ |XF (q)| = 1
C
· (Bc1·Pε(q)(q,X)) 12
& 1
C
·
n∑
j=1
|Xj|
τj(q, ε)
·
(
n∏
`=1
τ`(q, ε)
)−1
,
wobei die letzte Ungleichung z.B. aus den bekannten Ergebnissen fu¨r das
konvexe Gebiet c1 · Pε(q) folgt. 
Mit den beiden Abscha¨tzungen aus Lemma 4.7 und 4.9 sowie Lemma 2.4,
folgt dann schließlich sofort:
Theorem 1 Es sei Ω ⊂⊂ Cn ein glattes, lineal konvexes Gebiet vom endli-
chen Typ. Dann gilt
BergΩ(q,X) ≈
1
τ(q,X, |r(q)|)
fu¨r q ∈ Ω nahe genug am Rand und X ∈ Cn, |X| = 1.
4.11 Bemerkung
Dieses Theorem zeigt insbesondere, dass die ε-minimalen Polyzylinder gute
Modellgebiete fu¨r lineal konvexe Gebiete sind.
41
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Der Bergman-Kern außerhalb der Diagonalen
5.1 Einleitung
Wie schon eingangs erwa¨hnt, ist die Bergmansche Kernfunktion fu¨r zahlreiche
Anwendungen interessant. So gelangte Fefferman in [Fe74] durch die genaue
Abscha¨tzung des Randverhaltens der Kernfunktion zu Fortsetzungssa¨tzen
von biholomorphen Abbildungen; er zeigte, dass sich eine biholomorphe Ab-
bildung f : Ω1 → Ω2 von beschra¨nkten, glatten, streng pseudokonvexen
Gebieten zu einer C∞-Funktion f : Ω¯1 → Ω¯2 fortsetzen la¨sst. Siehe auch
[Web79].
A¨hnliche Ergebnisse gibt es auch im Fall eigentlicher Abbildungen, wo die
Bergmansche Kernfunktion eine wichtige Rolle spielt; siehe zu diesem The-
menkreis auch [DiFo79].
Den engen Zusammenhang dieser Fortsetzungsproblematik mit dem Rand-
verhalten der Bergmanschen Kernfunktion zeigt eine Arbeit von Bell und
Boas aus dem Jahr 1981. In [BellBo81] zeigen die Autoren u.a., dass Re-
gularita¨tseigenschaften der Bergman-Projektion (Condition R) und ein ge-
wisses Wachstumsverhalten des Bergman-Kerns und seiner Ableitungen auf
beschra¨nkten, glatten, pseudokonvexen Gebieten a¨quivalent sind.
Des Weiteren sind im Fall schwach pseudokonvexer Gebiete z.B. die Arbei-
ten von Cho [Cho02a]/ [Cho02b], [Cho03] auf Gebieten mit vergleichbarer
Leviform zu nennen.
Von Boas, Straube, Yu stammen a¨hnliche Abscha¨tzungen in [BoStYu95] fu¨r
semiregula¨re (dort h-extendible genannt) Gebiete. Diederich und Herbort
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weisen in [DiHe97] dieses Resultat mittels anderer Techniken nach; ihr Be-
weis beruht auf Lokalisierungssa¨tzen und benutzt die spezielle Geometrie der
betrachteten Gebiete.
Weitere Ergebnisse finden sich auch in [DiOh94], wo mit Hilfe einer Fa-
milie geeigneter Vergleichsgebiete das Verhalten des Bergman-Kerns unter-
sucht wird. Daru¨ber hinaus sei noch auf die interessanten Gegenbeispiele in
[DiHe99] hingewiesen.
Wie schon im letzten Kapitel bemerkt, gibt es einen engen Zusammenhang
zwischen Bergman-Kern und dem ∂¯-Neumann-Problem. Gerade die Arbeit
[Ker72] hat hierzu beigetragen. Zwar war schon la¨ngere Zeit die Beziehung
P = I−∂¯∗N∂¯ fu¨r die Bergman-Projektion und den ∂¯-Neumann-Operator be-
kannt, doch nutzte Kerzman diese im gro¨ßeren Maße. Dabei ist insbesondere
das in Kapitel 1 angegebene Lemma 1.4 von großer Bedeutung.
Der entscheidende Vorteil von diesem U¨bergang vom Bergman-Kern zum
∂¯-Neumann-Operator ist die Tatsache, dass dann auch viele Techniken der
Theorie der partiellen Differenzialgleichungen benutzt werden ko¨nnen. Fu¨r
Weiteres siehe z.B. [Kra92].
Tatsa¨chlich scheinen genau diese Techniken zusammen mit gewissen Scaling-
Methoden einen guten Ansatz fu¨r die Abscha¨tzung des Bergman-Kerns zu
liefern. Siehe dazu z.B. die Artikel von Fu-Straube ([FuSt98]), Cho ([Cho96])
und McNeal ([Mc89], [Mc90], [Mc94]). A¨hnliches findet sich aber auch schon
bei Nagel, Rosay, Stein und Wainger in [NRSW89].
Das Ziel dieses Kapitels ist es, auf Grundlage der McNealschen Arbeit fu¨r
linear konvexe Gebiete Abscha¨tzungen fu¨r den Bergman-Kern und dessen
Ableitungen auch außerhalb der Diagonalen fu¨r lineal konvexe Gebiete nach-
zuweisen.
Wir werden im na¨chsten Abschnitt einleitend den Box- und den Neumann-
Operator einfu¨hren. Im dritten Abschnitt betrachten wir dann geeignete ska-
lierte Gebiete Ωq,ε. Wir werden einige Eigenschaften dieser Gebiete untersu-
chen und dann auf ihnen die no¨tigen Abscha¨tzungen des Neumann-Operators
herleiten. Dabei werden wiederum die holomorphen Stu¨tzfunktionen, wie wir
sie in Kapitel 3.2 eingefu¨hrt haben, aus [DiFo03] bzw. die daraus konstruier-
ten plurisubharmonischen Funktionen (siehe Kapitel 4.2) eine wichtige Rolle
spielen. An dieser Stelle weicht unsere Darstellung von der McNealschen ab,
da die in [Mc94] konstruierten plurisubharmonischen Funktionen durch die
Benutzung weiterer isotroper plurisubharmonischer Funktionen in ihrer Kon-
struktion nicht die no¨tigen Eigenschaften besitzen.
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Im letzten Abschnitt werden wir dann zuna¨chst die gleichma¨ßige Abscha¨tz-
barkeit von KΩq,ε nach einer passenden Wahl von ε zeigen und dann mittels
der Transformationsformel aus Lemma 1.3 die in Theorem 2 behaupteten
Abscha¨tzungen fu¨r KΩ erhalten.
Tatsa¨chlich scheinen die Abscha¨tzungen des Bergman-Kerns aus Theorem 2
auch fu¨r Lo¨sungen des ∂¯-Problems mit Lipschitz- bzw. Lp-Abscha¨tzungen
interessant zu sein. Siehe hierzu die auf [Mc94] basierenden Arbeiten von
Cumenge [Cu01a] bzw. [Cu01b].
5.2 Das ∂¯-Neumann-Problem
In diesem Abschnitt wollen wir die beno¨tigten Notationen und Hilfsmittel
fu¨r dieses Kapitel einfu¨hren. Eine ausfu¨hrlichere Darstellung findet sich u.a.
bei [DiLi81], [Ho¨r65], [Her98], [LiMi02] oder [Kra92].
Es sei Ω ⊂ Cn. Da wir uns nur fu¨r diesen Fall interessieren, genu¨gt es fu¨r
0 ≤ q ≤ n die (0, q)-Formen auf Ω mit quadratintegrierbaren Koeffizienten
zu betrachten, die wir wie u¨blich mit L2(0,q)(Ω) bezeichnen wollen.
Eine solche Form u ∈ L2(0,q)(Ω) ist dann gegeben durch
u =
∑′
I=(i1,...,iq)
uI dz¯
I dz¯I = dz¯i1 ∧ . . . ∧ dz¯iq ,
wobei wir wie u¨blich mit
∑′ die geordnete Summe u¨ber streng monoton
wachsende Multiindizes bezeichnen. Ist v ∈ L2(0,q)(Ω) eine weitere (0, q)-Form,
so erweitern wir das innere Produkt und die Norm des L2 auf Formen durch
〈u, v〉 :=
∑′
|I|=q
〈uI , vI〉L2 ‖u‖2 := 〈u, u〉.
Mit dem obigen inneren Produkt wird L2(0,q)(Ω) zu einem Hilbertraum.
Des Weiteren bezeichnen wir mit D(0,q)(Ω) ⊂ L2(0,q)(Ω) die (0, q)-Formen mit
C∞0 -Koeffizienten. Es sei ρ eine glatte, definierende Funktion fu¨r Ω, dann
definieren wir die Kontraktion einer (0, q)-Form mit ∂ρ als
uy∂ρ :=
∑′
|I|=q−1
(
n∑
k=1
ukI
∂ρ
∂zk
)
dz¯I .
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Fu¨r die Kontraktion gilt u ∈ dom(θ) ⇐⇒ uy∂ρ = 0 auf ∂Ω. Dabei be-
zeichnen wir mit θ den formal adjungierten Operator zu ∂¯, wir unterdru¨cken
der besseren Lesbarkeit halber dabei Indizes, welche den Operator genauer
charakterisieren. Fu¨r u ∈ D(0,q)(Ω) ⊂ dom(θ) gilt ∂¯∗u = θu, wobei ∂¯∗ der zu
∂¯ Hilbertraumadjungierte Operator ist.
Ist q ≥ 1 (auf q = 0 wollen wir nicht weiter eingehen) betrachten wir folgende
Abbildungen:
L20,q−1(D)
∂¯
¯
∂∗
L20,q(D)
∂¯
¯
∂∗
L20,q+1(D).
Dann heißt  := 0,q := ∂¯0,q−1∂¯∗0,q + ∂¯∗0,q+1∂¯0,q der Box- oder Laplace-
Beltrami-Operator. D.h. es ist
0,q : L20,q(D)→ L20,q(D)
mit
Dom(0,q) := {f ∈ L20,q(D) : f ∈ Dom(∂¯0,q) ∩Dom(∂¯∗0,q) und
∂¯0,qf ∈ Dom(∂¯∗0,q+1) und ∂¯∗0,qf ∈ Dom(∂¯0,q−1)}.
Die Relevanz des Box-Operators ergibt sich aus der Tatsache, dass fu¨r glatt
berandete Ω ⊂⊂ Cn und f ∈ D0,q(Ω¯) mit ∂¯f = 0 aus u = f fu¨r uˆ :=
∂¯∗u stets ∂¯uˆ = f folgt. D.h. es ist mo¨glich, statt einem ∂¯-Problem die -
Gleichung zu lo¨sen. Dass dies angenehmer ist, begru¨ndet sich u.a. in der
Selbstadjungiertheit von .
Diese U¨berlegungen fu¨hren uns nun zum folgenden Randwertproblem – dem
∂¯-Neumann-Problem:
u = f auf Ω,
uy∂ρ = 0 auf ∂Ω, (1)
∂¯uy∂ρ = 0 auf ∂Ω. (2)
Dabei entspricht (1) der Integrabilita¨tsbedingung f⊥ker() und (2) der
Randbedingung u ∈ dom().
Einer der wichtigen Schritte zur Lo¨sung des ∂¯-Neumann-Problems ist der
Nachweis der Existenz des ∂¯-Neumann Operators N : L2(0,q)(Ω) → dom()
auf pseudokonvexen Gebieten Ω ⊂⊂ Cn. Dieser ist der relativ inverse Ope-
rator von , d.h. er lo¨st die Gleichung u = f .
Auf einen weiteren wichtigen Zusammenhang wollen wir zuletzt noch hin-
weisen. Bezeichnet Pq die Projektion von L
2
(0,q)(Ω) auf den Kern von , so
gilt
Pq = I − θN∂¯.
Ist speziell q = 1, so ergibt sich hieraus die bekannte Identita¨t fu¨r die
Bergman-Projektion aus Kapitel 1.1.1.
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5.3 ∂¯-Neumann Abscha¨tzungen
In diesem Abschnitt wollen wir einige Abscha¨tzungen fu¨r den ∂¯-Neumann-
Operator beweisen. Wir gehen dabei a¨hnlich wie in [Cho96], [Mc94] bzw.
[NRSW89] vor. Wir wollen hierzu Scaling-Methoden benutzen wie sie auch
schon z.B. in [Her92a], [Cho96], [Mc89]/[Mc94] oder urspru¨nglich in [Ca84b]
verwendet wurden.
Es sei Ω = {ρ < 0}. Es seien weiter q ∈ Ω nahe genug am Rand und ε > 0
klein genug. Wir definieren zuna¨chst die Scaling-Abbildung φq,ε als
φq,ε(w) :=
(
τ1(q, ε)w1, . . . , τn(q, ε)wn
)
= (z1, . . . , zn),
wobei (z1, . . . , zn) die ε-minimalen Koordinaten bezu¨glich q und ε sind. Damit
definieren wir dann
r := rq,ε :=
1
ε
· ρ ◦ φq,ε,
und schließlich Ωq,ε = {r < 0}. Da unser Interesse an den Ωq,ε lokal ist, wollen
wir kleine, feste Umgebungen des Nullpunkts untersuchen. Sei dazu c1 > 0
die von q und ε unabha¨ngige Konstante aus Lemma 4.2. Wir fixieren dann
fu¨r den Rest des Kapitels V := (φq,ε)−1
(
c1 · Pε(q)
)
.
5.1 Lemma
Es sei Ω ⊂⊂ Cn glatt, lineal konvex und vom endlichen Typ m. Dann sind
fu¨r q ∈ Ω nahe genug am Rand und ε > 0 klein genug die Mengen {w ∈ V :
r(w) < 0} glatt und lineal konvex, unabha¨ngig von q und ε.
Beweis: Die lineale Konvexita¨t der Mengen {w ∈ V : r(w) < 0} ergibt
sich sofort, da φq,ε eine komplex lineare Abbildung ist.
Fu¨r den Nachweis der Glattheit von {w ∈ V : r(w) = 0} wollen wir zeigen,
dass die Koeffizienten der Taylorentwicklung von r auf V unabha¨ngig von q
und ε abscha¨tzbar sind. Um dies einzusehen, betrachten wir die Taylorent-
wicklung von ρ. Es gilt na¨mlich, da Ω vom endlichen Typ m ist, dass
ρ(z) = ρ(q) +
∑
1≤|α|+|β|≤m
aα,β(q)z
αz¯β +R(z),
wobei der Restterm |R(z)| . |z|m+1 erfu¨llt. Da τi(q, ε) . ε 1m (gleichma¨ßig in
q und ε) gilt, siehe Proposition 2.5, liefert dies, dass die Glattheit von r nur
von den Termen bis zur Ordnung m abha¨ngt.
Außerdem folgt aus Lemma 2.2, da w ∈ V , dass∣∣∣∣∣∣
∑
1≤|α+|β|≤m
aαβ(q) τ(q, ε)
α+β
∣∣∣∣∣∣ . ε.
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Also lassen sich die Taylorkoeffizienten von ρ ◦ φq,ε nach oben gleichma¨ßig
durch von q unabha¨ngige Terme abscha¨tzen, die einen gemeinsamen Faktor
ε haben. Nach Definition lassen sich dann also die Taylorkoeffizienten von
r = 1
ε
ρ ◦ φq,ε auf V gleichma¨ßig abscha¨tzen. 
Ein a¨hnliches Ergebnis im zweidimensionalen Fall, welches auch das na¨chste
Lemma umfasst, ist [Ca84b, Prop. 5.2].
Es sei an dieser Stelle erwa¨hnt, dass nur durch die Voraussetzung der linealen
Konvexita¨t von Ω und der Benutzung ε-minimaler Koordinaten wir dieses
Ergebnis erhalten. Das Beispiel Ω = {ρM < 0} ⊂ C3 mit
ρM(z) = 2Re(z3) + |z1z2|2 + |z1|6 + |z2|6
findet sich bei [Mc94] und zeigt, dass nach Skalierung im Allgemeinen die
Taylorkoeffizienten nicht beschra¨nkt sein mu¨ssen.
Wir wollen nun zeigen, dass {w ∈ V : r(w) = 0} vom endlichen Typ ist,
unabha¨ngig von q und ε. Die Beweisfu¨hrung ist a¨hnlich der von Theorem I
in [Co02]. Ist na¨mlich p ∈ ∂Ω ein Randpunkt, so ist p nach [Ca87] ein Punkt
endlichen Typs, falls gewisse plurisubharmonische Funktionen existieren, de-
ren Leviform guten Abscha¨tzungen genu¨gt.
Tatsa¨chlich ließen sich auch die von Conrad in [Co02, Lemma 5.4] konstruier-
ten plurisubharmonischen Funktionen fu¨r unsere Zwecke hier benutzen, wir
wollen aber auf die Stu¨tzfunktionen bzw. die daraus in Lemma 4.2 konstru-
ierten Funktionen zuru¨ckgreifen. Daru¨ber hinaus la¨sst sich dieses Resultat
auch vollkommen analog zu [Mc03, Proposition 5] nachweisen.
5.2 Lemma
Es sei Ω ⊂⊂ Cn glatt, lineal konvex und vom endlichen Typ m. Ist q ∈ Ω
nahe genug am Rand und ε > 0 klein genug, so sind die Mengen {w ∈ V :
r(w) = 0} ebenfalls vom endlichen Typ gleichma¨ßig in q und ε.
Beweis: Es gilt nach [Ca87]:
Es sei p ein Randpunkt des pseudokonvexen Gebietes Ω und U = U(p)
eine kleine Umgebung von p. Gibt es dann fu¨r δ > 0 genu¨gend klein eine
Funktion λδ ∈ C2(U) ∩ PSH(U), so dass
1. |λδ| ≤ 1 auf U ,
2. auf dem Streifen Sδ := {z ∈ Ω ∩ U : −δ < r ≤ 0} ist
Lλδ(z,X) & δ−
2
m‖X‖2.
Dann gilt eine subelliptische Abscha¨tzung der Ordnung m nahe p. Damit
ist aber dann Ω nahe p vom endlichen Typ m.
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Sei also δ > 0 klein genug vorgegeben. Wir gehen nun wie in [Mc94] bzw.
[Mc03] vor. Wir wa¨hlen nun die ε-minimalen Koordinaten (zq,δε1 , . . . , z
q,δε
n )
bezu¨glich q und δε. Des Weiteren sei φq,ε = φq,δε,ε die zugeho¨rige Transforma-
tion, mit Skalierungsfaktoren τ1(q, ε), . . . , τn(q, ε). Es sei weiter ϕq,δε die pluri-
subharmonische Funktion aus Lemma 4.2. Dann folgt fu¨r φq,ε(w) ∈ c1 ·Pδε(q),
dass
Lϕq,δε◦φq,ε(w,X) &
n∑
j=1
|τj(q, ε)Xj|2
τj(q, δε)2
.
Nach Proposition 2.5 ist aber
τj(q,ε)
τj(q,δε)
&
(
1
δ
) 1
m , und somit gilt
Lϕq,δε◦φq,ε(w,X) & δ−
2
m‖X‖2 fu¨r φq,ε(w) ∈ c1 · Pδε(q).
Es sei bemerkt, dass nach Konstruktion von ϕq,δε gilt
supp{ϕq,δε ◦ φq,ε} ⊂ c0 · Pδε(q).
Unser Ziel ist es analog wie in [Co02] vorzugehen: Auf Grund der Kompakt-
heit des Abschlusses des δ-Streifens Sδ := {w ∈ V : −δ < r = rq,ε < 0} gibt
es N = N(δ) Punkte Q1, . . . , QN ∈ Sδ, so dass fu¨r die Polyzylinder
P q,δε := (φq,ε)−1
(
c1 · Pδε(q)
)
=
{
w : |wj| < c1 τj(q, δε)
τj(q, ε)
}
dann gilt
Sδ ∩ V ⊂
N⋃
j=1
PQj ,δε.
Dabei ko¨nnen wir die Punkte Q1, . . . , QN derart wa¨hlen, dass
Qk /∈
k−1⋃
j=1
PQj ,δε fu¨r k = 1, . . . ,M
gilt. Nach Definition von V gilt τj(Qk, ε) ≈ τj(q, ε), also haben nach Kon-
struktion die PQj ,δε ebenfalls die Eigenschaften 4. und 6. aus Proposition 2.5.
Zeigen wir, dass damit folgt, dass die Anzahl der PQj ,δε, welche ein weiteres
PQk,δε schneiden, unabha¨ngig von q, ε und δ ist, so ergibt sich die oben ge-
suchte plurisubharmonische Funktion λ durch Aufsummieren der ϕQk,δε◦φq,ε.
5.3 Lemma
Es sei I := {1, . . . , N(δ)}. Dann gibt es eine obere Schranke M , die nicht
von δ abha¨ngt, so dass fu¨r alle Qj, j = 1, . . . , N die Menge
ΣδQj := {i ∈ I : PQj ,δε ∩ PQi,δε 6= ∅}
ho¨chstens M Elemente besitzt.
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Beweis: Da die PQj ,δε ebenfalls die Eigenschaften 4. und 6. aus Proposition
2.5 erfu¨llen, ist der Beweis vollkommen analog zu [Co02, Lemma 6.1] bzw.
der entsprechenden Behauptung im konvexen Fall. 
Damit setzen wir nun
λq,δε(w) :=
1
M
N(δ)∑
j=1
ϕQj ,δε ◦ φq,ε(w)
und erhalten eine glatte, plurisubharmonische Funktion mit
1. 0 ≤ λq,δ,ε(w) ≤ 1,
2. Lλq,δε(w,X) & δ−
2
m‖X‖2, w ∈ Sδ, X ∈ Cn.
Damit folgt aber nach [Ca87], die Endlichkeit des Typs und dieser ist un-
abha¨ngig von q und ε. 
Mittels Standardtechniken (siehe z.B. [DiLi81], [DiHe94] oder [Di04]) erha¨lt
man das folgende Korollar.
5.4 Korollar
Es sei N ε der zu Ωq,ε zugeho¨rige ∂¯-Neumann-Operator. Sind dann ζ1, ζ2 ∈
C∞0 (V ) mit ζ2 ≡ 1 auf supp(ζ1), dann gilt fu¨r s ≥ 0
‖ζ1N εg‖2s+ 2
m
. ‖ζ2g‖2s + ‖ζ2N εg‖2, g ∈ C∞(0,1)(V ∩ Ω¯).
Neben diesen Abscha¨tzungen fu¨r den Neumannoperator, beno¨tigen wir noch
ein weiteres Hilfsmittel. Dieses werden wir fu¨r die Abscha¨tzung der Bergman-
Projektion benutzen.
5.5 Lemma
Sei N ε der zu Ωq,ε zugeho¨rige ∂¯-Neumann-Operator. Sei ζ ∈ C∞0 (V ) mit
ζ ≤ 1, ist dann h ∈ L20,1(Ωq,ε) und supp(h) ⊂ V , so gilt mit einer von q und
ε unabha¨ngigen Konstanten ∫
Ωq,ε
ζ|N εh|2 . ‖h‖2.
Beweis: Wir benutzen wie auch [Mc94] und [Cho96] die Ungleichung (2.3)
aus [Ca84a], die z.B. aus der Kohn-Morrey-Gleichung folgt:
Ist µ ∈ C2(Ω¯) und 0 ≤ µ ≤ 1, so gilt schon
(5.1)
∫
Ω
n∑
k,`=1
∂2µ
∂zk∂z¯`
fkf¯` dV ≤ 16Q(f, f) = 16(‖∂¯f‖2 + ‖∂¯∗f‖2)
fu¨r f ∈ D(0,1)(Ω¯), falls Ω ⊂⊂ Cn glatt und pseudokonvex ist.
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Wir setzen jetzt speziell µ(w) := ϕq,ε ◦ φq,ε(w) und erhalten so aus (5.1) mit
den zuvor gezeigten Abscha¨tzungen fu¨r µ, dass
(5.2)
∫
Ωq,ε
ζ|f |2 . Qε(f, f) fu¨r f ∈ D(0,1)(Ω¯q,ε),
wobei wir mit Qε die Dirichlet-Form auf Ωq,ε bezeichnen. Mit den u¨blichen
Techniken erha¨lt man, da N ε invers zu ε ist, fu¨r h ∈ L2(Ωq,ε) mit supp(h) ⊂
V , dass
‖∂¯N εh‖2 + ‖∂¯∗N εh‖2 = 〈N εh, h〉 = 〈N εh, h〉V
≤ ‖N εh‖V ‖h‖.
Quadrieren wir nun beide Seiten und nutzen (5.2) mit f := N εh, so erhalten
wir
(‖∂¯N εh‖2 + ‖∂¯∗N εh‖2)2 . (‖∂¯N εh‖2 + ‖∂¯∗N εh‖2) ‖h‖2.
Nach Ku¨rzen des gemeinsamen Faktor erhalten wir wiederum mit (5.2)∫
Ωq,ε
ζ|N εh|2 . ‖∂¯N εh‖2 + ‖∂¯∗N εh‖2 . ‖h‖2,
also die Behauptung. 
Bei der Abscha¨tzung des Bergman-Kerns werden wir zwei Fa¨lle unterschei-
den. Zuna¨chst nehmen wir an, dass die Bilder der spa¨ter betrachteten Punkte
in zwei disjunkten Kompakta liegen. Wir werden dazu zuna¨chst Abscha¨tzun-
gen fu¨r die Bergman-Projektion auf Ωq,ε herleiten. Dies entspricht dann der
Situation im folgenden Lemma.
5.6 Lemma
Seien K1, K2 ⊂ V disjunkte Kompakta. Es sei ψ1 ∈ C∞0 (K1 ∩ Ωq,ε) und
ψ2 ∈ C∞0 (K2 ∩ Ωq,ε), ψ1, ψ2 ≤ 1, sowie s, t ∈ R mit s, t ≥ 0. Es bezeichne
P ε die zu Ωq,ε geho¨rige Bergman-Projektion, dann gilt mit einer von q und ε
unabha¨ngigen Konstanten
‖ψ2P εψ1‖2s . ‖ψ1‖2−t.
Beweis: Wir wa¨hlen Abschneidefunktionen ξ1, ξ2 ∈ C∞0 (K1 ∩ Ωq,ε), sowie
λ1, λ2 ∈ C∞0 (K2 ∩ Ωq,ε) mit ξ1 = 1 auf supp(ψ1), λ1 = 1 auf supp(ψ2) und
ξ2 = 1 auf supp(ξ1) bzw. λ2 = 1 auf supp(λ1) und λj, χj ≤ 1. Da ψ1 und
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ψ2 nach Voraussetzung einen disjunkten Tra¨ger haben, ergibt sich aus der
Beziehung P ε = I − ∂¯∗N ε∂¯, dass
ψ2P
εψ1 = −ψ2∂¯∗N ε∂¯ψ1
= −ψ2∂¯∗λ1N ε∂¯ψ1,
wobei wir bei der letzten Gleichung ausgenutzt haben, dass λ1 und ∂¯
∗ nach
Definition von λ1 auf dem Tra¨ger von ψ2 kommutieren. Dementsprechend
erhalten wir dann mit Korollar 5.4
‖ψ2P εψ1‖2s = ‖ψ2∂¯∗λ1N ε∂¯ψ1‖2s
≤ ‖λ1N ε∂¯ψ1‖2s+1
. ‖λ2∂¯ψ1‖2s+1− 2
m
+ ‖λ2N ε∂¯ψ1‖2
= ‖λ2N ε∂¯ψ1‖2,
wobei die letzte Gleichung aus der Disjunktheit der Tra¨ger von ψ1 und λ2
folgt. Um nun diesen Ausdruck weiter abzuscha¨tzen, bedienen wir uns der
Selbstdualita¨t von W 0, ist na¨mlich f ∈ C∞(0,1)(Ω¯q,ε), so erhalten wir
|〈λ2N ε∂¯ψ1, f〉|2 = |〈∂¯ψ1, ξ1N ελ2f〉|2
≤ ‖∂¯ψ21‖2−t−1 ‖ξ1N ελ2f‖2t+1
. ‖∂¯ψ21‖2−t−1 (‖ξ2λ2ψ1‖2t+1− 2
m
+ ‖ξ2N ελ2f‖2) Korollar 5.4
. ‖∂¯ψ1‖2−t−1 ‖λ2f‖2,
wobei in der letzten Ungleichung Lemma 5.5 und die Disjunktheit der Tra¨ger
von λ2 und ψ1 benutzt wurden. Nach Supremumsbildung u¨ber alle ‖f‖ ≤ 1
folgt
‖λ2N ε∂¯ψ1‖2 . ‖∂¯ψ1‖2−t−1 ≤ ‖ψ1‖2−t.
Also folgt insgesamt
‖ψ2P εψ1‖2s . ‖λ2N ε∂¯ψ1‖2 . ‖ψ1‖2−t,
d.h. die Behauptung. 
Fu¨r den zweiten Fall, den wir spa¨ter untersuchen wollen, mu¨ssen wir noch
die Bergman-Projektion untersuchen, wenn wir lediglich ein Kompaktum zu
Grunde legen.
5.7 Lemma
Sei K ⊂⊂ V und ψ1, ψ2 ∈ C∞0 (K ∩ Ωq,ε), ψ1, ψ2 ≤ 1. Ist dann s ∈ R, s ≥ 0
und P ε die zu Ωq,ε geho¨rige Bergman-Projektion, so gilt mit einer von q und
ε unabha¨ngigen Konstanten
‖ψ2P εψ1‖2s . ‖ψ1‖2s+2− 2
m
.
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Beweis: Wir wa¨hlen Abschneidefunktionen ξ1, ξ2, ξ3 ∈ C∞0 (K ∩ Ωq,ε) mit
ξ1 = 1 auf supp(ψ2) und ξi+1 = 1 auf supp(ξi). Wiederum gilt wegen P
ε =
I − ∂¯∗N ε∂¯, dass
ψ2P
εψ1 = ψ2ψ1 − ψ2∂¯∗ξ1N ε∂¯ψ1.
Aus Korollar 5.4 folgt wiederum
‖ψ2P εψ1‖2s ≤ ‖ψ2ψ1‖2s + ‖ψ2∂¯∗N ε∂¯ψ1‖2s
≤ ‖ψ2ψ1‖2s + ‖N ε∂¯ψ1‖2s+1
. ‖ψ2ψ1‖2s + (‖ξ2∂¯ξ3ψ1‖2s+1− 2
m
+ ‖ξ2N ε∂¯ψ1‖2)
. ‖ξ3ψ1‖2s+2− 2
m
+ ‖ξ2N ε∂¯ψ1‖2.
Dabei gilt die letzte Abscha¨tzung, da m ≥ 2 und somit s + 2 − 2
m
> s gilt.
Durch Lemma 5.5 erhalten wir weiter
‖ξ2N ε∂¯ψ1‖2 . ‖∂¯ψ1‖2 ≤ ‖ψ1‖21,
und somit wegen 1 ≤ s+ 1 ≤ s+ 2− 2
m
die Behauptung. 
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5.4 Asymptotik des Bergman-Kerns
Wir kommen nun zum Beweis des Theorem 2. Dabei wollen wir, wie zuvor
bemerkt, die vorherigen Abscha¨tzungen fu¨r den Neumann-Operator benut-
zen.
Theorem 2 Sei Ω = {ρ < 0} ⊂⊂ Cn eine glattes, lineal konvexes Gebiet
vom endlichen Typ m. Es sei p ∈ ∂Ω, dann gibt es eine Umgebung U von
p, so dass fu¨r alle Multiindizes α, β eine Konstante C = C(α, β, n,m) > 0
existiert, fu¨r welche die folgende Abscha¨tzung
|DαD¯βKΩ(q1, q2)| ≤ C · 1
τα+β+2(q1, ε)
fu¨r alle q1, q2 ∈ U ∩ Ω mit ε = |ρ(q1)|+ |ρ(q2)|+ d(q1, q2) erfu¨llt ist.
Beweis: Wir folgen McNeal [Mc94] in seiner Beweisfu¨hrung. Es sei P n(0, 1)
der Einheitspolyzylinder im Cn und ψ ∈ C∞0 (P n(0, 1)) mit
∫
ψ = 1, ψ ≥ 0, ψ
polyradial. Fu¨r γ > 0 klein genug transformieren wir ψ zu
ψw(z) :=
1
τ 2e(q1, γ)
· ψ
(
z1 − w1
τ1(q1, γ)
, · · · , zn − wn
τn(q1, γ)
)
,
wobei wir e := (1, . . . , 1) setzen. Des Weiteren betrachten wir Ωq1,ε, eines
der zuvor untersuchten skalierten Gebiete, und leiten Abscha¨tzungen fu¨r den
Bergman-Kern auf Ωq1,ε her.
Durch Verkleinern von γ ko¨nnen wir erreichen, dass zuna¨chst
supp(ψw) ⊂⊂ Ωq1,ε
gilt. Es sei nun KΩq1,ε der zu Ω
q1,ε assoziierte Bergman-Kern. Es bezeichne
weiter PΩq1,ε die zu Ω
q1,ε geho¨rige Bergman-Projektion. Mittels Standard-
techniken erhalten wir nun (siehe Lemma 1.4)
PΩq1,εψw(z) =
∫
KΩq1,ε(z, ζ)ψw(ζ) dλ(ζ) = KΩq1,ε(z, w).(5.3)
Dies liefert
DβwKΩq1,ε(z, w) = D
β
w
(
PΩq1,εψw(z)
)
= PΩq1,ε(D
β
wψw)(z),
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wobei die letzte Gleichheit durch Vertauschen von Integration und Differen-
ziation wegen der kompakten Konvergenz des Integrals folgt. Also ergibt sich
insgesamt
(5.4) DαzD
β
wKΩq1,ε(z, w) = D
α
z [PΩq1,ε(D
β
wψw)(z)].
Wir wollen zuna¨chst zwei Fa¨lle unterscheiden.
Seien K1, K2 zwei disjunkte Kompakta mit z ∈ K1, w ∈ K2. Es sei weiter
η1, η2 ∈ C∞0 (K1 ∩ Ωq1,ε), mit η2 = 1 auf supp(η1) und η1 = 1 auf supp(ψw),
η1, η2 ≤ 1. Damit erhalten wir fu¨r t > 0, dass∣∣Dαz [PΩq1,ε(Dβwψw)(z)]∣∣2 ≤ sup ∣∣∣η1 ·Dαz η2 · [PΩq1,ε(Dβwψw)(z)]∣∣∣2
.
∥∥∥η2 · [PΩq1,ε(Dβwψw)]∥∥∥2|α|+n+1
.
∥∥∥Dβwψw∥∥∥2−t−|β|(5.5)
.
∥∥∥ψw∥∥∥2−t,
wobei die Umformung von der ersten zur zweiten Zeile aus dem Sobolev-
Lemma und der Definition des Sobolev-Norm folgt. Bei der Abscha¨tzung zu
Gleichung (5.5) wurde Lemma 5.6 benutzt. Wiederum durch Anwenden des
Sobolev-Lemmas fu¨r t > n erhalten wir∥∥∥ψw∥∥∥2−t .
∣∣∣∣∫ ψw∣∣∣∣ = 1.
Also ergibt sich in diesem Fall mit einer von q1 und ε unabha¨ngigen Kon-
stanten
(5.6) |DαzDβwKΩq1,ε(z, w)| . 1.
Sei andererseits z, w ∈ Kˆ mit Kˆ ⊂⊂ Ωq1,ε, wobei Kˆ unabha¨ngig von ε sei.
Es seien η1, η2 ∈ C∞0 (Kˆ ∩ Ωq1,ε), mit η1 = 1 auf supp(ψw) und η2 = 1 auf
supp(η1), η1, η2 ≤ 1. Dann ergibt sich wie zuvor
|DαzDβwKΩq1,ε(z, w)| = |Dαz [PΩq1,ε(Dβwψw)(z)]|2
≤ sup
∣∣∣η1 ·Dαz η2 · [PΩq1,ε(Dβwψw)(z)]∣∣∣2
.
∥∥∥η2 · [PΩq1,ε(Dβwψw)]∥∥∥2|α|+n+1
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.
∥∥∥Dβwψw∥∥∥2|(α|+n+1)+2− 2
m
(5.7)
.
∥∥∥ψw∥∥∥2|α|+|β|+n+3− 2
m
.
Wobei Gleichung (5.7) aus Lemma 5.7 folgt. Da Kˆ ⊂⊂ Ωq1,ε kompakt ist,
ko¨nnen wir γ klein genug und unabha¨ngig von ε wa¨hlen. Damit erhalten wir,
dass diam
(
supp(ψw)
) ≥ c mit einer von ε unabha¨ngigen Konstanten c > 0
gilt, und somit
‖ψw‖s . 1,
wobei die Konstante nur von s – und damit in unserem Fall nur von n, m, α
und β – aber nicht von q1 und ε abha¨ngt, also erhalten wir auch in diesem
Fall Gleichung (5.6), d.h. mit einer von q1 und ε unabha¨ngigen Konstanten
|DαzDβwKΩq1,ε(z, w)| . 1.
Nun bleibt noch zu u¨berpru¨fen, ob die Bilder von q1, q2 unter (φ
q,ε)−1 un-
abha¨ngig von ε und q1 von der Randdiagonalen – d.h. von der Menge {(z, z) :
z ∈ ∂Ωq1,ε} – entfernt sind, wenn wir speziell
ε := |r(q1)|+ |r(q2)|+ d(q1, q2)
setzen. In diesem Fall sind dann, wie wir gleich zeigen, die Bilder von q1 und q2
unter (φq,ε)−1 in disjunkten Kompakta oder in einem Kompaktum enthalten,
das unabha¨ngig von ε ist. D.h. haben wir das gezeigt, so folgt (5.6) in allen
Fa¨llen mit z = q1 und w = q2, also mit der Transformationsformel fu¨r den
Bergman-Kern die Behauptung.
Wir erinnern uns zuna¨chst daran, dass wir mit ρ eine definierende Funktion
fu¨r Ω und mit r := rq1,ε :=
1
ε
ρ ◦ φq1,ε eine definierende Funktion fu¨r Ωq1,ε
bezeichnen. Sei also q˜1 := (φ
q1,ε)−1(q1), q˜2 := (φq1,ε)−1(q2).
1. |q˜1 − q˜2| ≥ c˜ fu¨r ein unabha¨ngiges c˜, so folgt sofort (5.6).
2. |q˜1 − q˜2| < c˜. Es ist
ε = |ρ(q1)|+ |ρ(q2)|+ d(q1, q2)
= |ρ(φq1,ε(q˜1))|+ |ρ(φq1,ε(q˜2))|+ d(q1, q2)
=⇒ 1 = |r(q˜1
)|+ |r(q˜2)|+ 1ε d(q1, q2)
=⇒ 1 ≤ |r(q˜1
)|+ |r(q˜2)|+ d(q˜1, q˜2).
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Wegen |q˜1 − q˜2| < c˜ folgt d(q˜1, q˜2) < c˜ und damit
|r(q˜1)|+ |r(q˜2)| ≥ 1
2
.
Es folgt, dass in diesem Fall |r(q˜1)| ≥ 14 oder |r(q˜2)| ≥ 14 gilt. War c˜ klein
genug, so ist die Kugel um q˜1 bzw. q˜2 mit Radius c˜ in Ωq1,ε enthalten
und es folgt wiederum (5.6).
Die Behauptung des Theorems folgt nun aus der Transformationsformel
KΩ(z, w) = det(φ
′)(z) ·Kφ(Ω)(φ(z), φ(w)) · det(φ′)(w)
durch Anwenden der Kettenregel. 
5.8 Bemerkung
1. Tatsa¨chlich haben wir somit alle Ableitungen von KΩ abgescha¨tzt. Es
genu¨gte na¨mlich, DαD¯β zu betrachten, da D¯αzD
β
wKΩ(z, w) = 0 gilt,
siehe Kapitel 1.1.1.
2. Man beachte, dass Theorem 2 die gleiche Abscha¨tzung wie Lemma 4.6
gibt, d.h. mit der unteren Abscha¨tzung fu¨r KΩ aus Lemma 4.7 u¨berein-
stimmt.
3. Wir untersuchen an dieser Stelle keine unteren Abscha¨tzungen fu¨r Ab-
leitungen des Bergman-Kerns DαD¯βKΩ, da dies im Allgemeinen ein
Problem vom Schwierigkeitsgrad des Lu Qi-Keng-Problems ist (siehe
Bemerkung 1.2).
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KAPITEL VI
Abscha¨tzungen der invarianten Metriken in
euklidischen Koordinaten
6.1 Einleitung
Die in den letzten Kapiteln hergeleiteten Abscha¨tzungen beruhen auf den
Richtungsabsta¨nden τ(q,X, |r(q)|). Damit waren optimale anisotrope Ab-
scha¨tzungen mo¨glich, doch ist es auch interessant, das Randverhalten der
invarianten Metriken in Termen der Randdistanz des betrachteten Punktes
q ∈ Ω zu charakterisieren. Dies wird in verschiedenen Anwendungen beno¨tigt,
siehe beispielsweise [DiFo79].
Es sei bemerkt, dass dies im Allgemeinen nicht mo¨glich sein muss. So fand
Herbort in [Her83a] ein Beispiel, in dem der Bergman-Kern nicht in polyno-
mialen Ausdru¨cken des Randabstands abscha¨tzbar ist.
Ist q nahe genug am Rand, so ist |r(q)| ≈ dist(q, ∂Ω); somit ko¨nnen wir die
Abscha¨tzungen in Termen von |r(q)| formulieren.
Im linear konvexen Fall gelang es Hefer in [Hef02] und [Hef04] basierend auf
den Ergebnissen von Yu in [Yu92] die ε-minimalen Absta¨nde τk(q, ε) durch
τ(q,Xk, ε) abzuscha¨tzen, wobei Xk nach passender Anordnung ein Basisvek-
tor einer Multitypbasis (siehe [Yu92]) ist.
Hierbei ging jedoch stark ein, dass linear konvexe Gebiete konvexe definie-
rende Funktionen besitzen und diese das sogenannte Bruna-Nagel-Wainger
Lemma [BNW88] erfu¨llen.
57
Kapitel 6. Abscha¨tzungen in euklidischen Koordinaten
Ist nun Ω ⊂⊂ Cn lineal konvex und vom endlichen Typ, so stehen im Allge-
meinen diese Hilfsmittel aber nicht zur Verfu¨gung, wir wollen aber dennoch
zeigen, dass sich die invarianten Metriken gut abscha¨tzen lassen.
6.2 Eine untere Abscha¨tzung
Sei also Ω ⊂⊂ Cn ein lineal konvexes Gebiet vom endlichen Typ. Wir fixieren
zuna¨chst einen Randpunkt p0 ∈ ∂Ω und wa¨hlen einen komplex linearen Ko-
ordinatenwechsel, welcher p0 in den Ursprung und die Normale in die positive
Re(z1)-Achse u¨berfu¨hrt.
Ein wichtiger Schritt bei unseren Abscha¨tzungen ist, dass der betrachtete
Punkt q ∈ Ω sich nicht zu tangential dem Randpunkt 0 ∈ ∂Ω na¨hert. Dies
wird normalerweise dadurch verhindert, dass q innerhalb eines Kegels ist,
dessen Spitze in 0 liegt und dessen Achse die positive Re(z1)-Achse ist.
Wir wollen jedoch sogar sogenannte admissible domains Λα(0) in 0 betrach-
ten, die diese Kegel verallgemeinern. Um diese einzufu¨hren, bezeichnen wir
mitM(∂Ω, 0) = (1,m2 . . . ,mn) den Catlinschen Multityp von ∂Ω in 0 (siehe
Abschnitt 1.2.2).
Die Koordinaten z = (z1, . . . , zn) seien so gewa¨hlt, dass sie den Multityp
M(∂Ω, 0) = (1,m2, . . . ,mn) im Punkt 0 ∈ ∂Ω realisieren. Dann wissen wir
aus [DiHe94], dass es eine definierende Funktion r von Ω gibt, so dass
r(z) = Re(z1) + P (z
′) +R1(z′) +
(
Im(z1)
)
R2(z
′) +R3(z)(6.1)
fu¨r alle z aus einer genu¨gend kleinen Umgebung der Null.
Wir setzen
σ(z′) :=
n∑
j=2
|zj|mj .
Damit definieren wir nun fu¨r α > 0
Λα(0) := {z ∈ Ω : |z1|+ σ(z′) < α · |r(z)|}.
Wir wollen im Folgenden mit den Methoden aus [DiHe94] eine untere Ab-
scha¨tzung fu¨r der Bergman-Metrik innerhalb der obigen admissible domains
herleiten. Genauer zeigen wir den folgenden Satz.
6.1 Satz
Es sei Ω ⊂⊂ Cn ein beschra¨nktes, lineal konvexes Gebiet vom endlichen Typ
m. Es sei 0 ∈ ∂Ω ein Randpunkt, Λα(0) ein admissible Domain fu¨r α > 0
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und M(∂Ω, 0) = (1,m2 . . . ,mn) der Catlinsche Multityp von ∂Ω in 0. Dann
gibt es ein α0 = α0(Ω) > 1, so dass mit einer Konstante, die nur von n, Ω
und α abha¨ngt, fu¨r 0 < α < α0
FΩ(z,X) &
n∑
j=1
|Xj|
|r(z)|
1
mj
fu¨r alle z ∈ Λα(0) und X ∈ Cn gilt. Dabei bezeichnen wir mit FΩ eine der drei
invarianten Metriken auf Ω. Daru¨ber hinaus sind die Xj die Komponenten
von X bezu¨glich der oben definierten Multityp-Basis.
Beweis: Wir wissen aus [Co02], dass lineal konvexe Gebiete insbesondere
semiregula¨r sind. Wir wollen wie oben davon ausgehen, dass die Normale in
die positive Re(z1)-Achse u¨berfu¨hrt wurde.
Wir verwenden die in (6.1) eingefu¨hrte definierende Funktion
r(z) = Re(z1) + P (z
′) +R1(z′) +
(
Im(z1)
)
R2(z
′) +R3(z),
wobei
1. |P (z′)| ≤ σ(z′),
2. |R1(z′)| ≤ C · σ(z′)1+δ,
3. |R2(z′)| ≤ C · |z′|,
4. |R3(z)| ≤ C · (Im(z1))2
fu¨r alle z aus einer genu¨gend kleinen Umgebung der Null gilt. Daru¨ber hinaus
ist P ein Polynom ohne pluriharmonische Terme, das homogen vom Grad 1
bzgl. (m2, . . . ,mn) ist, d.h. es gilt fu¨r t > 0, dass
t · P (z′) = P
(
t
1
m2 z2, . . . , t
1
mn zn
)
.
Nach [DiHe94] gibt es ein δ > 0, so dass sogar
|R2(z′)| ≤ σ(z′) 12+δ
gilt.
Fu¨r M > 0 setzen wir nun
r′(z) = (1 +Mx1)r(z).
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Damit erhalten wir mit einer analogen Rechnung auf Ω ∩ B(0, r1) wie in
[DiHe94] fu¨r r1 > 0 klein genug mit einer geeigneten Konstanten C > 0, dass
r′(z) = (1 +Mx1)
(
x1 + P (z
′) +R1(z′) + y1R2(z′) +R3(z)
)
= x1 +M(x
2
1 − y21) + P (z′) +R1(z′)
+ (1 +Mx1)
(
y1R2(z
′) +R3(z)
)
+Mx1
(
P (z′) +R1(z′)
)
+My21
≥ x1 +M(x21 − y21) + P (z′)
− Cσ(z′)1+δ − (1 +Mr1)(|y1|σ(z′) 12+δ + y21)
−Mr1
(
σ(z′) + Cσ(z′)1+δ
)
+My21.
Wir wissen aus [DiHe94], dass es eine C3-Funktion P˜ in Cn−1 gibt, die ho-
mogen vom Grad 1 bzgl. (m2, . . . ,mn) ist und folgende Eigenschaften hat:
1. P˜ < P außer im Ursprung,
2. fu¨r ε > 0 genu¨gend klein, ist die Funktion
P˜ε(z
′) := P˜ (z′)− 2ε
n∑
j=2
|zj|mj
plurisubharmonisch auf Cn−1.
Wa¨hlen wir M genu¨gend groß und r1 > 0 genu¨gend klein, so erhalten wir
mit Hilfe der Peter-Paul-Ungleichung auf Ω ∩ B(0, r1) analog zu [DiHe94],
dass
r′(z) ≥ x1 +M(x21 − y21) + P (z′)−
ε
2
σ(z′)
und
r′(z) ≤ x1 +M(x21 − y21) + Cσ(z′).
Damit sehen wir, dass die Abbildung
F (z) := (z1 +Mz
2
1 , z
′)
das Gebiet Ω ∩B(0, r1) biholomorph auf ein Gebiet G mit
Dint := {Re(z1) +Cσ(z′) < 0} ⊂ G ⊂ {Re(z1) + P˜ (z′)− ε2σ(z′) < 0} =: Dext
abbildet. Mit dem Lokalisierungsargument wie in [DiHe94] und den Abscha¨tz-
ungen aus [Her83b] folgt, dass fu¨r die Bergman-Metrik gilt
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Berg2Ω(z,X) ≥ C Berg2Ω∩B(0,r2)(z,X)
= C Berg2G(F (z), F
′(z)X)
≥ C1 Berg2Dext(F (z), F ′(z)X) ·
KDext
(
F (z), F (z)
)
KDint
(
F (z), F (z)
)
≥ C1
(
|X1|2
(|z1|+ σ(z′))2 +
n∑
j=2
|Xj|2
(|z1|+ σ(z′))
2
mj
)
= C1 ·
(
n∑
j=1
|Xj|2
(|z1|+ σ(z′))
2
mj
)
, fu¨r alle z ∈ Λα(0).
Wir haben bei der Abscha¨tzung ausgenutzt, dass
KDext (F (z),F (z))
KDint (F (z),F (z))
nach [Her83b]
auf Λα(0) nach unten von 0 weg beschra¨nkt ist, falls α0 > 1 nahe genug an 1
gewa¨hlt war. Damit ergibt sich aber mit der A¨quivalenz der Normen auf Cn,
dass
BergΩ(z,X) &
n∑
j=1
|Xj|
(|z1|+ σ(z′))
1
mj
.
Mit
|z1|+ σ(z′) ≤ α|r(z)| fu¨r alle z ∈ Λα(0).
erhalten wir, dass
BergΩ(z,X) &
n∑
j=1
|Xj|
|r(z)|
1
mj
.
Hierbei ha¨ngt die Konstante lediglich, von der Dimension n, Ω und α ab. Mit
Hilfe der bereits gezeigten Vergleichbarkeit der drei invarianten Metriken folgt
die Behauptung. 
6.3 Obere Abscha¨tzung
Als na¨chstes wollen wir noch eine obere euklidische Abscha¨tzung fu¨r die drei
invarianten Metriken herleiten. Dazu scha¨tzen wir mit Hilfe der Dreiecksun-
gleichung die Carathe´odory-Metrik nach oben ab und wenden das Ergebnis
aus Kapitel 4 u¨ber die Vergleichbarkeit der drei invarianten Metriken an.
6.2 Satz
Es seien Ω ⊂⊂ Cn ein lineal konvexes Gebiet vom endlichen Typ m und
z ∈ Ω nahe genug am Rand sowie 0 ∈ ∂Ω ein Randpunkt. Mit M(∂Ω, 0) =
(1,m2, . . . ,mn) bezeichnen wir den Catlinschen Multityp in 0 ∈ ∂Ω. Dann
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gilt fu¨r alle Punkte z ∈ Bd(0) := {z ∈ Ω : d(0, z) . |r(z)|} und X ∈ Cn,
dass
FΩ(z,X) .
n∑
j=1
|Xj|
|r(z)|
1
mj
,
wobei wir mit FΩ wieder eine der drei invarianten Metriken auf Ω bezeichnen.
Dabei sind wiederum die Xj die Komponenten von X bezu¨glich der oben
definierten Multityp-Basis.
Beweis: Es sei wieder ohne Einschra¨nkung p0 = 0. Um die Abscha¨tzung zu
erhalten, sei X = (X1, . . . , Xn) ∈ Cn, wobei die Xj die Komponenten von
X in der Basis um 0 ∈ ∂Ω sind, die den Catlinschen Multityp M(∂Ω, 0)
realisieren. Dann beobachten wir, dass fu¨r q ∈ Ω
CaraΩ(q,X) := sup
{∣∣∣∣∣
n∑
j=1
∂f
∂zj
(q)Xj
∣∣∣∣∣ : f ∈ O(Ω,∆), f(q) = 0
}
≤ sup
{
n∑
j=1
∣∣∣∣ ∂f∂zj (q)Xj
∣∣∣∣ : f ∈ O(Ω,∆), f(q) = 0
}
≤
n∑
j=1
sup
{∣∣∣∣ ∂f∂zj (q)Xj
∣∣∣∣ : f ∈ O(Ω,∆), f(q) = 0}
=
n∑
j=1
|Xj| · sup
{∣∣∣∣ ∂f∂zj (q) Xj|Xj|
∣∣∣∣ : f ∈ O(Ω,∆), f(q) = 0}
=
n∑
j=1
|Xj| · CaraΩ
(
q,
Xj
|Xj|
)
≈
n∑
j=1
|Xj|
τ
(
q,
Xj
|Xj | , |r(z)|
)
.
n∑
j=1
|Xj|
|r(q)|
1
mj
.
Um die letzte Abscha¨tzung nachzuweisen, beachten wir, dass nach [Co02]
der lineare Multityp mit dem Multityp u¨bereinstimmt und somit Xk die
Kontaktordnung mk in 0 hat. Nach Definition von B
d(0) gilt jedoch dort
τ(q,Xk, |r(q)|) ≈ τ(0, Xk, |r(q)|); da aber τ(0, Xk, |r(q)|) ≈ σ(0, Xk, |r(q)|)
(2.5) ist, folgt die Behauptung. 
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6.3 Bemerkung
1. Wir haben damit insbesondere Folgendes gezeigt: Ist q ∈ Λα(0), so ist
fu¨r ε := |r(q)|, dass
n∑
j=1
|Xq,εj |
τk(q, ε)
≈ 1
τ(q,X, ε)
≈
n∑
j=1
|Xj|
|r(q)|1/mj ,
wobei Xq,εj die Komponenten von X bezu¨glich der ε-minimalen Basis
und Xj die Komponenten von X bezu¨glich der Basis sind, die in 0 den
Multityp realisieren.
2. Nach Konstruktion der admissible Domains gilt auch auf Λα(0) die
Abscha¨tzung τ(q,Xk, |r(q)|) ≈ τ(0, Xk, |r(q)|), so dass wir somit auch
die obere Abscha¨tzung erhalten.
Damit haben wir aber auch mit dem folgenden Korollar ein zu [Hef04] a¨hn-
liches Ergebnis gezeigt.
6.4 Korollar
Fu¨r alle q ∈ Λα(0) und fu¨r alle k = 1, . . . , n gilt fu¨r ε := |r(q)|
τj(q, ε) ≈ ε1/mj .
Beweis: Wir gehen analog zu [Fi03, Folgerung 2.6.4] vor. Es seien vk(q, ε)
die ε-minimalen Koordinaten in q und vk(0) die Koordinaten, die in 0 den
Multityp realisieren.
Fu¨r ein beliebiges X definieren wir dann die quadratischen Formen
Qε(X) :=
n∑
j=1
|ak|2
τj(q, ε)2
X =
n∑
j=1
akvk(q, ε)
QM(X) :=
n∑
j=1
|bk|2
|r(q)|2/mj X =
n∑
j=1
bkvk(0).
Die Eigenwerte dieser quadratischen Formen sind τj(q, ε)
−1 bzw. |r(q)|−1/mj .
Wie wir oben bemerkt haben, gilt aber
(6.2) Qε(X) ≈ 1
τ(q,X, ε)2
≈ QM(X).
Fu¨r einen symmetrischen Operator A mit den Eigenwerten λ1 ≤ . . . ≤ λn
gilt aber
λj = min
Sj
max
z∈Sj
zHAz
|z|2 ,
wobei Sj ein j-dimensionaler Unterraum ist. Also mu¨ssen wegen (6.2) auch
die der Gro¨ße nach geordneten Eigenwerte gleich sein. D.h. die Behauptung
folgt. 
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