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Abstract
In the present paper, we return to the problem on a spontaneous generation of the A0-
background field in QCD at finite temperature and include in addition a quark chemical
potential, µ. We reproduce the known expressions in terms of Bernoulli’s polynomials for the
gluons and quarks using the same formalism. We calculate the µ-dependent terms in up to
second order and find an imaginary part of free energy, the dependence of the condensate on
the chemical potential and the number of flavors. The main result is that the baryon chemical
potential increases the values of the condensed field. The derived functional satisfies Nielsen’s
identity. It also is expressed in terms of Polyakov’s loop. Both these representations guarantee
gauge invariance of the condensation phenomenon. In contrast to other calculations, we find
a minimum (below zero) of the effective potential of second order g2 in the coupling constant.
Comparison with other results obtained in different models is done.
1 Introduction
Investigations of the deconfinement phase transition (DPT) and quark-gluon plasma (QGP) are
in the center of modern high energy physics. This state of matter has to be created at high
temperature due to the asymptotic freedom of strong interactions. In quantum field theory, the
order parameter for the DPT is the Polyakov loop (PL), which is zero at low temperature and
non-zero at high temperatures, T > Td, where Td ∼ 160 − 180 MeV [1] is the phase transition
temperature. For standard information on the DPT we reference, in particular, to [2], [3], [4].
In QCD the PL is defined as [5]
〈
L
〉
=
1
3
Tr[P exp(ig
∫ β
0
dx4 A0(x4, ~x))]. (1)
Here A0(x4, ~x) is the 4
th component of the matrix gauge field potential. Note, we are within ine
Euclidean formulation, the notation A0 (in place of A4) is common in the given context. Further,
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g is the coupling constant, β = 1
T
is the inverse temperature and P denotes path ordering. The
PL was introduced first in pure gluodynamics. It violates the color center group symmetry Z(3)
that could result in spontaneous generation of color static potentials and non conservation of
color charges Q3 and Q8, accompanied by a corresponding spontaneous symmetry breaking. The
investigations of these phenomena were started many years ago and have been carried out by
different approaches. At present, a new stage of researches related to accounting for the baryon
number Nf and the related chemical potential µf is actively worked out. Here the subscript ” f ”
marks the quark flavor. For lattice calculations, this is a non-trivial problem because the partition
function is complex in this background.
During recent years it was realized that in QGP strong temperature dependent chromomagnetic
[6], [7], [8] and usual magnetic [9] fields have to be spontaneously generated. These phase transitions
are related with asymptotic freedom in covariantly constant chromomagnetic fields and take place
even at zero temperature [10]. They happen because for such backgrounds an infrared region of
field strength values has to be unstable. In fact, this is Savvidy’s vacuum at finite temperature. In
contrast to the zero temperature case, at finite temperature magnetic field stabilization takes place.
Moreover, the A0 classical fields as well as radiation corrections to the charged gluon spectrum
[11], [8] act as stabilizing factors [7], [12]. As a result, the actual background of QGP is not
perturbative vacuum, as it was assumed at first stages of investigations. It is formed out of gauge
field condensates. Moreover, the presence of magnetic fields is other independent signal of the
DPT and QGP creation. In general, we have to take into consideration both type condensates,
that makes the problem very complex.
However at high temperature, when perturbative methods are reliable, it becomes possible to
derive the proper parameters which control a phase transition dynamics. Comparing of them allows
us to conclude that the role of Polyakov’s loops (A0 condensates) is dominant. Really, as actual
calculations show (see below), the estimations of A0 give gA0 ∼ g2T . For magnetic field strengths
these are (gH)1/2 ∼ g2T
log(T/τ)
, τ is a normalization point at finite temperature [8]. The logarithm in
the denominator is due to asymptotic freedom. Taking this in mind, in what follows we restrict
ourselves to the former condensate, only. The influence of spontaneously created magnetic fields
will be considered in other place.
The paper is organized as follows. In the next section we adduce necessary information about
the Lagrangian and calculations of the two-loop free energy of background potentials A30 and A
8
0
in the imaginary time formalism. We also extend the calculated already expressions [13], [14] in
order to account for the quark chemical potential µ. Simple analytic expressions are obtained.
In sect.3, for µ = 0, we investigate gauge-fixing dependence of the effective potential within the
Nielsen identity approach and the effective potential of order parameter and derive the gauge
invariant effective potential. In sect.4, we consider in detail the case of high temperature, massless
quarks and small µ, and detect an imaginary part of free energy and dependence of its minimum
positions on chemical potential and flavor number Nf . This functional satisfies Nielsen’s identity
[14] that according to a general theory means gauge fixing independence of the A0 condensation
phenomenon. To obtain an explicitly gauge-fixing independent effective potential, we express it in
terms of the PL and then investigate its properties. Last section is devoted to discussions of the
results obtained and comparisons with other approaches. Appendix A is devoted to derivation of µ
dependent effective potential in terms of Bernoulli’s polynomials. Appendix B contains Feynman’s
rules and other information of mathematical content.
2
2 Two-loop free energy
In this section we remind the expressions for the effective action in one and two loop order in a
constant A0–background, which are known so far, and discuss the inclusion of a finite chemical
potential µ in the quark sector. The starting point is the QCD Lagrangian in the background Rξ
gauge, Euclidean space-time and the presence of µ,
L =
1
4
(Gaµν)
2 +
1
2ξ
(DBµQ
a
µ)
2 + χ¯DBµDµχ
+ Ψ¯a(γµ∂µ + im)Ψ
a + igΨ¯aγµ(A
c
µ +Q
c
µ)(t
c)abΨ
b − µΨ¯aγ4Ψa, (2)
where (tc)ab are generators of SU(3) group A
c
µ = δµ0(δ
c3A30 + δ
c8A80) and
Gaµν = (D
B
µ )
abQbν − (DBν )abQbµ − gfabcQbµQcν ,
(DBµ )
ab = δab∂µ + gf
abcAcµ; (Dµ)
ab = δab∂µ + gf
abcQcµ. (3)
It is convenient to introduce a ”charged basis” for gluon fields,
π±µ =
1√
2
(Q1µ ± iQ2µ), π0µ = Q3µ,
K±µ =
1√
2
(Q4µ± iQ5µ),
K¯±µ =
1√
2
(Q6µ ± iQ7µ), ηµ = Q8µ.
In this basis, the constant background potentials A30 and A
8
0 enter the Lagrangian in the form
of a shift of the fourth momentum component,
p4 → p4 + g
2
(
cos
(nπ
3
)
A30 + sin
(nπ
3
)
A80
)
+ iµ, (n = 0, ..., 5), (4)
for the charged fields. Also, the addition of iµ in (4) corresponds to the term - µΨ¯γ4Ψ in (2).
The parameter n marks the Z(3) phases of the gluon fields. These are related with each other by
rotation on the angle π
3
in the (A30, A
8
0) plane. The corresponding Feynman’s rules are adduced in
Appendix B. They are the standard ones with the only modification (4) (see equation on p.356,
right column, in [15]).
Formally, the quark chemical potential looks as an imaginary A0 potential. It is introduced
as the shift in the momentum component p4 of quark propagators. Because of importance, we
present a detailed derivation of this in Appendix A. In what follows, we simplify consideration and
assume that all the quark flavors have the same chemical potential µ.
Hence, in Feynman’s rules we have to substitute p4 → p4 + πβ ci + iµ in the quark propagators.
Here ci is the dimensionless background potential introduced below in (6). In the imaginary-time
formalism, the momentum component p4 is discrete and equals p4 =
(2l+1)π
β
for quarks and p4 =
2lπ
β
for gluon and ghost fields, β = 1/T is the inverse temperature, l = 0,±1,±2, . . . .
3
According Eq.(2) of Ref.[14] the contribution of massless quarks to the effective potential reads
Wq(A0, µ˜)
β4
Nf
= −4π
2
3
3∑
i=1
B4(ci)− 1
2
g2
(
B2(a1)[B2(c1) +B2(c2)]
+B2(a1)[B2(c1) +B2(c3)] +B2(a3)[B2(c3) +B2(c2)]
−1
3
3∑
i=1
[B22(ci)− 2B2(iµ)B2(ci)]−B2(c1)B2(c2)− B2(c2)B2(c3)−B2(c3)B2(c1)]
)
+
(ξ − 1)
3
g2
[
B1(a1)(B3(c1)− B3(c2))
+B1(a2)(B3(c1)−B3(c3)) +B1(a3)(B3(c2)− B3(c3))
]
, (5)
where dimensionless parameters are introduced, x = β
π
gA30, y =
β
π
gA80, µ˜ =
β
π
µ. Nf is the number
of the quark flavors, Bi(x) - Bernoulli’s polynomials of rank ”i” defined modulo 1 and
a1 =
x
2
, c1 =
1
4
(x+
1√
3
y + 2) + iµ˜,
a2 =
1
4
(x+
√
3y), c2 =
1
4
(−x+ 1√
3
y + 2) + iµ˜,
a3 =
1
4
(−x+
√
3y), c3 = − 1
2
√
3
y +
1
2
+ iµ˜. (6)
The first term in (5) describes the one-loop contribution and the remaining ones present the two-
loop contribution. Explicit expressions for Bi(x) are given in Appendix B.
The first calculations of the effective action with a constant addendum to p4 were undertaken
long ago in [16] and [17]. The results for one and two loop levels, formulated in terms of the
Bernoulli polynomials, were obtained in [18] and [15], both for gluons. In [14], the two loop
contribution from quarks was calculated. In [13] and [19] it was shown that the results are in
agreement with Nielsen’s identities. Recently, these results were reviewed and reformulated in
terms of the Polyakov loop in [20].
Following [19], where some misprints in earlier papers were corrected, the effective potential
including the two loops of gluons and quarks, can be written in the form
Weff = Wg +NfWq, (7)
as sum of the gluonic part,
β4Wg =
4π2
3
[
− 1
30
+
3∑
i=1
B4(ai)
]
+
g2
2
{
3∑
i=1
[
B22(ai) + 2B2(0)B2(ai)
]
+B2(a1)B2(a2) +B2(a2)B2(a3) +B2(a3)B2(a1))
}
+
g2
3
(1− ξ){B3(a1)[2B1(a1) +B1(a2)− B1(a3)]+
B3(a2)[2B1(a2) +B1(a1) +B1(a3)]+
B3(a3)[2B1(a3)−B1(a1) +B1(a2)]
}
, (8)
4
and the quark part (5). In this section we put µ = 0. In (5) and (8), the functions Bi(a) are known
as periodic Bernoulli polynomials. In fact, these are the periodic continuations of the Bernoulli
polynomials from the region a ∈ [0, 1] and with account for the parity. Explicit expression can be
found, for example, in the Appendix in [18] and in Appendix B.
The effective potential (7) depends explicitly on the gauge fixing parameter ξ. This circum-
stance caused a large number of discussions about the physical meaning of Weff and the whole
approach with the A0-condensation. However, as it was shown in [14] and [19], this effective po-
tential satisfies Nielsen’s identity justifying its ξ-independence. This property is established along
special characteristic orbits in the (A0, ξ) plane, where the variation in gauge-fixing parameter is
compensated by corresponding variation in fields.
At the same time, it is desirable to have a function, which would be independent of ξ and
explicitly written in terms of gauge invariant observable (Polyakov’s loop, usually). This idea
was expressed by Belyaev [21] and we call this object the ”effective potential of order parameter”
WL(A
cl
0 ). However, Belyaev obtained the value A
cl
0 = 0 in the two-loop order calculations.
Recently, in [20] the link between Nielsen’s identity and the effective potential WL(A
cl
0 ) was
found and the explicitly ξ-independent free energy has been calculated in SU(2) gluodynamics.
We apply this procedure in what follows for the case of interest and obtain an explicitly gauge
invariant effective potential resulting in a nonzero condensate.
Consider the effective potential (7) as function of x and y. It is known to have minima. In the
main topological sector,
0 ≤ a1 ≤ 1, 0 ≤ a2 ≤ 1, − 1 ≤ a3 ≤ 0,
0 ≤ c1 ≤ 1, 0 ≤ c2 ≤ 1, 0 ≤ a3 ≤ 1. (9)
the minimum is located at
x
(0)
min =
(3− ξ)
4π2
g2, y
(0)
min = 0, (10)
and here the effective potential takes the value
β4(Wq +Wgl)|min = −
(
8
45
+
7
60
Nf
)
π2 +
(
1
6
+
5
72
Nf
)
g2 −
(
1 +
1
6
Nf
)
(3− ξ)2
32
g4
π2
+ . . . ,
(11)
where the first two terms correspond to the zero field case (these are present also without conden-
sation) and the last term is due to the condensation. It is negative and lowers the free energy.
The other minima are located in the (x, y)-plane at(
xmin
ymin
)
=
(
cos(π
3
n)
sin(π
3
n)
)
x
(0)
min, (n = 1, . . . , 5), (12)
and form a hexagon. By periodicity, these minima are replicated on a super lattice given by the
shifts (n,m are integers)(
∆x
∆y
)
=
(
2n+ 4m
2√
3
n
)
, (for gluons),(
∆x
∆y
)
=
(
2n+ 4m
2
√
3n
)
, (including quarks). (13)
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All these minima have the same depth. As we see, the depth of a minimum increases with increasing
number of flavors. As first mentioned in [14], the minima of the pure gluonic effective potential
are not moved by the inclusion of the quarks. However, as can be seen from (13), only a third
of them survives. The difference is, of course, due to the difference in the group representations;
associated for the gluons and fundamental for the quarks.
3 ξ-independent effective potential
At this point it is reasonable to discuss the gauge dependence. The effective potential (7) has an
explicit dependence on the gauge fixing parameter ξ. Also, the positions of the minima are gauge
dependent, as can be seen in (10). However, the effective potential satisfies Nielsen’s identity, that
means gauge-fixing independence. This point is well discussed in original paper by Nielsen [22]. In
addition, in [13], the case of SU(3) gluodynamics was considered. This way, the minimum must
be considered as physical. Since it lowers the energy, one concludes that it will be spontaneously
generated and this phenomenon is gauge invariant.
Here, we are going to construct the gauge-fixing independent effective potential WL(A
cl
0 ) ex-
pressed through the PL, as it was proposed and realized in [21] in the form of relation between
”non observable” potential A0 and ”classical observable” one A
cl
0 . This relation has been derived
in SU(2) gluodynamics from the one-loop correction to Polyakov’s loop 〈L〉 calculated in the pres-
ence of the background field A0. As it is shown in [13], [20], this relation identically coincides with
the characteristic orbits in the (A0, ξ)-plain in the Nielsen identity method. In these papers, all
necessary information on this subject is given. The SU(3) group contains the I−, V−, U−spin
SU(2) subgroups. The corresponding combinations of background fields are ai in (6).
Because of incorrect result presented in [21] without adducing any calculations, we derive our
result below, also restricting to the I-spin SU(2) subgroup. The cases of the other subgroups
can be obtained by substitution of corresponding ai. It is also important that in one-loop order
considered here the quarks do not contribute.
Following [21], we express the effective potential (8) in terms of 〈L〉, WL(acli ). In SU(2)I group,
in tree approximation the PL (1) is expressed in terms of a1 =
x
2
as follows, 〈L〉 = cos(πx
2
).
This formula will be used to relate the value of the PL and ”classical” (observable) condensate
value xcl with accounting for radiation corrections calculated in the external background field A
3
0:
〈L〉 = cos(πxcl
2
) = cos(πx
2
) +∆ 〈L〉. The quantum correction was calculated in one-loop order (Eq.
(10) in [21]),
∆ 〈L〉 = −g
2β sin(πx
2
)
4π
∫
dp
p+4
[
1
(p+4 )
2 + ~p2
+
(ξ − 1)(p+4 )2
((p+4 )
2 + ~p2)2
]
, (14)
where the notations ∫
dp =
∫
d3p
(2π)3
( 1
β
∞∑
n=−∞
)
, p+4 = p4 + gA0, p4 =
2πn
β
(15)
were introduced. The Feynman rules are given in Appendix B.
The second integral in (14) is well known, it is expressed in terms of Bernoulli’s polynomials
[15], [14],
I2 = −(ξ − 1)
4πβ
B1
(x
2
)
. (16)
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Let us calculate the first one, I1. For calculating the temperature sum we use the representation
1
β
∞∑
n=−∞
F (k0) =
1
4πi
∫
C
cot
(
1
2
βω
)
F (ω)dω, (17)
where F (p4) =
1
((p+
4
)2+~p2)p+
4
, p4 =
2πn
β
, and the contour C goes counter clock-wise around the real
axis in the complex ω-plane where the poles at p4 are located. To evaluate the contour integral we
extend C to infinity and calculate the sum of residues,
I(0) = −1
2
∑
Res
[
cot
(
1
2
βω
)
F (ω)
]
. (18)
The sign ”-” follows from passing the poles of F (ω) clock-wise in the ω-plane.
F (ω) has two simple poles: ω = −gA0 ± ik, and we get
I
(0)
1 = −
1
4k2
(
cot
[
1
2
β(gA0 + ik)
]
− cot
[
1
2
β(−gA0 + ik)
])
=
i
4k2
[
1 + eiβ(gA0+ik)
1− eiβ(gA0+ik) −
1 + eiβ(−gA0+ik)
1− eiβ(−gA0+ik)
]
. (19)
Introducing the notations X1 = e
−βk+iβgA0, X2 = e−βk−iβgA0, (19) can be written in the form
I
(0)
1 =
i
2k2
∞∑
n=1
(Xn1 −Xn2 ) = −
1
k2
∞∑
n=1
e−βkn sin(gA0βn). (20)
Then, performing momentum integration and summing up the series, we find
I1 =
1
2π2
∞∑
n=1
1
βn
sin(gA0βn) = − 1
2πβ
B1
(x
2
)
, (21)
where x = gA0β
π
. Substituting I1 and I2 in (14), we obtain finally
∆ 〈L〉 = g
2 sin(πx
2
)
16π2
B1
(x
2
)
(ξ + 1). (22)
Just this formula should be used in order to express the ”nonphysical field” x in terms of ”classical
observable one”, xcl.
Note, in Ref.[21] the final effective potential of order parameter (Eq.(17)) corresponds to the
factor (ξ−3). But according to the expression (14), the opposite signs of I1 and I2 are not possible.
The number (−3) can be obtained only for positive sign in (18), (21).
Actually, to get the correct results in Ref. [21], one has to replace the parameter (ξ − 3) by
(ξ + 1) in all the expressions. In particular, the correct relation between x and xcl is (compare
with Eq.(13) in Ref. [21])
x = xcl +
g2
4π2
B1
(xcl
2
)
(ξ + 1). (23)
Inserting (23) in (8), taking the terms with a1 only, and expanding B4(
x
2
) in powers of g2, we
get WL(xcl) = W
(1)
L (xcl) +W
(2)
L (xcl), where the first term is obtained from W
(1)(x) by means of
the substitution x→ xcl and the second is
β4W
(2)
L (xcl) =
g2
2
[
B22
(xcl
2
)
+ 2B2(0)B2
(xcl
2
)
+
8
3
B3
(xcl
2
)
B1
(xcl
2
)]
. (24)
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In the WL(xcl), the ξ-dependent terms did mutually cancel; that demonstrates gauge-fixing inde-
pendence.
We also note that the final expression for WL(xcl)|I can be obtained from W (x) (8) formally
(omitting described intermediate steps) by means of the substitutions x → xcl and ξ → ζ = −1
(and other terms should be omitted).
As a result, according to (10) we get for the minimum values
β4WL(xcl)|min = β4WL(0)− 1
2π2
g4,
xcl|min = g
2
π2
. (25)
Thus, the effective potential WL(xcl) has a nonzero minimum position and is independent of ξ.
The condensation happens at the two-loop level. The minimum value of the PL (corresponding to
the physical states) equals to 〈L〉 = cos( g2
2π
). In contrast, in [21] no condensation has been detected
(ζ = 3) and the value 〈L〉 = 1 was obtained.
The relation between the x and the xcl, expressed in terms of the PL, can be immediately
extended to V− and U− subgroups. We have just to replace a1 = x2 by a2 and a3 (6), correspond-
ingly. This possibility is due to the obvious fact that the calculation procedure resulting in the
relation (23) is independent of the actual value of a1 =
x
2
.
Hence, to derive the gauge-fixing independent effective potential expressed in terms of the PL
we have to set in (8) a1 = a
cl
1 , a2 = a
cl
2 , a3 = a
cl
3 and ξ = −1. From the obtained effective potential,
the observable values of the condensed fields are determined from their minimum positions. Since
ymin = 0, we can put it to zero either in ai or ci in (6) and in (7). As a result, after these
substitutions the two-loop gauge-fixing independent effective potential follows. Moreover, in the
minimum yclmin = 0 and there is no A
8
0 field condensation in g
2 order.
4 A0 condensation at the presence of µ
In this section we investigate how the picture described in the preceding sections changes under
inclusion of a chemical potential µ, i.e., of a finite density of quarks. We present the results
obtained in two forms, one for the gauge-fixing dependent effective potential, in order to verify
Nielsen’s identity. Other for the gauge-fixing independent effective potential WL(A
cl
0 , µ).
On the level of the Feynman rules, the inclusion of µ is shown in (4). The structure of the
Feynman diagrams remains unchanged and formally we arrive at the expressions (5), where µ enters
through the variables ci, (6). These formulas can be viewed as a kind of analytic continuation in
the variables A3,80 in (4). The question arises whether this is justified, especially having in mind
that the Bn are not polynomials. The answer is yes, as we demonstrate in Appendix A.
Including the chemical potential this way, we calculate a new minimum (in the fundamental
sector, the symmetries (12) and (13) stay in place) and expand in powers of µ.
The result is, again in order g2,
x
(0)
min =
(
(3− ξ)
4π2
+ qf µ˜
2
)
g2, y
(0)
min = 0, (26)
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for the position of the minima (eqs. (12) and (13) apply without change) and
β4(Wq +Wgl)|min →β4(Wq +Wgl)|min − iNfg
2
12
µ˜
−
(
3Nf
4
(
π2 − g
2
2
)
+
(3− ξ)(18− ξ)Nf
256π2
g4
)
µ˜2 + . . . (27)
for the depth of the minima up to order µ˜2. The numbers qf in (26) are given in Table 1.
Nf 0 1 2 3 4 5 6
qf 0
45
224π2
45
128π2
15
32π2
9
16π2
225
352π2
45
64π2
Table 1: The coefficients qf in eq. (26).
We mention that the second order in µ˜, (27), does not depend on these numbers. However, the
fourth order does,
−43
32
(
π2Nf
)− 73g2Nf
512
+
1
192
g4qf
(
16π2 (Nf + 6) qf − 45Nf
)
+O
(
g5
)
. (28)
In the above formulas we restricted ourselves to the fourth order in g. So the conclusion is that
the chemical potential increases x
(0)
min, i.e., the condensate A
3
0 and deepens the minimum. It is
interesting, y
(0)
min = 0, for the position of the minima.
Again we note that the chemical potential enters (7) through the arguments of Bernoulli’s
polynomials in (6). This does not change the structure of the effective potential that satisfies
Nielsen’s identity derived in [19], [14], and gauge invariance is preserved. In order to obtain the
gauge-fixing independent effective potential corresponding to Polyakov’s loop, we have to substitute
A0 → Acl0 , ξ → ζ = −1, as it is described above. These result in the following solutions for the
observable ”classical” condensate and free energy values:
xclmin =
(
1
π2
+ qf µ˜
2
)
g2, yclmin = 0, (29)
β4(Wq +Wgl)|min →β4(Wq +Wgl)L|min − i
Nfg
2
12
µ˜
−
(
3Nf
4
(
π2 − g
2
2
)
+
19Nf
64π2
g4
)
µ˜2 +O(µ4). (30)
The results (26) and (29) are important from a phenomenological point of view. The increase of µ
acts to increase the A30 condensate in the plasma. Finally, we note that the symmetries (12) and
(13) are preserved.
5 Conclusions and discussion
In QCD, on the base of Nielsen’s identity and the effective potential of order parameter WL(A
cl
0 ),
we have investigated the influence of chemical potential µ on the condensation of color constant
potentials A30 and A
8
0 at high temperature after the chiral phase transition when quark masses are
mf = 0. Both these methods determine A
3
0 condensation and A
8
0 = 0 in order g
2 in the main sector.
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We have obtained that the presence of µ increases the value of the condensed field and does not
influence the property A80 = 0. Due to gauge invariance of the A
3
0 condensation, this potential is
inevitably present in the quark-gluon plasma and regulates infrared dynamics of gluon fields. Since
this background violates Z(3) and color symmetries, new effective vertexes and related with them
phenomena have to exist. They may serve as new signals of the deconfinement phase transition.
It is interesting and important that an increase of µ increases the corresponding effects. Some
of these phenomena (such as decay of gluons into photons, etc.) are discussed in [23], [24]. The
constant background is simple and convenient for investigations of various processes happening in
the plasma.
Now, we compare the results obtained with the calculations existing in the current literature.
In [25] the two-loop constrained effective potential for QCD at finite temperature was calculated
for either massless or massive quarks and chemical potential. Therein the goal to investigate a
spontaneous generation of gauge fields was not intended. Nevertheless some comparisons are of
interest and possible. First, as concerns µ dependence of the two-loop effective potential calculated
in [25], it is similar to that derived in (5). But no gauge field condensation was detected. Second,
in [25], [26] it was noted that the methods of Nielsen’s identity and effective potential of order
parameter are an alternative to the constrained effective potential. But in fact they are mutually
related. This is because in all of them the key idea is realized - to calculate an addition part
for the two-loop ξ-dependent effective potential, which compensates the change of the tree-level
Lagrangian followed when the gauge-fixing term is introduced. In Nielsen’s identity approach, this
is realized in the form of the special variation of gluon fields removing the variation ξ → ξ + δξ of
the gauge-fixing term. There is the set of such orbits (parameterized by an integration constant ζ)
in the (A0, ξ)-plain along which the effective potential is independent of ξ. In case of WL(A
cl
0 ), the
value of ζ is chosen in such a way that the Acl0 and A0 belong to Polyakov’s loop. This idea was
proposed by Belyaev [21]. It is very important that the characteristic and the one-loop variation of
the PL ∆ 〈L〉 are described by the same equation [13]. We have investigated this point in detail in
sect.3 and explicitly shown that the factor regulating this contribution should be ∼ g2(ξ+1)B1(ai)
instead of ∼ g2(ξ−3)B1(ai) obtained by Belyaev (and also in [25], [26] for the constrained effective
potential). Actually, just (ξ − 3) factor results, in particular, in the Acl0 = 0 in two-loop order [21]
(same also in [26]). This is a special gauge where there is no renormalization of fields in order g2.
Detailed discussion of these (as well as other related with them) peculiarities were given in our
parers [19], [14], [13] devoted to the Nielsen identity method. In [26] the gauge field condensation
has been detected in order g3, as it was assumed in [13], [27]. Thus, physical result is the same
in all the calculations discussed. It means that the A0 condensation takes place and it regulates
infrared dynamics of fields at high temperature.
6 Appendix A
In this appendix we demonstrate that the inclusion of the chemical potential into the calculation
of the effective action can be done by analytic continuation in the Bernoulli polynomials. For this,
we remind briefly the main steps of the derivation of eq. (5). The starting point is the fourth
momentum component (4) in the Feynman rules, which reads
p4 + x+ iµ (31)
with x → πTxi for gluons and x → πTci for quarks using the notations (6). The Feymann
diagrams involved in the one and two loop orders result in the following sum/integrals (see, for
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instance, Appendix A in [18], or Appendix 2 in [14])
A0 = T
∑
l
∫
d3p
(2π)3
ln
(
(p4 + x+ iµ)
2 + p2
)
, A1 = T
∑
l
∫
d3p
(2π)3
1
(p4 + x+ iµ)2 + p2
,
A2 = T
∑
l
∫
d3p
(2π)3
p4 + x+ iµ
(p4 + x+ iµ)2 + p2
, A3 = T
∑
l
∫
d3p
(2π)3
p4 + x+ iµ
(p4 + x+ iµ)2 + p2)2
, (32)
with the Matsubara frequency p4 = 2πT l (l-integer). The factor
1
2
for the Fermi statistics is
included in the ci’s.
In the case µ = 0, i.e., without chemical potential, we have the well known expressions
A0 =
2π2
3
T 4B4
( x
2π
)
, A1 =
2π
3
T 3B3
( x
2π
)
, A2 =
1
2
T 2B2
( x
2π
)
, A3 = − 1
4π
TB1
( x
2π
)
. (33)
We mention that the above expressions suffer from ultraviolet divergences which are to be removed
in the usual way.
We continue by carrying out the summation over l in A0, (31), using the formula
ln(ξ2 + Γ2) +
∑
l 6=0
ln
(2πl + ξ)2 + Γ2
(2πl)2
= ln (2 (cosh(Γ)− cos(ξ))) , (34)
where we made the sum in the left side converging by adding a suitable constant. We mention that
this formula holds also for complex ξ. With ξ = x+iµ
T
and Γ = p
T
, and dropping another constant,
we rewrite A0 in the form
A0 =
T
2π2
∫ ∞
0
dp p2 ln (2 (cosh(Γ)− cos(ξ))) . (35)
Starting from this formula, we restricted ourselves to the consideration of A0 since the other Ai
can be handled similarly. Next we drop another constant and substitute p→ pT to arrive at
A0 =
T 4
2π2
∫ ∞
0
dp p2 ln
((
1− z e−p) (1− z−1 e−p)) (36)
with z = eix−µ/T . The logarithm in this expression can be written as a sum of two. Because of
convergence, the same holds for the integral. The resulting integrals are, after integration by parts,
integral representations of the polylogarithms and we get
A0 =
T 4
2π2
(
Li4(z) + Li4(z
−1)
)
. (37)
It is important to mention that this representation is valid also for µ 6= 0, i.e., for non-zero chemical
potential.
Concerning the symmetries we mention that A0, (37), is periodic under the shift x → x + 2π
as before. However, the former symmetry under reflection, x → −x, is lost. Now, with µ, A0
is complex and x → −x, which is equivalent to complex conjugation, can be compensated by
µ → −µ. As a consequence, the real part of A0 is even in µ and its imaginary part is odd. In
general, these properties can be seen already in the initial expression (32), which is, however not
finite whereas (37) is finite.
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The last step in our discussion is the application of Jonquie`re’s inversion formula,
Lin
(
eix−µ/T
)
+ (−1)nLin
(
e−ix+µ/T
)
= −(2πi)
n
n!
Bn
(
x+ iµ/T
2π
)
, (38)
and we arrive at
A0 =
2π2
4
T 4B4
(
x+ iµ/T
2π
)
(39)
in generalization of (33). Obviously, similar formulas hold for the other Ai.
7 Appendix B
The Feynman rules for the propagators and for the vertex in the Euclidean space time are,
quark-gluon vertex
Γdµ = −igγµ(td)ab, d = (π±, π0, K±, K¯±, η), (40)
quark propagator
∆ab(p) = i diag
(
pˆ1 −m
p21 +m
2
,
pˆ2 −m
p22 +m
2
,
pˆ3 −m
p23 +m
2
)
ab
, (41)
gluon propagator
Da¯a(p)µν =
1
(pa)2
(
δa¯aδµν + (ξ − 1)
pa¯µp
a
ν
(pa)2
)
, (42)
where δa¯a = 1 for such a¯, a as (π±, π0, K±, K¯±, η), respectively, pi = (p4+ci+iµ, p), pi = (p4+ai, p),
c1 = g(A
3
0 + A
8
0/
√
3/2, c2 = g(−A30 + A80/
√
3/2, c3 = −gA80/
√
3 and ai are adduced in (6).
The Bernoulli’s polynomials defined modulo 1 are
B1(x) = x− x
2|x| , B2(x) = x
2 − |x|+ 1
6
, (43)
B3(x) = x
3 − 3
2
x3
|x| +
1
2
x,
B4(x) = x
4 − 2|x|3 + x2 − 1
30
.
At x = 0 the B1(x) is defined to be 0. That is for x = Cβ/(2π), |x| ≤ 1, and therefore C, x, y are
periodic.
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