The cyclic sum formulas for multiple zeta and zeta-star values were respectively proved by Hoffman and Ohno, and Ohno and Wakabayashi. Kawasaki and Oyama obtained an analogous formulas for finite multiple zeta and zeta-star values. In this paper, we give a generalization of Kawasaki and Oyama's results.
1. Introduction 1.1. Multiple zeta(-star) values, the cyclic sum formulas, and their generalization. For positive integers k 1 , . . . , k r with k r ≥ 2, the multiple zeta values (MZVs) and the multiple zeta-star values (MZSVs) are defined by ζ(k 1 , . . . , k r ) := 0<n 1 <···<nr 1 n k 1 1 · · · n kr r ∈ R, ζ ⋆ (k 1 , . . . , k r ) := 0<n 1 ≤···≤nr 1 n k 1 1 · · · n kr r ∈ R.
We say that an index (k 1 , . . . , k r ) ∈ Z r ≥1 is admissible if k r ≥ 2. It is known that there are a lot of linear relations over Q among MZVs. The following relations obtained by Hoffman and Ohno [4, eq. (1)], and Ohno and Wakabayashi [13] are the clean-cut decompositions for the well-known sum formulas. Theorem 1.1 (Cyclic sum formula for MZ(S)Vs; Hoffman-Ohno, Ohno-Wakabayashi). For a non-empty index (k 1 , . . . , k r ) with (k 1 , . . . , k r ) = (1, . . . , 1 r ), we have r l=1 k l −1 m=1 ζ(m, k l+1 , . . . , k r , k 1 , . . . , k l−1 , k l − m + 1) = r l=1 ζ(k l+1 + 1, . . . , k r , k 1 , . . . , k l−1 , k l ),
where we set k := k 1 + · · · + k r . Remark 1.2. The cyclic sum formulas for MZVs and MZSVs, i.e., the first and the second statements of Theorem 1.1, are equivalent (see [5, Section 4] and [14, Proposition 3.3] ).
In [1, Theorem 2], Hirose, Murakami, and the author obtained their generalization by considering the cyclic analogue of MZVs. Definition 1.3 (Cyclic analogue of MZVs; Hirose-Murahara-Murakami). Let d and r 1 , . . . , r d be positive integers. For these numbers, we also let n i,1 , . . . , n i,r i and k i,1 , . . . , k i,r i be positive integers. For notational simplicity, we write
• there exists 1 ≤ i ≤ d such that k i = (1). Then, for an admissible multi-index k, the cyclic analogue of MZVs are defined by
We recall Hoffman's algebraic setup with a slightly different convention (see [3] ). Set H := Q x, y . We denote by H cyc 0 the subspace of ⊕ ∞ d=1 H ⊗d spanned by ∞ d=1 {w 1 ⊗ · · · ⊗ w d ∈ H ⊗d | w 1 , . . . , w d ∈ yHx ∪ {y} and there exists i such that w i = y}.
We define a Q-linear map Z cyc 0 : H cyc → R by Z cyc (z k 1,1 · · · z k 1,r 1 ⊗ · · · ⊗ z k d,1 · · · z k d,r d ) := ζ cyc ([(k 1,1 , . . . , k 1,r 1 ), . . . , (k d,1 , . . . , k d,r d )]).
For positive integer k, put z k := yx k−1 . We define the shuffle product as the Q-bilinear product x : H × H → H given by
where w, w ′ ∈ H and u, u ′ ∈ {x, y}.
where y x u i = y x u i − yu i − u i y.
Remark 1.6. The case r 1 = · · · = r d = 1 of Theorem 1.5 gives Theorem 1.1 (for details, see [1, Section 5.1]). Remark 1.7. Recently, Onozuka and the author [12] gave complex variable generalization of Theorem 1.5.
1.2.
Finite multiple zeta(-star) values and the cyclic sum formulas. We set a Q-algebra A by
where p runs over all primes. For positive integers k 1 , . . . , k r , the finite multiple zeta values (FMZVs) and the finite multiple zeta-star values (FMZSVs) are defined by
(for details of FMZVs, see [7, 8] ). Many families of relations among MZ(S)Vs have analogues for FMZ(S)Vs. The counterparts of Theorem 1.1 for FMZ(S)Vs were obtained by Kawasaki and Oyama [9] . 
where S p := {(n 1,1 , . . . , n d,r d ) ∈ {1, . . . , p − 1} r | n 1,1 < · · · < n 1,r 1 , . . . , n d,1 < · · · < n d,r d , n 1,1 ≤ n 2,r 2 , . . . , n d−1,1 ≤ n d,r d , n d,1 ≤ n 1,r 1 }. ([(k 1,1 ) , . . . , (k d,1 )]) = ζ A (k 1,1 + · · · + k d,1 ), and
We define a Q-linear map Z cyc
where we put w i := z k i,1 · · · z k i,r i and
y x z k 1 · · · z kr := (y x z k 1 )z k 2 · · · z kr + · · · + z k 1 · · · z k r−1 (y x z kr ). 
Remark 1.14. The case r 1 = · · · = r d = 1 of Theorem 1.12 implies Theorem 1.8. In fact, by the theorem, we have
Note that the R.H.S. of the above equality equals 0 by the well-known identity of FMZVs ζ A (k) = 0. Since y x z k = y(y x x k−2 )x − y 2 x k−1 = k−1 m=1 z m z k+1−m − y 2 x k−1 and by the definition of FCMZVs, we get the second statement of Theorem 1.8.
Proof of Theorem 1.12
Let S (1) p := {(n 1,1 , . . . , n d,r d ) ∈ {1, . . . , p − 1} r | n 1,1 < · · · < n 1,r 1 , . . . , n d,1 < · · · < n d,r d , n 1,1 ≤ n 2,r 2 , . . . , n d−1,1 ≤ n d,r d },
. . , p − 1} r | n 1,1 < · · · < n 1,r 1 , . . . , n d,1 < · · · < n d,r d , n 1,1 ≤ n 2,r 2 , . . . , n i−2,1 ≤ n i−1,r i−1 , n i,1 ≤ n i+1,r i+1 , . . . , n d−1,1 ≤ n d,r d , n d,1 ≤ n 1,r 1 } (i = 1).
In the following, we understand n 0,j = n d,j and n d+1,j = n 1,j .
Lemma 2.1. For a positive integer i with 1 ≤ i ≤ d and w 1 ⊗ · · · ⊗ w d ∈ H cyc , we have
where we understand n i,r i +1 = p for all i with 1 ≤ i ≤ d.
Proof. Since
holds when k i,j = 1, we need to prove the lemma only for k i,j ≥ 2. Note that L.H.S.
we obtain the result.
For positive integers p and i with 1 ≤ i ≤ d, and a multi-index k, let
Then we have
for j = 1, . . . , r i − 1, and
We also have
for j = 2, . . . , r i − 1. In the last equality, we replaced n and n i,j . Then we have
for j = 2, . . . , r i − 1. Similarly, we have
From (1), (2), and (3), we have
for j = 1, . . . , r i − 1. Hence we find the result.
Proof of Theorem 1.12. Note that
n i,r i <n i−1,1 1 n k 1 n i−1,1 − n i,r i + · · · + 1 p − n i,r i − 1 − 1 n i−1,1 + · · · + 1 p − 1 1 n i,1 − n i+1,r i+1 + · · · + 1 n i,1 − 1 + 1 + · · · + 1 n i+1,r i+1 mod p p .
Then we have
This finishes the proof. for non-negative integer m and w ∈ yHx, which is essentially equivalent to the derivation relation for FMZVs.
