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REGULAR SOLUTIONS TO THE FRACTIONAL EULER ALIGNMENT
SYSTEM IN THE BESOV SPACES FRAMEWORK
RAPHAE¨L DANCHIN, PIOTR B. MUCHA, JAN PESZEK, BARTOSZ WRO´BLEWSKI
Abstract. We here construct (large) local and small global-in-time regular unique solutions to
the fractional Euler alignment system in the whole space Rd, in the case where the deviation of
the initial density from a constant is sufficiently small. Our analysis strongly relies on the use of
Besov spaces of the type L1(0, T ; B˙sp,1), which allow to get time independent estimates for the
density even though it satisfies a transport equation with no damping. Our choice of a functional
setting is not optimal but aims at providing a transparent and accessible argumentation.
MS Classifications: 35Q31, 35B65, 35R11, 76N10, 82C22.
1. Introduction
Collective dynamics of interactive particles leading to an emergent phenomenon is an increas-
ingly popular subject of research with a number of applications ranging from biology or robotics
to social sciences [30, 34]. The common trait of such models is that relatively simplistic agents
basing their behavior on limited information produce a complex structure like in e.g. anthills
or specific formations of birds. Interestingly, this may be also observed in seemingly more so-
phisticated phenomena, such as emergence of languages in primitive cultures [25], distribution
of goods [41] or gang-related crime [39].
From the mathematical viewpoint, these models are a source of many challenging problems like
deriving the kinetic and then hydrodynamic models from basic ODE systems. One may mention
e.g. the well-known Hilbert’s sixth problem of axiomatization of mathematical physics, that
consists in providing a mathematically rigorous derivation of Boltzmann and Euler equations
from the Newtonian particle systems.
The model of interactive particles we aim at considering here is the following Euler-type
hydrodynamic version of the Cucker-Smale (CS) flocking model introduced in [8]:
ρt + div(ρu) = 0,
ρut + ρ(u · ∇)u =
∫
Rd
(
u(t, y)− u(t, x)
|y − x|d+α
)
ρ(t, x)ρ(t, y) dy .
(1)
We refer to (1) as the fractional Euler flocking system. Here ρ(t, x) ∈ R+ denotes the density of
particles at position x ∈ Rd and time t > 0. The vector field u(t, x) ∈ Rd represents the velocity
of a particle that occupies the position x ∈ Rd at time t ∈ R+. The exponent α is assumed to
be in the range (1, 2).
We further suppose that the velocity tends to 0 at infinity, and that the density goes to some
positive constant (say 1 with no loss of generality), in a sense that will made clear once we will
have introduced our functional setting (see below).
Date: June 1, 2018.
1
2 RAPHAE¨L DANCHIN, PIOTR B. MUCHA, JAN PESZEK, BARTOSZ WRO´BLEWSKI
Before we proceed, let us elaborate on the origin of the system. Going back to the ODE’s
and kinetic theory we begin with the CS model governed by the following system of N particles
d
dt
xi = vi,
d
dt
vi =
1
N
N∑
j=1
(vj − vi)ψ(|xi − xj|),
(2)
where xi(t) and vi(t) denote the position and velocity of the i-th particle at time t. The function
ψ, referred to as the communication weight, is usually non-negative, non-increasing and Lipschitz
continuous.
The CS model is a simple example of interacting particles’ models that has been extensively
studied in various, mostly qualitative, directions such as collision avoidance [1, 6, 4] and asymp-
totic and pattern formation [5, 16]. These two directions lead to further branching of research
into the CS model with singular communication weight [31, 32], or various additional forces that
ensure specific asymptotic pattern formation [15, 17] or under a leadership of selected individuals
[7, 35].
Further, taking N →∞ in (2), we formally obtain the kinetic equation
ft + v · ∇xf + divv[F (f)f ] = 0,(3)
with F (f)(t, x, v) :=
∫
Rd×Rd
(w − v)ψ(|x − y|)f(t, y, w) dy dw,
where f(t, x, v) stands for the distribution of the particles that at time t have position x and
velocity v.
The mathematical derivation of (3) is a challenging problem that has been considered in e.g.
[18, 19]. Particularly interesting from the point of view of this paper is the case of singular
communication weight ψ(s) = s−γ which was studied in [28, 20].
Finally, taking the hydrodynamical limit
f(t, x, v) = ρ(t, x)δu(t,x)
in (3) and integrating over Rdv, we find out the continuity equation (1)1. As for the momentum
equation (1)2, it is obtained by testing with vρ(t, x)δu(t,x).
The mathematically rigorous derivation of (1) as a hydrodynamic limit of (3) has not yet been
solved in full generality (see e.g. [33] for recent developments in this direction). It is worthwhile
noting that the cases of regular and singular communication weights are significantly different.
In the present paper, we consider the singular communication weight ψ(s) = s−γ with γ = d+α
and α ∈ (1, 2). Let us point out that (1) can be alternatively counted as an element of non-
classical hydrodynamics related to the description of phenomena of aggregation, flocking, and in
general, of modeling of collective dynamics of interacting particles. It may be seen as a coupling
between the classical continuity equation and a nonlinear parabolic system of fractional order,
and analyzed by means of techniques that are barely related to the kinetic origin of the system.
Let us now bring the reader up to date with the research on system (1). Precisely this model
but in the periodic 1D case has been investigated by Do et al. in [13] and simultaneously by
Shvydkoy and Tadmor in [36, 37, 38]. The main advantage of dimension 1 is that u(t) and ρ(t)
are real numbers, and can thus be directly compared. Indeed, an easy calculation then reveals
that quantity
e(t, x) := ux(t, x) +
∫
T
ψ(|x − y|)(ρ(t, x)− ρ(t, y)) dy
satisfies
et + (ue)x = 0.
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Thanks to these relations, one can compare the regularity of u and ρ and, using the compactness
of the 1D torus, obtain a global-in-time positive lower bound on the density, thanks to which
the “good” term on the right-hand side of (1)2 does not disappear. That method unfortunately
fails in higher dimension. Another approach is used in [21, 40], where the 1D and 2D models
with compact initial data are studied by the method of characteristic.
Our goal here is to provide a general existence result in any dimension d ≥ 1, and to connect
this class of problems to the well-developed language of Besov spaces. Our main result reads:
Theorem 1.1. Assume that α ∈ (1, 2) and consider initial data (ρ0, u0) so that u0 and ∇u0 are
in B˙2−αd,1 , and ρ0 − 1 and ∇ρ0 are in B˙
1
d,1. There exists ε > 0 such that if in addition
(4) ‖u0‖B˙2−αd,1
+ ‖ρ0 − 1‖B˙1d,1
< ε,
then the fractional Euler system (1) has a unique global solution (ρ, u) such that
u,∇u ∈ Cb(R+; B˙
2−α
d,1 ) ∩ L
1(R+; B˙
2
d,1) and (ρ− 1),∇ρ ∈ Cb(R+; B˙
1
d,1).
In the case where the smallness condition is fulfilled only by ρ0 then there exist a unique solution
(ρ, u) on some time interval [0, T ] with T > 0 so that
u,∇u ∈ Cb([0, T ]; B˙
2−α
d,1 ) ∩ L
1([0, T ]; B˙2d,1) and (ρ− 1),∇ρ ∈ Cb([0, T ]; B˙
1
d,1).
Let us point out that the above result is not quite optimal as regards regularity assumptions.
Indeed, the reader may check that System (1) is invariant for all λ > 0 by the rescaling
ρ(t, x) ρ(λαt, λx) and u(t, x) λα−1u(λαt, λx).
Optimal spaces for well-posedness are thus expected to have the above invariance. In the class
of Besov spaces that we considered above, this would correspond to taking initial data such that
(ρ0 − 1, u0) is only in B˙
1
d,1 × B˙
2−α
d,1 . The smallness condition (4) is thus at the critical level of
regularity, but one more derivative is required on the data. The reason we choose to work with
so much regularity is essentially to offer the reader an elementary proof with as less as possible
technicalities. This choice gives us the possibility to obtain solutions in the class that naturally
comes from the a priori estimate, and higher regularity allows to control uniqueness. From the
mathematical viewpoint the biggest challenge is to control the regularity of density for all time (if
(4) is fulfilled). Roughly speaking, the transport theory requires the velocity field to be at least
in L1(0,R+; Lip), and it is guaranteed by regularity L
1(R+; B˙
2
d,1) of the vector field obtained by
analysis of (1)2. We derive estimates of solutions to (1) at this level of regularity, but they are
insufficient to prove the uniqueness, owing to the hyperbolic nature of the continuity equation.
Here the troublemaker is the nonlinear nonlocal term∫
Rd
(
u(t, y)− u(t, x)
|y − x|d+α
)
ρ(t, x)ρ(t, y) dy ,
which, for too low regularity, cannot be estimated properly.
It is not clear whether one could find a suitable setting to avoid higher regularity like in [23]
or [11]. Here we chose to increase the regularity of solutions by one derivative. That choice is
the simplest one as it enables us to use essentially the same functional setting for the solution
and its first order space derivatives.
As a general remark we would like to underline that Theorem 1.1 can be seen as a first
quantitative result for system (1), which allows to investigate interesting qualitative properties
of solutions to the studied system. The basic energy balance for (1)
d
dt
∫
Rd
ρ|u|2dx+
∫
Rd×Rd
|u(x)− u(y)|2
|x− y|d+α
ρ(x)ρ(y) dy dx = 0
leads, under the assumption ρ ≈ 1, to the asymptotic decay of the velocity to 0. However, since
we are working in whole space, proving exponential decay is impossible (in contrast with [13]
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that analysis the system with periodic boundary conditions, in the one-dimensional case). The
information coming from Theorem 1.1 allows to obtain the following information concerning the
decay of the velocity at infinity, showing the expected flocking (see the proof in Appendix).
Corollary 1.1. Let (ρ, u) be a global in time solution given by Theorem 1.1. Then
‖u(t)‖L∞ → 0 as t→∞.
System (1) is comparable to the classical compressible Navier-Stokes system. The main
difference for us is the lack of an ‘effective viscous flux’ (like − div u+ p(ρ) for the compressible
Navier-Stokes system) enabling us to glean some time-decay or compactness for the density.
Recall that exhibiting such a quantity is the cornerstone of the proof of global results both for
weak solutions [14, 24, 29] or regular solutions [9, 26, 27]. In the case of (1), the only way to
control regularity of the density is through the velocity, whence the need of the L1 integrability
in time of suitable norms of u. This is of course closely connected with our choice of Besov spaces
of the type B˙sp,1.
The paper is organized as follows. In Section 2 we introduce the notation and basic definitions
and tools related to Besov spaces. Then, in Section 3, we reformulate the main result and give
an overview of the proof. Finally, in Section 4, we prove Theorem 1.1. For the reader conve-
nience, we include in the appendix basic existence results for the continuity and the linearized
momentum equations in Besov spaces and the proof of Corollary 1.1.
2. Preliminaries
Let us shortly introduce the main notation of the paper. By S we denote the Schwartz space
and consequently S
′
is the space of tempered distributions. The Fourier transform of u with
respect to the space variable is denoted by Fu = û. We shall use ‖ · ‖p to denote the norm in
the space Lp(Rd). Finally, we use the abbreviated form LpTX for the space L
p(0, T ;X) and LpX
means Lp(R+;X). Throughout the paper the letter C denotes a generic constant.
Let us next introduce the fractional Laplacian and homogeneous Besov spaces.
Fractional Laplacian. Let u : Rd 7→ R be a Schwartz function and α ∈ (0, 2). Then, the
fractional Laplacian of u is given by
(5) (−∆)α/2u(x) = −cd,α pv
∫
Rd
u(x)− u(y)
|x− y|d+α
dy .
Here pv stands for the principal value of integral and cd,α is a dimensional constant that ensures
that for all smooth enough function u on Rd, we have1
(−∆)α/2u = F−1{|ξ|αû(ξ)}·
As can be easily observed by looking on the Fourier side, operator (−∆)α/2 maps the subspace
S0 of S functions with Fourier transform supported away from the origin, to itself.
Besov spaces. Let χ be a smooth function compactly supported in the ball B(0, 43), and set
ϕ(ξ) := χ(ξ/2)−χ(ξ) so that ϕ is smooth, supported in the annulus B(0, 83 )\B(0,
3
4) and fulfills∑
j∈Z
ϕ(2−jξ) = 1 on Rd \ {0}.
Let us introduce
h = F−1ϕ and h˜ = F−1χ.
1According to e.g. [3, formula (2.15)], we have cd,α =
2αΓ(d/2 + α/2)
pid/2Γ(−α/2)
·
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The homogeneous dyadic blocks ∆˙j are defined for all j ∈ Z by
∆˙ju := 2
jd
∫
Rd
h(2jy)u(x− y) dy = F−1
(
ϕ(2−j ·)u
)
.
The homogeneous low-frequency cut-off operator S˙j is defined by
S˙ju := 2
jd
∫
Rd
h˜(2jy)u(x− y) dy = F−1
(
χ(2−j ·)u
)
.
All of the above operators are bounded in Lp with norms independent of j and p.
For s ∈ R and p, q ∈ [1,∞], we introduce the following homogeneous Besov (semi)-norms :
‖u‖B˙sp,q
:=
∥∥∥2js‖∆˙ju‖p∥∥∥
ℓq(Z)
·
Then, following [2], we define the homogeneous Besov space to be the set of tempered distribu-
tions u so that
‖u‖B˙sp,q
<∞ and lim
j→−∞
‖S˙ju‖∞ = 0.
The low frequency condition guarantees that B˙sp,q is a normed space.
In the case s ∈ (0, 1), equivalent norms may be defined in terms of finite difference. More
precisely, for a given function f : Rd 7→ Rm and y ∈ Rd, let us denote
(6) ∆yf(x) := f(x+ y)− f(x).
Then we have (see e.g. [2, p. 74]) for all function u in S, the following equivalence:
c‖u‖B˙sp,q
≤
∥∥∥∥‖∆yu‖p|y|d+s
∥∥∥∥
q
≤ C‖u‖B˙sp,q
,(7)
where the positive constants c and C depend only on s, d and p.
As in the rest of the paper, we will only consider Besov spaces with finite p, and q = 1, we
just enumerate in the following lemma the most important properties of those spaces (see [2,
Chap. 2] for more details).
Lemma 2.1 (Basic properties of homogeneous Besov spaces). (a) The space B˙sp,1 is com-
plete whenever s ≤ d/p.
(b) If p is finite then S0 is dense in B˙
s
p,1, and so does S if s > −d/p
′.
(c) We have the continuous embedding B˙sp,1 →֒ B˙
s−d/p+d/q
q,1 for all 1 ≤ p ≤ q ≤ ∞, and
the homogeneous Besov space B˙1d,1 is continuously embedded in the space of continuous
functions vanishing at infinity.
(d) For all s1 < s2 and θ ∈ (0, 1) we have B˙
s1
p,1 ∩ B˙
s2
p,1 ⊂ B˙
θs1+(1−θ)s2
p,1 and
‖u‖
B˙
θs1+(1−θ)s2
p,1
≤ ‖u‖θ
B˙
s1
p,1
‖u‖1−θ
B˙
s2
p,1
.
(e) For any s ∈ R and p ∈ [1,∞], the gradient operator maps B˙s+1p,1 to B˙
s
p,1.
(f) For any s ≤ d/p and p ∈ [1,∞) the operator (−∆)α/2 maps B˙s+αp,1 to B˙
s
p,1.
(g) The space B˙1d,1 is stable by product, and there exists C > 0 independent of u and v such
that we have
‖uv‖B˙1d,1
≤ C‖u‖B˙1d,1
‖v‖B˙1d,1
.
(h) For any α ∈ [1, 2] and θ ∈ [0, α− 1], we have
(8) ‖uv‖B˙2−αd,1
≤ C‖u‖B˙1−θd,1
‖v‖B˙2+θ−αd,1
;
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(i) Let w be a vector field over Rd. Define
Rj := [w · ∇,∆j ]u = w · ∇∆˙ju− ∆˙j(w · ∇u) .
If −1 < s ≤ 2 then there exists a positive constant C, independent of u and w, such that
‖Rj‖B˙sd,1
≤ C‖∇w‖B˙1d,1
‖u‖B˙sd,1
.
Proof. For the proofs of the above statements we redirect the reader to standard references
regarding Besov spaces. More specifically, (a), (b), (c), (d), (e− f) and (g) follow from [2], The-
orem 2.25, Proposition 2.27, Proposition 2.39, Proposition 2.22, Proposition 2.30 and Corollary
2.54, respectively. As for (i), it is a particular case of Lemma 2.100. Finally, (8) stems from the
results of continuity of the remainder and paraproduct operators that are stated in [2, Theorems
2.47 and 2.52] (see also [10, Lemma 1.5] for a more detailed proof). 
3. Renormalized system and restatement of the main result
In order to properly define all elements of system (1) in low regularity, we renormalize it in
three steps. First, we rewrite (1)1 as an equation on σ := ρ− 1. Next, we divide (1)2 by ρ and
replace ρ by 1 + σ in the last term of (1)2. Taking advantage of (5) and denoting µ := c
−1
d,α, we
eventually obtain {
σt + div(σu) = − div u,
ut + µ(−∆)
α/2u = F (u, σ)
(9)
with
(10) F (u, σ) := Iα(u, σ) − µσ (−∆)
α/2u− (u · ∇)u
and Iα(u, σ) := pv
∫
Rd
(
u(x+ y)− u(x)
|y|d+α
)(
σ(x+ y)− σ(x)
)
dy.
Throughout the paper we consider system (9), noting that it is equivalent to (1) for sufficiently
smooth solutions. The main result of the paper restated in the above setting reads as follows:
Theorem 3.1. Assume that α ∈ (1, 2). There exists ε > 0, such that the fractional Euler system
(9) with initial data u0 and σ0 satisfying
(11) ‖u0‖B˙2−αd,1
+ ‖σ0‖B˙1d,1
< ε
and ∇u0 ∈ B˙
2−α
d,1 , ∇σ0 ∈ B˙
1
d,1 admits a unique global in time solution (σ, u) with
u,∇u ∈ L1(R+; B˙
2
d,1) ∩ Cb(R+; B˙
2−α
d,1 ) and σ,∇σ ∈ Cb(R+; B˙
1
d,1).
If Condition (11) if fulfilled only by σ0 then there exists a time T > 0 that may be bounded from
below in terms of the norms of the data, and such that system (9) with initial data u0 and σ0
admits a unique solution (σ, u) on [0, T ] with
(12) u,∇u ∈ L1(0, T ; B˙2d,1) ∩ Cb([0, T ]; B˙
2−α
d,1 ) and σ,∇σ ∈ Cb([0, T ]; B˙
1
d,1).
Let us briefly present the main steps of the proof of Theorem 3.1. Renormalization of (1)
into (9) is the primary idea behind our approach, as it reduces our problem to the coupling of
two well known equations, namely
∂tσ + div(uσ) = f1,(13)
∂tu+ µ(−∆)
α
2 u = f2.(14)
As α ∈ (1, 2) and the external forces f1 and f2 are smooth, strong existence to equations (13)
and (14) is relatively easy to obtain. In our case however, the external forces are dependent on
u and σ, which makes the problem more complicated and pushes us to consider small initial
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data for getting a global statement. The main difficulty comes from the nonlocal bilinear term
Iα(u, σ) appearing it (10). It will be handled thanks to the following lemma:
Lemma 3.1. Assume that α ∈ (1, 2) and that θ ∈ [0,min(2 − α,α − 1)]. There exists K > 0
such that for all u and σ in S(Rd), we have
‖Iα(u, σ)‖B˙2−αd,1
≤ K‖∇u‖B˙1−θd,1
‖σ‖B˙1+θd,1
,
where Iα is defined by (10).
The proof of Theorem 3.1 can be summarized by the following steps:
(1) We begin with the proof of Lemma 3.1.
(2) We introduce an iterative scheme that, somehow, decouples system (9). It is comple-
mented with smooth and decaying initial data that approximate (σ0, u0).
(3) The iterative scheme produces a sequence (σn, un) of global smooth approximate solu-
tions that solve equations of the form (13) and (14). Assuming that (11) is fulfilled, we ob-
tain uniform estimates for the sequence in the critical space L∞B˙1d,1×
(
L1B˙2d,1∩L
∞B˙2−αd,1
)
.
(4) We estimate (σn, un) in higher-order spaces by differentiating equations on σn and un.
(5) Thanks to the higher-order estimates we are able to establish that (σn, un) is a Cauchy
sequence in the space
C([0, T ]; B˙1d,1)×
(
C([0, T ]; B˙2−αd,1 ) ∩ L
1
T B˙
2
d,1
)
, for all T ≥ 0.
(6) We show that the limit (σ, u) of that Cauchy sequence fulfills system (9) and that it does
have the regularity stated in Theorem 3.1.
(7) Assuming only that σ0 is small, we prove the existence of a time T > 0 and of a solution
(σ, u) to (9) in the space (12).
(8) We give a proof of uniqueness that requires only σ to be small for one of the two solutions.
4. Proof of the main result
We begin with the study of the nonlocal term.
Step 1: Proof of Lemma 3.1. For u in S(Rd), one may write, using the notation of (6),
∆yu(x) = u(x+ y)− u(x) = y ·
∫ 1
0
∇u(x+ ty) dt ,
so that the operator Iα can be written as
Iα(u, σ)(x) =
∫
Rd
∫ 1
0
( y
|y|d+α
· ∇u(x+ ty)
)
(σ(x+ y)− σ(x)) dt dy
=
∫
Rd
∫ 1
0
( y
|y|d+α
·∆yt∇u(x)
)
∆yσ(x) dt dy︸ ︷︷ ︸
=:A(x)
+
∫
Rd
( y
|y|d+α
· ∇u(x)
)
∆yσ(x) dy︸ ︷︷ ︸
=:B(x)
.
In light of (7) and triangular inequality, one thus has
‖Iα‖B˙2−αd,1
≤ ‖A‖B˙2−αd,1
+ ‖B‖B˙2−αd,1
≤ C
∥∥∥∥‖∆hA( · )‖d|h|d+2−α
∥∥∥∥
1
+ ‖B‖B˙2−αd,1
.
Now, the trivial identity
∆y(gf)(x) = g(x+ y)∆yf(x) + f(x)∆yg(x).
implies that
∆h (∆ty∇u(x) ·∆yσ(x)) = ∆ty∇u(x+ h) ·∆h∆yσ(x) + ∆yσ(x) ·∆h∆ty∇u(x),
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whence
∆hA(x) =
∫
Rd
∫ 1
0
( y
|y|d+α
·∆ty∇u(x+ h)
)
∆h∆yσ(x) dt dy︸ ︷︷ ︸
=:E(x,h)
+
+
∫
Rd
∫ 1
0
( y
|y|d+α
∆yσ(x)
)
·∆h∆ty∇u(x) dt dy︸ ︷︷ ︸
=:F (x,h)
which leads to ∥∥∥∥‖∆hA( · )‖d|h|d+2−α
∥∥∥∥
1
≤
∥∥∥∥‖E( · , h)‖d|h|d+2−α
∥∥∥∥
1
+
∥∥∥∥‖F ( · , h)‖d|h|d+2−α
∥∥∥∥
1
.
We estimate the term
∥∥∥‖E( · ,h)‖d|h|d+2−α ∥∥∥1 in the following way (where exponents q and q′ fulfill the
relation 1/q + 1/q′ = 1/d):∥∥∥∥‖E( · , h)‖d|h|d+2−α
∥∥∥∥
1
=
=
∫
Rd
1
|h|d+2−α
(∫
Rd
∣∣∣∣∫
Rd
∫ 1
0
y
|y|d+α
·∆ty∇u(x+ h) ·∆h∆yσ(x) dt dy
∣∣∣∣ddx
)1/d
dh
≤
∫
Rd
1
|h|d+2−α
∫
Rd
1
|y|d+α−1
·
∫ 1
0
‖∆ty∇u( · + h) ·∆h∆yσ( · )‖d dt dy dh
≤
∫
Rd
1
|h|d+2−α
∫
Rd
1
|y|d+α−1
·
∫ 1
0
‖∆ty∇u( · + h)‖q · ‖∆h∆yσ‖q′ dt dy dh
≤
∫
Rd
1
|h|d+2−α
∫
Rd
1
|y|d+α−1
∫ 1
0
‖∆ty∇u‖q · ‖∆h∆yσ‖q′ dt dy dh
=
∫
Rd
∫
Rd
‖∆h∆yσ‖q′
|h|d+2−α
·
∫ 1
0
‖∆ty∇u‖q
|y|d+α−1
dt dy dh
≤
∫
Rd
sup
y
{
‖∆h∆yσ‖q′
|h|d+2−α
}
·
∫ 1
0
∫
Rd
‖∆ty∇u‖q
|y|d+α−1
dt dy dh
=
1
α
∫
Rd
‖∆z∇u‖q
|z|d+α−1
dz ·
∫
Rd
sup
y
{
‖∆h∆yσ‖q′
|h|d+2−α
}
dh .
Here we have used the fact that the norm of a function is translation invariant. As ‖∆h∆yσ‖q′ =
‖∆y∆hσ‖q′ ≤ 2‖∆hσ‖q′ we finally obtain∥∥∥∥‖E( · , h)‖d|h|d+2−α
∥∥∥∥
1
≤ C
∫
Rd
‖∆z∇u‖q
|z|d+α−1
dz ·
∫
Rd
‖∆hσ‖q′
|h|d+2−α
dh .
We use Lemma 2.1 to determine what the exponent q should be to match with our assumptions
that ∇u ∈ B˙1−θd,1 and σ ∈ B˙
1+θ
d,1 .
• In order to obtain the embedding B˙1−θd,1 ⊂ B˙
α−1
q,1 , [2− α ≥ θ] we need q ≥ d and
1 + θ
d
=
2− α
d
+
1
q
·
• In order to obtain the embedding B˙1+θd,1 ⊂ B˙
2−α
q′,1 , we need q
′ ≥ d and
1− θ
d
=
α− 1
d
+
1
q′
·
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These two conditions uniquely determine the exponents to be
q =
d
α+ θ − 1
and q′ =
d
2− α− θ
·
Clearly, 1/q + 1/q′ = 1/d and our conditions on θ guarantee that q, q′ ≥ d. So, using the above
embeddings, we conclude that∥∥∥∥‖E( · , h)‖d|h|d+2−α
∥∥∥∥
1
≤ C ‖∇u‖B˙α−1q,1
‖σ‖B˙2−α
q′ ,1
≤ C ‖∇u‖B˙1−θd,1
‖σ‖B˙1+θd,1
.
Analogous calculations can be performed for bounding the term with F : we introduce another
two exponents r and r′ such that 1/r + 1/r′ = 1/d, and write that∥∥∥∥‖F ( · , h)‖d|h|d+2−α
∥∥∥∥
1
=
∫
Rd
1
|h|d+2−α
(∫
Rd
∣∣∣∣∫
Rd
∫ 1
0
( y
|y|d+α
∆yσ(x)
)
·∆h∆ty∇u(x) dt dy
∣∣∣∣d dx
)1/d
dh
≤
∫
Rd
1
|h|d+2−α
∫
Rd
1
|y|d+α−1
∫ 1
0
‖∆yσ( · )∆h∆ty∇u( · )‖d dt dy dh
≤
∫
Rd
1
|h|d+2−α
∫
Rd
1
|y|d+α−1
∫ 1
0
‖∆yσ( · )‖r‖∆h∆ty∇u( · )‖r′ dt dy dh
≤
∫
Rd
1
|h|d+2−α
∫
Rd
2
|y|d+α−1
‖∆yσ( · )‖r‖∆h∇u( · )‖r′ dy dh
≤ C‖σ‖B˙α−1r,1
‖∇u‖B˙2−α
r′,1
.
At this stage, we use the following embeddings (keeping in mind that 0 ≤ θ ≤ α− 1):
B˙1+θd,1 →֒ B˙
α−1
r,1 with r =
d
α− θ − 1
and B˙1−θd,1 →֒ B˙
2−α
r′,1 with r
′ =
d
2− α+ θ
,
and eventually get ∥∥∥∥‖F ( · , h)‖d|h|d+2−α
∥∥∥∥
1
≤ C ‖σ‖B˙1+θd,1
‖∇u‖B˙1−θd,1
.
For the term B, we just have to use the fact that
B = ∇u · Tσ with Tσ(x) :=
∫
Rd
y
|y|d+α
(σ(x + y)− σ(x)) dy.
The Fourier multiplier corresponding to T may be computed as follows:
F{Tσ}(ξ) =
∫
Rd
y
|y|d+α
σ̂(ξ)
(
ei〈y,ξ〉 − 1
)
dy
= σ̂(ξ)|ξ|α−1
∫
Rd
z
|z|d+α
(
e
i〈z, ξ
|ξ|
〉
− 1
)
dz︸ ︷︷ ︸
=:R(ξ)
.
The function R is smooth away of zero, constant on rays and bounded. Furthermore, that
d+α > d+1 guarantees convergence at infinity, while the features of
(
e
i〈z, ξ
|ξ|
〉
− 1
)
controls the
convergence near z = 0, since α < 2.
In order to show that the operator T is bounded from B˙1d,1 to B˙
2−α
d,1 , one may proceed as
follows. Take some smooth function ψ compactly supported away from 0 and with value 1 in
the neighborhood of suppϕ (the function used in the definition of dyadic blocks). Then we have
F{∆˙jTσ}(ξ) = ϕ(2
−jξ)|ξ|α−1R(ξ)σ̂(ξ) =
(
ψ(2−jξ)|ξ|α−1R(ξ)
)
F{∆˙jσ}(ξ)
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and by defining
gj(x) =
1
(2π)d
∫
Rd
ψ(2−jξ)|ξ|α−1R(ξ)ei〈x,ξ〉 dξ
we obtain by Young’s inequality for convolutions:
‖∆˙jTσ‖d = ‖gj ∗ ∆˙jσ‖d ≤ ‖gj‖1‖∆˙jσ‖d .
Since, by a change of variables, we have
gj(x) = 2
j(α−1)2jd
∫
Rd
ψ(η)|η|α−1R(η)ei〈2
−jx,η〉 dη,
it is sufficient to show that the L1-norm of the function
g(x) =
∫
Rd
ψ(η)|η|α−1R(η)ei〈x,η〉 dη
is finite because ‖gj(·)‖1 = 2
j(α−1)‖2jdg(2j ·)‖1 = ‖g‖1. Using integration by parts we write
g(x) = (1 + |x|2)−d
∫
Rd
ψ(η)|η|α−1R(η)(Id−∆η)
d
(
ei〈x,η〉
)
dη
= (1 + |x|2)−d
∫
Rd
(Id−∆η)
d
(
ψ(η)|η|α−1R(η)
)
ei〈x,η〉 dη
from which it follows that g is in L1, since |g(x)| ≤ C(1 + |x|2)−d. Hence
‖∆˙jTσ‖d ≤ C2
j(α−1)‖∆˙jσ‖d for all j ∈ Z.
By the assumption that σ ∈ B˙1+θd,1 , this implies that Tσ ∈ B˙
2+θ−α
d,1 . Finally, since the product
maps B˙1−θd,1 × B˙
2+θ−α
d,1 to B˙
2−α
d,1 by (h) in Lemma 2.1 if 0 ≤ θ ≤ α−1, we get the desired estimate
for B. 
Step 2: Iterative scheme. Fix some nonnegative integer n0 and define
un0 :=
∑
|j|≤n+n0
∆˙ju0 and σ
n
0 :=
∑
|j|≤n+n0
∆˙jσ0.
It is clear that those two sequences belongs to the spaceW∞d of smooth functions with derivatives
of any order in Ld, and that
un0 → u0 and ∇u
n
0 → ∇u0 in B˙
2−α
d,1 ,
σn0 → σ0 and ∇σ
n
0 → ∇σ0 in B˙
1
d,1.
In what follows, we set2
(15) ε := sup
n∈N
‖un0‖B˙2−αd,1
and η := sup
n∈N
‖an0‖B˙1d,1
.
We then introduce the following iterative scheme: for n = 0, let
σ0 ≡ σ00 , u
0 ≡ 0,
while for all n = 1, 2, ..., let un be the solution to the system
unt + µ(−∆)
α/2un = F (un−1, σn−1)(16)
with the initial data un(0) = un0 and F defined in (10). Finally, let σ
n be a solution to
σnt + div(σ
nun) = − div un(17)
with the initial data σn(0) = σn0 .
2By taking n0 large enough, one may make ε and η as close as ‖u0‖B˙2−α
d,1
and ‖a0‖B˙1
d,1
as we want.
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Step 3: Existence of approximate solutions and estimates for critical regularity.
Given that the data are in W∞d , the existence of a sequence (σ
n, un)n∈N of global approximate
solutions in C1(R+;W
∞
d ) follows from an easy induction argument, based on the two propositions
below, that are proved in appendix.
Proposition 4.1. Let u : R+×R
d → Rd be a given time-dependent vector field with components
in C(R+;W
∞
d ). Then the transport equation
σt + div (uσ) = f(18)
with initial data σ0 in W
∞
d and source term f in C(R+;W
∞
d ) admits a unique solution σ in
C1(R+;W
∞
d ). Moreover, there exists a constant C > 0, such that for all T ≥ 0,
‖σ‖L∞T B˙
1
d,1
≤ ‖σ0‖B˙1d,1
+ ‖f‖L1T B˙
1
d,1
+ C
∫ T
0
‖∇u(t)‖B˙1d,1
‖σ(t)‖B˙1d,1
dt.
Taking σ = σn, u = un and f = − div un, and using Lemma 2.1(e) and Gronwall lemma, we
readily get:
Proposition 4.2. For all n = 1, 2, ..., equation (17) admits a unique global solution σn ∈
C1(R+;W
∞
d ) and there exists a constant C1 such that for all T > 0,
‖σn‖L∞T B˙
1
d,1
≤ e
C1‖un‖L1
T
B˙2
d,1
(
‖σn0 ‖B˙1d,1
+ ‖un‖L1T B˙
2
d,1
)
·
Secondly, we prove existence and present an estimate for un depending on un−1 and σn−1.
Here, as in the density case, we use a classical result, the proof of which may be found in the
appendix.
Proposition 4.3. Let 0 < T ≤ ∞, 1 ≤ p ≤ ∞ and s ∈ R. Assume that u0 ∈ B˙
s
p,1 and
f ∈ L1T B˙
s
p,1. Then the Cauchy problem
(19)
{
ut + µ(−∆)
α/2u = f(t, x), (t, x) ∈ R+ × Rd
u(0, x) = u0(x), x ∈ R
d
has a unique solution u ∈ C([0, T ); B˙sp,1) ∩ L
1
T B˙
s+α
p,1 and there exists C > 0 such that
‖u‖L1T B˙
s+α
p,1
+ ‖u‖L∞T B˙
s
p,1
≤ C
[
‖u0‖B˙sp,1
+ ‖f‖L1T B˙
s
p,1
]
·
The above proposition enables us to get the following result for un.
Proposition 4.4. For all n = 1, 2, ..., given un−1 and σn−1 in C(R+;W
∞
d ), there exists a unique
solution un ∈ C1(R+;W
∞
d ) to (16) such that for all T ≥ 0,
(20) ‖un‖L1T B˙
2
d,1
+ ‖un‖L∞T B˙
2−α
d,1
≤ ‖un0‖B˙2−αd,1
+C2
∫ T
0
‖un−1‖B˙2d,1
(
‖σn−1‖B˙1d,1
+ ‖un−1‖B˙2−αd,1
)
dt.
Proof. The proof is an application of Proposition 4.3 with s = 2− α, p = d, and
f = F (un−1, σn−1).
We estimate the norm ‖f‖L1T B˙
2−α
d,1
dealing with each term separately. Bounding the first term
follows directly from Lemma 3.1 and Ho¨lder’s inequality:
‖Iα(u
n−1, σn−1)‖L1T B˙
2−α
d,1
≤ C
∫ T
0
‖∇un−1‖B˙1d,1
‖σn−1‖B˙1d,1
dt.
Lemma 2.1 and Ho¨lder’s inequality allow us to estimate norms of the second and the third terms
of f as follows:
‖σn−1(−∆)α/2un−1‖L1T B˙
2−α
d,1
≤ C
∫ T
0
‖σn−1‖B˙1d,1
‖(−∆)α/2un−1‖B˙2−αd,1
dt
≤ C
∫ T
0
‖σn−1‖B˙1d,1
‖un−1‖B˙2d,1
dt
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and
‖(un−1 · ∇)un−1‖L1T B˙
2−α
d,1
≤ C
∫ T
0
‖un−1‖B˙2−αd,1
‖∇un−1‖B˙1d,1
dt
≤ C
∫ T
0
‖un−1‖B˙2−αd,1
‖un−1‖B˙2d,1
dt.
Thus we have the inequality
‖f‖L1T B˙
2−α
d,1
≤ C
∫ T
0
‖un−1‖B˙2d,1
(
‖σn−1‖B˙1d,1
+ ‖un−1‖B˙2−αd,1
)
dt,
from which we get the stated result. 
It is now easy to check that if ε and η in (15) have been taken sufficiently small then we have
for all n ∈ N and T ≥ 0,
(21) ‖un‖L1TB
2
d,1
+ ‖un‖L∞T B˙
2−α
d,1
≤ 2ε and ‖σn‖L∞T B
1
d,1
≤ 2η.
Indeed, the result is obviously true for n = 0, and if it is true for n − 1 then Inequality (20)
implies that
‖un‖L1TB
2
d,1
+ ‖un‖L∞T B˙
2−α
d,1
≤ ε+ 4C2ε(ε + η).
Hence (21) is fulfilled by un if ε and η are so small that
4C2(ε+ η) ≤ 1.
Then, taking advantage of Proposition 4.2, we get
‖σn‖L∞T B
1
d,1
≤ e2C1ε(η + 2C1ε) ≤ 2η
provided that in addition we have for instance
(22) 2C1ε ≤ log(3/2) and 6C1ε ≤ η.
Step 4: Higher-order estimates. In order to obtain higher-order estimates we simply differ-
entiate equations (16) and (17) with respect to the space variable. Denoting by ∂k the derivative
with respect to the variable xk, we get for k = 1, · · · , d,
(∂kσ
n)t + div(u
n∂kσ
n) = − div(∂ku
n σn)− div ∂ku
n and
(23) (∂ku
n)t + µ(−∆)
α/2∂ku
n = −µ∂kσ
n−1(−∆)α/2un−1 − µσn−1(−∆)α/2∂ku
n−1
+ Iα(∂ku
n−1, σn−1) + Iα(u
n−1, ∂kσ
n−1)− (∂ku
n−1 · ∇)un−1 − (un−1 · ∇)∂ku
n−1 .
Proposition 4.5. Approximate solutions σn to (17) satisfy
‖∇σn‖L∞T B˙
1
d,1
≤ e
C3‖∇un‖L1
T
B˙1
d,1
[
‖∇σn0 ‖B˙1d,1
+ C3‖∇u
n‖L1T B˙
2
d,1
(
‖σn‖L∞T B˙
1
d,1
+ 1
)]
·
Proof. We apply Proposition 4.1 with σ = ∂kσ
n, u = un and f = − div(∂ku
n σn) − div ∂ku
n.
We need to estimate f . Clearly, we have
‖f‖L1T B˙
1
d,1
≤ ‖σn∇ div un‖L1T B˙
1
d,1
+ ‖∇un ⊗∇σn‖L1T B˙
1
d,1
+ ‖∇ div un‖L1T B˙
1
d,1
and with the use of Ho¨lder’s inequality and Lemma 2.1, we get
‖f‖L1T B˙
1
d,1
≤ C3
(
‖∇un‖L1T B˙
2
d,1
(
‖σn‖L∞T B˙
1
d,1
+ 1
)
+
∫ T
0
‖∇un‖B˙1d,1
‖∇σn‖B˙1d,1
dt
)
·
By Proposition 4.1 and Gronwall lemma, this leads to the desired inequality. 
Likewise, applying Proposition 4.3 to equation (23) provides us with higher-order bounds
for un:
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Proposition 4.6. Approximate solutions un to (16) satisfy for all T ≥ 0,
‖∇un‖L1T B˙
2
d,1∩L
∞
T B˙
2−α
d,1
≤ C4
[
‖∇un0‖B˙2−αd,1
+ ‖∇un−1‖L1T B˙
2
d,1
‖σn−1‖L∞T B˙
1
d,1
+‖un−1‖L1T B˙
2
d,1
‖∇σn−1‖L∞T B˙
1
d,1
+‖∇un−1‖L1T B˙
2
d,1
‖un−1‖L∞T B˙
2−α
d,1
+‖un−1‖L1T B˙
2
d,1
‖∇un−1‖L∞T B˙
2−α
d,1
]
·
Proof. We now apply Proposition 4.3 to ∂ku in equation (23), with f being the right-hand side,
s = 2 − α and p = d. Below, we bound the L1T B˙
2−α
d,1 norm of each term of f separately, using
repeatedly Lemmas 2.1 and 3.1 and Ho¨lder’s inequality:
‖σn−1(−∆)α/2∂ku
n−1‖L1T B˙
2−α
d,1
≤ C
∫ T
0
‖σn−1‖B˙1d,1
‖(−∆)α/2∂ku
n−1‖B˙2−αd,1
dt
≤ C
∫ T
0
‖σn−1‖B˙1d,1
‖∂ku‖B˙2d,1
dt
≤ C‖∂ku
n−1‖L1T B˙
2
d,1
‖σn−1‖L∞T B˙
1
d,1
;
‖∂kσ
n−1(−∆)α/2un−1‖L1T B˙
2−α
d,1
≤ C
∫ T
0
‖∂kσ
n−1‖B˙1d,1
‖(−∆)α/2un−1‖B˙2−αd,1
dt
≤ C‖un−1‖L1T B˙
2
d,1
‖∂kσ
n−1‖L∞T B˙
1
d,1
;
‖Iα[∂ku
n−1, σn−1]‖L1T B˙
2−α
d,1
≤ C
∫ T
0
‖∂ku
n−1‖B˙2d,1
‖σn−1‖B˙1d,1
dt
≤ C‖∂ku
n−1‖L1T B˙
2
d,1
‖σn−1‖L∞T B˙
1
d,1
;
‖Iα[u
n−1, ∂kσ
n−1]‖L1T B˙
2−α
d,1
≤ C
∫ T
0
‖un−1‖B˙2d,1
‖∂kσ
n−1‖B˙1d,1
dt
≤ C‖un−1‖L1T B˙
2
d,1
‖∂kσ
n−1‖L∞T B˙
1
d,1
;
‖un−1 · ∂k∇u
n−1‖L1T B˙
2−α
d,1
≤ C
∫ T
0
‖un−1‖B˙2−αd,1
‖∂k∇u
n−1‖B˙1d,1
dt
≤ C‖∂ku
n−1‖L1T B˙
2
d,1
‖un−1‖L∞T B˙
2−α
d,1
;
‖∂ku
n−1 · ∇un−1‖L1T B˙
2−α
d,1
≤ C
∫ T
0
‖∂ku
n−1‖B˙2−αd,1
‖∇un−1‖B˙1d,1
dt
≤ C‖un−1‖L1T B˙
2
d,1
‖∂ku
n−1‖L∞T B˙
2−α
d,1
.
Putting together all these estimates and summing on k = 1, · · · , d completes the proof. 
Denote S0 := supn∈N ‖∇σ
n
0 ‖B˙1d,1
and U ′0 := supn∈N ‖∇u
n
0‖B˙2−αd,1
. From Proposition 4.5 and
(21), we get for all T ≥ 0, taking C3 slightly larger if need be,
(24) ‖∇σn‖L∞T B˙
1
d,1
≤ C3
(
S0 + ‖∇u
n‖L1T B˙
2
2,1
)
and, thanks to Proposition 4.6, keeping in mind (22),
(25) ‖∇un‖L∞T B˙
2−α
d,1 ∩L
1
T B˙
2
d,1
≤ C4
(
U ′0 + η‖∇u
n−1‖L∞T B˙
2−α
d,1 ∩L
1
T B˙
2
2,1
+ ε‖∇σn−1‖L∞T B˙
1
d,1
)
·
Therefore, combining (24) and (25), we find that
‖∇un‖L∞T B˙
2−α
d,1 ∩L
1
T B˙
2
d,1
+
1
2C3
‖∇σn‖L∞T B˙
1
d,1
≤
S0
2
+C4U
′
0
+
1
2
‖∇un‖L1T B˙
2
2,1
+ ηC4‖∇u
n−1‖L∞T B˙
2−α
d,1 ∩L
1
T B˙
2
2,1
+ εC4‖∇σ
n−1‖L∞T B˙
1
d,1
.
Provided η and ε also fulfill
2ηC4 ≤ 1/2 and 2εC3C4 ≤ 1/2,
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one can then get by induction the following uniform bound for all T ≥ 0:
(26) ‖∇un‖L∞T B˙
2−α
d,1 ∩L
1
T B˙
2
d,1
+
1
C3
‖∇σn‖L∞T B˙
1
d,1
≤ 2S0 + 4C4U
′
0.
Step 5: Convergence estimates. Previous steps established that the sequence of approximate
solutions (σn, un)n∈N exists globally and satisfies the uniform estimates (21) and (26). Proving
the convergence of that sequence will stem from the following bounds for the differences between
subsequent terms of the sequence.
Proposition 4.7. Let (σn, un)n∈N be a sequence of approximate solutions. Then for δσ
n :=
σn − σn−1 and δun := un − un−1, we have for all n ≥ 1,
‖δσn‖L∞T B˙
1
d,1
≤ C5e
C5‖un‖L1
T
B˙2
d,1
[
‖δσn0 ‖L1T B˙
1
d,1
+ ‖δun‖L1T B˙
2
d,1
(
‖σn−1‖L∞T B˙
1
d,1
+ 1
)
+‖∇σn−1‖L∞T B˙
1
d,1
‖δun‖L1T B˙
1
d,1
]
,
and for all n ≥ 2,
‖δun‖L1T B˙
2
d,1
+ ‖δun‖L∞T B˙
2−α
d,1
≤ C6
[
‖δun0‖B˙2−αd,1
+ ‖σn−2‖L∞T B˙
1
d,1
‖δun−1‖L1T B˙
2
d,1
+ ‖δσn−1‖L∞T B˙
1
d,1
‖un−1‖L1T B˙
2
d,1
+ ‖δσn−1‖L∞T B˙
1
d,1
‖un−2‖L1T B˙
2
d,1
+ ‖δun−1‖L1T B˙
2
d,1
‖σn−1‖L∞T B˙
1
d,1
+ ‖un−2‖L∞T B˙
2−α
d,1
‖δun−1‖L1T B˙
2
d,1
+ ‖δun−1‖L∞T B˙
2−α
d,1
‖un−1‖L1T B˙
2
d,1
]
·
Proof. In order to prove the first item, we use the fact that
δσnt + div(u
nδσn) = − div(δunσn−1)− div(δun).
Then, applying Proposition 4.1 with
σ = δσn, u = un and f = − div(δunσn−1)− div(δun),
and using the all too familiar argumentation based on Lemma 2.1, we get
‖f‖L1T B˙
1
d,1
≤ C
(
‖σn−1 div(δun)‖L1T B˙
1
d,1
+ ‖δun · ∇σn−1‖L1T B˙
1
d,1
+ ‖div δun‖L1T B˙
1
d,1
)
≤ C‖δun‖L1T B˙
2
d,1
(
‖σn−1‖L∞T B˙
1
d,1
+ 1
)
+ C‖δun‖L1T B˙
1
d,1
‖∇σn−1‖L∞T B˙
1
d,1
,
whence the desired inequality.
For proving the second item, we observe from (16) that
∂tδu
n + µ(−∆)α/2δun = −σn−2(−∆)α/2δun−1 − δσn−1(−∆)α/2un−1
+ Iα(u
n−2, δσn−1) + Iα(δu
n−1, σn−1)− (un−2 · ∇)δun−1 − (δun−1 · ∇)un−1.
Arguing as in the previous steps, we get:
‖σn−2(−∆)α/2δun−1‖L1T B˙
2−α
d,1
≤ C‖δun−1‖L1T B˙
2
d,1
‖σn−2‖L∞T B˙
1
d,1
;
‖δσn−1(−∆)α/2un−1‖L1T B˙
2−α
d,1
≤ C‖un−1‖L1T B˙
2
d,1
‖δσn−1‖L∞T B˙
1
d,1
;
‖Iα(u
n−2, δσn−1)‖L1T B˙
2−α
d,1
≤ C‖un−2‖L1T B˙
2
d,1
‖δσn−1‖L∞T B˙
1
d,1
;
‖Iα(δu
n−1, σn−1)‖L1T B˙
2−α
d,1
≤ C‖δun−1‖L1T B˙
2
d,1
‖σn−1‖L∞T B˙
1
d,1
;
‖(un−2 · ∇)δun−1‖L1T B˙
2−α
d,1
≤ C‖δun−1‖L1T B˙
2
d,1
‖un−2‖L∞T B˙
2−α
d,1
;
‖(δun−1 · ∇)un−1‖L1T B˙
2−α
d,1
≤ C‖δun−1‖L∞T B˙
2−α
d,1
‖un−1‖L1T B˙
2
d,1
.
Then, taking advantage of Proposition 4.3 completes the proof of the second item. 
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Step 6: The proof of existence. In order to show that the sequence (σn, un)n∈N converges,
we are going to establish that, for all T > 0, it is a Cauchy sequence in the space
C([0, T ]; B˙1d,1)×
(
C([0, T ]; B˙2−αd,1 ) ∩ L
1
T (B˙
2
d,1)
)
·
That property will come up from Proposition 4.7 and Estimates (21)–(26) that entail for all
n ≥ 1, changing slightly C5 and C6 and denoting by C0 some constant that may be computed
from the right-hand side of (26),
‖δσn‖L∞T B˙
1
d,1
≤ C5‖δσ
n
0 ‖B˙1d,1
+ C5‖δu
n‖L1T B˙
2
d,1
+ C0‖δu
n‖L1T B˙
1
d,1
,(27)
‖δun‖L1T B˙
2
d,1
+ ‖δun‖L∞T B˙
2−α
d,1
≤ C6
(
‖δun0‖B˙2−αd,1
+η‖δun−1‖L1T B˙
2
d,1
+ η‖δun−1‖L∞T B˙
2−α
d,1
+ ε‖δσn−1‖L∞T B˙
1
d,1
)
·
Hence plugging the first inequality (at rank n− 1) in the second one yields if C5ε ≤ η,
‖δun‖L1T B˙
2
d,1
+ ‖δun‖L∞T B˙
2−α
d,1
≤ C6
(
‖δun0‖B˙2−αd,1
+ C5ε‖δσ
n
0 ‖B˙1d,1
+2η(‖δun−1‖L1T B˙
2
d,1
+ ‖δun−1‖L∞T B˙
2−α
d,1
) + C0ε‖δu
n−1‖L1T B˙
1
d,1
)
·
Using interpolation, then Young inequality, we get that
C0‖δu
n−1‖B˙1d,1
≤ C0‖δu
n−1‖
1
α
B˙2−αd,1
‖δun−1‖
α−1
α
B˙2d,1
≤
(
α− 1
α
)
‖δun−1‖B˙2d,1
+
Cα0
α
‖δun−1‖B˙2−αd,1
.
Therefore, denoting
δUnT := ‖δu
n‖L1T B˙
2
d,1
+ ‖δun‖L∞T B˙
2−α
d,1
and assuming (just for expository purpose) that C5 = C6 = 1, we end up with
δUnT ≤ ‖δu
n
0‖B˙2−αd,1
+ ε‖δσn0 ‖B˙1d,1
+ 2ηδUn−1T + C
α
0 ε
∫ T
0
δUn−1t dt.
We sum over n ≥ 2 and get∑
n≥2
δUnT ≤
∑
n≥2
(
‖δun0‖B˙2−αd,1
+ ε‖δσn0 ‖B˙1d,1
)
+
∑
n≥1
(
2ηδUnT + C
α
0 ε
∫ T
0
δUnt dt
)
·
For small enough η, bounding δU1T by means of (21), this implies that∑
n≥1
δUnT ≤ 2
(
ε+
∑
n≥1
(
‖δun0‖B˙2−αd,1
+ ε‖δσn0 ‖B˙1d,1
)
+ Cα0 ε
∫ T
0
∑
n≥1
δUnt dt
)
·
Then, using Gronwall lemma and, we get∑
n≥1
δUnT ≤ 2
(
ε+
∑
n≥1
(
‖δun0‖B˙2−αd,1
+ ε‖δσn0 ‖B˙1d,1
))
exp
(
2Cα0 εT
)
·
The right-hand side being finite for all T ≥ 0, one may conclude that (un)n∈N is a Cauchy
sequence in the Banach3 space C([0, T ]; B˙2−αd,1 ) ∩ L
1
T B˙
2
d,1 for all T ≥ 0. Then reverting to (27)
and using a similar argument, we discover that (σn)n∈N is a Cauchy sequence in the space
C([0, T ]; B˙1d,1). So finally, there exists a pair (σ, u) such that for all T ≥ 0, we have
(28) (σn, un)→ (σ, u) in C([0, T ]; B˙1d,1)×
(
C([0, T ]; B˙2−αd,1 ) ∩ L
1
T B˙
2
p,1
)
·
3See Lemma 2.1.
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The uniform estimates of the previous step and the properties of the Besov spaces for the weak
convergence guarantee that we also have (∇σ,∇u) in L∞T B˙
1
d,1×L
∞
T B˙
2−α
d,1 with the same bounds.
Let us now check that (σ, u) indeed fulfills (9) in the sense of distributions. Regarding the
continuity equation, we find that
σt + div(σu) + div u = (σ − σ
n)t + div(σu− σ
nun) + div(u− un).
We have just proved that σn → σ in C([0, T ]; B˙
1
d,1), hence uniformly on [0, T ] × R
d. Therefore,
(σ − σn)t → 0 in the sense of distributions. To prove the convergence of the last two terms, we
note that the convergence property of (28) for un, the uniform estimates of the previous step
and interpolation ensure that
un → u in C([0, T ]; B˙1d,1).
Hence, using once more the embedding of B˙1d,1 in the set of continuous bounded functions, we
see that σnun converges uniformly to σu on [0, T ]× Rd. Therefore, we eventually have
(σ − σn)t + div(σu− σ
nun) + div(u− un)→ 0 in D′(R+ × R
d).
One can argue similarly for the momentum equation, writing that
ut + u · ∇u+ µ(1 + σ)(−∆)
α/2u− Iα(u, σ) = (u− u
n)t + (u · ∇u− u
n · ∇un)
+ µ
(
(1 + σ)(−∆)α/2u− (1 + σn)(−∆)α/2un
)
− (Iα(u, σ)− Iα(u
n, σn)).
Making an extensive use of product estimates in Besov spaces, embedding and Lemma 3.1, one
may conclude that the right-hand side is going to zero in the distributional sense. Hence (σ, u)
is a solution to System (9).
We still have to establish that (∇σ,∇u) is in C(R+; B˙
1
d,1 × B˙
2−α
d,1 ) and that ∇u is in L
1B˙2d,1.
The first property follows from the second one and classical properties for the transport equation
and parabolic equations with fractional Laplacian.
As regards the proof of ∇u ∈ L1B˙2d,1, the difficulty is that having (∇u
n)n∈N bounded in
L1B˙2d,1 just ensures that the weak limit ∇u is a measure on R+ with values on B˙
2
d,1. We follow
ideas stated in [12]. In order to show that, indeed, ∇u ∈ L1B˙2d,1, one may use the fact that,
owing to ∇u ∈ L1B˙1d,1 and Bernstein inequality, one may write for all J ∈ N and all n ∈ N,
J∑
j=−∞
22j
∫
R+
‖∆˙j∇u‖d dt ≤
J∑
j=−∞
22j
∫
R+
‖∆˙j∇u
n‖d dt+
J∑
j=−∞
22j
∫
R+
‖∆˙j∇(u
n − u)‖d dt
≤ ‖∇un‖L1B˙2d,1
+ C2J
J∑
j=−∞
22j
∫
R+
‖∆˙j(u
n − u)‖d dt.
The first term in the right-hand side is uniformly bounded (see (26)) while the last one tends
to 0 for n going to ∞. This completes the proof of the fact that ∇u belongs to L1B˙2d,1 and is
bounded by the right-hand side of (26).
Step 7: The case of a large initial velocity. We here explain how the above arguments
have to be adapted to handle large initial velocity, assuming only that for some small enough
(absolute) η > 0,
‖σ0‖B˙1d,1
≤ η.
We keep the iterative scheme of Step 2 to define a sequence (σn, un)n∈N of approximate solutions
(note that, there, no smallness is required whatsoever). Then we denote
U0 := sup
n∈N
‖un0‖B˙2−αd,1
, U ′0 := sup
n∈N
‖∇un0‖B˙2−αd,1
and S0 := sup
n∈N
‖∇σn0 ‖B˙1d,1
.
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We also introduce the notation
UnT := ‖u
n‖L1T B˙
2
d,1
.
We claim that there exists a time T > 0 (that will be bounded by below in terms of U0 and U
′
0,
see below) so that for all n ∈ N, we have
(29)
‖σn‖L∞T B˙
1
d,1
≤ 2η, ‖un‖L∞T B˙
2−α
d,1
+ ‖un‖L1T B˙
2
d,1
≤ 2U0
and ‖∇un‖L∞T B˙
2−α
d,1
+ ‖∇un‖L1T B˙
2
d,1
+ ‖∇σn‖L∞T B˙
1
d,1
≤M(S0 + U
′
0).
We shall argue by induction. The case n = 0 being obvious, let us assume that (29) is true for
n− 1 and suppose that, for a small enough c > 0,
(30) Un−1T ≤ c.
Then Inequality (20) tells us that
‖un‖L∞T B˙
2−α
d,1
+ ‖un‖L1T B˙
2
d,1
≤ U0 + 2C2U
n−1
T
(
η + U0
)
·
Hence (29) is fulfilled by un if
(31) 2cC2(η + U0) ≤ U0.
In order to bound the high norm of un, we shall slightly modify Proposition 4.6, estimating the
term with un−1 · ∂k∇u
n−1 as follows:
‖un−1 · ∂k∇u
n−1‖L1T B˙
2−α
d,1
≤ C
∫ T
0
‖un−1‖B˙1d,1
‖∂k∇u
n−1‖B˙2−αd,1
dt
≤ C
∫ T
0
‖un−1‖
1
α
B˙2−αd,1
‖un−1‖
1− 1
α
B˙2d,1
‖∇un−1‖
1
α
B˙2d,1
‖∇un−1‖
1− 1
α
B˙2−αd,1
dt
≤ C(Un−1T )
1− 1
α ‖un−1‖
1
α
L∞T B˙
2−α
d,1
‖∇un−1‖
1
α
L1T B˙
2
d,1
‖∇un−1‖
1− 1
α
L∞T B˙
2−α
d,1
.
Bounding the other terms as in the proof of Proposition 4.6 and using the first line of (29) at
rank n− 1 and (30), we end up with
(32) ‖∇un‖L1T B˙
2
d,1∩L
∞
T B˙
2−α
d,1
≤ C4
[
U ′0 + η‖∇u
n−1‖L1T B˙
2
d,1
+ c
(
‖∇σn−1‖L∞T B˙
1
d,1
+ ‖∇un−1‖L∞T B˙
2−α
d,1
)
+ (Un−1T )
1− 1
αU
1
α
0 ‖∇u
n−1‖
1
α
L1T B˙
2
d,1
‖∇un−1‖
1− 1
α
L∞T B˙
2−α
d,1
]
·
Let us assume for a while that
(33) UnT ≤ c.
Then Proposition 4.2 tells us that the first inequality of (29) is fulfilled at rank n if c has been
chosen so that
(34) C1c ≤ log(3/2) and 3C1c ≤ η.
Then, assuming also that C3c ≤ log 2, Proposition 4.5 guarantees (increasing slightly C3 if need
be) that
‖∇σn‖L∞T B˙
1
d,1
≤ 2S0 + C3‖∇u
n‖L1T B˙
2
d,1
.
At this stage, combining with (32) and assuming also that c ≤ η, we discover that
1
2
‖∇un‖L1T B˙
2
d,1∩L
∞
T B˙
2−α
d,1
+
1
2C3
‖∇σn‖L∞T B˙
1
d,1
≤ 2S0 + C4
[
U ′0
+η
(
‖∇σn−1‖L∞T B˙
1
d,1
+ ‖∇un−1‖L1T B˙
2
d,1∩L
∞
T B˙
2−α
d,1
)
+ c1−
1
αU
1
α
0 ‖∇u
n−1‖
1
α
L1T B˙
2
d,1
‖∇un−1‖
1− 1
α
L∞T B˙
2−α
d,1
]
·
Since we assumed that (29) is fulfilled at rank n− 1, we conclude that
1
2
‖∇un‖L1T B˙
2
d,1∩L
∞
T B˙
2−α
d,1
+
1
2C3
‖∇σn‖L∞T B˙
1
d,1
≤ 2S0 + C4
[
U ′0 + (ηM + c
1− 1
αU
1
α
0 )(S0 + U
′
0)
]
·
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Therefore, assuming with no loss of generality that C3 ≥ 1 and C4 ≥ 2,
‖∇un‖L1T B˙
2
d,1∩L
∞
T B˙
2−α
d,1
+ ‖∇σn‖L∞T B˙
1
d,1
≤ 2C3C4
[
S0 + U
′
0 + (ηM + c
1− 1
αU
1
α
0 )(S0 + U
′
0)
]
·
Let us take M := 4C3C4. Then the second line of (29) is fulfilled provided
ηM + c1−
1
αU
1
α
0 ≤ 1.
One can thus take η ≤ 1/(2M) (a constraint that does not depend on the size of u0) and c
fulfilling (31), (34) and c1−
1
αU
1
α
0 ≤ 1/2. In order to complete the proof of uniform estimates, we
still have to justify (33). Again, this stems from interpolation, as
Un(T ) ≤ C
∫ T
0
‖∇un‖
1
α
B˙2−αd,1
‖∇un‖
1− 1
α
B˙2d,1
dt
≤ CT
1
α ‖∇un‖
1
α
L∞T B˙
2−α
d,1
‖∇un‖
1− 1
α
L1T B˙
2
d,1
dt ≤ CMT
1
α (S0 + U
′
0).
Therefore, one can conclude to (29) provided T fulfills
max
(
U
1
α
0
(
T
1
α (S0 + U
′
0)
)1− 1
α , T
1
α (S0 + U
′
0)
)
≤ ε
for a small enough absolute ε > 0.
At this stage, one can easily repeat Step 6 so as to prove the convergence of the sequence
(σn, un)n∈N to some solution of (9) fulfilling (12). The details are left to the reader.
Step 8: Uniqueness. In this step, we assume that we are given two solutions (σ, u) and (σ¯, u¯)
of (9) on [0, T ] satisfying (12). One can assume that (σ, u) is the one that has been constructed
before, and thus, passing to the limit in (29),
(35) ‖σ‖L∞T B˙
1
d,1
≤ 2η.
Proving uniqueness is essentially the same as proving convergence, except that we now consider
the difference (δσ, δu) := (σ¯ − σ, u− u¯) between the two solutions. Since we have
∂tδσ + div(u¯δσ) = − div δu− div(σδu),
∂tδu+ µ(−∆)
α/2δu = Iα(δu, σ) + Iα(u¯, δσ)
− µσ(−∆)α/2δu− µδσ(−∆)α/2u¯− u¯ · ∇δu− δu · ∇u,
applying Propositions 4.1 and 4.3 and the usual product laws in Besov spaces yields for all
t ∈ [0, T ],
‖δσ(t)‖B˙1d,1
≤ C
∫ t
0
(
‖∇u¯‖B˙1d,1
‖δσ‖B˙1d,1
+ ‖div δu‖B˙1d,1
(
1 + ‖σ‖B˙1d,1
)
+ ‖∇σ‖B˙1d,1
‖δu‖B˙1d,1
)
dτ,
‖δu(t)‖B˙2−αd,1
+ ‖δu‖L1t B˙2d,1
≤ C
∫ t
0
(
‖σ‖B˙1d,1
‖δu‖B˙2d,1
+ ‖δσ‖B˙1d,1
‖u¯‖B˙2d,1
+ ‖u¯‖B˙1d,1
‖∇δu‖B˙2−αd,1
+ ‖∇u‖B˙1d,1
‖δu‖B˙2−αd,1
)
dτ.
Then, taking advantage of (35), we get for any small enough c > 0 and t ∈ [0, T ],
(36) ‖δu(t)‖B˙2−αd,1
+ ‖δu‖L1t B˙2d,1
+ c‖δσ(t)‖B˙1d,1
≤ C
∫ t
0
(
‖δσ‖B˙1d,1
‖u¯‖B˙2d,1
+ c‖δu‖B˙1d,1
‖∇σ‖B˙1d,1
+ ‖u¯‖B˙1d,1
‖δu‖B˙3−αd,1
+ ‖∇u‖B˙1d,1
‖δu‖B˙2−αd,1
)
dτ.
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By interpolation and Young inequality, one may write
cC‖δu‖B˙1d,1
‖∇σ‖B˙1d,1
≤ cC‖∇σ‖B˙1d,1
‖δu‖
1
α
B˙2−αd,1
‖δu‖
1− 1
α
B˙2d,1
≤
α− 1
α
c
α
α−1 ‖δu‖B˙2d,1
+
Cα
α
‖∇σ‖α
B˙1d,1
‖δu‖B˙2−αd,1
,
and, similarly,
C‖u¯‖B˙1d,1
‖δu‖B˙3−αd,1
≤ C‖u¯‖B˙1d,1
‖δu‖
1
α
B˙2d,1
‖δu‖
1− 1
α
B˙2−αd,1
≤
1
α
‖δu‖B˙2d,1
+
α− 1
α
(C‖u¯‖B˙1d,1
)
α
α−1 ‖δu‖B˙2−αd,1
.
Hence taking c small enough and plugging those two inequalities in (36), we get
‖δu(t)‖B˙2−αd,1
+ ‖δu‖L1t B˙2d,1
+ c‖δσ(t)‖B˙1d,1
≤ C
∫ t
0
(
‖δσ‖B˙1d,1
‖u¯‖B˙2d,1
+
(
‖∇σ‖α
B˙1d,1
+ ‖u¯‖
α
α−1
B˙1d,1
+ ‖∇u‖B˙1d,1
)
‖δu‖B˙2−αd,1
)
dτ.
As having (12) implies that
u¯ ∈ L∞T B˙
1
d,1, u, u¯ ∈ L
1
T B˙
2
d,1 and ∇σ ∈ L
∞
T B˙
1
d,1,
applying Gronwall lemma ensures that (δσ, δu) ≡ 0 on [0, T ]. This implies uniqueness on the
whole interval [0, T ].
Appendix A. Proofs of Corollary 1.1, Propositions 4.1 and 4.3
Proof of Corollary 1.1. On the one hand, the fact that u ∈ L∞(R+; B˙
2−α
d,1 )∩L
1(R+; B˙
2
d,1) implies
that we have
(37) u ∈ Lm(R+; B˙
1
d,1) with m =
α
α− 1
<∞.
On the other hand, one can prove from the equation and the regularity of the solution given by
Theorem 1.1 that
(38) ut ∈ L
1(R+; B˙
2−α
d,1 ∩ B˙
3−α
d,1 ) ⊂ L
1(R+; B˙
1
d,1).
Therefore, since B˙1d,1 is embedded continuously in L
∞, we discover that for all k ∈ N,
‖u‖L1(k,k+1;L∞) + ‖ut‖L1(k,k+1;L∞) → 0 as k →∞,
which readily gives the assertion of the corollary. 
Proof of Proposition 4.1. The proof of existence begin standard, we focus on the estimates.
Applying ∆˙j to (18) yields
∂t∆˙jσ + ∆˙j[σdivu] + u · ∇∆˙jσ = ∆˙jf −Rj,
where
Rj := u · ∇∆˙jσ − ∆˙j(u · ∇σ).
Multiplying (18) by |∆jσ|
d−2∆jσ and integrating with respect to x, we obtain
(39)
1
d
d
dt
‖∆˙jσ‖
d
d +
∫
Rd
∆˙j[σdivu]|∆˙jσ|
d−2∆˙jσ dx︸ ︷︷ ︸
I1
+
∫
Rd
u · ∇∆˙jσ|∆˙jσ|
d−2∆˙jσ dx︸ ︷︷ ︸
I2
=
∫
Rd
∆˙jf |∆˙jσ|
d−2∆˙jσ dx−
∫
Rd
Rj|∆˙jσ|
d−2∆˙jσ dx︸ ︷︷ ︸
I3
.
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By Ho¨lder’s inequality, we have
|I1| ≤ ‖∆˙j [σdiv]u‖d‖∆˙jσ‖
d−1
d .
By integration by parts (note that ∇σ is a Schwartz function)
I2 =
1
d
∫
Rd
u · ∇|∆˙jσ|
d dx = −
1
d
∫
Rd
divu |∆˙jσ|
d dx,
which, since B˙1d,1 →֒ L
∞ by Lemma 2.1, implies that
|I2| ≤ C‖divu‖B˙1d,1
‖∆˙jσ‖
d
d.
Regarding the commutator term Rj in I3, we have by Ho¨lder’s inequality
|I3| ≤ ‖Rj‖d‖∆˙jσ‖
d−1
d .
Combining the above estimates of I1, I2 and I3 with (39), we end up with
1
d
d
dt
‖∆˙jσ‖
d
d ≤ C‖∇u‖B˙1d,1
‖∆˙jσ‖
d
d +
(
‖∆˙j [σdivu]‖d + ‖Rj‖d + ‖∆˙jf‖d
)
‖∆˙jσ‖
d−1
d
which, after time integration, leads to
‖∆˙jσ(t)‖d ≤ ‖∆˙jσ0‖d +
∫ t
0
‖∆˙jf‖d dτ +
∫ t
0
(
C‖∇u‖B˙1d,1
‖∆˙jσ‖d + ‖∆˙j [σdivu]‖d + ‖Rj‖d
)
dτ.
Then, multiplying by 2j and summing over j ∈ Z, we obtain for all t ≥ 0,
‖σ(t)‖B˙1d,1
≤ ‖σ0‖B˙1d,1
+
∫ t
0
(
‖f‖B˙1d,1
+ ‖σdivu‖B˙1d,1
+ C‖∇u‖B˙1d,1
‖σ‖B˙1d,1
+
∑
j∈Z
2j‖Rj‖d dτ
)
·
By Lemma 2.1(g), we have
‖σdivu‖B˙1d,1
≤ ‖σ‖B˙1d,1
‖divu‖B˙1d,1
,
and by Lemma 2.1(i) we know that∑
j∈Z
2j‖Rj‖d = ‖Rj‖B˙1d,1
≤ C‖∇u‖B˙1d,1
‖σ‖B˙1d,1
.
Hence, altogether, we get the desired inequality. 
Proposition 4.3 relies on the following Bernstein-type lemma for the fractional Laplacian
semigroup.
Lemma A.1. Let C be an annulus centered at 0, and α > 0. There exist C, c > 0 such that for
any 1 ≤ p ≤ ∞ and λ > 0, if suppFu ⊂ λC then
(40)
∥∥∥e−t((−∆)α/2)u∥∥∥
p
≤ Ce−cλ
αt‖u‖p for all t ≥ 0.
Proof. The proof can be found in e.g. [22, Proposition 2.2] or [42, Lemma 3.1]. 
Proof of Proposition 4.3. Arguing by density, it suffices to consider the case where u0 and f are
in S0 and C(R+;S0), respectively. Then the Cauchy problem (19) has a unique solution u in
C1(R+;S0) that satisfies
û(t, ξ) = e−tµ|ξ|
α
û0(ξ) +
∫ t
0
e−µ|ξ|
α(t−τ)f̂(τ, ξ) dτ.
We take the Fourier transform of (19) with respect to the space variable, and multiply it by the
function ϕ(2−k ·) from the Littlewood-Paley decomposition, obtaining
ϕ(2−k ·)ût + µ|ξ|
αϕ(2−k ·)û = ϕ(2−k ·)f̂ .
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Using estimate (40) and Minkowski inequality, we obtain the following time-pointwise estimate:
‖∆˙ku(t)‖Lp ≤ Ce
−cµt2αk‖∆˙ku0‖p + C
∫ t
0
e−cµ2
kα(t−τ)‖∆˙kf(τ)‖p dτ.
Hence
‖u‖L∞T B˙
s
p,1
= sup
t∈(0,T )
{∑
k∈Z
2sk‖∆˙ku‖p
}
≤ C‖u0‖B˙sp,1
+ C
∫ T
0
‖f(t)‖B˙sp,1
dt
and
‖u‖L1T B˙
s+α
p,1
=
∫ T
0
∑
k∈Z
2k(α+s)‖∆ku(t)‖p dt
≤ C
∫ T
0
∑
k∈Z
2k(α+s)
{
e−ctµ2
αk
‖∆ku0‖p +
∫ t
0
e−cµ2
αk(t−τ)‖∆kf(τ)‖p dτ
}
dt
≤ C
∑
k∈Z
(
2k(α+s)2−αk‖∆ku0‖p + 2
k(α+s)‖e−cµ2
αkt‖L1(0,T )
∫ T
0
‖∆kf(t)‖p dt
)
≤ C‖u0‖B˙sp,1
+ C
∑
k∈Z
2k(α+s)2−αk
∫ T
0
‖∆kf(t)‖p dt
≤ C
(
‖u0‖B˙sp,1
+ ‖f‖L1T B˙
s
p,1
)
·

Acknowledgments. The first author (R.D.) is partly supported by ANR-15-CE40-0011. The
second and third authors (P.B.M. & J.P.) have been partly supported by National Science Cen-
tre grant 2014/14/M/ST1/00108 (Harmonia). The third author was supported by the Polish
MNiSW grant Mobilnos´c´ Plus no. 1617/MOB/V/2017/0. The fourth author (B.W.) was sup-
ported by the Polish NCN grant no. 2016/23/B/ST1/00434. This work was partially supported
by the Simons-Foundation grant 346300 and the Polish Government MNiSW 2015–2019 match-
ing fund.
References
[1] S. M. Ahn, H. Choi, S.-Y. Ha, and H. Lee. On collision-avoiding initial configurations to Cucker-Smale type
flocking models. Commun. Math. Sci., 10(2):625–643, 2012.
[2] H. Bahouri, J.-Y. Chemin, and R. Danchin. Fourier analysis and nonlinear partial differential equations,
volume 343 of Grundlehren der Mathematischen Wissenschaften. Springer, Heidelberg, 2011.
[3] C. Bucur and E. Valdinoci. Nonlocal diffusion and applications, volume 20 of Lecture Notes of the Unione
Matematica Italiana. Springer, [Cham]; Unione Matematica Italiana, Bologna, 2016.
[4] J. A. Carrillo, Y.-P. Choi, P. B. Mucha, and J. Peszek. Sharp conditions to avoid collisions in singular
Cucker-Smale interactions. Nonlinear Anal. Real World Appl., 37:317–328, 2017.
[5] J. A. Carrillo, M. Fornasier, J. Rosado, and G. Toscani. Asymptotic flocking dynamics for the kinetic Cucker-
Smale model. SIAM J. Math. Anal., 42(1):218–236, 2010.
[6] F. Cucker and J.-G. Dong. Avoiding collisions in flocks. IEEE Trans. Automat. Control, 55(5):1238–1243,
2010.
[7] F. Cucker and C. Huepe. Flocking with informed agents. MathS in Action, 1(1):1–25, 2008.
[8] F. Cucker and S. Smale. Emergent behavior in flocks. IEEE Trans. Automat. Control, 52(5):852–862, 2007.
[9] R. Danchin. Global existence in critical spaces for compressible Navier-Stokes equations. Invent. Math.,
141(3):579–614, 2000.
[10] R. Danchin. A Lagrangian approach for the compressible Navier-Stokes equations. Ann. Inst. Fourier,
64(2):753–791, 2014.
[11] R. Danchin and P. Mucha. A Lagrangian approach for the incompressible Navier-Stokes equations with
variable density. Comm. Pure Appl. Math., 65(10):1458–1480, 2012.
[12] R. Danchin and P. B. a. Mucha. A critical functional framework for the inhomogeneous Navier-Stokes equa-
tions in the half-space. J. Funct. Anal., 256(3):881–927, 2009.
22 RAPHAE¨L DANCHIN, PIOTR B. MUCHA, JAN PESZEK, BARTOSZ WRO´BLEWSKI
[13] T. Do, A. Kiselev, L. Ryzhik, and C. Tan. Global regularity for the fractional Euler alignment system. Arch.
Ration. Mech. Anal., 228(1):1–37, 2018.
[14] E. Feireisl. Dynamics of viscous compressible fluids, volume 26 of Oxford Lecture Series in Mathematics and
its Applications. Oxford University Press, Oxford, 2004.
[15] S.-Y. Ha, T. Ha, and J.-H. Kim. Asymptotic dynamics for the Cucker-Smale-type model with the Rayleigh
friction. J. Phys. A, 43(31):315201, 19, 2010.
[16] S.-Y. Ha, E. Jeong, J.-H. Kang, and K. Kang. Emergence of multi-cluster configurations from attractive and
repulsive interactions. Math. Models Methods Appl. Sci., 22(8):1250013, 42, 2012.
[17] S.-Y. Ha, M.-J. Kang, C. Lattanzio, and B. Rubino. A class of interacting particle systems on the infinite
cylinder with flocking phenomena. Math. Models Methods Appl. Sci., 22(7):1250008, 25, 2012.
[18] S.-Y. Ha and J.-G. Liu. A simple proof of the Cucker-Smale flocking dynamics and mean-field limit. Commun.
Math. Sci., 7(2):297–325, 2009.
[19] S.-Y. Ha and E. Tadmor. From particle to kinetic and hydrodynamic descriptions of flocking. Kinet. Relat.
Models, 1(3):415–435, 2008.
[20] M. Hauray and P.-E. Jabin. Particle approximation of Vlasov equations with singular forces: propagation of
chaos. Ann. Sci. E´c. Norm. Supe´r. (4), 48(4):891–940, 2015.
[21] S. He and E. Tadmor. Global regularity of two-dimensional flocking hydrodynamics. C. R. Math. Acad. Sci.
Paris, 355(7):795–805, 2017.
[22] T. Hmidi and S. Keraani. Global solutions of the super-critical 2D quasi-geostrophic equation in Besov spaces.
Adv. Math., 214(2):618–638, 2007.
[23] D. Hoff. Uniqueness of weak solutions of the Navier-Stokes equations of multidimensional, compressible flow.
SIAM J. Math. Anal., 37(6):1742–1760, 2006.
[24] P.-L. Lions. Mathematical topics in fluid mechanics. Vol. 1, volume 3 of Oxford Lecture Series in Mathematics
and its Applications. The Clarendon Press Oxford University Press, New York, 1996. Incompressible models,
Oxford Science Publications.
[25] V. Loreto and L. Steels. Social dynamics: Emergence of language. Nature Physics, 3:758–760, 2007.
[26] A. Matsumura and T. Nishida. Initial-boundary value problems for the equations of motion of compressible
viscous and heat-conductive fluids. Comm. Math. Phys., 89(4):445–464, 1983.
[27] P. B. Mucha. The Cauchy problem for the compressible Navier-Stokes equations in the Lp-framework. Non-
linear Anal., 52(4):1379–1392, 2003.
[28] P. B. Mucha and J. Peszek. The Cucker-Smale equation: singular communication weight, measure-valued
solutions and weak-atomic uniqueness. Arch. Ration. Mech. Anal., 227(1):273–308, 2018.
[29] A. Novotny´ and I. Strasˇkraba. Introduction to the mathematical theory of compressible flow, volume 27 of
Oxford Lecture Series in Mathematics and its Applications. Oxford University Press, Oxford, 2004.
[30] L. Perea, P. Elosegui, and G. Gomez. Extension of the Cucker-Smale control law to space flight formations.
Journal of Guidance, Control, and Dynamics, 32(2):527–537, 2009.
[31] J. Peszek. Existence of piecewise weak solutions of a discrete Cucker–Smale’s flocking model with a singular
communication weight. J. Differential Equations, 257(8):2900–2925, 2014.
[32] J. Peszek. Discrete Cucker-Smale flocking model with a weakly singular weight. SIAM J. Math. Anal.,
47(5):3671–3686, 2015.
[33] D. Poyato and J. Soler. Euler-type equations and commutators in singular and hyperbolic limits of kinetic
Cucker-Smale models. Math. Models Methods Appl. Sci., 27(6):1089–1152, 2017.
[34] R. Sepulchre, D. Paley, and N. Leonard. Collective motion and oscillator synchronization. In Cooperative
control, volume 309 of Lect. Notes Control Inf. Sci., pages 189–205. Springer, Berlin, 2005.
[35] J. Shen. Cucker-Smale flocking under hierarchical leadership. SIAM J. Appl. Math., 68(3):694–719, 2007/08.
[36] R. Shvydkoy and E. Tadmor. Eulerian dynamics with a commutator forcing. preprint, arXiv:1612.04297v1,
2016.
[37] R. Shvydkoy and E. Tadmor. Eulerian dynamics with a commutator forcing II: flocking. Disc. and Cont.
Dyn. Sys., 37(11):5503–5520, 2017.
[38] R. Shvydkoy and E. Tadmor. Eulerian dynamics with a commutator forcing III. preprint, arXiv:1706.08246v1,
2017.
[39] L. M. Smith, A. L. Bertozzi, P. J. Brantingham, G. E. Tita, and M. Valasik. Adaptation of an ecological
territorial model to street gang spatial patterns in Los Angeles. Discrete Contin. Dyn. Syst., 32(9):3223–3244,
2012.
[40] E. Tadmor and C. Tan. Critical thresholds in flocking hydrodynamics with non-local alignment. Philos. Trans.
R. Soc. Lond. Ser. A Math. Phys. Eng. Sci., 372(2028):20130401, 22, 2014.
[41] G. Toscani, C. Brugna, and S. Demichelis. Kinetic models for the trading of goods. J. Stat. Phys., 151(3-
4):549–566, 2013.
[42] G. Wu and J. Yuan. Well-posedness of the Cauchy problem for the fractional power dissipative equation in
critical Besov spaces. J. Math. Anal. Appl., 340(2):1326–1335, 2008.
FRACTIONAL EULER ALIGNMENT SYSTEM 23
(R. Danchin) Universite´ Paris-Est, LAMA (UMR 8050), UPEMLV, UPEC, CNRS, 61 avenue du
Ge´ne´ral de Gaulle, 94010 Cre´teil Cedex, France.
E-mail address: raphael.danchin@u-pec.fr
(P.B. Mucha) Instytut Matematyki Stosowanej i Mechaniki, Uniwersytet Warszawski, ul. Ba-
nacha 2, 02-097 Warszawa, Poland.
E-mail address: p.mucha@mimuw.edu.pl
(J. Peszek) Center for Scientific Computation and Mathematical Modeling (CSCAMM) and De-
partment of Mathematics, University of Maryland, College Park, MD 20742-4015, USA
Instytut Matematyczny Polskiej Akademii Nauk, ul. S´niadeckich 8 00-656 Warszawa, Poland.
E-mail address: j.peszek@mimuw.edu.pl
(B. Wro´blewski) Instytut Matematyczny, Uniwersytet Wroc lawski, pl. Grunwaldzki 2/4, 50-384
Wroc law, Poland
