18 F-Fluorodeoxyglucose (FDG) positron emission tomography/computed tomography (PET/CT) examinations are executed for several oncological applications [1] . In most cases PET/CT studies are performed with a diagnostic intent, often interpreted using visual inspection of the images. The primary task of the observer is e.g. to identify unknown primary tumours, lymph node involvement and the assessment of distant metastasis. It has been shown that FDG PET/CT is an important tool for either up or down staging of lung cancer patients with a direct impact on patient management [2] . The uptake of FDG can be used as a prognostic factor both in the clinical setting and in trials [3] . In addition to diagnosis and staging, FDG PET/CT is used to measure treatment response. Here residual FDG uptake or changes in uptake during or after treatment are used as predictive factors [4] [5] [6] . To this end, criteria to measure FDG uptake changes and/or metabolic response have been proposed [7, 8] . Finally, PET/CT studies performed at follow-up are used to assess presence or absence of recurrence of disease. Apart from the various applications of FDG PET/CT listed above, there are many other utilities of FDG PET/CT. For example, it can be used for radiation oncology purposes [9] [10] [11] [12] , e.g. by identifying areas with high metabolic activity that may require a boost of radiation to improve treatment outcome.
In clinical practice most FDG PET/CT studies are interpreted by visual inspections. Particularly when these studies are conducted for diagnostic purposes the main objective of the reader is to identify the absence or presence of malignant lesions or residual disease [1] . Yet, there is a strong interest to use FDG PET/CT in a quantitative manner. The uptake of FDG, expressed by standardised uptake values (SUV), has been shown to be useful prognostic and predictive measures [6] . Moreover, changes in SUV can be used to measure treatment efficacy, already early within a few weeks after start of treatment and may then impact subsequent patient management [5, 13] .
In drug trials quantitative PET/CT will play an important role at various stages during the drug development procedure. At baseline FDG PET/CT is used to identify subjects eligible for the treatment and quantitative uptake measures can be used for stratification and/or to identify target lesions. During treatment changes in SUVof these target lesions can then be used to assess drug efficacy. FDG PET/CT has therefore the potential to become an important imaging biomarker in trials [13] . However, there are several criteria that must be met in order to use and approve any imaging modality as an imaging biomarker, i.e. before it can be used and is accepted as a surrogate end point in trials. Some of these important criteria are repeatability (in one patient using the same PET/CT system) and reproducibility (between patients, systems and institutions) of FDG PET/CT performance, analysis and interpretation. Along with these requirements, standardisation of acquisition and data analysis procedures is warranted to be creditable for referring physicians [14] and is demanded by authorities (such as the European Medicines Agency and the US Food and Drug Administration) before they can be approved as imaging biomarkers [15] .
From the above given overview it is clear that there may be two different sets of requirements for the quality and quantitative accuracy and precision of FDG PET/CT studies. Optimisation relates to the task at hand, which in turn relates to a figure of merit to be optimised. On the one hand there is a need to generate PET/CT data with image characteristics that are optimal for visual interpretation, i.e. the task. The figure of merit to be optimised is then 'detectability of a malignant lesion'. The latter is a combined measure of sensitivity and specificity. It is plausible that by improving spatial resolution and reducing image noise, thereby improving contrast to noise ratio, the diagnostic quality of FDG PET/CT may improve [16, 17] , provided that PET/CT readers have become familiar with the new characteristics of the PET/CT images resulting from improved technologies. On the other hand when PET/CT is to be used in a quantitative manner in a multicentre setting a different task is required. The task at hand is to derive quantitative measures, such as SUV, from the PET/CT studies in a harmonised manner. The figure of merit to be optimised relates to the accuracy and precision of SUVs across multiple institutions having different PET/CT systems [18] [19] [20] . Harmonisation in this case means that sites are able to generate SUVs with a comparable and known accuracy and precision in a manner that is feasible for all sites in a multicentre setting. The latter aim was one of the main objectives of the European Association of Nuclear Medicine guideline for quantitative FDG PET/CT imaging (EANM FDG PET/CT guideline) [18] . This philosophy also formed the basis for defining a quality control programme with harmonising performance criteria, which now runs across Europe by the EARL FDG PET/CT accreditation programme (http:// earl.eanm.org/cms/website.php).
The process of optimisation for different tasks does not necessarily converge to the same solution. In fact, with the introduction of new PET technologies, such as time-of-flight and resolution modelling during reconstruction or point spread function reconstruction, PET/CT data with higher resolution and better contrast to noise characteristics can be acquired. Often, use of these new technologies is preferred by the nuclear medicine physicians for visual assessment of the images [16, 17] . At the same time use of these new technologies may result in a wider variability (and change) of SUV across different centres [16, 19, 21] . Moreover, use of the maximum SUV (SUV max ), being the de facto standard in many studies, in combination with these new technologies may even worsen accuracy and precision [19, 22] .
Are image quality optimisations for different tasks two sides of the same coin? In other words do we have to choose between one and the other? Or can we acquire data in such a way that we can benefit from new technologies to enhance visual assessments and at the same time generate quantitative measures that are robust and reliable in a multicentre setting? This important issue is addressed in the paper by Lasnon et al. [22] in this issue of the European Journal of Nuclear Medicine and Molecular Imaging.
Lasnon et al. [22] show that by performing two reconstructions from a single PET/CT acquisition it is possible to generate two PET data sets, one optimal for visual inspection and another meeting the multicentre requirements of the EANM FDG PET/CT guideline. In fact, the authors show an excellent agreement between quantitative results for data generated without use of new technologies and those reconstructed with new technologies and including additional processing during reconstruction. This paper presents an important message, namely that we can benefit from new technologies without compromising quantitative robustness as a prerequisite for using FDG PET/CT as an imaging biomarker.
Lasnon et al. [22] performed two reconstructions to generate two separate data sets. Reconstructions today are still time consuming and often only a single reconstruction can be done during the overall time of the PET/CT acquisition. As physicians need to be able to quickly inspect PET/CT images after concluding the PET acquisition, a strategy of performing two reconstructions could potentially cause problems with workflow in a busy clinical environment. There are, however, several solutions to bypass workflow issues. One is to do the additional reconstructions offline overnight meaning that quantitative reads will be delayed by 1 day. Again this solution is not practical in routine clinical practice. However, Lasnon et al. [22] demonstrated that the only necessary step consisted of post-processing the PET images using a Gaussian filter of 7 mm full-width at halfmaximum (FWHM). This very simple post-processing step would, by itself, not take longer than a few seconds. The lack of functionality of generating a second data set by simple post-processing on their PET/CT system or display station has probably forced the authors into doing a second time-consuming reconstruction process. Therefore, it would be extremely useful if PET/CT vendors were able to implement additional post-processing functionality as part of their standard reconstruction process [19] , which would create an additional post-processed image data set. Preferably, the post-processing functionality could be automatically attached to acquisition and reconstruction protocols upon user request, after which this second data set is automatically generated following a singe image acquisition and reconstruction. The applied filter settings, along with the original reconstruction parameters, should preferably be stored in the Digital Imaging and Communications in Medicine (DICOM) header. The latter allows analysis software, observers and trial coordinators to verify that (secondary) data sets comply with required harmonised image characteristics.
Lasnon et al. [22] performed their evaluations using SUV max and the SUV based on a 50% isocontour volume of interest (SUV mean ). It is clear that use of SUV mean provides SUV recoveries closer to one, i.e. more accurate SUVs, on average when applied to PET images based on new reconstruction technologies. Yet, the relation between SUV recovery and sphere size still shows the same amount of variability as those obtained according to the EANM FDG PET/CT guideline ( Supplementary Fig. 1 in [22] ). Although use of SUV mean could be attractive, there is no (global) consensus on which volume of interest strategy to use. There are many different volume of interest methods being explored and there is a wide variability in metabolic volume and SUV performance as functions of image characteristics and volume of interest method applied [23] . Moreover, different implementations of supposedly the same method exist across different display and analysis workstations. Finally, most widely available volume of interest methods are only suitable in cases of near uniform tracer uptake. Consequently, SUV max has become the de facto standard for quantitative assessment of tracer uptake. Despite the reported upward bias in SUV max [24, 25] , which becomes even more pronounced with new PET technologies ( Supplementary  Fig. 1 in [22] ), it has some attractive features. Conceptually it may represent the most metabolically active part of the tumour, which might contain the most prognostic or predictive value. Zander et al. [6] showed that use of SUV max is a suitable predictive parameter and that it performed equally well compared to other SUVs. Moreover SUV max is uniquely defined, i.e. there is only one SUV max in each lesion. It is, in principle, observer independent provided a reasonable (manual) delineation of the tumour was made. Moreover, most display stations are able to generate SUV max data. Consequently, SUV max is the most widely used, primarily because of ease of use and feasibility of generating these data in multicentre studies.
An alternative to SUV max might be the use of the so-called peak SUV (SUV peak ) [7] . SUV peak is based on a spherical volume of interest having a volume of ∼1 ml, positioned over the lesion such to obtain the highest average value. By averaging over 1 ml volume the upward bias as a function of image noise seen with SUV max may be avoided [25] . At the same time SUV peak may be less sensitive to underlying image characteristics as the dimensions of the peak volume of interest act as a smoothing filter [25] . Use of SUV max and SUV peak in combination with the strategy described by Lasnon et al. [22] should therefore become the standard methodological approach in quantitative multicentre FDG PET/CT studies. Key aspects are [18] harmonisation of imaging procedures (patient preparation etc.), harmonisation of data analysis methods (SUV max and SUV peak ) and harmonisation of image characteristics that coexist with those needed for optimal diagnostic performance. Lasnon et al. [22] have shown that the latter can be achieved in a very simple manner.
