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Introduzione
Questo lavoro è dedicato allo studio della misura indiretta dello spettro
energetico di una sorgente di raggi X. La forma della distribuzione della
radiazione emessa, in funzione dell’energia, viene estratta dall’analisi delle
curve di attenuazione. Questo tipo di approccio è giustificato quando una
misura di tipo diretto non risulta praticabile. Per esempio, se il rate rag-
giunge livelli troppo elevati non è possibile applicare tecniche standard di
spettroscopia; la velocità dell’elettronica impone infatti un limite inferiore
alla risoluzione temporale.
La conoscenza dello spettro è importante per diversi motivi. L’inten-
sità, la distribuzione energetica e quella angolare della radiazione emessa
da una sorgente sono importanti indicazioni riguardo allo stato della sor-
gente stessa e possono essere l’unico controllo disponibile per valutarne il
corretto funzionamento. Quando si trattano sorgenti dedicate all’Imaging è
fondamentale disporre dello spettro caratteristico per poter valutare i para-
metri ottimali per la realizzazione di un’immagine. Nel caso della radiologia
diagnostica, la dose assorbita dal paziente dipende fortemente dalla qualità
della radiazione che lo colpisce.
Nel primo capitolo si trova un’introduzione ai diversi tipi di sorgente
di raggi X, l’attenzione è focalizzata sui principî fisici che governano la
produzione dei fotoni e sulle distribuzioni energetiche attese.
Nel secondo capitolo il problema viene formalizzato da un punto di
vista matematico. Ne risulta che la stima dello spettro dall’analisi di misure
di attenuazione appartiene alla classe dei problemi mal posti. I metodi
adatti alla soluzione vanno dunque cercati all’interno di questo contesto
generale. In particolare, avere a che fare con un sistema mal condizionato
significa che i metodi algebrici non possono essere applicati in modo diretto,
ma che deve essere sviluppata qualche strategia alternativa per aggirare
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2l’instabilità e l’estrema sensibilità al rumore che caratterizzano questo tipo
di problemi.
Il terzo capitolo è dedicato allo studio dei metodi di regolarizzazio-
ne che saranno poi utilizzati per analizzare le misure di attenuazione. Sono
approfonditi quattro metodi: due di tipo diretto, Tikhonov e Decomposi-
zione ai Valori Singolari Troncata, e due di tipo iterativo, il metodo EM
(Expectation-Maximization) e il metodo delle Perturbazioni.
Nel quarto capitolo i diversi algoritmi sono confrontati in termini
di comportamento asintotico e di bontà della soluzione fornita attraverso
l’analisi di una serie di misure simulate al calcolatore in modo da poter
valutare i risultati in condizioni di rumore vicine a quelle sperimentali.
Nel quinto capitolo si procede con la validazione sperimentale dei
metodi di ricostruzione. Lo studio è stato condotto impiegando come sor-
genti di raggi X due tubi radiogeni in grado di produrre fotoni nella regione
10 − 100KeV , disponibili presso i laboratori di Fisica Medica dell’Istitu-
to Nazionale di Fisica Nucleare, sezione di Pisa. Queste due sorgenti sono
state utilizzate in diverse condizioni di lavoro (kilovoltaggio, filtrazione e
corrente anodica) e di geometria di rivelazione in modo tale da riprodurre
diverse condizioni sperimentali sia per quanto riguarda la forma dello spet-
tro che per i valori del flusso incidente sui rivelatori. La misura delle curve di
trasmissione è stata fatta in due modi differenti: in conteggio di singolo fo-
tone utilizzando un rivelatore a stato solido, e con la misura dell’esposizione
con una camera a ionizzazione. Nel primo caso è stato possibile acquisire
direttamente gli spettri collegando il medesimo rivelatore ad un multica-
nale; questo ha reso possibile un confronto diretto tra i risultati ottenuti
attraverso l’analisi delle curve di trasmissione e una misura spettroscopica
standard. Nel secondo caso, utilizzando una camera a ionizzazione, i metodi
di ricostruzione sono stati verificati con un tipo di misura integrale.
Nel sesto capitolo sono valutate le prestazioni del migliore tra gli al-
goritmi studiati (Expectation-Maximization) in diversi esperimenti simulati
a partire dallo spettro di una sorgente di raggi X a Back Scattering Thom-
son. È stata considerata sia la semplice ricostruzione dello spettro che la
robustezza del metodo rispetto alla presenza di radiazione non attesa nel
fascio. In una sorgente di questo tipo il flusso istantaneo può raggiungere
valori estremamente alti (108 fotoni in un impulso da 10 ps), un approccio
indiretto alla misura dello spettro di emissione trova quindi applicazione
diretta e pienamente giustificata nella caratterizzazione di questo tipo di
sorgenti.
CAPITOLO 1
Sorgenti di raggi X
La prima osservazione di raggi X è attribuita a Röntgen (Istituto di Fisica
dell’Università di Wurzburg, Germania) nel novembre del 1895, che ottenne
l’indicazione dell’esistenza di un nuovo tipo di radiazione in grado di at-
traversare materiali opachi alla luce visibile. Osservando alcune emulsioni
fotografiche posizionate nelle vicinanze di un tubo catodico, egli si accorse
del fatto che venivano impressionate. Uno dei primi esperimenti per la ca-
ratterizzazione di questo fenomeno, da Röntgen denominato raggi X, studiò
l’assorbimento nella materia di questo tipo di radiazione. Piccoli spessori
di materiali composti da atomi leggeri (per esempio carta o legno) risul-
tavano sostanzialmente trasparenti mentre materiali pesanti (come metalli
oppure osso) proiettavano ombre più nette sulle emulsioni: la possibilità
dell’impiego di questa radiazione per scopi diagnostici fu presto intuito.
Da allora diversi tipi di sorgenti sono state sviluppate per la generazio-
ne, lo studio e l’utilizzo dei raggi X. In questo capitolo diamo una breve
panoramica sui diversi metodi che si possono utilizzare per produrre ra-
diazione X, più strettamente dal nostro punto di vista, per quali tipi di
sorgenti dobbiamo attrezzarci quando vogliamo caratterizzarle sperimental-
mente. Esistono diversi testi dedicati alle sorgenti e alla tecnologia legata
alla produzione di raggi X, la presente esposizione è basata su due testi che
riportiamo in bibliografia [19, 51].
1.1 Emissione di raggi X
I processi fondamentali con i quali possono essere prodotti i raggi X sono
sostanzialmente due: l’accelerazione di particelle cariche e il passaggio di un
3
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elettrone da un livello energetico atomico ad un altro. La luce di sincrotrone
e la radiazione di Bremsstrahlung sono esempi del primo tipo di processo
e restituiscono tipicamente uno spettro continuo. Il secondo processo si
realizza, per esempio, bombardando con elettroni un determinato materiale
oppure quando un plasma viene formato con elementi di basso numero ato-
mico; in questo caso lo spettro è composto principalmente da linee discrete.
Notiamo subito che questa è solamente una classificazione di massima: altri
fenomeni possono portare all’emissione di raggi X. Per esempio quando una
particella carica attraversa l’interfaccia tra due materiali differenti (radia-
zione di transizione) o ancora quando un fascio di particelle cariche viene
deviato per effetto di channelling (le particelle sono fatte scorrere in un ca-
nale formato dai piani di un cristallo). Noi ci concentreremo sui fenomeni
che attualmente sono sfruttati per la realizzazione di sorgenti dedicate alla
produzione di raggi X.
1.2 Sorgenti ad impatto di elettroni
Il metodo principale, anche da un punto di vista storico, per la generazione
di raggi X consiste nel bombardare un bersaglio solido (tipicamente metallo
ad alto Z) con un fascio di elettroni. L’impatto delle particelle accelerate
con il bersaglio comporta due conseguenze fondamentali: la perdita di ener-
gia degli elettroni per interazione Coulombiana con altri elettroni e nuclei
presenti nel bersaglio (Bremsstrahlung) e la rimozione di elettroni atomici
dal loro livello energetico e quindi alla conseguente emissione di fotone X
al rilassamento. La decelerazione delle particelle cariche dà origine ad uno
spettro continuo, caratterizzato da un taglio netto in lunghezza d’onda:
λmin = hc/T = 1.24/T
dove con T è indicata l’energia cinetica dell’elettrone espressa in KeV e con
λmin la lunghezza d’onda di taglio, espressa in nanometri. Emissioni a que-
sta lunghezza d’onda corrispondono all’evento (poco probabile) nel quale
l’elettrone perde tutta la sua energia cinetica in un’unica collisione. Tipica-
mente il frenamento della particella avviene attraverso numerose interazioni
che comportano emissioni distribuite in maniera continua.
Le linee caratteristiche di uno spettro vengono prodotte quando un elet-
trone proveniente da un livello energetico più alto, riempie un livello inferio-
re precedentemente liberato. Nel processo di caduta la differenza di energia
viene emessa sotto forma di radiazione X.
Vediamo ora una descrizione più dettagliata di questi processi che carat-
terizzano una sorgente ad impatto di elettroni; a questa categoria appartiene
anche il tubo radiogeno che comunemente viene utilizzato in radiografia, al
quale verrà dedicato un paragrafo alla fine di questa sezione.
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1.2.1 Bremsstrahlung
distribuzione angolare e intensità
Per quantificare l’emissione durante il processo di decelerazione si può pro-
cedere, da un punto di vista classico, nel seguente modo. Si considera un
elettrone in moto con velocità v lungo un’asse e si valutano gli effetti (in ter-
mini di cambiamento di campo) dovuti ad un’accelerazione a, diretta lungo
la direzione di moto, dopo un intervallo di tempo ∆t. La velocità cambia
della quantità ∆v, e vale la relazione a = ∆v/∆t. Il rapporto tra il campo
elettrico trasverso e quello radiale è data da:
Et
Er
= ∆vt sin θ
c∆t =
at sin θ
c
dove θ indica l’angolo tra la direzione di moto e quella radiale. Sostituendo
r = ct e Er = e/4pi0r2 si ottiene l’espressione di un impulso di campo
elettrico trasversale:
Et =
ae sin θ
4pi0c2r
.
A questa è associato un campo magnetico H di componenti:
Hz = Et0c =
ae sin θ
4picr
e Hr = Ht = 0.
L’energia irraggiata è descritta dal vettore di Poynting S:
| S |=| Et ×Hz |= c(4pi)20
(
ae
rc2
)2
sin2 θ
che descrive l’intensità I =| S |. La dipendenza dall’angolo con il sin2 θ
mostra che l’intensità è distribuita come la radiazione di dipolo.
Se si considerano anche gli effetti relativistici, nell’espressione dell’inten-
sità compare un fattore (1− β cos θ)6 al denominatore:
Irelativistica =
c
(4pi)20
(
ae
rc2
)2 sin2 θ
(1− β cos θ)6
che ha l’effetto di spingere in avanti (lungo la direzione di moto dell’elettro-
ne) i due lobi di intensità (figura: 1.2.1).
Infine, per ottenere l’intensità totale, è necessario integrare la formu-
la per l’intensità relativistica (istantanea) nel tempo necessario a fermare
l’elettrone:
Itotale =
∫ 0
v0
Irelativisticadt
dove vo indica la velocità iniziale dell’elettrone. Questo integrale si risolve
passando alla variabile di integrazione β e il risultato (Sommerfeld) è il
seguente:
Itot =
c2a
64pi20
(
e
rc2
)2 [ 1
(1− β cos θ)4 − 1
]
sin2 θ
cos θ
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distribuzione di intensità per un dipolo e un elettrone relativistico
 
 
non relativistico
beta 0.5
I
V
Figura 1.1: rappresentazione della distribuzione di intensità per radiazione di
dipolo e per un elettrone relativistico. I lobi dell’emissione vengono
piegati lungo la direzione di moto dell’elettrone. L’angolo θ è l’angolo
compreso tra i due vettori I e v.
valida per un elettrone che viene accelerato solamente lungo la sua direzione
iniziale.
In questa approssimazione si descrive bene solamente la parte più ener-
getica della radiazione continua: per un piccolo intorno del valore di taglio
dello spettro continuo (end point), cioè per valori energia del fotone circa
uguali a tutta l’energia dell’elettrone incidente, è lecito assumere che la de-
celerazione avvenga lungo la direzione originaria del moto della particella.
Un altro caso nel quale questa approssimazione è sufficiente a descrivere
la radiazione osservata riguarda le collisioni di elettroni su bersagli molto
sottili, in questa situazione è infatti ragionevole trascurare la probabilità di
collisioni multiple.
Sempre in questa approssimazione, quindi considerando elettroni che
rallentano lungo la loro direzione originaria di moto, si può ottenere la
distribuzione dell’intensità in funzione della frequenza. Con l’ipotesi che
differenti angoli di scattering siano ammessi si ricava, tramite analisi di
Fourier (Kramer), l’intensità Iν per intervallo unitario di frequenza (ν, ν +
dν):
Iνdν =
1
(4pi0)3
32pi2Z2e6nA
3
√
3c3m2ev2
dν = I0dν
dove v è la velocità dell’elettrone, n è il numero di elettroni che attraversano
una superficie unitaria al secondo e A il numero di atomi per unità di su-
perficie. Risulta quindi una distribuzione uniforme in energia (o frequenza)
con un taglio all’energia massima dell’elettrone.
Per bersagli spessi, nei quali l’elettrone viene rallentato con numerose
collisioni, si ottiene che la distribuzione di intensità, in funzione dell’energia,
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è descritta da una linea retta:
IE = CZ(Emax − E)
con C una costante caratteristica dei parametri atomici. A questo risultato
si può giungere semplicemente considerando un bersaglio spesso come la
sovrapposizioni di numerosi bersagli sottili. Un fascio di elettroni monoe-
nergetico di energia E1 che attraversano un sottile strato di materiale dà
origine ad una distribuzione uniforme con taglio ad E1. Quando il fascio di
elettroni, che ora hanno energia E2 < E1, passa attraverso il secondo stra-
to di materiale viene prodotta una distribuzione ancora uniforme, ma con
taglio ad una energia inferiore. Iterando il ragionamento fino al frenamento
completo delle particelle (En = 0), e considerando la perdita di energia in
intervalli pressoché continui, si ottiene la distribuzione di intensità riportata
in figura 1.2.1; in figura 1.2.1 è invece raffigurata la distribuzione spaziale
dell’intensità.
Ricaviamo infine l’intensità totale integrando la formula che descrive la
distribuzione dell’intensità in funzione dell’energia:
Itotale =
∫ Emax
0
CZ(Emax − E)dE = CZEmax
2
2
Figura 1.2: sono riportati gli spettri di emissione per la collisione degli elettroni
su di un bersaglio spesso, ottenuti come sovrapposizione di diversi
spettri per collisione con un bersaglio sottile. La filtrazione è calco-
lata per uno spessore di 2mm di Alluminio [19]. In alto a destra i
grafici dell’intensità relativa per intervallo energetico dei fotoni pro-
dotti per collisione di un fascio monoenergetico di elettroni con un
bersaglio sottile.
Osserviamo che la base del triangolo che rappresenta la distribuzione
di intensità è proporzionale all’energia del fascio, e questa considerazione
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vale anche per l’altezza. Segue che l’energia totale irraggiata, equivalente
all’area sottesa dalla distribuzione, è proporzionale al quadrato dell’energia
degli elettroni.
Figura 1.3: diagramma polare che mostra la variazione dell’intensità dei raggi
X con l’angolo per la collisione di elettroni su diversi bersagli. La
curva A corrisponde a elettroni da 34KeV incidenti su un sottile
foglio di Alluminio. La B e la C descrivono la distribuzione per
elettroni da 10 e 20MeV rispettivamente che incidono su un sottile
foglio di Tungsteno. La curva D è invece tipica di un tubo radiogeno
per diagnostica: bersaglio (anodo) spesso, in Tungsteno e inclinato
di 16 gradi rispetto alla normale al moto degli elettroni [19].
efficienza di conversione
L’efficienza  di questo metodo di conversione è in generale molto bassa, e
dipende in maniera lineare sia dalla differenza di potenziale utilizzata per
accelerare gli elettroni V , sia dal numero atomico del materiale di cui è
composto il bersaglio Z. Con il modello semplificato che abbiamo usato per
descrivere l’emissione di radiazione per frenamento in un bersaglio spesso,
è possibile stimare l’efficienza con la quale l’energia cinetica degli elettroni
incidenti viene trasformata in radiazione X.
Definiamo l’efficienza come:
 = potenza dei raggi Xpotenza del fascio di elettroni
= CZE
2
max
2
1
nEmax
≈ 0.92 · 10−9ZV
che risulta prossima con le misure sperimentali che forniscono la legge em-
pirica: 1.1 · 10−9ZV . Quindi materiali ad alto Z e alti voltaggi sono da
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preferire per ottenere una migliore efficienza. Tuttavia, nella pratica, i valo-
ri per  sono estremamente bassi: per valori tipici in radiografia, per esempio
considerando un anodo in Tungsteno e un voltaggio di 80 kV , l’efficienza è
solamente 6.5 · 10−3.
1.2.2 Emissioni caratteristiche
Il punto di partenza per l’emissione caratteristica è la creazione di una buca
in un livello interno dell’atomo dovuta all’impatto di un elettrone. La buca
creatasi all’impatto dell’elettrone può essere descritta attraverso gli stessi
numeri quantici di spin, momento angolare orbitale e momento angolare
totale che possedeva l’elettrone quando si trovava ancora in uno stato legato.
Alla caduta di un elettrone da uno stato occupato più alto nella buca interna
corrisponde l’emissione caratteristica di linea e la creazione di una nuova
buca in un livello più esterno.
legge di Moseley
Questa legge lega tra loro l’energia E di gruppi simili di emissioni ca-
ratteristiche di diversi elementi e mostra che la relazione tra E1/2 e Z è
lineare:
E = kRhc(Z − σ)2
dove Z è il numero atomico, K e σ sono valori costanti per una determinata
serie di linee e R è la costante di Rydberg:
R = R∞
M
M +me
con M che indica la massa del nucleo e R∞ è la costante di Rydberg per un
nucleo di massa infinita.
Dalla classificazione delle buche attraverso gli stessi numeri quantici degli
elettroni che le occupano si può mostrare come la legge di Moseley segua
da una descrizione degli stati attraverso una legge analoga a quella di Bohr:
En = −Rhc(Z/n)2 indica l’energia necessaria per creare una buca nello shell
di numero n; dunque, quando la buca salta dal livello iniziale ni a quello
finale nf , l’energia emessa sotto forma di radiazione X vale:
E = RchZ2( 1
n2i
− 1
n2f
).
intensità assolute, relative e rapporto tra emissione continua e
caratteristica
Le intensità relative di un multipletto in uno spettro di radiazione X si
possono dedurre attraverso la regola di Burger-Dorgelo-Ornstein, la quale
10 CAPITOLO 1. SORGENTI DI RAGGI X
impone che la somma delle intensità di tutte le linee di un multipletto
che appartiene al medesimo stato iniziale o finale è proporzionale al peso
statistico 2j + 1 dello stato iniziale o finale, rispettivamente. Nel nostro
caso il multipletto corrisponde ad una transizione il cui stato iniziale è
individuato dai numeri quantici principale e di momento angolare orbitale,
mentre quello finale corrisponde ad una buca che possiede differenti numeri
quantici. Per il doppietto Kα1, Kα2 si hanno j1 = 32 e j2 =
1
2 e dunque le
intensità stanno tra loro come:
Iα1
Iα2
= 2j1 + 12j2 + 1
= 2
Valore in buon accordo con le misure sperimentali che riportano valori
compresi tra 1.99 e 2.01 per il Ferro, il Rame, l’Argento e lo Zirconio.
Il rapporto tra le emissioni caratteristiche e il continuo è stato misurato
direttamente per diversi materiali , l’andamento ricavato indica che al di
sotto del voltaggio necessario per formare uno stato di buca K il rapporto è
chiaramente zero e cresce al crescere della differenza tra il voltaggio di ali-
mentazione del tubo e questo valore di soglia fino a raggiungere un massimo.
Tale limite non è un valore preciso ma può fluttuare significativamente in
dipendenza della geometria con la quale è stato realizzato il tubo.
emissione Auger
Il decadimento radiativo non è l’unico processo attraverso il quale può pro-
cedere il rilassamento una volta che è stato creato uno stato di buca. L’e-
missione di un raggio X è infatti in competizione con un altro fenomeno
detto emissione Auger. In alcuni casi si osserva che la radiazione attesa dal
rilassamento è assente o di intensità ridotta; in corrispondenza di tali casi
è invece presente un elettrone monoenergetico che possiede la differenza di
energia tra lo stato eccitato dell’atomo e quello fondamentale.
Per una buca K si definisce fluorescence yield il rapporto:
ωK =
numero di fotoni XK prodotti
numero di buche K
per un elemento di numero atomico Z abbiamo che la probabilità di deca-
dimento radiativo va con Z4 mentre la probabilità di emissione Auger è una
costante:
ωK =
Z4
Z4 + cost.
dove la costante vale 1.12 ·106. Per elementi con piccolo numero atomico
l’emissione caratteristica sarà dunque smorzata dalla forte competizione del
processo di emissione Auger.
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Z 10 20 30 50 80 100
ωK 9 · 10−3 0.12 0.41 0.85 0.97 0.99
Tabella 1.1: alcuni valori di ωK in funzione del numero atomico.
larghezza di riga
Concludiamo questa sezione con la valutazione della larghezza di riga per
il decadimento radiativo. Partendo dalla probabilità per il rilassamento di
uno shell interno (Bamberg e Richtmeyer, 1937) descritta dalla formula:
P = A+BZ4
si può applicare il Principio di Indeterminazione di Heisenberg, e osservando
che la vita dello stato ∆t = P−1, si ottiene:
∆E = h¯∆t = h¯(A+BZ
4).
Questa formula descrive bene le misure sperimentali per numeri atomici
grandi mentre per materiali a basso Z la previsione risulta meno accurata.
1.2.3 Tubo radiogeno
Come già accennato la sorgente di raggi X tipica, quella impiegata per la
diagnostica in ogni ospedale, è il tubo radiogeno. Si tratta sostanzialmente
di una sorgente ad impatto di elettroni realizzata con un tubo a vuoto nel
quale gli elettroni vengono emessi per effetto termoionico dal catodo, acce-
lerati da una differenza di potenziale (∼ 10 − 100 kV ), e fatti incidere sul
bersaglio (anodo). All’impatto si verificano le condizioni per la generazione
di radiazione attraverso i processi di Bremsstrahlung e fluorescenza. Sen-
za entrare nel dettaglio tecnico del disegno di una sorgente di questo tipo
(figura 1.2.3) riportiamo brevemente due caratteristiche fondamentali per
quanto riguarda il flusso e la qualità dei raggi X prodotti da un tubo di
questo tipo.
In primo luogo la forma dell’anodo è solitamente inclinata (∼ 13 − 16
gradi) rispetto alla normale alla direzione di moto degli elettroni, questo
sostanzialmente per ottimizzare l’emissione dei raggi X. Inoltre è chiaro
che, prima di poter essere utilizzati per qualsiasi applicazione, i raggi X
devono attraversare le pareti di vetro del tubo a vuoto ed eventualmente il
supporto per un successivo collimatore. Quando la sorgente viene usata per
diagnostica è infatti indispensabile poter modellare la sezione del fascio così
da evitare un inutile irraggiamento alle aree circostanti quella di interesse.
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Figura 1.4: disegno di un tubo radiogeno. Il catodo (2) è sulla sinistra e gli
elettroni si muovono dunque da sinistra verso destra. Negli ingran-
dimenti sono specificate la forma dell’anodo inclinato e la finestra
(14) dalla quale vengono prelevati i raggi X.
Dal punto di vista dello spettro atteso quindi va considerato che sia la
radiazione di Bremsstrahlung, sia le emissioni caratteristiche vengono fil-
trate dal vetro del tubo e da eventuali altre strutture, questa viene detta
filtrazione inerente del tubo e viene tipicamente espressa in uno spessore
equivalente di Alluminio ad una data energia. La forma dell’anodo incide
anche sulla distribuzione spaziale dei raggi X in termini di intensità, prima
di tutto, e anche di qualità. Per quanto riguarda l’intensità in figura 1.2.1
è riportato un grafico polare dell’andamento di intensità per la radiazione
emessa da un bersaglio spesso. Per quanto riguarda la qualità della radia-
zione va considerato che la radiazione che emerge dall’anodo inclinato non
è sottoposta ad una filtrazione uniforme (figura 1.5), questo comporta che
la qualità del fascio non può essere omogenea in tutto il campo di irraggia-
mento, ed in particolare è atteso uno spettro mediamente di più alta energia
per la zona che, nella sezione di figura 1.2.3 e 1.5, sta più a destra. Questo
fenomeno è noto sotto il nome di effetto tacco.
Concludiamo con una rappresentazione di uno spettro tipico per un tubo
radiogeno utilizzato per diagnostica; in figura 1.2.3 è riportata l’intensità in
funzione della lunghezza d’onda per anodo in Rame e in Molibdeno, la forma
può essere facilmente ricondotta ad uno spettro continuo di Bremsstrahlung
con la sovrapposizione delle righe dell’emissione caratteristica.
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Figura 1.5: rappresentazione schematica dell’effetto tacco. La radiazione emessa
all’estremo destro deve attraversare uno spessore maggiore di Tung-
steno rispetto a quella che emerge all’estremo sinistro del campo di
irraggiamento. Ci si aspetta quindi che la componente a più bassa
energia sia progressivamente ridotta, a mano a mano che ci si sposta
verso destra.
Figura 1.6: spettro tipico per un tubo radiogeno, alla radiazione di frenamen-
to sono sovrapposte le emissioni caratteristiche (anodi in Molibde-
no e Rame). La parte a bassa energia è attenuata dalla filtrazione
inerente.
1.3 Altri tipi di sorgenti
Riportiamo, nell’ultima sezione di questo capitolo, un breve riassunto delle
caratteristiche principali di altri due tipi di sorgenti per raggi X: il sincro-
trone e i plasmi. Infine diamo una descrizione del funzionamento di una
sorgente Back Scattering Thomson (oppure anche “Inverse Scattering”) in
quanto è proprio per questa tipologia di sorgenti che una misura indiretta
dello spettro di emissione risulta essenziale in fase di caratterizzazione.
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1.3.1 Sorgenti a radiazione di Sincrotrone
Abbiamo visto che alla base dell’emissione di radiazione X c’è l’accelera-
zione di una particella carica; quando viene applicato un campo magnetico
diretto lungo la perpendicolare alla direzione di moto di una particella cari-
ca, quest’ultima è forzata a muoversi su di una traiettoria circolare e dunque
risulta soggetta ad un accelerazione centripeta. Quando la particella si muo-
ve lentamente, cioè nel limite non relativistico, l’emissione di radiazione è
distribuita in maniera simmetrica rispetto all’asse di accelerazione, questa
simmetria viene meno con il crescere della velocità e per particelle relativisti-
che l’emissione risulta concentrata in un picco in avanti con una divergenza
angolare ∆θ ≈ γ−1 con γ = E/m0c2, il convenzionale fattore relativistico.
La potenza totale irraggiata dipende invece con la quarta potenza da γ,
questo implica che questo tipo di radiazione (luce di sincrotrone) diviene
veramente importante per alte energie e per particelle di massa piccola.
distribuzione in energia
Lo spettro di emissione dipende dal tipo di strumentazione impiegata per
l’accumulazione e l’accelerazione degli elettroni. Per le sorgenti di sincro-
trone di prima generazione, che utilizzano magneti dipolari da ∼ 1.5 Tesla,
l’emissione risulta distribuita in modo continuo su di un largo intervallo di
energie. Questo è il risultato della sovrapposizione di un grande numero di
armoniche della frequenza orbitale degli elettroni caratterizzato da un valo-
re preciso della frequenza νc (frequenza caratteristica) che divide lo spettro
in due parti uguali (a questo valore νc corrispondono chiaramente una lun-
ghezza d’onda λe e un’energia Ec). L’energia caratteristica, per un elettrone
di energia E espressa in [GeV ], in moto in un campo magnetico B espresso
in [Tesla], ha la seguente forma:
Ec = 0.665BE2.
In termini di λc si trova invece che il picco di massima emissione è centrato
in 0.7 λc e che la quasi totalità della potenza irraggiata è compresa tra
0.2λc e 10λc. Un’altra importante caratteristica della luce di sincrotrone è
la sua polarizzazione: in generale la radiazione è polarizzata ellitticamente,
fatta eccezione per il piano dell’orbita, nel quale è polarizzata linearmente
(100%).
Attualmente sono operative le cosiddette sorgenti di terza generazione
che fanno uso di dispositivi detti Wiggler e Undulator. L’idea di base è
che, forzando piccole oscillazioni trasverse rispetto alla direzione di moto
originale delle particelle cariche, la radiazione emessa viene concentrata in
uno spettro più stretto ed emessa con maggiore intensità. Lo spettro tipico
ottenuto con un Wiggler risulta sostanzialmente proporzionale a quello del
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semplice magnete, quello di un Undulator invece è dato dalla sovrapposi-
zione di numerosi picchi multipli della fondamentale. In figura 1.3.1 sono
riportati a titolo di esempio gli spettri tipici di un sincrotrone confrontati
con le emissioni di un tubo radiogeno.
1.3.2 Sorgenti a Plasma
Un plasma è uno stato della materia nel quale si verificano le condizioni per
avere coesistenza di elettroni liberi e di ioni. Si forma quando la materia
viene portata in uno stato altamente ionizzato a valori di temperatura del-
l’ordine ∼ 105 − 107K. L’emissione di corpo nero ha il massimo (legge di
Wien) in:
λpicco = 250T−1eV
e, a queste temperature, il range tipico di λpicco va da qualche nanometro
a frazioni di nanometro, siamo dunque nell’intervallo dei raggi X soft (5−
0.5nm oppure 0.25−2.5KeV ). Per esprimere la temperatura in elettronVolt
si usa la relazione
TeV = kBoltzmannTK
dove k vale 8.61735 · 10−5 eV K−1.
Per quanto riguarda la potenza totale irraggiata i plasmi possono essere
sorgenti molto intense, che raggiungono valori di ∼ 107 − 1010W . Tradotti
in numero di fotoni si raggiungono indicativamente 1012 raggi X al secondo,
emessi sull’intero angolo solido. Per diversi motivi però i plasmi non sono
particolarmente adatti all’uso come sorgenti. Anche in sorgenti a plasma
dedicate alla produzione di raggi X (Negus e Peacock, 1979), la grande
variabilità spaziale e temporale dell’emissione hanno limitato la possibilità
di utilizzare i plasmi come sorgenti dedicate, per esempio, all’Imaging.
1.3.3 Sorgenti Thomson Back Scattering
Questa nuova generazione di sorgenti (anche indicata con ICS: Inverse Comp-
ton Scattering) sfrutta la collisione tra un fascio di elettroni e pacchetti di
luce laser per ottenere impulsi brevi di radiazione X quasi-monocromatica
la cui energia di picco è regolabile.
Non entriamo nel merito dei motivi per i quali una sorgente di questo
tipo è interessante per la ricerca e le applicazioni, tuttavia elenchiamo in
maniera molto schematica alcuni esempi dei possibili campi di utilizzo:
• industria: caratterizzazione veloce di materiali
• medicina e biologia: evoluzione di strumenti per diagnosi e terapia
• medie energie (MeV ): rivelazione di materiali di interesse nucleare
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SECTION 2
transversely coherent and is longitudinally coherent within a distance described 
by Eq. (27). In the case of finite beam emittance or finite angular acceptance, the 
longitudinal coherence is reduced because of the change in wavelength with 
emission angle. In this sense, undulator radiation is partially coherent. Transverse 
and longitudinal coherence can be enhanced when necessary by the use of spatial 
and spectral filtering (i.e., by use of apertures and monochromators, respectively).
 
The references listed below provide more detail on the characteristics of 
synchrotron radiation.
Fig. 2-9.    Spectral brightness for several synchrotron radiation sources and 
conventional x-ray sources. The data for conventional x-ray tubes should be 
taken as rough estimates only, since brightness depends strongly on such 
http://xdb.lbl.gov/Section2/Sec_2-1.html (18 of 19) [2/14/2005 6:48:52 PM]
Figura 1.7: rappresentazi ne d gli spettri di emissi ne tipici per diverse sorgen-
ti di sincrotrone confrontati con un comune tubo radiogeno [47]. I
valori per i tubi convenzionali sono solamente stime indicative; l’in-
tervallo di due ordini di grandezza fa riferimento alle differenze at-
tese tra tecnologia ad anodo fisso (estremo inferiore), anodo rotante
(range intermedio) e anodo rotante con micro-focalizzazione (estremo
superiore).
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• alte energie (GeV ): collisioni γγ, fasci di positroni polarizzati.
In questa sezione discuteremo le linee generali del funzionamento di una
sorgente di questo tipo scendendo poco più a fondo nei dettagli per quanto
riguarda la sorgente ICS in costruzione ai Laboratori Nazionali di Frascati.
Anche se i metodi studiati in questo lavoro di tesi sono generali, in condizioni
sperimentali come quelle attese per la caratterizzazione di questa sorgente,
un approccio indiretto alla misura dello spettro è pienamente giustificato.
principî fisici
Vediamo brevemente i concetti che stanno alla base del funzionamento di
una sorgente ICS. Il fenomeno si può spiegare nel modo seguente: si pensi
ad un’onda piana monocromatica che incide su un elettrone libero, quest’ul-
timo viene accelerato ed emette radiazione. La direzione di emissione della
radiazione è differente da quella di propagazione dell’onda elettromagnetica
iniziale e la frequenza, nel limite non relativistico, è la medesima. In queste
condizioni la distribuzione spaziale della radiazione è sostanzialmente quel-
la di dipolo. Quando la collisione avviene tra un’onda elettromagnetica e
un elettrone relativistico si verificano due effetti: la distribuzione spaziale è
modificata dal boost di Lorentz (deformata in avanti rispetto al moto della
particella carica, figura 1.3.3) e la frequenza di emissione è spostata verso
l’alto. In figura 1.3.3 è schematizzato il principio di funzionamento di una
sorgente ICS.
Figura 1.8: A - Radiazione di dipolo da una particella non relativistica con veloci-
tà e accelerazione parallele. B - Distribuzione angolare della radiazio-
ne emessa da una particella relativistica con velocità e accelerazione
parallele. C - Radiazione di dipolo da una particella non relativi-
stica con velocità e accelerazione perpendicolari. D - Distribuzione
angolare della radiazione emessa da una particella relativistica con
velocità e accelerazione perpendicolari [27].
Indicando con θ l’angolo tra la direzione dell’elettrone e quella dell’on-
da elettromagnetica la formula che lega lo spostamento in frequenza è la
seguente:
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νscatt = 2γ2νlaser(1− cos θ) (1.1)
dove con νscatt e νlaser sono rappresentate le frequenze di picco dei fotoni
diffusi e dell’onda incidente sull’elettrone (γ = Ee/mec2, come al solito).
Figura 1.9: schema del funzionamento di una sorgente ICS. Il pattern di irraggia-
mento nel sistema di riferimento di quiete dell’elettrone è fortemente
schiacciato in avanti per effetto della trasformazione relativistica.
Valori tipici (molto indicativi) per questo tipo di sorgenti sono energie
di emissione di qualche decina di KeV , divergenza del fascio dell’ordine dei
mrad (∼ 5) e durata degli impulsi intorno ai 10 ps. Il rate di ripetizione
è molto variabile, per esempio nella sorgente ICS a BNL (Brookhaven Na-
tional Laboratory) la frequenza è inferiore all’Hertz mentre per la sorgente
in costruzione ai Laboratori Nazionali di Frascati quella attesa è intorno ai
10Hz.
Facciamo un piccolo calcolo illustrativo sulla base della formula 1.1: nella
sorgente ICS di Frascati è previsto l’uso di un laser di lunghezza d’onda
λlaser = 816nm e un’energia degli elettroni di qualche decina di MeV .
Se fissiamo questa energia a 30MeV e realizziamo una collisione frontale
(θ = pi), otteniamo che l’energia di picco dei fotoni backscatterati è di
20, 9KeV .
La sezione d’urto per il processo, σT , vale:
σT =
8pir2cl
3 ≈ 7 × 10
−25cm2 (1.2)
dove rcl = 2.82 × 10−15m è il raggio classico dell’elettrone. Il numero di
raggi X prodotti diventa allora:
NX−ray =
√
2
pi
NlaserNe
d2laser + 2d2eσT
(1.3)
1.3. ALTRI TIPI DI SORGENTI 19
avendo rappresentato il numero di elettroni con Ne e con dlaser e de il dia-
metro del fascio laser e di quello di elettroni, rispettivamente. Per ottenere
alte luminosità è dunque necessario avere a disposizione un grande numero
di fotoni (energia di circa 1 J in un breve impulso ∼ 10 ps) e molti elettroni
(alte correnti) che però siano focalizzati in un piccolo spazio.
sorgente ICS ai Laboratori Nazionali di Frascati
La sorgente ICS in costruzione ai Laboratori Nazionali di Frascati è stata
progettata per produrre raggi X di energia compresa tra 10 e 40KeV emessi
in maniera impulsata. Con la macchina a regime sono attesi 109 fotoni
al secondo, raccolti in impulsi della durata di 10 ps ad una frequenza di
ripetizione di 10Hz. Questo vuole dire che ogni impulso contiene 108 fotoni.
Per realizzare una misura spettroscopica standard (risolvere i singoli fo-
toni e misurare l’energia rilasciata nel rivelatore), dato che non esiste elet-
tronica abbastanza veloce per risolvere su una scala di tempo dell’ordine
del picosecondo, bisogna ridursi a rivelare un solo fotone per impulso. Am-
messo di voler realizzare la misura con la macchina a regime e senza alcuna
filtrazione, considerando la divergenza del fascio (∼ 5mrad) e un collimato-
re da 50µm di diametro si richiede una distanza dell’ordine del centinaio di
metri. Un tale esperimento non è chiaramente praticabile. Una misura dello
spettro ottenuta analizzando le curve di attenuazione permette di aggirare
il problema legato al flusso di fotoni in quanto le misure di attenuazione
possono essere realizzate con dei rivelatori che integrano la radiazione.
In figura 1.3.3 sono rappresentate le distribuzioni teoriche per questa
sorgente [62] ad un’energia di picco di 20KeV , si noti il grafico in scala
logaritmica dove sono evidenti la prima e la seconda armonica a 40 e 60KeV
rispettivamente.
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Figura 1.10: spettro tipico per una sorgente ICS, energia di picco 20KeV . In
scala logaritmica sono visibili la prima e la seconda armonica.
Concludiamo questo capitolo con una tabella (1.3.3) che riassume alcune
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importanti caratteristiche dei diversi tipi di sorgenti che abbiamo descritto,
per avere un parametro a cui riportarsi si consideri per esempio che, per
le applicazioni in mammografia, per realizzare un’immagine sono richiesti
circa 107 fotoni per mm2, su di un’area approssimativa di 20× 20 cm2.
Tubo RX Plasma Sincrotrone ICS
num. fotoni
s−1 ∼ 108 ∼ 1012 ∼ 1019 ∼ 109
impulso ≥ ms ∼ 10fs ≥ 50 ps ∼ 10 ps
divergenza 0.5 rad 4pi mrad ∼ µrad ∼ 5mrad
energia 1 ∼ 100KeV ≤ 102KeV ≤ 50KeV KeV −GeV
Tabella 1.2: confronto delle caratteristiche principali di alcune sorgenti di raggi
X, per il tubo RX e per il sincrotrone i valori ai fotoni al secondo
sono intesi per mm2, per mr−2 in 0.1% di bandwidth.
1.4 Misura dello spettro
Esistono diversi modi per misurare lo spettro di una sorgente di raggi X.
Sono qui riassunti i principali tipi di approccio con qualche considerazione
di tipo generale sulle condizioni sperimentali che sono richieste. La misura
dello spettro è in generale difficile da realizzare [19]; per questo motivo, lavo-
rando con i tubi radiogeni, spesso si preferisce ricorrere a dei calcoli teorici
per avere una stima della distribuzione spettrale ottenuta in determinate
condizioni operative. In questo scritto faremo più volte riferimento agli
spettri calcolate teoricamente per un tubo radiogeno con anodo in Tungste-
no (sezioni 5.1 e 5.2), la descrizione completa del metodo per la generazione
di questi spettri è contenuta in [15].
spettrometria con rivelatori a stato solido
Con un rivelatore a stato solido, per esempio un diodo, e un multicanale
è possibile misurare la distribuzione energetica dei fotoni presenti in un
fascio di radiazione. Ogni segnale generato dal rivelatore in corrispondenza
all’interazione di un fotone è processato dall’elettronica di acquisizione in
modo tale che l’impulso formato abbia, per esempio l’altezza, proporzionale
all’energia totale rilasciata nel rivelatore stesso. Raccogliendo un numero di
impulsi sufficienti e misurandone le altezze (voltaggio) si può costruire una
distribuzione di conteggi in funzione del valore della tensione di picco. A
questo punto è sufficiente una calibrazione dello strumento con delle sorgenti
note (tipicamente emissioni di riga di elementi radioattivi) per convertire la
distribuzione misurata in uno spettro energetico.
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In generale questa tecnica richiede flussi estremamente bassi: gli eventi
che corrispondono all’arrivo di un singolo fotone devono essere accurata-
mente discriminati e l’elettronica deve avere il tempo di formare i singoli
impulsi. Una risoluzione temporale di qualche centinaio di nanosecondi
(500 ∼ 600) è un buon valore per uno strumento di questo tipo; durante la
durata di questo intervallo di tempo deve verificarsi, in linea di principio,
una sola interazione nel volume sensibile del rivelatore.
Nel corso di questo lavoro di tesi sono state realizzate misure spettro-
scopiche con questa tecnica (sezione 5.3), per maggiori dettagli rispetto al
particolare strumento e al software utilizzato si faccia riferimento a [17, 59]
e all’appendice B.2.2.
spettrometria basata su diffrazione, scattering e fluorescenza
In [16] è proposto l’uso di uno spettrometro a diffrazione per la misura di
spettri mammografici (energia tipica 15 − 30KeV ). Uno spettro grezzo è
misurato facendo passare il fascio attraverso un cristallo di quarzo piegato
e rivelando i fotoni diffratti con uno schermo intensificatore accoppiato ad
una CCD. Per ottenere lo spettro finale sono necessarie due correzioni non
lineari, una che trasforma l’asse delle energie e l’altra che modifica quello
della fluenza.
Una via alternativa è quella di considerare la misura simultanea della
radiazione diffusa da un bersaglio come descritto in [49]. Nell’articolo è
riportato il metodo analitico attraverso il quale è possibile ottenere la misura
dello spettro accompagnato da una simulazione montecarlo.
Ancora, in letteratura è stata proposto un metodo di misura dello spettro
di emissione di un tubo radiogeno basata sulla rivelazione dell’intensità delle
fluorescenze di elementi puri. Lo spettro è modellizzato con tre parametri
che possono essere stimati da un set di equazioni non lineari. La descrizione
completa di questa tecnica è riportata in [48].
spettrometria da analisi di misure di attenuazione
Lo spettro di una sorgente di raggi X può essere determinato attraverso
l’analisi di misure di attenuazione. Nel corso degli anni (la prima proposta
di un’analisi di questo tipo risale al 1932, [56]) sono stati proposti numerose
tipologie di misura e diversi metodi di analisi. Il presente lavoro è dedicato
allo studio, alla valutazione e alla realizzazione sperimentale di questo tipo
di misura.

CAPITOLO 2
Formalizzazione del problema
In questo capitolo studieremo le proprietà matematiche dell’equazione che
descrive l’attenuazione di un fascio policromatico di X che attraversa uno
spessore di materiale. Sulla base di questo sarà poi possibile studiare diver-
si metodi di ricostruzione dello spettro energetico della radiazione di una
sorgente di raggi X.
2.1 Il problema
Consideriamo la misura del numero di fotoni trasmessi attraverso uno spes-
sore di materiale: per un fascio di raggi X ideale, perfettamente collimato,
il numero di fotoni trasmesso N è legato a quello dei fotoni incidenti sul
materiale N0 dall’equazione:
N (t) =
∫ ∞
0
δ(E0)N0e−µ(E)tdE = N0e−µ(E0)t (2.1)
valida per un fascio di radiazione monocromatico di energia E0, dove lo spes-
sore di un determinato materiale è indicato con t [cm] e µ [cm−1] rappresenta
il coefficiente di attenuazione lineare specifico del materiale. Quando la sor-
gente è policromatica, con distribuzione in energia rappresentata da X , la
2.1 diventa:
T (t) =
∫ ∞
0
X (E)e−µ(E)tdE (2.2)
con T è indicato il numero totale di fotoni trasmessi.
Assumiamo di conoscere µ(E), t e di avere inoltre accesso alla misu-
ra sperimentale della curva di trasmissione T (t). Possiamo, con questi
elementi, dare una stima della distribuzione X (E)?
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Storicamente, il primo approccio a questo problema [56] si basa sull’u-
tilizzo della trasformata di Laplace per calcolare un certo numero di coeffi-
cienti (3 − 4) con i quali è possibile descrivere, in prima approssimazione,
la distribuzione energetica dei fotoni. L’esperimento è organizzato, a gran-
di linee, come segue: la sorgente di radiazione X è un convenzionale tubo
radiogeno e il rivelatore impiegato è una camera a ionizzazione. Si raccoglie
un insieme discreto di misure di esposizione ottenute filtrando la radiazio-
ne con diversi spessori di Alluminio o Rame, e discretizzando lo spettro di
radiazione, ci si può ridurre ad un sistema lineare che descrive la curva di
attenuazione misurata in funzione dello spettro. Tale sistema può essere
invertito e dunque si ottengono i coefficienti dell’istogramma che descrive
la distribuzione energetica dei fotoni emessi dal tubo radiogeno (si veda
A.2). Questo sistema però funziona solamente per un numero piccolo di
coefficienti, intorno alla decina. Un’analisi di questo tipo è sufficiente per
un confronto tra due fascio di raggi X e per stabilire, per esempio, quale
abbia energia media maggiore, non è certo adatta alla caratterizzazione di
una sorgente.
In seguito sono stati proposti un grande numero di metodi per ottenere
una stima dello spettro partendo da misure di attenuazione. Si possono di-
stinguere sostanzialmente due categorie [21]: una che raccoglie tutti i lavori
nel quale il problema viene affrontato invertendo direttamente il sistema nu-
merico (inversione diretta [31, 42, 56, 57, 65], metodi iterativi e dei minimi
quadrati [8, 38, 38, 39, 44, 45, 53, 63], algebra spettrale e altri metodi di
regolarizzazione [7, 28–30, 37, 46, 58, 66]); e l’altra che contiene i metodi
che fanno uso di qualche modello parametrico (modellizzazione dello spet-
tro [11–13], modelli senza significato fisico diretto [1–6, 54]). All’interno
di quest’ultima categoria troviamo soluzioni che inseriscono le linee carat-
teristiche, eventualmente presenti nello spettro, nel modello utilizzato per
descrivere analiticamente lo spettro.
Gli studi presenti in letteratura non offrono un contesto generale all’in-
terno del quale possa essere collocato questo problema, piuttosto, presen-
tano numerosi studi dedicati all’analisi e alla soluzione di casi particolari.
In [7] il problema della ricostruzione dello spettro viene esplicitamente for-
malizzato come problema lineare inverso, risolto tramite la Decomposizione
ai Valori Singolari; tuttavia la verifica del metodo proposto, sia per quanto
riguarda le simulazioni, che per i casi sperimentali, è limitata agli spettri di
alta energia (6− 16MeV ).
Riassumiamo molto sinteticamente i punti critici che si possono racco-
gliere dai lavori presenti in letteratura:
• passando attraverso la trasformata di Laplace bisogna tenere con-
to delle difficoltà intrinseche legate all’inversione sia numerica che
analitica (p.es [8, 50])
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• per l’inversione diretta già con matrici di dimensione < 20 si incontra-
no problemi numerici dovuti essenzialmente alla rapida decrescenza a
zero degli autovalori del sistema (p.es. [29])
• la scelta di un modello parametrico dello spettro consente di ridurre
notevolmente il numero di parametri da estrarre dalle misure, tutta-
via l’efficacia di un modello nel descrivere uno spettro è strettamente
dipendente dallo spettro stesso e numerose correzioni ad hoc, sono
necessarie per rendere soddisfacente la ricostruzione (p.es. [2, 7])
• nei diversi metodi iterativi il punto critico è la scelta dell’iterazione
alla quale fermarsi, spesso questo viene risolto decidendo il numero
di iterazioni attraverso alcuni esperimenti simulati, i quali richiedono,
ancora una volta, la conoscenza dello spettro (p.es. [21, 55, 66])
• in tutti i casi nei quali un metodo di ricostruzione viene studiato attra-
verso delle simulazioni al calcolatore si verifica convergenza in assenza
di rumore nelle misure; in generale questo non è più vero quando nella
simulazione vengono inclusi gli errori, e deve essere impiegata qualche
strategia per ripristinare la convergenza (p.es. [24, 55]).
La prima parte di questo capitolo sarà dedicata allo studio dei problemi
inversi e alla collocazione del problema della stima dello spettro di radia-
zione X partendo da misure di attenuazione in questo contesto generale.
Successivamente verranno approfonditi i metodi per la risoluzione facendo
particolare attenzione a quale tipo di informazione a priori è necessaria
perché la stima della distribuzione spettrale abbia successo e come tale
conoscenza condiziona l’approssimazione che siamo in grado di ottenere.
2.2 Problema Inverso
Stabilire la direzione di un problema è una questione che da un punto di
vista matematico può sembrare arbitraria: data un’equazione si può pensare
di scambiare il ruolo dei dati e delle incognite potendo così invertire la
direzione. Da un punto di vista fisico è invece possibile distinguere tra causa
ed effetto, e questo definisce bene quale sia il senso di problema diretto: date
le cause determinare quali siano le conseguenze. Quando invece si vuole
risalire dalle conseguenze verso le cause stiamo parlando di un problema
inverso. Nel caso particolare della 2.2, noti lo spettro di radiazione X e i
coefficienti di attenuazione µ dei materiali utilizzati è possibile calcolare la
curva di attenuazione senza ambiguità, mentre risalire allo spettro che ha
dato origine a T è, in generale, più complicato.
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spazio delle immagini e spazio dei dati
Esprimeremo ora, in forma più rigorosa, il concetto di problema inverso
[60, 61]. Per convenzione l’insieme dei valori che vogliamo ricostruire è
detto spazio delle immagini e un elemento di questo insieme è indicato con
f . Il significato di immagine è qui inteso in senso più generale rispetto al
comune uso del termine. Qualsiasi set di valori che vogliamo ricostruire,
per esempio anche l’insieme dei parametri di un particolare modello, viene
indicato con immagine.
L’insieme di tutte le possibili realizzazioni sperimentali è detto spazio
dei dati e un elemento di questo spazio è indicato con g. Con g facciamo
dunque riferimento ad una quantità che sappiamo misurare. Il problema
diretto è la mappatura dello spazio delle immagini nello spazio dei dati.
Non si ha mai accesso alla misura esatta di una determinata g, quindi più
rigorosamente, il problema diretto ci porta dallo spazio delle immagini allo
spazio dei dati ideali, privi di errore. Tipicamente, è possibile muoversi in
questa direzione applicando una determinata teoria fisica. Quando facciamo
un esperimento otteniamo gexp e possiamo chiamare la differenza
d = g − gexp
errore di misura. Il problema inverso è allora quello di determinare l’imma-
gine corrispondente ad un determinato set di misure.
Notiamo già da ora che non possiamo trascurare l’errore, se non per rap-
presentare una situazione totalmente idealizzata (e utile a livello di pensiero,
non sicuramente pratico): vedremo infatti che per alcune classi di problemi
anche il solo errore di arrotondamento del calcolatore diventa discriminante
per poter ottenere o meno l’immagine cercata. Più avanti, facendo uso del-
l’Espansione ai Valori Singolari, troveremo un modo diverso per interpretare
la direzione di un problema.
Integrale di Fredholm del primo tipo
L’esempio classico di un problema inverso è l’equazione integrale di Fred-
holm del primo tipo:∫ 1
0
k(x, y)f(y)dy = g(x), 0 ≤ x ≤ 1 (2.3)
ci riconduciamo allo studio di questa equazione notando che la 2.2 può
essere vista come caso particolare di questo integrale; è infatti sufficiente
imporre X (E) = f(y), e−µ(E)t = k(x, y), T (t) = g(x) e riscalare l’intervallo
[Emin, Emax], nel quale la distribuzione di fotoni è differente da zero, a [0, 1].
In termini più astratti il problema della 2.3 si può riformulare conside-
rando un operatore compatto K : F → G, con F e G spazi di Hilbert:
Kf = g (2.4)
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dove K rappresenta il modello, g le osservazioni e f la soluzione da trovare.
Questo tipo di equazione integrale modellizza un vasto spettro di pro-
blemi inversi, per esempio la deconvoluzione legata ad un sistema di ima-
ging dove f rappresenta l’immagine quantica in ingresso al sistema, K
la point spread function dello strumento e g l’immagine ottenuta, oppure
la ricostruzione della mappa dei coefficienti di attenuazione in Tomogra-
fia Computerizzata Assiale o ancora diversi problemi legati all’analisi dei
segnali.
Ci siamo ricondotti a questa astrazione per sfruttare la matematica che
è stata sviluppata per l’analisi e la soluzione dei problemi legati a questo
tipo di equazione. Nel nostro caso particolare i dati rappresentano la curva
di attenuazione che misuriamo direttamente e l’immagine è la distribuzione
spettrale della sorgente che stiamo caratterizzando.
2.3 Problema Mal Posto
Il concetto di problema mal posto è stato introdotto da J. Hadamard [25]
ed è basato sui concetti di esistenza, unicità e stabilità della soluzione.
Secondo la sua definizione un problema è ben posto quando:
• per ogni dato la soluzione esiste
• la soluzione è unica
• la soluzione dipende in maniera continua dai dati
qualora non sia soddisfatta una di queste tre condizioni, il problema è
detto mal posto. Per trovare la soluzione è allora necessario aggiungere ai
dati qualche conoscenza a priori. Le prime due condizioni sono sostanzial-
mente equivalenti, rispetto alla 2.4, a garantire che K abbia un inverso ben
definito K−1 e che il suo dominio sia l’intero spazio dei dati. La terza è in-
vece condizione necessaria ma non sufficiente alla stabilità della soluzione.
Facendo sempre riferimento alla 2.4 è facile mostrare che la terza condizione
non è soddisfatta quando g sia nota sperimentalmente, cioè quando siamo
costretti a considerare gexp = g+d con d appunto l’errore di misura. Il pro-
blema sorge dal fatto che l’inverso di un operatore compatto non è limitato:
anche imponendo che ‖ d ‖ / ‖ g ‖ sia piccola, la soluzione trovata come
fexp = K−1gexp può risultare seriamente compromessa; se l’operatore non
è limitato vettori arbitrariamente vicini possono essere mandati in vettori
arbitrariamente lontani. Si pensi al rumore come alla definizione di una
piccola sfera attorno al punto dello spazio dei dati che corrisponde alle mi-
sure prive di errore. Se trasformiamo questo volume con un operatore non
continuo la forma sferica verrà distorta e i diversi elementi in esso contenuti
potranno risultare molto distanti.
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fattore di condizionamento
Il fattore di condizionamento, per un problema diretto (lineare), è così
definito [60]:
cond(K) =‖ K ‖‖ K−1 ‖ .
Nel caso di un problema ben posto, questo fattore controlla la propagazione
dell’errore relativo dai dati verso la soluzione; se ∆g e ∆f sono le variazioni
di g e f rispettivamente, si può scrivere:
‖ ∆f ‖
‖ f ‖ ≤ cond(K)
‖ ∆g ‖
‖ g ‖ . (2.5)
Per operatori lineari cond(K) ≥ 1 e l’uguaglianza è soddisfatta quando K
è multiplo dell’identità. L’errore relativo che si ha nella soluzione è minore
o uguale a quello presente nei dati moltiplicati per il fattore di condiziona-
mento, per questo motivo è preferibile che quest’ultimo abbia valori piccoli.
Se cond(K) non è troppo grande allora il problema è ben condizionato e la
soluzione è stabile per piccole perturbazioni nei dati. Quando questo non è
più vero allora il sistema è detto mal condizionato.
SVE
Ogni operatore compatto K possiede un sistema di valori singolari σ1 ≥
σ2 ≥ ... ≥ 0 che possono essere ordinati in ordine non crescente, ai quali
corrispondono i set di funzioni ortonormali vi(y) e ui(x), l’Espansione ai
Valori Singolari di un operatore compatto K è definita come segue:
K =
∞∑
i=1
σiui(x)vi(y). (2.6)
Possiamo ora sviluppare f e g usando le funzioni singolari sinistre e
destre:
f = ∑∞i=1〈f, vi〉vi, g = ∑∞i=1〈g, ui〉ui (2.7)
e scrivere la soluzione di norma minima a 2.4 in termini della SVE:
K†g = ∑
σi>0
〈g, ui〉
σi
vi (2.8)
e K† è detto pseudo-inverso di Moore-Penrose (inverso generalizzato). Se
vogliamo che la soluzione abbia norma finita la richiesta è:
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‖ K†g ‖2= ∑
σi>0
|〈g, ui〉|2
σi2
<∞ (2.9)
equazione nota come criterio di Picard. Questo criterio ha un analogo
nel caso discreto, che vedremo nella prossima sezione, e può essere usato
per ottenere alcune informazioni riguardo un problema mal posto. Si può
ben vedere dalla forma della 2.9 che all’avvicinarsi dei valori singolari a zero
(e sappiamo che sono in ordine non-crescente) i termini della sommatoria
rischiano sempre di più di diventare molto grandi.
SVE e informazione del sistema
Un altro modo di considerare la direzione di un problema è quello di definire
il problema diretto come quello che comporta una perdita di informazione:
si passa da una quantità fisica con un determinato contenuto di informazione
ad un’altra con un contenuto di informazione minore. Questo può essere
mostrato nel modo seguente: consideriamo le due funzioni f e g decomposte
come nella 2.7, e sostituendo nella 2.6 otteniamo:
∞∑
i=1
σiuivi
∞∑
i=1
〈f, vi〉vi =
∞∑
i=1
〈g, ui〉ui
e dato che le vi sono ortonormali:
∞∑
i=1
σi〈f, vi〉ui =
∞∑
i=1
〈g, ui〉ui
infine abbiamo che
σi〈f, vi〉 = 〈g, ui〉
allora, supponendo di conoscere lo stato iniziale con una determinata preci-
sione  finita, ovvero conosciamo tutti i coefficienti 〈f, vi〉 tali che |〈f, vi〉| >
, e dovendo valere 〈f, vi〉 → 0 per n→∞, risulta che sono noti solo un nu-
mero finito di coefficienti, dipendente da , che chiamiamo N. Per quanto
riguarda g osserviamo che il numero finale dei coefficienti 〈g, ui〉 significati-
vamente diversi da zero sarà molto minore di N, questo dovuto al pesante
smorzamento introdotto dai valori σi. Se associamo ad ogni vi un contenuto
di informazione, nel senso che maggiore è il numero di 〈f, vi〉 noti, maggiore
è la precisione con cui rappresentiamo f , vediamo allora che l’effetto dell’o-
peratore è quello di schiacciare parte dell’informazione fino a mescolarla con
il rumore. Fin qui abbiamo considerato il problema diretto. Quello inver-
so è determinare f conoscendo g, per quello che abbiamo appena visto, se
ammettiamo di conoscere g con una certa precisione sarà allora difficile (o
anche impossibile) ottenere f con la stessa precisione a causa della naturale
perdita di informazione legata all’evoluzione del sistema.
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Tornando al problema della stima dello spettro, la precisione con cui
conosciamo la curva di attenuazione T diventa quindi un punto chiave per
poter ricostruire la distribuzione spettrale X .
Sulla base di queste considerazioni possiamo distinguere due classi di
problemi mal posti [25]:
• La 2.4 rappresenta un problema mediamente mal posto se i valori
singolari di K tendono a zero al più con velocità polinomiale, cioè
esistono M e c tali che σn ≥Mn−c per ogni n.
• La 2.4 rappresenta un problema seriamente mal posto se i valori
singolari di K tendono a zero con velocità maggiore che polinomiale,
cioè per ogni M e c si ha σn ≤Mn−c per n abbastanza grande.
2.3.1 Operatore regolarizzato
Per come abbiamo definito gexp, considerandola come composta di una parte
esatta g e di una sovrapposizione di rumore d, possiamo riscrivere la 2.9
come:
‖ K†gexp ‖2=
∑
σi>0
|〈g, ui〉+ 〈d, ui〉|2
σi2
<∞ (2.10)
a questo punto si vede che anche una piccola perturbazione nel lato de-
stro comporta, dovuto alla decrescenza dei valori singolari, un problema di
stabilità. Gli effetti del rumore si possono quindi riassumere, attraverso il
criterio di Picard, nel fatto che la soluzione ottenuta attraverso l’inverso ge-
neralizzato K† non è garantita avere norma finita, e dunque potrebbe essere
una soluzione che non soddisfa all’elementare vincolo fisico di rappresentare
uno stato con un contenuto di energia finito.
Tornando a gexp il criterio di Picard può essere riletto come una condi-
zione sulla smoothness delle misure sperimentali: le componenti rispetto al
set di funzioni singolari ui devono tendere a zero più velocemente di quanto
non tendano a zero i valori singolari σi. A questo punto è chiaro che, quanto
più velocemente i valori singolari σi si avvicinano a zero, tanto più saranno
amplificate, in fase di ricostruzione, le componenti di rumore corrispondenti
all’indice i. Per stabilizzare la soluzione si può procedere essenzialmente in
due modi:
• possiamo limitare la ricerca ad un sottospazio che sappiamo contenere
le soluzione buona (metodi di proiezione)
• trasformare il problema in uno di ottimizzazione definendo delle con-
dizioni sulla soluzione che abbiano un determinato significato (metodi
di penalità)
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Per esempio si può imporre:
minf‖ Kf − gexp ‖2 + λ2‖ f ‖2 (2.11)
con λ moltiplicatore di Lagrange relativo ad una soglia, α tale che ‖ f ‖2 ≤
α. In questo caso si cerca di trovare un buon compromesso tra una buona
ricostruzione della gexp che abbiamo misurato e tra la dimensione di f . L’
equazione 2.11 è nota come problema di Tikhonov [25].
Definiamo ora il concetto di operatore regolarizzato. Sia assegnato K :
F → G operatore continuo tra gli spazi di Hilbert F e G e sia fissato
α(d, gexp) ∈ [0,∞]. Consideriamo l’operatore continuo:
Rα : G → F (2.12)
la famiglia di operatori {Rα} è detta operatore regolarizzato per K†, e vale
lim
d→0
sup {‖ Rαgexp −K†g ‖} = 0 con gexp ∈ G, ‖ gexp − g ‖≤ d
e ancora, se il metodo per la scelta del parametro α funziona bene abbiamo:
lim
d→0
sup {α(d, gexp)} = 0 con g ∈ G, ‖ gexp − g ‖≤ d.
La coppia (Rα, α) definisce un metodo di regolarizzazione, è chiaro
quindi che assieme alla definizione di un operatore regolarizzato, per essere
completi, dobbiamo fornire anche un metodo per la scelta del parametro
di regolarizzazione α. Vedremo più avanti che il comportamento dell’ope-
ratore Rα al variare del parametro di regolarizzazione sarà un importante
strumento di studio per mettere in evidenza le proprietà di un dato meto-
do di regolarizzazione. Notiamo infine che la scelta del parametro richiede
una conoscenza del rumore associato alla nostra misura gexp, questo è un
punto importante perché si può dimostrare [25] che non è possibile fornire
un metodo di scelta per α che non tenga conto del rumore e che allo stesso
tempo porti ad un operatore regolarizzato convergente. Spesso conosciamo
il processo e gli strumenti di misura abbastanza bene da poter descrivere
(in maniera statistica) il rumore presente nelle misure, o quantomeno da
poterne dare una stima del livello complessivo. Qualora non ci fosse alcuna
conoscenza sulle fluttuazioni presenti nelle misure la definizione di operatore
regolarizzato non può essere applicata in maniera rigorosa. Tuttavia que-
sto non implica che non si possano ottenere in alcun modo approssimazioni
soddisfacenti della soluzione cercata.
La nostra regola d’oro per la risoluzione di un problema che sappiamo
essere mal posto sarà quindi di cercare soluzioni approssimate facendo in
modo che rimangano soddisfatte un certo numero di condizioni che possiamo
imporre conoscendo la fisica che governa il fenomeno che stiamo studiando.
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2.4 Problema Mal Posto nel caso discreto
Spesso accade, e il nostro caso non fa eccezione, che non si possa formalizza-
re analiticamente il problema da risolvere. Occorre dunque una procedura
per discretizzare i diversi elementi che compongono il problema per poter-
lo poi risolvere da un punto di vista numerico. Concretamente vuole dire
che f e g diventano vettori di dimensione finita, e che l’operatore K vie-
ne rappresentato da un operatore discreto, nel nostro caso da una matrice.
Rimandiamo all’appendice matematica A.1 per i dettagli circa la discretiz-
zazione di un sistema continuo, qui assumeremo che il problema della 2.2,
nella sua versione discreta, viene così rappresentato:
T = AX (2.13)
dove A ∈ IRm×n, T ∈ IRm e X ∈ IRn. La discretizzazione è una pro-
iezione dal dominio del continuo sopra uno spazio a dimensione finita, e
chiaramente la scelta del sottospazio sopra il quale proiettiamo e il passo
di campionamento influiscono sulle proprietà matematiche del sistema che
otteniamo.
Per quanto riguarda il metodo di proiezione, nel nostro caso la scelta è
diretta: sono infatti le misure sperimentali a definire chiaramente un buon
sottospazio e l’impiego di un metodo di quadratura (Appendice A.1) viene
dunque naturale.
2.4.1 SVD
Nella formulazione continua del problema abbiamo visto che tramite la SVE
si arriva a definire il criterio di Picard (2.10) che rende esplicita la difficoltà
collegata con un problema mal posto; nel caso discreto, in maniera analo-
ga, troviamo che la Decomposizione ai Valori Singolari (SVD) consente di
definire il criterio di Picard discreto.
Data A ∈ IRm×n con m ≤ n, la sua Decomposizione ai Valori Singolari
[23] è definita come segue:
A = UΣV t (2.14)
(2.15)
con U ∈ IRm×m, Σ ∈ IRm×n e V ∈ IRn×n. Le matrici U e V contengono
rispettivamente i vettori singolari sinistri e destri, e soddisfano UU t = I e
V V t = I (sono ortogonali con colonne ortonormali). In particolare la forma
di Σ è la seguente:
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Σ =

σ1
. . .
σn
0 · · · 0
... . . . 0
0 · · · 0

con i valori σi ordinati in ordine non crescente: σ1 ≥ σ2 ≥ · · · ≥ σn ≥ 0. Se
m < n la Decomposizione ai Valori Singolari si definisce in modo analogo
per la matrice At.
Nel caso discreto dunque, se prendiamo in considerazione una misura
sperimentale (affetta da rumore) della curva di trasmissione Texp = T +
e, riscrivendola in termini dei vettori delle basi che compongono U e V
abbiamo:
A =
n∑
i=1
σiuiv
t
i (2.16)
X =
n∑
i=1
(vtiX)vi
Texp =
n∑
i=1
(utiTexp)ui.
Se esprimiamo la soluzione ai minimi quadrati di norma minima in ter-
mini di A† otteniamo il criterio di Picard nella sua formulazione discreta:
A†Texp =
r∑
i=1
utiTexp
σi
vi =
r∑
i=1
(
utiT
σi
vi +
utie
σi
vi
)
(2.17)
con r rango numerico della matrice, infatti i valori singolari con indice n > r
sono nulli. Quando la matrice A è quadrata ed ha rango massimo A† = A−1,
in tal caso l’inversa è ben definita.
Notiamo che per poter calcolare una soluzione sensata ad un problema
discreto mal posto si richiede che le |utiTexp| decrescano, almeno in media,
più velocemente dei valori singolari.
La SVD ci consente inoltre di definire il numero di condizionamento di
una matrice [23], che riassume le proprietà di un sistema lineare in maniera
analoga a quanto espresso dal fattore di condizionamento nei confronti di
un operatore:
condA = max {σi}min {σi} . (2.18)
Dalla 2.17 si può vedere che è il rumore a causare l’instabilità della so-
luzione calcolata: le componenti di T soddisfano infatti il criterio di Picard
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(|utiT | decrescono più velocemente rispetto ai valori singolari) mentre non è
detto che questo sia vero per ogni tipo di rumore. D’altra parte possiamo
dire che, fissato un livello di rumore nella misura (per esempio dai limiti
della strumentazione), più rapidamente si annullano i valori singolari, più
le componenti del rumore corrispondenti a indici i elevati verranno ampli-
ficate, e ci ricolleghiamo alla definizione data in precedenza di problema
mediamente e seriamente mal posto.
2.5 Esempi
Concludiamo questa prima sezione con due esempi espliciti così da concre-
tizzare quanto scritto finora.
2.5.1 Un esempio analitico
Riportiamo un esempio analitico [8] che mostra come la ricostruzione dello
spettro in termini dell’inversione della trasformata di Laplace non risulti
accettabile. Facendo riferimento all’appendice A.2 per i dettagli del calcolo
che permette di ricondurre la stima dello spettro all’inversione della trasfor-
mata di Laplace, mostriamo come due curve di attenuazione molto vicine
tra di loro da un punto di vista numerico portino a due soluzioni molto
diverse. Supponiamo che la curva di attenuazione sia così definita:
T (t) =
{
U(e−bt − e−at)/t per t > 0
(a− b)U per t = 0

a = µ(20KeV )
b = µ(30KeV )
U = (a− b)−1
e che sia stata misurata per diversi valori di t. Assumiamo che la curva di
attenuazione sia stata fittata con la seguente funzione:
Tfit(t) =
{
T (t)/(1 + (ct)2) c = (a− b)/(6pi)
A queste due funzioni corrispondono le seguenti Φ:
Φ(µ) =
{
U per a ≥ µ ≥ b
0 altrimenti
Φfit(µ) =
 2Usin2
(
µ−b
2c
)
per a ≥ µ ≥ b
0 altrimenti
per ottenere le corrispondenti X e Xfit le rispettive Φ andrebbero molti-
plicate per (dE
dµ
)−1, tuttavia dalla figura 2.5.1 è chiaro che, anche dopo la
trasformazione, i risultati saranno molto distanti tra loro.
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Figura 2.1: ricostruzione dello spettro tramite inversione analitica della trasfor-
mata di Laplace. Le curve di attenuazione sono pressoché indistin-
guibili fino a valori di trasmissione molto piccoli ∼ 10−5 (10−3 è
un limite verosimile sperimentalmente), tuttavia gli spettri ottenu-
ti differiscono in maniera evidente. Gli spettri sono in unità di
[Roentgen][cm]3[ev] perché abbiamo considerato la trasformazione
necessaria per passare dalla 2.2 alla trasformata di Laplace, come
riportato in A.2
2.5.2 Un esempio numerico
L’esempio analitico precedente, anche se mette in chiara luce le difficoltà
legate all’inversione della trasformata di Laplace, può sembrare un poco
artificiale. Per questo riportiamo un esempio numerico di una situazione
sperimentale ordinaria.
Vogliamo ricostruire uno spettro di raggi X generato per sola radiazio-
ne di frenamento di elettroni accelerati con una differenza di potenziale di
80 kV e assumendo una filtrazione inerente di 1 cm di Al. Misuriamo T
attraverso N = 100 spessori di alluminio e cerchiamo di ricostruire X inver-
tendo direttamente la matrice A. Abbiamo quindi T,X ∈ IRN e A ∈ IRN×N.
Il coefficiente di attenuazione dell’Alluminio presenta un K-edge vicino alle
energie di 1.4KeV , data la filtrazione inerente possiamo tranquillamente as-
sumere che l’intervallo di energia nel quale abbiamo radiazione percettibile
sia 2− 100KeV (alternativamente 2− 80KeV se conosciamo anche l’ener-
gia massima dei fotoni). Il coefficiente di attenuazione è allora una funzione
monotonica decrescente dell’energia: le N colonne di A sono, in linea di
principio, linearmente indipendenti, cioè A può essere invertita. Proviamo
a calcolare X utilizzando semplicemente X = A−1T senza perturbare T ,
cioè assumendo che un’eventuale misura avrebbe un errore associato infe-
riore alla precisione di macchina ∼ 10−14. In figura 2.5.2 sono riportati lo
spettro originale e quello ricostruito (si noti la scala: il rumore è circa due
ordini di grandezza più ampio del segnale).
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Figura 2.2: ricostruzione di uno spettro di radiazione di frenamento per inver-
sione numerica diretta della matrice A, T è assunta priva di errore:
sono presenti solamente gli errori di arrotondamento.
Il risultato ottenuto chiaramente non è sensato. Sempre a titolo di esem-
pio vogliamo calcolare la Decomposizione ai Valori Singolari di A e in figura
2.5.2 ne riportiamo un grafico.
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Figura 2.3: Decomposizione ai Valori Singolari e Plot di Picard [35] per la matri-
ce A con T calcolata come AX (roundoff noise). Nel Plot di Picard
sono riportati gli elementi del rapporto che compare nella sommato-
ria nell’equazione 2.17: per avere convergenza deve essere verificato
|utiT | < |σi|. Nel grafico del rapporto tra queste due quantità evi-
denzia l’indice i al quale la condizione non è più soddisfatta (si veda
anche più avanti 3.2.1).
Notiamo che i valori decrescono assai rapidamente ed intorno a i = 30 si
schiantano contro la precisione di macchina. Questo vuole dire che il rango
numerico di A è circa 30. Per inciso facciamo notare che data la stabilità
e la robustezza degli algoritmi per il calcolo dei valori singolari, la SVD è
il metodo di scelta di molti programmi commerciali per il calcolo del rango
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numerico; cioè se chiediamo, per esempio a Matlab, il rango di una matrice
∈ IRn×n dapprima vengono calcolati i valori singolari e successivamente
si contano gli i per i quali σi > 10−14. Anche se ci si poteva aspettare
che la matrice A di questo esperimento avesse rango massimo, in realtà il
pessimo condizionamento di questo sistema lineare (cond(A) = 1.4 × 1021)
si ripercuote in una riduzione importante del rango numerico di A.

CAPITOLO 3
Metodi di regolarizzazione
Nel capitolo precedente abbiamo introdotto i concetti di problema inverso
e problema mal posto, di operatore regolarizzato e fornito le definizioni di
Decomposizione ai Valori Singolari e di criterio di Picard. Con questi stru-
menti possiamo procedere con lo studio di alcuni metodi di regolarizzazione,
argomento principale di questo capitolo.
3.1 Metodi Diretti
Presentiamo due tra i metodi più diffusi per la regolarizzazione di un pro-
blema mal posto, in letteratura troviamo diversi lavori [24, 26, 64] che ap-
plicano direttamente questi metodi per risolvere numericamente il sistema
2.13 e dunque avere una stima dello spettro di radiazione di una sorgente a
raggi X partendo dalla misura della curva di attenuazione.
3.1.1 TSVD
Consideriamo la Decomposizione ai Valori Singolari (SVD) di cui abbiamo
dato una definizione in 2.14. Una volta messo in luce che il punto critico
per l’inversione sono i valori singolari accumulati vicino allo zero è naturale,
per limitare gli effetti della propagazione del rumore, decidere di troncare la
sommatoria 2.17 ad un certo indice k < r. Definiamo soluzione regolarizzata
tramite TSVD (Decomposizione ai Valori Singolari Troncata) come [23]:
Xk =
k∑
i=1
utiTexp
σi
vi (3.1)
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stiamo allora proiettando la soluzione sul sottospazio determinato da span{v1, v2, ..., vk},
ovvero sulla parte che risulta essere meno contaminata dal rumore. Chiara-
mente il punto cruciale riguarda il sottospazio selezionato, ed in particolare,
se quest’ultimo contiene o meno una approssimazione soddisfacente della
soluzione che vogliamo ottenere.
Inoltre dobbiamo fornire un metodo per decidere quando fermarsi nella
sommatoria della parte destra di 3.1, in questo caso è proprio l’indice k
a svolgere la funzione di parametro di regolarizzazione. Esistono diverse
metodologie che permettono di scegliere questo parametro, sia per i casi
generali in cui si debba trattare con un operatore regolarizzato Rα, sia
per il caso particolare della TSVD. In questo capitolo dedicheremo una
sezione alla scelta del parametro di regolarizzazione, e dunque rimandiamo
più avanti per questa decisione.
3.1.2 Tikhonov
L’idea alla base dell’approccio di Tikhonov è di cercare quelle soluzioni
che minimizzano il residuo, imponendo contemporaneamente un limite sulla
norma della soluzione. Questa idea si può formulare così:
Xλ = argminX
{
‖ Texp − AX ‖22 +λ2 ‖ X ‖22
}
(3.2)
con λ ∈ [0,∞] parametro di regolarizzazione.
Tutto ora dipende dalla scelta di λ: all’aumentare del suo valore stiamo
aumentando la quantità di regolarizzazione sulla soluzione, ovvero nel com-
promesso, diamo maggiore importanza alla limitatezza della norma piutto-
sto che alla fedele riproduzione delle misure. Per valori piccoli di λ l’am-
montare di regolarizzazione nella soluzione è minimo, e infatti ci aspettiamo
che per misure libere da rumore la scelta ottimale sia λ = 0.
Esistono altre due formulazioni equivalenti al problema ti Tikhonov
espresso nella 3.2 che sono utili per un calcolo diretto della soluzione. La
prima si ottiene accorpando le due norme:
min
∥∥∥∥∥
(
A
λ
)
X −
(
Texp
0
)∥∥∥∥∥
e l’altra è il risultato della ricerca del minimo per derivazione:
(AtA+ λ2I)X = AtTexp.
Quando λ = 0 il problema si riduce al sistema di equazioni normali
associato con il problema ai minimi quadrati, per valori crescenti (λ ≥ 0)
invece il contributo dell’identità (che in questo caso serve a controllare la
norma), viene pesato sempre di più.
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3.1.3 Fattori di filtro
Si può mostrare che la regolarizzazione nel senso di Tikhonov ha una for-
mulazione equivalente in termini della Decomposizione ai Valori Singolari,
la soluzione regolarizzata si può esprimere infatti come una sommatoria
filtrata (e non troncata) di vettori singolari.
Scriviamo AtA e AtTexp espandendole in una sommatoria di vettori
singolari destri :
AtA = ∑ni=1 σi2vivti AtTexp = ∑ni=1 σi(utiTexp)vi
e riscriviamo la soluzione al problema di Tikhonov in questo modo:
Xλ = (AtA+ λ2I)
−1
AtTexp
=
n∑
i=1
vi(σi−2 + λ−2)vtiσi(utiTexp)vi
=
n∑
i=1
σi
2
σi2 + λ2
utiTexp
σi
vi (3.3)
e tornando alla soluzione in funzione dei valori singolari si ricava:
Xw =
n∑
i=1
wi
utiTexp
σi
vi (3.4)
con wi che indicano appunto i fattori di filtro che, per TSVD e Tikhonv
rispettivamente, assumono i seguenti valori:
wi =
{
1 per i ≤ k
0 altrimenti e wi =
σi
2
σi2 + λ2
(3.5)
i wi sono vicini all’unità per i valori singolari più grandi (quelli con indice
più basso) mentre sono vicini allo zero per i valori singolari piccoli.
3.1.4 Regolarizzazione in forma generale
Fino a questo punto abbiamo considerato la limitatezza della norma come
condizione da aggiungere al problema per ottenere un risultato significativo.
Questo può essere esteso ad una arbitraria misura che descriviamo attraverso
una matrice L, la soluzione regolarizzata diventa allora:
XL,λ = argminX
{
‖ Texp − AX ‖22 +λ2 ‖ LX ‖22
}
. (3.6)
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Per L uguale all’identità ci riconduciamo al caso precedente, detto pro-
blema in forma standard, quando L è diversa il problema è detto in forma
generale. Se stiamo cercando una soluzione che sappiamo variare lentamente
possiamo per esempio sostituire l’identità con un’approssimazione discreta
dell’operatore di derivazione. La Decomposizione ai Valori Singolari si può
generalizzare a questo problema (GSVD) ed inoltre possono essere applicate
norme differenti da quella L2. Immaginiamo di avere errori di misura che
non sono distribuiti in maniera normale, allora la scelta di fare un fit dei
minimi quadrati non è una scelta ottima in quanto il risultato sarà eccessi-
vamente sensibile alle misure che deviano in maniera anomala dal modello
(outliers). L’impiego, per esempio, della norma L1 può portare ad una stima
più robusta della soluzione.
3.2 Il parametro di regolarizzazione
Come abbiamo già puntualizzato, nella definizione di operatore regolariz-
zato è esplicita la richiesta di un metodo per determinare il parametro di
regolarizzazione α. Un metodo completo, e in questo senso utilizzabile, deve
fornire sia la definizione di operatore che un criterio per la scelta del pa-
rametro. Da quest’ultimo dipende in maniera essenziale l’approssimazione
alla soluzione del problema che l’operatore può fornire.
In generale non possiamo, ovviamente, assumere di conoscere la solu-
zione esatta X del problema, in fase di studio però faremo uso di questa
conoscenza così da poter controllare le proprietà di convergenza di un deter-
minato metodo. Conoscendo la soluzione esatta possiamo infatti valutare
una certa figura di merito dell’operatore studiato. Nel nostro caso, dato che
siamo interessati a ricostruire la forma della distribuzione spettrale, una
buona figura di merito può essere la distanza L2 tra la soluzione esatta e
le diverse approssimazioni che otteniamo in funzione del parametro di re-
golarizzazione. In questo modo possiamo valutare dove vanno a collocarsi
le soluzioni ottenute rispetto alla migliore approssimazione contenuta nello
spazio delle soluzioni esplorato dal metodo studiato. Se in questo spazio
si trova un’approssimazione soddisfacente, possiamo anche controllare se la
scelta del parametro di regolarizzazione risulta ottimale oppure deve essere
migliorata.
Nella pratica possediamo le seguenti informazioni: il modello discretiz-
zato A, la misura affetta da rumore Texp di un certo numero di campioni
di T e, preferibilmente, conosciamo anche una stima del livello di rumore
presente nella misura. Questo ultimo aspetto è un punto importante che
porta a dividere naturalmente i metodi per la scelta del parametro in due
famiglie: da una parte i metodi che fanno uso della stima sul livello del
rumore, dall’altra quelli che ne fanno a meno.
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semiconvergenza
Strettamente legato al concetto di parametro di regolarizzazione è quello
di semiconvergenza. Si tratta sostanzialmente di esplicitare quanto è con-
tenuto nella definizione di operatore regolarizzato: abbiamo visto che in
generale il parametro α(d, gexp) dipende appunto dal livello di rumore e
dalla misura che abbiamo fatto, quello che ci si aspetta da un operatore
regolarizzato è quindi convergenza quando le misure non sono affette da
alcun rumore: α → 0 quando d → 0. In altre parole non abbiamo biso-
gno di imporre alcuna condizione aggiuntiva per ottenere una soluzione che
approssima con precisione piccola a piacere la soluzione esatta. Quando in-
vece abbiamo d > 0, per un determinato intervallo di valori di (0, αottimo) la
soluzione approssimata risulta sempre più vicina (p.es rispetto alla misura
L2) a quella esatta e successivamente (αottimo,∞) si verifica un progressi-
vo allontanamento da quest’ultima. Quando il parametro è vicino a zero,
l’approssimazione ottenuta è scarsa a causa della propagazione del rumore,
quando invece il parametro ha valori grandi stiamo pesando la condizione
imposta sulla soluzione in maniera eccessiva. Se stiamo per esempio im-
ponendo condizioni di continuità sulla soluzione, in presenza di eccessiva
regolarizzazione, andremo via via a perdere i dettagli della soluzione che
avremmo potuto recuperare con una scelta migliore del parametro.
Compito del metodo per la scelta del parametro di regolarizzazione è
quello di restituire un valore per α che cada vicino a quello αottimo che
possiamo valutare solamente quando conosciamo la soluzione esatta.
3.2.1 Plot di Picard
Nel secondo capitolo è stato presentato il plot di Picard per l’esempio nu-
merico attraverso il quale sono state messe in luce le difficoltà legate al-
l’inversione del sistema che stiamo studiando. Riportiamo per semplicità il
criterio di Picard:
A†Texp =
r∑
i=1
utiTexp
σi
vi (3.7)
e il plot di picard per la situazione in cui è presente solamente il rumore
dovuto all’arrotondamento (la medesima dell’esempio riportato in 2.5.2) e
per la stessa simulazione, avendo però aggiunto alla curva di trasmissione
calcolata una perturbazione dell’ordine di un punto percentuale sulle misu-
re (figura 3.2.1). Si può vedere che la condizione sull’andamento a zero dei
valori singolari, che deve essere più lento di quello dei coefficienti |utiTexp|, è
soddisfatta solamente per i primi valori dell’indice i. A questi indici corri-
spondono le componenti che si possono utilizzare per la ricostruzione della
soluzione approssimata in quanto non risultano compromesse dalla propa-
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gazione del rumore. Chiaramente, al crescere del livello di rumore presente
nella misura, decresce il numero di valori singolari che soddisfano il criterio.
Quando la condizione non è più soddisfatta si nota il passaggio del rap-
porto tra |utiTexp| e σi che passa ad un valore maggiore dell’unità. Da un’ana-
lisi visiva di questo grafico si può quindi stimare l’indice k al quale troncare
la sommatoria per la TSVD, ed in questo senso abbiamo un criterio per la
scelta del parametro di regolarizzazione.
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Figura 3.1: plot di Picard per l’esempio numerico riportato in 2.5.2. A sinistra, il
caso in cui è presente il solo errore di arrotondamento, vediamo che la
condizione di Picard è soddisfatta per i valori singolari con indice mi-
nore di circa 30, nella ricostruzione le componenti che corrispondono
a valori maggiori di questo indice saranno compromesse dalla propa-
gazione del rumore; l’inversione nell’andamento dei valori singolari
rispetto ai coefficienti |utiTexp|avviene quando i σi raggiungono la pre-
cisione di macchina. Quando è presente un rumore aggiuntivo delle
misure (in questo dell’ordine di un punto percentuale sulla misure),
l’inversione avviene ad un indice più basso. Le componenti vengono
contaminate prima dal rumore e quelle utili per la ricostruzione sono
solamente una decina.
3.2.2 Principio di Discrepanza
Questo è un criterio assai diffuso per la scelta del parametro di regolarizza-
zione ed è basato sulla semplice considerazione che non si può sperare che il
residuo sia più piccolo dell’errore presente nelle misure in ingresso. In altri
termini, non possiamo aspettarci che la curva di trasmissione ricostruita con
la soluzione approssimata sia più vicina alle misure della quantità stabilita
dal rumore nella misura stessa.
Il principio, che chiaramente fa uso della conoscenza del livello di rumore
nelle misure, si formalizza nel seguente modo:
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‖ Tmeas − AXα ‖2 = d (3.8)
con d(α) ≤‖ e ‖2 limite superiore al contributo del rumore nella misura
(ricordiamo che Texp = T + e con e che rappresenta l’errore di misura).
Si può mostrare che il valore di α è una funzione crescente di d [10];
dunque se sovrastimiamo l’errore otteniamo un valore di α più grande di
quello ottimale, e dunque nell’approssimazione ottenuta sarà contenuto un
eccesso di regolarizzazione, d’altra parte una sottostima del valore di soglia
può portare l’algoritmo a restituire una soluzione ormai compromessa dal
rumore.
3.2.3 GCV
Il metodo GCV (Generalized Cross Validation) è una procedura di natura
statistica che permette di stimare il parametro di regolarizzazione senza la
necessità di possedere una conoscenza esplicita del livello di rumore. La
filosofia è quella di lasciare ai dati stessi il compito di scegliere un buon
valore del parametro di regolarizzazione attraverso la richiesta che il valore
prescelto sia in grado di predire dati mancanti nelle misure. Una importante
proprietà della GCV è la capacità di minimizzare il cosiddetto predictive
mean square error, ovvero ‖ T − AXα ‖, dove con T = AXesatto abbiamo
indicato la curva di trasmissione priva di errore, che, ovviamente, non è
nota. La funzione da minimizzare é la seguente [10]:
G(α) = ‖ Tmeas − AXα ‖2
traccia(I − AAinv)2 (3.9)
dove Ainv indica una qualche inversione regolarizzata di A. Questa defi-
nizione è quindi direttamente applicabile quando abbiamo accesso diretto
all’inverso regolarizzato; in tutti quei metodi che non calcolano esplicitamen-
te l’inversa durante il processo di regolarizzazione l’applicazione di questo
metodo sarà necessariamente più complicata.
3.2.4 L-curve
Questo metodo cerca di trovare il miglior compromesso tra il residuo e
una determinata misura Ω della soluzione ottenuta. Da un grafico in scala
bilogaritmica si nota che la curva, descritta in generale dai punti
(log(‖ Texp − AXα ‖), log Ω(Xα))
presenta una caratteristica forma a L. La scelta di miglior compromesso
tra il residuo e la misura Ω scelta ricade sull’angolo della curva stessa; per
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maggiori dettagli facciamo riferimento a [32], qui ci limitiamo a riportare
una raffigurazione stilizzata della curva (figura 3.2.4).
Figura 3.2: rappresentazione schematica di L-curve, la scelta del parametro che
corrisponde all’angolo consente di realizzare un buon compromesso
tra le due condizioni imposte.
3.2.5 NCP
Alla base di questo metodo (Normalized Cumulative Periodogram) c’è l’i-
dea di sfruttare l’informazione contenuta nel residuo, non solo attraverso la
sua norma ma valutando l’intero vettore residuo. L’ipotesi fondamentale
prevede che la parte esatta T ed il rumore e che compongono la misura Texp
hanno un diverso contenuto spettrale: T è dominato dalle basse frequenze a
causa delle proprietà di smoothing dell’operatore, mentre e non è soggetto a
questo vincolo. Da qui l’idea [36] di usare un test statistico per controllare
se la scelta del parametro ha portato ad un residuo compatibile con rumo-
re bianco; se questa condizione è verificata vuole dire che, probabilmente,
tutta l’informazione contenuta nelle misure è stata sfruttata per stimare la
soluzione.
Tutto il software necessario per questo tipo analisi è libero e disponibile
in rete all’indirizzo [35]; la teoria e le applicazioni del pacchetto software so-
no descritte in due pubblicazioni [32, 33] ed è inoltre disponibile un manuale
dedicato all’uso del software [34].
3.3 Metodi Iterativi
In questa sezione presentiamo due metodi di tipo iterativo che si sono dimo-
strati validi per l’analisi delle misure di attenuazione. L’approccio al proble-
ma è sostanzialmente differente da quello impiegato in precedenza, tuttavia,
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una volta definito un metodo, la situazione ritorna ad essere contestualizzata
nel quadro generale della regolarizzazione.
L’impiego di un metodo di tipo iterativo consente di evitare il calcolo
esplicito necessario per l’inversione del sistema mal condizionato, e di ot-
tenere un’approssimazione della soluzione attraverso l’applicazione di una
regola di aggiornamento ad una stima iniziale dello spettro. Notiamo subito
che, lavorando con procedure iterative, necessitiamo di uno spettro a priori
da fornire in ingresso all’algoritmo e di una regola per fermare le iterazioni.
Purtroppo, mentre per i metodi di regolarizzazione diretti sono disponi-
bili un certo numero di principî, sulla base dei quali sviluppare un metodo
per la scelta del parametro di regolarizzazione, per i metodi iterativi non
sono presenti delle regole generali per stabilire il numero di iterazioni ot-
timale. Per questo motivo dedicheremo una sezione all’interno di questo
capitolo per la discussione di questi aspetti.
3.3.1 EM - Expectation Maximization
Il metodo EM, Expectation Maximization (anche noto sotto il nome di
Richardson-Lucy), fa parte della classe dei metodi iterativi di tipo statistico
[10]; il punto di partenza è infatti la considerazione della natura casuale del
rumore, e quindi la misura è pensata come la realizzazione di un processo
casuale.
Facciamo ora riferimento alla notazione e al linguaggio usato nel para-
grafo 2.2 nel quale abbiamo formalizzato il problema come un operatore che
porta un elemento dello spazio delle immagini f in un elemento dello spazio
dei dati g che possiamo misurare. Inoltre, non possiamo mai conoscere g in
maniera esatta, ma nei dati che abbiamo a disposizione è sempre presente
una componente di rumore d.
Se assumiamo che l’immagine sia deterministica e dunque possa essere
vista come un set di parametri che caratterizzano la distribuzione di pro-
babilità dei dati, allora possiamo trasformare il problema di determinare
f dato un set di misure g, in un problema di tipo statistico, e risolverlo
con metodi adatti a questo scopo. Si possono applicare i metodi per la sti-
ma di parametri, come per esempio il metodo di Massima Verosimiglianza
(Maximum Likelihood).
Il metodo EM si deriva come caso particolare di metodi più genera-
li di Maximum Likelihood (ML method), quando il rumore presente nelle
misure può essere considerato di natura Poissoniana. Vediamo ora breve-
mente le caratteristiche fondamentali del metodo ML e come questo venga
specializzato nel caso particolare dell’algoritmo di Richardson-Lucy.
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metodo di massima verosimiglianza - ML
Consideriamo come punto di partenza la misura di g ottenuta secondo quan-
to descritto nell’equazione 3.10. Per fissare le idee g, f 0 e d sono tre vettori
in IRN con elementi rispettivamente gm, f 0n, e dm; A è una matrice in IRN×N
di elementi Amn. Con g0 = Af 0 è indicata la misura esatta, priva di rumore,
e con g la misura reale che possiamo fare, dove è inevitabilmente presente
una perturbazione d:
g = Af 0 + d. (3.10)
Essendo d realizzazione di un processo casuale, questo vale anche per
le misure g, infatti il processo di misura è scomposto in una parte deter-
ministica più una serie di coefficienti di natura casuale. Tre assunzioni
fondamentali stanno alla base di questo metodo: la prima prevede che le
singole componenti dm siano le realizzazioni di una variabile casuale δm che
sono le componenti di δ, un vettore casuale. Anche per le componenti del
vettore delle misure vale questo discorso:
η = Af 0 + δ (3.11)
con η vettore casuale di componenti ηm che si realizzano in gm.
Seconda assunzione, il valore di aspettazione di η è proprio Af 0; siccome
f non è nota anche il valore di aspettazione di η non è noto. Se chiamiamo
pη(g) la densità di probabilità di η (in modo tale che
∫
pη(g)dg = 1) il valore
di aspettazione di η si definisce come:
E{η} =
∫
gpη(g)dg
e dunque la seconda ipotesi si scrive E{η} = Af 0.
La terza assunzione è che la densità di probabilità dei vettori casuali
η(f) sono note, cioè le funzioni densità dipendono da f come da un vettore
di parametri.
Quanto detto finora si può riformulare e riassumere nel modo seguente:
è assegnata una famiglia di densità di probabilità pη(g|f) che gode di tre
proprietà fondamentali:
• pη(g|f) è la densità di probabilità della variabile casuale η(f) definita
come η(f) = Af + δ
• il valore di aspettazione di η(f) è Af
• quando f = f 0, pη(g|f 0) è la densità di probabilità della variabile
casuale η che corrisponde all’oggetto sconosciuto f 0.
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Il problema, a questo punto di natura statistica, prende la seguente for-
ma: data una misura g affetta da rumore, che consideriamo come realizza-
zione del vettore casuale η, quale elemento della famiglia η(f) è il candidato
che con maggiore probabilità rappresenta η?
In questa formulazione il problema consiste nel trovare un buona stima
di f 0. Il metodo di massima verosimiglianza in questo caso si formula nel
modo seguente: g rappresenta i valori osservati durante la misura, ovvero
una realizzazione rumorosa di Af 0, la densità di probabilità del vettore
casuale η(f) assumono in g il valore:
L(f) = pη(g|f).
Una volta fissata la misura g, L(f) contiene solamente un incognita ovvero il
parametro f . L(f) è denominata likelihood e ha dominio su di un insieme di
immagini possibili. Lo stimatore maximum-likelihood di f 0 è l’oggetto f¯ che
massimizza la funzione L(f), ovvero massimizza la probabilità di ottenere
la misura effettuata.
Nei casi più semplici la funzione di likelihood ha un solo massimo, questo
non è vero in generale e può succedere che la funzione abbia diversi massimi
locali; nel nostro algoritmo risolutivo non troveremo garanzia di convergenza
al massimo assoluto, ma almeno avremo convergenza ad un massimo locale
della funzione.
ML nel caso di fluttuazioni Poissoniane: algoritmo di Richardson-
Lucy
Nel nostro caso specifico, la misura consiste nel conteggio di particelle, per
esempio fotoni, o nella misura di esposizione è ragionevole assumere che
tutte le quantità in questione (gm, Amn e f 0n) siano non negative. Infatti i
coefficienti gm rappresentano il numero di conteggi o la lettura della camera
a ionizzazione e per definizione maggiori o uguali a zero. I valori fn rappre-
sentano la quantità di radiazione emessa dalla sorgente in un determinato
intervallo energetico. Gli elementi di matrice Amn indicano la frazione di
raggi X, espressa in numero di fotoni, che attraversa un determinato spessore
e dunque sono anch’essi rigorosamente non negativi.
Data la tipologia della misura, il rumore presente nella misura dei gm è
fondamentalmente dovuto alle fluttuazioni legate al conteggio, il fenomeno
è dunque governato dalla statistica di Poisson. Quindi gm è un numero
di conteggi con valore medio (Af 0)m indipendente dal tempo, che sono i
valori di una variabile casuale Poissoniana ηm con valore di aspettazione
E{ηm} = Af 0m, e le perturbazioni dm sono precisamente il quantum-noise
associato alla misura.
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Non riportiamo il procedimento completo per la derivazione dell’algorit-
mo, per il quale si può fare riferimento a [10], ma ci limitiamo a riportarne
le linee guida e le proprietà più importanti. Chiamiamo λm = (Af 0)m e
scriviamo la distribuzione di probabilità di ηm come:
pηm(gm) = e−λm
(λm)gm
(gm)!
consideriamo le componenti gm come valori di variabili Poissoniane indipen-
denti, ognuna di valore di aspettazione λm = (Af 0)m. A questo punto la
famiglia di vettori casuali η(f) si può definire in termini di una famiglia di
vettori casuali le cui componenti sono variabili Poissoniane indipendenti di
valore di aspettazione (Af)m, cui corrisponde la funzione densità:
pη(g|f) =
N2∏
m=1
e−(Af)m
(Af)gmm
(gm)!
e l’espressione logaritmica della verosimiglianza prende la forma:
ln(L(f)) = l(f) =
N2∑
m=1
{gm ln(Af)m − (Af)m − ln(gm)!}.
Si può mostrare che questa funzione possiede almeno un massimo e dal
calcolo di quest’ultimo si trova che il massimo di l(f) è soluzione dell’equa-
zione:
αnf¯n = f¯n
(
At
g
Af¯
)
n
.
Definendo l’operatore non lineare M(f) = f/α(Atg/(Af)) si trova che gli
stimatori ML sono punti fissi di questo operatore, vale a dire:
f¯ = M(f¯).
Il metodo di Richardson-Lucy (o Expectation-Maximization) deriva dal-
la soluzione della precedente equazione attraverso il metodo delle approssi-
mazioni successive, l’algoritmo iterativo che ne deriva ha la forma seguente.
f¯k+1 = M(f¯k).
Riassumiamo ora alcune caratteristiche fondamentali di questo algoritmo:
• ogni approssimazione della soluzione f¯k è non negativa
• ogni approssimazione della soluzione f¯k conserva il numero totale di
conteggi misurato in g, l’intensità media di (Af¯k) è costante
• la verosimiglianza logaritmica è non decrescente, l(f¯k+1) ≥ l(f¯k)
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• la successione f¯k converge ad un massimo di l(f)
notiamo come queste proprietà siano eccellenti per quanto riguarda la no-
stra particolare applicazione: la non negatività della soluzione è automa-
ticamente garantita, e sicuramente i coefficienti che stiamo cercando sono
non negativi. Inoltre il numero totale di conteggi è conservato, questo vuole
dire che l’algoritmo, in ogni iterazione, conserva una quantità proporzionale
all’energia totale emessa dalla sorgente durante la misura, e questo è senza
dubbio un vincolo fisico importante.
Concludiamo con la descrizione dettagliata, sotto forma di pseudo codi-
ce, dell’algoritmo Expectation-Maximization che useremo per l’analisi delle
nostre misure di attenuazione (Algoritmo 1). Ricordiamo la notazione se-
condo la quale con T è indicata la misura per una determinata successione
di spessori, con A la matrice discreta che rappresenta l’attenuazione ed in-
fine X è un vettore di coefficienti che descrive lo spettro della sorgente. Il
codice per l’analisi dei dati è stato sviluppato in Matlab.
Algoritmo 1 implementazione Expectation-Maximization
Require: (Xa priori, A, T )
1: k = 1
2: Xk ← Xa priori
3: while (stopping rule == FALSE) do
4: crea Xk+1
5: for n = 1 to N do
6: fn =
∑
m
Atnm
Tm∑
n′ Amn′X
k
n′∑
m
Atnm
7: Xk+1n = Xknfn
8: end for
9: Xout = Xk+1
10: k = k + 1
11: end while
12: return Xout
3.3.2 Metodo delle perturbazioni
Il secondo metodo iterativo che proponiamo non rientra rigorosamente all’in-
terno dei metodi di regolarizzazione, tuttavia si trovano diversi riferimenti in
letteratura, sia per la stima di spettri di sorgenti X per diagnostica che per
sorgenti di più alta energia, a metodologie basate sul cosiddetto principio
delle perturbazioni.
Il funzionamento è il seguente: l’algoritmo parte da uno spettro a priori
dato in input e procede con una perturbazione sia positiva che negativa
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di ogni bin dello spettro iniziale. Ad ogni passo la curva di attenuazione
è calcolata nuovamente è vengono scelte, per l’aggiornamento dello spet-
tro, quelle perturbazioni che risultano in un avvicinamento della curva di
trasmissione misurata con quella appena calcolata. L’intensità della per-
turbazione è definita come una frazione dell’altezza del bin in questione:
in questo modo, avendo fornito in ingresso un vettore di coefficienti non
negativi e diversi da zero su di un determinato intervallo, le proprietà di
limitatezza del supporto e di non negatività della stima dello spettro sono
conservate ad ogni iterazione. Una volta completato l’aggiornamento su
ogni bin, il nuovo spettro può essere inserito nuovamente nell’algoritmo.
Quest’idea ha trovato diverse implementazioni [40, 41] piuttosto diffe-
renti tra loro, e non esiste, nemmeno da parte di chi per primo ha proposto
questo principio [66], una formulazione chiara e univoca del metodo che
possa essere ricondotta ad un algoritmo. Per nostra esperienza, nell’uti-
lizzo del principio delle Perturbazioni si trovano le stesse difficoltà legate
all’instabilità ed estrema sensibilità al rumore legate ad un sistema mal
condizionato.
Abbiamo trovato un’implementazione abbastanza stabile di questo prin-
cipio che consiste di tre cicli, annidati l’uno dentro l’altro. Il più esterno
si occupa di far procedere le iterazioni fino a quando non è soddisfatta la
stopping rule, gli altri due controllano l’intensità della perturbazione e il
particolare bin dello spettro che viene perturbato.
Per una descrizione precisa dell’algoritmo inseriamo una descrizione, in
un linguaggio codice astratto (Algoritmo 2), dell’implementazione con la
quale analizziamo in nostri dati. La notazione è la solita: Texp ∈ IRN per il
vettore delle misure, A ∈ IRN×N per la matrice dei coefficienti di attenuazio-
ne e X ∈ IRN per lo spettro; inoltre serve un vettore P , di lunghezza K, che
contiene una successione di interi che controlla l’intensità della perturbazio-
ne (nel nostro caso particolare, anche [55], P = [4, 4, 4, 4, 4, 5, 6, 7, 8, 9, 10]).
A causa dell’instabilità che si verifica lasciando procedere le iterazioni
secondo questo schema abbiamo scelto di imporre, prima di ogni ripetizione
del ciclo più esterno, uno smoothing su tre punti; ovvero sostituiamo il
valore di ogni bin dello spettro in uscita dall’algoritmo con la media tra i
valori del bin stesso e dei suoi primi vicini.
Aspetti vantaggiosi di questo metodo sono la possibilità di imporre la
positività e la limitatezza della soluzione in maniera semplice. Tuttavia il
calcolo risulta essere estremamente costoso in termini computazionali ri-
spetto agli altri algoritmi qui presentati e, dal punto di vista teorico, non
è garantito alcun tipo di convergenza ad una soluzione che possa essere
ritenuta una buona approssimazione di quella esatta.
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Algoritmo 2 implementazione Metodo delle Perturbazioni
Require: (Xa priori, A, Texp, P )
1: Xout ← Xa priori
2: while (stopping rule == FALSE) do
3: X temp
4: Xup ← Xout
5: Xdown ← Xout
6: X ← Xout
7: for k = 1 to K do
8: ∆X = P (k)
9: for n = 1 to N do
10: Xupn = Xupn + ∆X
11: Xdownn = Xdownn −∆X
12: T up = A ∗Xup
13: T down = A ∗Xdown
14: T = A ∗X
15: Dup =meas(Texp, T up)
16: Ddown =meas(Texp, T down)
17: D =meas(Texp, T )
18: if (min (Dup, Ddown, D) == D) then
19: X tempn = Xn
20: else if (min (Dup, Ddown, D) == Dup) then
21: X tempn = Xupn
22: else if (min(Dup, Ddown, D) == Ddown) then
23: X tempn = Xdownn
24: end if
25: end for
26: Xout ← X temp
27: end for
28: end while
29: return Xout
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3.3.3 Spettro a priori e stopping rules
Spettro a priori e informazione
Se consideriamo gli algoritmi iterativi come metodi di regolarizzazione (co-
me infatti sono) ci accorgiamo che il mezzo con il quale possiamo sfruttare
alcune informazioni aggiuntiva riguardo la soluzione, e quindi imporre dei
vincoli adatti alla ricerca della nostra soluzione, è proprio lo spettro dal
quale facciamo cominciare il processo di iterazione. Sia per EM che per
il metodo delle Perturbazioni la regola di aggiornamento è moltiplicativa;
questo vuol dire che per imporre non-negatività della soluzione ed eventual-
mente limitatezza del supporto della distribuzione è sufficiente fornire in
input un vettore di coefficienti non negativi, e nulli nell’intervallo di energia
nel quale si può assumere non ci sia radiazione percettibile. Questo punto
viene spesso risolto in letteratura con la considerazione che diversi spettri
a priori si riflettono solamente in un numero diverso di iterazioni necessa-
rie a raggiungere la soluzione. Questo può anche essere vero in una certa
approssimazione (spettri vicini corrisponderanno a spazi esplorati molto si-
mili) ma questo è un discorso che si può fare solamente se si conosce la
soluzione vera e dunque si può proseguire con le iterazioni fino a quando il
risultato ottenuto non è soddisfacente. Dovendo invece fermare le iterazioni
senza conoscere la soluzione vera e senza poter quindi fornire uno spettro
di forma che sia in qualche modo vicina alla soluzione, noi abbiamo deci-
so di testare gli algoritmi con due diversi spettri iniziali. In primo luogo
assumiamo di non avere alcuna indicazione circa la sorgente che stiamo ca-
ratterizzando e dunque iniziamo le iterazioni con una distribuzione uniforme
(Xa priorij = cost per j = 1 . . . N); non abbiamo alcun motivo di aspettarci
maggiori quantità di radiazione in determinati intervalli energetici. L’altra
condizione dalla quale partiamo è uno spettro triangolare, come la distri-
buzione teorica per la radiazione di Bremsstrahlung per collisioni con un
bersaglio spesso (figura 1.2.1). Per esempio possiamo pensare di misurare
la tensione che alimenta il tubo e quindi possiamo essere sicuri sul limite
superiore dell’energia delle emissioni.
Principio di Discrepanza e Cross-Validation
Il Principio di Discrepanza che abbiamo approfondito all’interno della se-
zione dedicata ai metodi diretti di regolarizzazione può essere applicato
direttamente anche ad algoritmi di tipo iterativo. Ad ogni iterazione pos-
siamo infatti calcolare il residuo e confrontarlo con la stima del livello di
rumore che sappiamo essere contenuto nelle misure, l’iterazione viene in-
terrotta quando il residuo raggiunge il livello di soglia. Indichiamo con Xk
l’output della k−esima iterazione e con  = ‖ d ‖2 il livello di rumore. Il
residuo ‖ AXk − Texp ‖2 = ρ(k) è una funzione del numero di iterazioni.
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Per lo stesso principio esposto nel paragrafo 3.2.2 decidiamo di fermare le
iterazioni quando si verifica ρ(k) ≤ .
Per quanto riguarda il metodo EM abbiamo anche provato ad adattare
ad un metodo iterativo una procedura di Cross-Validation (CV). La formula
compatta, che consente il calcolo diretto del parametro di regolarizzazione
(vista nel paragrafo 3.2.3), non può essere applicata in questo caso perché,
con i metodi iterativi, il calcolo diretto dell’inversa è esplicitamente evitato.
Il principio che sta alla base della Cross-Validation è la considerazione
che una buona approssimazione della soluzione dovrebbe essere in grado di
prevedere con precisione eventuali dati mancanti. La suddivisione dei dati in
sottoinsiemi da impiegare come dati o alternativamente come dati-mancanti
è una scelta soggettiva. Esistono procedure che dividono a metà i dati e poi
scambiano tra loro il ruolo delle due parti [18], o ancora divisioni in piccoli
gruppi, noi abbiamo preferito considerare ogni singola misura come un caso
a se stante e poi valutare il risultato medio su tutto l’insieme delle misure.
Consideriamo allora il caso che l’m−esimo dato sia mancante nelle mi-
sure. Indichiamo con Xm,k la soluzione ottenuta utilizzando tutte le misure
eccetto Tm, con Xm,k possiamo calcolare il valore dell’m−esima componen-
te. Ci aspettiamo che per una buona scelta del numero di iterazioni k, la
quantità |(AXm,k)m−Tm| sia piccola, almeno in media sopra tutte le misure.
La funzione di Cross-Validation si definisce come segue [10]:
CV (k) = 1
M
m=1∑
M
|(AXm,k)m − Tm|2 (3.12)
dove con M è indicato il numero totale di misure. Abbiamo quindi diviso
le M misure in altrettanti insiemi e utilizziamo una misura alla volta per
controllare la bontà dell’approssimazione ottenuta. Ora si tratta di cercare
il k, indice delle iterazioni, che minimizza CV . Data la natura dell’algoritmo
ad ogni iterazione calcoliamo CV e quando si verifica CV (k) ≥ CV (k − 1)
fermiamo le iterazioni.
L’utilizzo di questo principio, purtroppo, non garantisce di poter fer-
mare l’algoritmo; ovvero ci sono situazioni nelle quali CV si mostra essere
monotonica decrescente [52]. Per nostra esperienza questo principio ha fun-
zionato in qualche situazione (di cui vedremo un esempio più avanti), mentre
in altre ha portato il numero delle iterazioni troppo avanti, anche quando il
rumore si era già propagato in maniera eccessiva.
3.4 Ancora sull’esempio numerico
Proviamo a risolvere nuovamente l’esempio numerico riportato alla fine del
capitolo precedente. Implementiamo quattro diverse soluzioni: due con me-
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todi diretti, attraverso TSVD e Tikhonov , e altre due con i metodi iterativi
EM e delle Perturbazioni. Valutiamo la convergenza dei metodi facendo
uso della conoscenza della soluzione esatta del problema e calcolando la
distanza L2 delle diverse soluzioni dalla soluzione esatta, per diversi valori
del parametro di regolarizzazione. Inoltre osserviamo come si comportano
i diversi metodi per la scelta del parametro di regolarizzazione (figura 3.4).
Qui ci limitiamo al caso in cui sono presenti solamente gli errori di
arrotondamento, lo studio dei metodi in presenza di rumore verosimile da
un punto di vista sperimentale è oggetto del prossimo capitolo. Per quanto
riguarda i metodi iterativi dovremo puntualizzare circa la scelta dello spettro
in ingresso, che riflette la quantità di informazione che diamo in ingresso
all’algoritmo.
Metodi Diretti
In figura 3.4 sono riportate le soluzioni ottenute regolarizzando la soluzio-
ne con la Decomposizione ai Valori Singolari Troncata e con Tikhonov. La
forma è ricostruita in maniera accettabile, tuttavia saltano all’occhio le oscil-
lazioni: dato che stiamo approssimando uno spettro non ci aspettiamo di
trovare coefficienti negativi. Tuttavia in nessun modo abbiamo imposto una
condizione di non-negatività con questi metodi, l’unica cosa di cui ci siamo
preoccupati è stata la limitatezza della norma della soluzione; a questo pun-
to potremmo quindi procedere con una proiezione sulla parte non negativa.
Questo porterebbe sicuramente un miglioramento nella approssimazione ma
non risolverebbe la questione. Quando le oscillazioni che si verificano nella
parte a bassa energia dello spettro sono piccole, tanto da poter essere con-
siderate rumore, allora è tollerabile avere dei coefficienti negativi; nel caso
in cui l’ampiezza delle oscillazioni dovesse crescere una semplice proiezio-
ne sulla parte non-negativa porterebbe ad avere uno spettro interrotto su
alcuni intervalli energetici senza un significato fisico.
In figura 3.4 riportiamo l’andamento della distanza L2 tra la soluzione
esatta e quella ottenuta in funzione del parametro di regolarizzazione k. Per
Tikhonov sono indicati i punti che rappresentano la scelta del parametro di
regolarizzazione λ con diversi metodi, per TSVD tutti gli indici corrispon-
denti alle soluzioni disegnate nel grafico sono compresi tra 15 e 30. Notiamo,
per TSVD, che il limite oltre il quale la sommatoria da convergente diviene
divergente è molto marcato, questo è un buon presupposto per poter sceglie-
re il valore di k vicino a quello ottimo. Inoltre, per Tikhonov, sono indicati i
punti dove cade la scelta di λ per cinque diversi metodi; in questo caso tutti
offrono una soluzione valida. Notiamo che per TSVD la propagazione del
rumore avviene velocemente dopo un certo valore di k, mentre per Tikhonov
questo avviene prima del minimo; questo dipende semplicemente dal fatto
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che con l’ammontare della regolarizzazione cresce al crescere di λ e invece
diminuisce al crescere di k.
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Figura 3.3: soluzione dell’esempio numerico 2.5.2 in presenza dell’errore di roun-
doff per i metodi TSVD e Tikhonov. Le curve colorate si riferiscono
a diversi valori del parametro di regolarizzazione scelti con metodi
differenti. In questo caso, poiché la perturbazione è estremamente
piccola, i risultati ottenuti con diversi parametri sono molto vicini
tra di loro. Si può trovare conferma di questo nei grafici di figura 3.4
dove si può vedere che la zona vicina al minimo è abbastanza ampia.
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Figura 3.4: semiconvergenza per TSVD e Tikhonov, la distanza L2 è calcolata
assumendo di conoscere la soluzione esatta del problema preso come
esempio in 2.5.2.
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Metodi Iterativi
Concludiamo questo capitolo con la soluzione del nostro esempio attraverso
i due metodi iterativi che abbiamo studiato. Nei due casi valutiamo la
soluzione fornita a partire dalle due condizioni iniziali che corrispondono alle
due situazioni di informazione a priori discusse in precedenza (figura 3.5).
Si può vedere che, facendo uso dell’informazione sull’end point, il metodo
EM restituisce uno spettro molto vicino a quello esatto, lo stesso non vale
quando la distribuzione uniforme è data in input. Per quanto riguarda il
metodo delle Perturbazioni, la ricostruzione è chiaramente migliore quando
l’algoritmo conosce l’energia massima della distribuzione, ma si evidenzia
una minore sensibilità alle condizioni iniziali rispetto al metodo EM.
Notiamo che non è stato possibile applicare il Principio di Discrepan-
za per il fatto che la stima del rumore, dovuto al solo arrotondamento, è
decisamente troppo bassa per attenderci che il residuo scenda sotto a tale
soglia. Per questo motivo è stato scelto arbitrariamente un indice al quale
fermare le iterazioni valutando la soluzione rispetto a quella nota e conside-
rando che le variazioni, in termini di avvicinamento in funzione del numero
di iterazioni, sono stabilizzate (figura 3.6) per un numero di iterazioni poco
superiore a 4× 103.
Gli aspetti interessanti per il metodo EM riguardano la veloce conver-
genza iniziale che dopo un certo numero di iterazioni rallenta in maniera
evidente, e la continuità della curva che rappresenta la convergenza. Per il
metodo delle Perturbazioni invece la convergenza è monotonica solamente
per le prime decine di iterazioni, più avanti il comportamento è decisamente
rumoroso. In entrambi i casi l’inserimento dell’informazione sull’end point
ha portato un considerevole miglioramento nella stima ottenuta.
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Figura 3.5: soluzione dell’esempio numerico 2.5.2 in presenza dell’errore di roun-
doff per i metodi EM e delle perturbazioni. Entrambi gli algoritmi di
tipo iterativo sono stati applicati sia partendo da una distribuzione
uniforme, ovvero senza alcuna informazione a priori sullo spettro da
ricostruire, sia facendo uso dell’informazione sull’endpoint.
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Figura 3.6: semiconvergenza per metodo EM e delle Perturbazioni, la distanza
L2 è calcolata assumendo di conoscere la soluzione esatta del pro-
blema preso come esempio in 2.5.2. Sono riportati gli andamenti
per le due differenti condizioni iniziali. Il principio di Discrepanza
in questo caso non è stato applicabile in quanto la stima del livello
di rumore presente nelle misure è troppo bassa per potersi aspettare
convergenza al di sotto di tale soglia.

CAPITOLO 4
Simulazioni
Oggetto di questo capitolo è lo studio, su esperimenti simulati, del compor-
tamento dei metodi che abbiamo approfondito nel capitolo precedente. Per
un’applicazione sperimentale è infatti necessario che gli algoritmi di analisi
siano robusti contro un errore di misura verosimile.
Lo schema generale di queste simulazioni è il seguente: la curva di at-
tenuazione è calcolata a partire da una particolare distribuzione spettrale
che assumiamo nota. Il materiale degli spessori è Alluminio e lo spessore
massimo è stato fissato valutando la trasmissione a circa l’1% della tra-
smissione totale a filtrazione nulla. Questo valore è stato deciso tenendo
in considerazione quanto riportato in letteratura per questo tipo di misura
(p.es. [22, 44, 45, 66]) e perché è un valore verosimile dal punto di vista
della strumentazione a nostra disposizione.
Le misure sperimentali vengono simulate aggiungendo alla curva di as-
sorbimento esatta una perturbazione. Prendiamo in esame tre diversi livelli
di rumore, i valori sono estratti casualmente da una distribuzione Norma-
le di varianza 1 × 10−2, 5 × 10−3 e 1 × 10−3 volte il valore della misura.
Dalla curva di attenuazione perturbata si ricostruisce uno spettro che va
confrontato con quello di partenza. La distanza L2 tra le due distribuzioni
viene utilizzata come figura di merito per valutare le prestazioni dei diversi
algoritmi.
Prendiamo in considerazione due tipologie di spettro (figura 4.1): uno
spettro che abbiamo chiamato test al quale fanno riferimento alcune pub-
blicazioni [24, 26, 64], e uno spettro di pura radiazione Bremsstrahlung, lo
stesso che abbiamo portato come esempio fino a questo punto. Le simulazio-
ni con uno spettro tipico di una sorgente ICS (Inverse Compton Scattering)
sono trattate in un capitolo a parte (6).
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Figura 4.1: a sinistra, dall’alto, si trovano lo spettro test e quello di Bremsstra-
hlung che vengono utilizzati per la simulazione delle misure. A destra
ci sono le rispettive curve di trasmissione calcolate in Alluminio.
Tutte le simulazioni di questo capitolo sono realizzate considerando il
sistema lineare (sezione 2.4) T = AX di dimensioni 100 × 100. In altri
termini, lo spettro X è discretizzato in bin energetici Ej da 1KeV in un
intervallo di energia compreso tra 0 e 100KeV (j = 1 . . . 100), la curva di
attenuazione è calcolata per cento spessori di Alluminio ti compresi tra 0 e
2.5 cm (i = 1 . . . 100) e la matrice A che contiene i coefficienti di attenuazio-
ne è quadrata (A ∈ IR100×100). Il rango numerico di questo sistema è circa
30. Ci sono diverse fonti disponibili per il calcolo dei coefficienti di attenua-
zione; noi usiamo il software proposto in [14] che è sostanzialmente basato
su un’interpolazione lineare, alle energie desiderate, di valori misurati spe-
rimentalmente. Nel calcolo è stato inserito il µ totale, i fotoni diffusi sono
trattati come effettivamente rimossi dal fascio. Gli elementi della matrice
sono definiti come Aij = e−µ(Ej)ti .
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4.1 TSVD e Tikhonov
Iniziamo con l’analisi del comportamento dei metodi diretti. Come primo
spettro abbiamo scelto lo spettro test, questa simulazione non avrà utilità
pratica diretta (non abbiamo nessuna sorgente che produce uno spettro di
questo tipo) ma è senz’altro interessante confrontare i risultati con quelli
ottenuti usando lo spettro di Bremsstrahlung.
spettro test
In figura 4.2 è raffigurata una ricostruzione con la Decomposizione ai Valori
Singolari Troncata, le misure simulate contengono una piccola perturbazio-
ne (σ = 10−3). Studiamo la ricostruzione per diversi valori dell’indice k al
quale tronchiamo la sommatoria di vettori singolari (si ricordi la definizione
3.1). Al crescere del valore di k sta aumentando il numero di componenti
che utilizziamo per approssimare la soluzione; allo stesso tempo però cre-
sce anche l’influenza del rumore che si propaga in maniera più forte nelle
componenti ad alto k. Il compromesso è quindi tra un grande numero di
contributi alla sommatoria (in una situazione ideale li vorremmo usare tutti
e 100) e la necessità di eliminare dalla sommatoria le componenti rumorose.
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Figura 4.2: regolarizzazione con TSVD. Calcolando la soluzione con un numero
sempre maggiore di vettori singolari si passa da una approssimazione
scarsa, ad una ottima, fino a distruggere il risultato aggiungendo
contributi corrotti dalla propagazione del rumore (10−3).
Per k = 10 abbiamo una ricostruzione ottima dello spettro, in questo
caso non si trovano nemmeno le oscillazioni nella zona di più bassa energia.
Per k = 15 il rumore sta cominciando a degradare la ricostruzione. Consi-
stentemente con quanto visto finora, all’aumentare del rumore diminuisce il
numero di vettori singolari buoni per approssimare la soluzione, in presenza
di solo rumore di arrotondamento abbiamo infatti circa 30 vettori singolari
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disponibili per la ricostruzione. In questo caso k individuato da L-curve
è 11, da NCP è 9, 9 è anche il numero che si può trovare da un’ispezione
visiva del plot di Picard.
Sia per TSVD che per Tikhonov (figura 4.3) la ricostruzione dello spettro
test è robusta, anche per valori elevati di rumore. Per la regolarizzazione con
Tikhonov il parametro di regolarizzazione λ è stato ottenuto localizzando
l’angolo della L-curve. Il valore di λ cresce, come è atteso, con il crescere
del livello di rumore.
In figura 4.4 troviamo i grafici della semiconvergenza per la ricostru-
zione dello spettro test; si può vedere un progressivo avvicinamento e un
successivo allontanamento della soluzione stimata alla soluzione esatta. No-
tiamo che non è più così ben definito il limite per k oltre il quale abbia-
mo divergenza (si veda 3.4, figura 3.4). I parametri di regolarizzazione:
k = {9, 6, 3} sono stati ottenuti con NCP (l’ispezione visiva del Plot di
Picard indica k = {12, 8, 7}). Quelli per la regolarizzazione di Tikhonov,
λ = {0.25, 0.61, 0.7} (L-curve), sono risultati molto vicini al λ ottimo per
i due casi a rumore più elevato, per il caso con la perturbazione 10−3 la
soluzione risulta invece leggermente sovra-regolarizzata. L’aumento dell’in-
tensità del rumore comporta per TSVD una progressiva diminuzione del-
l’indice k ottimale, mentre per Tikhonov lo stesso effetto si riflette in una
progressiva crescita del λ ottimo.
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Figura 4.3: ricostruzione dello spettro test con TSVD e Tikhonov. Entram-
bi i metodi di regolarizzazione sono soddisfacenti per questo tipo
di spettro in condizioni di rumore verosimili da un punto di vista
sperimentale.
Infine riportiamo un calcolo che mostra esplicitamente la possibilità di
esprimere la soluzione regolarizzata attraverso Tikhonov come una somma-
toria filtrata (e non troncata) di vettori singolari; in figura 4.5 è riportata
l’ampiezza con la quale vengono pesati i diversi termini della sommato-
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Figura 4.4: semiconvergenza di TSVD e Tikhonov. Si può vedere che al crescere
del rumore diminuisce la precisione con la quale lo spettro originale
viene approssimato.
ria di vettori singolari (esattamente come nelle equazioni 3.3 e 3.4) che
compongono la soluzione.
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Figura 4.5: calcolo dei fattori di filtro rispetto ai valori singolari σi: le ricostru-
zioni ottenute con Tikhonov (λ = 0.25) e TSVD (k = 7), nel caso
dello spettro test, sono molto vicine tra di loro, infatti i due meto-
di si comportano in maniera molto simile dal punto di vista della
ricostruzione.
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spettro di Bremsstrahlung
Passiamo ora alla simulazione realizzata con lo spettro di radiazione di puro
frenamento. Analogamente alla situazione precedente riportiamo le soluzio-
ni ottenute per i tre diversi livelli di rumore. La scelta del parametro di
regolarizzazione è stata fatta con i metodi NCP e L-curve (vedi figure 4.6 e
4.7). In questo caso la ricostruzione non è più accurata. La parte a bassa
energia mostra oscillazioni troppo ampie e l’end point è localizzato con scar-
sa precisione. Un metodo di tipo diretto non sembra essere soddisfacente
per la ricostruzione di questo tipo di spettro.
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Figura 4.6: ricostruzione da misure di attenuazione di uno spettro di pura radia-
zione di frenamento. Con questo tipo spettro, quando il rumore si-
mulato è prossimo a quello sperimentale, i metodi di regolarizzazione
diretti non restituiscono stime soddisfacenti.
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Figura 4.7: semiconvergenza per TSVD e Tikhonov per la ricostruzione dello
spettro Bremsstrahlung. I parametri di regolarizzazione sono sta-
ti scelti con NCP k = {10, 5, 5} per TSVD e con L-curve λ =
{0.04, 0.18, 0.34} per Tikhonov.
Notiamo che nel caso dello spettro test i risultati sono ottimi anche in
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Figura 4.8: valori assoluti delle proiezioni sui vettori singolari per le due distribu-
zioni prese in esame in questa sezione. Lo spettro di Bremsstrahlung
ha una proiezione maggiore sopra al livello della soglia che indica
il taglio imposto dalla regolarizzazione: rispetto allo spettro test la
ricostruzione è necessariamente meno accurata.
presenza di una perturbazione significativa nelle misure, mentre questo non
è più vero quando lo spettro preso in esame è quello di Bremsstrahlung.
Per chiarire questo fatto facciamo riferimento alla figura 4.8 nella quale
sono rappresentati i valori assoluti delle proiezioni delle due distribuzioni
sui vettori singolari.
Con la linea tratteggiata è indicato approssimativamente il punto in cui
viene applicato il taglio durante la regolarizzazione; si può vedere che lo
spettro di Bremsstrahlung ha un maggiore contenuto “ad alta frequenza” (i
due spettri sono normalizzati), segue direttamente che applicando il mede-
simo filtro (gli indici k sono vicini tra loro nei due casi kTSV Dtest = {7, 5, 4}, e
kTSV DBrem = {9, 6, 5}) viene perduta una quantità maggiore di informazione.
Il problema non risiede nel metodo o nel criterio di scelta del parametro
di regolarizzazione, ma è legato ad una difficoltà intrinseca della soluzione
che stiamo cercando, in altre parole potremmo dire semplicemente che, con
questa tecnica, non siamo in grado di ricostruire dettagli troppo fini, come
per esempio l’end point. Inoltre c’è da considerare anche l’energia alla quale
vogliamo risolvere i dettagli. Per lo spettro test la variazione nella parte ad
alta energia è regolare, questo non è vero per lo spettro di Bremsstrahlung
che presenta proprio uno “spigolo” a 80KeV ; a questa energia il coefficiente
di attenuazione lineare dell’Alluminio non cambia molto anche per intervalli
di decine di KeV . Riportiamo in tabella 4.1 alcuni valori del coefficiente di
attenuazione lineare (figura 4.9) dell’Alluminio, è chiaro che se il coefficiente
di attenuazione cambia poco in un certo range energetico, la capacità di
distinguere la qualità della radiazione in tale intervallo è conseguentemente
scarsa.
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E [KeV ] 10 20 70 90
µAl(E)[cm−1] 53.1121 8.1406 0.6127 0.4911
Tabella 4.1: alcuni valori del coefficiente di attenuazione lineare dell’Alluminio,
ad energie alte (70−90KeV ) la risoluzione di un metodo basato su
misure di attenuazione in Al è scarsa.
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Figura 4.9: coefficiente di attenuazione lineare dell’Alluminio.
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4.2 Metodo EM
Passiamo ora alle ricostruzioni realizzate analizzando le misure simulate
con l’algoritmo Expectation-Maximization. In figura 4.10 sono mostrati i
risultati per l’analisi ottenuta senza assunzioni a priori (distribuzione unifor-
me in ingresso all’algoritmo). Il risultato non è chiaramente soddisfacente,
l’unico parametro che possiamo stimare con buona precisione è l’energia
media dello spettro. Nella stessa immagine è mostrato anche il grafico del-
la semiconvergenza: si può notare che nel caso di maggiore perturbazione
l’allontanamento dalla soluzione ottima è più veloce che negli altri due casi
considerati. Inoltre, dopo un prima fase di convergenza veloce (500 iterazio-
ni), la progressione è molto lenta e la propagazione del rumore inizia prima
che l’algoritmo sia in grado di ricostruire accuratamente la distribuzione.
Come vedremo tra poco, l’informazione sull’end point gioca un ruolo im-
portante per questo algoritmo. Tuttavia in condizioni sperimentali migliori
(p.es. end point a 40KeV , si veda il prossimo capitolo) l’approssimazione
può essere migliore.
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Figura 4.10: migliore ricostruzione dello spettro di pura radiazione di frenamen-
to (80 kV ) ottenuta con il metodo EM. Il comportamento asintotico
dell’algoritmo mostra che per livelli maggiori di rumore la migliore
approssimazione è a mano a mano più lontana dallo spettro origina-
le. La ricostruzione è soddisfacente solamente in termini di energia
media (si veda la tabella 4.3.1 più avanti).
In figura 4.11 si può invece vedere che avendo a disposizione la conoscen-
za dell’energia massima della distribuzione la ricostruzione è decisamente
buona e robusta nei confronti del rumore. Anche il grafico di semiconver-
genza mostra un comportamento migliore: le diverse condizioni di rumore
differenziano molto il comportamento dell’algoritmo, la zona intorno al mi-
nimo si restringe e il limite inferiore della distanza L2 cresce al crescere del
rumore. Il Principio di Discrepanza si è dimostrato utile nella stima del
numero di iterazioni necessarie per una buona ricostruzione (figura 4.12).
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A questo punto possiamo aspettarci buoni risultati dall’analisi realiz-
zate con questo algoritmo anche per delle misure fatte in un esperimento
vero. Il metodo è completo nel senso che abbiamo una regola efficace per
stimare il limite delle iterazioni e, almeno nel caso sia nota l’energia mas-
sima della distribuzione dei fotoni, l’approssimazione fornita è decisamente
soddisfacente.
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Figura 4.11: ricostruzione dello spettro di Bremsstrahlung (80 kV ) restituita dal
metodo EM avendo imposto la posizione dell’end point. Le ite-
razioni sono state fermate con il Criterio di Discrepanza (figura
4.12).
100 101 102 103
10−2
10−1
100
101
# iterazioni
di
st
an
za
 L
2 
(T
m
e
a
s,
A*
X k
)
Discrepancy Principle − ricostruzione spettro di Bremsstrahlung
 
 
noise 1e−3
noise 5e−3
noise 1e−2
discrepancy threshold
discrepancy threshold
discrepancy threshold
Figura 4.12: rappresentazione grafica dell’uso del Principio di Discrepanza co-
me regola per fermare le iterazioni (paragrafo 3.3.3). In que-
sto caso i valori delle iterazioni ottenuti con questo criterio sono
{3210, 430, 418}, rispettando l’ordine crescente dell’ampiezza delle
perturbazioni.
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4.3 Metodo delle Perturbazioni
L’ultimo metodo per il quale riportiamo l’analisi delle misure simulate è
quello delle Perturbazioni. Dallo studio della figura di merito, come ripor-
tato in figura 4.13 emerge chiaramente che la convergenza alla soluzione
ottima non è monotonica, o meglio, lo è solo in una prima fase della durata
di un centinaio di iterazioni. Le soluzioni riportate nella parte sinistra sono
le soluzioni migliori, in termini di distanza L2 dalla soluzione esatta, che
questo algoritmo è in grado di fornire.
Con un grande numero di iterazioni si possono ottenere soluzioni molto
vicine a quella esatta, ma in queste condizioni una regola per fermare le
iterazioni basata su una soglia non è in grado di restituire soluzioni vici-
ne a quelle migliori: l’algoritmo verrà fermato alla prima occorrenza del
valore di soglia nel residuo. In figura 4.14 si trovano le soluzioni ottenu-
te con il numero di iterazioni deciso attraverso il Principio di Discrepanza
(#iter = {1742, 72, 29}), un numero piuttosto basso rispetto a quello ne-
cessario per raggiungere le soluzioni ottime che l’algoritmo è in grado di
fornire. Anche se nello spazio esplorato dall’algoritmo ci sono approssima-
zioni ottime per tutti e tre i livelli di rumore considerati, il comportamento
rumoroso nell’avvicinamento alla soluzione ottima rende più difficile la deci-
sione sul parametro di regolarizzazione e il risultato ottenuto risulta buono
solo quando il rumore ha il livello minimo.
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Figura 4.13: metodo delle Perturbazioni, migliore ricostruzione dello spettro di
pura radiazione di frenamento (80 kV ). La distribuzione di partenza
è uniforme. Il grafico della misura L2 mostra un comportamento
molto rumoroso non appena il numero di iterazioni ha raggiunto il
centinaio.
Questo metodo mostra, rispetto all’altro algoritmo iterativo preso in
considerazione (EM), una minore sensibilità alle condizioni iniziali ma una
maggiore instabilità causata dal rumore. Le approssimazioni fornite so-
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Figura 4.14: ricostruzione dello spettro di pura radiazione di frenamento (80 kV )
ottenuta con il metodo delle Perturbazioni, senza assunzioni a
priori (distribuzione uniforme in ingresso all’algoritmo), e avendo
utilizzato il Principio di Discrepanza per fermare le iterazioni.
no infatti migliori di quelle ottenute con EM partendo da una distribuzio-
ne uniforme, ma il rumoroso comportamento asintotico comporta difficoltà
maggiori nell’estrazione di una soluzione buona.
L’imposizione della massima energia alla quale ci può essere radiazione
si comporta come un forte vincolo per l’algoritmo, come si può vedere nella
figura 4.15 il comportamento asintotico è nettamente più regolare rispetto al
caso studiato in precedenza. In queste condizioni il Principio di Discrepanza
permette di ottenere una buona approssimazione dello spettro. Anche se
la ricostruzione è notevolmente migliorata, nel caso di maggiore ampiezza
della perturbazione sono manifeste delle distorsioni nello spettro.
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Figura 4.15: ricostruzione dello spettro di pura radiazione di frenamento (80 kV )
ottenuta con il metodo delle Perturbazioni avendo inserito il vincolo
dell’end point. L’iterazione è stata fermata usando il Principio di
Discrepanza.
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4.3.1 Confronto
In conclusione raccogliamo in una tabella (4.3.1) una sintesi dell’analisi che
abbiamo fatto in questo capitolo. I parametri sui quali confrontiamo i ri-
sultati ottenuti sono la distanza L2 tra lo spettro di Bremsstrahlung e la
soluzione restituita da ciascun algoritmo e l’energia media della distribuzio-
ne. Per i dettagli sulla soluzione (parametri di regolarizzazione, stopping
rule . . . ) si faccia riferimento alle singole simulazioni discusse in questo
capitolo.
Spettro di Bremsstrahlung
σnoise = 1× 10−3 σnoise = 5× 10−3 σnoise = 1× 10−2
L2 | Emean [KeV] L2 | Emean [KeV] L2 | Emean [KeV]
TSVD 0.0275− 51.91 0.0349− 52.67 0.0347 − 52.47
Tikhonov 0.0237 − 52.03 0.0304− 52.41 0.0403− 52.52
EMflat prior 0.0427 − 52.79 0.0501− 52.79 0.0532− 52.79
EMend point 0.0026− 52.23 0.0050− 52.33 0.0051− 52.33
Pertflat prior 0.0179− 52.42 0.0395− 53.06 0.0339− 52.87
Pertend point 0.0064− 52.27 0.0063− 52.28 0.0154− 52.12
Tabella 4.2: confronto tra i diversi metodi di ricostruzione per l’analisi del-
le misure simulate usando lo spettro di Bremsstrahlung. L’ener-
gia media, calcolata dalla distribuzione spettrale di riferimento é
E0mean = 52.25KeV .
Vediamo, come ci si poteva aspettare, che con l’aumentare del rumore
si riscontra un generale peggioramento nell’approssimazione della soluzione
esatta. Tutti i metodi restituiscono una buona stima dell’energia media (la
peggiore dista meno del 2% dal valore esatto). Dal punto di vista della
sola distanza L2 i metodi diretti sono migliori di quelli iterativi quando una
distribuzione piatta viene fornita come spettro iniziale: in una situazione
in cui non sia possibile misurare o conoscere in alcun modo il massimo
dell’energia dei fotoni emessi dalla sorgente, a meno delle oscillazioni tra
valori positivi e negativi, TSVD e Tikhonov sono superiori a EM e al metodo
delle Perturbazioni.
L’inserimento del vincolo sulla posizione dell’end point migliora in ma-
niera importante l’approssimazione restituita anche perché condiziona forte-
mente l’intero comportamento asintotico degli algoritmi. Un comportamen-
to regolare consente una gestione più semplice ed efficace della stopping rule.
In termini assoluti, il metodo in grado di fornire le migliori approssimazioni
è quello di Expectation-Maximization.
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4.4 Modellizzazione degli errori
In questo capitolo ci siamo dedicati allo studio del comportamento di diversi
algoritmi quando il vettore delle misure è soggetto a perturbazione. Fino
ad ora abbiamo trattato l’errore di misura come una sovrapposizione di un
segnale aleatorio con media nulla e varianza fissata (10−3 ≤ σ ≤ 10−2),
assumendo implicitamente di essere capaci di misurare la curva di trasmis-
sione con la stessa precisione per tutti i valori di filtrazione impiegati. Anche
se l’intervallo al quale appartengono le ampiezze delle perturbazioni è ragio-
nevole, e in linea con i lavori presenti in letteratura, una rappresentazione
degli errori così costruita può essere troppo semplicistica. Troveremo con-
ferma di questo nel prossimo capitolo dove andremo a sviluppare la parte
sperimentale di questo lavoro.
Nella misura della curva di attenuazione per valori crescenti della filtra-
zione dobbiamo integrare (il conteggio di singoli fotoni oppure la misura di
esposizione) per un tempo maggiore. In questo modo possiamo pensare di
fissare la statistica della misura, e quindi l’errore legato alla natura Poisso-
niana del fenomeno studiato. Dobbiamo tenere conto almeno di altri due
termini che contribuiscono alla nostra misura: il rumore dovuto al rivelatore
e la radiazione che possiamo chiamare di background, ovvero quella che non
proviene direttamente dalla sorgente (fotoni primari). Il primo si modella
bene in termini di conteggi oscuri (oppure di corrente di leakage) mentre il
secondo può essere rappresentato immaginando di separare i fotoni incidenti
sul rivelatore X (E) in un termine primario Xp e in un termine dovuto alla
presenza di radiazione diffusa Xs.
Per tenere conto del fatto che l’errore è composto da una parte relativa
erel, da un termine oscuro eobs e dalla presenza di una radiazione di fondo
secondaria Xs, possiamo scrivere [7]:
Texp = (KXp + JXs)(1 + erel) + eobs (4.1)
dove JXs indica il termine di bias. Notiamo che se modellizziamo la corren-
te oscura come rumore bianco, ovvero come incrementi indipendenti nella
lettura del rivelatore il risultato del conteggio dopo un tempo τ è descritto
da un moto Browniano, e quindi l’errore diventa ∝ √τ : può essere ridotto
a piacere allungando il tempo di misura (il segnale è lineare nel tempo).
Il termine di bias è lineare rispetto Xp, raddoppiando il numero totale di
fotoni raddoppiano anche i conteggi dovuti al background.
Descrivere J è estremamente difficile in quanto andrebbe considerata
l’intera geometria dell’esperimento, possiamo però pensare di misurare que-
sto termine con un set up sperimentale come quello schematizzato in figura
4.16, semplicemente coprendo con un opportuno spessore di piombo l’aper-
tura vicino ai filtri e misurando il segnale rivelato; nella stessa immagine è
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riportato anche un esempio numerico della descrizione degli errori secondo
questo modello.
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Figura 4.16: a sinistra è rappresentato lo schema di una possibile geometria di
rivelazione per valutare i diversi contributi al rumore della misura.
A destra si trova un esempio numerico dell’andamento degli errori
tenendo conto della radiazione di fondo e degli errori dovuti ai pro-
cessi nel rivelatore. La precisione è stata fissata all’1% ed è stato
assunto un tempo di misura 100 volte superiore per la misura a
filtrazione massima rispetto a quella a filtrazione nulla.

CAPITOLO 5
Misure
In questa parte viene sviluppato l’aspetto strettamente sperimentale del
lavoro di tesi, verranno discussi la strumentazione e i metodi impiegati per
fare la misura della curva di trasmissione, gli errori e dunque i limiti imposti
dai diversi tipi di approccio, infine verranno valutati i diversi metodi di
ricostruzione dello spettro della sorgente misurata.
5.1 Misure preliminari
Iniziamo con la descrizione della prima misura della curva di attenuazione,
il risultato non sarà del tutto soddisfacente ma ci fornirà importanti indi-
cazioni sugli aspetti da curare per ottimizzare l’apparato e consentire una
ricostruzione accettabile dello spettro.
5.1.1 Materiali e metodi
sorgente
La sorgente di raggi X è un comune tubo radiogeno per diagnostica (Gi-
lardoni Rotagil) che consente di regolare la tensione di alimentazione tra
40 e 100 kV e di gestire in maniera indipendente la corrente (dell’ordine di
102mA) e la durata dell’impulso (102−103msec). In questo tipo di sorgente
all’emissione di raggi X in maniera impulsata è associata una fluttuazione
dell’esposizione che, a parità di valori impostati sulla macchina, può variare
da qualche punto percentuale nei casi migliori, fino anche al 40% nei casi
peggiori. Questo aspetto rende necessaria la realizzazione di un sistema
di monitoraggio di ogni impulso generato dal tubo così da poter correggere
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ogni misura per le fluttuazioni della radiazione emessa. I parametri di lavoro
con i quali abbiamo misurato l’attenuazione sono 40 kV di tensione anodica
e 320mAs. Lo spettro atteso è stato calcolato teoricamente con i parametri
della macchina: anodo in Tungsteno, inclinazione 13 gradi e filtrazione ine-
rente 2.5mm di Alluminio. Il grafico di questo spettro è riportato in figura
5.3 assieme agli spettri ottenuti dall’analisi dei dati.
rivelatori
Utilizziamo due camere a ionizzazione (detector PTW 34047 - dosemeter
PTW Unidos E; detector Radcal 20X6-6 - dosemeter Radcal 2026C), una
per monitorare costantemente l’esposizione associata ad ogni impulso e l’al-
tra per misurare l’attenuazione di una successione di 21 spessori di Alluminio
(GoodFellow AL000431, purezza 99.999%) compresi tra 0 e 1 cm. È impor-
tante che gli spessori crescano con una progressione a potenza, la variazione
della curva di trasmissione è infatti rapida per sottili filtrazioni e diviene
via via sempre più lenta. Le camere sono posizionate sullo stesso piano ad
una distanza di 175 cm dal fuoco. Il supporto per i filtri di Alluminio è
sistemato a 70 cm dal fuoco in maniera tale da fare ombra solamente su una
delle camere a ionizzazione, senza interferire con la parte di fascio che andrà
ad illuminare la camera monitor. In figura 5.1 è schematizzata la geometria
dell’esperimento.
Figura 5.1: schema della geometria per la misura della curva di trasmissione con
camera a ionizzazione
curva di tramissione
Ciascuna misura è stata effettuata integrando l’esposizione con le camere a
ionizzazione su cinque diversi impulsi di raggi X (appendice B.2.1). Questo
principalmente per migliorare la statistica: le misure di esposizione con
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una forte filtrazione hanno circa l’1% del valore a filtrazione nulla. Per
flussi iniziali compatibili con il range dinamico delle camere, è necessaria
una integrazione su diversi impulsi per avere statistica sufficiente quando la
filtrazione è elevata. Vogliamo infatti tenere costanti i parametri di lavoro
del tubo così da minimizzare le fluttuazioni dello spettro che potrebbero
verificarsi tra uno sparo e l’altro.
In figura 5.2 è riportato il grafico relativo alla misura e alla curva attesa.
Come spettro di riferimento utilizziamo la distribuzione calcolata teorica-
mente sulla base dei parametri impostati sul tubo, e da questa possiamo
quindi calcolare la curva di attenuazione attesa. Si nota che la coda della
curva di trasmissione misurata è più alta di quella attesa, questa deviazione
verrà discussa in seguito.
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Figura 5.2: misura della curva di trasmissione con camera a ionizzazione, gli
ultimi 3 punti, a forte filtrazione, deviano molto dal valore atteso.
5.1.2 Analisi dei dati
metodo EM
Ricostruiamo lo spettro con il metodo EM dapprima senza immettere al-
cuna informazione nell’algoritmo (distribuzione di partenza uniforme tra 0
e 50KeV ). Successivamente modificheremo tale assunzione inserendo la
posizione dell’end point; figura 5.3.
Notiamo che nel primo caso c’è una netta sovrastima della parte ad alta
energia. Questo è imputabile alla deviazione tra la misura della curva di
trasmissione e il suo valore atteso, quindi ad un problema del modello con
il quale descriviamo il sistema fisico piuttosto che ad una scarsa efficacia
dell’algoritmo. Per le misure con alta filtrazione otteniamo letture della ca-
mera a ionizzazione più alte di quelle attese (figura 5.2), questo può essere
spiegato con una progressiva crescita della frazione di fotoni diffusi che in-
cidono comunque sulla camera a ionizzazione. Due motivi possono spiegare
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Figura 5.3: ricostruzione con metodo EM. A sinistra lo spettro ottenuto a partire
da una distribuzione uniforme per la curva di trasmissione misurata
con camera a ionizzazione, la distanza L2 è di 0.0252. La sovra-
stima della parte ad alta energia è riconducibile all’influenza dello
scattering Compton sulla misura. A destra la ricostruzione facendo
uso dell’informazione sulla posizione dell’end point ed escludendo le
misure ad alta filtrazione che comportano una sovrastima dell’enegia
media del fascio. La distanza L2 è di 0.0129.
questo effetto, in primo luogo all’aumentare dello spessore della filtrazione
aumenta la probabilità di interazione Compton nei filtri, e inoltre l’energia
media dello spettro viene via via incrementata, all’aggiunta di ogni filtro, e
con essa cresce la frazione di interazioni Compton in aria. Poiché nel coeffi-
ciente di attenuazione (µ(E)) è stata inclusa l’attenuazione totale (dunque
si ritiene ogni fotone scatterato Compton come eliminato dal fascio), e in-
vece nelle nostre misure una parte di fotoni diffusi viene rivelata, la lettura
della camera risulta più alta di quanto atteso.
Per quanto riguarda la ricostruzione, la sovrastima dello spettro ad alta
energia è interpretabile come un artefatto dell’algoritmo che tende ad alzare
l’energia media dello spettro per avvicinarsi maggiormente alla curva di at-
tenuazione misurata. Una descrizione dell’attenuazione del fascio in termini
di sola interazione per effetto fotoelettrico comporta, tuttavia, una distanza
ancora maggiore tra la misura e la curva attesa, ed inoltre nessun punto
previsto dal modello cade all’interno dell’errore sulla misura. Un modello
più accurato dovrebbe quindi essere in grado di determinare l’esatta fra-
zione di scattering Compton raccolta dalla camera a ionizzazione per ogni
singola misura.
Si può cercare di correggere per la deviazione riscontrata imponendo
l’end point nello spettro dato in input all’algoritmo e procedendo ad una
ricostruzione utilizzando solamente i punti della curva che si trovano vicini
alla previsione del modello (scartiamo gli ultimi tre punti). Come si può
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vedere la ricostruzione è migliorata anche se il risultato non è ancora accura-
to, questo è comprensibile in quanto, troncando la curva di trasmissione, ci
fermiamo ad un punto con valore di esposizione relativa vicino a 0.2 mentre
è noto ([66], [41], [40], [55]) che la curva di trasmissione deve contenere qual-
che punto sotto lo 0.01 per consentire una buona ricostruzione con questo
tipo di metodi.
Abbiamo mostrato il funzionamento dell’algoritmo EM che, in questo
caso, ha portato alla ricostruzione di un artefatto. Tuttavia questo è giu-
stificabile con gli effetti dello scattering Compton che, in una geometria
come quella di questo esperimento, influenza considerevolmente la misura.
A questo punto è necessario procedere ad un affinamento dell’esperimen-
to per migliorare la qualità delle misure. Nella prossima sezione vedremo
che un’accurata geometria di rivelazione sarà sufficiente a risolvere questo
problema.
5.2 Misura con camera a ionizzazione
5.2.1 Materiali e metodi
sorgente, rivelatori e curva di trasmissione
La sorgente che utilizziamo è la medesima dell’esperimento appena descrit-
to, quindi un tubo radiogeno con anodo in Tungsteno, alimentato a 40 kV .
Anche le due camere sono le stesse però posizionate in una differente geo-
metria precisata nella parte sinistra di figura 5.4, in questo modo è stato
possibile collimare fortemente il fascio (l’apertura del collimatore è circolare
con diametro 1 cm) e monitorare comunque l’intensità di ogni impulso.
La collimazione garantisce un fondo (radiazione di background) trascu-
rabile rispetto al valore delle misure (≤ 10−7 riferito alla misura di trasmis-
sione a filtrazione nulla normalizzata ad 1). Tale valore è stato misurato
schermando il fascio primario (l’apertura del collimatore è stata coperta con
circa 3 centimetri di piombo, cui corrisponde un valore di trasmissione, per
fotoni a 40KeV , di exp (−µ40Kev · 3cm) = 9× 10−119).
La misura fatta con la nuova geometria (si faccia anche riferimento al
paragrafo 4.4) è risultata molto buona, questo si può valutare visivamente
da figura 5.4 e si rifletterà anche nella qualità degli spettri ricostruiti.
5.2.2 Analisi dei dati
Come nel capitolo dedicato alle simulazioni riportiamo le soluzioni ottenute
con l’analisi delle misure attraverso i quattro metodi.
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Figura 5.4: geometria di rivelazione per la misura con camera a ionizzazione. La
radiazione di fondo è minimizzata con una schermatura in piombo e
quella diffusa con l’uso di un collimatore. Le distanze A, B e C sono
rispettivamente 70, 40 e 60 cm. A destra si trova il grafico della curva
calcolata sulla base della distribuzione di riferimento con le misure
sperimentali.
Metodi Diretti: TSVD e Tikhonov
Le soluzioni ottenute con la Decomposizione ai Valori Singolari Troncata
e con Tikhonov sono riportate in figura 5.5, per la scelta del parametro
di regolarizzazione abbiamo utilizzato due diversi metodi: L-curve e NCP.
L’approssimazione è buona, sia la posizione dell’end point che la forma sono
riprodotte in modo abbastanza preciso, tuttavia rimangono le oscillazioni
tra valori positivi e negativi nella parte a bassa energia. Come già discusso
in precedenza, un’eventuale proiezione dei risultati sulla parte non-negativa
non risolverebbe completamente il problema, rimarrebbero infatti dei picchi
isolati a bassa energia che non avrebbero un significato fisico; in questo caso
particolare, specialmente con il parametro di regolarizzazione individuato
da NCP, va sottolineato che le oscillazioni sono di piccola ampiezza (∼ 7%
del valore di picco).
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Figura 5.5: stima dello spettro per la misura con camera a ionizzazione attraverso
i metodi diretti TSVD e Tikhonov.
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Metodi Iterativi: EM e Perturbazioni
La scelta del numero di iterazioni è stata fatta per entrambi i metodi con il
Principio di Discrepanza, la procedura di Cross-Validation è stata testata
per l’algoritmo EM. I risultati ottenuti sono riportati nelle figure 5.6 e 5.7
per EM e per il metodo delle Perturbazioni, rispettivamente.
Le approssimazioni ottenute sono molto buone, per quanto riguarda il
metodo statistico, anche in assenza del vincolo sul supporto della distribu-
zione. Chiaramente, quando è imposto il valore di energia massimo nella
distribuzione, l’approssimazione migliora. La procedura di Cross-Validation
sembra funzionare correttamente e restituisce soluzioni compatibili con quel-
le ottenute attraverso il Principio di Discrepanza. Ricordiamo che mentre il
Principio di Discrepanza fa uso della conoscenza del livello di rumore pre-
sente nelle misure, la procedura di Cross-Validation considera solamente i
valori delle misure (data driven).
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Figura 5.6: ricostruzione con l’algoritmo iterativo di tipo statistico EM, la curva
è misurata con una camera a ionizzazione. Sono confrontate le solu-
zioni ottenute fermando le iterazioni con il Principio di Discrepanza
e con una procedura di Cross-Validation; in entrambi i casi i risultati
sono molto buoni, sia per la distribuzione uniforme in ingresso, sia
per la ricostruzione con il vincolo dell’end point.
Applicando il metodo delle Perturbazioni la soluzione è buona quando
si impone l’energia massima dello spettro, mentre nel caso di distribuzione
uniforme in ingresso all’algoritmo l’approssimazione è scarsa (figura 5.7); il
numero delle iterazioni è stato deciso con il Principio di Discrepanza
5.2.3 Discussione dei risultati
Per concludere questo confronto riassumiamo i risultati ottenuti da questa
misura nella tabella 5.2.3. Si può vedere che i metodi diretti hanno consen-
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Figura 5.7: ricostruzione con l’algoritmo iterativo delle Perturbazioni, la curva è
misurata con una camera a ionizzazione. L’iterazione è stata inter-
rotta con il Principio di Discrepanza. Il risultato è buono solamente
quando è imposto il supporto della distribuzione spettrale, parten-
do da una distribuzione uniforme l’approssimazione è decisamente
scarsa.
tito una buona approssimazione, sia della forma (distanza L2 dell’ordine di
qualche percento), che del valore di energia media (distanza relativa < 1%).
Per quanto riguarda il metodo delle Perturbazioni, il risultato è accetta-
bile solamente potendo imporre il vincolo sul supporto della distribuzione
spettrale. Il metodo più promettente è quello statistico. Notiamo inoltre
che in questo caso la procedura di Cross-Validation funziona, ma restituisce
risultati leggermente peggiori rispetto al Principio di Discrepanza, tranne
nel caso (EMend point). La procedura di Cross-Validation riesce a far cre-
scere il numero di iterazioni che, in questo caso, portano un miglioramento
alla soluzione. Negli altri tre casi, il comportamento asintotico irregolare
porta la soluzione a degradare velocemente; in questi casi il Principio di
Discrepanza risulta più affidabile.
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Metodi Diretti
l-curve NCP
L2 | Emean [KeV] L2 | Emean [KeV]
TSVD 0.0277 − 26.10 0.0178− 25.87
Tikhonov 0.0337 − 26.05 0.0139− 25.96
Metodi Iterativi
Discrepancy Principle Cross-Validation
L2 | Emean [KeV] L2 | Emean [KeV]
EMflat prior 0.0261− 26.21 0.0293− 26.05
EMend point 0.0130− 26.03 0.0084− 26.01
Pertflat prior 0.0270− 26.21 0.0626− 26.11
Pertend point 0.0099− 25.99 0.0151− 26.02
Tabella 5.1: confronto quantitativo dei risultati ottenuti dall’analisi della cur-
va di attenuazione misurata con la camera a ionizzazione. Sia
i metodi diretti che quelli iterativi sono stati applicati in com-
binazione con diversi criteri per la scelta del parametro di re-
golarizzazione. L’energia media dello spettro di riferimento vale
E0mean = 26.10KeV .
5.3. MISURE IN CONTEGGIO DI SINGOLO FOTONE 87
5.3 Misure in conteggio di singolo fotone
Per completare la validazione sperimentale procediamo alla misura della
curva con un rivelatore a stato solido (si veda anche l’appendice B.2.2).
Fino a questo punto lo spettro con il quale abbiamo confrontato i risultati
sperimentali è stato calcolato sulla base dei parametri di lavoro del tubo
RX, vogliamo invece mettere a confronto una misura di tipo diretto con gli
spettri ottenuti attraverso l’analisi delle curve di attenuazione.
Con un rivelatore a stato solido possiamo, da una parte, misurare di-
rettamente la distribuzione energetica dei fotoni, dall’altra contare i fotoni
trasmessi e misurare così la curva di attenuazione. Il confronto tra le due
tecniche di misura avviene con il medesimo rivelatore, quindi in condizioni
di efficienza di rivelazione rigorosamente identiche. Se la dipendenza dell’ef-
ficienza di rivelazione dall’energia causa una distorsione della forma della
distribuzione spettrale, questa stessa distorsione si presenta in entrambe le
misure; le condizioni sono quindi ottimali per valutare le prestazioni dei
metodi di ricostruzione, indipendentemente dallo strumento. In ogni caso
(si veda l’appendice B.2.2) l’efficienza è praticamente il 100% nel range di
energie a cui lavoriamo. Abbiamo anche posto attenzione a non superare
l’energia di 26KeV alla quale il rivelatore presenta un problema di escape.
5.3.1 Materiali e metodi
sorgente
In questo esperimento utilizziamo come sorgente di raggi X un tubo radio-
geno alimentato in continua (Hamamatsu, Microfocus). La radiazione viene
filtrata con 0.5mm di Alluminio così da eliminare la parte di bassa energia,
e con essa i picchi dovuti alle fluorescenze del Tungsteno. Il tubo Microfocus
ha infatti una filtrazione inerente assai ridotta poiché i fotoni sono estratti
da una finestra di Berillio spessa qualche centinaio di micrometri. D’ora in
avanti non facciamo più riferimento a questa filtrazione che rimarrà costan-
te per tutta la durata dell’esperimento e consideriamo lo spettro originale
come quello attenuato e formato da questo primo filtro.
A pochi centimetri (∼ 5) dal fuoco avviene la filtrazione con la succes-
sione di spessori di Alluminio realizzata con la sovrapposizione di diversi
foglietti (Good Fellow, purezza 99.999%). Infine ad una distanza di 50 cm
viene sistemato il rivelatore (Amptek, XR-100T-CZT) montato su di un
supporto che consente l’allineamento con precisione. ll fascio attenuato ar-
riva al rivelatore attraverso un collimatore realizzato con un cilindretto di
Tungsteno alto 2mm con un foro al centro di 400µm di diametro. Per elimi-
nare la radiazione di fondo, tutto il rivelatore è schermato con un’apposita
struttura. In figura 5.8 è schematizzato il set-up.
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Figura 5.8: schema della geometria per l’esperimento in conteggio di singolo
fotone. Per le caratteristiche specifiche del rivelatore rimandiamo
all’appendice B.2.2
Misuriamo la curva di trasmissione per gli spettri ottenuti da tre diversi
valori di kilovoltaggio: 20, 15 e 10 kV . Questi valori si riferiscono a quel-
li nominali impostati sull’unita di controllo del tubo. I tre diversi spettri
ottenuti sono di forma Gaussian like con una FWHM via via più stretta.
In questo modo abbiamo realizzato delle distribuzioni spettrali simili all’ar-
monica principale di uno spettro tipico per una sorgente ICS (si ricordi il
paragrafo 1.3.3).
catena di rivelazione e analisi del rumore
Il segnale prodotto dall’interazione dei fotoni nel diodo viene preamplifica-
to (Amptek, XR-100T), amplificato e formato (Amptek, PX2T) in impulsi
positivi, di ampiezza variabile (nel range di energie che andremo ad esplo-
rare) tra qualche centinaio di mV fino a circa 2V , e di FWHM nominale
di 600ns. Tramite una serie di moduli standard NIM questo segnale vie-
ne, dapprima invertito di polarità, quindi discriminato e infine gli impulsi
vengono contati con un multiscaler.
Il rumore bianco viene efficacemente discriminato impostando la soglia
ad un valore di −150mV (equivalente circa a 2KeV ). Abbiamo però os-
servato un’altra sorgente di rumore che porta ad avere una serie di impulsi
a basso rate (∼ 0.1Hz), di ampiezza distribuita su di un range che co-
pre quello degli impulsi generati dai fotoni delle energie che ci interessano
(4 − 20KeV ). Circa la metà di questi impulsi saturano il formatore e ge-
nerano una coda di oscillazioni che può raggiungere la durata di qualche
decina di microsecondi. Dal punto di vista dei conteggi questo è inaccetta-
bile poiché un singolo evento di questo tipo comporta un numero arbitrario
di conteggi che può essere anche dell’ordine delle centinaia. Per questo
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motivo è stato sviluppato un sistema a doppia soglia che consente di di-
scriminare gli impulsi troppo grandi (che comunque sono fuori dal range
energetico di interesse): quando scatta il discriminatore con la soglia supe-
riore (∼ 3V ) generiamo con una timing unit un impulso di durata 250ms e
tramite un modulo and possiamo chiudere il gate dei conteggi finché non si
sono spente le oscillazioni del formatore (il multiscaler può essere impostato
in maniera tale che i conteggi vengano registrati solo se è presente il segnale
di gate). Il segnale che porta l’informazione sul conteggio viene opportuna-
mente ritardato in modo che la chiusura del gate abbia circa un centinaio
di nanosecondi di vantaggio.
Abbiamo così realizzato un sistema robusto che può operare con acquisi-
zioni di lunga durata, con un fondo di conteggi con rate 0.056Hz e un rate
di eventi che comportano la chiusura del gate di 0.064Hz. Questi valori
corrispondono alle impostazioni ottimali delle soglie che discriminano a cir-
ca 2KeV per quella inferiore e a 35KeV per quella superiore. In figura 5.9
sono riportati i grafici dei rate di conteggio in funzione del valore di soglia
usati per la scelta del punto di lavoro della catena di rivelazione.
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Figura 5.9: rate di conteggio in funzione dei valori della soglia; la soglia supe-
riore è stata calibrata con una sorgente di 109Cd. La soglia inferiore
discrimina il rumore bianco.
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misura dello spettro con ADC multicanale
Come accennato all’inizio di questa sezione utilizziamo lo stesso rivelatore
sia per la misura di conteggio che per la misura diretta dello spettro. Con-
fronteremo i risultati ottenuti in fase di ricostruzione con lo spettro ottenuto
da questo tipo di misura diretta. Utilizziamo un ADC multicanale che re-
gistra il segnale in uscita dall’amplificatore-formatore ad una frequenza di
campionamento di 20MHz ed un software dedicato che analizza questo
segnale e restituisce la distribuzione dell’ampiezza degli impulsi. In figura
5.10 e tabella 5.2 sono riportati il grafico e i risultati della calibrazione del
multicanale per la quale sono state impiegate una sorgente di 109Cd e le
fluorescenze di Tungsteno, Molibdeno e Rame. Infine lo spettro misurato,
per filtrazione nulla, è plottato in figura 5.11.
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Figura 5.10: : calibrazione del multicanale. Sono state usate come riferimento
di energia una sorgente 109Cd e le fluorescenze di W, Mo, Cu.
a± da b± db χ2ridotto
8.45± 0.04 −13.6± 0.3 0.97
Tabella 5.2: risultati del fit del minimo χ2 per la calibrazione del multicanale
(modello y = ax+ b).
curve di trasmissione
Per la misura della curva di trasmissione utilizziamo una successione di 25
spessori di Alluminio. Facciamo in modo che alla prima misura, a filtrazione
nulla, corrisponda un rate di incidenza dei fotoni di circa 103Hz, così le
eventuali correzioni, dovute al tempo morto del rivelatore, sono comunque
inferiori allo 0.001. Infatti le correzioni ai conteggi dovuti al tempo morto
del rivelatore sono descritte da [43]:
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Figura 5.11: spettro misurato con ADC multicanale. Tubo Microfocus alimen-
tato a 20 kV nominali e filtrato con 0.5mm di Alluminio. Questo è
lo spettro formato al quale applichiamo il metodo di ricostruzione.
Rm =
Rn
1 +RnT non paralizzabile (5.1)
Rm = Rne−RnT paralizzabile (5.2)
avendo indicato con T il tempo morto del sistema (assunto essere equiva-
lente al tempo di formatura) e con Rm e Rn il rate misurato e quello vero,
rispettivamente. Nel caso in cui sia soddisfatta la condizione Rn << 1/T
(103 << 1.6 106 nel nostro caso) entrambe le espressioni possono essere
approssimate così:
Rm = Rn(1−RnT ) (5.3)
all’aumentare della filtrazione il rate sarà sempre più basso e dovremo
aumentare il tempo di conteggio per mantenere alta la statistica.
5.3.2 Analisi dei dati
Procediamo all’analisi dei dati con i soli metodi iterativi, gli unici in gra-
do di fornire una soluzione che oltre all’accuratezza, garantisca il vincolo
fondamentale di non-negatività della soluzione.
metodo EM e delle Perturbazioni
Riportiamo i risultati per tre diversi valori di kilovoltaggio nominali: 20, 15
e 10 kV . La discussione riguardo alla strumentazione è del tutto analoga
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a quella descritta nel caso a 20 kV e i valori delle misure delle curve di
trasmissione sono raccolti nella tabella B.7 in appendice.
La ricostruzione dello spettro è stata valutata sia nel caso di distribu-
zione uniforme in ingresso all’algoritmo EM, sia imponendo la posizione
dell’end point. I grafici relativi alle ricostruzioni sono riportati in figura
5.12, e mostrano che il metodo EM è in grado di restituire stime accurate
anche quando non è imposto nessun vincolo sulla distribuzione.
Una volta individuato l’intervallo di energia sul quale sono distribuiti i
fotoni è possibile affinare la ricostruzione con un campionamento più fine
delle energie per ottenere una migliore visualizzazione dello spettro. Un
esempio si trova in figura 5.13 dove abbiamo ripetuto l’analisi dello spettro
generato con 20 kV di tensione anodica campionando l’energia ad intervalli
di 0.12KeV .
5.3.3 Discussione dei risultati
Nella tabella 5.3.3 sono riassunti i parametri con i quali valutare i risultati di
questo set di misure. La superiorità dell’algoritmo EM, in termini di misura
L2, è confermata in tutti le situazioni esplorate. Per la stima dell’energia
media invece, la differenza tra i due metodi non è significativa.
Come atteso si ha un miglioramento della ricostruzione quando c’è la
possibilità di imporre il vincolo sull’end point, per questo tipo di spettro però
la differenza tra le ricostruzioni ottenute partendo da differenti condizioni
iniziali non è così netta come per nel caso dello spettro generato a 40 kV . Si
può inoltre notare che con la diminuzione della larghezza della distribuzione
la ricostruzione diventa via via più difficile: questo si riconduce al fatto che
uno spettro più stretto è più ricco di dettagli, e con questo tipo di analisi è
inevitabile imporre un qualche tipo di filtro nella ricostruzione.
Metodi Iterativi
µFocus - 20 kV µFocus - 15 kV µFocus - 10 kV
L2 | Emean [KeV] L2 | Emean [KeV] L2 | Emean [KeV]
EMflat prior 0.0077 − 15.11 0.0540− 13.05 0.0755− 9.78
EMend point 0.0053− 15.09 0.0369− 13.04 0.0583− 9.78
Pertflat prior 0.0110− 15.06 0.0770− 13.03 0.1307 − 10.18
Pertend point 0.0077 − 15.06 0.0342− 13.06 0.1511− 9.98
Tabella 5.3: L’energia media dello spettro di riferimento vale E20kVmean =
15.05KeV , E15kVmean = 12.86KeV , E10kVmean = 9.79KeV .
La sorgente che abbiamo usato per queste misure è stata appositamente
filtrata con lo scopo di ottenere degli spettri che fossero il più simili possibile
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Figura 5.12: ricostruzione con metodo EM e delle Perturbazioni a partire dalle
misure della curva di trasmissione in modalità di conteggio di singo-
lo fotone. Il tubo Microfocus è alimentato con tre diverse tensioni
anodiche nominali (20, 15 e 10 kV ). Per ogni acquisizione sono
valutate due diverse condizioni iniziali: distribuzione uniforme in
input all’algoritmo e assunzione sulla posizione dell’end point. Il
numero di iterazioni è deciso con in Principio di Discrepanza.
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Figura 5.13: ricostruzione dello spettro generato con 20 kV nominali con un
campionamento più fine (0.12KeV contro 0.5KeV ) delle energie.
a quello che è atteso per una sorgente ICS, quantomeno dal punto di vista
della forma. Nel prossimo capitolo viene valutata la possibilità di applicare
questo tipo di analisi delle curve di attenuazione nella caratterizzazione dello
spettro di una sorgente ICS.
CAPITOLO 6
Caratterizzazione di una Sorgente
Thomson
Applichiamo il migliore dei metodi fin qui studiati, l’algoritmo di Expectation-
Maximization, a delle misure di trasmissione simulate utilizzando lo spettro
teorico di una sorgente Back-Scattering Thomson. Vogliamo valutare le
prestazioni dell’algoritmo, sia in termini di ricostruzione dello spettro, sia
in termini di robustezza rispetto alle condizioni sperimentali.
6.1 Spettro
Lo spettro che usiamo per le simulazioni è quello teorico per una sorgente
ICS ad un’energia di picco di 20KeV ([62], figura 6.1), che abbiamo già
riportato nel capitolo dedicato alle sorgenti di raggi X (1.3.3). La procedu-
ra con la quale simuliamo l’esperimento è la stessa adottata fino a questo
punto: la curva di trasmissione viene calcolata in Alluminio partendo dallo
spettro ICS e si aggiunge poi una perturbazione (di tre diverse intensità),
che rappresenta il rumore di misura.
6.1.1 Analisi con algoritmo EM
In figura 6.2 si trovano gli spettri ottenuti dall’analisi delle misure di atte-
nuazione simulate. Una distribuzione uniforme è data in ingresso all’algo-
ritmo di Expectation-Maximization e la stopping rule è valutata attraverso
il Principio di Discrepanza.
L’armonica fondamentale è localizzata con precisione anche se è evidente
una sottostima dell’altezza del picco. Nella parte dello spettro a più bassa
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Figura 6.1: spettro utilizzato per le simulazioni della caratterizzazione di una
sorgente ICS. L’energia di picco è 20KeV .
energia (0 − 10KeV ) si possono notare delle piccole oscillazioni: questo è
l’effetto della propagazione del rumore che svanisce quando la perturbazione
inserita nelle misure ha l’ampiezza minima. Dal grafico in scala semiloga-
ritmica si può vedere che c’è una chiara indicazione della presenza delle
armoniche (seconda e terza) nello spettro anche se i due picchi non sono
risolti l’uno dall’altro.
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Figura 6.2: ricostruzione dello spettro ICS con il metodo EM, senza inserire nello
spettro di partenza alcun vincolo sulla distribuzione. Per fermare
l’iterazione è stato usato il Principio di Discrepanza.
Nella tabella 6.1.1 è indicata la precisione relativa con la quale siamo in
grado di calcolare tre parametri che caratterizzano lo spettro della sorgente.
Anche se il risultato dipende, ovviamente, dal livello del rumore, in generale
si può vedere che l’energia media e l’area totale sono ricostruite in maniera
molto accurata, lo stesso non è vero per l’altezza del picco della prima
armonica che è sottostimato. La dipendenza dell’approssimazione ottenuta
dall’ampiezza del rumore è manifesta nella stima di questo parametro.
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Spettro ICS - ricostruzione metodo EM
noise 1× 10−3 noise 5× 10−3 noise 1× 10−2
Energia media 0.001 0.006 0.007
Picco armonica fondamentale 0.1 0.4 0.3
Area totale 0.008 0.01 0.02
Tabella 6.1: precisione relativa nella stima di tre parametri dello spettro ICS,
ricavati dall’approssimazione ottenuta con il metodo Expectation-
Maximization.
In questo caso non abbiamo imposto alcun vincolo fisico sulla distribu-
zione ad eccezione della non-negatività. Mentre per una sorgente di Brems-
strahlung è tutto sommato immediato limitare l’energia massima possibile
una volta noto il kilovoltaggio del tubo, per le sorgenti ICS la formulazio-
ne di un vincolo di questo tipo risulta assai più complicata. Si può per
esempio pensare all’imposizione di qualche struttura periodica che vincoli
la radiazione ad appartenere a picchi che si trovano a multipli dell’armoni-
ca fondamentale, oppure a vincolare l’altezza di questi picchi considerando
che l’intensità di un’armonica deve necessariamente essere inferiore a quel-
la della fondamentale. Al momento però, questo tipo di sorgente non è
ben conosciuta, sia per quanto riguarda il prodotto finale (raggi X) sia per
quanto riguarda i dettagli tecnici della realizzazione. La conoscenza dello
spettro è basata su calcoli teorici che assumono determinate caratteristiche
dei fasci e della dinamica dell’interazione. In una prima fase di realizzazio-
ne, una stima dello spettro di emissione che non faccia uso di particolari
ipotesi o conoscenze, risulta sicuramente meno accurata in termini assoluti,
ma consente di realizzare una vera e propria misura, quantomeno di alcuni
parametri dello spettro. La misura della qualità della radiazione prodotta è
infine un ottimo strumento di diagnosi rispetto al corretto funzionamento di
tutta la macchina. In una prima fase è quindi importante poter avere una
stima dello spettro che non implichi ulteriori conoscenze sulla distribuzione
dei fotoni emessi dalla sorgente, in un secondo momento l’analisi dei dati e
le simulazioni potranno sicuramente essere integrate per affinare la tecnica
di misura.
6.2 Robustezza della ricostruzione
Per completare lo studio di questa applicazione è stata controllata la ro-
bustezza dell’algoritmo ad eventuali inquinamenti presenti nel fascio. Lo
spettro ICS originale è stato artificialmente modificato con l’aggiunta di
emissioni caratteristiche di diversa energia e intensità. Come sorgenti di
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radiazione non attesa sono state scelte le fluorescenze di Rame, Piombo
e Tungsteno (sono previsti nel progetto della camera di interazione della
sorgente ICS uno shutter di Piombo e un otturatore in Tungsteno). Sono
state inoltre valutate le prestazioni dell’algoritmo in presenza di emissioni
ad energie sempre più elevate (in particolare: 35, 45, 60, 75, e 87KeV ).
Anche per questo tipo di analisi usiamo l’algoritmo EM nel quale viene
inserita una distribuzione uniforme in ingresso per un numero di iterazioni
consistente con il Principio di Discrepanza. In figura 6.3 si trova un esempio
del funzionamento della stopping rule in questo caso particolare.
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Figura 6.3: solidità del Principio di Discrepanza come criterio per fermare le
iterazioni anche in presenza di radiazione non attesa nel fascio.
Per la discussione dei risultati facciamo riferimento alla figura 6.4. Quan-
do abbiamo inquinamento dovuto ad un picco a bassa energia riusciamo a
identificare con precisione la componente non attesa nello spettro. Quan-
do ci sono due emissioni caratteristiche queste risultano ben identificate a
condizione che non siano troppo vicine (∆E ≥ 6KeV ). Quando i picchi
sono prossimi l’uno all’altro (∆E ≤ 4KeV ) non siamo in grado di risolverli
ma abbiamo comunque una netta indicazione della presenza di emissioni
inattese.
Al crescere dell’energia dell’emissione inattesa si nota una progressiva
perdita di accuratezza nell’identificazione del picco presente nello spettro.
Questo comportamento si riconduce ad una discussione precedente (para-
grafo 4.1) ed è sostanzialmente dovuto al fatto che il coefficiente di atte-
nuazione dell’Alluminio (4.9) nell’intervallo di energia 1 − 50KeV cambia
di quattro ordini di grandezza mentre in quello 50 − 150KeV nemmeno
di uno. La capacità di discriminare la qualità della radiazione basandosi
sull’attenuazione dell’alluminio è quindi necessariamente migliore a poche
decine di KeV piuttosto che ad energie più alte. Sempre in figura 6.4 si
può però notare che, in ogni caso, l’algoritmo restituisce quantomeno un’in-
dicazione della presenza di radiazione inaspettata. Negli ultimi due grafici
non è visibile nessuna forma a campana che possa identificare un picco, pe-
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Figura 6.4: studio sulla robustezza del metodo contro eventuale presenza di ra-
diazione inattesa. Sono state aggiunte allo spettro ICS originale
alcune emissioni in un intervallo di energia compreso tra 6 e 87KeV .
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rò, osservando con attenzione, si vede che l’andamento della distribuzione è
crescente (si veda anche l’ingrandimento di figura 6.5).
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Figura 6.5: particolare dello studio sulla robustezza del metodo rispetto a emis-
sioni inattese. A energie ≥ 50KeV il picco non è più identifica-
to con precisione, rimane tuttavia un’indicazione della presenza di
radiazione inquinante.
Uno spettro divergente ad alta energia è sicuramente un’inconsistenza
e ci porta quindi a valutare il fatto che ci possa essere, nel fascio, della
radiazione che non ci aspettavamo. A questo primo segnale può seguire
lo stesso tipo di analisi, con misure di attenuazione in un materiale a Z
maggiore (per esempio Rame), in grado di fornire una risoluzione migliore
ad energie superiori ai 50KeV .
Da queste simulazioni il metodo EM risulta quindi robusto in condizioni
verosimili da un punto di vista sperimentale e anche in presenza di fonti
di radiazione inattese, con emissioni comprese tra 6 e 87KeV , riusciamo
quantomeno a segnalarne la presenza.
Conclusioni
In questo lavoro di tesi è stato studiato il problema della stima dello spettro
di una sorgente di raggi X attraverso l’analisi delle misure di attenuazione.
Il problema è stato formalizzato da un punto di vista matematico e sono
stati approfonditi gli aspetti teorici fondamentali di quattro metodi adatti
alla risoluzione dello stesso.
Questi quattro metodi di regolarizzazione: TSVD, Tikhonov, algoritmo
Expectation-Maximization e metodo delle Perturbazioni sono stati applica-
ti ad una serie di misure di attenuazione simulate al calcolatore. In questo
studio è stata prestata particolare attenzione ai criteri di scelta dei parame-
tri di regolarizzazione e dell’influenza delle condizioni iniziali sulla soluzione
ottenuta. Questo ha permesso la messa a punto di un nuovo metodo com-
pleto per la ricostruzione dello spetto. Dai risultati ottenuti è stata possibile
una valutazione quantitativa delle proprietà e delle prestazioni dei diversi
metodi ed è emersa la concreta possibilità di applicare queste procedure a
vere misure sperimentali.
La validazione sperimentale dei risultati ottenuti nelle simulazioni è stata
realizzata misurando le curve di trasmissione in Alluminio in due modalità
differenti, in conteggio di singolo fotone usando un rivelatore a stato solido e
con la misura dell’esposizione usando due camere a ionizzazione. Le sorgenti
con cui sono stati generati i raggi X sono due diversi tubi radiogeni con
anodo in Tungsteno che hanno operato in diverse condizioni di corrente,
kilovoltaggio e filtrazione, in un range energetico compreso tra 10 e 40KeV.
I risultati ottenuti in fase sperimentale sono stati soddisfacenti: mediamente
dell’ordine di qualche punto percentuale in termini della distanza L2 tra la
soluzione approssimata e quella esatta, nei casi migliori questa distanza è
risultata inferiore all’1%. Abbiamo quindi dimostrato sperimentalmente il
metodo, e i criteri per la scelta dei parametri dai quali dipende la soluzione
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si sono dimostrati adeguati.
Infine l’algoritmo di Expectation-Maximization è stato applicato ad un
set di misure simulate con lo spettro teorico atteso per una sorgente Back-
scattering Thomson (energia di picco di 20KeV ), con risultati del tutto
ragionevoli. Il metodo si è dimostrato robusto sia rispetto alla presenza di
un livello di rumore nelle misure verosimile da un punto sperimentale, sia
contro eventuali radiazioni non attese che inquinano il fascio primario. L’a-
nalisi delle curve di attenuazione con il metodo EM può risultare utile nella
caratterizzazione di sorgenti quasi monocromatiche ad alto flusso come le
sorgenti ICS, con le quali una misura dell’energia dei singoli fotoni non può
essere realizzata.
Gli sviluppi futuri di questo lavoro prevedono l’affinamento dei metodi
di regolarizzazione studiati. Per la regolarizzazione alla Tikhonov si possono
utilizzare, per esempio, norme differenti da quella L2, mentre per gli algorit-
mo iterativi nuove stopping rules possono verificarsi più adatte a determina-
te condizioni sperimentali. Va inoltre valutata la possibilità di misurare le
curve di attenuazione in materiali, che siano disponibili con elevata purez-
za, diversi dall’Alluminio. Cambiando l’attenuatore possiamo ottimizzare
la ricostruzione ad una determinata energia ed estrarre informazioni sullo
spettro anche dal confronto tra le misure ottenute in materiali diversi. Per
quanto riguarda l’applicazione dei metodi alla caratterizzazione di una sor-
gente ICS rimane da valutare la possibilità di imporre qualche vincolo sulla
distribuzione dei fotoni proveniente da conoscenze a priori sulla macchina.
Per questo bisogna attendere che la sorgente sia operativa e si possano rea-
lizzare una serie di esperimenti preliminari. Infine si può pensare all’utilizzo
di un rivelatore a semiconduttore ad altissima efficienza (diodo CZT), letto
in modalità integrale. La misura dell’energia totale rilasciata nel rivelatore
da un singolo impulso permette di mettere in relazione l’attenuazione con
lo spettro dei fotoni in una maniera simile a quella considerata per la mi-
sura con la camera a ionizzazione, con i vantaggi dell’alta efficienza e della
velocità nella risposta connesse con l’impiego di un semiconduttore al posto
di un gas.
APPENDICEA
Matematica
A.1 Discretizzazione dell’integrale di Fred-
holm del primo tipo
I metodi con i quali ci si può ridurre ad un sistema discreto sono numerosi,
di seguito sono riportate le caratteristiche di due approcci fondamentali.
A.1.1 Metodi di quadratura
Fissiamo a n il numero dei punti yj, j = 1, 2, ..., n ai quali andiamo a cam-
pionare la funzione f(y), otteniamo dunque un vettore X ∈ IRn tale che
Xj = f(yj). La distanza tra i campioni è ∆ = yj+1 − yj. In modo ana-
logo andiamo a selezionare m punti xi, i = 1, 2, ...,m ai quali registriamo i
valori di g(x) nel vettore m−dimensionale T . Definiamo un vettore di pesi
W ∈ IRn, per esempio nel modo seguente:
Wj =

0.5
∆ per j = 1, n
1
∆ per j = 2, 3, ..., n− 1
 . (A.1)
Ora possiamo riscrivere la 2.3 nella sua approssimazione discretizzata:
∫ 1
0
k(x, y)f(y)dy ≈
n∑
i=1
Wjk(x, yj)Xj = T (A.2)
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oppure, più semplicemente, se definiamo: Aij = Wjk(xi, yj), riscriviamo in
forma compatta:
Ti = AijXj
Facciamo notare che la regola data in A.1 è solamente una delle possibili
scelte all’interno dei metodi di quadratura e in particolare corrisponde alla
regola dei trapezi. Per una discussione completa riguardo agli aspetti della
discretizzazione si faccia riferimento a [9].
A.1.2 Metodi di Galerkin
Vedremo ora un altro tipo di approccio alla discretizzazione. Si comincia
con il definire due set di funzioni base φi(x) e ψj(y), poi si espandono i
diversi elementi dell’equazione 2.3. Si ottiene:
f(y) ≈
n∑
j=1
Xjψj(y)
sostituiamo nell’equazione integrale:
∫ 1
0
k(x, y)
n∑
j=1
Xjψj(y)dy = g(x)
per ogni vettore della base otteniamo infine:
∫ 1
0
∫ 1
0
k(x, y)φi(x)
n∑
j=1
Xjdy =
∫ 1
0
g(x)φi(x)dx
essendoci assicurati che
∫ 1
0 ψi(y)(
∫ 1
0 k(x, y)
∑n
j=1Xjφj(x)dt− g(x)) = 0) j =
1, 2..., n, cioè che il residuo è ortogonale a ciascun vettore di base ψj.
A questo punto X ∈ IRn contiene i coefficienti di f rispetto al set di
funzioni ψj, (j = 1, 2, ..., n), i coefficienti di g(x) sono Ti =
∫ 1
0 g(x)φidx,
(i = 1, 2, ...,m) e gli elementi di matrice Aij si ricavano come
Aij =
∫ 1
0
∫ 1
0 k(x, y)φi(x)ψj(y)dxdy; abbiamo tutti gli elementi per riscrivere
il sistema lineare A.3. Per una trattazione più approfondita rimandiamo a
[9] come per la sezione precedente.
A.2 Trasformazione del problema
Il problema iniziale formalizzato nell’equazione 2.2, può essere trasformato,
da un punto di vista matematico, in altri problemi equivalenti tra di loro
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che risultano però utili nella ricerca della sua soluzione. In questa sezio-
ne riportiamo come sia possibile passare dal nostro problema originale a
quello del calcolo di una trasformata di Laplace e, successivamente, come
quest’ultima possa essere riscritta sotto forma di operatore di convoluzione.
Verranno anche discusse le assuzioni fatte e cosa queste possano implica-
re quando una forma del problema verrà preferita ad un’altra nella ricerca
della soluzione.
A.2.1 Stima dello spettro e trasformata di Laplace
Vogliamo determinare N (E), la fluenza di fotoni in funzione della loro
energia. Partendo dall’equazione 2.2:
T (t) =
∫ ∞
0
X (E)e−µ(E)tdE (A.3)
e passando da E a µ come variabile di integrazione la troviamo:
T (t) =
∫ ∞
0
Φ(µ)e−µtdµ (A.4)
con Φ(µ) = X (E)dE
dµ
; T e Φ sono dunque legate tra di loro da una trasfor-
mata di Laplace con µ e t variabili coniugate; come risultato si trova dunque
che T = L(Φ) e Φ = L−1(T ).
Abbiamo assunto che la funzione µ(E) si possa invertire, ovvero che,
nota µ(E) si possa ottenere E(µ) ed inoltre calcolarne la derivata. Que-
sto non è vero in generale, sia perché non esiste una formulazione analitica
soddisfacente in grado di descrivere il comportamento del coefficiente di at-
tenuazione in funzione dell’energia, sia perché molti materiali presentano
dei picchi nell’assorbimento (per esempio gli edge K e L) in presenza dei
quali abbiamo che uno stesso valore dell’attenuazione corrisponde ad ener-
gie differenti (allora due colonne della matrice diventeranno linearmente
dipendenti).
Possiamo però, conoscendo i limiti energia entro i quali abbiamo emis-
sione di fotoni ([Emin,Emax]) selezionare un materiale che non abbia edge
di assorbimento all’interno di questo intervallo. L’Alluminio o la Grafite
sono ottimi materiale in questo senso, e per i range diagnostici di energia
dei fotoni X, poiché presentano un picco di assorbimento ad energia suffi-
ciente basse < 2KeV per poter bene assumere di non avere radiazione a
queste energie (basti pensare alla filtrazione inerente di un tubo radioge-
no oppure allo spessore di aria che si trova tra la sorgente e il rivelatore,
oppure allo strato morto di un qualsiasi rivelatore per raggi X adatto ad
un range di energia tipico della diagnostica X o della terapia X). Al limite,
anche senza avere una forma analitica per il coefficiente di attenuazione, la
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corrispondenza tra µ ed E sulle tabelle sarà comunque biunivoca. Il calco-
lo della derivata è più delicato (strettamente parlando anche la derivata è
un problema mal posto: non dipende in maniera continua dai dati a causa
del rumore), possiamo utilizzare un’approssimazione calcolando semplice-
mente le differenze, oppure notare che, avendo selezionato un intervallo di
energia abbastanza piccolo, la stima grossolana di µ(E) ∝ hν−3 [22]) può
considerarsi accurata, e dunque abbiamo un modello con il quale fittare la
derivata. La condizione che dovrà essere rispettata dopo il calcolo è (per
esempio: [8, 20, 56] )limE→0 µ(E) =∞ e limE→∞ µ(E) = 0.
A.2.2 Stima dello spettro e deconvoluzione
La definizione della trasformata di Laplace, con notazione standard è la
seguente:
f(s) = L(F (t)) =
∫ ∞
0
e−stF (t)dt
imponiamo i seguenti cambiamenti di variabile e definizioni [21]:
y = − ln t, x = ln s
possiamo allora scrivere:
f(ex) =
∫ ∞
−∞
e−e
x−y
F (e−y)(−e−y)dy
e avendo definito g(x) e G(x) nel modo seguente:
g(x) = f(ex), G(y) = F (e−y)(−e−y)
otteniamo infine:
g(x) =
∫ ∞
−∞
e−e
x−y
G(y)dy (A.5)
L’equazione A.5 descrive una convoluzione con kernel Kni = e−e
x , che
non è integrabile, infatti limz→−∞Kni = 1 e limz→∞Kni = 0.
Se però differenziamo rispetto a x la A.5, otteniamo:
− d
dx
g(x) =
∫ ∞
−∞
− d
dx
(e−ex−y)G(y)dy (A.6)
che è ancora un’equazione di convoluzione, ma ora K(z) = eze−ez è positivo
e integrabile ed inoltre il termine indipendente − d
dx
g(x) è positivo. G(y)
deve essere, a questo punto, positiva. In termini tipici per l’analisi delle
immagini abbiamo che I(x) = − d
dx
(g(x)) e P (x) = exe−ex rappresentano
rispettivamente l’immagine e la point spread function del del sistema; l’og-
getto O(x) = G(x) è quindi l’inverso della trasformata di Laplace di I(x)
che è sconosciuto da determinare.
APPENDICE B
Caratterizzazione di un fascio di
radiazione
B.1 Quantità
Le quantità che si utilizzano per caratterizzare un fascio di raggi X sono qui
riassunte. In generale, un fascio di raggi X è caratterizzato quando è nota
la qualità (distribuzione energetica) e la quantità (flusso) della radiazione;
naturalmente va considerata anche la distribuzione spaziale di entrambe
queste caratteristiche, per semplicità in questa discussione, assumiamo un
fascio uniforme da punto di vista spaziale.
Fluenza e Fluenza di Energia
Un fascio di fotoni monoenergetici può essere caratterizzato specificando il
numero di fotoni dN che attraversa un’area unitaria da posta perpendico-
larmente alla direzione di propagazione del fascio. Questa è la definizione
di fluenza:
Φ = dN
da
[#fotoni]
[area] (B.1)
la fluenza di energia indica la quantità di energia che attraversa un’area
unitaria:
Ψ = dNhν
da
[energia]
[area] . (B.2)
107
108 APPENDICE B. CARATTERIZZAZIONE DI UN FASCIO DI RADIAZIONE
Entrambe queste quantità possono anche essere ricondotte ad un rate
semplicemente considerando le medesime definizioni riferite ad un intervallo
di tempo. Quindi abbiamo:
φ = dN
da dt
[#fotoni]
[area][tempo]
ψ = dNhν
da dt
[energia]
[area][tempo] .
Questi sono concetti semplici se si considera un fascio monocromatico.
La descrizione di un fascio reale, nel quale sono presenti fotoni di energie
differenti, richiede la conoscenza del numero e dell’energia di ogni fotone
presente nel fascio e questa informazione è molto difficile da ottenere [19].
Un fascio di radiazione può anche essere descritto in funzione della quan-
tità di energia che rilascia in un materiale: l’ esposizione è una misura della
radiazione in termini della sua capacità di ionizzare l’aria; la dose assor-
bita misura l’energia assorbita dalla radiazione per un’unità di massa di un
certo materiale.
Kerma, Dose ed Esposizione
IlKerma (Kinetic Energy Released in Medium, la “a” finale è stata aggiun-
ta per questioni estetiche) indica appunto la quantità di energia cinetica che
la radiazione rilascia in un certo materiale. Precisiamo subito che questa
quantità non equivale, in generale, alla quantità di energia assorbita dallo
stesso materiale.
Il Kerma si definisce nel seguente modo:
K = Φ
(
µ
ρ
)
E¯tr
[J ]
[kg]
=
∫ hν
0
dΦ(hν)
dhν
(
µ(hν)
ρ
)
E¯tr(hν)dhν
dove µ/ρ rappresenta il coefficiente di attenuazione massico caratteristico
del mezzo e E¯tr(hν) indica l’energia media trasferita agli elettroni del mezzo
ad ogni interazione (Φ(µ/ρ) indica il numero delle interazioni dei fotoni per
unità di massa del mezzo considerato). Quando la radiazione è policromati-
ca vanno integrati tutti i contributi della radiazione contenuta nello spettro
dΦ/dhν.
La dose assorbita invece quantifica l’energia totale che il mezzo ha
assorbito, ed è definita come:
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D = Φ
(
µ
ρ
)
E¯ab
con E¯ab a indicare l’energia media assorbita. La dose assorbita differisce dal
Kerma perché il trasferimento di energia agli elettroni e l’assorbimento di
questa stessa energia non avvengono nello stesso posto, inoltre la perdita di
energia delle particelle cariche secondarie non avviene necessariamente per
ionizzazione. Per esempio se una particella carica fa Bremsstrahlung parte
della sua energia, che appare nel totale dell’energia cinetica rilasciata nel
mezzo, non c’è più nel totale dell’energia assorbita poiché è stata irraggiata.
L’esposizione è definita come la quantità di carica assoluta dQ degli
ioni di un segno prodotti in aria quanto tutti gli elettroni liberati dai fotoni
in un volume di aria con massa dm sono fermati in aria:
Exp = dQ
dm
[Coulomb]
[kg]
e quindi è una misura della capacità della radiazione di ionizzare l’aria. La
corrispondente unità di misura, il roentgen, è definito a questo modo:
1R = 2.58× 10−4C/kg.
L’esposizione è direttamente legata al Kerma in aria dalla formula:
Kair = Exp(0.00873J/kgR). (B.3)
L’esposizione risulta ben definita per energie dei fotoni inferiori ad 1MeV ,
in questo senso non è molto utile quando si ha a che fare con fotoni di alta
energia (radioterapia), è invece importante nella caratterizzazione dei fasci
di raggi X di più bassa energia, usati per esempio in radiologia diagnostica.
Infine, quando si ha equilibrio di particelle cariche (CPE charged particle
equilibrium, si veda più avanti B.2.1) e si possono trascurare le perdite di
energia dovute a processi di Bremsstrahlung degli elettroni secondari c’è
equivalenza tra la Dose assorbita e il Kerma.
Fluenza, Fluenza di Energia ed Esposizione
Si vuole ora mettere in relazione Φ, la fluenza di energia attraverso un’a-
rea, con l’esposizione Exp nel centro dell’area stessa. L’energia assorbita
è data da Ψ
(
µab
ρ
)
air
e siccome 1R corrisponde all’assorbimento in aria di
0.00873 J/kg, segue che la fluenza di energia per roentgen ha l’espressione:
Ψ
Exp
= 0.00873 J(µab/ρ)air kgR
[J ]
[m2][R]
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le dimensioni di (µabρ) sono [m2]/[kg].
Lo stesso discorso si può fare considerando la fluenza, basta ricordare
che Ψ = Φhν e riscrivere la fluenza per roentgen:
Φ
Exp
= 0.00873 J
hν(µab/ρ)air kgR
[#fotoni]
[m2][R] .
numero totale di fotoni ed Esposizione
Mostriamo che una misura della curva di attenuazione in termini di numero
totale di fotoni trasmessi attraverso un determinato spessore t e di espo-
sizione sono equivalenti per quanto riguarda la ricostruzione dello spettro.
Quando ricostruiamo lo spettro dalla misura del numero totale di fotoni
otteniamo direttamente lo spettro in unità di numero di fotoni per interval-
lo energetico. Quando invece misuriamo l’esposizione, la ricostruzione non
restituisce lo spettro ma il prodotto di quest’ultimo per una funzione. Per
ricondursi allo spettro espresso nelle unità usuali bisogna quindi correggere
il risultato della ricostruzione con una trasformazione.
Il Kerma in aria prodotto da un fascio di raggi X si può scrivere nel
seguente modo [20]:
K =
∫ ∞
0
ΦE(E)Eµtr(E)dE (B.4)
con ΦE la fluenza di fotoni e µtr il coefficiente di trasferimento energetico
massico dell’aria. Dato che il Kerma in aria è legato all’esposizione dalla
moltiplicazione per un fattore numerico (formula B.3), da una misura di
esposizione possiamo risalire al Kerma in aria.
Considerando il prodotto Eµtr(E) una funzione nota dell’energia (figura
B.1), che chiamiamo Z(E), quando il fascio viene filtrato con uno spessore
t di un certo materiale si ottiene:
Exp(t) = a
∫ ∞
0
ΦE(E)e−µ(E)tZ(E)dE
con a costante numerica. L’equazione ottenuta è analoga a quella che espri-
me la curva di attenuazione in unità di numero totale di fotoni (2.2) a meno
della moltiplicazione per la funzione Z. Dalla ricostruzione non si ottiene
quindi direttamente lo spettro ma lo spettro moltiplicato per Z; il risulta-
to può allora essere moltiplicato per Z−1 e riportato nelle usuali unità di
numero di fotoni per intervallo energetico.
Dal punto di vista del calcolo numerico abbiamo visto che possiamo
ridurci ad un sistema lineare della forma:
T = AX
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Figura B.1: coefficiente di attenuazione massico e di trasferimento energeti-
co dell’aria in funzione dell’energia [14]. Nell’intervallo energeti-
co di nostro interesse (1 − 100KeV ) le funzioni sono monotoniche
decrescenti.
con T il vettore che contiene il numero totale di fotoni, A la matrice che
descrive l’attenuazione e X lo spettro. La funzione Z(E), discretizzata,
diventa un vettore di coefficienti Z e il sistema si può trasformare in questo
modo:
R = A(XZ) = AD
dove con (XZ) è rappresentata la moltiplicazione punto per punto tra i
due vettori X e Z, e con R i valori delle misure di esposizione. D è allora
uno “spettro” espresso in unità di roentgen per energy bin: per confrontare
lo spettro ricostruito con quello di riferimento è sufficiente dividere punto
a punto il vettore D per il vettore Z per ottenere lo spettro espresso nei
termini usuali di numero di fotoni per intervallo energetico. Alternativa-
mente si può trasformare lo spettro di riferimento con la moltiplicazione
punto a punto per il vettore Z e confrontare quest’ultimo direttamente con
il risultato della ricostruzione.
B.2 Strumenti
Illustriamo ora i principî di funzionamento degli strumenti che si utilizzano
per misurare le quantità descritte nella sezione precedente. L’attenzione
è focalizzata sulla camera a ionizzazione e sui rivelatori a stato solido in
quanto questi sono i tipi di rivelatore che abbiamo usato nel corso di questo
lavoro. Quanto descritto in questa sezione è basato sul libro di testo [43] al
quale facciamo riferimento per una discussione più dettagliata.
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B.2.1 Camera a ionizzazione
Questo tipo di rivelatori si basa sugli effetti prodotti da una particella carica
quando questa attraversa un gas, il rivelatore è costituito semplicemente da
un volume di gas (figura B.2). L’idea di fondo è quella di raccogliere tutta
la carica prodotta dalla ionizzazione diretta attraverso l’applicazione di un
campo elettrico. Quando la particella interagisce si hanno due processi
principali: la ionizzazione e l’eccitazione delle molecole del gas. La camera
a ionizzazione rivela la ionizzazione creata al passaggio della radiazione,
altri tipi di rivelatore, come per esempio gli scintillatori, sfruttano invece i
processi di eccitazione.
Quando la radiazione che si vuole rivelare è neutra (come i raggi X) le
particelle cariche a cui si fa riferimento sono gli elettroni messi in movimento
dal processo di ionizzazione (elettroni secondari).
il processo di ionizzazione
Quando una particella carica ionizza una molecola neutra questa viene sepa-
rata in un elettrone e uno ione positivo, questo risultato è detto coppia ione-
elettrone ed è l’elemento fondamentale del segnale sviluppato nella camera
a ionizzazione. Quello che interessa è il numero totale di coppie prodotte al
passaggio della radiazione, indipendentemente dal particolare meccanismo
che le ha prodotte.
In una singola ionizzazione, la quantità minima di energia persa dalla
particella deve essere almeno equivalente all’energia minima di legame del-
l’elettrone, tipicamente compresa tra 10 e 25 eV . La produzione di coppie
ione-elettrone non è l’unico meccanismo attraverso il quale la particella può
dissipare energia, ne risulta che l’energia media perduta in una ionizzazione,
detta W − value, è di circa 25− 35 eV/coppia. Una particella di 100KeV ,
completamente frenata in aria, produce circa 3000 coppie ione-elettrone.
Una volta che gli elettroni sono stati separati dagli ioni positivi può
iniziare il processo di raccolta della carica prodotta.
la raccolta della carica
Le cariche positive e negative prodotte dal processo di ionizzazione possono
essere separate e allontanate dal luogo di produzione applicando un campo
elettrico al volume del gas esposto alla radiazione. In presenza di un campo
elettrico il moto è dato dalla sovrapposizione di una velocità termica casuale
e di una velocità di deriva in una data direzione, quest’ultima di verso
opposto per cariche di segno opposto.
Il movimento delle cariche positive e negative genera una corrente detta
corrente di ionizzazione: la misura di questa corrente è il compito principale
di questo tipo di rivelatori. Se un volume di gas è irraggiato in maniera
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costante, il rate al quale avviene la produzione di coppie al suo interno
è costante. Inoltre, se la raccolta della carica è efficiente e si trascurano
gli effetti di ricombinazione, la misura della corrente di ionizzazione è una
precisa indicazione del rate di produzione di coppie ione-elettrone nel gas.
Figura B.2: schema di una camera a ionizzazione. In basso si trovano i grafici
corrente-tensione caratteristici: in assenza di campo elettrico non
viene misurata corrente, al crescere della tensione applicata la rac-
colta della carica diventa a mano a mano più efficiente fino a saturare
al valore corrispondente alla corrente di ionizzazione.
In figura B.2 è schematizzato il circuito di una camera a ionizzazione: un
campo elettrico viene generato in un volume ben definito di gas applicando
un voltaggio ai capi di un condensatore. In presenza di radiazione che
attraversa il volume di gas considerato, quando si raggiunge l’equilibrio, la
corrente che scorre nel circuito è uguale alla corrente di ionizzazione raccolta
dagli elettrodi.
esposizione di un fascio di raggi X
Una fondamentale applicazione delle camere a ionizzazione è la misura del-
l’esposizione di un fascio di raggi X. Una camera riempita con aria è certa-
mente adatta a questo scopo dal momento che l’esposizione è definita come
la quantità di carica prodotta per ionizzazione in aria.
Prendendo la definizione in senso stretto, la quantità di carica prodotta
da tutti gli elettroni secondari generati nel punto in cui si vuole misurare
la dose, bisognerebbe poter seguire la traiettoria di ogni singolo elettrone
e misurare la ionizzazione prodotta lungo questo percorso. Il range di un
elettrone può essere anche di diversi metri (energie nell’ordine del MeV ),
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tuttavia nel caso della radiologia diagnostica questa situazione è leggermente
più semplice poiché, per elettroni di energia 1−100KeV , la distanza media
percorsa si riduce a circa 10−2−101 cm. Questo fatto favorisce la condizione
di CPE (charged particle equilibrium) che è fondamentale perché la misura
di esposizione avvenga correttamente.
Un elettrone secondario prodotti in un punto P segue una traiettoria in
generale molto tortuosa e deposita la sua energia un poco alla volta lungo
tutto il percorso. Se però il volumetto V di aria di interesse è immerso
in un volume aria-equivalente molto più grande (in termini di range degli
elettroni), ed esposto alla medesima radiazione, si può assumere che gli
elettroni prodotti all’interno di V che depositano la loro energia al di fuori di
questo volume, sono compensati da altrettanti elettroni prodotti altrove che
attraversano V depositandovi energia. Quando tale equilibrio è verificato ci
si trova in condizioni di CPE.
Lo strumento che misura l’esposizione basandosi su questo principio è
la camera a ionizzazione in aria libera (free-air ionization chamber oppure
standard air chamber) della quale è riportato uno schema in figura B.3. Il
fascio è collimato in modo tale che il volume di aria ionizzato sia distante
dagli elettrodi a sufficienza per impedire che gli elettroni secondari possano
incidere direttamente sul conduttore. La compensazione è allora richiesta
solamente lungo la direzione di propagazione del fascio. Uno schema di que-
sto tipo consente una misura precisa dell’esposizione per fotoni con energia
inferiore a circa 100KeV .
Figura B.3: disegna di una camera a ionizzazione in aria libera. La distanza (in
verticale) tra i limiti del fascio e gli elettrodi è sufficiente a garan-
tire che il frenamento degli elettroni secondari, la compensazione è
richiesta solamente lungo la direzione di propagazione del fascio (in
orizzontale).
Concludiamo riportando come sia possibile utilizzare la camera a ioniz-
zazione a gas per una misura della dose assorbita in un dato materiale. La
tecnica si basa sul principio di Bragg-Gray che mette in relazione la dose
assorbita Dm con la ionizzazione prodotta in una piccola cavità piena di
gas, immersa nel materiale m di interesse:
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Dm = WSmP
[J ]
[kg] (B.5)
con W [J/ ion pair] l’energia media persa per formare una coppia ione-
elettrone, Sw il rapporto tra lo stopping power (energia persa per densità
unitaria) del materiale m e quello del gas e P [ion pair/kg] il numero di
coppie ione-elettrone prodotte nel gas per unità di massa.
B.2.2 Rivelatori a semiconduttore
Nella costruzione di un rivelatore di radiazione l’utilizzo di un semicondut-
tore come materiale sensibile ha diversi vantaggi. Rispetto ad un gas la
densità di un solido è dell’ordine di 103 volte maggiore e questo consente di
ridurre considerevolmente le dimensioni del rivelatore a pari condizioni di ef-
ficienza. Un’importante caratteristica dei semiconduttori è la bassa energia
necessaria per formare una coppia elettrone-buca. Questa coppia è l’ele-
mento fondamentale dell’informazione che il rivelatore è in grado di fornirci
sulla radiazione che lo ha attraversato e il numero di questi portatori pone
un limite statistico (inferiore) alla risoluzione energetica. L’unico modo per
ridurre questo limite è incrementare il numero di portatori di informazione
per ogni impulso.
Per avere un termine di confronto, per produrre una coppia ione-elettrone
in un gas sono necessari circa 30 eV , per avere un fotoelettrone in un rivela-
tore a scintillazione circa 100 eV mentre in un semiconduttore questo valore
è vicino a 3 eV .
effetti della radiazione in un semiconduttore
La struttura periodica di un cristallo determina le bande energetiche con-
sentite per gli elettroni presenti nel materiale. Ogni elettrone all’interno
del cristallo deve quindi essere confinato in una delle bande energetiche
consentite, tra le quali possono trovarsi intervalli di energie proibite. Una
schematizzazione di questa struttura prevede, per materiali isolanti e semi-
conduttori, una banda inferiore detta di valenza e una superiore di con-
duzione; quando la separazione tra le due bande è ≥ 5 eV si ha un isolante
e per intervalli di ∼ 1 eV si ha un semiconduttore.
Quando una particella carica attraversa un semiconduttore produce una
serie di coppie elettrone-buca lungo la traiettoria di moto. La quantità di
energia perduta dalla particella per la produzione di una singola coppia è
sostanzialmente indipendente dall’energia e dal tipo di radiazione incidente.
Questo consente di correlare il numero di coppie prodotte all’energia della
radiazione.
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A parità di energia della radiazione incidente, che consideriamo comple-
tamente frenata all’interno del semiconduttore, produrre un numero mag-
giore di portatori di carica ha due vantaggi sulla risoluzione energetica: le
fluttuazioni statistiche nel numero di portatori diminuiscono in rapporto
al numero totale (statistica di Poisson) e una maggiore quantità di cari-
ca per impulso abbassa il limite inferiore posto dal rumore elettronico nel
preamplificatore.
rivelazione della radiazione
Anche in questo caso si procede alla raccolta della carica prodotta appli-
cando un campo elettrico al volume attivo del rivelatore. Questo campo
elettrico ha il compito di trasportare gli elettroni e le buche, prodotte al
rilascio di energia da parte della radiazione, in direzioni opposte. Il mo-
to degli elettroni e delle buche costituisce una corrente che persiste fino a
quando questi portatori raggiungono il confine del volume attivo.
Figura B.4: correnti indotte dai portatori di carica e corrispondenti tempi
caratteristici per la misura della carica.
In figura B.4 è disegnata la corrente in funzione del tempo con l’assun-
zione che tutti i portatori sono generati nello stesso punto del volume attivo.
Le due correnti non hanno la stessa durata perché, in generale, a differenti
portatori corrispondono differenti velocità di deriva e differenti distanze da
percorrere. Integrando le correnti con un circuito a lunga costante di tempo,
la carica misurata ha i tempi caratteristici illustrati nel grafico in basso. Se
la raccolta di entrambi i portatori di carica è realizzata in modo efficiente,
l’impulso ottenuto rappresenta una misura accurata dell’energia rilasciata
nel semiconduttore dalla particella.
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diodo CZT
Il rivelatore usato nelle misure discusse nella sezione 5.3 (Amptek, XR-100T-
CZT), utilizza come volume sensibile un diodo di Cd1−xZnxTe (x indica il
blending factor di ZnTe in CdTe) di forma cubica con lati di 2mm.
Il vantaggio maggiore offerto da questo materiale risiede nell’efficienza
di rivelazione, i numeri atomici sono 48/30/52 e la densità è di 6 g/cm3.
Per un confronto il silicio ha Z = 13 e densità 2.33 g/cm3. Il band gap è di
1.64 eV che consente di operare a temperatura ambiente.
In figura B.5 riportiamo i grafici dell’efficienza di rivelazione per il rive-
latore con diodo in CZT come specificati dal costruttore. Nell’intervallo di
energia di interesse per le nostre misure l’efficienza è praticamente unitaria:
questo comporta una notevole semplificazione, sia nella misura diretta dello
spettro, che nella misura di conteggio.
Figura B.5: grafici in scala lineare e semilogaritmica dell’efficienza di rivelazione
per 2mm di CZT. La parte a bassa energia ha una risposta ridotta
a causa della finestra di Berillio (250µm) che protegge il diodo.
Il segnale prodotto nel diodo viene preamplificato direttamente nel di-
spositivo XR-100T e successivamente amplificato e formato (PX2T). A que-
sto punto l’interazione di in fotone nel diodo è stata tradotta in un impulso
come quello riportato in figura B.6, di durata nominale di 600ns e altezza
direttamente proporzionale alla quantità di energia rilasciata nel diodo.
Questo impulso può essere inviato ad un multicanale per costruire lo
spettro energetico dei fotoni incidenti, oppure può essere discriminato con
una soglia e usato per contare il numero totale di fotoni che hanno interagito.
Concludiamo questa appendice con una tabella che riassume le misure
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Figura B.6: impulso corrispondente all’interazione di un fotone nel diodo dopo
la preamplificazione, l’amplificazione e la formatura.
sperimentali discusse nel capitolo 5. Le prime tre colonne sono riferite alle
misure in conteggio di singolo fotone realizzate con il tubo Microfocus, le
ultime due corrispondono ai due set di misure con camera a ionizzazione. La
trasmissione, espressa in numero relativo di conteggi oppure in esposizione
relativa, è normalizzata ad un valore di 100.
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Figura B.7: misura delle curve di trasmissione analizzate nel capitolo 5. La tra-
smissione a filtrazione nulla è normalizzata a 100. Le prime tre
colonne sono riferite alle misure in conteggio di singolo fotone rea-
lizzate con il tubo Microfocus, le ultime due corrispondono ai due
set di misure con camera a ionizzazione.
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