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1 Ring polymer molecular dynamics
The RPMD equations of motion for a quantized electron, a quantized proton and N classical
particles, including a mixed-bead-number path-integral representation, are presented as
Eqs. 1-3 in the main text and re-stated below for clarity,S1–S4
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where ne is the number of imaginary-time ring-polymer beads for the transferring electron,
me is the physical mass for the electron, and q
(α)
e and v
(α)
e are the respective position and
velocity vectors for the αth ring-polymer bead of the electron; the corresponding quantities
for the transferring proton are indicated using subscript “p”. In Eqs. (S.1)-(S.3), it is
assumed that nep = ne/np is an integer number, and
k = α− nep
⌊
α− 1
nep
⌋
, (S.4)
where b. . . c denotes the floor function. The periodic constraint of the ring-polymer is
satisfied via q(0)e = q
(ne)
e and q
(0)
p = q
(np)
p , and the intra-bead harmonic frequencies are
ωne = ne/(βh¯) and ωnp = np/(βh¯), where β = 1/kBT is the inverse temperature. The
position, velocity, and mass for the jth classical degree of freedom are given by Qj, Vj, and
Mj, respectively, and Q = {Q1, ..., QN}. Lastly, the potential energy function of the system
is given by U
(
qe, qp, Q
)
.
Analogous to the classical thermal rate constant,S5–S7 the RPMD thermal rate constant
can be expressed asS8,S9
kRPMD = lim
t→∞ κ(t)kTST, (S.5)
where kTST is the transition state theory (TST) estimate for the rate associated with the
dividing surface ξ(r) = ξ‡, ξ(r) is a collective variable that distinguishes between the
reactant and product basins of stability, and κ(t) is the time-dependent transmission
coefficient that accounts for recrossing of trajectories through the dividing surface. We
have introduced r =
{
q(1)e , ..., q
(ne)
e , q
(1)
p , ...q
(np)
p , Q1, ...QN
}
to denote the position vector
for the full system in the ring-polymer representation. As is the case for both exact classical
and exact quantum dynamics, the RPMD method yields reaction rates and mechanisms
S3
that are independent of the choice of dividing surface.S8–S10
The TST rate in Eq. (S.5) is calculated usingS11–S14
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−β∆F(ξ‡)∫ ξ‡
−∞ dξe
−β∆F(ξ)
, (S.6)
where F(ξ) is the free energy (FE) along ξ,
e−β∆F(ξ) = 〈δ (ξ(r)− ξ)〉〈δ (ξ(r)− ξr)〉 , (S.7)
ξr is a reference point in the reactant basin, andS13,S15–S17
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d
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Here, ri is an element of the position vector r, mi is the corresponding physical mass, and d
is the length of vector r. The equilibrium ensemble average is denoted
〈. . . 〉 =
∫
dr
∫
dv e−βH(r,v)(. . .)∫
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∫
dv e−βH(r,v)
, (S.9)
and the average over the ensemble constrained to the dividing surface is denoted
〈. . . 〉c =
∫
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∫
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Here, mb,e and mb,p are the fictitious Parrinello-Rahman masses for the electron and proton,
S4
respectively,S18 v =
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The transmission coefficient in Eq. (S.6) is obtained from the flux-side correlation
function,S8,S9
κ(t) =
〈ξ˙0h(ξ(rt)− ξ‡)〉c
〈ξ˙0h(ξ˙0)〉c
, (S.13)
by releasing RPMD trajectories from the equilibrium ensemble constrained to the dividing
surface. Here, h(ξ) is the Heaviside function, ξ˙0 is the time-derivative of the collective
variable upon initialization of the RPMD trajectory from the dividing surface with the
initial velocities sampled from the Maxwell-Boltzmann (MB) distribution, and rt is the
time-evolved position of the system along the RPMD trajectory.
2 Systems
This section describes both the fully-atomistic representation of the iron bi-imidazoline
system and the system-bath representation for condensed phase PCET used to investigate
the competing PCET reaction mechanisms.
2.1 Atomistic Representation for PCET
The atomistic representation of the self-exchange PCET reaction in iron bi-imidazoline
includes two FeIII(Hbim) complexes treated classically, and a transferring proton and
S5
electron, which are both quantized using RPMD; the entire system is solvated in explicit
acetonitrile. The atomic coordinates of both iron complexes are obtained from the exper-
imentally obtained crystal structure of FeIII(H2bim) to maintain symmetry of the PCET
reaction.S19
The potential energy function that describes the atomistic representation is given by
U
(
qe, qp, Q
)
= Ucl(Q) +Up(qp, Q) +
Ue(qe, Q) +Uep(qe, qp), (S.14)
where Q is the set of atomic positions for all of the classical nuclei in both the solvent and
iron bi-imidazoline complexes.
The interactions between all of the classical nuclei, Ucl(Q), are described by a modified
version of the Generalized Amber Force Field (GAFF), in which the united-atom approxi-
mation was used for hydrogens bonded to carbons;S20 hydrogens bonded to nitrogens are
treated explicitly. The modifications to the GAFF are that (i) the parameters for acetonitrile
are obtained from the three-site model of Guardia et. al.,S21 (ii) the charges on the iron
centers are chosen to be qFe = 1.65 e, such that the rate for the concerted PCET reaction
is in agreement with experiment, and (iii) the charges on the bi-imidazoline ligands are
obtained through the procedure described below.
The steps taken to obtain the atomic charges on the bi-imidazoline ligands are (i)
calculate the atomic charges using the CHELPG method on the isolated protonated, H2bim,
and deprotonated, Hbim, ligands in a continuum solvent representation of acetonitrile.S22
The geometries of the ligands were optimized at the RHF/6-31G** level of theory invoking
C2v and Cs symmetry, respectively. All electronic structure calculations were performed
using the Gaussian09 package.S23 (ii) The CHELPG charges on the hydrogens bonded to
carbons are added to the carbon charges in accordance with the united-atom approximation.
(iii) The CHELPG charges of the 12 nitrogen atoms directly bonded to the two iron centers
S6
are evenly shifted such that the total charges of the FeIII(H2bim) and FeIII(Hbim) complexes
were +3 and +2, respectively,
qNj = q
CHELPG
Nj +
3e− qFe
6
, (S.15)
where qNj is the shifted charge on nitrogen atom j, q
CHELPG
Nj
is the charge on nitrogen
atom j obtained from the CHELPG calculation and qFe is the charge on an iron atom
obtained by fitting the rate for the concerted PCET reaction to the experimental PCET
rate as described above; the charges on both iron atoms are equal. The term 3e − qFe
accounts for the difference in the charge on an iron atom used in the simulations and the
formal +3 redox state of the iron atoms; this term is divided by six to account for the six
nitrogen atoms bonded to each iron atom. Steps (i)-(iii) fully specify the atomic charges
of the four bi-imidazoline ligands that do not participate in the hydrogen bond with the
transferring proton. The instantaneous atomic charges on the two bi-imidazoline ligands
that do participate in the hydrogen bond change between the values corresponding to the
H2bim and Hbim ligands obtained in steps (i)-(iii) depending on the position of the proton
as followsS24
qj(r) = (1− f (r))q(p)j + f (r)q
(dp)
j , (S.16)
f (r) =
1
2
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]
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where qj, q
(p)
j , and q
(dp)
j are the instantaneous atomic charge, the atomic charge in the pro-
tonated H2bim ligand, and the atomic charge in the deprotonated Hbim ligand associated
with nuclei j. The parameter r0 is given by half the instantaneous distance between the
nitrogen atoms that are directly participating in the hydrogen bond with the transferring
proton, and l = 0.125 A˚ is chosen in agreement with previous work.S13 The variable r is
given by the distance between the transferring proton and the nitrogen atom participating
S7
in the hydrogen bond associated with the same iron complex corresponding to nuclei j. To
conserve charge, the charge of the transferring proton, qp, is given by
qp = 4e−∑
j
qj, (S.18)
where the sum over j runs over all atoms in the system, and the value of 4e corresponds to
the total charge of the system.
The interaction between the transferring proton and the classical nuclei in the solvent
and both iron complexes is given by
Up(qp, Q) = Up,coul(qp, Q) +Up,lj(qp, Q) +
UHB(qp, QND, QNA). (S.19)
The potentials Up,coul(qp, Q) and Up,lj(qp, Q) correspond to the usual Coulombic and
Lennard-Jones interaction between the transferring proton and all of the classical nuclei
except for the two nitrogen atoms participating in the hydrogen bond. The potential
describing the hydrogen bond between the proton and the two nitrogen atoms is given by
an extension of the Azzouz-Borgis model for PTS24
UHB(qp, QND, QNA) = Urep(QND, QNA) +
D
[
1− exp
(−n(rHD − d)2
2rHD
)]
+
D
[
1− exp
(−n(rHA − d)2
2rHA
)]
, (S.20)
where
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[(
σ
R
)12 − ( σR)6]+ ε R < 21/6σ
0 R ≥ 21/6σ
, (S.21)
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and where QND and QNA are the positions of the two nitrogen atoms, one associated
with the donor and one with the acceptor complex, respectively. The variables rHD and
rHA are the distances between the transferring proton and the nitrogen atoms associated
with the donor and acceptor complexes, respectively. The parameters D = 93 kcal/mol,
n = 11 A˚−1 and d = 1 A˚ are chosen from common experimental values for nitrogen-proton
bonds.S25,S26 The potential Urep(QND, QNA) accounts for the core repulsion between the
two nitrogen atoms, where R = |QND −QNA| is the distance between the two nitrogen
atoms and e = 250 kcal/mol and σ = 2.39 A˚ are chosen such that the average distance
between the two nitrogen atoms in the simulations corresponds to the distance in the
experimental crystal structure of 2.67 A˚.S19
The interaction between the transferring electron and the classical nuclei in the solvent
and both iron complexes is given by
Ue(qe, Q) = Ue,coul(qe, Q) +Ue,rep(qe, Q). (S.22)
The potential Ue,coul(qe, Q) describes the scaled pairwise pseudopotential between the
electron and the classical nuclei in the solvent and both iron complexesS27
Ue,coul(qe, Q) = ∑
i∈solv
Uie−solv(ri) + ∑
j∈cmplx
U je−cmplx(rj), (S.23)
where ri = |qe −Qi| and rj = |qe −Qj|. The atom index i corresponds to nuclei only in
the solvent, and j corresponds to nuclei only in the iron complexes. For cases in which the
atom index i corresponds to a positively charged atom,
Uie−solv(ri) =

−ζsolv qie4pie0ricut
, r ≤ ricut
−ζsolv qie4pie0ri , r > r
i
cut
, (S.24)
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and when i corresponds to a negatively charged atom,
Uie−solv(ri) = −ζsolv
qie
4pie0ri
. (S.25)
Similarly, when j corresponds to a positively charged atom,
U je−cmplx(rj) =

−ζcmplx
qje
4pie0r
j
cut
, r ≤ rjcut
−ζcmplx
qje
4pie0rj
, r > rjcut
, (S.26)
and when j corresponds to a negatively charged atom,
U je−cmplx(rj) = −ζcmplx
qje
4pie0rj
. (S.27)
The value of the scaling parameter ζsolv = 0.74 is chosen such that the atomistic repre-
sentation reproduces λo = 17.9 kcal/mol, the previously calculated value for the solvent
reorganization energy of the symmetric self-exchange ET reactionS19
FeII(H2bim) + FeIII(H2bim)
ET−⇀↽− FeIII(H2bim) + FeII(H2bim). (S.28)
The value of the scaling parameter ζcmplx = 0.56 is chosen such that the atomistic repre-
sentation reproduces the experimental driving force at the reactive configuration for the
formation of the PCET charge separated intermediate, ∆G◦′ = 11 kcal/mol.S19
The potential Ue,rep(qe, Q) describes an additional pseudopotential used to model the
repulsion between the transferring electron and the electron cloud associated with each
nucleiS2,S28
Ue,rep(qe, Q) = ∑
k 6∈Fe,H
A
r4k
[
B
(C+ r6k)
− 1
]
, (S.29)
where rk = |qe −Qk| and the atomic index k runs over all nuclei except proton and iron
atoms. The values of the parameters in Eq. S.29 are A = 32.2 kcal/mol A˚4, B = 1956.5 A˚6
S10
and C = 276.86 A˚6.
The parameters above, which we denote System 1a, fully define an atomistic represen-
tation of the PCET reaction in iron bi-imidazoline that represents the original experimental
conditions.S19 In addition, we further define sets of parameters, which allows for the
investigation of the physical interactions that govern the dominant PCET reaction. First,
we define an analogous set of parameters to those above, Systems 1b and 1c, but in which
the atomic charges on the acetonitrile solvent molecules are varied by a multiplicative
factor to model different solvent conditions of varying polarity. Second, we define a set of
parameters, Systems 2a-2c, in which (i) the atomic charges on the acetonitrile molecules are
varied by a multiplicative factor and (ii) the value of the scaling parameter ζcmplx = 0.30 is
set to model molecular systems with weaker ligand-mediated electron-proton interaction,
such as ruthenium terpyridyl-benzoates and iron tetraphenylporphyrin-benzoates.S29–S31
2.2 System-bath Representation for PCET
In addition to the atomistic representation of the PCET reaction in iron bi-imidazoline
presented above, we also employ a co-linear system-bath model for PCET. The system-bath
model has been described in detail previously and is thus only summarized below.S3
The model is expressed in the position representation using the potential energy func-
tion
U(qe, qp, qs, Q) = Usys
(
qe, qp, qs
)
+UB(qs, Q), (S.30)
where UB(qs, Q) is the potential energy term associated with the bath coordinates, and
Usys(qe, qp, qs) = Ue(qe) +Up(qp) +Us(qs)
+Ues(qe, qs) +Ups(qp, qs)
+Uep(qe, qp) (S.31)
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is the system potential energy. The scalar coordinates qe, qp, and qs describe the one-
dimensional (1D) positions of the electron, proton, and solvent modes, respectively, and Q
is the vector of bath oscillator positions.
The first term in the system potential energy function models the interaction of the
transferring electron with its donor and acceptor sites,
Ue(qe)=

aDq2e + bDqe + cD, routD ≤ qe ≤ rinD
aAq2e + bAqe + cA, rinA ≤ qe ≤ routA
−µe
[
1
|qe − rD|+
1
|qe − rA|
]
, otherwise,
(S.32)
where rD and rA are the positions of the electron donor and acceptor sites.
The second term in the system potential energy function models the interaction between
the transferring proton and its donor and acceptor sites,
Up(qp) = −
mpω2p
2
q2p +
m2pω4p
16V0
q4p. (S.33)
Here, ωp is the proton vibrational frequency and V0 is the intrinsic PT barrier height.
The next three terms in the system potential energy function model the solvent potential
and the electron- and proton-solvent interactions. Specifically,
Us(qs) =
1
2
msω2sq
2
s , (S.34)
Ues(qe, qs) = −µesqeqs, (S.35)
and
Ups(qp, qs) = −µpsqpqs, (S.36)
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where ms is the solvent mass and ωs is the effective frequency of the solvent coordinate.
Interactions between the transferring electron and proton are modeled via the capped
coulombic potential
Ue(qe) =

− µep|qe − qp| , |qe − qp| > Rcut
− µep
Rcut
, otherwise.
(S.37)
The potential energy term UB(qs, Q) models the harmonic bath that is coupled to the
PCET reaction. The bath exhibits an ohmic spectral density J(ω) with cutoff frequency
ωc,S32,S33 such that
J(ω) = ηωe−ω/ωc , (S.38)
where η denotes the friction coefficient. The continuous spectral density is discretized into
f oscillators with frequenciesS8,S34
ωj = −ωc ln
(
j− 0.5
f
)
(S.39)
and coupling constants
cj = ωj
(
2ηMωc
fpi
)1/2
, (S.40)
such that
UB(qs, Q) =
f
∑
j=1
1
2
Mω2j
(
Qj −
cjqs
Mω2j
)2 . (S.41)
Here, M is the mass of each bath oscillator, and ωj and Qj are the respective frequency and
position for the jth oscillator.
We have developed system parameters to model condensed-phase PCET reactions that
transition between the concerted and sequential mechanisms. Specifically, Systems 3a-3e
vary the strength of the solvent-proton and solvent-electron interactions, Systems 4a-4e
S13
vary the strength of the electron-proton interaction, and Systems 5a-5e vary the barrier
height associated with PT. The parameters associated with the system-bath model of PCET
are presented in Tables S1 and S2.
Table S1: Coefficients for the electron potential (Eq. (S.32)) in the System bath model.a
Coefficient Value
aD 0.22663
bD 2.69336
cD 4.94560
rinD -4.0
routD -8.0
aThe parameters for the acceptor Coulombic well are given by aA = aD, bA = −bD, cA = cD, rinA = −rinD , and
routA = −routD . All values are reported in atomic units.
Table S2: Parameters for the system-bath model of PCET.a
Parameter Systems 3a-3e Systems 4a-4e Systems 5a-5e
f 12 12 12
ωs 2.3221× 10−4 2.3221× 10−4 2.3221× 10−4
ωc 2.3221× 10−4 2.3221× 10−4 2.3221× 10−4
M 25539 25539 25539
ms 25539 25539 25539
me 1.0 1.0 1.0
mp 1836.1 1836.1 1836.1
η/Mωc 1.0 1.0 1.0
rD -6.0 -6.0 -6.0
rA 6.0 6.0 6.0
µe 3.668 3.668 3.668
ωp 1.47× 10−2 1.47× 10−2 6.00× 10−3 − 1.59× 10−2
V0 3.00× 10−2 3.00× 10−2 1.50× 10−2 − 3.50× 10−2
µes −7.80× 10−4 − −1.26× 10−3 −1.20× 10−3 −1.20× 10−3
µps 3.90× 10−3 − 6.30× 10−3 6.00× 10−3 6.00× 10−3
µep 1.1 1.0 - 1.5 1.1
aAll values are reported in atomic units.
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3 Calculation details
3.1 Atomistic representation
The atomistic simulations for all Systems (Systems 1a-1c and Systems 2a-2c) are im-
plemented in the DL POLY molecular dynamics package, and include 410 acetonitrile
molecules.S35 In all simulations, the RPMD equations of motion are evolved using the
velocity Verlet algorithm.S36 The electron is quantized with ne = 1024 ring-polymer beads,
and the proton is quantized with np = 32 ring-polymer beads. As in previous RPMD
simulations, each time step for the electron and proton involves separate coordinate up-
dates due to forces arising from the physical potential and due to exact evolution of the
purely harmonic portion of the ring-polymer potentials.S37 The temperature is set to the
experimental value of 298 K.S19 All pair-wise interactions are truncated at a distance of
rpw = 12 A˚. Long-range electrostatics, including the Coulombic interactions between
classical nuclei, the Coulombic interaction between the proton and the classical nuclei
(Up,coul), and the Coulombic interactions between the electron and the classical nuclei
(Ue,coul), are treated with the force-shifting algorithm,S38 in which the Coulombic potential
is multiplied by a damping function S(r), such that both the potential and its derivative
smoothly vanish at r = rpw, where here r defines the distance between the two particles
participating in the pair-wise Coulombic interaction. Specifically,
S(r) =

1− 2rrpw + r
2
r2pw
, r ≤ rpw
0, r > rpw.
(S.42)
All atomistic calculations are performed in a rectangular simulation cell with periodic
boundary conditions. The side-lengths of the cell for each System are obtained from 1.5 ns
NPT equilibrium simulations run with the Nose´-Hoover barostat and thermostat using a
thermostat and barostat relaxation time of 1.0 ps and 2.0 ps, respectively. The side-lengths
of the cell for each System are presented in Table S3.
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Table S3: Side-lengths of the simulation cell for the atomistic representation of PCET.a
System L1 L2 L3
1a 29.498 29.498 45.221
1b 28.778 28.778 44.116
1c 28.179 28.170 43.198
2a 30.236 30.236 46.352
2b 29.498 29.498 45.221
2c 29.103 29.103 44.116
aThe parameters are given in A˚, where L1, L2, and L3 are the three sides of the rectangular simulation cell.
3.1.1 Collective variables
Several collective variables are used to monitor and characterize the PCET reaction in the
atomistic representation. The progress of the electron is characterized by a “bead-count”
coordinate, θe, that reports on the fraction of ring-polymer beads that are located on the
iron atom associated with the donor complex,
θe
(
q(1)e , . . . , q
(ne)
e , QFeD, QFeA
)
=
1
ne
ne
∑
α=1
tanh
(
φ
θFeD
θ(α)
)
, (S.43)
where
θFeD (QFeD, QFeA) = −12 |QFeA −QFeD| (S.44)
and
θ(α)
(
q(1)e , . . . , q
(ne)
e , QFeD, QFeA
)
=
(
q(α) − 1
2
(QFeA + QFeD)
)
·(
1/2 (QFeA −QFeD)
|1/2 (QFeA −QFeD)|
)
(S.45)
The variables QFeD, and QFeA are the positions of the iron atoms associated with the donor
and acceptor complex, respectively, and φ = −3.0.
The progress of the proton is characterized by the difference between the distances of
the ring-polymer centroid and the position of the two nitrogen atoms participating in the
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hydrogen bond,
θp
(
q(1)p , . . . , q
(np)
p , QND, QNA
)
=
∣∣QND − q¯p∣∣− ∣∣QNA − q¯p∣∣ , (S.46)
where
q¯p
(
q(1)p , . . . , q
(np)
p
)
=
1
np
np
∑
γ=1
q(γ)p . (S.47)
The progress of the solvent during the concerted PCET reaction is characterized by the
energy gap associated with the transfer of both the electron and proton,
∆U(Q) =
−e
4pie0
∑
i∈solv
[
ζsolv
(
qi
|Qi −QFeA| −
qi
|Qi −QFeD|
)
+ ∑
j∈cmplx
(
qiqAj∣∣Qi −Qj∣∣ − qiq
D
j∣∣Qi −Qj∣∣
)]
, (S.48)
where qDj and q
A
j are the atomic charges associated with nuclei j when the proton is bonded
to the donor or acceptor complex, respectively. Thus, qDj = q
(p)
j and q
A
j = q
(dp)
j if j is
associated with the donor complex; qDj = q
(dp)
j and q
A
j = q
(p)
j if j is associated with the
acceptor complex.
The progress of the solvent during the ET step in the sequential mechanism and during
the single ET reaction (Eq. (S.28)) is characterized by the energy gap associated with just
the transfer of the electron,
∆UET(Q) =
−e
4pie0
∑
i∈solv
ζsolv
(
qi
|Qi −QFeA| −
qi
|Qi −QFeD|
)
. (S.49)
The time-dependent dipole of the iron bi-imidazoline complexes pictured in Fig. 6 of
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the main text are defined as follows
de(t) =
〈
−1
ne
ne
∑
α=1
ex(α)(t)
〉
traj
, (S.50)
dp(t) =
〈
1
np
np
∑
γ=1
qp(t)x(γ)(t)
〉
traj
, (S.51)
dlig(t) =
〈
∑
j∈lig
qk(t)xj(t)
〉
traj
, (S.52)
and
dtot(t) = de(t) + dp(t) + dL(t), (S.53)
where 〈· · · 〉traj denotes the non-equilibrium ensemble average over the time-evolved
reactive RPMD trajectories for concerted PCET; the non-equilibrium average is calculated
according to the protocol described below in the RPMD transition path ensemble section.
The variable xj(t) is calculated as
xj(t) =
(
QFeA −QFeD
|QFeA −QFeD|
)
· (Qj −Qcom) , (S.54)
where Qcom is the position of the center of mass of the reactive species, which includes
the nuclei in both iron complexes, the electron ring-polymer, and the proton ring-polymer.
The variables x(α) and x(γ) are defined analogously to Eq. (S.54), where the position of the
electron ring-polymer bead α, or the proton ring-polymer bead γ, is substituted for Qj,
respectively.
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3.1.2 RPMD rate calculations for concerted PCET
The rate constant for the bimolecular (second-order) concerted PCET reaction may be
expressed asS26,S39,S40
kbi = KA(r)kuni, (S.55)
where KA is the equilibrium constant for the formation of the precursor complex at a
separation distance between the two iron atoms, r, and kCPETuni is the uni-molecular (first-
order) rate constant for the concerted PCET reaction. The equilibrium constant is expressed
as
KA(r) = Pr exp (−βwr) , (S.56)
where wr is the work to bring the two reacting iron complexes together. The prefactor Pr
can be approximated as
Pr = 4piNAr2δr× 10−27, (S.57)
where δr is the range of iron-iron distances over which the rate is appreciable. Here, Pr is
given in units of inverse moles per liter, and r and δr are given in angstroms. In this paper,
r = 10.3 A˚ is given by the iron-iron distance in the crystal structure of FeIIIHbim, δr = 0.8
A˚, which has shown to provide reasonable results,S26,S40 and wr = 1.35 kcal mol−1 has
been previously calculated.S19,S26
The unimolecular rate, kuni is calculated using RPMD from the product of the TST rate
and the transmission coefficient (Eq. (S.5)). The FE profiles that appear in the TST rate
expression, Eq. (S.6), are obtained using umbrella sampling as described below.
For all atomistic systems, the 1D FE profile used in the concerted PCET rate calculation
is obtained in the electron bead-count coordinate, F(θe), using the following umbrella
sampling protocol; the 1D FE profile corresponding to the experimental conditions (System
1a) is presented in Fig. 4a in the main text. Forty-five independent sampling trajectories
are harmonically restrained to uniformly spaced values of θe in the region [0.0, 0.88]
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using a force constant of 10,000 kcal/mol; six independent sampling trajectories are
harmonically restrained to uniformly spaced values of θe in the region [0.90, 0.95] using
a higher force constant of 20,000 kcal/mol; two independent sampling trajectories are
harmonically restrained to uniformly spaced values of θe in the region [0.96, 0.97] using
a higher force constant of 40,000 kcal/mol; ten independent sampling trajectories are
harmonically restrained to uniformly spaced values of θe in the region [0.98, 0.998] using a
higher force constant of 1× 106 kcal/mol; an additional independent sampling trajectory
is harmonically restrained to a value of θe = 0.989 using a force constant of 1 × 106
kcal/mol to ensure extensive overlap among the sampled distributions. The symmetry of
the reaction is employed to obtain the full FE profile along θe over the region [-0.998,0.998].
For all Systems, an auxiliary restraining potential is introduced to the sampling trajectories
to restrict the system to the concerted channel, as described in a following section. The
equilibrium sampling trajectories are performed using path-integral molecular dynamics
(PIMD) with mb,e = 5.357 g/mol and mb,p = 3.156 g/mol, which allows for a timestep of 1
fs. Each sampling trajectory is run for at least 1 ns, and thermostatting is performed by
re-sampling the velocities from the MB distribution every 3 ps. It is important to note, that
as always, the choice of the Parinello-Rahman masses, mb,e and mb,p, allows for a large
time step in the sampling trajectories, but has no affect of F(θe) or any other equilibrium
ensemble average.S18,S37,S41
For all atomistic Systems, the transmission coefficient is calculated using RPMD tra-
jectories that are released from the dividing surface associated with θe = 0. At least 3000
trajectories are released for each system. Each RPMD trajectory is evolved for 300 fs using a
timestep of 5× 10−4 fs and with initial velocities sampled from the MB distribution. Initial
configurations for the RPMD trajectories are selected every 1 ps from long PIMD sampling
trajectories that are constrained to the dividing surface using the RATTLE algorithm.S42
The sampling trajectories utilize mb,e = 5.357 g/mol, mb,p = 3.156 g/mol, and a time-step
of 1 fs. Thermostatting is performed by re-sampling the velocities from the MB distribution
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every 3 ps. For all Systems, the same auxiliary potential used in the calculation of F(θe)
is introduced for the PIMD sampling trajectories to restrict the system to the concerted
channel;throughout this paper, the PRMD trajectories used to calculate the transmission
coefficients are not subject to any auxiliary restraining potentials.
3.1.3 RPMD rate calculations for ET prior to PT
For all atomistic systems, we calculate the rate for the ET prior to PT step in the sequential
mechanism corresponding to the forward rate of Eq. 5 in the main text. The bimolecular
rate constant for the ET prior to PT step is given by the same expression as for the concerted
reaction, Eq. (S.55). The value of KA(r) is the same as for the concerted reaction since the
reactant species are identical between the ET prior to PT and concerted reactions. The
unimolecular rate for the ET prior to PT step is also calculated using RPMD from the
product of the product of the TST rate and the transmission coefficient, Eq. (S.5).
The 1D FE profile used in the rate calculation for the ET reactions is obtained in the
electron bead-count coordinate, F(θe), using the following umbrella sampling protocol; the
1D FE profile corresponding to the ET reaction under experimental conditions (System 1a)
is presented in Fig. 4b in the main text. Eighty-nine independent sampling trajectories are
harmonically restrained to uniformly spaced values of θe in the region [−0.88, 0.88] using
a force constant of 10000 kcal/mol; six independent sampling trajectories are harmonically
restrained to uniformly spaced values of θe in the both the region [−0.95,−0.90] and
[0.90, 0.95] using a higher force constant of 20000 kcal/mol; two independent sampling
trajectories are harmonically restrained to uniformly spaced values of θe in the both the
region [−0.97,−0.96] and [0.96, 0.97] using a higher force constant of 40000 kcal/mol;
ten independent sampling trajectories are harmonically restrained to uniformly spaced
values of θe in both the region [−0.998, 0.98] and [0.98, 0.998] using a higher force constant
of 1× 106 kcal/mol; two additional independent sampling trajectories are harmonically
restrained to the values of θe = 0.989 and θe = −0.989 using a force constant of 1× 106
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kcal/mol. For all Systems, an auxiliary restraining potential is introduced to the sampling
trajectories to restrict the system to the ET channel, as described in a following section. As
before, the PIMD sampling trajectories employ mb,e = 5.357 g/mol, mb,p = 3.156 g/mol,
and a time-step of 1 fs. Thermostatting is performed by re-sampling the velocities from
the MB distribution every 3 ps, and each trajectory is run for at least 1 ns.
The transmission coefficient is calculated using RPMD trajectories that are released
from the dividing surface associated with θe = 0.62. At least 3000 trajectories are released
for each system. Each RPMD trajectory is evolved for 300 fs using a timestep of 5× 10−4
fs and with initial velocities sampled from the MB distribution. Initial configurations for
the RPMD trajectories are selected every 1 ps from long PIMD sampling trajectories that
are constrained to the dividing surface using the RATTLE algorithm.S42 The sampling
trajectories utilize mb,e = 5.357 g/mol, mb,p = 3.156 g/mol, and a time-step of 1 fs.
Thermostatting is performed by re-sampling the velocities from the MB distribution every
3 ps. For all Systems, the same auxiliary potential used in the calculation of FSET(θe)
is introduced for the PIMD sampling trajectories to restrict the system to the concerted
channel, as described in Appendix 4.2
3.1.4 1D FE profile for PT prior to ET
For the experimental conditions (System 1a), we calculate the FE profile for the PT step in
the sequential mechanism corresponding to the reaction in Eq. 6 of the main text. The 1D
FE profile is obtained in the proton collective variable, F(θp), using the following umbrella
sampling protocol. Fifteen independent sampling trajectories are harmonically restrained
to uniformly spaced values of θp in the region [-0.35 A˚,0.35 A˚] using a force constant of 1000
kcal/mol A˚−2 and seven independent sampling trajectories are harmonically restrained to
uniformly spaced values of θp in both the region [-0.70 A˚,-0.40 A˚] and [0.40 A˚,0.70 A˚] using
a force constant of 500 kcal/mol A˚−2. The PIMD sampling trajectories employ mb,e = 5.357
g/mol, mb,p = 3.156 g/mol, and a time-step of 1 fs. Thermostatting is performed by
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re-sampling the velocities from the MB distribution every 3 ps, and each trajectory is run
for 500 ps. In addition, the electron ring-polymer is initialized to the position of the iron
atom associated with the donor iron bi-imidazoline complex for each sampling trajectory,
though no additional restraint on the electron ring-polymer is introduced. The FE profile
is presented in Fig. 4c in the main text; based on the symmetry of the reaction, the PT prior
to ET and PT following ET steps are equivalent.
3.1.5 Two-dimensional FE profiles
We calculate the two-dimensional (2D) FE profile for System 1a in the electron bead-count
and proton coordinates, F(θe, θp), as presented in Fig. 3 in the main text. The 2D FE
profile is constructed using PIMD sampling trajectories that are harmonically restrained
in both the θe and θp coordinates. A total of 1856 sampling trajectories are performed,
in which the coordinates θe and θp are sampled using a square grid. The coordinate
θe is sampled using forty-five independent sampling trajectories that are harmonically
restrained to uniformly spaced values of θe in the region [0.0, 0.88] using a force constant
of 10,000 kcal/mol; six independent sampling trajectories are harmonically restrained to
uniformly spaced values of θe in the region [0.90, 0.95] using a higher force constant of
20,000 kcal/mol; two independent sampling trajectories are harmonically restrained to
uniformly spaced values of θe in the region [0.96, 0.97] using a higher force constant of
40,000 kcal/mol; ten independent sampling trajectories are harmonically restrained to
uniformly spaced values of θe in the region [0.98, 0.998] using a higher force constant of
1× 106 kcal/mol; an additional independent sampling trajectory is harmonically restrained
to a value of θe = 0.989 using a force constant of 1× 106 kcal/mol. The symmetry of the
reaction is employed to obtain the full FE profile along θe over the region [-0.998,0.998].
The coordinate θp is sampled using fifteen independent sampling trajectories that are
harmonically restrained to uniformly spaced values of θp in the region [-0.35 A˚,0.35 A˚]
using a force constant of 1000 kcal/mol A˚−2 and seven independent sampling trajectories
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are harmonically restrained to uniformly spaced values of θp in both the region [-0.70
A˚,-0.40 A˚] and [0.40 A˚,0.70 A˚] using a force constant of 500 kcal/mol A˚−2. No auxiliary
restraining potentials are employed for the calculation of F(θe, θp). The PIMD sampling
trajectories employ mb,e = 5.357 g/mol, mb,p = 3.156 g/mol, and a time-step of 1 fs.
Thermostatting is performed by re-sampling the velocities from the MB distribution every
3 ps, and each trajectory is run for 500 ps.
We additionally calculate the 2D FE profile for System 1a in the electron bead-count and
concerted PCET energy gap coordinates, F(θe,∆U), for sampling trajectories correspond-
ing to the concerted PCET reaction, as presented in Fig. 5 in the main text. To generate
F(θe,∆U), the harmonically restrained sampling trajectories used to calculate F(θe) for
System 1a are utilized.
3.1.6 Solvent reorganization energy for concerted PCET
For Systems 1a-1c , we calculate the solvent reorganization energy associated with con-
certed PCET in the tight-binding approximation, which is a well-defined and standard
definition.S14,S27,S43 This yields a single reorganization energy, which is appropriate for
the path-integral formulation of the rate theory employed in this work and distinct from
the Fermi Golden Rule treatment of PCET.S44,S45 The solvent reorganization energy is
calculated using the equationS14,S27,S43
λCPETo = F
CPET
D (∆UA)− FCPETD (∆UD), (S.58)
where ∆UD and ∆UA correspond to the minimum value of ∆U in the FE profiles FCPETD (∆U)
and FCPETA (∆U), corresponding to the electron and proton being associated with the donor
or acceptor, respectively. The 1D FE profiles FCPETD (∆U) and F
CPET
A (∆U) are calculated
along the energy gap coordinate, ∆U, using the following umbrella sampling protocol.
The coordinate ∆U is sampled using seventeen independent sampling trajectories that are
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harmonically restrained to uniformly spaced values of ∆U in the region [-40 kcal/mol,40
kcal/mol] using a force constant of 1.20× 10−6 kcal/mol (kcal/mol)−2. The sampling
trajectories used to calculate the FE profile FCPETD (∆U) and F
CPET
A (∆U) are initialized with
the electron and proton associated with the donor or acceptor iron bi-imidazoline complex,
respectively. The PIMD sampling trajectories employ mb,e = 5.357 g/mol, mb,p = 3.156
g/mol and a time-step of 1 fs. Thermostatting is performed by re-sampling the velocities
from the MB distribution every 3 ps, and each trajectory is run for 1 ns.
3.1.7 Solvent reorganization energy for ET prior to PT
For Systems 1a-1c , we calculate the solvent reorganization energy associated with the ET
reaction prior to PT in the sequential mechanism in the tight-binding approximation from
the equationS14,S27,S43
λETPTo = F
ETPT
D (∆U
ET
A )− FETPTD (∆UETD ), (S.59)
where ∆UETD and ∆U
ET
A correspond to the minimum value of ∆U
ET in the FE profiles
FETPTD (∆U
ET) and FETPTA (∆U
ET), corresponding to the electron being associated with the
donor or acceptor, respectively. The 1D FE profiles FETPTD (∆U
ET) and FETPTA (∆U
ET) are
calculated along the energy gap coordinate, ∆UET, using the following umbrella sampling
protocol. The coordinate ∆UET is sampled using seventeen independent sampling trajec-
tories that are harmonically restrained to uniformly spaced values of ∆UET in the region
[-40 kcal/mol,40 kcal/mol] using a force constant of 1.20× 10−6 kcal/mol (kcal/mol)−2.
The sampling trajectories used to calculate the FE profile FETPTD (∆U
ET) and FETPTA (∆U
ET)
are initialized with the electron ring-polymer at the position of the iron atom associated
with the donor or acceptor iron bi-imidazoline complex, respectively; for the calculation of
both FE profiles the proton is associated with the donor iron bi-imidazoline complex and
an auxiliary restraining potential is introduced to the sampling trajectories to restrict the
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system to the ET channel, as described in Appendix 4.2. The PIMD sampling trajectories
employ mb,e = 5.357 g/mol, mb,p = 3.156 g/mol and a time-step of 1 fs. Thermostatting is
performed by re-sampling the velocities from the MB distribution every 3 ps, and each
trajectory is run for 1 ns.
3.1.8 Solvent reorganization energy for symmetric ET
For the calculation of the parameter ζsolv as described in the Systems section, we addition-
ally calculate the solvent reorganization energy associated with the single ET reaction (Eq.
(S.28)) in the tight-binding approximation from the equationS14,S27,S43
λETPTo = F
ETPT
D (∆U
ET
A )− FETPTD (∆UETD ), (S.60)
where ∆UETD and ∆U
ET
A correspond to the minimum value of ∆U
ET in the FE profiles
FETD (∆U
ET) and FETA (∆U
ET), corresponding to the electron being associated with the donor
or acceptor, respectively. The 1D FE profiles FETPTD (∆U
ET) and FETPTA (∆U
ET) are calculated
along the energy gap coordinate, ∆UET, using the following umbrella sampling proto-
col. The coordinate ∆UET is sampled using seventeen independent sampling trajectories
that are harmonically restrained to uniformly spaced values of ∆UET in the region [-40
kcal/mol,40 kcal/mol] using a force constant of 1.20× 10−6 kcal/mol (kcal/mol)−2. The
sampling trajectories used to calculate the FE profile FETD (∆U
ET) and FETA (∆U
ET) involve
two fully protonated FeIII(H2bim) complexes, in which all protons are treated classically
and the electron ring-polymer is initialized to the position of the iron atom associated with
the donor or acceptor iron bi-imidazoline complex, respectively. The PIMD sampling tra-
jectories employ mb,e = 5.357 g/mol and a time-step of 1 fs. Thermostatting is performed
by re-sampling the velocities from the MB distribution every 3 ps, and each trajectory is
run for 1 ns.
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3.1.9 RPMD transition path ensemble
As we have done previously,S3,S46 we analyze the transition path ensembleS47 for the
RPMD trajectories in the current study. Reactive trajectories are generated through forward-
and backward-integration of initial configurations drawn from the dividing surface ensem-
ble with initial velocities drawn from the MB distribution. Reactive trajectories correspond
to those for which forward- and backward-integrated half trajectories terminated in op-
posite sides of the dividing surface. The reactive trajectories that are initialized from the
equilibrium Boltzmann distribution on the dividing surface must be reweighted to obtain
the unbiased transition path ensemble.S47–S49 A weighting term, wα, is applied to each
trajectory, correctly accounting for recrossing and for the fact that individual trajectories
are performed in the microcanonical ensemble. This term is given byS48
wα =
(
∑
i
∣∣ξ˙(r)i∣∣−1
)−1
, (S.61)
where the sum includes all instances in which trajectory α crosses the dividing surface, and
ξ˙(r)i is the velocity in the dividing surface collective variable at the ith crossing event. The
reweighting has a minor effect on the non-equilibrium averages if the reactive trajectories
initialized from the dividing surface exhibit relatively little recrossing, as is the case for the
systems studied in this paper. Non-equilibrium averages over the RPMD transition path
ensemble are calculated by aligning reactive trajectories at time 0, defined as the moment
in time when the trajectories are released from the dividing surface.
3.2 System-bath representation
The simulations for the system-bath models of PCET (Systems 3a-3e, Systems 4a-4e, and
Systems 5a-5e) are all performed at T = 300 K. The RPMD equations of motion are evolved
using the velocity Verlet algorithm,S36 and each time step for the electron and proton
involves separate coordinate updates due to forces arising from the physical potential and
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due to exact evolution of the purely harmonic portion of the ring-polymer potentials.S37
The electron is quantized with ne = 1024 ring-polymer beads, and the proton is quantized
with np = 32 ring-polymer beads.
3.2.1 Collective Variables
The progress of the electron in the system-bath models is monitored using a 1D form of
the electron bead-count coordinate,
θe
(
q(1)e , ..., q
(ne)
e
)
=
1
ne
ne
∑
α=1
tanh
(
θq(α)e
)
, (S.62)
where θ = −3.0/rD.
The progress of the proton in the system-bath models is monitored using the ring-
polymer centroid in the proton position coordinate,
q¯p
(
q(1)p , ..., q
(np)
p
)
=
1
np
np
∑
γ=1
q(γ)p . (S.63)
The solvent dipole presented in Fig. 9(a) in the main text is given by
Solvent Dipole = µes〈q¯e〉reac + µps〈q¯p〉reac, (S.64)
where q¯e is the centroid of the electron ring polymer and 〈· · · 〉read denotes the equilibrium
ensemble average in the reactant basin.
3.2.2 RPMD rate calculations for concerted PCET
As in the atomistic representation for PCET, the RPMD reaction rate in the system-bath
models is calculated from the product of the TST rate and the transmission coefficient
(Eq. (S.5)). The 1D FE profile used in the rate calculation for the concerted PCET reactions
is obtained in the electron bead-count coordinate, F(θe), using the following umbrella
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sampling protocol. 93 independent sampling trajectories are harmonically restrained to
uniformly spaced values of θe in the region [−0.92, 0.92] using a force constant of 20 a.u.;
seven independent sampling trajectories are harmonically restrained to uniformly spaced
values of θe in both the region [−0.991, −0.985] and in [0.985, 0.991] using a higher force
constant of 5000 a.u.; nine independent sampling trajectories are harmonically restrained to
uniformly spaced values of θe in both the region [−1.0, −0.992] and in [0.992, 1.0] using a
higher force constant of 10, 000 a.u.; 32 independent sampling trajectories are harmonically
restrained to the values of θe ∈ { ±0.93, ±0.935, ±0.94, ±0.945, ±0.95, ±0.955, ±0.96,
±0.962, ±0.965, ±0.967, ±0.97, ±0.974, ±0.976, ±0.978, ±0.98, ±0.982} using a force
constant of 500 a.u. For all Systems, an auxiliary restraining potential is introduced for the
PIMD sampling trajectories to restrict the system to the concerted channel, as described
in a following section. Each sampling trajectory is run for 10 ns using a timestep of 0.1 fs,
with mb,e = 2000 a.u. and mb,p = 1836.1 a.u. Thermostatting is performed by re-sampling
the velocities from the MB distribution every 500 fs.
The transmission coefficient is calculated using a total of 6000 RPMD trajectories that
are released from the dividing surface associated with θe = 0. Each RPMD trajectory is
evolved for 300 fs using a timestep of 1× 10−4 fs and with the initial velocities sampled
from the MB distribution. Initial configurations for the RPMD trajectories are selected
every 10 ps from long PIMD sampling trajectories that are constrained to the dividing
surface. The sampling trajectories employ mb,e = 2000 a.u., mb,p = 1836.1 a.u., and a
timestep of 0.1 fs. Thermostatting is performed by re-sampling the velocities from the
MB distribution every 500 fs. The sampling trajectories are constrained to the dividing
surface using the RATTLE algorithm. The same auxiliary restraining potential used in the
calculation of F(θe) is introduced for the PIMD sampling trajectories to restrict the system
to the concerted channel.
S29
3.2.3 RPMD rate calculations for ET prior to PT
We calculate the rate for the forward ET reaction in the sequential PCET mechanism. The
1D FE profile used in the rate calculation for the ET reactions is obtained in the electron
bead-count coordinate, F(θe), using the same umbrella sampling protocol described for
the calculation of the FE profile associated with the concerted reaction presented above;
however, in the calculation of the FE profile for the ET prior to PT reaction, an auxiliary
restraining potential is introduced for the PIMD sampling trajectories to restrict the sys-
tem to the ET channel, as described in a following section. The independent sampling
trajectories used to calculate FSET(θe) are each run for 10 ns.
Table S4: Dividing surfaces for the sequential ET reaction prior to PT in the system-bath
models.
System θ‡e
1a 8.00× 10−1
1b 3.76× 10−1
1c 1.78× 10−1
1d −2.03× 10−2
1e 5.63× 10−2
2a 8.32× 10−2
2b 2.25× 10−3
2c 1.30× 10−1
2d 1.80× 10−1
2e 3.00× 10−1
3a 7.88× 10−2
3b 5.18× 10−2
3c 5.18× 10−2
3d 7.88× 10−2
3e 6.52× 10−2
The transmission coefficients for the forward ET reactions are calculated using RPMD
trajectories that are released from the dividing surfaces present in Table S4. A total of
6000 RPMD trajectories are released for each System. Each RPMD trajectory is evolved
for 300 fs using a timestep of 1× 10−4 fs and with the initial velocities sampled from the
MB distribution. Initial configurations for the RPMD trajectories are selected every 10 ps
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from long PIMD sampling trajectories that are constrained to the dividing surface. The
sampling trajectories employ mb,e = 2000 a.u., mb,p = 1836.1 a.u., and a timestep of 0.1
fs. Thermostatting is performed by re-sampling the velocities from the MB distribution
every 500 fs. The sampling trajectories are constrained to the dividing surface using the
RATTLE algorithm. The same auxiliary restraining potential used in the calculation of
F(θe) is introduced for the PIMD sampling trajectories to restrict the system to the ET
channel.
4 Auxiliary restraining potentials
This section describes auxiliary restraining potentials that are introduced for the PIMD
sampling trajectories used in the calculation of 1D FE profiles and in the initial sampling of
configurations for the RPMD trajectories both in the atomistic and system-bath models of
PCET. These auxiliary restraining potentials simply prevent the PIMD sampling trajectories
from visiting configurations outside of the sequential or concerted PCET channel of interest.
4.1 Auxiliary restraining potential for concerted PCET in the atomistic
models
For Systems 1a-1c and 2a-2c, we now discuss the auxiliary restraining potential introduced
to restrict equilibrium sampling of the system to the concerted channel.This potential is
given by
Uaux(θp, θe) =

aaux
[
θp − q+ (θe)
]2 , θp > q+ (θe)
aaux
[
θp − q− (θe)
]2 , θp < q− (θe)
0, otherwise
(S.65)
S31
where
q+(θe) = bauxθe + caux (S.66)
and
q−(θe) = bauxθe − caux. (S.67)
The coefficients aaux, baux, and caux (Table S5) are chosen to restrict the system to the
concerted channel.
Table S5: Parameters for the auxiliary restraining potential in Eq. S.65.a
System aaux baux caux
1a 1000 0.50 0.33
1b 1000 0.50 0.33
1c 1000 0.50 0.33
2a 1000 0.48 0.21
2b 1000 0.48 0.19
2c 1000 0.47 0.15
aaaux is given in units of kcal/mol A˚−2. baux and caux are given in units of A˚.
4.2 Auxiliary restraining potential for ET prior to PT in the atomistic
models
For Systems 1a-1c and 2a-2c, we now discuss the auxiliary restraining potential intro-
duced to restrict equilibrium sampling of the system to the ET channel in the sequential
mechanism. This potential is given by
USET(θp) =

aSET
(
θp − bSET
)2 , θp < bSET
0, otherwise.
(S.68)
The coefficients aSET a.u. and bSET are chosen to correctly restrict the system to the ET
channel and are provided in Table S6.
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Table S6: Parameters for the auxiliary restraining potential in Eq. S.68.a
System aSET bSET
1a 1000 0.25
1b 1000 0.21
1c 1000 0.20
2a 1000 0.15
2b 1000 0.08
2c 1000 0.08
aaSET is given in units of kcal/mol A˚−2. bSET is given in units of A˚.
4.3 Auxiliary restraining potential for concerted PCET in the system-
bath models
For Systems 3a-3e, 4a-4e, and 5a-5e, we now discuss the auxiliary restraining potential
introduced to restrict equilibrium sampling of the system to the concerted channel in the
system-bath model. This potential is given by
Uaux(q¯p, θe) =

aaux
[
q¯p − q+ (θe)
]2 , q¯p > q+ (θe)
aaux
[
q¯p − q− (θe)
]2 , q¯p < q− (θe)
0, otherwise
(S.69)
where
q+(θe) = bauxθe + caux (S.70)
and
q−(θe) = bauxθe − caux. (S.71)
The coefficients aaux, baux, and caux (Table S7) are chosen to restrict the system to the
concerted channel.
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Table S7: Parameters for the auxiliary restraining potential in Eq. S.69a.
System aaux baux caux
3a 1.0 0.57 0.32
3b 1.0 0.56 0.32
3c 1.0 0.56 0.32
3d 1.0 0.55 0.33
3e 1.0 0.55 0.33
4a 1.0 0.55 0.32
4b 1.0 0.55 0.34
4c 1.0 0.56 0.35
4d 1.0 0.57 0.36
4e 1.0 0.58 0.38
5a 1.0 0.57 0.33
5b 1.0 0.56 0.33
5c 1.0 0.55 0.33
5d 1.0 0.55 0.33
5e 1.0 0.55 0.33
aaaux is given in units of a.u. ×10−2; all other parameters are given in atomic units.
4.4 Auxiliary restraining potential for ET prior to PT in the system-bath
models
For Systems 3a-3e, 4a-4e, and 5a-5e, we now discuss the auxiliary restraining potential in-
troduced to restrict equilibrium sampling of the system to the ET channel in the sequential
mechanism. This potential is given by
USET(q¯p) =

aSET
(
q¯p − bSET
)2 , q¯p < bSET
0, otherwise.
(S.72)
The coefficients aSET a.u. and bSET are chosen to correctly restrict the system to the ET
channel and are provided in Table S8.
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Table S8: Parameters for the auxiliary restraining potential in Eq. S.72.
System aSET bSET
1a 1.0 0.29
1b 1.0 0.29
1c 1.0 0.29
1d 1.0 0.29
1e 1.0 0.29
2a 1.0 0.20
2b 1.0 0.20
2c 1.0 0.20
2d 1.0 0.23
2e 1.0 0.26
3a 1.0 0.30
3b 1.0 0.30
3c 1.0 0.30
3d 1.0 0.30
3e 1.0 0.30
aaSET is given in units of a.u. ×10−2. bSET is given in units of a.u.
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