Propensity score methods are widely adopted in observational studies to adjust for observed baseline confounding when either testing the null hypothesis that treatment (or exposure) has no effect on an outcome or estimating the causal effect. However, adjusting for all observed baseline covariates, when only a subset are confounders of the treatment-outcome relation, is known to yield potentially inefficient and unstable estimators of the treatment effect. Similarly, randomization-based procedures that condition on all observed covariates can be underpowered. For these stated reasons, confounder (or covariate) selection is commonly used to determine a subset of the available covariates that is sufficient for confounding adjustment. In this article, we propose a confounder selection strategy that focuses on stable estimation of the treatment effect. In particular, when the propensity score model already includes covariates that are sufficient to adjust for confounding, then the addition of covariates that are associated with either treatment or outcome alone, but not both, should not systematically change the effect estimator. The proposal, therefore, entails first prioritizing covariates for inclusion in the propensity score model, then using a change-in-estimate approach to select the smallest adjustment set that yields a stable effect estimate. The ability of the proposal to correctly select confounders, and to ensure valid inference of the treatment effect following data-driven covariate selection, is assessed empirically and compared with existing methods using simulation studies. We demonstrate the procedure using three different publicly available datasets commonly used for causal inference.
Introduction
When testing the null hypothesis that an exposure or a treatment has no causal effect on an outcome in an observational study, observed baseline confounders must be adjusted or controlled for to avoid bias. Randomization(-based) or conditional inference procedures achieve this by comparing treated and untreated individuals within strata constructed from the observed covariates 35 . When there are multiple covariates, some of which may be continuous, it may be impossible to construct such strata using unique values of the covariates where there are both treated and untreated individuals within each stratum. Propensity score (PS) methods 36, 34 accommodate this by summarizing the multiple (continuous) covariates in terms of the conditional probability of treatment given observed baseline covariates. Strata can then be constructed using full matching on the PS; see e.g., Stuart 40 and Fogarty et al 18 . Randomization inference does not require invoking any assumptions of random sampling from some hypothetical (super)population and is therefore, appealing in observed study populations with no (known) well-defined sampling procedure.
However, randomization inference can have little or no power when the number of covariates used for confounding adjustment is so large that the resulting number of (unique) hypothetical treatment assignments available for inference is small. In particular, if there are less than α −1 hypothetical treatment assignments for an α-level test of the null hypothesis of no (individual) treatment effect, then the test will have no power to reject the null. Adjusting for all available covariates, when only a subset are true confounders of the treatment-outcome relation, may moreover lead to inefficient and unstable estimators of the treatment effect 19, 39 . For these stated reasons, confounder (or covariate) selection procedures are commonly employed, which seek to include only a minimally sufficient subset of covariates for confounding adjustment. A small number of covariates is desirable to avoid potential biases due to misspecification of the outcome or PS model, or both, and to increase statistical power possibly. Recently, Heinze et al 24 and Witte and Didelez 48 compared the ability of different existing covariate selection methods to determine such a (minimal) subset. Witte and Didelez 48 further proposed a classification scheme for the methods based on the type of target adjustment set and selection mechanism.
When selecting covariates for inclusion in the PS model, the conventional 'design of observational studies' typically suggests that only the treatment and covariates be used without access to the outcome; see e.g., Rubin 37 , Stuart 40 and Chapter 13 of Imbens and Rubin 27 . However, a limitation of such approaches is that the predictive ability and significance of covariates in the PS model are not directly informative about the extent to which confounding bias is reduced, and ultimately, the quality of the treatment effect estimator. Methods that test only the covariate-treatment associations can easily delete important confounders, yet worsen variance inflation by selecting non-confounding but strong predictors of treatment 45 . Moreover, adjustment for covariates that are unrelated to the treatment but related to the outcome decreases the variance of the treatment effect estimator without increasing its bias 9 . Shortreed and Ertefaie 38 recently proposed an outcome-adaptive LASSO to select covariates that are either confounders of the treatment-outcome relation or (strongly) associated with the outcome only, for inclusion in the PS model.
A different approach is to directly evaluate the impact of covariate selection on the treatment effect estimator by adopting a 'change-in-estimate' (CIE) perspective. For example, a sequence of nested covariate subsets (ranging from the empty set with no covariates to the full set containing all covariates) is constructed, and the effect estimates that adjust for the covariates in each subset calculated. The smallest covariate subset whose estimate lies within a pre-determined window around the 'benchmark' estimate that adjusts for all covariates is then selected for inference on the treatment effect. Greenland et al 20 improve on such a procedure to optimize the quality of the effect estimator by considering changes in the approximate mean-squared error (MSE) of the (conditional) effect estimator based on an outcome regression model that includes treatment and the covariates in each subset. Vansteelandt et al 45 , following Claeskens et al 11 and Crainiceanu et al 13 , propose a 'focused confounder selection' strategy that minimizes the MSE of the marginal effect estimator, using either cross-validation or an asymptotic approximation, over the space of all possible covariate subsets without relying on any particular sequence of nested subsets. Along similar lines, collaborative double robust targeted minimum loss-based estimation 43 (C-TMLE) uses a forward selection algorithm to select the covariate subset that minimizes the MSE of the targeted minimum loss estimator of the treatment effect. The above-mentioned approaches lean toward excluding covariates that are associated with the treatment only, and including covariates that are related to the outcome, for confounding adjustment when estimating the treatment effect. However, they offer no insight into how the sensitivity of the treatment effect estimator to the selected covariate subset affects the validity of inference following such a data-driven covariate selection procedure.
In view of this shortcoming, in this article, we propose a confounder selection strategy that entails first prioritizing covariates for confounding adjustment, then extending the CIE approach to select the smallest subset of covariates that yields a stable effect estimate. In the first part, the covariates are ordered by decreasing priority for confounding adjustment using a forward selection approach. The resulting sequence therefore indexes a series of nested covariate subsets: the smallest non-empty subset contains the most important covariate, the next smallest (non-empty) subset contains the two most important covariates, and so on, with the largest subset containing all the covariates. To facilitate partitioning the space of all possible covariate subsets and visualizing the resulting nested covariate subsets, we exploit the orbits framework of Crainiceanu et al 13 . Orbits may be more generally used to select covariates for confounding adjustment, such as via regression adjustment in the outcome model alone, or via inclusion in the outcome and treatment models when calculating doubly-robust (marginal) treatment effect estimators. However, in this article, we will focus on covariate selection for the PS model to be used for full matching in constructing strata for randomization inference. Each candidate covariate is evaluated, in turn, using double selection 4 , where the (partial) associations between the outcome and the covariates, and between the exposure and the covariates, are considered. Using double selection can account for the variability induced by the covariate selection process. By explicitly ordering the covariates, researchers can use background scientific knowledge to refine further which covariates should have higher or lower priorities for confounding adjustment (in the PS model). Moreover, covariates that are a priori known to be correlated may be grouped together by being ordered consecutively. Existing matching methods such as Zubizarreta 51 , among others, already allow users to incorporate substantive expertise in guiding the covariate adjustment process. Keele and Small 29 recently compared matching methods that allow for covariate prioritization with machine learning methods that require little user input toward eliminating biases due to observed confounding.
In the second part, the stability of the effect estimator across the series of nested covariate subsets indexed by the prioritized covariates is assessed. In particular, common covariate selection strategies predominantly identify a (minimally) sufficient subset of covariates for confounding adjustment by optimizing a stopping criterion through separate evaluations of each subset. In most realistic settings, it is impossible to determine whether the single selected subset that met the stopping criterion is sufficient to eliminate all biases due to observed (baseline) confounding. However, suppose that the available set of covariates contains a (minimal) subset that is sufficient to adjust for confounding. The effect estimate that adjusts for the covariates in this 'sufficient' subset should not systematically change when other covariates not in this subset, e.g., those associated with either exposure or outcome, but not both, are further adjusted for. Most covariate selection strategies account for such relative insensitivity only to the extent of recommending in practice that different subsets be considered as a form of sensitivity analysis. In contrast, in this article, we propose a selection strategy that works along a different principle than routine methods, by exploiting this knowledge to explicitly assess the trajectory of the treatment effect estimator across different (nested) covariate subsets. Given a series of nested covariate subsets indexed by the prioritized covariates, the smallest subset (in the PS model) that yields an estimator that is relatively stable (as more covariates are added) is selected. Full matching on the PS model containing the selected covariates can then be carried out to construct strata for randomization inference. While valid inference cannot be guaranteed following a data-driven selection of covariates, we argue that nearly valid inference may be possible with the combined use of (i) double selection for prioritizing the covariates, (ii) stability-based assessment to select covariates for confounding adjustment, and (iii) randomization inference using full matching to control the type I error when testing the null of no (individual) treatment effect.
The rest of the paper is as follows. In Section 2, notation is introduced and a review of randomization inference using full matching on the propensity score for a given set of covariates is described. In Section 3, the proposed two-part confounder selection strategy is presented. In Section 4, the ability of the proposed procedure to correctly select confounders of the treatment-outcome relation, and to control the type I error rate when testing the null of no individual treatment effect following covariate selection, is evaluated empirically in simulation studies. The performance of the proposal is compared with existing methods for covariate selection, and for inference on the treatment effect following covariate selection. In Section 5, the proposed procedure is demonstrated using three different publicly available datasets commonly used for causal inference. We conclude with a brief discussion in Section 6.
Randomization inference using full matching
In this section, we introduce the notation and briefly review randomization inference for the treatment effect, using full matching on the propensity score for a given set of covariates. In a sample of size N , for individual i = 1, . . . , N , denote the binary treatment by A i and the outcome of interest by Y i . Let Y a i denote the potential outcome for Y i if, possibly counter to fact, individual i had been assigned to treatment A i = a. Our interest in this article is on the marginal treatment effect, defined as
Let L i denote a vector of observed baseline covariates for individual i. Suppose for the moment that there are S unique values of L i , e.g., l 1 , . . . , l S , so that the N individuals can be partitioned into S different strata. (Superscripts are used to denote the unique values that index each stratum, l s , s = 1, . . . , S, to avoid possible confusion with the observed values for each individual, l i , i = 1, . . . , N .) For s = 1, . . . , S, denote the number of individuals in stratum s (having values L i = l s ) by N s , among whom M s receive treatment (A i = 1), and N s − M s do not receive treatment (A i = 0). The propensity score for an individual in stratum s is thus defined as Pr(A i = 1|L i = l s ) = M s /N s . We will assume that conditioning on L i in the propensity score is sufficient for conditional exchangeability to hold; i.e., that the propensity score does not depend on the potential outcomes or any other variables, observed or otherwise, besides L i . We will further assume that positivity is satisfied; i.e., 0 < M s < N s , for all strata s = 1, . . . , S, or equivalently, that there is at least one treated and one untreated individual in each stratum. Define the inverse probability of treatment weight 34 for individual i as:
The weight W i is inversely proportional to the conditional probability of individual i being assigned the observed treatment A i within the stratum s. The (stabilized) inverse probability of treatment weighting (IPW) estimator of ψ is then defined as:
The estimator ψ IP W is a consistent estimator of the true treatment effect ψ when the propensity score is correctly specified 33 . When there are multiple, possibly continuous, covariates, it may be impossible to stratify the sample using unique values of the covariates while ensuring that positivity holds. An alternative approach is subclassification on the Mahalanobis distance 6,7 , where linear combinations of the covariates are partitioned into subclasses, but requires users to a priori define the number of subclasses and the limits of each subclass. Another approach is Coarsened Exact Matching 26 , where each covariate is temporarily coarsened for the purposes of exactly matching individuals with the same values (of the coarsened covariates), but may require pruning from the observed data any constructed strata with only treated or untreated individuals. In contrast, full matching using a specified propensity score model Pr(A i = 1|L i ) for a given set of covariates L i creates a collection of matched groups, where each matched group contains at least one treated individual and at least one untreated individual. Positivity is thus guaranteed to hold within each matched group so that each matched group can be viewed as a single stratum. Full matching is optimal in terms of minimizing the average of the covariate distances (and across all covariates) between treated and untreated individuals within each matched group, and is particularly effective at reducing bias due to observed confounding variables 2,3 . For these stated reasons, in the development of our proposed strategy, we will employ full matching using a propensity score model to construct strata for randomization inference.
When conditional exchangeability holds, individuals within the same stratum are assigned treatment with equal probability. Under the causal null of no individual treatment effect, defined as:
the outcomes should be similarly distributed between treated and untreated individuals within each stratum. Therefore the null hypothesis H 0 can be tested using a test statistic that compares outcomes between treated and untreated individuals while adjusting for stratum membership. In this article, we will use the IPW estimator ψ IP W as defined in (2) as the test statistic. Let A = (A 1 , . . . , A N ) denote the treatment vector of length N , and let a = (a 1 , . . . , a N ) denote a possible value for A. The plausibility of H 0 can be assessed by evaluating the frequency of obtaining a value of ψ IP W at least as 'extreme' (from H 0 ) as the observed value assuming H 0 , over hypothetical assignments of A under conditional exchangeability. Here and throughout, a completely randomized experiment is assumed within each stratum under conditional exchangeability, where the number assigned to treatment in each stratum is fixed by design. The sample space of all hypothetical assignments of A is the set of (binary) vectors of length N where the number assigned to treatment in stratum s is M s . Denote the stratum individual i is in by X i , and the stratum membership vector of length N by X = (X 1 , . . . , X N ). Define the sample space as
Let w i denote the inverse probability of treatment weights for treatment assignment a, which is obtained by replacing A i with a i in (1). The dependence of w i on a is omitted for notational simplicity. The resulting IPW estimator for a treatment assignment vector A = a can be determined by replacing the treatments A i and weights W i in (2) by a i and w i respectively; i.e.,
Each assignment occurs with probability |Ω(X)| −1 , so that a (two-sided) p-value may be defined as pv(X) = |Ω(X)| −1
where larger absolute values of ψ IP W suggest stronger evidence against H 0 , and I{B} = 1 if B is true and 0 otherwise. When it is not computationally feasible to enumerate Ω(X) exactly, an approximation of Ω(X) based on e.g., C = 2000 random draws of a from Ω(X) may be used to yield an approximate p-value, denoted by pv C (X).
Confounder selection procedure
In this section we describe the proposed confounder selection procedure which proceeds in two parts. In the first part, the covariates are ordered to reflect their (decreasing) priority for confounding adjustment via inclusion in the PS model. In the second part, the smallest covariate subset that yields a stable treatment effect estimator, even as more covariates are added to the PS model, is then selected. Following Vansteelandt et al 45 , we partition the space of all possible covariate subsets into orbits 13 , where the j-th orbit comprises all subsets with j + 1 covariates, including an intercept. Let J denote the number of observed covariates, including interactions and higher-order terms, so that there are a total of J + 1 orbits. For example, when there are two covariates, say 'age' and 'gender,' then there are a total of six orbits allowing for second-order terms, where the largest orbit includes the terms {1, age, gender, age 2 , gender 2 , age × gender}, with 1 denoting the intercept. The first part proceeds by repeating steps 1 and 2 below for j = 1, . . . , J.
1. Within the j-th orbit, let L j−1 denote the set of covariates in the PS model selected from the (j−1)-th orbit. Let L 0 denote the empty subset. Denote each of the remaining
, evaluate the (conditional) association between the candidate covariate L j−1 k and the treatment A by fitting the regression model for the treatment g{E(
and h is a link function such as the identity link, h(x) = x. The regression models for the treatment (outcome) are therefore used to compare the relative strengths of the covariate-treatment (covariateoutcome) associations, across all candidate covariates that have not been selected in the previous orbit.
Test the hypotheses H
, the Wald test; denote the resulting p-values by pv(A, L j−1 k ) and pv(Y, L j−1 k ), respectively. Following double selection procedures, let k * denote the index of the candidate covariate that minimizes the minimum of the p-values pv(A, L j−1 k ) and pv(Y, L j−1 k ); i.e.,
The selected subset for the j-th orbit then comprises the covariates L j = L j−1 L j−1 k * . Denote the estimated (conditional) average treatment effect, given the selected covariates L j in the fitted outcome regression model, by ψ j = ψ jk * .
Repeating steps 1 and 2 for j = 1, . . . , J, therefore, returns a sequence of covariates, L 1 k * , . . . , L J−1 k * , that are ordered by their decreasing priority for confounding adjustment. Furthermore, the ordered covariates induce a series of nested covariate subsets,
A forward selection approach is used merely to avoid convergence issues that may potentially arise when fitting regression models with many covariates; the ordered sequence may also be constructed using a backward or stepwise selection approach. The size of the largest orbit may also be restricted to a smaller value in settings where models for the treatment or outcome, or both, with all available covariates, cannot be fitted to the observed data. Explicitly prioritizing the covariates for confounding adjustment enables further refinement by leveraging background scientific or empirical knowledge. For example, covariates that are known confounders of the treatment-outcome relation may be given higher priority for adjustment (via inclusion in the PS model); covariates that are a priori established to be correlated may also be grouped together (by ordering them consecutively).
In the second part of the proposed strategy, the stability of the treatment effect estimator across the nested covariate subsets is assessed to select the smallest subset for confounding adjustment. When there exists a (minimal) subset of covariates that is sufficient to control for confounding, further adjusting for other covariates that are associated with either exposure or outcome, but not both, should not systematically change the treatment effect estimator. We therefore exploit this knowledge by explicitly evaluating the trajectory of the treatment effect estimator across the (nested) covariate subsets induced by the prioritized covariates. Following the CIE approach, the treatment effect estimator from each orbit, ψ j , j = 1, . . . , J− 1, can be compared with the 'benchmark' estimator ψ J that adjusts for all available covariates (i.e., from the largest orbit). For example, the standardized difference between the estimators takes the form:
Our goal now is not to merely select the orbit that minimizes the absolute value of (6), but to select the smallest orbit that yields the most 'stable' value of (6) . For example, the values of (6) may be plotted for each orbit, as we will illustrate using the applied examples later, and the (smallest) orbit that yields a value that does not 'fluctuate' as the orbits grow can be selected through visual inspection. Alternatively, a diagnostic that assesses the relative stability or (in)sensitivity of (6), while taking into account its variability, can directly optimize the quality of the treatment effect estimator. An example of such a diagnostic is described in the next section.
In summary, the proposed confounder selection strategy proceeds as follows.
A. Order the covariates, e.g., based on the strength of their (conditional) associations with treatment and with outcome within each orbit, in decreasing priority for confounding adjustment (e.g., via inclusion in the PS model).
B. For the series of nested covariate subsets induced by the ordered covariates, calculate the treatment effect estimator for each orbit. Select the covariate subset corresponding to the smallest orbit that yields the most stable effect estimator.
Inference for the treatment effect can then be carried out by fitting a PS model to the covariates in the selected subset, and using full matching to construct strata for randomization inference. The p-value for testing H 0 is obtained as described in Section 2.
Linear models
In this section, we consider settings where linear regression models can be assumed, by setting g(·) and h(·) as the identity link, in step 1 of the procedure. There are two potential advantages to assuming linear regression models. In the first part of the procedure, ordinary least squares (OLS) estimators are computationally efficient, and in small samples, the statistical significance of the partial correlations α j−1,k and β j−1,k in step 2 can be determined exactly using the robust permutation test of Diciccio and Romano 16 , in place of approximations using the Wald test. In the second part of the procedure, OLS estimators can facilitate the assessment of stability across different orbits as described in the following.
Assuming linear models for both treatment and outcome, respectively E(A|L j ) = α 0 + α j L j and E(Y |A, L j ) = β 0 + ψ j A + β j L j , the OLS estimator of the treatment effect ψ j in the j-th orbit obeys the following asymptotic expansion:
where the subscript i of L j i denotes individual i. In this article, we use (pairwise) differences between the treatment effect estimators to evaluate their stability across the different orbits. It follows from the above expansion that the difference between estimators from two different orbits, e.g., j and j , is:
with its variance that can be consistently estimated by:
where E(A|L j ) = α 0 + α j L j and E(Y |A, L j ) = β 0 + ψ j A + β j L j are the OLS estimators of the (linear) treatment and outcome models, respectively. It follows that under settings with linear regression models for the treatment and the outcome, the standardized difference (6) is asymptotically normally distributed with mean zero and variance one.
To assess the stability of the treatment effect estimator, we suggest using 'Cochran's Q statistic' 25 from the meta-analysis literature for assessing heterogeneity of effect-size estimates from separate studies. Continuing with the CIE approach, we will consider the difference between the treatment effect estimator ψ j from orbit j with the benchmark estimator ψ J to be an 'effect-size estimate,' and the consecutive orbits to be 'separate studies.' The Q statistic for a window of width e.g., three, centered around each orbit j = 2, . . . , J − 1 can thus be defined as:
where the weights w k and weighted average ψ j are respectively defined as:
It is assumed that w J = 0. The Q statistic as proposed in (12) therefore evaluates the weighted average of the differences ψ k − ψ J within a window centered around each orbit, with weights inversely proportional to the variance of the differences. The differences, and the associated variances, can be consistently estimated under settings with linear regression models for the treatment and the outcome. The smallest orbit with the most stable value of (6) therefore minimizes the Q statistic; i.e., min j=2,...,J−1
4 Simulation study A simulation study was conducted to evaluate the ability of the proposal to correctly select confounders, and to yield tests (of the null of no individual treatment effect) that preserve the type I error following covariate selection. Following Shortreed and Ertefaie 38 , we considered the setting with two confounders, two covariates that predicted treatment only, and two covariates that predicted outcome only. All other covariates were unassociated with either treatment or outcome. Let L ij , j = 1, . . . , p, denote the j-th observed baseline covariate for individual i; the vector of p covariates is denoted by L i . 4000 datasets with sample sizes N = 80 and p = 25 candidate covariates were generated under the null of no individual treatment effect, i.e., H 0 :
. . , N , as follows. For individual i, each covariate was independently drawn from a standard normal distribution; i.e., L ij ∼ N (0, 1), j = 1, . . . , p. The (true) propensity score was determined as logit{Pr(A i = 1|L i )} = γ 0 + p j=1 γ j L ij , where γ j took the value 1 if j = 1, 2, or 1.8 if j = 5, 6, or 0 otherwise. The observed treatment was then randomly drawn as A i ∼ Bernoulli{Pr(A i = 1|L i )}. The underlying outcome was determined as U i = β 0 + p j=1 β j L ij , where β j took the value 0.6 if j = 1, 2, 3, 4, or 0 otherwise. The observed outcome was then randomly drawn as Y i ∼ N (U i , 4 2 ).
The ability of the proposal to correctly select the confounders was compared with the following covariate selection methods that were implemented in publicly available software packages on the Comprehensive R Archive Network. S1. The Augmented Backward Elimination procedure 17 For each method, the average rate of including the true confounders among the selected covariates is compared with the average number of covariates selected, as shown in Figure 1 .
The SignifReg and Boruta methods selected the smallest number of covariates on average but failed to select any confounders in more than half of the simulated datasets. The Cov-Sel method selected at least one confounder almost as frequently as the proposed method ('Stability'), and selected fewer covariates on average. However, only the proposed method included exactly both confounders among the selected covariates at least 80% of the time empirically, much more than any of the other considered methods. The covariates selected using each method may be subsequently included in a PS model for full matching to test H 0 as described in Section 2. The ability to preserve the type I error following the use of each data-driven covariate selection method was assessed empirically. We also considered the following additional methods for testing H 0 : M1. Full matching without adjusting for any covariates, by using an intercept-only PS model ('Empty PS model'). M4. Full matching using the 'target' PS model with the confounders (L i1 and L i2 ) and the outcome-only predictors (L i5 and L i6 ) only, thus excluding all treatment-only predictors (L i3 and L i4 ) and any other covariates unassociated with either treatment or outcome.
M5. Full matching using the estimated PS values obtained from the outcome-adaptive lasso ('OAL') procedure 38 . M8. Wald tests using the CTMLE methods as implemented in the ctmle package 28 . We considered three different methods, with all options as recommended in the online package vignette (https://cran.r-project.org/web/packages/ctmle/vignettes/ vignette.html):
(a) discrete CTMLE using greedy forward search 21 in the ctmleDiscrete function ('no lasso'), (b) CTMLE using LASSO for estimating the propensity scores in the ctmleGlmnet function with algorithm 1 ('lasso 1'), and (c) using algorithm 2 in the ctmleGlmnet function ('lasso 2').
Methods M1 to M4 did not require any covariate selection as the covariates in the PS model were specified. The empirical distributions of the p-values for testing H 0 using each of these methods are plotted in Figure 2 . As expected, failing to adjust for any covariates (by using an intercept-only PS model; M1), so that there was unobserved confounding of the treatmentoutcome relation, resulted in inflated type I error rates; this is shown by the curve above the diagonal. Inference using the Wald test with a PS model that adjusted for all covariates (M3) also yielded inflated type I error rates, possibly due to the small sample size. Only conditional inference with full matching, using either the full (M2) or target (M4) PS model, approximately controlled the type I error rate at its nominal level empirically. The empirical distributions of the p-values, following the use of each covariate selection method S1 to S4, as well as the proposed Stability(-based) and OAL methods (M5 and M6), are plotted in Figure 3 . For visual clarity, the distributions are plotted for p-values between 0 and 0.5; the distributions for all p-values (between 0 and 1) are shown in Appendix A. The ABE, Boruta, and OAL methods all resulted in inflated type I error rates, whereas the CovSel, SignifReg, and Stability methods approximately controlled the type I error empirically at all significance levels. The p-values following the use of the SignifReg method seemingly preserved the type I error rate, even though its ability to select (either or both) confounders was only slightly better than that of the Boruta method (see Figure 1 ). However, this was not true in general. When the coefficients of the confounders in the PS model used to generate each simulated dataset were set to a different value (γ 1 = γ 2 = 1.8), the ABE, Boruta, SignifReg, and OAL methods all resulted in inflated type I error rates, as shown in Appendix A. Lastly, none of the methods in M7 and M8, using (approximate) p-values from Wald tests of H 0 , preserved the type I error rates empirically, as shown in Figure 4 . Furthermore, the CTMLE methods resulted in smaller p-values than the HDM methods on average. To understand why, we compared the estimates of the average treatment effect and its standard error using these two methods in Table 1 . While the effect estimates using CTMLE were less biased than those using HDM, the standard error estimates using CTMLE were much smaller than those using HDM on average, possibly due in part to the 'super-efficiency' properties of CTMLE. Hence the CTMLE effect estimates were seemingly more efficient whereby the Wald tests were rejected more frequently. For completeness, two Bayesian methods for treatment effect estimation following covariate selection were also considered: the Bayesian Adjustment for Confounding (BAC) algorithm as implemented in the bac function in the bacr package 46 , and the Bayesian causal effect estimation algorithm 41 as implemented in the ABCEE function in the BCEE package 42 . Only the latter preserved the type I error rate empirically, but this is not guaranteed in general. Details on their implementation, and the results, are provided in Appendix A.
In conclusion, we have demonstrated empirically that only the proposed stability-based strategy had high statistical power in correctly including (both) confounders among the selected covariates, and the ability to preserve the type I error rate by using randomization inference following full matching on the selected covariates.
Illustration with applied examples
The proposed confounder selection strategy was illustrated using three publicly-available datasets. For each dataset, the covariates were prioritized using the double selection criterion (5) , and the most stable orbit selected. Linear regression models for both the treatment and the outcome were assumed to facilitate using the standardized differences (6) when assessing stability. The most stable orbit minimizing Cochran's Q (13) was then selected. For comparison, the covariates selected using each of the methods S1 to S4 were also determined. Note that for the CovSel method (S3), Algorithm 2 was used with kernel-based smoothing (type = "np") to allow for both continuous and non-continuous covariates. All other options were set at their default values. Covariates were selected if there was significant evidence, at the (default) significance level of 0.1, that they were in at least one of the minimal subsets Z 0 and Z 1 that rendered treatment conditionally independent of the potential outcomes Y 0 (in the control group) and Y 1 (in the treatment group) respectively 14 .
The randomization p-values for testing the null of no (individual) treatment effect were then determined (with 2000 assignments), using full matching with a PS model containing only the selected covariates following each of the above methods S1 to S4. The estimated average (marginal) treatment effect (2) and (sandwich-based) standard error were also calculated, by regressing outcome on treatment (only) and using the reciprocal of the fitted probabilities of the observed treatments from a PS model (containing only the selected covariates) as weights. Lastly, the results using a PS model containing all the available covariates (methods M2 and M3 as described in the simulation study) are also presented.
AIDS Clinical Trials Group Study 175
The 'ACTG175' dataset was from an AIDS randomized clinical trial, and was distributed as part of the speff2trial package via the Comprehensive R Archive Network (https: //CRAN.R-project.org/package=speff2trial). The trial compared monotherapy using either zidovudine or didanosine alone with combination therapy using either zidovudine and didanosine, or zidovudine and zalcitabine, in adults infected with the human immunodeficiency virus type I whose CD4 T cell counts were between 200 and 500 per cubic millimeter. Treatment was (re)coded as A = 0 for therapy using either zidovudine or didanosine only, and A = 1 for therapies combining zidovudine and either didanosine or zalcitabine. A binary outcome was defined based on whether a participant's CD4 T cell count at 96 ± 5 weeks was greater than 250 or not. The full dataset contained 2139 participants with 17 candidate (baseline) covariates, but we only considered a reduced dataset with 1342 participants having complete data so that a PS model with all covariates could be fitted. In addition, one covariate (prior zidovudine use) that was singular in the reduced dataset was dropped.
The ordered covariates are displayed in Table 2 . The standardized differences (6) for each orbit (versus the largest orbit) are plotted in Figure 5 . Since this was a randomized controlled trial, confounding of the treatment-outcome relation was unlikely, and adjusting for different covariates did not greatly affect the treatment effect estimates and thus yielded relatively small values of the differences. The results using an empty PS model with no covariates are also included in Table 2 . The most stable orbit minimizing Cochran's Q (13) contained 15 covariates. The selected covariates under each of the other methods S1 to S4 are also shown in Table 2 . The randomization-based p-values for testing H 0 using each covariate selection method were all 5 × 10 −4 , suggesting strong evidence that combination therapy had an effect on CD4 T cell count. 
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Std. diff. Figure 5 : Standardized difference ('Std. diff.;' (6)), between the treatment effect estimator from each orbit and from the largest orbit, for the ACTG175 data. The solid black curve is a local cubic polynomial smoother. The most stable orbit minimizing Cochran's Q (13) is indicated by a filled triangle. Table 2 : Comparison of the selected confounders ( ) in the ACTG175 data using different methods. The covariates were ordered using the double selection criterion (5) . The p-values for testing H
Covariates
LaLonde labor training program
The 'LaLonde' dataset was from a labor training program 32 used to demonstrate causal effect estimation adjusting for confounding; see e.g., Dehejia and Wahba 15 and Abadie and Imbens 1 . The dataset was bundled with different packages on the Comprehensive R Archive Network, but we considered the version that was distributed as part of the CovSel package 23 . There were 297 units assigned to participate in a national supported work demonstration (A = 1), and 314 control units (A = 0) drawn from survey datasets. The outcome Y was the level of post-intervention earnings in 1978. There were 10 candidate (baseline) covariates, with four continuous variables (age; years of schooling; and historical earnings in 1974 and 1975), and six binary variables (ethnicity being African-American, or Hispanic, or neither; martial status; high school diploma; and indicators of whether historical earnings in 1974 and 1975 were zero). The ordered covariates are displayed in Table 3 . The standardized differences (6) for each orbit (versus the largest orbit) are plotted in Figure 6 . The most stable orbit minimizing Cochran's Q (13) contained 7 covariates. The selected covariates under each of the other methods S1 to S4 are also shown in Table 3 . The randomization-based p-value for testing H 0 using the proposed stability(-based) strategy was 0.85, suggesting little evidence that the work demonstration affected later earnings. Table 3 : Comparison of the selected confounders ( ) in the LaLonde data using different methods. The covariates were ordered using the double selection criterion (5) . The p-values for testing H 0 (up to three decimal places), and estimated average (marginal) treatment effect and standard error (up to one decimal place), are stated in the last three rows. The results using a PS model with all the available covariates are shown in the rightmost column ('All').
Right Heart Catheterization
The 'RHC' dataset was from an observational study on the effectiveness of Right Heart Catheterization (RHC) in the initial care of critically ill patients 12 , and was distributed as part of the Hmisc package via the Comprehensive R Archive Network (https://CRAN. R-project.org/package=Hmisc). The data contained information on hospitalized adult patients at five medical centers in the U.S. who participated in the Study to Understand Prognoses and Preferences for Outcomes and Risks of Treatments (SUPPORT). The treatment variable was defined to be whether or not a patient received an RHC within 24 hours of admission. A binary outcome was defined based on whether a patient died at any time up to 180 days since admission. The full dataset contained 5735 participants with 73 covariates. However, to fit the PS model with all available covariates, we considered a reduced dataset with 2707 participants having complete data on 72 covariates (one covariate that was singular in the reduced dataset was dropped). The ordered covariates are displayed in Table 4 in the Appendix. The standardized differences (6) for each orbit (versus the largest orbit) are plotted in Figure 7 . The most stable orbit minimizing Cochran's Q (13) contained 22 covariates. It can be observed from Figure 7 that the values of the standardized difference (6) were similarly stable for other larger orbits in regions where the smoother was relatively flat. However Cochran's Q was indeed minimized at the orbit with 22 covariates, as shown in Figure 10 in the Appendix. The selected covariates using each of the other methods (S1, S2, and S4) are also shown in Table 4 ; for this dataset, the CovSel method (S3) could not be completed successfully using either marginal co-ordinate hypothesis tests (type = "dr") or kernel-based smoothing (type = "np") with either algorithm 1 or 2. 34, 22 and 13 covariates were selected using the ABE, Boruta and SignifReg methods respectively.
When all the available covariates were adjusted for in the PS model, the randomizationbased p-value for testing H 0 was 0.43, suggesting little evidence that receiving an RHC affected mortality within 180 days; in contrast, the 95% (sandwich-based) Wald confidence interval for the (marginal) treatment effect was (0.006, 0.116) and excluded zero, suggesting that RHC did affect mortality. The conflicting conclusions were in line with the simulation study results, where the latter approach (M3) tended to reject H 0 at a higher rate than the nominal level empirically. Nonetheless, the randomization p-value for testing H 0 using the proposed stability(-based) strategy was 0.03, with an estimated treatment effect (0.050; 95% confidence interval = (0.001, 0.099)) that was similar to those using the matching and machine learning methods under comparison in Table 1 of Keele and Small 29 .
Discussion
In most realistic settings, it is impossible to determine whether the covariates identified by any confounder or covariate selection procedure is sufficient to eliminate all biases due to (observed) confounding. However, when there exists a (minimal) subset that is sufficient to adjust for confounding, the effect estimate that adjusts for the covariates in this subset should be relatively stable even as other covariates that are associated with either treatment or outcome only are further adjusted for. Most covariate selection strategies recognize this property only to the extent of suggesting sensitivity analyses that repeat a given procedure using different covariate subsets. In this article, we have proposed a confounder selection strategy that works along a different principle from such routine methods by exploiting this knowledge to explicitly assess the stability of the treatment effect estimator across different (nested) covariate subsets as a selection criterion. The proposal was demonstrated empirically to yield valid inference following a data-driven selection of covariates through the combined use of (i) double selection for prioritizing the covariates, (ii) stability-based assessment to select covariates for confounding adjustment, and (iii) randomization inference using full matching to control the type I error when testing the null of no (individual) treatment effect.
There are several avenues of possible future research related to the confounder selection strategy that focuses on the stability of the treatment effect estimator developed in this paper. In the development of the procedure, linear treatment and outcome models were assumed when ordering the orbits to facilitate evaluating stability using the asymptotic expansion of the OLS estimator of the treatment effect. Employing non-linear models, e.g., when both g(·) and h(·) are the logit link for a binary treatment and outcome respectively, would require adopting the double selection criterion for non-linear models when ordering the orbits, and deriving a different expression for the (asymptotic) variance of the difference in treatment effect estimators when evaluating stability. When non-linear outcome models are used, doubly robust standardization 44 should be used to avoid non-collapsibility of the effect estimators that may potentially result in an artificial lack of perceived stability.
Witte and Didelez 48 recommend trying different covariate selection methods with different selection mechanisms targeting different adjustment sets. Such sensitivity analyses can be carried out using the proposed strategy by considering different methods for ordering the orbits in the first part. For example, in our proposed procedure, predictors of outcome only may be assigned lower priorities using the double selection criterion, since their selection will only improve variance but not the bias of the treatment effect estimator. To overcome this potential loss in efficiency, one may consider a different method that prioritizes such covariates, such as the outcome-adaptive lasso. The covariates (standardized to have mean zero and variance one) may then be ordered based on the (absolute) magnitude of their estimated (PS model) coefficients. Notwithstanding such possible improvements, we elected not to use this method as it would unlikely deliver approximately valid inference. Other approaches using the Bayesian framework may also be considered. For example, Wilson and Reich 47 propose a decision-theoretic approach to covariate selection via penalized credible regions of the regression parameters that form sets of (nested) candidate models. The solution paths based on the posterior probabilities of each covariate being selected may then be used to order the covariates. Similarly, Bayesian variable selection methods, e.g., Talbot et al 41 , and Bayesian model averaging methods, e.g., Wang et al 46 , may also be used to order the covariates based on their decreasing posterior probabilities of inclusion in the PS model.
Evaluating different methods or criteria for judging stability in the second part, including imposing (pre-defined) thresholds on the values of the chosen statistic to limit the candidate orbits for consideration, is an area of future work. For example, in the illustration using the RHC data, the most stable orbit (see Figure 7 ) was determined to be outside the 95% quantiles of the (asymptotically standard normally-distributed) standardized differences. One may consider evaluating stability only among orbits with standardized differences that lie within the 95% quantiles. The Q statistic as proposed in (12) considered windows of size three, so that if ψ k − ψ J is constant for k = j − 1, j, j + 1, then even if each value of ψ k is far from ψ J , the Q statistic will flag orbit j as having a stable effect estimator. Alternative criteria that measure stability differently, or directly optimize the trajectory of the effect estimator, might also be considered. Finally, the proposal is focused on testing the null of no (individual) treatment effect. Randomization-based confidence intervals can be straightforwardly constructed by inverting hypothesis tests under different assumed values of the treatment effect while adjusting for the same set of selected covariates in the PS model.
Supporting information
The R code used to implement the proposed procedure and other methods (S1-S4; M5 -M8) in carrying out the simulation studies in Section 4, and in conducting the analyses in Section 5, are available at the following web address: https://github.com/wwloh/ stability-confounder-select MCMC iterations was set to 5000, with a burn-in of 500, and a thinning parameter of 10. For the Bayesian causal effect estimation algorithm 41 , as implemented in the ABCEE function in the BCEE package 42 , default levels of all options were used. The argument omega was set to the recommended value of 500 √ n. For each method, the posterior probability that the treatment effect estimator was greater than zero was used as a p-value for testing H 0 . The simulation study was repeated under a different setting where the values for the coefficients of the confounders in the PS model were γ 1 = γ 2 = 1.8. The results are plotted in Figure 9 . The ABE, Boruta, SignifReg, and OAL methods all resulted in inflated type I error rates when testing the null of no treatment effect. Table 4 : Comparison of the selected confounders ( ) in the RHC data using different methods. The covariates were ordered using the double selection criterion (5) . The p-values for testing H 0 , and estimated average (marginal) treatment effect and standard error, are stated (up to three decimal places) in the last three rows. There were no results for the CovSel covariate selection method as it could not be implemented for this dataset. The results using a PS model with all the available covariates are shown in the rightmost column ('All').
