Introduction
Optimization, referred to as finding the best solution to a problem, is desirable in many fields such as engineering, operations research, economics, supply chain, computer science, chemistry, medicine, physics, etc. (Coelho, Ayala & Mariani 2014; Ng & Li 2014; Wang et al. 2013) .
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Finding an optimal/sub-optimal solutions to an optimization problem is very challenging, especially for complex large-scale problems. Generally speaking, there are two main optimization solution methods, namely deterministic methods and stochastic methods (Hanagandi & Nikolaou 1998) . Both methods have advantages and disadvantages.
Deterministic methods can guarantee the optimal solutions for some problems which have a certain features. However, deterministic methods might fail when they deal with black-box problems and/or complex large-scale problems, due to the issue of combinatorial explosion.
Stochastic methods are capable of working with any kind of problems but they have a weak capability to guarantee the optimal solutions (Liberti & Kucherenko 2005; Moles, Mendes & Banga 2003) . Nevertheless, no method could find the global optimal solution to a general optimization problem in finite computing time (Boender & Romeijn 1995) .
According to Dao, Abhary & Marian (2016) , stochastic methods are more popular than deterministic methods for solving complex large-scale problems. The reasons behind the popularity of the stochastic methods could be as follows. First, stochastic methods do not require an advanced mathematical knowledge. Second, stochastic approaches can easily handle many complex constraints. Finally, the solution quality provided by stochastic methods has been significantly improved due to the advancement of computing techniques/machines. 
Data Collection
Web of Science (WoS), originally produced by the Institute for Scientific Information (ISI) and currently maintained by Clarivate Analytics, is the world's leading citation database, with multidisciplinary information from over 18,000 high impact journals, over 180,000 conference proceedings, and over 80,000 books from around the world ( When searching for journal articles in WoS database, we used 14 key words corresponding to 14 stochastic optimization algorithms, i.e. "Artificial bee colony", "Ant colony optimization", "Cuckoo search", "Cross-entropy method", "Differential evolution", "Genetic algorithm", "Greedy algorithm", "Hill-climbing", "Harmony search", "Particle swarm optimization", "Pattern search", "Simulated annealing", "Stochastic tunneling", and "Tabu search". The key words were used one by one, and the searching procedure is shown in Fig. 1 . In addition, the search results obtained using the procedure in Fig. 1 will be narrowed down to journal articles only, and then classified based on the fields such as Engineering, Computer science, Operations research, Mathematics, etc. The final results, i.e. the number of journal articles and citations, will be shown and discussed in the next Section. As can be seen from Table 1 Beside the number of journal articles, the popularity of the stochastic optimization algorithms is also measured in terms of the number of citations. 
Conclusion
In this note, Web of Science, the world's leading citation database, was used to determine the In terms of citations, Genetic algorithm is the most highly cited in 13 research fields; while Particle swarm optimization algorithm is the most highly cited in 5 research fields.
