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Para-Positronium
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M. Mattes and M. Sorg
Abstract
The non-relativistic energy levels of para-positronium are calculated in the
quadrupole approximation of the interaction potential. This approximation tech-
nique takes into account the anisotropy of the electrostatic electron-positron in-
teraction in the lowest order. The states due to different values of the quantum
number (lz) of angular momentum are found to be no longer degenerate as is the
case in the conventional theory. The physical origin of this elimination of the con-
ventional degeneracy may intuitively be attributed to the state-dependent inertial
broadening of the rotating charge clouds; the corresponding anisotropic deformation
(in the quadrupole approximation) lowers then the negative electrostatic interac-
tion energy. The result of this influence of anisotropy is that the states with lz = 0
adopt smaller binding energy whereas the states with maximal value of |lz| (for fixed
principal quantum number n) have the largest binding energy within the angular
momentum multiplet (−|lz,max| ≤ lz ≤ |lz,max|). This yields a certain kind of elec-
tric fine-structure splitting with the splitted RST levels being placed in a relatively
narrow band around the (highly degenerated) conventional levels.
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I Introduction and Survey of Results
The present paper is intended to increase the accuracy of the RST predictions con-
cerning the (non-relativistic) energy levels of para-positronium. In the lowest order of ap-
proximation (spherically symmetric approximation), the corresponding RST predictions
deviated from their conventional counterparts by some 5–10% for principal quantum num-
bers up to n ≃ 100 [1–4]. This provided us with sufficient motivation in order to consider
now also the next higher order of approximation where the anisotropy of the interaction
between positron and electron is taken into account, albeit only in the quadrupole approx-
imation. But amazingly enough, this low degree of approximation is already sufficient in
order to eliminate the energetic degeneracy which is present in the spherically symmetric
approximation (and in the conventional theory).
The latter kind of RST approximation is due to the assumption that the interaction
potential between the positronium constituents (i. e. electron and positron) is spherically
symmetric, i. e. it depends exclusively on the radial variable r of the spherical polar
coordinates (r, ϑ, φ). Such a spherical symmetry of the interaction potential is adopted
also in the conventional theory, namely in form of the Coulomb potential entering the
conventional Hamiltonian Hˆ in the usual way:
Hˆ =
1
2M
[
pˆ21 + pˆ
2
2
]− e2||~r1 − ~r2|| . (I.1)
The corresponding energy eigenvalue problem can be solved exactly [5], and the conven-
tional eigenvalues E
(n)
C (n = 1, 2, 3, . . .) turn out as
E
(n)
C = −
e2
4 aB
· 1
n2
= −6,8029 . . .
n2
[eV] (I.2)(
aB =
~
2
Me2
. . . Bohr radius
)
.
Since the conventional quantum number of angular momentum ℓ ranges here from zero to
n− 1, and its z-component ℓz from −ℓ up to +ℓ (−ℓ ≤ ℓz ≤ +ℓ), the conventional degree
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of degeneracy is thus given by
n−1∑
ℓ=0
(2 ℓ+ 1) = n2 . (I.3)
This result is a mathematical consequence of the fact that the original three-dimensional
eigenvalue problem can be separated by a product ansatz into two eigenvalue problems of
their own, namely into the eigenvalue problem for the angular momentum operator and
into a residual one-dimensional problem (in radial direction) for the energy.
Such a separation of the original three-dimensional eigenvalue problem into a two-
dimensional angular and a one-dimensional radial problem is also possible in RST, but
only if one resorts to the spherically symmetric approximation for the interaction poten-
tial. In this case, the angular momentum problem can also be solved exactly quite simi-
larly as in the conventional theory (see Subsect.IV.2 “Angular Momentum Quantization
in RST”), but the residual one-dimensional eigenvalue problem (in radial direction) for
determining the energy eigenvalues is in RST much more complicated than in the conven-
tional theory. And furthermore the conventional ℓz-degeneracy is eliminated in RST. The
reason is here that the interaction potential (even in the spherically symmetric approxi-
mation) depends on the considered quantum state and thus is not fixed once and forever
as is the Coulomb potential in the conventional Hamiltonian Hˆ (I.1). Indeed, the RST
interaction potential must be determined from a Poisson equation which has the charge
density of the considered quantum state as its source, even in the spherically symmetric
approximation (see “Spherically Symmetric Eigenvalue Equations“ in Subsect.IV.3).
The physical consequence of this state-dependence of the interaction potential is now
that the states with different values of angular momentum ℓz are subjected to different
interaction potentials and this entails of course the elimination of the otherwise present
ℓz-degeneracy. Such a result seems not to be supported by the conventional theory [6];
but one must not forget the fact that the present elimination of the ℓz-degeneracy in RST
occurs in the quadrupole approximation; and therefore it may well be the case that the
higher orders of approximation do weaken that effect of degeneracy elimination so that it
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might escape the experimental verification by means of the present-day techniques.
Indeed, there is some plausible reason why such an elimination should actually occur.
Namely, the states due to different values of ℓz may intuitively be associated with differ-
ent magnitudes of rotation (around the z-axis) which then would entail the emergence
of different strengths of the centrifugal forces. As a consequene, the original spherically
symmetric charge distributions would be flattened (or rolled out) in a different way by
these different centrifugal forces, cf. Fig.s IV.A.0–IV.A.3. But such deformed electric
charge distributions should then generate (via the Poisson equations) an electric interac-
tion potential with a certain deviation from the purely spherical shape; i. e. the electric
interaction energy (and therefore also the binding energy) should vary with the values of
ℓz ( elimination of the ℓz-degeneracy). The fact, that this plausible effect is seemingly
not observed experimentally, may be understood as a further hint at the “unreasonable”
logic of the quantum world.
Subsequently, these results are elaborated through the following arrangement:
In Sect.II the fundamentals of RST are briefly put forward, with an emphasis on
the two-particle Dirac equation for the fluid-dynamic quantum matter and on the (non-
Abelian) Maxwell equations as the field equations for the matter interactions, cf. equa-
tions (II.13) and (II.15). This coupled system of Dirac and Maxwell equations is of
such a logical structure that the standard conservation laws of charge (jµ) and energy-
momentum (Tµν) do emerge as an immediate and natural consequence, see equations
(II.23) and (II.32) below. The important point with such a logical structure is that a
plausible definition of the total energy ET, due to an RST field configuration, suggests
itself: namely as the spatial integral of the time component T00 of the energy-momentum
density Tµν over whole three-space, cf. equation (II.38) below. Such a definition of energy
seems adequate for a fluid-dynamic theory, whereas in the conventional quantum theory
(as a probabistic point-particle theory) the concept of energy is based rather upon the
eigenvalues of some energy operator (Hˆ).
8
In any case, a definite energy can be expected only for a stationary system, such as
positronium which is the object to be studied in the present paper. Here it is assumed that
the corresponding gauge fields, mediating the interactions between the electron and the
positron, are time-independent and the matter fields appear as the product of the usual
exponential time factor (∼ e−iE t~ ) and a time-independent pre-factor ψ(~r), cf. (II.50). As
usual, these assumptions convert the general RST field equations to the Poisson equations
for the gauge potentials, cf. (II.43)–(II.44), and to the “mass eigenvalue equations” for
the matter fields which we write down for the present purpose in Pauli form, cf. (II.52a)–
(II.52b), rather than in Dirac form. This coupled set of Pauli and gauge field equations
is then our point of departure for working out the non-relativistic energy spectrum of
para-positronium.
Indeed, the RST treatment of positronium (i. e. the bound system of electron and
positron) leads one to a certain observation which one encounters also in the conventional
quantum theory: namely, this specific two-particle system occurs in two forms, i. e. ortho-
and para-positronium, which we hereafter briefly term ortho/para dichotomy (Sect.III).
However, this phenomenon of dichotomy is characterized in the conventional theory and in
RST by means of quite different concepts, although both approaches do refer here to the
particle spin. More concretely, the conventional theory resorts to the addition theorem of
angular momenta for the spins of electron (se) and positron (sp) which is realized by taking
the tensor product of the single-particle spin spaces, such that the total spin S = se ± sp
is zero (S = 0) for para-positronium and S = 1 for ortho-positronium (se = sp =
1
2
). In
contrast to this, RST is based upon the Whitney sum of single-particle vector (or spinor)
bundles; and this means that each single particle does occupy a definite one-particle wave
function which then carries individually the angular momentum of the composite system!
Consequently, each positronium constituent (i. e. electron and positron) is described by
a one-particle wave function due to either vanishing spin (sP = se − sp = 0  “para-
positronium”) or due to spin sO = 1 (= se + sp), i. e. ”ortho-positronium”. In this
9
way, both manifestations of positronium appear to be equipped with integer spin (i. e.
sP = 0, sO = 1) and thus are to be considered bosons.
On the other hand, any single Dirac particle must be considered a fermion; and this
entails of course the necessity to provide now in RST a clear definition of the bosonic and
fermionic states for few-particle systems being composed of Dirac particles.
Fermionic and Bosonic States in RST
The resolution of this composition problem works as follows: the fermionic or bosonic
character of a one-particle state is defined by the angular momentum eigenvalue of the
selected spinor basis. Consequently, a fermionic basis (such as (III.30a)–(III.30d)) carries a
half-integer value of angular momentum and a bosonic basis (such as (III.35) or (III.36a)–
(III.36b)) carries an integer-valued angular momentum. Any Dirac spinor ψ must now
be decomposed with respect to such a spinor basis and thereby inherits its fermionic or
bosonic character from just that selected spinor basis. By such a spinor decomposition
there do arise as usual the corresponding spinor components (“amplitude fields”) which are
required to be always single-valued fields and therefore do always carry integer angular
momentum, cf. (III.43a)–(III.43b), whereas the spinor basis will in general be multi-
valued, cf. (III.50a)–(III.50b).
This multi-valuedness of the RST spinor fields does, however, not induce phathologi-
cal elements in the logical structure because the observable objects of the theory (such as
charge and energy-momentum densities) are always unique compositions of the non-unique
spinor fields. For instance, the uniqueness of the charge density (a)k0 (~r) as a bilinear con-
struction of the spinor fields ψa(~r) (a = 1, 2) ensures the uniqueness of the corresponding
gauge potentials which feel the charge densities as their sources, see the Poisson equations
(III.21)–(III.22). In this way, one can arrive at a unique eigenvalue problem for the deter-
mination of the positronium binding energy, although the underlying RST spinor fields
are multi-valued, see the eigenvalue system (IV.2a)–(IV.2d) below.
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By means of all these rather technical preparations, one can now in Sect.IV tackle
the proper problem of the positronium energy spectrum, where we are satisfied for the
moment with the restriction to the para-case ( sp = 0). This problem is of course
not exactly solvable so that we have to resort to various approximation assumptions.
The first one of these refers to the non-relativistic situation; the next one concerns the
electrostatic approximation which neglects the magnetic effects altogether. Finally we
take the spherically symmetric approximation as our point of departure and furthermore
treat the anisotropy effect only in the lowest order of approximation, i. e. the quadrupole
approximation. Here, the assumption of “spherical symmetry” refers exclusively to the
electrostatic gauge potential {p}A0(~r) (putting {p}A0(~r) ⇒ [p]A0(r); r = ||~r||), not to the
matter fields which are admitted to be anisotropic. Indeed, it is just this approximation
assumption of spherical symmetry {p}A0(~r)⇒ [p]A0(r) which allows us to separate exactly
the original mass eigenvalue equation into an angular and a radial problem, where as usual
the radial problem ultimately provides the wanted energy levels; but the angular problem
is independent of the special interaction potential and thus may be solved exactly for all
spherically symmetric interaction potentials.
Angular Momentum Quantization in RST
The angular problem is defined by the two coupled equations (IV.8a)–(IV.8b) below;
and its solution is just what one may term “angular momentum quantization in RST”
because it corresponds to the analogous phenomenon in the conventional quantum theory:
there are two quantum numbers of angular momentum (termed ℓP and ℓz) where ℓP takes
its values in the set of natural numbers (ℓP = 0, 1, 2, 3, . . .) and ℓz is an integer whose range
is −ℓP ≤ ℓz ≤ +ℓP . It is only the quantum number ℓP which explicitly enters the radial
eigenvalue problem, cf. equations (IV.9a)–(IV.9b) below, so that the second quantum
number ℓz cannot immediately influence the energy spectrum! This entails the effect of
degeneracy of the energy levels with respect to ℓz which occurs also in the conventional
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theory (where the spherically symmetric Coulomb potential is adopted as the interaction
potential between both positronium constituents). The various RST angular distributions
of the current density, due to the possible values of ℓz, are displayed for ℓP = 3 in the
Fig.s IV.A on p.s 59-62. A preliminary first analysis of this RST algebra of angular
momentum is presented in App.D.
Quadrupole Approximation
This kind of lz-degeneracy would be also present in RST, but only if one is satisfied
with the spherically symmetric approximation of the interaction potential! The corre-
sponding result for the energy spectrum has been studied in a precedent paper [4], where
it has been found that those “spherically symmetric” RST predictions undergo certain
deviations from the conventional spectrum (I.2) ranging up to some 10% for principal
quantum numbers n in the range 1 ≤ n ≤ 100. This appears to us as an acceptable
result in view of the very rough approximation techniques being applied up to now within
the RST framework. Especially, one becomes now curious whether perhaps the RST
predictions for the positronium spectrum will come even closer to the corresponding con-
ventional predictions (I.2 ) if those anisotropy effects are taken into account which are to
be neglected in the very spirit of the spherically symmetric approximation.
In order to clarify this question, one must first consider the anisotropy of the inter-
action potential and then calculate the effect of this anisotropy on the binding energy.
Since the gauge potential {p}A0(r, ϑ) is tied up to the charge density {p}k0(r, ϑ) via a
Poisson-type equation, cf. (IV.10), and since furthermore the charge density {p}k0 is itself
built up by the anisotropic wave functions, the latter objects do transfer their anisotropy
directly to the interaction potential {p}A0(r, ϑ). Therefore it must be possible to express
the anisotropy of the gauge potential {p}A0(r, ϑ) in terms of the anisotropy of the wave
functions (or amplitude fields, resp.); and indeed, this can be realized by expanding the
anisotropic part of the gauge potential in terms of the angular pre-factors of the wave
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functions, cf. equation (IV.103) below. The first non-trivial term of this perturbation
expansion is the quadrupole term which appears as the product of an angular-dependent
function {p}AIII(ϑ) and a radial function {p}AIII(r), cf. (IV.107).
The pleasant property of such type of perturbation expansion is now that the angular
functions (such as {p}AIII(ϑ) for the quadrupole case) can be exactly traced back to the
angular-dependent pre-factors of the wave amplitudes; and since the latter pre-factors are
uniquely associated with the (discrete) values ℓz of angular momentum one thus obtains
a unique link of the angular dependence of the gauge potentials to the various values of
ℓz, see equation (IV.104c) below. And it is now just this effect which brings about the
elimination of the “spherically symmetric” ℓz-degeneracy of the energy spectrum! Clearly,
any specific angular dependence of the interaction potential (due to the various values of
ℓz) must necessarily entail a different interaction energy and therefore also a different
binding energy, see the estimate of quadrupole energies (IV.129) due to the various values
of ℓz for ℓP = 3 (where the possible values of ℓz are ℓz = 0,±1,±2,±3). A certain
peculiarity emerges here for ℓP = 3, where it turns out that the quadrupole correction term
for ℓz = ±2 is zero so that an improvement of the corresponding “spherically symmetric”
energy level can arise not until the octupole approximation is considered, see equation
(IV.104c).
Para-Positronium Spectrum
But once the total energy (as sum of the kinetic and the electrostatic interaction en-
ergy) is determined, one can (at least approximately) calculate the non-relativistic energy
spectrum of para-positronium. As a nearby approximation procedure, one chooses some
plausible trial configuration with included variational parameters for the concerned RST
fields, cf. (IV.131), and then one extremalizes the energy functional on that selected set
of trial configurations. As an example, we discuss here explicitly the situation of eliminat-
ing the ℓz-degeneracy in the quadrupole approximation for ℓP = 3, see Fig.IV.B, p. 97.
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The result is as expected; namely, the splitted RST levels become simultaneously shifted
towards the conventional prediction (I.2). The RST level closest to the conventional
prediction is due to ℓz = ±3. Its deviation from its conventional counterpart (I.2) is
0,005 [eV] corresponding to a relative deviation of 1,2%.
This motivates one to consider the whole spectrum for ℓz = ±ℓP in the presently
discussed quadrupole approximation. The results are collected in Fig.IV.E on p. 109.
The most striking effect of these results refers to the fact that the RST-splitted levels do
form some kind of energy band around the (highly degenerated) conventional levels E
(n)
C
(I.2). For low principal quantum numbers n, the bands are well-separated; but it seems
that for sufficiently large n the bands will overlap and thus constitute a rather intricate
spectrum, rather different from the highly regular conventional spectrum (I.2). It remains
to be clarified whether such a result is merely an artefact being caused by all the applied
approximations (especially quadrupole approximation) or whether the emerging band
structure is also confirmed by the exact (hitherto unknown) solution of the RST eigenvalue
problem.
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II Positronium Eigenvalue Problem
In order that the paper be sufficiently self-contained, it may appear useful to mention
briefly some fundamental facts about RST. As its very notation says, the central idea is
the Relativistic Schro¨dinger Equation (II.1) which leads one in a rather straight-forward
way to the Dirac equation (II.13) for few-particle (or many-particle) systems. In order to
ultimately end up with a closed dynamical system for the fluid-dynamic quantum matter,
one adds the (generally non-Abelian) Maxwell equations (II.15) where this coupled system
of matter and gauge field dynamics automatically entails certain conservation laws, such as
those for charge (II.25) or energy-momentum (II.32). This fundamental structure of RST
is then subsequently specified down to the non-relativistic positronium system, especially
to its para-form, with the main interest aiming at its energy spectrum.
1. Relativistic Schro¨dinger Equations
A subset of problems within the general framework of RST concerns the (stationary)
bound systems. The simplest of those systems is positronium which consists of two
oppositely charged particles of the same rest mass (M). The physical behaviour of its
matter subsystem is assumed here to obey the Relativistic Schro¨dinger Equation
i~c DµΨ = HµΨ (II.1)
where the two-particle wave function Ψ(x) is the direct sum of the two one-particle wave
functions ψa(x) (a = 1, 2)
Ψ(x) = ψ1(x)⊕ ψ2(x) . (II.2)
The gauge-covariant derivative D on the left-hand side of the basic wave equation (II.1)
is defined in terms of the u(2)-valued gauge potential Aµ as usual
DµΨ = ∂µΨ+AµΨ , (II.3)
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or rewritten in component form
Dµ ψ1 = ∂µ ψ1 − i A2µ ψ1 (II.4a)
Dµ ψ2 = ∂µ ψ2 − i A1µ ψ2 . (II.4b)
Here, the electromagnetic four-potentials Aaµ (a = 1, 2) are the components of the original
gauge potential Aµ with respect to some suitable basis τα (α = 1, . . . 4) of the u(2)-algebra
Aµ(x) = Aαµ(x) τα = Aaµ(x) τa +Bµ(x)χ−B∗µ(x) χ¯ . (II.5)
Here, the electromagnetic generators τa (a = 1, 2) do commute
[τ1, τ2] = 0 (II.6)
and the exchange potential Bµ is put to zero ( Bµ(x) ≡ 0) because the two positronium
constituents (i. e. electron and positron) do count as non-identical particles. Recall
that the exchange effects, being mediated by the exchange potential Bµ(x), do occur
exclusively for identical particles so that Bµ(x) is inactive for the positronium constituents
( Bµ(x) ≡ 0). Thus the bundle connection Aµ(x) (II.5) becomes reduced to its u(1)⊕
u(1) projection
Aµ(x) ⇒ Aaµ(x) τa . (II.7)
2. Dirac Equations
For Dirac particles, which are to be described by four-spinors ψa(x), the Hamiltonian
Hµ in the Relativistic Schro¨dinger Equation (II.1) obeys the relation
IΓµHµ =Mc2 , (II.8)
where IΓµ is the total velocity operator and thus is the direct sum of the Dirac matrices
γµ
IΓµ = (−γµ)⊕ γµ . (II.9)
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The mass operator M specifies the two particle masses Ma (a = 1, 2)
M = iMa τa (II.10)
and is required to be Hermitian (M¯ =M) and covariantly constant
DµM≡ 0 . (II.11)
This requirement is trivially satisfied for particles of identical rest masses (M1 = M2 +M)
since for such a situation the mass operator becomes proportional to the identity operator
M = M 1 . (II.12)
Thus the result is that, by virtue of the relation (II.8), the Relativistic Schro¨dinger Equa-
tion (II.1) becomes the two-particle Dirac equation
i~c IΓµDµΨ =Mc2Ψ , (II.13)
or in component form
i~c γµDµ ψ1 = −Mc2 ψ1 (II.14a)
i~c γµDµ ψ2 = Mc
2 ψ2 , (II.14b)
where the gauge-covariant derivatives (D) of the single-particle wave functions ψa(x) are
given by equations (II.4a)–(II.4b).
For identical particles, the Dirac equations (II.14a)–(II.14b) would couple both par-
ticles much more directly since the exchange potential Bµ is generated cooperatively by
both particles and simultaneously does act back on any individual particle which then en-
tails the phenomenon of self-coupling. However, for the present situation of non-identical
particles the coupling is more indirect: any particle does generate a Dirac four-current
kaµ(x) (a = 1, 2) which is the source of the four-potential A
a
µ(x) (see below). And then this
four-potential Aaµ of the a-th particle acts on the wave-function ψb(x) of the other particle
(b 6= a) as shown by equations (II.14a)–(II.14b) in connection with the gauge-covariant
derivatives D (II.4a)–(II.4b).
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3. Maxwell Equations
The bundle connection Aµ(x) (II.5) is itself a dynamical object of the theory (just as
is the wave function Ψ(x)) and therefore must be required to obey some field equation.
This is the (generally non-Abelian) Maxwell equation
DµFµν = −4πiαs Jν (II.15)(
αs +
e2
~c
)
.
Here, the bundle curvature Fµν is defined in terms of the bundle connection Aµ as usual,
i. e.
Fµν = ∇µAν −∇νAµ + [Aµ,Aν ] . (II.16)
For the present situation of non-identical particles, the connection Aµ becomes reduced
to its (Abelian) u(1)⊕ u(1) projection, cf. (II.7), which then also holds for its curvature
Fµν
Fµν ⇒ ∇µAν −∇νAµ . (II.17)
Decomposing here both the curvature Fµν and current operator Jµ with respect to the
chosen basis of commuting generators τa (a = 1, 2)
Fµν ⇒ F aµντa (II.18a)
Jν ⇒ ijaντa , (II.18b)
one obtains the Maxwell equations (II.15) in component form as
∇µF aµν = 4παs jaν . (II.19)
Since for the present Abelian situation the curvature components F aµν (II.18a) are linked
to the connection components Aaµ (II.7) as usual in Maxwellian electrodynamics (in its
Abelian form)
F aµν = ∇µAaν −∇νAaµ , (II.20)
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the Maxwell equations (II.19) for the field strengths F aµν become converted to the
d’Alembert equations for the four-potentials Aaµ
Aaµ = 4παs j
a
µ , (II.21)
provided the gauge potentials Aaµ do obey the Lorentz gauge condition
∇µAaµ ≡ 0 . (II.22)
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4. Conservation Laws
One of the most striking features in the description of physical systems is that both
classical and quantum matter do obey certain conservation laws. For the presently con-
sidered Relativistic Schro¨dinger Theory, as a fluid-dynamic theory, this means that there
should exist certain local conservation laws, preferably concerning charge and energy-
momentum. Moreover, these local laws should turn out as an immediate consequence of
the basic dynamical equations, i. e. the Relativistic Schro¨dinger Equation (II.1) and the
Maxwell equations (II.15).
In this regard, a very satisfying feature of the Relativistic Schro¨dinger Theory is now
that such conservation laws are automatically implied by the dynamical equations them-
selves. In order to elaborate this briefly, consider first the conservation of total charge
which as a local law reads
∇µjµ ≡ 0 . (II.23)
But such a continuity equation for the total four-current jµ can easily be deduced from
both the matter equation (II.1) and the gauge field equations (II.15); and this fact signals
the internal consistency of the RST dynamics. First, consider the gauge field dynamics
(II.15) and observe here the identity
DµDνFµν ≡ 0 (II.24)
which holds in any flat space-time. Obviously, the combination of this identity with the
Maxwell equations (II.15) yields the following continuity equation in operator form
DµJµ ≡ 0 . (II.25)
Decomposing here the current operator in component form yields
Dµjαµ ≡ 0 (II.26)
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which furthermore simplifies to
∇µ jaµ ≡ 0 (II.27)
(a = 1, 2)
under the Abelian reduction (II.18a)–(II.18b). But when the individual Maxwell currents
jaµ do obey such a continuity equation (II.27), then the total current jµ
jµ +
2∑
a=1
jaµ (II.28)
must also obey a continuity equation which is just the requirement (II.23).
On the other hand, we can start also from the matter dynamics (II.1) and can define
the total current jµ by
jµ + Ψ¯IΓµΨ . (II.29)
The divergence of this current is
∇µjµ =
(DµΨ¯) IΓµ + Ψ¯IΓµ (DµΨ) + Ψ¯ (DµIΓµ)Ψ . (II.30)
Here, one requires that the gauge-covariant derivative of the total velocity operator IΓµ is
covariantly constant
DµIΓµ ≡ 0 , (II.31)
and furthermore one evokes the Relativistic Schro¨dinger equation together with the Hamil-
tonian condition (II.8) which then ultimately yields again the desired continuity equation
(II.23). Thus, the conservation of total charge is actually deducible from both subdy-
namics of the whole RST system; and this fact supports the mutual compatibility of both
subdynamics (i. e. the matter dynamics (II.1) and the gauge field dynamics (II.15)).
A further important conservation law does refer to the energy-momentum content of
the considered physical system. Aiming again at a local law, one may think of a continuity
equation of the following form
∇µ (T )Tµν ≡ 0 , (II.32)
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where (T )Tµν is the total energy-momentum density, i. e. the sum of the Dirac matter part(
(D)Tµν
)
and the gauge field part
(
(G)Tµν
)
:
(T )Tµν =
(D)Tµν +
(G)Tµν . (II.33)
Clearly, the validity of the total law (II.32) does not require an analogous law for the
subdensities but merely requires the right balance of the energy-momentum exchange
between the subsystems, i. e.
∇µ (D)Tµν = −∇µ (G)Tµν . (II.34)
Indeed, the matter part has been identified as
(D)Tµν =
i~c
4
[
Ψ¯IΓµ(DνΨ)− (DνΨ¯)IΓµΨ+ Ψ¯IΓν(DµΨ)− (DµΨ¯)IΓνΨ
]
(II.35)
and the gauge field part by
(G)Tµν =
~c
4παs
Kαβ
(
F αµλF
β λ
ν −
1
4
gµνF
α
σλF
βσλ
)
, (II.36)
where Kαβ is the fibre metric in the associated Lie algebra bundle. The (local) conserva-
tion law (II.32) comes now actually about through the mutual annihilation (II.34) of the
sources of both energy-momentum densities, i. e.
∇µ (D)Tµν = −∇µ (G)Tµν = ~cF αµν j µα . (II.37)
Obviously the sources of the partial densities (D)Tµν and
(G)Tµν are just the well-known
Lorentz forces in non-Abelian form.
It should now appear self-suggesting that the definition of the total energy (ET) of
an RST field configuration is to be based upon the time component (T )T00 of the energy-
momentum density (T )Tµν , i. e.
ET +
∫
d3~r (T )T00(~r) . (II.38)
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But since the total density (T )Tµν is the sum of a matter part and a gauge field part, cf.
(II.33), the total energy ET (II.38) naturally breaks up in an analogous way
ET = ED + EG , (II.39)
with the self-evident definitions
ED +
∫
d3~r (D)T00(~r) (II.40a)
EG +
∫
d3~r (G)T00(~r) . (II.40b)
But clearly, such a preference of the time component T00 among all the other components
Tµν entails the selection of a special time axis for the space-time manifold. This then
induces a similar space-time splitting of all the other objects in the theory, i. e. we have
to consider now stationary field configurations which are generally thought to represent
the basis of the energy spectra of the bound systems.
5. Stationary Field Configurations
In the present context, the notion of stationarity is coined with regard to the time-
independence of the physical observables of the theory, i. e. the physical densities and
the electromagnetic fields generated by them. In contrast to this, the wave functions
do not count as observables and therefore are not required to be time-independent. But
their time-dependence must be in such a way that the associated densities become truly
time-independent.
Gauge-Field Subsystem
The simplest space-time splitting refers to the four-potentials Aaµ, which for the sta-
tionary states become time-independent and thus appear in the following form:
Aaµ(x) ⇒
{
(a)A0(~r) ; − ~Aa(~r)
}
(II.41)
(a = 1, 2) .
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A similar arrangement does apply also to the Maxwell four-currents jaµ
jaµ ⇒
{
(a)j0(~r) ; −~ja(~r)
}
, (II.42)
so that the d’Alambert equations (II.21) become split up into the Poisson equations, for
both the scalar potentials (a)A0(~r)
∆(a)A0(~r) = −4παs (a)j0(~r) (II.43)
and the three-vector potentials ~Aa(~r)
∆ ~Aa(~r) = −4παs~ja(~r) . (II.44)
Recall here that the standard solutions of these equations are formally given by
(a)A0(~r) = αs
∫
d3~r ′
(a)j0(~r
′)
||~r − ~r ′|| (II.45a)
~Aa(~r) = αs
∫
d3~r ′
~ja(~r
′)
||~r − ~r ′|| . (II.45b)
Similar arguments would apply also to the exchange potential Bµ =
{
B0,− ~B
}
but since
we are dealing with non-identical particles the exchange potential must be put to zero
(Bµ(x) ≡ 0).
It is true, the particle interactions are organized here via the (electromagnetic and
exchange) potentials which, according to the principle of minimal coupling, are entering
the covariant derivatives Dµψa of the wave functions ψa as shown by equations (II.4a)–
(II.4b). But nevertheless it is very instructive to glimpse also at the field strengths F aµν .
Their space-time splitting is given by
~Ea =
{
(a)Ej
}
+
{
F a0j
}
(II.46a)
~Ha =
{
(a)Hj
}
+
{
1
2
εjkl F
a l
k
}
(II.46b)
and thus the linear Maxwell equations (II.19) do split up in three-vector form (a = 1, 2)
to the scalar equations for the electric fields
~∇ • ~Ea = 4παs (a)j0 (II.47)
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and to the curl equations for the magnetic fields
~∇× ~Ha = 4παs~ja . (II.48)
There is a pleasant consistency check for these linearized (but still relativistic) field equa-
tions in three-vector form; namely one may first link the field-strengths to the potentials
in three-vector notation (cf. (II.20) for the corresponding relativistic link):
~Ea(~r) = −~∇(a)A0(~r) (II.49a)
~Ha(~r) = ~∇× ~Aa(~r) (II.49b)
and then one substitutes these three-vector field strengths into their source and curl
equations (II.47)–(II.48). In this way one actually recovers the Poisson equations (II.43)–
(II.44) for the electromagnetic potentials (a)A0, ~Aa.
Matter Subsystem
Concerning now the stationary form of the matter dynamics, one resorts of course to
the generally used factorization of the wave functions ψa(~r, t) into a time and a space
factor
ψa(~r, t) = exp
[
−i Mac
2
~
t
]
· ψa(~r) . (II.50)
Here, the mass eigenvaluesMa (a = 1, 2) are the proper objects to be determined from the
mass eigenvalue equations which we readily put forward now. For this purpose, observe
first that the Dirac four-spinors ψa may be conceived as the direct sum of Pauli two-spinors
(a)ϕ±:
ψa(~r) =
(a)ϕ+(~r)⊕ (a)ϕ−(~r) . (II.51)
Consequently, the Dirac mass eigenvalue equations (to be deduced from the general Dirac
equations (II.14a)–(II.14b) by means of the factorization ansatz (II.50)) are recast to their
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equivalent Pauli form for the two-spinors (a)ϕ±(~r)
i ~σ • ~∇ (1)ϕ±(~r) + (2)A0(~r) · (1)ϕ∓(~r) = ±Mp −M1
~
c · (1)ϕ∓(~r) (II.52a)
i ~σ • ~∇ (2)ϕ±(~r) + (1)A0(~r) · (2)ϕ∓(~r) = −M2 ±Me
~
c · (2)ϕ∓(~r) . (II.52b)
(Observe here that we do neglect for the moment the magnetic effects by putting the
three-vector potentials ~Aa(~r) (II.41) to zero: ~Aa(~r) ⇒ 0). The mass eigenvalue for the
positron (with rest mass Mp) is denoted by M1 and for the electron (with rest mass Me)
by M2.
Summarizing, the RST eigenvalue system consists of the mass eigenvalue equations
(II.52a)–(II.52b) for the Pauli spinors (a)ϕ±(~r) in combination with the Poisson equations
(II.43). Since the magnetic effects are neglected, the Poisson equations (II.44) need not be
considered here. But what is necessary in order to close the whole eigenvalue problem is
the prescription for the link of the Pauli spinors (a)ϕ±(~r) to the Maxwell charge densities
(a)j0(~r), or more generally to the Maxwellian four-currents j
a
µ (II.42) as the sources of
the four-potentials Aaµ, cf. the d’Alembert equations (II.21). Surely, such a link between
the wave functions ψa and the currents j
a
µ will have something to do with the Dirac
four-currents kaµ which are usually defined by (a = 1, 2)
kaµ + ψ¯a γu ψa . (II.53)
Indeed, a more profound scrutiny reveals the following link [7]
j1µ ≡ k1µ = ψ¯1 γu ψ1 (II.54a)
j2µ ≡ −k2µ = −ψ¯2 γu ψ2 . (II.54b)
The change in sign of both Dirac currents reflects the positive and negative charge of both
particles. In terms of the Pauli spinors (a)ϕ±(~r) (a = 1, 2) the space and time components
of the Dirac currents read
(a)k0 (~r) =
(a)ϕ†+(~r)
(a)ϕ+(~r) +
(a)ϕ†−(~r)
(a)ϕ−(~r) (II.55a)
~ka(~r) =
(a)ϕ†+(~r)~σ
(a)ϕ−(~r) + (a)ϕ
†
−(~r)~σ
(a)ϕ−(~r) . (II.55b)
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Although the magnetic effects, which originate from the three-currents ~ka(~r) via the mag-
netic Poisson equations (II.44), are neglected in the present paper these current densities
nevertheless play now an important part for identifying two essentially different kinds of
positronium.
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III Ortho/Para Dichotomy
In the conventional theory, the manifestation of two principally different kinds of
positronium is traced back to the two possibilities of combining the spins of the electron
(e) and positron (p) [8]: if both spins se and sp add up to the total Spin S = 1
sO = sp + se = 1 (III.1)(
sp = se =
1
2
)
,
one has ortho-positronium; and zero spin
s℘ = sp − se = 0 (III.2)
yields para-positronium. This is the well known ortho/para dichotomy mentioned in any
textbook on relativistic quantum mechanics. In contrast to this (generally valid) com-
position rule for angular momenta, the ortho/para dichotomy in RST is based upon the
(anti) parallelity of the Maxwellian three-currents ~ja(~r). Here, it is assumed that both
particles do occupy physically equivalent one-particle states ψa(~r) (a = 1, 2) in the sense
that the Dirac currents (and therefore also the Maxwell currents) are either parallel or
antiparallel. Thus we propose the following characterization of ortho-positronium [9]:
~k1(~r) ≡ −~k2(~r) + ~kb(~r) (III.3a)
~j1(~r) ≡ ~j2(~r) + ~jb(~r) ≡ ~kb(~r) (III.3b)
~A1(~r) ≡ ~A2(~r) + ~Ab(~r) (III.3c)
~H1(~r) ≡ ~H2(~r) + ~Hb(~r) , (III.3d)
and analogously for para-positronium:
~k1(~r) ≡ ~k2(~r) + ~kp(~r) (III.4a)
~j1(~r) ≡ −~j2(~r) + ~jp(~r) ≡ ~kp(~r) (III.4b)
~A1(~r) ≡ − ~A2(~r) + ~Ap(~r) (III.4c)
~H1(~r) ≡ − ~H2(~r) + ~Hp(~r) . (III.4d)
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The interesting point with such a subdivision of positronium into two classes is the fact
that this subdivision is based upon the magnetic effects which however are neglected for
the present paper; but despite this neglection the subdivision is of great relevance also for
the presently considered electrostatic approximation! Namely, even within the framework
of the latter approximation scheme, there do emerge different distributions of electrostatic
charge
(
(a)k0(~r)
)
for ortho- and para-positronium with the corresponding quantum num-
bers ( ortho/para dichotomy); and moreover there does arise also a certain ambiguity
of the electric charge distribution even within the subclass of the ortho-configurations due
to the same quantum number ( ortho-dimorphism). In order to elaborate these effects
it is necessary to first specify the general eigenvalue problem down to the subcases and
then to look for the corresponding solutions.
1. Mass Eigenvalue Equations
The hypothesis of physically equivalent states for both positronium constituents entails
that both mass eigenvalues Ma are actually identical, i. e.
M1 = −M2 + −M∗ . (III.5)
Next, one considers the Maxwellian charge densities (a)j0(~r) which must of course differ
in sign for oppositely charged particles
(1)j0(~r) = −(2)j0(~r) (III.6)
and this must be true for both ortho- and para-positronium. On the other hand, the link
(II.54a)–(II.54b) of the Maxwellian currents jaµ to the Dirac currents kaµ shows that the
requirement (III.6) demands the identity of the Dirac densities (a)k0(~r), i. e.
(1)k0(~r) ≡ (2)k0(~r) , (III.7)
or rewritten in terms of the Pauli spinors (II.55a)
(1)ϕ†+(~r)
(1)ϕ+(~r) +
(1)ϕ†−(~r)
(1)ϕ−(~r) = (2)ϕ
†
+(~r)
(2)ϕ+(~r) +
(2)ϕ†−(~r)
(2)ϕ−(~r) . (III.8)
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However, the situation is different for the Dirac three-currents ~ka(~r), since they may
differ in sign, cf. (III.3a) vs. (III.4a). Expressing the (anti) parallelity of both Dirac
currents in terms of the Pauli spinors, cf. (II.55b), one requires
(1)ϕ†+(~r)~σ
(1)ϕ−(~r) + (1)ϕ
†
−(~r)~σ
(1)ϕ+(~r) (III.9)
= ∓
{
(2)ϕ†+(~r)~σ
(2)ϕ−(~r) + (2)ϕ
†
−(~r)~σ
(2)ϕ+(~r)
}
,
where the upper/lower sign refers to the ortho/para case, resp. Both conditions (III.8)
and (III.9) can be satisfied by putting
(1)ϕ+(~r) = ∓i (2)ϕ+(~r) + (b/p)ϕ+(~r) (III.10a)
(1)ϕ−(~r) = i (2)ϕ−(~r) + (b/p)ϕ−(~r) (III.10b)
where the upper/lower sign refers again to ortho/para-positronium, resp.
It is true, the disposal (III.10a)–(III.10b) satisfies both algebraic requirements (III.8)
and (III.9), but additionally there must be satisfied also a differential requirement: ac-
tually, the spinor identifications (III.10a)–(III.10b) leave us with just one spinor field
(i. e. (b)ϕ±(~r) for ortho-positronium and (p)ϕ±(~r) for para-positronium); and therefore
both spinor equations (II.52a)–(II.52b) must collapse without contradiction to only one
spinor equation (either for (b)ϕ±(~r) or (p)ϕ±(~r)). In order to validate this requirement,
we have to make a disposal also for the electrostatic gauge potentials (a)A0(~r). But this
can easily be done by observing the link between the Dirac densities (a)k0(~r) and
(a)A0(~r)
as it is implemented by the Poisson equations (II.43). Indeed, this link entails that the
potentials (a)A0(~r) must differ (or not) in sign when this is (or is not) the case also for
the Maxwell densities (a)j0(~r). Therefore one concludes that for the positronium situation
both electrostatic potentials must always differ in sign
(1)A0(~r) = −(2)A0(~r) + (b/p)A0(~r) . (III.11)
But when this circumstance is duly respected, both mass eigenvalue equations (II.52a)–
30
(II.52b) actually do collapse to a single one for ortho-positronium:
i~σ • ~∇ (b)ϕ±(~r)− (b)A0(~r) · (b)ϕ∓(~r) = M∗ ±M
~
c · (b)ϕ∓(~r) . (III.12)
The existence of one and the same eigenvalue equation (III.12) for both ortho-positronium
constituents thus validates our original hypothesis that both the electron and the positron
should occupy physically equivalent states.
The relativistic pair (III.12) of Pauli equations has a single Schro¨dinger-like equation
as its non-relativistic limit. Indeed, assuming that the “negative” Pauli-spinor (p)ϕ−(~r)
is always considerably smaller than its “positive” companion (b)ϕ+(~r) one can solve the
upper one of the equations (III.12) for (b)ϕ−(~r) approximately in the following form:
(b)ϕ−(~r) ≃ i~
2Mc
~σ • ~∇ (b)ϕ+(~r) , (III.13)
and if this is substituted into the lower equation (III.12) one finally ends up with the
following non-relativistic eigenvalue equation of the Pauli form
− ~
2
2M
∆ (b)ϕ+(~r)− (b)A0(~r) · (b)ϕ+(~r) = E∗ · (b)ϕ+(~r) . (III.14)
Here, the non-relativistic eigenvalue E∗ emerges as the difference of the rest mass M and
the relativistic mass eigenvalue M∗, i. e.
E∗ + (M∗ −M) c2 . (III.15)
Subsequently, we will be satisfied with clarifying the phenomenon of the ortho-dimorphism
in the non-relativistic version (III.14) of the original relativistic eigenvalue equation (III.12).
But the case of para-positronium is a little bit more complicated. To begin with
the positron equation (II.52a), this becomes transcribed by the identifications (III.10a)–
(III.10b), lower case, to the following form (para-positronium):
i ~σ • ~∇ (p)ϕ±(~r)− (p)A0(~r) · (p)ϕ∓(~r) = M∗ ±M
~
c · (p)ϕ∓(~r) . (III.16)
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Obviously, this positron equation is just of the same form as the joint positron/electron
equation (III.12) for ortho-positronium. However, the electron equation (II.52b) of para-
positronium becomes transcribed by the identifications (III.10a)–(III.10b) to a somewhat
different form:
i ~σ • ~∇ (p)ϕ±(~r) + (p)A0(~r) · (p)ϕ∓(~r) = −M∗ ±M
~
c · (p)ϕ∓(~r) . (III.17)
Since the sign of the potential term
(∼ (p)A0(~r)) is reversed here in comparison to the
positron equation (III.16), the latter electron equation (III.17) is the ”charge conjugated”
form of the first equation (III.16).
The charge conjugation is defined here by the following replacements:
(p)ϕ+(~r) ⇒ (p)ϕ−(~r) , (p)ϕ−(~r) ⇒ (p)ϕ+(~r) (III.18a)
(p)A0(~r) ⇒ −(p)A0(~r) (III.18b)
M∗ ⇒ −M∗ . (III.18c)
Indeed, one is easily convinced that the two forms of eigenvalue equations (III.16) and
(III.17) for para-positronium are transcribed to one another by these replacements (III.18a)–
(III.18c). This means that any solution of the positron equation (III.16) can be interpreted
also to be a solution of the electron equation (III.17); however, the charge conjugation
does not leave invariant the Poisson equations, cf. (III.21)-(III.22) below. Therefore, we
prefer here the use of solutions with the same non-relativistic limit! Indeed, it follows
from both equations (III.16) and (III.17) that the “negative” Pauli spinor (p)ϕ−(~r) can be
approximately expressed in terms of the “positive” spinor (p)ϕ+(~r) through
(p)ϕ−(~r) ≃ ± i~
2Mc
~σ • ~∇ (p)ϕ+(~r) , (III.19)
where the upper case refers to (III.16) and the lower case to (III.17). This result may
then be substituted in either residual equation (III.16) and (III.17) which in both cases
yields the same Schro¨dinger-like equation for the “positive” spinor (p)ϕ+(~r):
− ~
2
2M
∆ (p)ϕ+(~r)− ~c(p)A0(~r) · (p)ϕ+(~r) = E∗ · (p)ϕ+(~r) . (III.20)
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Thus it becomes again evident that the corresponding solutions of (III.16) and (III.17)
do actually describe physically equivalent states. The notion of “physical equivalence” is
meant here to refer in first line to the numerical identity of the energy being carried by
anyone of the constituents of para-positronium, see below.
2. Poisson Equations
The mass eigenvalue equations do not yet represent a closed system and therefore can-
not be solved before an equation for the interaction potential (b/p)A0(~r) has been specified.
On principle, this has already been done in form of equation (II.43) so that we merely have
to further specify that equation in agreement with the ortho/para dichotomy. Observing
here the circumstance that the Maxwellian current of the first particle (a = 1, positron)
agrees with the Dirac current, cf. (II.54a) and (II.55a), the Poisson equation (II.43) reads
in terms of the Pauli spinors
∆ (b/p)A0(~r) = −4παs (b/p)k0(~r) (III.21)
= −4παs
{
(b/p)ϕ†+(~r)
(b/p)ϕ+(~r) +
(b/p)ϕ†−(~r)
(b/p)ϕ−(~r)
}
.
This Poisson equation closes the relativistic eigenvalue systems, both for ortho-
positronium (III.12) and for para-positronium (III.16)–(III.17). For the non-relativistic
limit, one merely suppresses the “negative” Pauli spinors (b/p)ϕ−(~r) so that the relativistic
Poisson equations (III.21) simplify to
∆ (b/p)A0(~r) = −4παs (b/p)ϕ†+(~r) (b/p)ϕ+(~r) (III.22)
which then closes both the non-relativistic eigenvalue equations (III.14) for ortho-
positronium and (III.20) for para-positronium.
Clearly, these coupled systems of eigenvalue and Poisson equations cannot be solved
exactly (though exact solutions do surely exist), and consequently we have to resort to
some adequate approximation procedure. But this suggests itself when we subsequently
will establish the variational principle of minimal energy.
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3. Non-Unique Spinor Fields
Despite the fact that we originally subdivided the whole set of positronium configura-
tions into two subclasses, i. e. ortho- and para-positronium (III.3a)–(III.4d), it may seem
now that by the neglection of the magnetic forces we ended up with an eigenvalue problem,
which does no longer offer any handle for sticking to that original subdivision into two
peculiar subsets. Indeed, the adopted electrostatic approximation does admit exclusively
an interaction force of the purely electric type (being described by the electric potential
(b/p)A0(~r)), whereas the original ortho/para dichotomy was based upon the three-currents
~ka(~r) as the curls of the magnetic fields, cf. (II.48). As a result of this neglection of
magnetism, the Poisson equation (III.21), or (III.22), resp., holds equally well for both
the ortho-configurations (b) and the para-configurations (p). But also the mass eigen-
value equations, especially in their non-relativistic forms (III.14) and (III.20) are formally
the same for ortho- and para-positronium. Does this mean that, through passing over
to the electrostatic approximation, the difference between ortho- and para-positronium
has gone lost? This is actually not the case because the different angular momentum (in
combination with the hypothesis of the physical equivalence of both constituent states)
leaves its footprint also on the electrostatic approximation.
The crucial point here refers to the fluid-dynamic character of RST, as opposed to the
probabilistic character of the conventional quantum theory. This entails that in RST the
angular momenta of the subsystems cannot be combined (to the total angular momentum
of the whole system) in such a way as it is the case in the conventional theory ( 
addition theorem for angular momenta [10]). More concretely: if we wish to insist on the
viewpoint that the (observable) angular momentum of the considered two-particle system
should emerge as the eigenvalue jz of the angular momentum operator Jˆz = Lˆz + Sˆz, i. e.
Jˆz Ψb/p(~r) = (b/p)jz ~ ·Ψb/p(~r) , (III.23)
then the quantum number (b/p)jz due to the whole two-particle system must be carried
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already by any individual particle! Namely, the wave function Ψb/p(~r) refers here to
the two-particle system as a whole and thus, according to the RST philosophy, is to
be conceived as the direct (Whitney) sum of the one-particle constituent wave functions
ψa(~r) (a = 1, 2)
Ψb/p(~r) =
(b/p)ψ1(~r)⊕ (b/p)ψ2(~r) . (III.24)
According to this sum structure, the total angular momentum Jˆz is also the sum of
the individual angular momenta
Jˆz = (1)Jˆz ⊕ (2)Jˆz . (III.25)
Therefore the eigenvalue equations (III.23) for the total angular momentum Jˆz can be
decomposed as follows
Jˆz Ψb/p(~r) =
(
(1)Jˆz ψ1(~r)
)
⊕
(
(2)Jˆz ψ2(~r)
)
. (III.26)
Consequently both one-particle spinors ψ1(~r) and ψ2(~r) must obey the same eigenvalue
equation as the total wave function (III.24), i. e.
(1)Jˆz
(b/p)ψ1(~r) =
(b/p)jz ~ · (b/p)ψ1(~r) (III.27a)
(2)Jˆz
(b/p)ψ2(~r) =
(b/p)jz ~ · (b/p)ψ2(~r) . (III.27b)
Furthermore, the Dirac four-spinors ψa(~r) can also be conceived as the direct sum of
Pauli two-spinors (a)ϕ+(~r) and
(a)ϕ−(~r), i. e.
ψa(~r) =
(a)ϕ+(~r)⊕ (a)ϕ−(~r) . (III.28)
Therefore the same eigenvalue equation must also hold for the individual Pauli spinors,
especially after those identifications (III.10a)–(III.10b):
Jˆ (+)z
(b/p)ϕ+(~r) =
(b/p)jz ~
(b/p)ϕ+(~r) (III.29a)
Jˆ (−)z
(b/p)ϕ−(~r) = (b/p)jz ~ (b/p)ϕ−(~r) . (III.29b)
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This means mathematically that the eigenvalue (b/p)jz of the two-particle state Ψb/p (III.23)
becomes transferred to any individual Pauli component of this two-particle state! In
physical terms, the bosonic or fermionic character of the two-particle state Ψ becomes
thus incorporated in any individual constituent of the two-particle system.
But now it is clear that positronium as a whole carries bosonic properties ( jz is
integer-valued); and this must therefore hold also for any Pauli constituent (a)ϕ±(~r) of
both particles (a = 1, 2), cf. (III.29a)–(III.29b). On the other hand, it is well known
that the Pauli spinors do form a half-integer representation of the rotation group SO(3).
This means that one can select in any two-dimensional spinor space a certain spinor basis
{ζj, me } with the following eigenvalue properties:
~ˆJ 2 ζj, me = j(j + 1)~
2 ζj, me (III.30a)
Jˆz ζ
j, m
e = m~ ζ
j, m
e (III.30b)
~ˆL 2 ζj, me = ℓ(ℓ+ 1)~
2 ζj, me (III.30c)
~ˆS 2 ζj, me = s(s+ 1)~
2 ζj, me . (III.30d)
Here the electron/positron spin is s = 1
2
; the orbital angular momentum is ℓ = 0, 1, 2, 3, . . .
and thus the lowest possible value of j(= ℓ ± s) is j = 1
2
with ℓ = 0 or ℓ = 1. Therefore
we have two basis systems for j = 1
2
, namely
{
ζ
1
2
, 1
2
0 ; ζ
1
2
,− 1
2
0
}
and
{
ζ
1
2
, 1
2
1 ; ζ
1
2
,− 1
2
1
}
.
Fermionic States
The existence of these two basis systems admits us to decompose now a fermionic
state in the following way
(a)ϕ+(~r) =
(a)R+(~r) · ζ
1
2
, 1
2
0 +
(a)S+(~r) · ζ
1
2
,− 1
2
0 (III.31a)
(a)ϕ−(~r) = −i
{
(a)R−(~r) · ζ
1
2
, 1
2
1 +
(a)S−(~r) · ζ
1
2
,− 1
2
1
}
. (III.31b)
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The action of the angular momentum operator Jˆz on such a fermionic state is obviously
Jˆ (+)z
(a)ϕ+(~r) =
(
Lˆz
(a)R+(~r)
)
· ζ
1
2
, 1
2
0 +
(
Lˆz
(a)S+(~r)
)
· ζ
1
2
,− 1
2
0 (III.32a)
+ (a)R+(~r) ·
(
Jˆ (+)z ζ
1
2
, 1
2
0
)
+ (a)S+(~r) ·
(
Jˆ (+)z ζ
1
2
,− 1
2
0
)
=
[(
Lˆz +
~
2
)
(a)R+(~r)
]
· ζ
1
2
, 1
2
0 +
[(
Lˆz − ~
2
)
(a)S+(~r)
]
· ζ
1
2
,− 1
2
0
Jˆ (−)z
(a)ϕ−(~r) = −i
(
Lˆz
(a)R−(~r)
)
· ζ
1
2
, 1
2
1 − i
(
Lˆz
(a)S−(~r)
)
· ζ
1
2
,− 1
2
1 (III.32b)
− i (a)R−(~r) ·
(
Jˆ (−)z ζ
1
2
, 1
2
1
)
− i (a)S−(~r) ·
(
Jˆ (−)z ζ
1
2
,− 1
2
1
)
= −i
[(
Lˆz +
~
2
)
(a)R−(~r)
]
· ζ
1
2
, 1
2
1 − i
[(
Lˆz − ~
2
)
(a)S−(~r)
]
· ζ
1
2
,− 1
2
1 .
The required results (III.29a)–(III.29b) of the action of the angular momentum operator
Jˆz on the Pauli spinors
(a)ϕ±(~r) (with a = 1, 2 or a = b/p) are now deducible from the
present equations (III.32a)–(III.32b) by making the following arrangements:
Lˆz
(a)R±(~r) = ℓz~ · (a)R±(~r) (III.33a)
Lˆz
(a)S±(~r) = (ℓz + 1)~ · (a)S±(~r) . (III.33b)
Indeed, with these disposals the equations (III.32a)–(III.32b) adopt the required form
of the eigenvalue equations (III.29a)–(III.29b) with the eigenvalue of angular momentum
being found as
(a)jz = ℓz +
1
2
. (III.34)
Since the quantum number of orbital angular momentum is adopted as integer (ℓz =
0,±1,±2,±3, . . .), we actually end up with half-integer quantum numbers (a)jz (III.34)
for fermionic states!
These fermionic states can obviously be realized by use of unique amplitude fields
(a)R±(~r), (a)S±(~r) and also unique spinor basis fields ζ
1
2
,± 1
2
0 , ζ
1
2
,± 1
2
1 . Evidently, the latter
fields work as the carriers of the spin, whereas the amplitude fields do contribute the
orbital angular momentum. If this philosophy is tried also for the bosonic states we are
forced to give up the uniqueness of the spinor basis!
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Bosonic States
Joining here the general conviction that bosonic states should have integer quantum
numbers (a)jz (III.29a)–(III.29b), i. e.
(a)jz = 0,±1,±2,±3, . . ., it suggests itself to think
that the amplitude fields should furthermore carry integer quantum numbers (ℓz) of orbital
angular momentum; i. e. such equations as (III.33a)–(III.33b) should persist also for the
bosonic states. Thus the necessary modification must refer to the basis spinor fields ζj, me
(III.30a)–(III.30d). More concretely, we think of four basis spinor fields ξ
(+)
0 , ξ
(−)
0 , ξ
(+)
1 , ξ
(−)
1
which for para-positronium obey the following eigenvalue equations
Jˆ (+)z ξ
(+)
0 = Jˆ
(+)
z ξ
(−)
0 = Jˆ
(−)
z ξ
(+)
1 = Jˆ
(−)
z ξ
(−)
1 = 0 ; (III.35)
and similarly for ortho-positronium one wishes to work with a spinor basis
η
(+)
0 , η
(−)
0 , η
(+)
1 , η
(−)
1 of the following kind:
Jˆ (+)z η
(+)
0 = ~ η
(+)
0 (III.36a)
Jˆ (+)z η
(−)
0 = −~ η(−)0 (III.36b)
Jˆ (−)z η
(+)
1 = ~ η
(+)
1 (III.36c)
Jˆ (−)z η
(−)
1 = −~ η(−)1 . (III.36d)
This says that for the para-case (III.35) the spins sa
(
= 1
2
)
of both constituent particles
(a = 1, 2) do combine to zero spin quantum number sP of the para-type (sP + s1−s2 = 0,
s1 = s2 =
1
2
); whereas for the ortho-case (III.36a)–(III.36d) the individual spins combine
to unity (sO + s1 + s2 = 1). Thus both basis systems (III.35) and (III.36a)–(III.36d)
carry integer spin and therefore may be used for the corresponding decomposition of the
Pauli spinors (a)ϕ±(~r) due to a bound two-particle system.
For para-positronium (sP = 0) one has now in place of the fermionic situation (III.31a)–
(III.31b) the following decomposition
(p)ϕ+(~r) =
(p)R+(~r) · ξ(+)0 + (p)S+(~r) · ξ(−)0 (III.37a)
(p)ϕ−(~r) = −i
{
(p)R−(~r) · ξ(+)1 + (p)S−(~r) · ξ(−)1
}
. (III.37b)
38
Here, the action of the angular momentum operator Jˆz looks now as follows
Jˆ (+)z
(p)ϕ+(~r) =
(
Lˆz
(p)R+(~r)
)
· ξ(+)0 +
(
Lˆz
(p)S+(~r)
)
· ξ(−)0 (III.38a)
Jˆ (−)z
(p)ϕ−(~r) = −i
(
Lˆz
(p)R−(~r)
)
· ξ(+)1 − i
(
Lˆz
(p)S−(~r)
)
· ξ(−)1 . (III.38b)
Consequently in order to satisfy again the para-form (p) of the eigenvalue equations
(III.29a)–(III.29b) one puts here
Lˆz
(p)R±(~r) = ℓz ~ · (p)R±(~r) (III.39a)
Lˆz
(p)S±(~r) = ℓz ~ · (p)S±(~r) , (III.39b)
so that the quantum number (p)jz (III.29a)–(III.29b) is solely due to orbital angular mo-
mentum:
(p)jz ≡ ℓz (III.40)
(ℓz = 0,±1,±2,±3, . . .)
For ortho-positronium (sO = 1), the situation is somewhat different. First, the de-
composition of the ortho-spinors (b)ϕ±(~r) looks quite similar to the para-case (III.37a)–
(III.37b):
(b)ϕ+(~r) =
(b)R+(~r) · η(+)0 + (b)S+(~r) · η(−)0 (III.41a)
(b)ϕ−(~r) = −i
{
(b)R−(~r) · η(+)1 + (b)S−(~r) · η(−)1
}
. (III.41b)
But the action of the angular momentum operator Jˆ
(±)
z on these ortho-states looks now
as follows
Jˆ (+)z
(b)ϕ+(~r) =
[(
Lˆz + ~
)
(b)R+(~r)
]
· η(+)0 +
[(
Lˆz − ~
)
(b)S+(~r)
]
· η(−)0 (III.42a)
Jˆ (−)z
(b)ϕ−(~r) = −i
{[(
Lˆz + ~
)
(b)R−(~r)
]
· η(+)1 +
[(
Lˆz − ~
)
(b)S−(~r)
]
· η(−)1
}
. (III.42b)
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For satisfying here again the eigenvalue requirement (III.29a)–(III.29b) in its ortho-form
(b) one puts in a self-evident way
Lˆz
(b)R± = ℓz ~ · (b)R± (III.43a)
Lˆz
(b)S± = (ℓz + 2) ~ · (b)S± . (III.43b)
This arrangement yields then the following eigenvalue equations for the ortho-spinors
Jˆ±z
(b)ϕ±(~r) = (ℓz + 1) ~ · (b)ϕ±(~r) . (III.44)
Thus one finds the quantum numbers of the ortho-system:
(b)jz = ℓz + 1 (III.45)
((b)jz = 0,±1,±2,±3, . . .) .
For a realization of the required basis spinors one takes the fermionic ba-
sis
{
ζ
1
2
,± 1
2
0 , ζ
1
2
,± 1
2
1
}
as the point of departure and introduces a general spinor basis{
ω
(+)
0 , ω
(−)
0 , ω
(+)
1 , ω
(−)
1
}
through
ω
(+)
0 = e
−i˜bφ ·ζ
1
2
, 1
2
0 (III.46a)
ω
(−)
0 = e
i˜bφ ·ζ
1
2
,− 1
2
0 (III.46b)
ω
(+)
1 = e
−i˜bφ ·ζ
1
2
, 1
2
1 (III.46c)
ω
(−)
1 = e
i˜bφ ·ζ
1
2
,− 1
2
1 . (III.46d)
Here it is easy to see emerging the following relations concerning angular momentum
Jˆ (+)z ω
(+)
0 = −
(
b˜− 1
2
)
~ · ω(+)0 (III.47a)
Jˆ (+)z ω
(−)
0 =
(
b˜− 1
2
)
~ · ω(−)0 (III.47b)
Jˆ (−)z ω
(+)
1 = −
(
b˜− 1
2
)
~ · ω(+)1 (III.47c)
Jˆ (−)z ω
(−)
1 =
(
b˜− 1
2
)
~ · ω(−)1 . (III.47d)
40
Obviously, this ω-basis contains some free parameter b˜ (i. e. the boson number) and if
this is chosen as b˜ = 1
2
we obtain the desired ξ-basis (III.35) for para-positronium; and
if b˜ is chosen as b˜ = −1
2
we obtain the η-basis (III.36a)–(III.36d) for ortho-positronium.
For b˜ = 0 we get back the purely fermionic ζ-basis (III.30a)–(III.30d).
With the choice of the ω-basis (III.46a)–(III.46d) the loss of uniqueness becomes now
evident: since the original ζ-basis (III.30a)–(III.30d) is unique (i. e. the ζj, me (ϑ, φ) consti-
tute a “unique” spinor field on the 2-sphere S2), the other two basis systems ξ (III.35) and
η (III.36a)–(III.36d) are double-valued. More concretely, for both the ξ- and the η-basis(
 b˜ = ±1
2
)
one finds by performing one revolution around the z-axis (0 ≤ φ ≤ 2π):
ξ
(±)
0,1 (φ+ 2π) = e
±iπ ·ξ(±)0,1 (φ) = −ξ(±)0,1 (III.48a)
η
(±)
0,1 (φ+ 2π) = e
±iπ ·η(±)0,1 (φ) = −η(±)0,1 , (III.48b)
and this says that we need two revolutions around the z-axis (0 ≤ φ ≤ 4π) in order
to return to the original basis configurations. Since we adopt all the amplitude fields
(b/p)R±(~r), (b/p)S±(~r) to be unique scalar fields, the double-valuedness of the para- and
ortho-basis becomes transferred to the para-spinors (p)ϕ±(~r) (III.37a)–(III.37b) and ortho-
spinors (b)ϕ±(~r) (III.41a)–(III.41b) and from here ultimately to the Dirac spinors ΨP,O
ΨP(~r) = (p)ϕ+(~r)⊕ (p)ϕ−(~r) (III.49a)
ΨO(~r) = (b)ϕ+(~r)⊕ (b)ϕ−(~r) . (III.49b)
Summarizing, the Dirac wave functions ΨP(~r) and ΨO(~r) for ortho- and para-positronium
must in RST be double-valued in the following sense:
ΨP(r, ϑ, φ+ 2π) = −ΨP(r, ϑ, φ) (III.50a)
ΨO(r, ϑ, φ+ 2π) = −ΨO(r, ϑ, φ) . (III.50b)
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Uniqueness of the Physical Densities
Naturally, in a fluid-dynamic theory (such as the present RST) the proper observable
objects are the physical densities, such as those of charge, current, energy, linear and
angular momentum, etc. A plausible condition on these densities is surely given by the
demand that these physical densities should be single-valued tensor fields. But, as we will
readily demonstrate, this condition can be satisfied also by non-unique wave functions;
and this fact allows us to actually deal with such non-unique wave functions, as given
for example by the double-valued positronium states (III.50a)–(III.50b). Therefore one
wishes to have some condition on the wave functions which on the one hand admits their
non-uniqueness but on the other hand ensures the uniqueness of the associated physical
densities!
Now according to the present RST philosophy, the non-uniqueness of the (Dirac)
wave functions is to be traced back to the spinor basis, whereas the amplitude fields are
furthermore required to be unique. Therefore the non-uniqueness of the wave functions
is measured by the boson number b˜, cf. (III.46a)–(III.46d); and thus the condition of
uniqueness of the densities is to be retraced to some condition for the fixation of the
boson number b˜. Such a fixation may be attained now by considering specifically the
Dirac density (a)k0 (~r) and the three-current ~ka(~r) which read in terms of the Pauli spinors
(a)ϕ±(~r) as shown by equations (II.55a)–(II.55b). Decomposing these Pauli spinors with
respect to the ω-basis (III.46a)–(III.46d) lets then appear the (Dirac) charge densities
(II.55a) in the following form:
(a)k0 (~r) =
(a)
∗
R+ · (a)R+ + (a)
∗
S+ · (a)S+ + (a)
∗
R− · (a)R− + (a)
∗
S− · (a)S−
4π
. (III.51)
Evidently, these charge densities are unique in any case and therefore do not yet provide
an immediate handle for fixing the parameter b˜.
This situation changes now when one considers also the Dirac currents ~ka (II.55b),
which by their very definitions are always real-valued objects:
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(a)kr =
i
4π
{
(a)
∗
R+ · (a)R− + (a)
∗
S+ · (a)S− − (a)
∗
R− · (a)R+ − (a)
∗
S− · (a)S+
}
(III.52a)
(a)kϑ = − i
4π
{
e2i(˜b−
1
2
)φ · C(a) − e−2i(˜b− 12 )φ ·
∗
C(a)
}
(III.52b)
(C(a) + (a)
∗
R+ · (a)S− + (a)
∗
R− · (a)S+)
(a)kφ =
sinϑ
4π
{
(a)
∗
R+ · (a)R− + (a)
∗
R− · (a)R+ − (a)
∗
S+ · (a)S− − (a)
∗
S− · (a)S+
}
(III.52c)
− cosϑ
4π
{
e2i(˜b−
1
2
)φ · C(a) + e−2i(˜b− 12 )φ ·
∗
C(a)
}
.
But here a nearby restriction upon the parameter b˜ suggests itself, namely through the
plausible demand that the Dirac currents ~ka (II.55b), with their components being spec-
ified by (III.52a)–(III.52c), must be unique (!) vector fields over three-space (albeit only
apart from the origin r = 0 and the z axis ϑ = 0, π). Evidently this demand of uniqueness
reads in terms of the spherical polar coordinates {r, ϑ, φ}
~ka(r, ϑ, φ+ 2π) = ~ka(r, ϑ, φ) , (III.53)
and thus the values of b˜ become restricted to the range
b˜ =
1
2
(n+ 1) (III.54)
(n = 0,±1,±2,±3, . . .)
which then entails also (half-)integer quantum numbers for the z component of the angular
momentum (III.47a)–(III.47d) of the spinor basis:
sz = ±
(
b˜− 1
2
)
= ±n
2
. (III.55)
Here it will suffice to admit for the spinor basis (of the two-particle systems) exclusively
the values b˜ = ±1
2
; other values of b˜ come into play for bound systems of more than two
fermions.
Notice here that this (half-)integrity arises as a consequence of the demand of unique-
ness with respect to certain physical densities (i. e. Dirac current), whereas the corre-
sponding integral quantum numbers of conventional non-relativistic quantum mechanics
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are mostly traced back in the textbooks to the uniqueness requirement for the wave func-
tions themselves (not the densities). The lowest values of sz (III.55) are sz = ±12 for b˜ = 0
and sz = 0,±1 for b˜ = ±12 . Thus for the first case (˜b = 0) we have a fermionic basis and
for the second case
(˜
b = ±1
2
)
one deals with a bosonic basis. In this sense, a Dirac particle
is said to occupy a fermionic quantum state ψ if the “boson number” b˜ of its spinor basis
is zero (˜b = 0), and a bosonic quantum state if the boson number b˜ equals ±1
2
. Observe
that through this arrangement the fermionic or bosonic character of the quantum state
of a Dirac particle is defined by reference to the corresponding spinor basis.
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IV Para-Positronium (b˜ = 12)
Though the best perspective on the ortho/para-dichotomy would surely result from a
detailed synopsis of both configurations, it is nevertheless very instructive to first consider
the case of para-positronium separately. The interesting point with the latter kind of
positronium is here that the situation is much simpler than for the ortho-counterpart, so
that a treatment of the para-case appears as an ideal preparation to the later discussion
of ortho-positronium which itself decays into two subcases (“dimorphism”). Furthermore,
the simpler case of para-positronium is also well-suited in order to present the quantization
of angular momentum in RST from a more general viewpoint.
1. Mass Eigenvalue Equations in Terms of Amplitude Fields
Once the para-spinors (p)ϕ±(~r) are decomposed with respect to a bosonic basis, cf.
(III.37a)–(III.37b), one can substitute this decomposition into the two original eigenvalue
equations in spinor form, cf. (III.16)–(III.17), and will then obtain the corresponding
eigenvalue equations in terms of the amplitude fields (p)R±(~r) and (p)S±(~r). But since
both eigenvalue equations are assumed to yield physically equivalent states, there must
exist a peculiar relationship between both eigenvalue equations. It is this relationship
which first must be worked out.
The identification (III.10a)–(III.10b) of the positron spinors (1)ϕ±(~r) with the para-
spinors (p)ϕ±(~r) reads in terms of the amplitude fields
(1)R±(~r) + (p)R±(~r) (IV.1a)
(1)S±(~r) + (p)S±(~r) (IV.1b)
so that the spinor form (III.16) of the eigenvalue equation reappears in terms of the
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amplitude fields as
∂ (p)R+
∂r
+
i
r
· ∂
(p)R+
∂φ
+
1
2r
· (p)R+ − (p)A0 · (p)R− (IV.2a)
+
1
r
· ∂
(p)S+
∂ϑ
+
cotϑ
r
[
1
2
(p)S+ − i ∂
(p)S+
∂φ
]
=
M +M∗
~
c · (p)R−
∂ (p)S+
∂r
− i
r
· ∂
(p)S+
∂φ
+
1
2r
· (p)S+ − (p)A0 · (p)S− (IV.2b)
− 1
r
· ∂
(p)R+
∂ϑ
− cotϑ
r
[
1
2
(p)R+ + i ∂
(p)R+
∂φ
]
=
M +M∗
~
c · (p)S−
∂ (p)R−
∂r
− i
r
· ∂
(p)R−
∂φ
+
3
2
r
· (p)R− + (p)A0 · (p)R+ (IV.2c)
− 1
r
· ∂
(p)S−
∂ϑ
− cotϑ
r
[
1
2
(p)S− − i ∂
(p)S−
∂φ
]
=
M −M∗
~
c · (p)R+
∂ (p)S−
∂r
+
i
r
· ∂
(p)S−
∂φ
+
3
2
r
· (p)S− + (p)A0 · (p)S+ (IV.2d)
+
1
r
· ∂
(p)R−
∂ϑ
+
cotϑ
r
[
1
2
(p)R− + i ∂
(p)R−
∂φ
]
=
M −M∗
~
c · (p)S+ .
On the other hand, those identifications (III.10a)–(III.10b) of the electronic spinors (2)ϕ±(~r)
with the para-spinors (p)ϕ±(~r) read in terms of the amplitude fields
(2)R±(~r) = −i (p)R±(~r) (IV.3a)
(2)S±(~r) = −i (p)S±(~r) (IV.3b)
so that the spinor form (III.17) of the electron equation reappears now from (IV.2a)–
(IV.2d) by means of the replacements (III.18a)–(III.18c).
In order to get some information about the peculiarities of this para-system (IV.2a)–
(IV.2d) one first recalls the hypothesis that the spin sp of the constituents should be zero,
cf. (III.35), so that their total angular momentum is of purely orbital nature, cf. (III.40).
Since, according to our hypothesis, the orbital part of total angular momentum is carried
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by the amplitude fields, we may fix their general form as follows:
(p)R±(~r) = e
iℓzφ
√
r sin ϑ
· (p)R˜±(r, ϑ) (IV.4a)
(p)S±(~r) = e
iℓzφ
√
r sin ϑ
· (p)S˜±(r, ϑ) . (IV.4b)
If this form is substituted into the present eigenvalue equations (IV.2a)–(IV.2d), this
system reappears in terms of the real-valued amplitudes (p)R˜±(r, ϑ) and (p)S˜±(r, ϑ)
∂
∂r
(p)R˜+ − ℓz
r
· (p)R˜+ − (p)A0 · (p)R˜− + 1
r
[
∂
∂ϑ
(p)S˜+ + ℓz cotϑ · (p)S˜+
]
(IV.5a)
=
M +M∗
~
c · (p)R˜−
∂
∂r
(p)S˜+ +
ℓz
r
· (p)S˜+ − (p)A0 · (p)S˜− − 1
r
[
∂
∂ϑ
(p)R˜+ − ℓz cotϑ · (p)R˜+
]
(IV.5b)
=
M +M∗
~
c · (p)S˜−
∂
∂r
(p)R˜− +
1 + ℓz
r
· (p)R˜− + (p)A0 · (p)R˜+ − 1
r
[
∂
∂ϑ
(p)S˜− + ℓz cotϑ · (p)S˜−
]
(IV.5c)
=
M −M∗
~
c · (p)R˜+
∂
∂r
(p)S˜− +
1− ℓz
r
· (p)S˜− + (p)A0 · (p)S˜+ + 1
r
[
∂
∂ϑ
(p)R˜− − ℓz cotϑ · (p)R˜−
]
(IV.5d)
=
M −M∗
~
c · (p)S˜+ .
This eigenvalue problem may perhaps look somewhat complicated, but the assumption
of a spherically symmetric potential (p)A0(r) ( spherically symmetric approximation)
admits us to separate it into an angular and a radial problem. For such a separation, one
first resorts to the following product ansatz
(p)R˜±(r, ϑ) = fR(ϑ) · ′R±(r) (IV.6a)
(p)S˜±(r, ϑ) = fS(ϑ) · ′S±(r) , (IV.6b)
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and furthermore one makes the following identifications
′R+(r) ≡ ′S+(r) + Φ˜+(r) (IV.7a)
′R−(r) ≡ ′S−(r) + Φ˜−(r) , (IV.7b)
which then ultimately separates the mass eigenvalue system (IV.5a)–(IV.5d) into an an-
gular problem
d fR(ϑ)
dϑ
− ℓz cotϑ · fR(ϑ) = (l℘ + ℓz) · fS(ϑ) (IV.8a)
d fS(ϑ)
dϑ
+ ℓz cotϑ · fS(ϑ) = (ℓz − l℘) · fR(ϑ) (IV.8b)
and a purely radial problem:
d Φ˜+(r)
dr
− l℘
r
· Φ˜+(r)− (p)A0(r) · Φ˜−(r) = M +M∗
~
c · Φ˜−(r) (IV.9a)
d Φ˜−(r)
dr
+
1 + l℘
r
· Φ˜−(r) + (p)A0(r) · Φ˜+(r) = M −M∗
~
c · Φ˜+(r) . (IV.9b)
Observe here that the eigenvalue ℓz of orbital angular momentum does not enter the
radial problem (IV.9a)–(IV.9b) which ensures the occurence of energy degeneracy within
the set of solutions belonging all to the same quantum number ℓP but to different values
of ℓz, provided the interaction potential
(p)A0(r) is fixed from the outside. However, for
our present two-body problem the interaction potential must obey the Poisson equation
(III.21), which for the present case of para-positronium adopts the following form:
∆ (p)A0(~r) = −4παs (p)k0(~r) (IV.10)
= −αs f
2
R(ϑ) + f
2
S(ϑ)
sin ϑ
· Φ˜
2
+(r) + Φ˜
2
−(r)
r
.
Therefore the interaction potential (p)A0(~r) depends upon the quantum state of positron-
ium, i. e. more concretely: (p)A0(~r) will in general depend also upon the quantum number
ℓz of angular momentum; and this dependence will then be transferred also to the binding
energy of the quantum state. Thus, it is just this effect which lets us suppose that the
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angular momentum degeneracy of the conventional prediction (I.2) will be lifted in RST.
Clearly, it remains to be clarified whether this lifting is (or is not) a negligibly small effect.
But in any case we have arrived now at the definite form of the energy eigenvalue
problem for para-positronium which (in the electrostatic and spherically symmetric ap-
proximation) evidently consists of the angular equations (IV.8a)–(IV.8b), the mass eigen-
value equations (IV.9a)–(IV.9b) and the Poisson equation (IV.10). Here it should be clear
that exact solutions of this eigenvalue problem cannot be found so that we will have to
be content with the elaboration of approximate solutions which, however, are expected
to display some of the qualitative features of the unknown exact solutions. The central
point of our approximation procedure refers now to the solution (p)A0(~r) of the Poisson
equation (IV.10) which may formally be written as
(p)A0(~r) = αs
∫
d3~r ′
(p)k0(~r
′)
||~r − ~r ′|| (IV.11)
=
αs
4π
∫
dΩ′
f 2R(ϑ
′) + f 2S(ϑ
′)
sin ϑ′
∫
dr′ r′
Φ˜2+(r
′) + Φ˜2−(r
′)
||~r − ~r ′|| .
From here it is easily seen that the interaction potential (p)A0(~r) adopts the Coulomb form
in the asymptotic region (r →∞)
lim
r→∞
(p)A0(~r) =
αs
r
, (IV.12)
provided the Dirac charge density (p)k0(~r) is normalized to unity∫
d3~r (p)k0(~r) = 1 . (IV.13)
Since the density (p)k0(~r) is factorized, cf. (IV.10)
(p)k0(~r) =
{p}k0(ϑ) · {p}k0(r) , (IV.14)
the normalization condition (IV.13) can be passed on separately to the longitudinal and
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radial factors: ∫
dΩ {p}k0(ϑ) =
∫
dΩ
4π
f 2R(ϑ) + f
2
Sϑ
sin ϑ
= 1 (IV.15a)
∞∫
0
dr r2 {p}k0(r) =
∞∫
0
dr r
[
Φ˜2+(r) + Φ˜
2
−(r)
]
= 1 . (IV.15b)
2. Angular Momentum Quantization in RST
Obviously, both angular equations (IV.8a)–(IV.8b) represent a closed eigenvalue prob-
lem for the quantum numbers ℓP and ℓz, i. e. the quantization problem of angular mo-
mentum in RST. The solution of this problem must yield the possible values of ℓP and
ℓz which then does apply quite generally for all bound O(3)-symmetric systems, since
the special form of the interaction potential (p)A0(r) does not enter the angular problem
at all! Clearly, this is the RST counterpart of the corresponding eigenvalue problem in
conventional quantum mechanics [10]
~ˆL2 |ℓ,m〉 = ~2ℓ(ℓ+ 1) |ℓ,m〉 (IV.16a)
Lˆz |ℓ,m〉 = m ~ |ℓ,m〉 . (IV.16b)
For a closer inspection of the coupled angular problem (IV.8a)–(IV.8b) it is very
instructive to decouple those equations by differentiating once more which then yields the
following decoupled second-order equations
d2 fR(ϑ)
dϑ2
+ ℓ2P · fR(ϑ)− ℓz(ℓz − 1) ·
fR(ϑ)
sin2 ϑ
= 0 (IV.17a)
d2 fS(ϑ)
dϑ2
+ ℓ2P · fS(ϑ)− ℓz(1 + ℓz) ·
fS(ϑ)
sin2 ϑ
= 0 . (IV.17b)
Here, the first striking item refers to the fact that the substitution ℓz ⇒ −ℓz entails the
replacements fR(ϑ) ⇒ fS(ϑ), fS(ϑ) ⇒ −fR(ϑ). Of course, this pleasant property of the
solutions fR(ϑ), fS(ϑ) could have been deduced also from the original equations (IV.8a)–
(IV.8b). We will take advantage of this symmetry by solving the angular system only for
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a restricted number of possible values of ℓz (e. g. ℓz ≥ 0) and will deliver subsequently
the solutions for the other ℓz by the above mentioned replacements.
Concerning now the non-singular solutions of the decoupled system (IV.17a)–(IV.17b),
it suggests itself to try an ansatz in form of a finite power series expansion with respect
to sinϑ, i. e. we put (x + sinϑ)
fR(ϑ) ⇒ FR(x) (IV.18a)
fS(ϑ) ⇒ FS(x) (IV.18b)
with
FR(x) =
∑
n
ρn x
n (IV.19a)
FS(x) =
∑
n
σn x
n . (IV.19b)
The range of the powers (n) remains to be determined by substituting this ansatz back into
the second-order system (IV.17a)–(IV.17b) which reappears now through the alterations
(IV.18a)–(IV.18b) in the following form
(1− x2) d
2 FR(x)
dx2
− x dFR(x)
dx
+ ℓ2P · FR(x)− ℓz(ℓz − 1) ·
FR(x)
x2
= 0 (IV.20a)
(1− x2) d
2 FS(x)
dx2
− x dFS(x)
dx
+ ℓ2P · FS(x)−
ℓz(1 + ℓz)
x2
· FS(x) = 0 . (IV.20b)
The solutions hereof are then obtained via the recurrence formulae
ρn+2 =
n2 − ℓ2P
(n+ 2)(n+ 1)− ℓz(ℓz − 1) · ρn (IV.21a)
σn+2 =
n2 − ℓ2P
(n+ 2)(n+ 1)− ℓz(ℓz + 1) · σn . (IV.21b)
In order that both series (IV.19a)–(IV.19b) remain finite one obviously has to impose the
halt condition
nmax = ℓP (IV.22)
(ℓP > 0)
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which fixes ℓP as an integer (ℓP = 0, 1, 2, 3, 4, . . .). Furthermore, the starting power nmin
is found as
nmin =


ℓz
1 + ℓz
for (IV.21a) (IV.23)
and
nmin =


1 + ℓz
−ℓz
for (IV.21b) (IV.24)
Therefore ℓz is also found to be an integer (−ℓP ≤ ℓz ≤ ℓP). Thus the desired angu-
lar functions fR(ϑ) and fS(ϑ) are ultimately found in terms of powers of trigonometric
functions.
Perhaps it is most instructive to consider a simple example (ℓP = 3, say). First, taking
ℓz = 0 simplifies both equations (IV.17a)–(IV.17b) to
d2 fR(ϑ)
dϑ2
+ 9 fR(ϑ) = 0 (IV.25a)
d2 fS(ϑ)
dϑ2
+ 9 fS(ϑ) = 0 (IV.25b)
with the obvious solutions
fR(ϑ) =
√
2
π
cos(3ϑ) (IV.26a)
fS(ϑ) = −
√
2
π
sin(3ϑ) . (IV.26b)
This solution satisfies the first-order system (IV.8a)–(IV.8b) for ℓP = 3, ℓz = 0
d fR(ϑ)
dϑ
= 3 fS(ϑ) (IV.27a)
d fS(ϑ)
dϑ
= −3 fR(ϑ) , (IV.27b)
and moreover it satisfies also the angular normalization condition (IV.15a).
Because of its untypical simplicity, the present solution (IV.26a)–(IV.26b) for ℓz =
0, ℓP = 3 could be guessed directly from the second-order system (IV.25a)–(IV.25b) or
52
also from the first-order system (IV.27a)–(IV.27b). But of course it must be possible
to find it also by following our systematic procedure being based upon the formal solu-
tions (IV.19a)–(IV.19b). These may be written down beyond the present example more
generally as
FR(x) =


ℓP∑
n=ℓz
ρn x
n ; (ℓP − ℓz)⇒ even; ℓz ≥ 0 (IV.28a)
ℓP∑
n=1−ℓz
ρn x
n ; (ℓP − ℓz)⇒ odd; ℓz ≤ 1 (IV.28b)
FS(x) =


ℓP∑
n=−ℓz
σn x
n ; (ℓP − ℓz)⇒ even; ℓz ≤ 0 (IV.29a)
ℓP∑
n=ℓz+1
σn x
n ; (ℓP − ℓz)⇒ odd; ℓz ≥ −1 . (IV.29b)
Because of ℓP = 3 and ℓz = 0, we have to start here with either the second-order solution
FR(x) (IV.28b) and then have to construct fS(ϑ) from the first-order equation (IV.8a),
or one can start also from FS(x) (IV.29b) and then one determines fR(ϑ) from (IV.8b).
For this situation (ℓP = 3, ℓz = 0) one finds from the recurrence formula (IV.21b) by
starting, say, with FS(x) (IV.29b)
σ3 = −4
3
σ1 (IV.30)
so that the desired second-order solution FS(x) (IV.29b) becomes specified to
FS(x) ⇒ σ1
(
x− 4
3
x3
)
(IV.31)
(ℓP = 3, ℓz = 0) .
This then yields for the corresponding angular function fS(ϑ) (IV.18b)
fS(ϑ) ⇒ σ1
(
sinϑ− 4
3
sin3 ϑ
)
(IV.32)
≡ 1
3
σ1 sin(3ϑ) .
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Of course, this function fS(ϑ) must satisfy both the second-order equation (IV.17b) and
the first-order equation (IV.8b) from which we deduce the first angular function fR(ϑ) as
fR(ϑ) ⇒ σ1
{
cosϑ− 4
3
cos3 ϑ
}
(IV.33)
≡ −1
3
σ1 cos(3ϑ) .
Finally, by means of the angular normalization condition (IV.15a) the constant σ1
becomes (up to sign) fixed to
σ1 = −3
√
2
π
, (IV.34)
so that our method of decoupled second-order equations with the results (IV.32)–(IV.33)
actually reproduces the immediate first-order result (IV.26a)–(IV.26b)! (Would we have
started with FR(x) (IV.28b)) in place of FS(x) (IV.29b), we had found both functions
fR(ϑ), fS(ϑ) being interchanged in that result (IV.26a)–(IV.26b)). Clearly, this equips
us with sufficient confidence into the second-order method (IV.20a)–(IV.20b) in order to
construct by means of it the higher angular momentum states due to ℓz = ±1,±2,±3.
For instance, for ℓ
z
= 1 (and still ℓP = 3) we have to start now from the solution
(IV.28a) of the second-order equation (IV.20a), i. e. more concretely
FR(x) = ρ1x+ ρ3x
3 (IV.35)
with the coefficient ρ3 to be taken from the recurrence formula (IV.21a) as
ρ3 = −4
3
ρ1 . (IV.36)
Thus the second-order solution FR(x) becomes explicitly
FR(x) = ρ1
(
x− 4
3
x3
)
(IV.37)
(ℓP = 3, ℓz = 1) ,
and consequently the associated angular function fR(ϑ) (IV.18a) must look as follows
fR(ϑ) = ρ1
(
sinϑ− 4
3
sin3 ϑ
)
. (IV.38)
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As a check, one is easily convinced that this function actually obeys the second-order
equation (IV.17a). Furthermore, one substitutes this angular function fR(ϑ) (IV.38) in
the first-order equation (IV.8a) and thus finds from here the associated angular function
fS(ϑ)
fS(ϑ) = −2
3
ρ1 cosϑ sin
2 ϑ (IV.39)
which, of course, must then obey the second-order equation (IV.17b). Finally, one deter-
mines again the residual coefficient ρ1 by means of the angular normalization condition
(IV.15a)
ρ1 =
√
24
π
, (IV.40)
which puts the desired solution into its final form
fR(ϑ) =
√
24
π
sin ϑ
(
1− 4
3
sin2 ϑ
)
(IV.41a)
fS(ϑ) = −2
3
√
24
π
sin2 ϑ cos ϑ (IV.41b)
(ℓP = 3, ℓz = 1) .
The residual cases for ℓz = −1,±2,±3 and ℓP = 3 can be dealt with in the same way and
the results are collected in the following table. Observe here also the realization of the
symmetries fR(ϑ) ⇒ fS(ϑ), fS(ϑ) ⇒ −fR(ϑ) being included by ℓz ⇒ −ℓz, as was
already remarked below equation (IV.17b)! (For a more systematic computation of the
angular eigenfunctions see App.D).
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ℓz fR(ϑ) fS(ϑ)
0
√
2
π
cos(3ϑ) =
√
2
π
(−3 cos ϑ+ 4 cos3 ϑ) −
√
2
π
sin(3ϑ) = −
√
2
π
(
3 sinϑ− 4 sin3 ϑ)
+ 1
√
24
π
· (sin ϑ− 4
3
sin3 ϑ
) −√ 32
3π
· sin2 ϑ cosϑ
− 1 −
√
32
3π
· sin2 ϑ cosϑ −
√
24
π
· (sinϑ− 4
3
sin3 ϑ
)
+ 2
√
80
3π
· sin2 ϑ cos ϑ −
√
16
15π
· sin3 ϑ
− 2
√
16
15π
· sin3 ϑ
√
80
3π
· sin2 ϑ cos ϑ
+ 3
√
32
5π
· sin3 ϑ 0
− 3 0 −
√
32
5π
· sin3 ϑ
As pleasant as this RST method of angular momentum quantization may appear,
there is also a somewhat critical point which refers to the case ℓ
z
= 0. Indeed for this
case of vanishing ℓz, there arises an additional singularity on the z-axis! This is readily
realized by considering the Dirac current ~kp(~r) (III.4b) which may be decomposed with
respect to the spherical polar coordinates {r, ϑ, φ} as usual
~kp =
{p}kr ·~er + {p}kϑ ·~eϑ + {p}kφ ·~eφ ,
where the components {p}kr, {p}kϑ, {p}kφ have already been specified in terms of the ampli-
tude fields by equations (III.52a)–(III.52c). Substituting therein the present parametriza-
tion of the amplitude fieldsR±,S± by means of the angular functions fR(ϑ), fS(ϑ) (IV.6a)–
(IV.6b) and the radial fields Φ˜±(r) (IV.7a)–(IV.7b), one ultimately finds that only the
azimuthal component is non-trivial and factorizes to a product form with respect to the
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spherical polar coordinates, i. e. one finds
{p}kr(r, ϑ) ≡ 0 (IV.42a)
{p}kϑ(r, ϑ) ≡ 0 (IV.42b)
{p}kφ(r, ϑ) = {p}kφ(ϑ) · {p}kφ(r) , (IV.42c)
with the azimuthal factors being given by
{p}kφ(ϑ) =
sin ϑ · [f 2R(ϑ)− f 2S(ϑ)]− 2 cosϑ · fR(ϑ)fS(ϑ)
2π sinϑ
(IV.43a)
{p}kφ(r) =
Φ˜+(r) · Φ˜−(r)
r
. (IV.43b)
Now substituting here in the angular part (IV.43a) the solution (IV.26a)-(IV.26b) for
ℓz = 0 yields
{p}kφ(ϑ)
∣∣
ℓz=0
= ± 1
π2
sin(7ϑ)
sin ϑ
, (IV.44)
and this result remains finite on the z-axis (ϑ = 0, π). Clearly, this signals the presence
of a magnetic singularity on the z-axis, cf. the curl equation (II.48). Thus the conclusion
is that for the states with ℓz = 0 the presently adopted electrostatic approximation is
possibly of limited use, and magnetism should be taken into account.
From this reason, it seems worthwile to consider also the other states with non-
vanishing ℓz. Intuitively, one expects that the centrifugal forces will press matter off
the axis of rotation (i. e. the z-axis; ϑ = 0, π) so that the (azimuthal) current density
{p}kφ(ϑ) becomes zero on the z-axis and adopts its maximal value the farer away from this
axis the larger is the value |ℓz| of angular momentum. For instance, consider the largest
possible angular momentum (i. e. ℓ
z
= ±3 for ℓP = 3) and deduce from the above table
that the corresponding azimuthal part of the current density {p}kφ(ϑ) (IV.43a) becomes
{b}kφ(ϑ)
∣∣
ℓz=±3 = ±
16
5π2
sin6 ϑ . (IV.45)
Obviously, this current density vanishes like ∼ ϑ6 when approaching the z-axis (ϑ→ 0).
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Next, turn to the case ℓ
z
= ±2 and find again from the corresponding results in the
above table for the (angular) current strength {p}kφ(ϑ) (IV.43a)
{p}kφ(ϑ)
∣∣
ℓz=±2 = ±
56
3π2
sin4 ϑ
{
1− 36
35
sin2 ϑ
}
. (IV.46)
Comparing this to the precedent result (IV.45) for ℓ
z
= ±3 we see that now for ℓ
z
= ±2
the current density vanishes somewhat slower (∼ ϑ4) for approaching the z-axis (ϑ→ 0).
Clearly, this rule is continued also to the case ℓ
z
= ±1:
{p}kφ(ϑ)
∣∣
ℓz=±1 = ±
4
π2
sin2 ϑ
{
7− 56
3
sin2 ϑ+ 12 sin4 ϑ
}
, (IV.47)
which meets with the expectation that for ℓ
z
= ±1 the current density vanishes now
slowest (i. e. ∼ ϑ2) for approaching the z-axis (ϑ→ 0), see Fig. IV.A.
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Fig. IV.A.0 Azimuthal Current Density {p}kφ(ϑ) (IV.44)
For lz = 0, the current density
{p}kφ is non-zero on the z-axis (ϑ = 0, π) which signals
the existence of a magnetic singularity just on the axis of rotation. For the ground-
state (l℘ = 0), there occurs an additional singularity of the electric type (see Fig.4b in
ref [4]). This fact might eventually be the origin of the relatively large deviation of the
RST prediction for the groundstate energy (-7,2305 [eV])) from the conventional predic-
tion of −6, 8029 . . . [eV] see equation (I.2) for n = 1. Thus the expectation is that the RST
groundstate prediction will be shifted towards its conventional counterpart by a more ad-
equate treatment of both groundstate singularities. Observe also the enlargement of the
current density close to the axis of rotation (z-axis) which keeps the angular momentum
as small as possible ( lz = 0).
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Fig. IV.A.1 Azimuthal Current Density {p}kφ(ϑ) (IV.47)
For lz = ±1, the current density {p}kφ(ϑ) takes its maximum aside of the axis of
rotation (in contrast to lz = 0, precedent figure). This may be intuitively associated
with the larger amount of angular momentum (i.e. lz = ±1 in place of lz = 0). Since
the current density vanishes now on the z-axis (ϑ = 0, π) one expects that no magnetic
singularity can occur here.
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Fig. IV.A.2 Azimuthal Current Density {p}kφ(ϑ) (IV.46)
For lz = ±2, the maximum of the current density {p}kφ(ϑ) becomes shifted farther
away from the axis of rotation (ϑ = 0, π) which may intuitively considered again to be
due to the even larger amount of angular momentum (i.e. |lz| = 2 in place of |lz| = 1,
precedent figure). The peculiarity of this specific angular distribution of charge is that the
associated quadrupole correction (IV.104c) of the spherically symmetric potential [p]A0(r)
is zero; see the discussion below equation (IV.105). The small region around ϑ = π/2 has
opposite direction of rotation.
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Fig. IV.A.3 Azimuthal Current Density {p}kφ(ϑ) (IV.45)
For lz = ±3, the maximum of the current density {p}kφ(ϑ) is now farthest away from
the axis of rotation which meets with the intuitive expectation that such a configuration
should possess the largest value lz of angular momentum due to a given value of l℘
(i.e. lz = ±l℘). Simultaneously, this specific geometry of the flow pattern generates
also the largest amount of electrostatic(!) anisotropy energy E
{e}
||| (IV.128) within an l℘-
multiplet, see the corresponding estimate (IV.129). Thus, this effect of dislocation of
charge and current to the outside regions with increasing angular momentum lz turns
out to be the origin of the elimination of the lz-degeneracy occurring in the spherically
symmetric approximation. The whole energy spectrum due to the present subset defined
by lz = ±l℘ is studied in Subsect.IV.4.
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3. Energy Functional and Principle of Minimal Energy
In order to decide whether the states due to different values of ℓz (but the same
value of ℓP) do carry the same energy, one needs an energy functional (E˜{T}, say). This
object will then be equipped with two intimately related meanings: First, its value on
any solution of the positronium eigenvalue problem (precedent subsections) yields the
binding energy of the corresponding positronium state; and second, it provides us with
the basis of the variational principle of minimal energy. This fact may then be exploited
in order to construct approximate variational solutions so that the values of the energy
functional E˜{T} on these solutions gives to us a first rough estimate of the energy spectrum
of para-positronium.
Of course, in view of its importance the construction of such an energy functional E˜{T}
has been the subject of several precedent investigations [Zitate] so that we can restrict
ourselves here to merely quoting the relevant results. In principle, the desired functional
is composed of two different kinds of contributions, i. e. the physical part E
(IV)
{T} and the
constraint terms which are neccessary in order to reproduce the right extremal equations.
Of course, the latter must then be identical with the system of eigenvalue equations.
Thus, the choice looks as follows [4]
E˜[T] = E
(IV)
[T] + 2λD · N˜D + λ(e)G · N˜ (e)G (IV.48)
with the physical part being given by
E
(IV)
[T] = 2Mc
2 · Z2P + 4 (p)Tkin + E(e)R . (IV.49)
No doubt, the more interesting part is the latter one, because for the practical purpose
of extremalizing the total functional (IV.48) one will select those trial configurations
which per se annihilate the constraints N˜D and N˜
(e)
G (see below) so that one can deal
exclusively with the physical part (IV.49), which is the sum of renormalized rest mass
energy, kinetic energy and gauge field energy. Naturally, all these different contributions
63
are to be understood as functionals of the basis RST fields (i. e. matter field Ψ and bundle
connection A); but in the course of our investigations we did reparametrize these fields
ultimately in terms of the angular functions fR(ϑ), fS(ϑ) (IV.6a)–(IV.6b), spherically
symmetric amplitude fields Φ˜±(r) (IV.7a)–(IV.7b), and electric part (p)A0(~r) of the gauge
field where we first may resort to its spherically symmetric approximation [p]A0(r) (r + |~r|).
Consequently, we first have to specify all the energy contributions in terms of these latter
fields before we can determine the energy spectrum of para-positronium, namely through
deriving great benefit from that energy functional (IV.48).
Relativistic Mass Renormalization
The first term of the physical part E
(IV)
[T] (IV.49) is not simply the rest mass energy
(2Mc2) of both particles (i. e. electron plus positron) but contains also the renormalization
factor Z2P which is defined by
Z2P +
∫
d3~r ψ¯P(~r)ψP(~r) , (IV.50)
or in terms of the Pauli spinors (p)ϕ±(~r) in place of the Dirac spinors ψP(~r) (III.49a)
Z2P =
∫
d3~r
{
(p)ϕ†+(~r)
(p)ϕ+(~r)− (p)ϕ†−(~r)(p)ϕ−(~r)
}
. (IV.51)
Inserting here the former decomposition (III.37a)–(III.37b) of the Pauli spinors with re-
spect to the bosonic spinor basis yields the renormalization factor in terms of the ampli-
tude fields (p)R±, (p)S± as
Z2P =
∫
d3~r
4π
{
(p)
∗
R+ · (p)R+ + (p)
∗
S+ · (p)S+ (IV.52)
−(p)
∗
R− · (p)R− − (p)
∗
S− · (p)S−
}
,
and since furthermore the original amplitude fields (p)R±, (p)S± have been ultimately trans-
formed to the angular functions fR(ϑ), fS(ϑ) and radial amplitudes Φ˜±(r) via the equa-
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tions (IV.4a)–(IV.4b), (IV.6a)–(IV.6b), and (IV.7a)–(IV.7b) one ends up with the follow-
ing form of the relativistic normalization factor
Z2P ⇒ Z˜2P =
∫
dΩ
4π sin ϑ
(
f 2R(ϑ) + f
2
S(ϑ)
) ∞∫
r=0
dr r
[
Φ˜2+(r)− Φ˜2−(r)
]
. (IV.53)
Thus the final form of the (renormalized) rest mass energy of the two particles is found
to appear as
2Mc2 · Z˜2P = 2Mc2 ·
∞∫
0
dr r
[
Φ˜2+(r)− Φ˜2−(r)
]
, (IV.54)
provided one agrees to apply here the separate angular normalization condition (IV.15a).
Since (for the present prelimary estimate of the positronium spectrum) we will be sat-
isfied with the non-relativistic approximation, we have to reveal now the non-relativistic
limit of the renormalization factor Z˜2P (IV.54). For this purpose, one might perhaps be
tempted to simply neglect completely the “negative” constituent Φ˜−(r) of the amplitude
field and consider the “positive” constituent Φ˜+(r) as the true non-relativistic approxi-
mation. However, such an argument would be somewhat too superficial. Actually, we
have to observe here that for the relativistic treatment the “negative” constituent Φ˜−(r)
is needed in order to obey the radial normalization condition (IV.15b). Even if we take
the viewpoint that
∣∣∣Φ˜−(r)∣∣∣ is always much smaller than ∣∣∣Φ˜+(r)∣∣∣, it cannot be neglected
for the transition to the non-relativistic limit! Thus we have to keep in view Φ˜−(r) at least
approximately; and we do this by solving (approximately) the first eigenvalue equation
(IV.9a) for Φ˜−(r) in the following form
Φ˜−(r) ≃ ~
2Mc
·
(
d
dr
−ℓP
r
)
Φ˜+(r) (IV.55)
where the mass eigenvalue M∗ is (approximately) identified with the rest mass M of the
particles. Next, substituting this result for Φ˜−(r) in the radial normalization condition
(IV.15b) yields
∞∫
r=0
dr r Φ˜2+(r) = 1−
(
~
2Mc
)2 ∞∫
0
dr


(
dΦ˜+(r)
dr
)2
+
ℓ2P
r2
· Φ˜2+(r)

 , (IV.56)
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and thus the radial part of the renormalization factor Z˜P (IV.53) becomes
∞∫
0
dr r
[
Φ˜2+(r)− Φ˜2−(r)
]
≃ 1− 2
(
~
2Mc
)2 ∞∫
0
dr r


(
dΦ˜+(r)
dr
)2
+
ℓ2P
r2
· Φ˜2+(r)

 .
(IV.57)
So we see that the non-relativistic approximation of the mass renormalization term (IV.53)
is not built up only of the particle rest mass energy (Mc2) but also of the non-relativistic
kinetic energy (p)Ekin, i. e. we find
Mc2 Z˜2P ⇒ Mc2 −
∫
dΩ
4π sinϑ
(
f 2R(ϑ) + f
2
S(ϑ)
) · (p)Ekin[Φ] = Mc2 − (p)Ekin[Φ] (IV.58a)
(p)Ekin[Φ] +
~
2
2M
∞∫
0
dr r


(
dΦ˜+(r)
dr
)2
+
ℓ2P
r2
· Φ˜2+(r)

 . (IV.58b)
This result is interesting in so far as it says that the rest mass contribution (first
term) to the physical energy E
(IV)
[T] (IV.49) actually is the proper rest mass energy minus
the non-relativistic kinetic energy (p)Ekin. This is the reason why the physical energy
E
(IV)
[T] (IV.49) (for two particles!) contains the four-fold kinetic energy
(p)T˜kin of a single
particle, namely in order that the two-fold negative kinetic energy in the rest mass term
2Mc2 · Z˜2P (IV.58a) can be compensated for. Clearly, for the non-relativistic form E˜[T] of
the relativistic E˜[T] (IV.48) we can omit that ordinary rest mass term (2Mc
2) because it
does not take part in the dynamics at all.
Kinetic Energy
The second physical contribution to the energy functional E˜[T] (IV.48)–(IV.49) is four
times the one-particle kinetic energy (p)T˜kin. Analogously to the precedent case of the rest
mass energy, this contribution must now also be expressed in terms of the fields Φ˜± and
fR(ϑ), fS(ϑ). To this end, it is very convenient and also instructive to subdivide the total
kinetic energy (p)T˜kin into three parts which are associated with the motion along the three
spatial directions being specified by the spherical polar coordinates r, ϑ, φ:
(p)Tkin =
(p)Tr +
(p)Tϑ +
(p)Tφ . (IV.59)
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Turning here first to the radial part (p)T˜r one is easily convinced that this energy contri-
bution is itself the sum of two terms
(p)Tr =
(p)Tr[R] + (p)Tr[S] , (IV.60)
where the first one is built up solely by the amplitudes (p)R˜±(r, ϑ) (IV.4a)
(p)Tr[R] ⇒ (p)T˜r[R] =~c
4
∫
d2~r
{
(p)R˜−(r, ϑ) · ∂
∂r
(p)R˜+(r, ϑ) (IV.61)
−(p)R˜+(r, ϑ) · ∂
∂r
(p)R˜−(r, ϑ)−
(p)R˜+(r, ϑ) · (p)R˜−(r, ϑ)
r
}
,
(d2~r + r dr dϑ)
and the second term (p)T˜r[S] looks identical apart from the replacement (p)R˜±(r, ϑ) ⇒
(p)S˜±(r, ϑ). Thus we are merely left here with the task to apply the last transformations
(IV.6a)–(IV.7b) which then ultimately brings the total kinetic energy (p)T˜r of the radial
type (IV.60) to the following form
(p)T˜r =
~c
4
π∫
0
dϑ
[
f 2R(ϑ) + f
2
S(ϑ)
] ∞∫
0
dr r
{
Φ˜−(r) · dΦ˜+(r)
dr
(IV.62)
−Φ˜+(r) · dΦ˜−(r)
dr
− Φ˜+(r) · Φ˜−(r)
r
}
.
Properly speaking, the product ansatz (IV.6a)–(IV.7b) represents a kind of pre-
selection among all the possible matter field configurations so that the radial kinetic
energy (IV.62) becomes a functional of only four very restricted functions of r and ϑ,
i. e. Φ˜±(r) and fR(ϑ), fS(ϑ). But it is also possible to go one step further by demanding
that the angular functions obey the normalization condition (IV.15a) which may also be
written as
N˜f +
1
2
π∫
0
dϑ
(
f 2R(ϑ) + f
2
S(ϑ)
)− 1 = 0 . (IV.63)
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In this case, the radial kinetic energy (p)T˜r becomes reduced to a function of Φ˜±(r), i. e.
(p)T˜r ⇒ (p)T˜r[Φ] = ~c
2
∞∫
0
dr r
{
Φ˜+(r) · dΦ˜+(r)
dr
−Φ˜+(r) · dΦ˜−(r)
dr
(IV.64)
−Φ˜+(r) · Φ˜−(r)
r
}
,
so that the extremalization procedure (due to the principle of minimal energy) can refer
only to the amplitudes Φ˜±(r). On the other hand, one may prefer to subject the energy
functional also to the extremalization with respect to the angular functions fR(ϑ), fS(ϑ)
which then has the consequence that we have to work with the original functional (p)T˜r
(IV.62) but have to add in this case the angular normalization condition (IV.63) as a con-
straint. Observe also that the radial normalization condition (IV.15b) has to be satisfied
in any case.
Next, the energy (p)T˜ϑ due to the longitudinal motion is found to appear in terms of
the amplitude fields (p)R˜±, (p)S˜± in the following form:
(p)T˜ϑ =
~c
4
∫
d2~r
r
{
(p)R˜−(r, ϑ) · ∂
∂ϑ
(p)S˜+(r, ϑ)− (p)S˜+(r, ϑ) · ∂
∂ϑ
(p)R˜−(r, ϑ) (IV.65)
+(p)R˜+(r, ϑ) · ∂
∂ϑ
(p)S˜−(r, ϑ)− (p)S˜−(r, ϑ) · ∂
∂ϑ
(p)R˜+(r, ϑ)
}
.
If the former product ansatz (IV.6a)–(IV.7b) is again introduced herein, one finally ends
up with the longitudinal analogue (p)T˜ϑ of the radial energy
(p)T˜r (IV.62), i. e.
(p)T˜ϑ =
~c
2
π∫
0
dϑ
[
fR(ϑ) · d fS(ϑ
dϑ
− fS(ϑ) · d fR(ϑ)
dϑ
] ∞∫
0
dr Φ˜+(r) · Φ˜−(r) . (IV.66)
Finally, the azimuthal part (p)T˜φ of the kinetic energy
(p)T˜kin (IV.59) is found as
(p)T˜φ =
~c
2
ℓz
∫
d2~r
r
{
(p)S˜+(r, ϑ) · (p)S˜−(r, ϑ)− (p)R˜+(r, ϑ) · (p)R˜−(r, ϑ) (IV.67)
+ cotϑ
[
(p)R˜+(r, ϑ) · (p)S˜−(r, ϑ) + (p)R˜−(r, ϑ) · (p)S˜+(r, ϑ)
]}
,
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or by applying again those transformations (IV.6a)–(IV.7b)
(p)T˜φ =
~c
2
ℓz
π∫
0
dϑ
{
f 2S(ϑ)− f 2R(ϑ) + 2 cotϑfR(ϑ)fS(ϑ)
} ∞∫
0
dr Φ˜+(r) · Φ˜−(r) . (IV.68)
Electric Interaction Energy
According to the principle of minimal coupling, the interaction of both particles occurs
via the gauge potential Aµ, cf. (II.3)–(II.5); but since we are dealing with non-identical
particles and do also neglect the magnetic forces we have to observe merely the electric
part (p)A0(~r) of the non-Abelian bundle connection Aµ. Moreover, recall that we are
presently satisfied with the spherically symmetric approximation where the interaction
potential (p)A0(~r) is assumed to depend only upon the radial variable r of the spherical
polar coordinates (i. e. we put (p)A0(~r) ⇒ [p]A0(r)). The interaction energy can now be
expressed by the interaction potential [p]A0(r) in two different ways. The first possibility
consists in identifying the interaction energy with the gauge field energy (E
[e]
R , say) due
to the electro-static potential [2]
E
(e)
R = −
~c
4παs
∫
d3~r
∣∣∣∣∣∣~∇(p)A0(~r)∣∣∣∣∣∣2 (IV.69)
which becomes simplified in our electrostatic approximation to
E
(e)
R ⇒ E[e]R = −
~c
αs
∞∫
0
dr r2
(
d [p]A0(r)
dr
)2
. (IV.70)
The second possibility refers to the “mass equivalent” of the gauge field energy E
(e)
R
which is defined in the following general way
M (e)c2 = −~c
∫
d3~r (p)A0(~r) · (p)k0(~r) , (IV.71)
i. e. in the special case of our spherically symmetric approximation
M (e)c2 ⇒ M˜ [e]c2 = −~c
∫
dΩ {p}k0(ϑ)
∞∫
0
dr r2 [p]A0(r) · {p}k0(r) , (IV.72)
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where we have already made use of the factorization (IV.14) of the charge density {p}k0(~r).
Here it is also reasonable to apply the angular normalization condition (IV.15a) so that
the mass equivalent M˜ [e]c2 (IV.72) appears in its final form as
M˜ [e]c2 = −~c
∞∫
0
dr r [p]A0(r) ·
[
Φ˜2+(r) + Φ˜
2
−(r)
]
. (IV.73)
By this procedure, the angular functions fR(ϑ), fS(ϑ) disappear from the mass equivalent
quite similarly to the situation with the kinetic energy (p)T˜r. Therefore we have to include
the angular normalization condition (IV.63) as an extra constraint for the subsequent
principle of minimal energy. But the crucial point with the mass equivalent M˜ [e]c2 is now
that it must be identical to the gauge field energy E
[e]
R (IV.70) which may be reformulated
as a further constraint for the variational principle:
N˜
[e]
G + E
[e]
R − M˜ [e]c2 = 0 . (IV.74)
Relativistic Principle of Minimal Energy
Collecting now all the results, we find that our original energy functional E˜[T] (IV.48)
reappears in its final form (but restricted to the electrostatic and spherically symmetric
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approximation) as follows:
E˜[T] ⇒ E˜f[φ] =2Mc2 ·
∞∫
0
dr r
[
Φ˜2+(r)− Φ˜2−(r)
]
(IV.75)
+2~c
∞∫
0
dr r
{
Φ˜−(r) · d Φ˜+(r)
dr
− Φ˜+(r) · d Φ˜−(r)
dr
− Φ˜+(r) · Φ˜−(r)
r
}
+2~c
π∫
0
dϑ
[
fR(ϑ) · d fS(ϑ)
dϑ
− fS(ϑ) · d fR(ϑ)
dϑ
] ∞∫
0
dr Φ˜+(r) · Φ˜−(r)
+2ℓz~c
π∫
0
dϑ
{
f 2S(ϑ)− f 2R(ϑ) + 2 cotϑ fR(ϑ)fS(ϑ)
} ∞∫
0
dr Φ˜+(r) · Φ˜−(r)
− ~c
αs
∞∫
0
dr r2
(
d [p]A0(r)
dr
)2
+ λ
(e)
G · N˜ [e]G + 2λf · N˜f + 2λD · N˜Φ .
In this result, one recognizes the original form (IV.48)–(IV.49) of the energy functional E˜[T]
in a more elaborate form: the last three terms are the constraints, where the normalization
(IV.13) of the density (p)k0(~r) in the constraint form
ND +
∫
d3~r (p)k0(~r)− 1 = 0 , (IV.76)
with the Langrangean multiplier 2λD, is split up into the separate angular normalization
constraint (IV.63) and its radial analogue
N˜Φ +
∫
dr r
[
Φ˜2+(r) + Φ˜
2
−(r)
]
− 1 = 0 . (IV.77)
Of course, the latter constraint is nothing else than the radial normalization condition
(IV.15b). The associated Langrangean multipliers are denoted by λf and λD, resp. All
other terms in the final form (IV.75) of the energy functional E˜[T] do refer to its physical
part E
(IV)
[T] (IV.49), i. e. the sum of the (renormalized) rest mass energy (IV.54), three
kinds of kinetic energy (IV.64), (IV.66), (IV.68), and the gauge field energy (IV.70).
Once the right energy functional is written down, one can look now for the extremal-
izing configurations in order to check whether the system of eigenvalue equations is really
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reproduced. First, turn to the extremal configurations of E˜[Φ] (IV.75) with respect to
the angular functions fR(ϑ) and fS(ϑ) and find just those first-order equations (IV.8a)–
(IV.8b), provided the Langrangean multiplier λf is identified with the quantum number
ℓP in the following way
λf
2~c
∞∫
0
dr Φ˜+(r) · Φ˜−(r)
= ℓP . (IV.78)
Next, one wishes to look for the extremal equations for the amplitudes Φ˜±(r) and for
the potential [p]A0(r). But for this purpose it is very convenient to first eliminate the
angular functions fR(ϑ), fS(ϑ) from the energy functional E
f
[Φ] (IV.75), namely just by
use of their extremal equations (IV.8a)–(IV.8b). In this way, one is left with the reduced
functional E˜[Φ] which then acts only over the configuration space of the amplitudes Φ˜±(r)
and the potential (p)A0(r):
E˜[Φ] =2Mc
2
∞∫
0
dr r
[
Φ˜2+(r)− Φ˜2−(r)
]
− ~c
αs
∞∫
0
dr r2
(
d [p]A0(r)
dr
)2
(IV.79)
+2~c
∞∫
0
dr r
{
Φ˜−(r) · d Φ˜+(r)
dr
− Φ˜+(r) · Φ˜−(r)
dr
− (1 + 2ℓP) · Φ˜+(r) · Φ˜−(r)
r
}
+λ
(e)
G · N˜ [e]G + 2λD · N˜Φ .
Observe here again, that the constraints appear in the third line; all other terms are
of truly physical nature, i. e. the rest mass energy and the electrostatic interaction energy
(first line) and the kinetic energy (second line). Together with the angular functions
fR(ϑ), fS(ϑ) there has also disappeared the quantum number ℓz of angular momentum
which says that the energy does not explicitly depend on ℓz; however, there is of course
an indirect dependence on ℓz via the interaction potential
[p]A0(r). The reason for this is
that the potential [p]A0(r) depends on the electrostatic charge distribution
(p)k0(r, ϑ), see
the Poisson equation (IV.10), which takes account of the angular functions fR(ϑ), fS(ϑ)
and therefore also of the quantum number ℓz. Consequently we have to expect a certain
lifting of the energy degeneracy with respect to angular momentum ℓz!
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But concerning our reduced functional E˜[Φ] (IV.79), it is now a standard variational
procedure to reproduce from it the system of eigenvalue equations: the extremaliza-
tion with respect to the amplitude fields Φ˜±(r) generates the mass eigenvalue equations
(IV.9a)–(IV.9b), with the Langrangean multiplier λD being given by
λD = −M∗c2 . (IV.80)
However, since we are satisfied for the moment with the spherically symmetric approx-
imation, the extremalization of E˜[Φ] (IV.79) with respect to the gauge potential
[p]A0(r)
does of course not yield the Poisson equation (IV.10) but rather the spherically symmetric
approximation thereof:
∆r
[p]A0(r) = −αs · Φ˜
2
+(r) + Φ˜
2
−(r)
r
. (IV.81)
This may be understood as a kind of angular average (over the two-sphere) of the original
Poisson equation (IV.10).
The spherically symmetric Poisson equation (IV.81) closes now the present RST eigen-
value problem in the spherically symmetric and electrostatic approximation. Its formal
solution is given by
[p]A0(r) =
αs
4π
∫
d3~r ′
r′
Φ˜2+(r
′) + Φ˜2−(r
′)
||~r − ~r ′|| (IV.82)
which may be used in order to calculate the potential [p]A0(r) in terms of the amplitude
fields Φ˜±(r). For the latter fields one may try some ansatz, as realistic as possible, and may
then substitute the result of integration [p]A0(r) in the energy functional E˜[Φ] (IV.79) in
order to determine the ansatz parameters in the trial amplitudes through extremalization
of E˜[Φ]. The result of this procedure would then be the desired energy spectrum (see
below). However, a somewhat better picture of this spectrum will surely be attained if we
succeed to go (at least partially) beyond the spherically symmetric approximation [p]A0(r).
For this purpose, one may reconsider the original Poisson equation (IV.10) whose formal
solution is given by equation (IV.11). Clearly, one expects that if we will be able to use
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that anisotropic potential (p)A0(~r) (IV.11) in place of its isotropic aproximation
[p]A0(r)
(IV.82), then we will get an improved energy spectrum (see below). The improvement
must especially help to clarify the existence of an energetic degeneracy of the states due
to different quantum numbers ℓz but the same ℓP .
Non-Relativistic Energy Functional
Up to now, our line of arguments referred always to the relativistic situation; but the
main purpose of the present paper aims at the deviations of the RST predictions from the
conventional non-relativistic spectrum (I.2) (a comparison of the relativistic corrections
between both theoretical frameworks must be deferred to a later study). Therefore one
is now first interested in the non-relativistic approximation to both the energy functional
E˜[Φ] (IV.79) and its extremal equations (i. e. the non-relativistic form of the eigenvalue
equations (IV.9a)–(IV.9b) in combination with the Poisson equation (IV.10)). Of course,
one will demand from reasons of internal consistency that the wanted non-relativistic
field equations should represent just the extremal equations due to the non-relativistic
form of the energy functional. Thus we will first look now for the non-relativistic energy
functional (E˜[Φ], say) by working out the non-relativistic form of its individual energy
contributions.
The non-relativistic form of the first contribution to the relativistic functional E˜[Φ]
(IV.79), i. e. the renormalized rest mass energy, has already been determined by equation
(IV.58a) and ultimately appeared in the following form:
2Mc2Z2P ⇒ 2Mc2 − 2 (p)Ekin[Φ] , (IV.83)
namely by making use of the angular normalization condition (IV.15a). Here, the non-
relativistic kinetic one-particle energy (p)Ekin is specified by equation (IV.58b) for which
the “negative” Pauli amplitude Φ˜−(r) has simply been neglected. Indeed, this amplitude
can be eliminated completely for passing over to the non-relativistic approximation so
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that we can deal here exclusively with the “positive” Pauli component Φ˜+(r), being
henceforth simply rewritten as Φ˜(r). Thus the non-relativistic one-particle energy (p)Ekin
appears simply as
(p)Ekin[Φ] =
~
2
2M
∞∫
0
dr r


(
d Φ˜(r)
dr
)2
+ ℓ2P ·
Φ˜2(r)
r2

 . (IV.84)
The second energy contribution to the functional E˜[Φ] (IV.79) (first line) is the elec-
trostatic gauge field energy E
[e]
R (IV.70), which is built up exclusively by the electrostatic
potential [p]A0(r). Therefore this term does not at all change its formal appearance for
the transcription to the non-relativistic situation. But, of course, the relativistic (p)A0(r)
cannot preserve its functional form for the non-relativistic approach. Indeed, it is easy to
deduce this desired non-relativistic form from its relativistic predecessor (IV.82); namely
by simply omitting again the “negative” Pauli component Φ˜−(r)
(
Φ˜+(r) ⇒ Φ˜(r)
)
[p]A0(r) =
αs
4π
∫
d3 ~r ′
r′
Φ˜2(r′)
||~r − ~r ′|| , (IV.85)
see the corresponding remarks above equation (IV.84). However, one must not forget here
the fact that both potentials [p]A0(r) (IV.82) and (IV.85) are a consequence of the spher-
ically symmetric assumption
(
(p)A0(~r) ⇒ [p]A0(r)
)
. Subsequently we will go one step
further beyond this spherically symmetric approximation, namely be expanding the orig-
inal anisotropic potential (p)A0(~r) (IV.11) around the isotropic potential
[p]A0(r) (IV.85).
But for the moment we are satisfied with merely deducing the non-relativistic approxi-
mation of the relativistic functional E˜[Φ] (IV.79) within the framework of the spherically
symmetric approximation.
The last contribution of physical nature to the energy E˜[Φ] (IV.79) is the kinetic energy
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(p)T˜kin [Φ] (second line)
(p)T˜kin [Φ] = 2 ~c
∞∫
0
dr r
{
Φ˜−(r) · d Φ˜+(r)
dr
− Φ˜+(r) · d Φ˜−(r)
dr
(IV.86)
− (1 + 2 ℓP) Φ˜+(r) · Φ˜−(r)
r
}
.
The non-relativistic version hereof can easily be obtained by simply solving (approxi-
mately) the first eigenvalue equation (IV.9a) with respect to Φ˜−(r) as
Φ˜−(r) ≃ ~
2Mc
{
d Φ˜+(r)
dr
− ℓP
r
· Φ˜+(r)
}
(IV.87)
and then substituting this into the second eigenvalue equation (IV.9b) which yields the
four-fold non-relativistic kinetic energy (p)Ekin[Φ] (IV.58b):
(p)T˜kin [Φ] ⇒ 4 (p)Ekin[Φ] (IV.88)
=
2 ~2
M
∞∫
0
dr r


(
d Φ˜(r)
dr
)2
+
ℓ2P
r2
· Φ˜2(r)

 .
Finally, it remains to consider also the non-relativistic forms of the constraints for the
principle of minimal energy (see last line of equation (IV.79)). The relativistic Poisson
constraint N˜
[e]
G (IV.74) is nothing else than the difference of the electrostatic field energy
E
[e]
R (IV.70) and its mass equivalent M˜
[e]c2 (IV.73). The non-relativistic version (M˜[e]c2,
say) of the mass equivalent is obtained again by simply omitting the “negative” Pauli
amplitude Φ˜−(r) and putting Φ˜+(r)⇒ Φ˜(r):
M˜ [e]c2 ⇒ M˜[e]c2 + −~c
∞∫
0
dr r [p]A0(r) Φ˜
2(r) , (IV.89)
so that the non-relativistic Poisson constraint (N˜
[e]
G ) reads
N˜
[e]
G ⇒ N˜[e]G + E[e]R − M˜[e]c2 = 0 . (IV.90)
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And finally, the non-relativistic normalization term (N˜Φ) due to its relativistic predecessor
N˜Φ (IV.77) must evidently look as follows
N˜Φ ⇒ N˜Φ +
∞∫
0
dr r Φ˜2(r)− 1 = 0 . (IV.91)
Thus, collecting all the non-relativistic contributions, one ultimately finds for the non-
relativistic approximation E˜[Φ] of the relativistic case E˜[Φ] (IV.79):
E˜[Φ] ⇒ E˜[Φ] = 2 (p)Ekin[Φ] + E[e]R + λ(e)G · N˜[e]G + 2 λs · N˜Φ (IV.92)
(here the Langrangean multiplier λs is to be understood as the non-relativistic version of
λD). Observe also again that the proper rest mass energy 2Mc
2 is omitted (because of
its dynamical ineffectiveness) and that the relativistic renormalized rest energy 2MZ2P
combines with the four-fold relativistic kinetic energy (p)T˜kin, cf. (IV.86), just to the
two-fold non-relativistic single-particle energy (p)Ekin[Φ], as it must be expected for a two-
particle system. Clearly, this supports the intrinsic consistency of the relativistic and
non-relativistic versions of our energy functional.
Spherically Symmetric Eigenvalue Equations
A further consistency test refers to the extremal equations of the non-relativistic func-
tional E˜[Φ] (IV.92). Indeed, one expects here that those extremal equations will coin-
cide with the non-relativistic approximation of the relativistic eigenvalue system (IV.9a)–
(IV.9b) to be complemented by the non-relativistic version of the relativistic Poisson
equation (IV.81), i. e.
∆ [p]A0(r) = −αs Φ˜
2(r)
r
, (IV.93)
which has the formal solution displayed by equation (IV.85). But indeed, it is easy to see
that this consistency test is positive: the extremalization of the present non-relativistic
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functional E˜[Φ] (IV.92) with respect to the amplitude field Φ˜(r) generates the following
Schro¨dinger-like equation
− ~
2
2M
(
d2
dr2
+
1
r
d
dr
)
Φ˜(r) +
~
2
2Mr2
ℓ2P · Φ˜(r)− ~c [p]A0(r) · Φ˜(r) = −λs · Φ˜(r) , (IV.94)
and furthermore the extremalization with respect to the gauge potential [p]A0(r) lets
emerge just the spherically symmetric Poisson equation (IV.93). On the other hand,
we can deduce also this Schro¨dinger-equation (IV.94) as well directly from the rela-
tivistic eigenvalue system (IV.9a)–(IV.9b): for this purpose, resort again to the former
equation (IV.87) and substitute this into the second equation (IV.9b) in order to find(
Φ˜+(r)⇒ Φ˜(r)
)
− ~
2
2M
(
d2
dr2
+
1
r
d
dr
)
Φ˜(r) +
~
2
2Mr2
ℓ2P · Φ˜(r)− ~c [p]A0(r) · Φ˜(r) (IV.95)
= (M∗ −M) c2 · Φ˜(r) .
Comparing this result to the former one (IV.94) yields the identification of the non-
relativistic Lagrangean multiplier λs with the difference of mass energies
λs = (M −M∗) c2 + −E∗ , (IV.96)
i. e. the non-relativistic multiplier λs plays the part of the Schro¨dinger eigenvalue E∗ in
the Schro¨dinger-like equation (IV.95).
The present spherically symmetric approach to the positronium eigenvalue problem,
consisting of the equations (IV.92)–(IV.96) has been used in order to get a first rough esti-
mate of the energy spectrum [3]; and it has been found that the corresponding predictions
deviate from the conventional predictions (I.2) by some 5 – 10%. This result is not too
bad, especially when one recalls that it came about by neglecting the anisotropy of the
interaction potential (p)A0(~r). But in the strict sense, this potential cannot be spherically
symmetric, not even for the product ansatz described by the equations (IV.4a)–(IV.4b),
(IV.6a)–(IV.6b) and (IV.7a)–(IV.7b), see the integral representation (IV.11) in terms of
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the charge density (p)k0(~r). This anisotropy of
(p)A0(~r) does exist also for all the excited
states even if they have vanishing z-component of angular momentum ( ℓz = 0, ℓP ≥ 0).
Therefore, if we wish to get a more accurate RST prediction of the positronium spectrum
(especially for ℓz 6= 0), we have to regard also the anisotropy of that interaction potential
(p)A0(~r), at least in some approximative sense.
Anisotropic Interaction Potential
The point of departure for studying the anisotropy in question is, of course, the integral
representation (IV.11) of (p)A0(~r), which in the non-relativistic approximation becomes
simplified to
{p}A0(r, ϑ) = αs
∫
dΩ′
4π
f 2R(ϑ
′) + f 2S(ϑ
′)
sin ϑ′
∞∫
0
dr′ r′
Φ˜2(r′)
||~r − ~r ′|| . (IV.97)
For the subsequent expansion of this anisotropic potential with respect to the magni-
tude of anisotropy it is very helpful to first clarify its relation to the spherically symmetric
approximation [p]A0(r) (IV.85). To this end, consider the average of the anisotropic po-
tential {p}A0(r, ϑ) over the 2-sphere; indeed, for this one finds by explicitly integrating
over the solid angle Ω:∫
dΩ
4π
{p}A0(r, ϑ) =
∫
dΩ′
4π
f 2R(ϑ
′) + f 2S(ϑ
′)
sinϑ′
· [p]A0(r) = [p]A0(r) (IV.98)
where one has made use also of the angular normalization condition (IV.15a). Thus,
restating this result because of its importance for the subsequent perturbation expansion,
we note down for our spherically symmetric approximation
[p]A0(r) ≡
∫
dΩ
4π
{p}A0(r, ϑ) . (IV.99)
This namely suggests to define the anisotropic part Aan(r, ϑ) of {p}A0(r, ϑ) as just its
deviation from the spherically symmetric approximation, i. e. we put [1]
{p}A0(r, ϑ) = [p]A0(r) + Aan(r, ϑ) . (IV.100)
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Or conversely, combining both integral representations (IV.85) and (IV.97) one gets the
following integral representation for the anisotropic part:
Aan(r, ϑ) = {p}A0(r, ϑ)− [p]A0(r) (IV.101)
= αs
∫
dΩ′
4π
[
f 2R(ϑ
′) + f 2S(ϑ
′)
sinϑ′
− 1
] ∞∫
0
dr′ r′
Φ˜2(r′)
||~r − ~r ′|| .
Would we neglect here the angular dependence of the radial (i. e. the last) integral,
then we would find the anisotropic part vanishing (Aan(r, ϑ)⇒ 0) and thus the potential
{p}A0(r, ϑ) (IV.97) would coincide with its spherically symmetric approximation [p]A0(r).
Therefore the angular dependence of {p}A0(r, ϑ) (IV.97) comes about through the regard of
the angular dependence of the radial integral! This fact may now be exploited in order to
establish a perturbation expansion of the anisotropic part Aan(r, ϑ) (IV.101) with respect
to the magnitude of the anisotropy, namely just by constructing such an expansion for
that radial integral.
The point of departure for the wanted perturbation series is the following expansion
of the denominator in the radial part of (IV.101)
1
||~r − ~r ′|| =
1(
r2 + r′2
) 1
2
+
r · r′(
r2 + r′2
) 3
2
(
~ˆr • ~ˆr ′
)
+
3
2
r2 · r′2(
r2 + r′2
) 5
2
(
~ˆr • ~ˆr ′
)2
(IV.102)
+
5
2
r3 · r′3(
r2 + r′2
) 7
2
(
~ˆr • ~ˆr ′
)3
+
35
8
r4 · r′4(
r2 + r′2
) 9
2
(
~ˆr • ~ˆr ′
)4
+ . . .
Substituting this series expansion into the integral representation (IV.101) for the anisotropic
part Aan(r, ϑ) yields an expansion of the following kind:
Aan(r, ϑ) = {p}AI(ϑ) · {p}AI(r) + {p}AII(ϑ) · {p}AII(r) + {p}AIII(ϑ) · {p}AIII(r) (IV.103)
+ {p}AIV(ϑ) · {p}AIV(r) + {p}AV(ϑ) · {p}AV(r) + . . .
Here, the angular pre-factors in front of the radial auxiliary potentials {p}AI(r), {p}AII(r),
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{p}AIII(r) depend on the angular functions fR(ϑ), fS(ϑ) in the following way
{p}AI(ϑ) +
∫
dΩ′
4π
[
f 2R(ϑ
′) + f 2S(ϑ
′)
sinϑ′
− 1
]
≡ 0 (IV.104a)
{p}AII(ϑ) +
∫
dΩ′
4π
(
~ˆr • ~ˆr ′
) [f 2R(ϑ′) + f 2S(ϑ′)
sinϑ′
− 1
]
≡ 0 (IV.104b)
{p}AIII(ϑ) +
3
2
∫
dΩ′
4π
(
~ˆr • ~ˆr ′
)2 [f 2R(ϑ′) + f 2S(ϑ′)
sin ϑ′
− 1
]
(IV.104c)
i.e. for l℘ = 3:
{p}AIII(ϑ) =


12
32
[
cos2 ϑ− 1
3
]
, ℓz = 0
9
32
[
cos2 ϑ− 1
3
]
, ℓz = ±1
0 , ℓz = ±2
−15
32
[
cos2 ϑ− 1
3
]
, ℓz = ±3
(the result for lz = 0 does hold for any l℘, see App.B).
As a check of the results for these angular pre-factors, one deduces from the combina-
tion of equations (IV.99) and (IV.100) that their angular average must vanish, i. e.∫
dΩ {p}AIII(ϑ) =
∫
dΩ {p}AV(ϑ) = . . . = 0 . (IV.105)
This is trivially satisfied for {p}AIII(ϑ) (IV.104c) with ℓz = ±2; indeed the vanishing of
{p}AIII(ϑ) for ℓz = ±2 says that in this case the spherically symmetric approximation
[p]A0(r) is a very good approximation and corrections can arise only in the higher pertur-
bation orders. This circumstance equips the spherically symmetric approximation with
additional relevance, since its predictions remain partially true even in the first order of
perturbation. Observe also that the first non-trivial order of anisotropic perturbation is
of the third kind (IV.104c); the first two correction terms {p}AI(ϑ) (IV.104a) and {p}AII(ϑ)
(IV.104b) must always vanish.
For the radial correction factors {p}AI(r), {p}AII(r), . . . of the anisotropic part Aan(r, ϑ)
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(IV.103) one obtains the following results [1]
{p}AI(r) = αs ·
∞∫
0
dr′
r′ · Φ˜2(r′)(
r2 + r′2
) 1
2
(IV.106a)
{p}AII(r) = αs · r
∞∫
0
dr′
r′2 · Φ˜2(r′)(
r2 + r′2
) 3
2
(IV.106b)
{p}AIII(r) = αs · r2
∞∫
0
dr′
r′3 · Φ˜2(r′)(
r2 + r′2
) 5
2
(IV.106c)
{p}AIV(r) = αs · r3
∞∫
0
dr′
r′4 · Φ˜2(r′)(
r2 + r′2
) 7
2
(IV.106d)
{p}AV(r) = αs · r4
∞∫
0
dr′
r′5 · Φ˜2(r′)(
r2 + r′2
) 9
2
(IV.106e)
...
After having selected some trial amplitude Φ˜(r), one could in principle explicitly cal-
culate these radial potentials in terms of the ansatz parameters contained in the selected
trial amplitude. However, our method of approximation just consists in leaving unspeci-
fied these (non-trivial) radial correction potentials {p}AIII(r), {p}AV(r) etc. and determining
them through solving their extremal equations due to the principle of minimal energy.
Thus, the next step must concern the reformulation of the energy functional E˜[Φ] (IV.92)
in terms of the chosen set of field variables Φ˜(r), [p]A0(r),
{p}AIII(r). For a first rough
estimate of the para-spectrum we restrict ourselves to the first non-trivial anisotropic cor-
rection
(∼ {p}AIII(r)), i. e. we let the expansion (IV.103) of {p}Aan(r, ϑ) stop at the third
term:
{p}Aan(r, ϑ) ≃ {p}AIII(ϑ) · {p}AIII(r) . (IV.107)
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Energy of the Anisotropic Gauge Fields
In order to get a first impression of the anisotropic effects we still retain the spherical
symmetry for the non-relativistic amplitude field Φ˜(r) but we regard now the anisotropic
effect on the electrostatic gauge field energy E
(e)
R
(
⇒ E{e}R
)
and its mass equivalent
M
(e)c2
(
⇒ M˜{e}c2
)
. The reason is that we think those effects to be the leading ones
concerning the expansion of all fields with respect to the magnitude of anisotropy.
The starting point for the calculation of the “anisotropic” gauge field energy E
{e}
R is
(IV.69). Inserting therein the present decomposition (IV.100) of the anisotropic potential
{p}A0(r, ϑ) with the anisotropic part Aan(r, ϑ) (IV.103) yields an analogous decomposition
of the gauge field energy E
{e}
R (IV.69) into a “spherically symmetric” part E
[e]
R (IV.70)
and an “anisotropic” part E
{e}
an , i. e.
E
{e}
R = −
~c
4παs
∫
d3~r
∣∣∣∣∣∣~∇ {p}A0(r, ϑ)∣∣∣∣∣∣2 = E[e]R + E{e}an , (IV.108)
where the “anisotropic” part E
{e}
an is given in terms of the radial correction potential
{p}AIII(r) by
E{e}an ⇒ E{e}III = −
~c
αs

(p)e3 ·
∞∫
0
dr r2
(
d {p}AIII(r)
dr
)2
+ (p)f3 ·
∞∫
0
dr
({p}AIII(r))2

 ,
(IV.109)
since we are satisfied for the moment with the third-order approximation. Here, the
coefficients (p)e3 and
(p)f3 are determined by the angular correction potential
{p}AIII(ϑ)
through
(p)e3 +
∫
dΩ
4π
({p}AIII(ϑ))2 (IV.110a)
(p)f3 +
∫
dΩ
4π
(
d {p}AIII(ϑ)
dϑ
)2
. (IV.110b)
Since the angular correction potential {p}AIII(ϑ) is explicitly known, cf. equation (IV.104c),
both coefficients are also known numerically, see the following table for ℓP = 3:
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l℘ = 3
ℓz 0 ±1 ±2 ±3
(p)e3
1
80
9
1280
0 5
256
(p)f3
3
40
27
640
0 15
128
(p)m3
1
16
9
256
0 25
256
(p)f3
(p)e3
6 6 6
(p)m3
(p)e3
5 5 5
Besides the gauge field energy E
{e}
R there is a further gauge field contribution to the en-
ergy functional E˜[Φ] (IV.92) whose presence is needed in order that the extremal equations
do coincide with the eigenvalue system, i. e. the Poisson constraint N˜
{e}
G
N˜
{e}
G + E
{e}
R − M˜{e}c2 ≡ 0 , (IV.111)
which is the anisotropic generalization of the spherically symmetric constraint N˜
[e]
G as
shown by equation (IV.90). The “anisotropic” gauge field energy E
{e}
R is given by equa-
tions (IV.108)–(IV.109), and the anisotropic generalization M˜{e}c2 of the isotropic M˜[e]c2
(IV.89) must look as follows:
M˜
{e}c2 = −~c
∫
d3~r {p}A0(r, ϑ) {p}k0(r, ϑ) . (IV.112)
Substituting herein again the decomposition of the anisotropic potential {p}A0(r, ϑ) (IV.100)
and the factorization (IV.14) of the charge density {p}k0(r, ϑ) lets this mass equiva-
lent M˜{e}c2 (IV.112) reappear also as a sum of the “isotropic” part M˜[e]c2 (IV.89) and
“anisotropic” part M˜
{e}
anc2, i.e.
M˜
{e}c2 = M˜[e]c2 + M˜{e}anc
2 , (IV.113)
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where the “anisotropic” part consists here solely of the third-order correction potential
{p}AIII(r, ϑ)
(
+ {p}AIII(ϑ) · {p}AIII(r)), i. e.
M˜
{e}
anc
2 ⇒ M˜{e}
III
c2 + −~c (p)m3 ·
∞∫
0
dr r {p}AIII(r) Φ˜2(r) . (IV.114)
Here, the angular part {p}AIII(ϑ) of {p}Aan(r, ϑ) (IV.107) builds up the numerical coefficient
(p)m3 in the following way
(p)m3 +
∫
dΩ {p}AIII(ϑ) · {p}k0(ϑ) =
∫
dΩ {p}AIII(ϑ) · f
2
R(ϑ) + f
2
S(ϑ)
4π sin ϑ
(IV.115)
(for the numerical values of (p)m3 see the above table on p. 84).
With respect to the principle of minimal energy there is now an important circum-
stance; namely the splitting of the “anisotropic” Poisson constraint N˜
{e}
G (IV.111) into
certain subconstraints. First observe here that, due to the splitting of E
{e}
R (IV.108) and
its mass equivalent M˜{e}c2 (IV.113), the original Poisson constraint N˜{e}G splits naturally
up into the “spherically symmetric” part N˜
[e]
G (IV.90) and an “anisotropic” part N˜
{e}
an :
N˜
{e}
G = N˜
[e]
G + N˜
{e}
an , (IV.116)
with the “anisotropic” part being given in an self-evident way as
N˜
{e}
an = E
{e}
an − M˜{e}anc2 , (IV.117)
i. e. more concretely since we are presently satisfied with the first non-trivial approxima-
tion order
(∼ {p}AIII(ϑ))
N˜
{e}
an ⇒ N˜{e}III + E{e}III − M˜{e}III c2 ≡ 0 . (IV.118)
This means that, because of considering both gauge field constituents [p]A0(r) and
{p}AIII(r)
as independent field degrees of freedom, we can impose both Poisson constraints (IV.90)
and (IV.118) independently from each other. Thus, the one constraint N˜
{e}
G = 0 (IV.111)
is broken up into the two independent constraints N˜
[e]
G = 0 (IV.90) and N˜
{e}
an = 0 (IV.118).
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Summarizing the results for the “anisotropic” gauge field energy (i. e. more precisely:
the energy of the anisotropic gauge field configurations), we find it convenient to split up
the present energy functional E˜[Φ] (IV.92) into a (Dirac) matter part
(D)
E˜[Φ] and a gauge
field part (G)E˜[Φ] which, however, enters the present electrostatic approximation of the
energy functional only via its electric component (e)E˜[Φ], i. e. we put
E˜[Φ] =
(D)
E˜[Φ] +
(e)
E˜[Φ] (IV.119)
with the matter part being given by
(D)
E˜[Φ] = 2
(p)Ekin [Φ] + 2 λs · N˜Φ (IV.120)
and the electrostatic gauge field part by
(e)
E˜[Φ] = E
{e}
R + λ
(e)
G · N˜{e}G . (IV.121)
Obviously, each of both contributions consists of a physical term and a constraint; but
the proper meaning of the splitting (IV.116) refers to the principle of minimal energy
δ E˜[Φ] = 0 (IV.122)
which is required to reproduce the complete system of eigenvalue equations (including
the gauge field part thereof). In this respect, the observation is now that the gauge
potential {p}A0(r, ϑ) is contained solely in the electric part (e)E˜[Φ] (IV.121). Consequently,
it is sufficient to consider only the latter part of the energy functional for the purpose
of deducing the gauge field equations. More concretely, since the gauge field has been
decomposed into the two independent field degrees of freedom [p]A0(r) and
{p}AIII(r), the
corresponding field equations must be deducible from (IV.122) through the two separate
extremalization processes
δ0
(e)
E˜[Φ] = 0 (IV.123a)
δIII
(e)
E˜[Φ] = 0 , (IV.123b)
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where δ0 (δIII) denotes the extremalization with respect to
[p]A0(r)
({p}AIII(r)), resp., and
the matter part (D)E˜Φ (IV.120) plays no part at all.
Non-Relativistic Gauge Field Equations
Now that all the details of the gauge field part (e)E˜[Φ] (IV.121) of the energy functional
have been clarified, one can proceed in determining the corresponding extremal equations.
Since the spherically symmetric approximation [p]A0(r) is conceived to be an independent
field, the associated extremalization process (IV.123a) appears in a more detailed form as
δ0
{
E
[e]
R + λ
(e)
G · N˜[e]G
}
= 0 (IV.124)
and yields of course the former “spherically symmetric” Poisson equation (IV.93) with
λ
(e)
G = −2. Clearly, this is not a new result; but the “anisotropic” counterpart (IV.123b)
is just what we need in order to discuss the elimination of the energetic degeneracy of the
states due to different ℓz (but the same ℓP).
That second extremalization process (IV.123b) reads in a more detailed form
δIII
{
E
{e}
III
+ λ
(e)
G · N˜{e}III
}
= 0 (IV.125)
where the “anisotropic” energy E
{e}
III
is specified by equation (IV.109) and its mass equiv-
alent M˜
{e}
III
c2 by equation (IV.114). Thus the extremalization process (IV.125) generates
the following quadrupole equation for {p}AIII(r) [Zitat]
(p)e3 ·
(
d2 {p}AIII(r)
dr2
+
2
r
d {p}AIII(r)
dr
)
− (p)f3 ·
{p}AIII(r)
r2
(IV.126)
= −(p)m3 · αs Φ˜
2(r)
r
.
Amazingly enough, this equation adopts the same form for all values of angular momentum
ℓz (besides the trivial case ℓz = ±2 for ℓP = 3):
d2 {p}AIII(r)
dr2
+
2
r
d {p}AIII(r)
dr
− 6
{p}AIII(r)
r2
= −5αs Φ˜
2(r)
r
, (IV.127)
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see the table of numerical coefficients on p. 84. By comparing this quadrupole equation for
the radial correction potential {p}AIII(r) to the Poisson equation (IV.93) for the spherically
symmetric approximation [p]A0(r) shows that the coupling of
{p}AIII(r) to the spherically
symmetric amplitude field Φ˜(r) is five times stronger than the corresponding coupling of
[p]A0(r). This, however, does not entail that the energy E
{e}
III
(IV.109) located in the field
{p}AIII(r) is greater than that being concentrated in the isotropic field [p]A0(r). Indeed, we
will readily see that the anisotropy energy due to {p}AIII(r) is only a small fraction of the
“isotropic” energy E
[e]
R due to
[p]A0(r).
Though all the states with the same value of ℓP (= 3) but different ℓz (= 0, ±1, ±3)
share the same correction potential {p}AIII(r), this does not entail that they all possess the
same anisotropy energy E
{e}
III
(IV.109). In order to elucidate this fact, rewrite the latter
quantity in the following form
E
{e}
III
= −(p)e3 · ~c
αs
∞∫
0
dr r2
{(
d {p}AIII(r)
dr
)2
+ 6
( {p}AIII(r)
r
)2}
, (IV.128)
so that these anisotropy energies for ℓz = 0, ±1, ±3 must obey the following interrela-
tionship:
E
{e}
III
∣∣∣
ℓz=0
: E
{e}
III
∣∣∣
ℓz=±1
: E
{e}
III
∣∣∣
ℓz=±3
= (p)e3
∣∣∣
ℓz=0
: (p)e3
∣∣∣
ℓz=±1
: (p)e3
∣∣∣
ℓz=±3
(IV.129)
= 1 : 0,5625 : 1,5625
(provided the source term
(
∼ Φ˜2(r)
)
in the quadrupole equation (IV.127) is kept fixed).
Furthermore, since the anisotropy energy E
{e}
III
(IV.109) is always negative and the spheri-
cally symmetric approximation alone predicts somewhat too high energies, the corrective
property of the present approximation method is optimal for ℓz = ±3. Since in this case
the value of ℓz is itself extremal (i. e. |ℓz| = ℓP), such a state would correspond to circular
motion in the Bohr-Sommerfeld picture of the atoms; and thus it would be interesting to
calculate the whole spectrum (for ℓP = |ℓz| = 0, 1, 2, 3, 4, . . .) within the framework of the
present approximation method (see below).
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Generalized Eigenvalue Equation for Φ˜(r)
The final act of our principle of minimal energy must of course concern the eigenvalue
equation for the non-relativistic amplitude field Φ˜(r). Obviously, the wanted equation
will represent some generalization of the “spherically symmetric” eigenvalue equation
(IV.94) since the present “anisotropic” energy-functional E˜[Φ] (IV.119)–(IV.121) differs
from its “isotropic” counterpart (IV.92) just by the inclusion of the anisotropy energy
E
{e}
III
(IV.109). Or in other words, the extremalization of the present “anisotropic” en-
ergy functional E˜[Φ] (IV.119) with respect to the amplitude field Φ˜(r) must reproduce
that “spherically symmetric” eigenvalue equation (IV.95) with additional inclusion of an
“anisotropic” term
(∼ {p}AIII(r)). Indeed, the extremalization process with respect to
Φ˜(r) yields now an eigenvalue equation of the expected form:
− ~
2
2M
(
d2
dr2
+
1
r
d
dr
)
Φ˜(r) +
~
2
2Mr2
ℓ2P · Φ˜(r) (IV.130)
−~c ([p]A0(r) + (p)m3 · {p}AIII(r)) Φ˜(r) = E∗ · Φ˜(r)
where the non-relativistic energy eigenvalue E∗ agrees again with the Lagrangean mult-
plier λs, see equation (IV.96). Here it is evident that the numerical coefficient
(p)m3
(IV.115) plays the role of a coupling constant for the coupling of the amplitude field Φ˜(r)
to the anisotropic part {p}AIII(r) of the gauge potential {p}A0(r, ϑ), see the perturbation
expansion (IV.103) of {p}Aan(r, ϑ). Concerning now the coupling strengths of the ampli-
tude field Φ˜(r) to the isotropic and anisotropic parts of the gauge potential, we see from
the present eigenvalue equation (IV.130) that the ratio of couplings 1 : (p)m3 is in the
order of magnitude 1 : 1
10
, or even smaller. This says that the coupling to the isotropic
part [p]A0(r) is dominant so that the anisotropy energy E
{e}
III
(IV.128) can actually be
expected to represent only a small correction to the result of the spherically symmetric
approximation (see below).
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Selecting a Plausible Trial Amplitude Φ˜(r)
Being motivated by the acceptable success of the precedent results [1]-[2], our choice of
an appropriate trial amplitude Φ˜(r) for extremalizing the energy functional E˜[Φ] is again
the following:
Φ˜(r) = Φ∗ rν e−βr , (IV.131)
where the normalization constant must adopt the value
Φ2∗ =
(2β)2ν+2
Γ (2ν + 2)
(IV.132)
in order to satisfy the non-relativistic normalization condition (IV.91). Consequently, the
constraint term N˜Φ can be omitted for our energy functional E˜[Φ] (IV.92) or
(e)
E˜Φ (IV.120),
resp. Thus our trial ansatz (IV.131) contains two variational parameters (i. e. ν and β)
for extremalizing the corresponding energy function E(IV)(β, ν), see below. Surely, such a
trial amplitude (IV.131) with only two variational parameters will be too rough in order
to predict the RST energy levels with a satisfying accuracy; but it may be sufficient for
the present purpose of demonstrating the level splitting for different values of ℓz (but due
to the same value of ℓP).
As mentioned above, the suggestion for a first rough estimate of the para-spectrum
consists now in taking the value of the energy functional E˜[Φ] (IV.119) on the selected trial
amplitude Φ˜(r) (IV.131) and to look for the extremal points of the corresponding energy
function E(IV)(β, ν). First, the value of the kinetic energy functional (p)Ekin[Φ] (IV.84) on
Φ˜(r) (IV.131) becomes by straightforward integration
Ekin(ν, β) =
e2
2aB
(2βaB)
2 · εkin(ν) (IV.133)
with the kinetic function εkin(ν) being given by
εkin(ν) =
1
2ν + 1
(
1
4
+
ℓ2P
2ν
)
. (IV.134)
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Observe here that the kinetic energy does not depend on the quantum number ℓz (but
exclusively ℓP)!
Next, consider the isotropic gauge field energy E
[e]
R (IV.70) which must equal its mass
equivalent M˜[e]c2 (IV.89), provided we can use for the calculation of these two objects
the exact solution of the “isotropic” Poisson equation (IV.93). In this case, we then
can dispense with the “isotropic” Poisson constraint term in our energy functional E˜[Φ]
(IV.119)–(IV.121), i. e. N˜
[e]
G = 0. However, such an exact solution
[p]A0(r) is easily obtain-
able for our selected trial amplitude Φ˜(r) (IV.131)–(IV.132). Here it is convenient to pass
over to dimensionless objects by putting
[p]A0(r) = 2 βαs · a˜ν(y) (IV.135a)(
y + 2 βr
)
, (IV.135b)
which recasts that “isotropic” Poisson equation (IV.93) in dimensionless form(
d2
dy2
+
2
y
d
dy
)
a˜ν(y) = − e
−y ·y2ν−1
Γ (2ν + 2)
. (IV.136)
The exact solution hereof is given by [1], [4]
a˜ν(y) =
1
2ν + 1
{
1− e−y ·
∞∑
n=0
n
Γ (2ν + 2 + n)
y2ν+n
}
. (IV.137)
This exact solution can now be used in order to calculate explicitly both the “isotropic”
gauge field energy E
[e]
R (IV.70) and its mass equivalent M˜
[e]c2 (IV.89), and the result is
the following:
E
[e]
R = M˜
[e]c2 = − e
2
aB
(2 βaB) · εpot(ν) (IV.138)
with the potential function εpot(ν) given by [1], [4]
εpot(ν) =
1
2ν + 1
(
1− 1
24ν+2
·
∞∑
n=0
n
2n
· Γ (4ν + 2 + n)
Γ (2ν + 2) · Γ (2ν + 2 + n)
)
. (IV.139)
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From reasons of computational simplicity it is somewhat more convenient to determine
the potential function εpot(ν) (IV.138) from the mass equivalent which yields
εpot(ν) =
1
Γ (2ν + 2)
∞∫
0
dy y2ν+1 e−y a˜ν(y) ; (IV.140)
whereas the determination from the “isotropic” gauge field energy E
[e]
R would necessitate
to calculate a somewhat more complicated integral, i. e.
εpot(ν) =
∞∫
0
dy y2
(
d a˜ν(y)
dy
)2
, (IV.141)
which then would produce a double sum in place of the simple sum (IV.139), see the
discussion of this numerical form of the Poisson identity in ref.s [1]-[3].
Finally, we have to face the problem of determining the non-relativistic anisotropy
energy E
{e}
III
(IV.109) and its mass equivalent M˜
{e}
III
c2 (IV.114). The situation is here the
same as for the precedent isotropic case: if we succeed in finding the exact solution of the
quadrupole equation (IV.127), the quadrupole constraint N˜
{e}
III
(IV.118) will vanish so that
we can omit it in the wanted energy function E{IV}(β, ν) which arises as the value of the
functional E˜[Φ] (IV.119)–(IV.121) on our trial configuration
{
Φ˜(r), [p]A0(r),
{p}AIII(r)
}
. But
fortunately, the desired solution can be exactly constructed by some simple mathematics
which will be presented in greater detail in App. A. The result is the following general
form of the anisotropy energy
E
{e}
III
= −(p)e3 · e
2
aB
(2 βaB) · εIIIpot(ν) (IV.142)
≡ −(p)m3 · e
2
aB
(2 βaB) · µ{e}III (ν)
where the “anisotropic” potential function εIIIpot(ν) is obviously the anisotropic counterpart
of the “isotropic” εpot(ν) (IV.139)–(IV.141) and thus is a relatively complicated (but well-
determined) function of the variational parameter ν, see App. A.
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Partial Extremalization
Now that all physical contributions to the energy functional E˜[Φ] (IV.119) on our
subset of trial configurations
{
Φ˜(r), (p)A0(r),
{p}AIII(r)
}
have been fixed, we arrive at the
following result:
E
(IV)(β, ν) = 2Ekin(β, ν) + E
[e]
R + E
{e}
III
, (IV.143)
i. e. we get by use of the results (IV.133)–(IV.134) for the kinetic energy Ekin and the
results (IV.138)–(IV.139) for the “isotropic” gauge field energy E
[e]
R plus (IV.142) for its
anisotropic part E
{e}
III
:
E
(IV)(β, ν) =
e2
aB
(2 βaB)
2 · εkin(ν)− e
2
aB
(2 βaB) · εpot(ν) (IV.144)
− (p)m3 · e
2
aB
(2 βaB) · µ{e}III (ν)
+
e2
aB
{
(2 βaB)
2 · εkin(ν)− (2 βaB) · εtot(ν)
}
,
where the total potential function εtot(ν) is evidently defined through
εtot(ν) + εpot(ν) +
(p)m3 · µ{e}III (ν) . (IV.145)
It is important to observe here the fact that the total energy function E(IV)(β, ν)
(IV.144) depends on the two continuous variational parameters β and ν but also on the
two discrete quantum numbers ℓP and (p)m3. The first one (ℓP) is contained in the kinetic
energy function εkin(ν) (IV.134) and the second one
(
(p)m3
)
is associated to the discrete
values of the quantum number ℓz, cf. the table on p. 84. Therefore the extremalization of
the energy functional transcribes now to the search for the extremal points of the energy
function E(IV)(β, ν) (IV.144) with respect to the continuous variables β and ν whereby the
discrete parameters ℓP and (p)m3 must be kept fixed. Thus for any allowed pair of these
fixed parameters one obtains the corresponding binding energy of para-positronium, and
this provides us with the possibility of studying the question of degeneracy (concerning
93
the same energy for different pairs of discrete parameters), albeit only in the present
quadrupole approximation.
The wanted extremal points of the energy function E(IV)(β, ν) are determined now as
usual by the vanishing of its first derivatives, i. e.
∂ E(IV)(β, ν)
∂β
= 0 (IV.146a)
∂ E(IV)(β, ν)
∂ν
= 0 . (IV.146b)
These two conditions are of a rather different degree of complication so that it is advanta-
geous to first deal exactly with the simpler one (i. e. (IV.146a)) and afterwards solve the
residual condition (IV.146b) by means of an adequate numerical program. Indeed, the
energy function E(IV)(β, ν) (IV.144) is a simple polynomial function of the first variational
parameter β so that the first extremalization condition (IV.146a) fixes β to β∗ being given
by
2 β∗aB =
εtot(ν)
2 · εkin(ν) , (IV.147)
and if this is substituted back in the energy function E(IV)(β, ν) (IV.144) one is left with
the problem of determining the minmal values of the reduced energy function (EP(ν), say)
EP(ν) + E(IV)(β, ν)
∣∣
β=β∗
= − e
2
4 aB
· ε
2
tot(ν)
εkin(ν)
. (IV.148)
It is true, the denominator εkin(ν) is here a relatively simple function, cf. App. A, but
the numerator εtot(ν) (IV.145) is given only in form of a rather complicated power series.
Therefore one will have to use some suited numerical program for determining the local
minima (E
{n}
P , say) of the reduced energy function EP(ν) (IV.148) for any possible value
of the discrete parameters ℓP and ℓz (⇔ (p)m3).
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4. Para-Spectrum
For a brief demonstration of how the energy degeneracy (with respect to ℓz) of the
spherically symmetric approximation becomes now eliminated in the quadrupole approxi-
mation we will restrict ourselves here to the precedently discussed quantum number ℓP = 3
(⇒ −3 ≤ ℓz ≤ 3). Clearly, similar degeneracy effects must emerge for all quantum num-
bers ℓP ≥ 1 but this will be deferred to a separate paper. For the moment, it is perhaps
more instructive to consider the case ℓz = ±ℓP for all values ℓP (i. e. ℓP = 1, 2, 3, 4, . . .).
The point here is that the preliminary estimate of the quadrupole level splitting (IV.129)
demonstrates that for ℓP = 3 the lowest-lying energy level of the corresponding “ℓz-
multiplet” is that for ℓz = ±ℓP . Therefore the hypothesis suggests itself that this perhaps
might be true for the ℓP-multiplet due to any given value of ℓP . Consequently, the energy
spectrum due to ℓz = ±ℓP for all values of ℓP is the adequate one in order to be compared
to its conventional counterpart (I.2). We will readily plunge into this matter of question
after first having glimpsed at the ℓz-degeneracy for ℓP = 3.
Elimination of the ℓz-Degeneracy, l℘ = 3
For the search of the local minima of the reduced energy function EP(ν) (IV.148) one
inserts there the kinetic energy function εkin(ν) (IV.134) for l℘ = 3 and the total potential
function εtot(ν) (IV.145) which yields
EP(ν)
∣∣
lp=3
= − e
2
4aB
(εpot(ν) +
(p)m3 · µ{e}||| (ν))2
1
2ν+1
(1
4
+ 9
2ν
)
. (IV.149)
Here, the potential function εpot(ν) is given by equation (IV.139) and µ
{e}
||| by (A.19) or
(A.20) of App.A. The coefficient (p)m3 is linked to the possible values of lz according to
the table on p. 84; and thus the four functions EP(ν) for l℘ = 3 and lz = 0,±1,±2,±3 are
well-defined in order to determine the four corresponding binding energies E
(4)
P |lz as the
local minima (with respect to the variational parameter ν) of the energy function EP(ν).
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But observe here also that this minimalization process is based on the simple trial
function Φ˜(r) (IV.131) which has no zero. Therefore we can obtain by our extremalization
procedure only the “groundstate” in the effective potential which itself appears as the
sum of the centrifugal potential (∼ l2℘) and the electrostatic potential (due to [p]A0(r)
and {p}A|||(r) in the Schro¨dinger like equation (IV.130)). This means that the principal
quantum number (n℘, say) must be linked here to the angular momentum quantum
number l℘ through
n℘ = l℘ + 1 . (IV.150)
Thus, the (non-relativistic) configurations under consideration are those being character-
ized by the quantum numbers n℘ = 4, l℘ = 3, lz = 0,±1,±2,±3. The corresponding
results for the para-positronium energies E
(n)
P are collected in the following table:
lz 0 ±1 ±2 ±3
E
(4)
P [eV ] -0,40298. . . −0, 39001 . . . −0, 37369 . . . −0, 42003 . . .
E
(4)
C [eV ] −0, 42518 . . . −0, 42518 . . . −0, 42518 . . . −0, 42518 . . .
∆
(4)
℘ 5, 2% 8, 2% 12, 1% 1, 2%
For an evaluation of these results one introduces the relative deviation ∆
(4)
℘ |lz from the
conventional predictions through
∆(4)℘ |lz +
E
(4)
C − E(4)P |lz
E
(4)
C
(IV.151)
where E
(4)
C is the conventional prediction (I.2) for n = 4
E
(4)
C = −
e2
4aB
· 1
42
= −0, 42518 . . . [eV ] . (IV.152)
Obviously, the deviation from the conventional result is maximal for lz = ±2. Indeed
for this special value of lz the anisotropy correction is zero, (cf. (IV.104c)), and therefore
we obtain a deviation of 12, 1% which is due to the spherically symmetric approxima-
tion, see ref. [4]. However, for all other values of lz one gets a smaller deviation ∆
(4)
℘
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which adopts its minimal value of 1, 2% just for the maximally possible value of lz, i.e.
lz = ±3 ≡ ±l℘. In this way, the conventional n2−fold degeneracy (I.3) is eliminated as
far as the z−component of angular momentum is concerned. Whether there is also an l℘-
degeneracy for the same value of n℘ with 0 ≤ l℘ ≤ n℘−1 necessitates an extra discussion.
The elimination of the lz-degeneracy is illustrated also by the subsequent Fig.IV.B
Fig. IV.B RST Elimination of the lz-Degeneracy for l℘ = 3
The conventional energy levels E
(n)
C (I.2) (broken lines) are n
2−fold degenerated, cf. (I.3).
The RST quadrupole approximation eliminates this lz-degeneracy for the states with prin-
cipal quantum numbers n℘, l℘ = n℘−1; here n℘ = 4, l℘ = 3. Presumably, the higher-order
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approximations will bring the RST predictions even closer to their conventional counter-
parts (I.2) (broken lines), at least for small values of the principal quantum number n℘.
For the magnitude of splitting for larger n℘, see the table on p. 101 and Fig.IV.C below.
Spectrum Due to ℓz = ±ℓP
The restriction ℓz = ±ℓP selects just one energy level from an ℓP-multiplet (−ℓP ≤
ℓz ≤ ℓP); and therefore we have to carry through all the necessary intermediate steps for
just this one multiplet term, however for all possible values of ℓP (= 1, 2, 3, 4, . . .).
The first step concerns the solution of the first-order angular system (IV.8a)–(IV.8b).
Here we can restrict ourselves to the case ℓz = +ℓP since the commutation symmetry
ℓz ⇒ −ℓz simply entails the interchange fR(ϑ) ⇔ fS(ϑ). Thus, for ℓz = ℓP that system
(IV.8a)–(IV.8b) becomes specialized to the following form:
d fR(ϑ)
dϑ
− ℓP cotϑ · fR(ϑ) = 2 ℓP · fS(ϑ) (IV.153a)
d fS(ϑ)
dϑ
+ ℓP cotϑ · fS(ϑ) = 0 . (IV.153b)
But here one is easily convinced that the second equation (IV.153b) does admit exclusively
the trivial solution fS(ϑ) ≡ 0 which is non-singular on the z-axis (ϑ = 0, π). This, however,
recasts the first equation (IV.153a) to the homogeneous form
d fR(ϑ)
dϑ
− ℓP cotϑ · fR(ϑ) = 0 , (IV.154)
and this admits the non-trivial solution (obeying of course also (IV.17a))
fR(ϑ) =
√
2
π
· (2 ℓP)!!
(2 ℓP − 1)!! (sinϑ)
ℓP , (IV.155)
where the separate angular normalization condition (IV.15a) has already been regarded.
As a consistency test, specialize this result (IV.155) to the case ℓP = 3 and find just the
result of the table on p. 56, last lines.
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The next step must refer to the calculation of the angular factor {p}AIII(ϑ) (IV.104c).
Inserting therein the trivial function fS(ϑ) ≡ 0 together with the result (IV.155) for fR(ϑ)
and carrying out explicitly the integration yields
{p}AIII(ϑ) = −3
8
2 ℓP − 1
ℓP + 1
·
[
cos2 ϑ− 1
3
]
. (IV.156)
Indeed, for ℓP = 3 one is immediately led back to the former result (IV.104c), last line.
But once the angular pre-factor {p}AIII(ϑ) is known explicitly, one can proceed at once
to the calculation of the numerical coefficients (p)e3 (IV.110a),
(p)f3 (IV.110b), and
(p)m3
(IV.115); the result is the following:
(p)e3 =
1
80
(
2 ℓP − 1
ℓP + 1
)2
(IV.157a)
(p)f3 =
3
40
(
2 ℓP − 1
ℓP + 1
)2
(IV.157b)
(p)m3 =
1
16
(
2 ℓP − 1
ℓP + 1
)2
. (IV.157c)
Obviously, these results do generate just those numbers of the table on p. 84, last column,
if the quantum number ℓP is again specified down to ℓP = 3. But more generally, we have
here for any value of ℓP (and even for any allowed value of lz, see App.C):
(p)f3
(p)e3
= 6 (IV.158a)
(p)m3
(p)e3
= 5 . (IV.158b)
This ensures again that the general quadrupole equation (IV.126) adopts its specific form
(IV.127); and furthermore the anisotropy energy E
{e}
III
(IV.128) reads now
E
{e}
III
= − 1
80
(
2 ℓP − 1
ℓP + 1
)2
· ~c
αs
∫
dr r2
{(
d {p}AIII(r)
dr
)2
+ 6
({p}AIII
r
)2}
. (IV.159)
The quadrupole solution {p}AIII(r), to be used herein, is elaborated in App. A and is of
course the same as previously used for the special case ℓP = 3.
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Since that solution {p}AIII(r) is an exact one, we can evoke again the “anisotropic” Pois-
son identity in coefficient form (A.18) and thus we ultimately obtain the wanted energy
function E{IV}(β, ν) in the same form as previously, cf. (IV.143)–(IV.145), with merely
the coefficient of mass equivalence (p)m3 to be replaced now by its value given by equation
(IV.157c). Furthermore, because of this formal equivalence of the total energy functions
E{IV}(β, ν), their partial extremalization with respect to the variational parameter works
in the same way; and thus we end up with the residual problem of looking for the min-
ima of the reduced energy function EP(ν) (IV.148) where now not only the denominator
εkin(ν) depends upon the discrete quantum number ℓP , cf. (IV.134), but also the denom-
inator εtot(ν). In cosideration of the numerical calculations, it is convenient to express
this dependence on ℓP explicitly, i. e. we finally get for the reduced energy function
EP(ν) = − e
2
4 aB
· SP(ν) (IV.160)
with the spectral function SP(ν) being specified by
SP(ν) +
ε2tot(ν)
εkin(ν)
=
{
εpot(ν) +
1
16
(
2 ℓP−1
ℓP+1
)2
· µ{e}
III
(ν)
}2
1
2ν+1
(
1
4
+
ℓ2P
2ν
) . (IV.161)
The following table presents the energy spectrum E
{n}
P (n⇒ nP = ℓP+1 = 1, 2, 3, . . .)
to be determined by the local maxima of the spectral function SP(ν) for any fixed value
of ℓP :
E
(n)
℘ + E℘(ν∗) (IV.162a)
dE℘(ν)
dν
∣∣∣
ν∗
= 0 (IV.162b)
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n℘ E
(n)
P E
(n)
C [eV] ∆
(n)
℘ % ν∗
(IV.162a) (I.2) (IV.151) (IV.162b)
2 −1.58097 −1.70072 7.0 1.71724
3 −0.71761 −0.75588 5.1 3.86851
4 −0.42003 −0.42518 1.2 6.21902
5 −0.27878 −0.27212 −2.4 8.83210
6 −0.19969 −0.18897 −5.7 11.66043
7 −0.15062 −0.13883 −8.5 14.68005
8 −0.11793 −0.10630 −10.9 17.87403
9 −0.09499 −0.08399 −13.1 21.22077
10 −0.07824 −0.06803 −15.0 24.71323
15 −0.03690 −0.03024 −22.1 43.99860
Obviously, the RST quadrupole approximation for the lowest-lying level (i.e. lz = ±l℘)
yields predictions of smaller binding energy up to n℘ = 4 and of larger binding energy
for n℘ > 4, as compared to the conventional levels E
(n)
C (I.2). The other members of
an l℘-multiplet (i.e. |lz| < l℘) have smaller binding energy (than those due to lz = ±l℘)
and thus do form a kind of band structure around (or in the vicinity of) the conventional
levels, see Fig.IV.C.
101
Fig. IV.C Lowest-Lying RST Levels E
(n)
P
∣∣∣
lz=l℘
(IV.162a)
For increasing principal quantum number n℘ > 4 the lowest energy levels of an l℘-multiplet
(−l℘ ≤ lz ≤ +l℘), with l℘ = n℘ − 1, have ever larger binding energy in comparison to
their conventional analogues E
(n)
C (I.2). Therefore it seems that, for sufficiently large n℘,
there may occur a crossing of the conventional levels (broken lines) and RST levels (solid
lines).
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Magnitude of Fine-Structure Splitting
The elimination of the ℓz-degeneracy, as being displayed by Fig. IV.B on p. 97 for
ℓP = 3, may be conceived also as a certain kind of (electrostatic) fine-sctructure splitting
of the energy levels. For such an interpretation one would like to have an estimate for
the splitting width for any ℓP . For instance, for the special case of ℓP = 3 (see the table
on p. 96), one observes a maximal energy difference in the quadrupole approximation for
those levels which have ℓz = 2 and ℓz = 3, namely an energy difference of (0,42003 −
0,37369) [eV] = 0,04634 [eV]. This corresponds to 12,4% of the ”spherically symmetric”
energy of 0,37369 [eV]. Such a magnitude of the splitting seems not to be supported by
the experimental results [6]; and this necessitates to consider the RST splitting width also
in the higher-order approximations (i. e. octupole, etc.). But as a first rough estimate of
that questionable splitting phenomenon it may suffice to discuss the splitting magnitude
already in the present quadrupole approximation. For this purpose, we take ℓz = ℓP and
ℓz = ℓP − 1 for a preliminary estimate of the range of the splitting.
More concretely, we have to transcribe the former result (IV.160)–(IV.161) for ℓz = ℓP
to the present choice ℓz = ℓP − 1. The first step for this is to look for the solution of the
angular system (IV.8a)–(IV.8b) for our special choice of ℓz = ℓP − 1. For this choice, the
angular system appears as
d fR(ϑ)
dϑ
− (ℓP − 1) cotϑ · fR(ϑ) = (2 ℓP − 1) · fS(ϑ) (IV.163a)
d fS(ϑ)
dϑ
+ (ℓP − 1) cotϑ · fS(ϑ) = −fR(ϑ) . (IV.163b)
The solution of this coupled first-order system can be obtained by the method being
already described in Subsect. IV.2 and is then found to look as follows
fR(ϑ) =
√
2
π
(2 ℓP − 1) (2 ℓP − 2)!!
(2 ℓP − 3)!! · (sin ϑ)
ℓP−1 cosϑ (IV.164a)
fS(ϑ) = −
√
2
π
(2 ℓP − 2)!!
(2 ℓP − 1)!! · (sin ϑ)
ℓP . (IV.164b)
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For a brief test of this result, one puts ℓP = 3 and thus recovers both functions fR(ϑ) and
fS(ϑ) for ℓP = 3, ℓz = 2 as displayed by the table on p. 56.
Next, the angular factor {p}AIII(ϑ) (IV.104c) due to the present solution (IV.164a)-
(IV.164b) must be calculated. The straight-forward integration yields the result
{p}AIII(ϑ) = −3
8
(2 ℓP − 1) (ℓP − 3)
ℓP · (ℓP + 1) ·
[
cos2 ϑ− 1
3
]
. (IV.165)
Observe here that the angular dependence of the pre-factor {p}AIII(ϑ) is always the same
in the quadrupole approximation, namely [11]
{p}AIII(ϑ) = −3
4
(
1− 3 ·K III{p}
) [
cos2 ϑ− 1
3
]
, (IV.166)
with the constant K III{p} being given by
K III{p} +
∫
dΩ cos2 ϑ · {p}k0(ϑ) . (IV.167)
For the present solution (IV.164a)-(IV.164b) the explicit integration yields
K III{p} =
3 ℓP − 1
2 ℓP (ℓP + 1)
, (IV.168)
and if this is inserted in the general expression (IV.166) one just recovers the claimed
result (IV.165). Observe also that this latter result just agrees with the former result
(IV.104c) for ℓP = 3, ℓz = 2 where {p}AIII(ϑ) must vanish!
Once the angular factor {p}AIII(ϑ) is known, cf. (IV.165), one can calculate the corre-
sponding quadrupole parameters (p)e3 (IV.110a),
(p)f3 (IV.110b) and
(p)m3 (IV.115). The
straight-forward integration yields the following result
(p)e3 =
1
80
[
(2 ℓP − 1) (ℓP − 3)
ℓP (ℓP + 1)
]2
(IV.169a)
(p)f3 =
3
40
[
(2 ℓP − 1) (ℓP − 3)
ℓP (ℓP + 1)
]2
(IV.169b)
(p)m3 =
1
16
[
(2 ℓP − 1) (ℓP − 3)
ℓP (ℓP + 1)
]2
. (IV.169c)
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The striking feature of this result refers again to the ratios
(p)f3
(p)e3
= 6 (IV.170a)
(p)m3
(p)e3
= 5 . (IV.170b)
Obviously, this agrees with the corresponding ratios found also for the set of quantum
numbers {ℓP = 3; ℓz = 0,±1,±3}, see the table on p. 84; and it agrees with the ratios
found for the quantum numbers {ℓP ; ℓz = ℓP} for all ℓP . This suggests that these ratios
are the same for all allowed conbinations of ℓP and ℓz in the quadrupole approximation.
In any case, the observed ratios (IV.170a)-(IV.170b) do ensure that the general quadrupole
equation (IV.126) adopts again its specific form (IV.127) whose solution is elaborated in
App. A. The associated quadrupole energy E
{e}
III
(IV.128) adopts now by use of (p)e3
(IV.169a) the following form
E
{e}
III
= − 1
80
[
(2 ℓP − 1) (ℓP − 3)
ℓP (ℓP + 1)
]2
(IV.171)
· ~c
αs
∞∫
0
dr r2
{(
d {p}AIII(r)
dr
)2
+ 6
({p}AIII(r)
r
)2}
= − 1
16
[
(2 ℓP − 1) (ℓP − 3)
ℓP (ℓP + 1)
]2
e2
aB
(2 aB β) · µ{e}III (ν)
where again the “anisotropic” Poisson identity is used in its coefficient form (A.18). Since
furthermore the “isotropic” gauge field energy E
[e]
R (IV.138) is the same as before, the
total gauge field energy E
{e}
R (IV.108) emerges also again in the same form as before, i. e.
E
{e}
R = −
e2
aB
(2 aBβ) · εtot(ν) , (IV.172)
where εtot(ν) is now given by
εtot(ν) = εpot(ν) +
1
16
[
(2 ℓP − 1) (ℓP − 3)
ℓP (ℓP + 1)
]2
· µ{e}
III
(ν) . (IV.173)
Moreover, the kinetic energy can also be taken over for the present situation so that
we ultimately are left with the problem of determining the minima of the reduced en-
ergy function EP(ν) (IV.160) where, however, the spectral function SP(ν) is now of the
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following form:
SP(ν) =
{
εpot(ν) +
1
16
[
(2 ℓP−1)(ℓP−3)
ℓP (ℓP+1)
]2
· µ{e}
III
(ν)
}2
1
2ν+1
[
1
4
+
ℓ2P
2ν
] (IV.174)
in place of the precedent situation (IV.161).
This formal similarity with the precedent situation admits us to determine the minima
of the reduced energy function EP(ν) (IV.160) by use of the same numerical method, with
merely the spectral function SP(ν) (IV.161) to be replaced by the present one (IV.174).
The corresponding results are collected in the following table:
n℘ E
(n)
P [eV] E
(n)
C [eV] ∆
(n)
℘ % ν∗
(IV.162a) (I.2) (IV.151) (IV.162b)
2 −1.65471 −1.70072 2.7 1.72555
3 −0.68113 −0.75588 9.9 3.76782
4 −0.37369 −0.42518 12.1 5.87475
5 −0.24146 −0.27212 11.3 8.17493
6 −0.17148 −0.18897 9.3 10.69620
7 −0.12931 −0.13883 6.9 13.43108
8 −0.10161 −0.10630 4.4 16.35354
9 −0.08228 −0.08399 2.0 19.45641
10 −0.06818 −0.06803 −0.2 22.71757
15 −0.03306 −0.03024 −9.3 41.08929
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Fig. IV.D RST Levels E
(n)
P
∣∣∣
lz=l℘−1
(IV.162a)
For quantum numbers lz = ±(l℘ − 1) the RST levels E(n)P (IV.162a) (solid lines) have
lower bounding energy then their conventional counterparts E
(n)
C (I.2) (broken lines) in
the range 2 ≤ l℘ ≤ 9, see the table on precedent p. 106. However for l℘ > 9, the RST
binding energy E
(n)
P becomes larger than the conventional prediction E
(n)
C (I.2). Thus the
RST predictions E
(n)
P have lower degree of degeneracy but are placed within some band of
relatively narrow width around the conventional (highly degenerated) levels E
(n)
C (I.2).
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Summarizing all the numerical results obtained up to now, it may be sufficient to
collect only the three levels for lz = 0, l℘ − 1, l℘ (see the tables on pp. 120,106,101) into
one figure in order to attain a first impression of the RST band structure, see Fig.IV.E
below. For low principle quantum numbers (n . 5, say) the RST energy bands are
neatly separated and are situated in the neighborhood of the conventional predictions
(I.2) (broken lines). But for increasing quantum numbers (n & 5, say) the splitting of the
degenerated conventional levels E
(n)
C (I.2) becomes larger and larger; and it seems that
finally the RST spectrum may adopt a chaotic character. Whether this is a consequence
of the roughness of our approximation procedure or is a true feature of the exact RST
spectrum must be studied separately.
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Fig. IV.E Band Structure of the RST Levels
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Appendix A
Quadrupole Energy
In order to determine the quadrupole energy E
{e}
III
(IV.128) we first have to inquire
into the solution {p}AIII(r) of the respective quadrupole equation (IV.127). Passing here
over again to dimensionless objects and referring to the selected trial amplitude Φ˜(r)
(IV.131)–(IV.132), that quadrupole equation reappears now in the following form:
d2P IIIν (y)
dy2
+
2
y
dP IIIν (y)
dy
− 6 P
III
ν (y)
y2
= −5 y2ν−1 · e−y (A.1a)(
y + 2 βr , P IIIν (y) +
Γ(2ν + 2)
2 βαs
· {p}AIII(r)
)
. (A.1b)
If it were possible to find the exact solution of this equation, one could substitute it in
the first-order anisotropy energy E
{e}
III
(IV.128) which reads in terms of the dimensionless
potential correction P IIIν (y) (A.1b) as follows
E
{e}
III
= −(p)e3 · e
2
aB
(2 βaB) ε
III
pot(ν) . (A.2)
Here, the potential function εIIIpot(ν) is the anisotropic counterpart of the “isotropic” εpot(ν)
(IV.139) and reads in terms of the (dimensionless) anisotropic potential P IIIν (y) (A.1b)
εIIIpot(ν) =
1
Γ(2ν + 2)2
∞∫
0
dy y2
{(
dP IIIν (y)
dy
)2
+ 6
(P IIIν (y)
y
)2}
. (A.3)
Naturally, one would prefer to find the exact solution of the (dimensionless) quadrupole
equation (A.1a) in order to get the corresponding exact value of the quadrupole energy
E
{e}
III
(A.2). Fortunately, this quadrupole problem allows us to work out the desired exact
solution, albeit only in form of a power series.
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The Exact Quadrupole Solution
The first observation for finding the desired solution refers to the fact that the quadrupole
equation (A.1a) can be recast to the following form:
1
y4
d
dy
[
y6 · d
dy
(P IIIν (y)
y2
)]
= −5 y2ν−1 · e−y . (A.4)
Integrating this from arbitrary y up to infinity (y →∞) yields for arbitrary ν (> 1
2
)
d
dy
(P IIIν (y)
y2
)
= −5 Γ(2ν + 4) e−y ·
∞∑
n=4
y2ν+n−6
Γ(2ν + 1 + n)
. (A.5)
For further integrating this intermediate result we have to observe the boundary conditions
lim
y→0
P IIIν (y) = const. · y2 (A.6a)
lim
y→∞
P IIIν (y) =
const.
y3
(A.6b)
which may easily be deduced from the homogeneous version of the quadrupole equation
(A.4). The point here is that the solutions P IIIν (y) of the inhomogeneous equation (A.4)
(or (A.1a), resp.) must adopt the form of a solution of the homogeneous equation in those
regions of three-space where the inhomogenity (∼ y2ν−1 · e−y) is practically zero, i. e. for
y →∞ and also for y → 0 for sufficiently large values of the power ν.
With regard to this circumstance concerning the boundary conditions, one may further
integrate (by parts) the intermediate result (A.5) in order to find by means of some simple
manipulations
P IIIν (y) = const. · y2 + Γ(2ν + 4) ·
e−y
y3
∞∑
n=0
y2ν+4+n
Γ(2ν + 5 + n)
(A.7)
− Γ(2ν − 1) · y2 e−y
∞∑
n=0
y2ν−1+n
Γ(2ν + n)
.
Here, it remains to determine the integration constant which emerges in connection with
the solution of the homogeneous equation (∼ y2). This problem can be dealt with very
111
conveniently by specializing that general result (A.7) to integer values of 2ν. Indeed, it is
easily seen by means of some simple manipulations that for this case that general result
(A.7) adopts the following form
P IIIν (y) ⇒ const. · y2 + (2ν + 3)!
1− e−y ·∑2ν+3n=0 ynn!
y3
(A.8)
− (2ν − 2)! y2
{
1− e−y ·
2ν−2∑
n=0
yn
n!
}
.
But here it is now evident that the required boundary condition (A.6b) is violated, ex-
cept the integration constant in equation (A.7) adopts the special value const. ⇒ (2ν − 2)!
so that the “integer-valued” solution (A.8) appears now as
P IIIν (y) = (2ν + 3)!
1− e−y ·∑2ν+3n=0 ynn!
y3
(A.9)
+(2ν − 2)! y2 e−y ·
2ν−2∑
n=0
yn
n!
,
or, by generalization of this result, the solution for general (but real-valued) ν is
P IIIν (y) = Γ(2ν + 4)
e−y
y3
·
∞∑
n=0
y2ν+4+n
Γ(2ν + 5 + n)
(A.10)
+Γ(2ν − 1) y2
{
1− e−y ·
∞∑
n=0
y2ν−1+n
Γ(2ν + n)
}
.
Obviously, there appears to be a certain peculiarity with this result; namely concerning
the behaviour of P IIIν (y) at the origin (y → 0). This can be most easily seen by inspecting
a little bit more closely the “integer-valued” result (A.9). Indeed, this form of P IIIν (y) can
be recast to the following shape which more clearly displays the behaviour for y → 0:
P IIIν (y) = (2ν − 2)! y2 + e−y ·
∞∑
n=0
[
(2ν + 3)!
(2ν + 4 + n)!
− (2ν − 2)!
(2ν − 1 + n)!
]
· y2ν+1+n . (A.11)
For instance, for ν = 3 this looks as follows in the vicinity of the origin (y → 0)
P III3 (y) ≃ 24 y2 −
y7
10
+
5
66
y8 + . . . (A.12)
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The point here is that for such a differential equation as (A.4), where the inhomogeneous
term (source term) behaves as (∼ y2ν−1) near the origin, one expects that the solution
P IIIν (y) should then behave there as ∼ y2ν+1 because the differential equation is of second
order. However, this expectation is not validated by our result (A.11) since (for ν ≥ 1)
there always dominates the “homogeneous” solution (∼ y2) in the neighbourhood of the
origin. Actually, it is the second (i. e. exponential) term in (A.11) which goes like ∼ y2ν+1
and thus meets with the original expectation.
Observe here also that one cannot simply subtract off the “homogeneous” solution
(∼ y2) since in this case one would spoil the required boundary condition (A.6b) at
infinity! This is easily seen by returning to the equivalent form (A.9) which is numerically
identical to the latter form (A.11) of P IIIν (y). Finally, let us also mention that the latter
integer-valued form (A.11) of the solution P IIIν (y) admits the obvious generalization to
arbitrary (but real-valued) ν, i. e.
P IIIν (y) = Γ(2ν − 1) · y2 + e−y ·
∞∑
n=0
pn(ν) y
2ν+1+n (A.13a)
pn(ν) =
Γ(2ν + 4)
Γ(2ν + 5 + n)
− Γ(2ν − 1)
Γ(2ν + n)
. (A.13b)
This is a complementary form of the precedent result (A.10) or (A.9), resp. Indeed,
whereas (A.9) clearly demonstrates the required boundary condition (A.6b) at infinity,
the present result (A.13a) validates the condition (A.6a) near the origin.
As a check of this result, one considers the function P IIIν (y) (A.13a) not the result but
rather an ansatz with unknown coefficients pn which depend of course on the variational
parameter ν. Substituting this ansatz into the quadrupole equation (A.1a), one gets the
following recurrence formula for the determination of the coefficients pn:
pn+2 =
2 (2ν + 3 + n) · pn+1 − pn
(2ν + 4 + n)(2ν + 3 + n)− 6 , (A.14)
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with the two lowest-order coefficients being given by
p0 = − 5
(2ν + 2)(2ν + 1)− 6 (A.15a)
p1 =
4ν + 4
(2ν + 3)(2ν + 2)− 6 · p0 . (A.15b)
From consistency reasons, the former coefficients pn(ν) (A.13b) must then turn out as the
desired solutions of the present recurrence problem (A.14)–(A.15b). Indeed, this claim
may easily be verified by a few simple algebraic manipulations.
Quadrupole Energy
For calculating now explicitly the quadrupole energy E
{e}
III
(A.2) we simplify again the
numerical computation by resorting to the quadrupole identity (IV.118). This means that
we do not substitute our solution P IIIν (y) in the “anisotropic” potential function εIIIpot(ν)
(A.3) in order to obtain the anisotropy energy E
{e}
III
(A.2), but rather we substitute the
solution P IIIν (y) into the “anisotropic” mass equivalent M˜{e}III c2 (IV.114) which reads in the
dimensionless notation
M˜
{e}
III
c2 = −(p)m3 e
2
aB
(2 βaB) · µ{e}III (ν) (A.16)
with the mass-equivalent function µ
{e}
III
(ν) being defined through
µ
{e}
III
(ν) +
1
Γ(2ν + 2)2
∞∫
0
dy y2ν+1 e−y ·P IIIν (y) . (A.17)
This procedure is legitimate because our general quadrupole solution (A.10) is an exact
solution of the quadrupole equation (A.1a) so that the “anisotropic” Poisson identity
(IV.118) is actually satisfied. Of course, this is the same effect as mentioned already in
connection with the spherically symmetric approximation, cf. the remarks below equation
(IV.139). Consequently, substituting both results (A.2) and (A.16) into the “anisotropic”
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Poisson identity (IV.118) we obtain the numerical identity of both energy coefficients
εIIIpot(ν) (A.3) and µ
{e}
III
(ν) (A.17):
(p)e3 · εIIIpot(ν) ≡ (p)m3 · µ{e}III (ν) , (A.18)
which may be used as a consistency check for the numerical correctness of the computer
programs.
The explicit computation of µ
{e}
III
(A.17) may be performed now by means of either
the precedent form (A.10) of the solution P IIIν (y) or also by means of its second form
(A.13a)–(A.13b). In the first case (A.10) we find
µ
{e}
III
(ν) =
Γ(2ν + 4)
Γ(2ν + 2)2
·
∞∑
n=0
[
1
24ν+3+n
· Γ(4ν + 3 + n)
Γ(2ν + 5 + n)
]
(A.19)
+
Γ(2ν − 1)
Γ(2ν + 2)2
· Γ(2ν + 4)− Γ(2ν − 1)
Γ(2ν + 2)2
·
∞∑
n=0
[
1
24ν+3+n
· Γ(4ν + 3 + n)
Γ(2ν + n)
]
,
and in the second case
µ
{e}
III
(ν) =
Γ(2ν + 4) · Γ(2ν − 1)
Γ(2ν + 2)2
+
1
Γ(2ν + 2)2
·
∞∑
n=0
pn(ν)
Γ(4ν + 3 + n)
24ν+3+n
. (A.20)
Of course, both results for µ
{e}
III
(ν) must be identical (thus providing a confidence test for
the corresponding computer programs). For half-integer values of ν ( ν = 1, 3
2
, 2, 5
2
, . . .)
the mass-equivalent function µ
{e}
III
(ν) (A.20) can also be represented by a finite sum:
µ
{e}
III
(ν) =
(2ν + 3)(2ν + 2)
(2ν + 1)!
{(2ν − 2)! · Lν − 5 ·Kν} (A.21)
with
Kν =
2ν−3∑
n=0
n!
(n + 6)!
n∑
m=0
1
22ν+4+n−m
· (2ν + 3 + n−m)!
(n−m)! (A.22a)
Lν = 1−
4∑
n=0
1
n! 22ν−1+n
· (2ν − 2 + n)!
(2ν − 2)! , (A.22b)
see Appendix E of ref. [1]. Inserting now this result (A.20) via the Poisson identity
(A.18) in the expression (A.2) for the anisotropy energy yields the anisotropic gauge field
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contribution to the energy functional E˜[Φ] (IV.119) which thus adopts the simple form
(IV.144) because all constraints are automatically satisfied.
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Appendix B
Special Case ℓz = 0, ∀ℓP
The situation for vanishing quantum number ℓz and arbitrary ℓP (ℓP = 0, 1, 2, 3, . . .)
represents a special case insofar as the relevant quadrupole objects {p}k0(ϑ), {p}AIII(ϑ), (p)e3,
(p)f3,
(p)m3, E
{e}
III
are all independent of the quantum number ℓP .
In order to validate this assertion, one first turns to the angular density {p}k0(ϑ)
{p}k0(ϑ) +
f 2R(ϑ) + f
2
S(ϑ)
4π sin ϑ
(B.1)
which for the product ansatz may be separately normalized to unity, cf. (IV.15a). Now
differentiate this object and find by use of the first-order angular system (IV.8a)–(IV.8b)
d {p}k0(ϑ)
dϑ
+ cotϑ · {p}k0(ϑ) = ℓz
2π sinϑ
{
2fR(ϑ)fS(ϑ) + cotϑ
[
f 2R(ϑ)− f 2S(ϑ)
]}
. (B.2)
For the presently considered case ℓz = 0, this becomes simplified to
d {p}k0(ϑ)
dϑ
+ cotϑ · {p}k0(ϑ) = 0 (B.3)
with the solution (normalized according to the prescription (IV.15a))
{p}k0(ϑ) =
1
2π2
· 1
sin ϑ
. (B.4)
Observe here that our demand ℓz = 0 eliminates completely the quantum number ℓP from
the equation (B.2) so that the resulting solution (B.4) is actually independent of ℓP ! Of
course, this independency must then be transferred to all the other objects which derive
from the angular density {p}k0(ϑ).
The first one of these objects is the anisotropic potential correction {p}AIII(ϑ) (IV.104c),
being defined quite generally by
{p}AIII(ϑ) +
3
2
∫
dΩ′
(
~ˆr • ~ˆr ′
)2 [{b}k0(ϑ′)− 1
4π
]
, (B.5)
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or equivalently by
{b}AIII(ϑ) = −3
4
(
1− 3K III{p}
) · [cos2 ϑ− 1
3
]
, (B.6)
with the numerical constant K III{p} being defined through
K III{p} +
∫
dΩ cos2 ϑ · {p}k0(ϑ) . (B.7)
This constant is easily calculated for the present angular density {p}k0(ϑ) (B.4) and yields
the result
K III{p} =
1
2
. (B.8)
Thus the anisotropy correction {p}AIII(ϑ) (B.6) becomes
{p}AIII(ϑ) =
3
8
[
cos2 ϑ− 1
3
]
. (B.9)
The interesting point with this result is now that it does hold for any value of the quantum
number ℓP , see for instance the case l℘ = 3, ℓz = 0 in equation (IV.104c).
The next quadrupole objects are the numerical constants (p)e3 (IV.110a),
(p)f3 (IV.110b)
and (p)m3 (IV.115). Inserting in these definitions the present potential correction
{p}AIII(ϑ)
(B.9) and the angular density {p}k0(ϑ) (B.4) yields for these constants
(p)e3 =
1
80
(B.10a)
(p)f3 =
3
40
(B.10b)
(p)m3 =
1
16
. (B.10c)
Observe here again that this result does hold for all values of the quantum number ℓP ,
not only for ℓP = 3 being displayed by the table on p. 84. This conclusion must then be
true also for the anisotropy energy E
{e}
III
(IV.109) or (IV.142), resp.
E
{e}
III
= − 1
16
e2
aB
(2βaB) · µ{e}III (ν) . (B.11)
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Accordingly, the total electrostatic energy E
{e}
R (IV.108) becomes
E
{e}
R = −
e2
aB
(2βaB) · εtot(ν) (B.12a)
εtot(ν) = εpot(ν) +
1
16
µ
{e}
III
(ν) (B.12b)
which finally lets appear the energy function EP(ν) (IV.148) as
EP(ν) = − e
2
4aB
· SP(ν) , (B.13)
with the specific spectral function SP(ν) being given now by
SP(ν) =
[εtot(ν)]
2
εkin(ν)
=
[
εpot(ν) +
1
16
· µ{e}
III
(ν)
]2
1
2ν+1
(
1
4
+
ℓ2P
2ν
) . (B.14)
Here, the peculiarity due to the special case ℓz = 0 becomes now manifest: in contrast to
the general situation (ℓz 6= 0), e. g. (IV.161) or (IV.174), the numerator is independent
of the quantum number ℓP which thus influences exclusively the denominator being rep-
resented by the kinetic energy Ekin (IV.133)–(IV.134). Or, equivalently, the electrostatic
interaction E
{e}
R (B.12a)–(B.12b) does not depend explicitly upon the quantum number
ℓP of angular momentum. From this one concludes that possibly the corresponding en-
ergy spectrum, due to ℓz = 0, may show some characteristic features missing for the other
values (ℓz 6= 0) of angular momentum. The following table represents the corresponding
energy spectrum to be calculated again by the method of partial extremalization described
below equation (IV.148):
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lz = 0, ∀l℘
n℘ E
(n)
P [eV] E
(n)
C [eV] ∆
(n)
℘ % ν∗
(IV.162a) (I.2) (IV.151) (IV.162b)
2 −1.65471 −1.70072 2.7 1.72555
3 −0.71761 −0.75588 5.1 3.86851
4 −0.40299 −0.42518 5.2 6.10402
5 −0.25889 −0.27212 4.9 8.50058
6 −0.18075 −0.18897 4.3 11.03747
7 −0.13356 −0.13883 3.8 13.69725
8 −0.10282 −0.10630 3.3 16.47923
9 −0.08167 −0.08399 2.8 19.36094
10 −0.06648 −0.06803 2.3 22.34116
15 −0.03013 −0.03024 0.3 38.50906
20 −0.01719 −0.01701 −1.0 56.43818
The numerical evidence says here that the RST energy predictions E
(n)
P (second row)
are placed above the conventional results E
(n)
C (third row) up to principal quantum num-
bers n℘ h 15. For n℘ & 15 the RST binding energy (−E(n)P ) becomes larger than its
conventional counterpart (−E(n)C ). As far as the present numerical results are concerned,
the RST energies due to lz = 0 do mark the upper edge of the band of non-degenerate
RST levels due to the same quantum numbers n℘, l℘ (= n℘− 1), see Fig.s B.I and IV.E.
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Fig. B.I RST Levels due to lz = 0, ∀l℘
The energy predictions E
(n)
P (B.13)-(B.14) due to lz = 0, ∀l℘ (solid lines) appear as
being situated closest to their conventional counterparts E
(n)
C (I.2) within the bands of
non-degenerate RST levels; and furthermore these levels (due to lz = 0) do form the
upper boundary of the l℘-multiplets defined by −l℘ ≤ lz ≤ +l℘. For n℘ & 15, this upper
boundary slides below the conventional levels E
(n)
C (I.2).
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Appendix C
Universality of the Quadrupole Ratios
(p)f3
(p)e3
and
(p)m3
(p)e3
At various occasions one observes the emergence of the following ratios:
(p)f3
(p)e3
= 6 (C.1a)
(p)m3
(p)e3
= 5 , (C.1b)
e. g. for ℓP = 3 and |ℓz| = 0, 1, 3 (see the table on p. 84) or for ℓz = ±ℓP (see equations
(IV.158a)-(IV.158b)) or also for ℓz = ± (ℓP − 1), see equations (IV.170a)-(IV.170b); and
finally for ℓz = 0, ∀ ℓP (see equations (B.10a)-(B.10c)). Thus, one is led to the supposition
that these ratios (C.1a)–(C.1b) must hold for any allowed combination of the quantum
numbers ℓz and ℓP .
Indeed, it is a simple matter to convince oneself of the correctness of that supposition.
The point of departure is the general form of the anisotropic correction potential {p}AIII(ϑ)
(IV.166) which we rewrite here as
{p}AIII(ϑ) = aIII ·
[
cos2 ϑ− 1
3
]
(C.2)
with the constant aIII being defined by
aIII + −3
4
(
1− 3K III{p}
)
. (C.3)
Now insert this general form of {p}AIII(ϑ) (C.2) in the definition (IV.110a) of (p)e3 and find
(p)e3 =
4
45
· a2
III
. (C.4)
Next, insert the general form (C.2) also in the definition of (p)f3 (IV.110b) and find
(p)f3 =
8
15
· a2
III
. (C.5)
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Thus, both general results (C.4)–(C.5) validate the general character of the first ratio
(C.1a).
The case of the second ratio (C.1b) is a little bit more complicated. But inserting
again the general definition of {p}AIII(ϑ), see equation (IV.104c) or (B.5), resp., in the
definition of (p)m3 (IV.115) yields by some simple manipulations and the normalization
condition (IV.15a) for {p}k0(ϑ) the following form of (p)m3:
(p)m3 =
3
2
∫
dΩ {p}k0(ϑ)
∫
dΩ′
(
~ˆr • ~ˆr ′
)2 {p}k0(ϑ′)− 1
2
(C.6)
After having carried out here the azimuthal integrations, this result reappears as
2
3
(
(p)m3 +
1
2
)
=
[∫
dΩ cos2 ϑ{b}k0(ϑ)
]2
+
1
2
[∫
dΩ sin2 ϑ{b}k0(ϑ)
]2
. (C.7)
Now observe here the definition of K III{p} (IV.167), together with the normalization condi-
tion (IV.15a) so that this result reads in terms of K III{p}
2
3
(
(p)m3 +
1
2
)
=
(
K III{p}
)2
+
1
2
(
1−K III{p}
)2
, (C.8)
i. e.
(p)m3 =
(
3
2
K III{p} −
1
2
)2
(C.9)
or in terms of aIII (C.3)
(p)m3 =
(
2
3
aIII
)2
. (C.10)
Now combining this with the precedent result for (p)e3 (C.4) yields just the claimed ratio
(C.1b).
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Appendix D
Angular-Momentum Algebra for Para-Positronium
There are certain similarities between the conventional eigenvalue problem (IV.16a)–
(IV.16b) and its RST analogue (IV.8a)–(IV.8b). The quantum numbers ℓz ⇔ m do
occur in boath approaches in the same sense (namely as eigenvalues of Lˆz), but the other
quantum number ℓP seems to emerge in a somewhat different way than is the case with
the conventional ℓ which is due to the square ~ˆL2 (IV.16a). Therefore one may raise the
question whether in the RST formalism there is also an operator whose eigenvalues are
just given by the values of that second quantum numer ℓP .
Subsequently, we will inquire into this question and we will identify the wanted op-
erator which has ℓP as its eigenvalue (see equation (D.14) below.) In the course of this
inquiry it should become clear that the RST algebra of angular momentum deserves fur-
ther elaboration beyond the present extent.
Eigenvalue Problem for Angular Momentum
In order to deal with the angular momentum algebra as generally as possible, we
restart with the original eigenvalue system (IV.2a)–(IV.2d). But in place of applying
the somewhat special product ansatz (IV.4a)–(IV.4b), we prefer now the following more
general transformation:
(p)R±(~r) =
(p)R˜±(r, ϑ, φ)√
r sinϑ
(D.1a)
(p)S±(~r) =
(p)S˜±(r, ϑ, φ)√
r sinϑ
. (D.1b)
This recasts the first half (IV.2a)–(IV.2b) of the eigenvalue system (IV.2a)–(IV.2d) to the
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new shape
∂ (p)R˜+(~r)
∂r
+
i
r
· ∂
(p)R˜+(~r)
∂φ
− (p)A0(~r) · (p)R˜−(~r) + 1
r
∂ (p)S˜+(~r)
∂ϑ
(D.2a)
− i
r
cotϑ · ∂
(p)S˜+
∂φ
=
M +M∗
~
c · (p)R˜−(~r)
∂ (p)S˜+(~r)
∂r
− i
r
· ∂
(p)S˜+(~r)
∂φ
− (p)A0(~r) · (p)S˜−(~r)− 1
r
∂ (p)R˜+(~r)
∂ϑ
(D.2b)
− i
r
cotϑ · ∂
(p)R˜+
∂φ
=
M +M∗
~
c · (p)S˜−(~r)
and similarly for the second half (IV.2c)–(IV.2d)
∂ (p)R˜−(~r)
∂r
+
1
r
· (p)R˜−(~r)− i
r
∂ (p)R˜−(~r)
∂φ
+ (p)A0(~r) · (p)R˜+(~r) (D.3a)
−1
r
· ∂
(p)S˜−(~r)
∂ϑ
+ i
cotϑ
r
· ∂
(p)S˜−
∂φ
=
M −M∗
~
c · (p)R˜+(~r)
∂ (p)S˜−(~r)
∂r
+
1
r
· (p)S˜−(~r) + i
r
· ∂
(p)S˜−(~r)
∂φ
+ (p)A0(~r) · (p)S˜+(~r) (D.3b)
+
1
r
· ∂
(p)R˜−(~r)
∂ϑ
+ i
cotϑ
r
· ∂
(p)R˜−
∂φ
=
M −M∗
~
c · (p)S˜+(~r)
The next substitution is again a certain generalization of the former case (IV.6a)–
(IV.6b), namely we try now a product ansatz for the new amplitude fields (p)R˜±(~r), (p)S˜±(~r)
of the following form
(p)R˜+(~r) = fR(ϑ, φ) · Φ˜+(r) (D.4a)
(p)R˜−(~r) = fR(ϑ, φ) · Φ˜−(r) (D.4b)
(p)S˜+(~r) = fS(ϑ, φ) · Φ˜+(r) (D.4c)
(p)S˜−(~r) = fS(ϑ, φ) · Φ˜−(r) . (D.4d)
When this product ansatz is inserted in the modified eigenvalue system (D.2a)–(D.3b),
there occurs a separation of this three-dimensional system in a two-dimensional angular
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problem in terms of the angular coordinates ϑ, φ and in a one-dimensional radial problem
in terms of the variable r. The angular subsystem looks as follows:(
∂
∂ϑ
+ i cotϑ · ∂
∂φ
)
fR(ϑ, φ) + i
∂ fS(ϑ, φ)
∂φ
= ℓP · fS(ϑ, φ) (D.5a)(
∂
∂ϑ
− i cotϑ · ∂
∂φ
)
fS(ϑ, φ) + i
∂ fR(ϑ, φ)
∂φ
= −ℓP · fR(ϑ, φ) . (D.5b)
Here it is easy to see that this angular system represents the immediate generalization
of the former, more special system (IV.8a)–(IV.8b), since the latter system emerges from
the present one (D.5a)–(D.5b) by simply putting
fR(ϑ, φ) = e
iℓzφ ·fR(ϑ) (D.6a)
fS(ϑ, φ) = e
iℓzφ ·fS(ϑ) . (D.6b)
Obviously, the present more general system (D.5a)–(D.5b) is nothing else than the eigen-
value problem of angular momentum for spin-zero RST systems (sp = 0). This may be
recast also in a more concise form, i. e.
e−iφLˆ+ fR(ϑ, φ)− Lˆz fS(ϑ, φ) = ℓP · fS(ϑ, φ) (D.7a)
eiφLˆ− fS(ϑ, φ) + Lˆz fR(ϑ, φ) = ℓP · fR(ϑ, φ) , (D.7b)
with the usual definitions (up to ~) of the angular momentum operators
Lˆ+ +
(
Lˆx + iLˆy
)
= eiφ
{
∂
∂ϑ
+ i cotϑ
∂
∂φ
}
(D.8a)
Lˆ− +
(
Lˆx − iLˆy
)
= −e−iφ
{
∂
∂ϑ
− i cotϑ ∂
∂φ
}
(D.8b)
Lˆz ⇒ 1
i
∂
∂φ
. (D.8c)
Concerning now the remaining radial problem one finds oneself being left with (spher-
ically symmetic approximation)
d Φ˜+(r)
dr
− ℓP
r
· Φ˜+(r)− [p]A0(r) · Φ˜−(r) = M +M∗
~
c · Φ˜−(r) (D.9a)
d Φ˜−(r)
dr
+
ℓP + 1
r
· Φ˜−(r) + [p]A0(r) · Φ˜+(r) = M −M∗
~
c · Φ˜+(r) , (D.9b)
126
but this is identical to the former system (IV.9a)–(IV.9b) and thus gives no new informa-
tion.
Second-Order Form of the Angular-Momentum Eigenvalue Problem
The special second-order differential equations (IV.17a)–(IV.17b) do hint at the possi-
bility that also the generalized form (D.5a)–(D.5b) could be recast in second-order form.
In order to attain this goal, it is favourable to transcribe the present eigenvalue problem
of angular momentum (D.5a)–(D.5b) to the two-dimensional spin space. This works as
follows: First, define three operators Qˆx, Qˆy, Qˆz as follows
Qˆx + i cotϑ
∂
∂φ
≡ sinφ · Lˆy + cosφ · Lˆx (D.10a)
Qˆy + −i ∂
∂ϑ
≡ cosφ · Lˆy − sinφ · Lˆx (D.10b)
Qˆz + −i ∂
∂φ
≡ Lˆz (D.10c)
and find the corresponding commutation relations as
[
Qˆx, Qˆy
]
=
i
sin2 ϑ
Qˆz (D.11a)[
Qˆy, Qˆz
]
=
[
Qˆz, Qˆx
]
= 0 . (D.11b)
Next, define the operator Qˆ to act in the suitably defined Pauli spinor bundle over the
two-sphere S2 by the following self-evident construction:
Qˆ + Qˆxσx + Qˆyσy + Qˆzσz ≡ Qˆx + Qˆy + Qˆz , (D.12)
and furthermore collect both functions fR(ϑ, φ) and fS(ϑ, φ) to a Pauli two-spinor f(ϑ, φ),
i. e. in short-hand notation
f(ϑ, φ) =

fR(ϑ, φ)
fS(ϑ, φ)

 . (D.13)
127
And now convince yourself that the eigenvalue system (D.5a)–(D.5b) transcribes to the
two-spinor form as
Qˆ f(ϑ, φ) = ℓP · f(ϑ, φ) . (D.14)
This reveals the quantum number ℓP as the eigenvalue of the operator Qˆ . Finally multiply
this eigenvalue equation (D.14) from the left by the “quaternion” Qˆ (D.12) and thus find
its desired second-order form as
Qˆ
2 f(ϑ, φ) = ℓ2P · f(ϑ, φ) . (D.15)
Complementing finally this eigenvalue equation by
Lˆz f(ϑ, φ) = ℓz · f(ϑ, φ) (D.16)(
Lˆz + Lˆz · 1
)
it becomes evident that both eigenvalue euquations (D.15) and (D.16) are just the RST
analogues of the conventional eigenvalue problem (IV.16a)–(IV.16b). Of course, the si-
multaneous presence of two eigenvalues (i. e. ℓP and ℓz) is a consequence of the fact that
the corresponding operators do commute[
Lˆz, Qˆ
]
= 0 (D.17)
so that both eigenvalue equations (D.14) and (D.16) can simultaneously be valid. Observe
here that the first eigenvalue equation (D.14) plays the part of a kind of “square root” of
the equation (D.15).
The desired second-order form of the RST eigenvalue problem for angular momentum
emerges now simply by explicitly writing down the squared operator Qˆ 2:
Qˆ
2 = −
{
∂2
∂ϑ2
+
1
sin2 ϑ
∂2
∂φ2
}
· 1+ i
sin2 ϑ
∂
∂φ
σz (D.18)
so that the equation (D.15) reads in explicit component form
−
{
∂2
∂ϑ2
+
1
sin2 ϑ
∂2
∂φ2
}
fR(ϑ, φ) +
i
sin2 ϑ
∂
∂φ
fR(ϑ, φ) = ℓ
2
P · fR(ϑ, φ) (D.19a)
−
{
∂2
∂ϑ2
+
1
sin2 ϑ
∂2
∂φ2
}
fS(ϑ, φ)− i
sin2 ϑ
∂
∂φ
fS(ϑ, φ) = ℓ
2
P · fS(ϑ, φ) . (D.19b)
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Observe here that the squared operator Qˆ 2 (D.18) is diagonal (provided one uses the
standard form of the Pauli matrices σx, σy, σz), and this ensures the result that the second-
order equations (D.19a)–(D.19b) appear decoupled. Moreover, trying the product form
(D.6a)–(D.6b) we are left with the simpler system
− d
2
dϑ2
fR(ϑ) +
ℓz(ℓz − 1)
sin2 ϑ
fR(ϑ) = ℓ
2
P · fR(ϑ) (D.20a)
− d
2
dϑ2
fS(ϑ) +
ℓz(ℓz + 1)
sin2 ϑ
fS(ϑ) = ℓ
2
P · fS(ϑ) (D.20b)
which is nothing else than the former second-order system (IV.17a)–(IV.17b).
Ladder Operators
In order to find the complete set of states due to an ℓP-multiplet (i. e. for −ℓP ≤ ℓz ≤
+ℓP) it is very instructive to first collect the former results in a table (next page).
On principle, one could find all the missing members (...) of such a “ladder” of
angular states (due to the same value of ℓP) by solving the coupled first-order system
(D.5a)–(D.5b) separately for any member and then applying the normalization condition
(IV.15a). But it would be surely more efficient to possess an algebraic algorithm which is
able to generate the neighbouring states (ℓP )fR,ℓz±1,
(ℓP )fS,ℓz±1 from some point of departure
(ℓP )fR,ℓz ,
(ℓP )fS,ℓz . Observe here that the symmetry fR(ϑ) ⇒ fS(ϑ), fS(ϑ) ⇒ −fR(ϑ)
mentioned below equation (IV.17b) induces for ℓz = 0 a certain peculiarity, namely the
occurence of two angular states: the upper half of the line due to ℓz = 0 refers formally
to ℓz = 0+ and the lower half to ℓz = 0−. Indeed it is easy to see that both solutions do
obey the coupled first-order system (IV.8a)–(IV.8b) for ℓz = 0. This double solution for
ℓz = 0 is needed below when we generate the angular states due to ℓz 6= 0 from the states
with ℓz = 0.
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ℓz = ↓ fR(ϑ, φ) = eiℓzφ ·fR(ϑ) fS(ϑ, φ) = eiℓzφ ·fS(ϑ)
ℓP √ 2
π
· (2ℓP )!!
(2ℓP−1)!! · eiℓPφ(sinϑ)ℓP 0(IV.155)
ℓP − 1 √ 2
π
(2ℓP − 1) · (2ℓP−2)!!(2ℓP−3)!! · ei(ℓP−1)φ(sin ϑ)ℓP−1 cosϑ −
√
2
π
(2ℓP−2)!!
(2ℓP−1)!! · ei(ℓP−1)φ(sinϑ)ℓP(IV.164a)-(IV.164b)
...
...
...
0±
√
2
π
· cos(ℓPϑ) −
√
2
π
sin(ℓPϑ)
(App. B)
√
2
π
· sin(ℓPϑ)
√
2
π
· cos(ℓPϑ)
...
...
...
−(ℓP − 1)
√
2
π
(2ℓP−2)!!
(2ℓP−1)!! · ei(1−ℓP )φ(sin ϑ)ℓP
√
2
π
(2ℓP − 1) · (2ℓP−2)!!(2ℓP−3)!! · ei(1−ℓP )φ(sinϑ)ℓP−1 cosϑ
−ℓP 0 −
√
2
π
· (2ℓP )!!
(2ℓP−1)!! · e−iℓPφ(sinϑ)ℓP
General Ladder Arrangement of the angular eigenfunctions
130
The starting point for obtaining the states with ℓz > 0 is then the solution due to
ℓz = 0+ (upper half) and for obtaining the states with ℓz < 0 one starts from the angular
state with ℓz = 0− (lower half):
ℓz = 0+ : fR(ϑ) =
√
2
π
· cos(ℓPϑ), fS(ϑ) = −
√
2
π
sin(ℓPϑ) (D.21a)
ℓz = 0− : fR(ϑ) =
√
2
π
· sin(ℓPϑ), fS(ϑ) = −
√
2
π
cos(ℓPϑ) . (D.21b)
In order to elaborate this program, it is now self-suggesting to define two kinds of
ladder operators, Rˆ+ and Sˆ+, by
Rˆ+ + e
iφ
{
∂
∂ϑ
+ i cotϑ
∂
∂φ
}
(D.22a)
Sˆ+ +
{
∂
∂ϑ
+ i cotϑ
∂
∂φ
}
eiφ = e−iφRˆ+e
iφ . (D.22b)
Furthermore, it is convenient to introduce an economical notation for the angular eigen-
functions fR(ϑ, φ) and fS(ϑ, φ) so that the associated quantum numbers ℓP and ℓz become
immediately evident: (ℓP )fR,ℓz(ϑ, φ) and
(ℓP )fS,ℓz(ϑ, φ). With this arrangement, we easily
realize for the upper end of the above table that the highest-order state (i. e. ℓz = ℓP)
becomes “annihilated” under the action of the ladder operator Rˆ+ (D.22a):
Rˆ+
(ℓP )fR,ℓP ≃ eiφ
{
∂
∂ϑ
+ i cotϑ
∂
∂φ
}[
eiℓPφ · (sinϑ)ℓP
]
= 0 . (D.23)
Since the highest-order state (ℓP )fS,ℓP(ϑ, φ) of the S-ladder is already zero, the correspond-
ing relation for this state (ℓP )fS,ℓP(ϑ, φ) is trivially evident
Sˆ+
(ℓP )fS,ℓP = 0 . (D.24)
Thus, the combined action (D.23) plus (D.24) of both operators Rˆ+ and Sˆ+ annihilates
the highest-order state of any ℓP-multiplet.
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Turning now to the next lower states (i. e. ℓz = ℓP − 1) of the table, i. e.
(ℓP )fR,ℓP−1(ϑ, φ) =
√
2
π
(2ℓP − 1) (2ℓP − 2)!!
(2ℓP − 3)!! e
i(l℘−1)φ · (sin ϑ)ℓP−1 cosϑ (D.25a)
(ℓP )fS,ℓP−1(ϑ, φ) = −
√
2
π
(2ℓP − 2)!!
(2ℓP − 1)!! e
i(l℘−1)φ · (sin ϑ)ℓP , (D.25b)
we find again by subjecting those states to the action of the ascendive operators Rˆ+ and
Sˆ+:
Rˆ+
(ℓP )fR,ℓP−1 = −
2ℓP − 1√
2ℓP
(ℓP )fR,ℓP (D.26a)
Sˆ+
(ℓP )fS,ℓP−1 ≡ 0 = (ℓP )fS,ℓP . (D.26b)
From these results one becomes tempted to suppose that the operators Rˆ+ and Sˆ+ do
act as “ladder operators” which generate the next higher state (due to ℓz + 1) from the
precedent one (due to ℓz) according to the recipe
Rˆ+
(ℓP )fR,ℓz = C+(ℓP , ℓz) · (ℓP )fR,ℓz+1 (D.27a)
Sˆ+
(ℓP )fS,ℓz = D+(ℓP , ℓz) · (ℓP )fS,ℓz+1 (D.27b)
with the normalization constants C+(ℓP , ℓz) and D+(ℓP , ℓz) being still to be determined.
Their special values for ℓz = ℓP − 1 may be already read off from the equations (D.26a)–
(D.26b) as
C+(ℓP , ℓP − 1) = −2ℓP − 1√
2ℓP
(D.28a)
D+(ℓP , ℓP − 1) = 0 . (D.28b)
Let us test our general construction (D.27a)–(D.27b) for those special states which
have ℓz = 0, ∀ℓP (see the table on p.(?))
(ℓP )fR,0+(ϑ, φ) =
√
2
π
cos(ℓPϑ) (D.29a)
(ℓP )fS,0+(ϑ, φ) = −
√
2
π
sin(ℓPϑ) . (D.29b)
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For this situation, one finds by straight forward calculation for the action of the operators
Rˆ+, Sˆ+
Rˆ+
(ℓP )fR,0+(ϑ, φ) = −
√
2
π
eiφ sin (ℓPϑ) (D.30a)
Sˆ+
(ℓP )fS,0+(ϑ, φ) = −
√
2
π
eiφ {ℓP · cos(ℓPϑ)− cotϑ · sin(ℓPϑ)} . (D.30b)
Comparing this to the general action of both ladder operators Rˆ+ and Sˆ+ (D.27a)–(D.27b)
we find that the angular functions due to ℓz = 1 must look as follows:
(ℓP )fR,1(ϑ, φ) = −
√
2
π
1
C+(ℓP , 0)
· eiφ sin(ℓPϑ) (D.31a)
(ℓP )fS,1(ϑ, φ) = −
√
2
π
1
D+(ℓP , 0)
· eiφ {ℓP · cos(ℓPϑ)− cotϑ · sin(ℓPϑ)} . (D.31b)
But these two angular functions (ℓP )fR,1 and
(ℓP )fS,1 (D.31a)–(D.31b) must now obey the
coupled angular system (D.5a)–(D.5b) for ℓz = 1 without producing any contradiction;
and this demand can actually be satisfied provided the constants C+(ℓP , 0) and D+(ℓP , 0)
are related by
D+(ℓP , 0+) =
ℓP + 1
ℓP
· C+(ℓP , 0+) . (D.32)
The symmetry operation z → −z (ℓz ⇒ −ℓz) results in the substitution f ∗R(ϑ, φ) ⇒
fS(ϑ, φ), f
∗
S(ϑ, φ)⇒ −fR(ϑ, φ) (take the complex conjugate of the system (D.5a)–(D.5b)
or recall the remark made below equation (IV.17b)); and therefore one may introduce
the descendive operators Rˆ− and Sˆ− quite analogously to the precedent ascendive case
(D.22a)–(D.22b) through
Rˆ− +
{
∂
∂ϑ
− i cotϑ ∂
∂φ
}
e−iφ (D.33a)
Sˆ− + − e−iφ
{
∂
∂ϑ
− i cotϑ ∂
∂φ
}
= − e−iφ Rˆ− eiφ . (D.33b)
Here it is again obvious that these descendive operators do act on the lowest-order states
of an ℓP-multiplet quite analogously to the ascendive cases (D.23)–(D.24) for the highest-
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order states, i. e.
Rˆ− (ℓP )fR,−ℓP = 0 (D.34a)
Sˆ− (ℓP )fS,−ℓP = 0 . (D.34b)
And the lowest-order states of an ℓP-multiplet are again generated by
Rˆ−(ℓP )fR,1−ℓP ≡ 0 = (ℓP )fR,−ℓP (D.35a)
Sˆ−(ℓP )fS,1−ℓP = −
2ℓP − 1√
2ℓP
· (ℓP )fS,−ℓP , (D.35b)
quite analogously to the ascending situation (D.26a)–(D.26b).
Clearly this analogy suggests to define the action of the descendive operators Rˆ−, Sˆ−
quite generally through
Rˆ−(ℓP )fR,ℓz = C−(ℓP , ℓz) · (ℓP )fR,ℓz−1 (D.36a)
Sˆ−(ℓP )fS,ℓz = D−(ℓP , ℓz) · (ℓP )fS,ℓz−1 , (D.36b)
with the constants C− andD− to be determined later on. The special values for ℓz = 1−ℓP
may be deduced again already from the equations (D.35a)–(D.35b):
C−(ℓP , 1− ℓP) = 0 (D.37a)
D−(ℓP , 1− ℓP) = −2ℓP − 1√
2ℓP
. (D.37b)
Recall here the analogous relations (D.28a)–(D.28b) which apply to the angular states
with positive values of ℓz (i. e. the upper end of the ladders). Furthermore, one deduces
also from the survey table on p. 130 by straightforward application of Rˆ− and Sˆ− the
following descendive relation for the R-ladder
C−(ℓP , ℓP) =
√
2ℓP (D.38)
and similarly the ascendive relation for the S-ladder
D+(ℓP ,−ℓP) = −
√
2ℓP . (D.39)
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From reasons of symmetry (ℓz ⇔ −ℓz) one wishes again to test the consistency of the
ladder ansatz (D.36a)–(D.36b) for the special case ℓz = 0, ∀ℓP . This says that we take
from the table on p. (?) the two angular functions
(ℓP )fR,0−(ϑ, φ) =
√
2
π
· sin(ℓPϑ) (D.40a)
(ℓP )fS,0−(ϑ, φ) =
√
2
π
· cos(ℓPϑ) (D.40b)
and let now act the descendive operators Rˆ− and Sˆ− (D.33a)–(D.33b) on these functions:
Rˆ−(ℓP )fR,0− =
√
2
π
e−iφ {ℓP · cos(ℓPϑ)− cotϑ · sin(ℓPϑ)} (D.41a)
Sˆ−(ℓP )fS,0− =
√
2
π
e−iφ {ℓP · sin(ℓPϑ)} . (D.41b)
On the other hand, the ladder construction (D.36a)–(D.36b) identifies here the right-
hand sides with the angular eigenfunctions (ℓP )fR,−1 and (ℓP )fS,−1 which thereby become
represented by
(ℓP )fR,−1(ϑ, φ) =
√
2
π
e−iφ
C−(ℓP , 0)
{ℓP · cos(ℓPϑ)− cotϑ sin(ℓPϑ)} (D.42a)
(ℓP )fS,−1(ϑ, φ) =
√
2
π
ℓP · e−iφ
D−(ℓP , 0)
· sin(ℓPϑ) . (D.42b)
But if our ladder hypothesis is correct, these two angular functions must obey the coupled
first-order system (D.5a)–(D.5b) which for the present case (ℓz = 1) appears as
d (ℓP )fR,−1
dϑ
+ cotϑ · (ℓP )fR,−1 = (ℓP − 1) · (ℓP )fS,−1 (D.43a)
d (ℓP )fS,−1
dϑ
− cotϑ · (ℓP )fS,−1 = −(ℓP + 1) · (ℓP )fR,−1 . (D.43b)
Inserting here both functions (ℓP )fR,−1 and (ℓP )fS,−1 (D.42a)–(D.42b) leads us without any
contradictions to the relation
D−(ℓP , 0−) = − ℓP
1 + ℓP
· C−(ℓP , 0−) , (D.44)
which of course is the counterpart of (D.32) for negative values of ℓz, i. e. for the lower
ends of both ladders.
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Ladder Formalism for ℓP = 3
In order to become somewhat more acquainted with the peculiarities of the present
algebra of angular momentum it may be instructive to explicitly write down the action of
the ascendive and descendive operators on the members of an ℓP-multiplet. For ℓP = 3,
the members are already known (see the table on p. 84), so that by straightforward
calculation one can determine the constants C+, D+ (D.28a)–(D.28b) as well as C−, D−
(D.37a)–(D.37b). Turning first to the “R-ladder”, one finds the following results (see Fig.
D.I):
The upper edge (ℓP = 3, ℓz = 3) is given by
(3)fR,3(ϑ, φ) =
√
32
5π
e3iφ sin3 ϑ , (D.45)
see equation (IV.155) for ℓP = ℓz = 3; and consequently the ascendive operator Rˆ+
(D.22a) annihilates this angular state (D.45), which is of course only a special case of the
general relation (D.23). Next, consider the lower-order state (3)fR,2(ϑ, φ)
(3)fR,2(ϑ, φ) =
√
80
3π
e2iφ sin2 ϑ · cosϑ (D.46)
and find
Rˆ+
(3)fR,2 = − 5√
6
(3)fR,3 (D.47)
which then yields for the transition constant C+(3, 2) (D.27a)
C+(3, 2) = − 5√
6
, (D.48)
as a specialization of the general relation (D.28a). Thus the upper edge of the R-ladder for
ℓP = 3 is found to be in agreement with the former preliminary remarks. This agreement
does also apply to the lower edge ( ℓP = 3, ℓz = 3). Indeed, the lowest-order non-trivial
angular function is here
(3)fR,−2(ϑ, φ) =
√
16
15π
e−2iφ sin3 ϑ , (D.49)
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R-ladder
0
(3)fR,3
Rˆ+
KS
lz=+3
(3)fR,3
Rˆ− C−(3,3)=
√
6

(3)fR,2
Rˆ+C+(3,2)=− 5√6
KS
lz=+2
(3)fR,2
Rˆ− C−(3,2)=
√
10

(3)fR,1
Rˆ+C+(3,1)=−4
√
2
5
KS
lz=+1
(3)fR,1
Rˆ− C−(3,1)=2
√
3

(3)fR,0±
Rˆ+C+(3,0+)=− 32
√
3
KS
lz=0
(3)fR,0±
Rˆ− C−(3,0−)=2
√
3

(3)fR,−1
Rˆ+C+(3,−1)=− 4√3
KS
lz=−1 (3)fR,−1
Rˆ− C−(3,−1)=
√
10

(3)fR,−2
Rˆ+C+(3,−2)=−
√
5
2
KS
lz=−2 (3)fR,−2
Rˆ− C−(3,−2)=0

0 (3)fR,−3 lz=−3 (3)fR,−3
Rˆ−

0
0
Fig. D.1 Ladder Operations for (l℘)fR,lz(ϑ, φ), l℘ = 3
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and this angular function becomes annihilated under the action of the descendive
operator Rˆ− (D.35a). i.e.
Rˆ− (3)fR,−2 ≡ 0 , (D.50)
as demanded by the general relation (D.34a), cf. also (D.37a).
But now a somewhat more subtle point is to be discussed, namely the occurence of
two different angular states for ℓz = 0, see the table on p. 130:
(3)fR,0+ =
√
2
π
cos(3ϑ) =
√
2
π
(1− 4 sin2 ϑ) cosϑ (D.51a)
(3)fR,0− =
√
2
π
sin(3ϑ) = 3
√
2
π
sinϑ (1− 4
3
sin2 ϑ) . (D.51b)
The logical necessity of two angular states for ℓz = 0 will readily become evident when
we now look at the action of Rˆ± on the neighbouring states ℓz = ±1. If we ascend the R-
ladder ( left-hand side of Fig.D.I) beginning on the lowest-possible step (i. e. ℓz = −2)
by repeatedly applying the ascendive operator Rˆ+ (D.22a) we first come to the step with
ℓz = −1. The corresponding angular function is
(3)fR,−1(ϑ, φ) = −
√
32
3π
e−iφ sin2 ϑ cosϑ , (D.52)
and the ascent to this step reads (see Fig.D.I)
Rˆ+
(3)fR,−2 = −
√
5
2
· (3)fR,−1 . (D.53)
Now we once more apply the ascendive operator and thus obtain
Rˆ+
(3)fR,−1 = − 4√
3
(3)fR,0− (D.54)
with (3)fR,0− being given by equation (D.51b). However, in order to further ascend now
from the step with ℓz = 0 to the higher steps ℓz = 1, 2, 3 we cannot apply the ascendive
operator Rˆ+ to that state
(3)fR,0− (D.51b) just reached; but we have to start from the
other state (3)fR,0+ (D.51a) which is also due to ℓz = 0:
Rˆ+
(3)fR,0+ = −
3
2
√
3 · (3)fR,1 . (D.55)
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Indeed one is easily convinced by straightforward calculation that the action of Rˆ+ on the
state (3)fR,0− (D.51b) does not lead us to the desired step
(3)fR,1 given by
(3)fR,1 =
√
24
π
eiφ sinϑ
(
1− 4
3
sin2 ϑ
)
. (D.56)
On the other hand, once the right starting state (3)fR,0+ is accepted for the further ascent,
the highest state (3)fR,3 is reached by repeated action of Rˆ+ without any inconsistency,
see Fig. D.I.
A similar effect is observed for the descent from the highest-order state (3)fR,3 to the
lower states by means of the descendive operator Rˆ− (D.33a), see Fig. D.I above. Here,
the first transition occurs from the highest state (3)fR,3 (D.45) to the next lower one
(3)fR,2
(D.46) and looks as follows
Rˆ− (3)fR,3 =
√
6 · (3)fR,2 (D.57)
and this yields for the transition coefficient C(3, 3) (D.36a)
C−(3, 3) =
√
6 , (D.58)
in agreement with the general relation (D.38). Then we can further descend downwards
by means of Rˆ− to the step (3)fR,1 (D.56). But the next transition downwards to the step
ℓz = 0 requires again some attention. By straightforward calculation one finds
Rˆ− (3)fR,1 = 2
√
3 · (3)fR,0+ . (D.59)
This says that the descent from above (ℓz > 0) by means of Rˆ− terminates at that state
(3)fR,0+ (D.51a) on the level ℓz = 0 from which we have to start when we wish to generate
upwards the states with ℓz > 0, see equation (D.55).
But for the further descent, one first has to pass over from (3)fR,0+ (D.51a) to the other
angular state (3)fR,0− (D.51b) and then one can continue to descend, i. e.
Rˆ− (3)fR,0− = 2
√
3 · (3)fR,−1 . (D.60)
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But the next descent leads us to the last non-trivial step (3)fR,−2 (D.49)
Rˆ−
(3)fR,−1 =
√
10 (3)fR,−2 , (D.61)
since this last step becomes then annihilated by the action of Rˆ−, see equation (D.50).
Concerning now the “S-ladder”, the situation is quite analogous to the “R-ladder”,
cf. Fig.D.I and Fig.D.II. Therefore it may be sufficient to mention here only the most
striking features. The first of these refers again to the fact that for ℓz = 0 one has two
angular states, i. e.
(3)fS,0+ = −
√
2
π
sin(3ϑ) = −3
√
2
π
sin ϑ
(
1− 4
3
sin2 ϑ
)
(D.62a)
(3)fS,0− =
√
2
π
cos(3ϑ) =
√
2
π
cosϑ
(
1− 4 sin2 ϑ) . (D.62b)
From here, the next higher state (3)fS,1(ϑ, φ) is obtained by applying the ascendive operator
Sˆ+ (D.22b) to
(3)fS,0+ (D.62a)
Sˆ+
(3)fS,0+ = −2
√
3 · (3)fS,1 (D.63)(
 D+(3, 0+) = −2
√
3
)
,
whereas for obtaining the next lower state (3)fS,−1(ϑ, φ) one has to depart from (3)fS,0−
(D.62b):
Sˆ−
(3)fS,0− = −
3
2
√
3 · (3)fS,−1 (D.64)(
 D−(3, 0−) = −3
2
√
3
)
.
Obviously, this is all quite analogous to the case with the R-ladder; and the annihila-
tion of the highest (ℓz = +3) and lowest (ℓz = −3) states by means of the actions of Sˆ+
and Sˆ−, resp., works also quite similarly, cf. (D.24) and (D.34b). Clearly, the ladder co-
efficient D+(3,−3) is nothing else than the specialization of the general case D+(ℓP ,−ℓP)
(D.39) to the present example ℓP = 3
D+(ℓP ,−ℓP)⇒ D+(3,−3) = −
√
6 , (D.65)
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with the converse being given by
D−(ℓP , 1− ℓP)⇒ D−(3,−2) = − 5√
6
, (D.66)
cf. equation (D.37b). Somewhat more interesting are perhaps those relations concerning
simultaneously both ladders, such as (D.32) and (D.44). From the R-ladder (Fig. D.I)
we see
C+(3, 0+) = −3
2
√
3 , (D.67)
and for the S-ladder (Fig. D.II)
D+(3, 0+) = −2
√
3 , (D.68)
thus
D+(3, 0+) =
4
3
C+(3, 0+) (D.69)
which validates (D.32). Similarly, from the R-ladder (Fig. D.I) we take
C−(3, 0−) = 2
√
3 , (D.70)
and from the S-ladder (Fig. D.II) one takes
D−(3, 0−) = −3
2
√
3 (D.71)
thus
D−(3, 0−) = −3
4
C−(3, 0−) (D.72)
which validates the general claim (D.44).
Thus, it should have become obvious that there are many interrelationships between
the ladder coeffcients; but in place of studying this for special examples it would surely
be more efficient to deduce their general shape (i. e. for general ℓP and ℓz).
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S-ladder
0
0 (3)fS,3
Sˆ+
KS
lz=+3
(3)fS,3 0
(3)fS,2
Sˆ+D+(3,2)=0
KS
lz=+2
(3)fS,2
Sˆ− D−(3,2)=− 12
√
10

(3)fS,1
Sˆ+D+(3,1)=−
√
10
KS
lz=+1
(3)fS,1
Sˆ− D−(3,1)=− 4√3

(3)fS,0±
Sˆ+D+(3,0+)=−
√
12
KS
lz=0
(3)fS,0±
Sˆ− D−(3,0−)=− 32
√
3

(3)fS,−1
Sˆ+D+(3,−1)=−
√
12
KS
lz=−1 (3)fS,−1
Sˆ− D−(3,−1)=− 45
√
10

(3)fS,−2
Sˆ+D+(3,−2)=−
√
10
KS
lz=−2 (3)fS,−2
Sˆ− D−(3,−2)=− 5√6

(3)fS,−3
Sˆ+D+(3,−3)=−
√
6
KS
lz=−3 (3)fS,−3
Sˆ−

0
Fig. D.II Ladder Operations for (l℘)fS,lz(ϑ, φ), l℘ = 3
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Determination of the Ladder Coefficients
For the determination of the general ladder coefficients C±(ℓP , ℓz) and D±(ℓP , ℓz) it is
very helpful to first determine certain products of them. Namely, by applying in subse-
quent order an ascendive and/or descendive ladder operator one must come back to the
original state of departure. Thus, one obtains the following eigenvalue equations for the
operator products, e.g. for the R-ladder
(
Rˆ+ · Rˆ−
)
(ℓP )fR,ℓz =
[
C+(ℓP , ℓz − 1) · C−(ℓP , ℓz)
]
· (ℓP )fR,ℓz (D.73a)(
Rˆ− · Rˆ+
)
(ℓP )fR,ℓz =
[
C−(ℓP , ℓz + 1) · C+(ℓP , ℓz)
]
· (ℓP )fR,ℓz (D.73b)
and analogously for the S-ladder
(
Sˆ+ · Sˆ−
)
(ℓP )fS,ℓz =
[
D+(ℓP , ℓz − 1) ·D−(ℓP , ℓz)
]
· (ℓP )fS,ℓz (D.74a)(
Sˆ− · Sˆ+
)
(ℓP )fS,ℓz =
[
D−(ℓP , ℓz + 1) ·D+(ℓP , ℓz)
]
· (ℓP )fS,ℓz . (D.74b)
The eigenvalues emerging here for the special case ℓP = 3 can be read off directly from
both Fig.s D.I and D.II and may be collected in the following table:
ℓP = 3
ℓz ⇒ −3 −2 −1 0 +1 +2 +3
Rˆ+ · Rˆ− ⇒ C+(3, ℓz − 1) · C−(3, ℓz)⇒ −5 −8 −9 −8 −5
Rˆ− · Rˆ+ ⇒ C−(3, ℓz + 1) · C+(3, ℓz)⇒ −5 −8 −9 −8 −5
Sˆ+ · Sˆ− ⇒ D+(3, ℓz − 1) ·D−(3, ℓz)⇒ 5 8 9 8 5
Sˆ− · Sˆ+ ⇒ D−(3, ℓz + 1) ·D+(3, ℓz)⇒ 5 8 9 8 5
With the coefficients of both types of ladders being known, one can now test also those
“inter-ladder” relations such as (D.32) and (D.44). For the first of these we find for the
143
present case ℓP = 3:
D+(3, 0+) = −2
√
3 (D.75a)
C+(3, 0+) = −3
2
√
3 (D.75b)
and therefore
D+(3, 0+) =
4
3
· C+(3, 0+) (D.76)
which validates the general claim (D.32). The other assertion (D.44) can be validated by
an analogous conclusion.
Of course, it is not very satisfying to determine all the ladder coefficients C±(ℓP , ℓz)
and D±(ℓP , ℓz) by explicit calculation; this method can only be of heuristic character
in order to get some feeling of which numbers are to be expected. For the purpose of
deducing the general result in form of a closed formula for all admissible ℓz and ℓP , one
first writes down (by explicit calculation) the product operators, i. e. for the R-ladder
Rˆ+ · Rˆ− = 1− (1− cot2 ϑ) · Lˆz − cot2 ϑ · Lˆ2z +
∂2
∂ϑ2
(D.77a)
Rˆ− · Rˆ+ = 1
sin2 ϑ
· Lˆz − cot2 ϑ · Lˆ2z +
∂2
∂ϑ2
(D.77b)
and analogously for the S-ladder
Sˆ+ · Sˆ− = 1
sin2 ϑ
· Lˆz + cot2 ϑ · Lˆ2z −
∂2
∂ϑ2
(D.78a)
Sˆ− · Sˆ+ = −1− (1− cot2 ϑ) · Lˆz + cot2 ϑ · Lˆ2z −
∂2
∂ϑ2
. (D.78b)
Now observe that these operator products are required to act upon the angular functions
(ℓP )fR,ℓz and
(ℓP )fS,ℓz where then the angular-momentum operator Lˆz (D.10c) becomes
replaced by its eigenvalue ℓz, i. e. we get for the R-ladder
Rˆ+ · Rˆ− ⇒ 1− (1− cot2 ϑ) · ℓz − cot2 ϑ · ℓ2z +
∂2
∂ϑ2
(D.79a)
Rˆ− · Rˆ+ ⇒ 1
sin2 ϑ
· ℓz − cot2 ϑ · ℓ2z +
∂2
∂ϑ2
(D.79b)
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and analogously for the S-ladder
Sˆ+ · Sˆ− ⇒ 1
sin2 ϑ
· ℓz + cot2 ϑ · ℓ2z −
∂2
∂ϑ2
(D.80a)
Sˆ− · Sˆ+ ⇒ −1 − (1− cot2 ϑ) · ℓz + cot2 ϑ · ℓ2z −
∂2
∂ϑ2
. (D.80b)
Furthermore, since the angular eigenfunctions (ℓP )fR,ℓz(ϑ, φ) and
(ℓP )fS,ℓz(ϑ, φ) must obey
the second-order eigenvalue equations (IV.17a)–(IV.17b), or (D.19a)–(D.19b), resp., one
can substitute from there the second-order derivatives (with respect to ϑ) into the present
operator products (D.79a)–(D.80b which then finally yields their eigenvalues (D.73a)–
(D.74b) in terms of ℓz and ℓP , i. e. for the R-system (D.73a) and (D.73b)
C+(ℓP , ℓz) · C−(ℓP , ℓz + 1) = ℓ2z − ℓ2P (D.81)
and analogously for the S-system (D.74a)–(D.74b)
D+(ℓP , ℓz − 1) ·D−(ℓP , ℓz) = ℓ2P − ℓ2z . (D.82)
From this result it is evident that the action of the operator products in reverse order
entails merely a change of ℓz by on unity (ℓz ⇒ ±1), see the table for ℓP = 3 on p. (?).
It should also be self-evident that the two independent equations (D.81) and (D.82) are
not sufficient in order to fix completely the four ladder coefficients C±(ℓP , ℓz), D±(ℓP , ℓz)
as functions of the two quantum numbers ℓP and ℓz. At the most, we may conclude from
these equations that the desired coefficients must be of the general form
C+(ℓP , ℓz) =
ℓz + ℓP
X(ℓP , ℓz)
(D.83a)
C−(ℓP , ℓz) = X(ℓP , ℓz − 1) · (ℓz − ℓP − 1) (D.83b)
D+(ℓP , ℓz) = (ℓP + ℓz + 1) · Y (ℓP , ℓz + 1) (D.83c)
D−(ℓP , ℓz) =
ℓP − ℓz
Y (ℓP , ℓz)
, (D.83d)
with unknown functions X(ℓP , ℓz) and Y (ℓP , ℓz). Surely, by comparison with Fig.s D.I
and D.II one could perhaps guess how these unknown functions X(ℓP , ℓz) and Y (ℓP , ℓz)
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should look like; e. g. the guess
X(ℓP , ℓz) = −
√
ℓP + ℓz + 1
ℓP − ℓz (D.84)
would not be in conflict with the coefficients C±(ℓP , ℓz) of Fig. D.I; but of course it is
better to rigorously work out the general form of the unknown functions X and Y .
For this purpose, it is very helpful to first analyze a little bit closer the action of the
ladder operators Rˆ± and Sˆ± along those arguments, which led us to the former special
results (D.32) and (D.44). Indeed, when one lets act these operators on that product form
(D.6a)–(D.6b) of the angular eigenfunctions and furthermore substitutes the derivatives
with respect to the variable ϑ from the first-order equations (IV.8a)–(IV.8b) one can
represent the angular functions due to ℓz by those due to ℓz ± 1, i. e. for the R-ladder
(ℓP )fR,ℓz(ϑ, φ) =
ℓP + ℓz − 1
C+(ℓP , ℓz − 1) e
iℓzφ ·(ℓP )fS,ℓz−1(ϑ) (D.85a)
(−|ℓP − 2| ≤ ℓz ≤ ℓP)
(ℓP )fR,ℓz(ϑ, φ) =
eiℓzφ
C−(ℓP , ℓz + 1)
{
(2ℓz + 1) cotϑ · (ℓP )fR,ℓz+1(ϑ) + (D.85b)
+ (ℓP + ℓz + 1) · (ℓP )fS,ℓz+1(ϑ)
}
(−|ℓP − 1| ≤ ℓz ≤ ℓP − 1) ,
and similarly for the S-ladder:
(ℓP )fS,ℓz(ϑ, φ) =
eiℓzφ
D+(ℓP , ℓz − 1)
{
(1− 2ℓz) cotϑ · (ℓP )fS,ℓz−1(ϑ) + (D.86a)
+ (ℓz − 1− ℓP) · (ℓP )fR,ℓz−1(ϑ)
}
(−|ℓP − 1| ≤ ℓz ≤ ℓP − 1)
(ℓP )fS,ℓz(ϑ, φ) =
ℓP − (ℓz + 1)
D−(ℓP , ℓz + 1)
eiℓzφ ·(ℓP )fR,ℓz+1(ϑ) (D.86b)
(−ℓP ≤ ℓz ≤ ℓP − 2) .
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Obviously, these inter-ladder relations do connect the angular eigenfunctions of either
ladder to those of the other ladder, albeit for a neighbouring step. Therefore, if we wish
to generate the totality of eigenfunctions for given ℓP , we need not repeatedly solve the
eigenvalue system (IV.8a)–(IV.8b) for any allowed value of ℓz nor apply the ascendive and
descendive ladder operators but we can obtain the remaining unknown functions from the
linear combinations of a known minimal subset of eigenfunctions. The coefficients of these
linear combinations (D.85a)-(D.86b) are essentially the ladder coefficients C±(ℓP , ℓz) and
D±(ℓP , ℓz) which thus yields additional motivation for determining their general form.
Moreover, the present results (D.85a)–(D.86b) do also clarify the fact why the same
angular functions (apart from the different pre-factors and steps) do emerge on both the
R-ladder and the S-ladder (see the table for ℓP = 3 on p. 56).
The final task is now to check whether those inter-ladder relations (D.85a)–(D.86b)
are compatible with the original eigenvalue equations (IV.8a)–(IV.8b). This compatibility
test is positive and yields one further inter-ladder relation, namely
X(ℓP , ℓz) · Y (ℓP , ℓz + 1) = 1 , (D.87)
whose consistency may be exemplified by means of the ladder coefficients being displayed
by Fig.s D.I and D.II for ℓP = 3. But obviously this result is not sufficient in order to
completely fix the ladder coefficients! The reason is here that we did not yet use the nor-
malization condition (IV.15a) for the angular eigenfunctions. But if this is implemented
for one step of one ladder, then one can deduce all the other coefficients of both ladders.
Thus, one obtains for the ascent of the R-ladder
C+(ℓP , ℓz) = −(ℓP + ℓz) ·
√
ℓP − ℓz
ℓP + ℓz + 1
, −(ℓP − 1) ≤ ℓz ≤ ℓP − 1 (D.88)
and similarly for the descent
C−(ℓP , ℓz) = (ℓP + 1− ℓz) ·
√
ℓP + ℓz
ℓP − ℓz + 1 , (−|ℓP − 2| ≤ ℓz ≤ ℓP) (D.89a)
C−(ℓP , 1− ℓP) = 0 . (D.89b)
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For the S-ladder, the ascent is described by the following ladder coefficients
D+(ℓP , ℓz) = −
√
(ℓP − ℓz)(ℓP + ℓz + 1) , −ℓP ≤ ℓz ≤ (ℓP − 2) (D.90a)
D+(ℓP , ℓP − 1) = 0 (D.90b)
and the descent by
D−(ℓP , ℓz) = −(ℓP − ℓz)
√
ℓP + ℓz
ℓP − ℓz + 1 , −(ℓP − 1) ≤ ℓz ≤ (ℓP − 1) . (D.91)
The ladder coefficients displayed by Fig.s D.I and D.II do again exemplify these results
for ℓP = 3. Zhe solutions (D.88)-(D.91) do satisfy both product requirements (D.81) and
(D.82) and firthermore do also obey the following symmetries for the allowed values of lz
and l℘:
C+(l℘,−lz) = D−(l℘, lz) (D.92a)
C−(l℘,−lz) = −D+(l℘, lz) (D.92b)
Compact Representation
Up to now we represented the angular-momentum algebra in component form by
considering separately each component (ℓP )fR,ℓz(ϑ, φ) and
(ℓP )fR,ℓz(ϑ, φ) of the complex
two vector (ℓP )fℓz(ϑ, φ) (D.13). But for a concise survey of the essential algebraic features
it may be more advantageous to resort to a more compact abstract representation. The
proper eigenvalue problem has already been reformulated in such an abstract form, cf.
equations (D.14)–(D.18), so that this must now merely be completed by the corresponding
abstract representation of the ladder formalism.
To this end, we condense the ascendive ladder operators Rˆ+ and Sˆ+ (D.22a)–(D.22b)
to the two-dimensional abstract object Tˆ+
Tˆ+ +

 Rˆ+ 0
0 Sˆ+

 (D.93)
148
and similarly for the descendive case
Tˆ− +

 Rˆ− 0
0 Sˆ−

 . (D.94)
The ascendive and descendive properties of these newly introduced objects are now ex-
pressible by their action on the two-vector (ℓP )fℓz , i. e.
Tˆ+ (ℓP )fℓz = N+(ℓP , ℓz) · (ℓP )fℓz+1 (D.95a)
Tˆ− (ℓP )fℓz = N−(ℓP , ℓz) · (ℓP )fℓz−1 , (D.95b)
where the matrix-valued normalization constants N± are given by
N+(ℓP , ℓz) = −
√
ℓP − ℓz
ℓP + ℓz + 1
·

 ℓP + ℓz 0
0 ℓP + ℓz + 1

 (D.96a)
N−(ℓP , ℓz) = −
√
ℓP + ℓz
ℓP − ℓz + 1 ·

 ℓz − ℓP − 1 0
0 ℓP − ℓz

 . (D.96b)
The equations (D.95a)–(D.95b) say that the action of Tˆ+ lets increase the quantum num-
ber ℓz of the eigenvector
(ℓP )fℓz by one unit, and Tˆ− lets it decrease by one unit. Indeed it
ts easy to see that this behaviour is an immediate consequence of the following relations[
Lˆz, Tˆ+
]
= Tˆ+ (D.97a)[
Lˆz, Tˆ−
]
= −Tˆ− , (D.97b)
which themselves are easily deducible from the corresponding commutation relations for
Rˆ± and Sˆ±: [
Lˆz, Rˆ±
]
= ±Rˆ± (D.98a)[
Lˆz, Sˆ±
]
= ±Sˆ± . (D.98b)
Thus, we arrive at
LˆzTˆ+ (ℓP )fℓz = (ℓz + 1) · Tˆ+ (ℓP )fℓz (D.99a)
LˆzTˆ− (ℓP )fℓz = (ℓz − 1) · Tˆ− (ℓP )fℓz (D.99b)
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which express the actions of Tˆ± without any reference to the normalization constants N±.
With respect to the other quantum number ℓP angular momentum it is also instructive
to consider the commutator of these abstract ladder operators Tˆ±, i. e.
[
Tˆ+, Tˆ−
]
= 1− 2Qˆz . (D.100)
This result for the ladder operators may be exemplified by their immediate actions
(D.95a)–(D.95b) on the eigenvectors (ℓP )fℓz where one can make use of the commutative
relations of the (matrix-valued) normalization constants N±(ℓP , ℓz):
N−(ℓP , ℓz) · N+(ℓP , ℓz − 1)−N+(ℓP , ℓz) · N−(ℓP , ℓz + 1) = 1− 2ℓzσz . (D.101)
But of course, the claim (D.100) does hold quite generally and independently of the actions
(D.95a)–(D.95b) on the eigenstates of angular momentum. This can easily be verified by
reference to the component form
[
Rˆ+, Rˆ−
]
= 1− 2Qˆz (D.102a)[
Sˆ+, Sˆ−
]
= 1 + 2Qˆz . (D.102b)
The result (D.100) says that the sequence of ascent (τˆ+) and descent (τˆ−) (or vice versa)
does one not lead back to the original angular state (ℓP )fℓz (not even up to an overall
pre-factor).
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