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Abstract
We propose an attention-based model that
treats AMR parsing as sequence-to-graph
transduction. Unlike most AMR parsers that
rely on pre-trained aligners, external semantic
resources, or data augmentation, our proposed
parser is aligner-free, and it can be effectively
trained with limited amounts of labeled AMR
data. Our experimental results outperform all
previously reported SMATCH scores, on both
AMR 2.0 (76.3% F1 on LDC2017T10) and
AMR 1.0 (70.2% F1 on LDC2014T12).
1 Introduction
Abstract Meaning Representation (AMR, Ba-
narescu et al., 2013) parsing is the task of trans-
ducing natural language text into AMR, a graph-
based formalism used for capturing sentence-level
semantics. Challenges in AMR parsing include:
(1) its property of reentrancy – the same concept
can participate in multiple relations – which leads
to graphs in contrast to trees (Wang et al., 2015);
(2) the lack of gold alignments between nodes
(concepts) in the graph and words in the text which
limits attempts to rely on explicit alignments to
generate training data (Flanigan et al., 2014; Wang
et al., 2015; Damonte et al., 2017; Foland and Mar-
tin, 2017; Peng et al., 2017b; Groschwitz et al.,
2018; Guo and Lu, 2018); and (3) relatively lim-
ited amounts of labeled data (Konstas et al., 2017).
Recent attempts to overcome these challenges
include: modeling alignments as latent vari-
ables (Lyu and Titov, 2018); leveraging exter-
nal semantic resources (Artzi et al., 2015; Bjerva
et al., 2016); data augmentation (Konstas et al.,
2017; van Noord and Bos, 2017b); and employ-
ing attention-based sequence-to-sequence mod-
els (Barzdins and Gosko, 2016; Konstas et al.,
2017; van Noord and Bos, 2017b).
In this paper, we introduce a different way to
handle reentrancy, and propose an attention-based
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Figure 1: Two views of reentrancy in AMR for an ex-
ample sentence “The victim could help himself.” (a)
A standard AMR graph. (b) An AMR tree with node
indices as an extra layer of annotation, where the cor-
responding graph can be recovered by merging nodes
of the same index and unioning their incoming edges.
model that treats AMR parsing as sequence-to-
graph transduction. The proposed model, sup-
ported by an extended pointer-generator network,
is aligner-free and can be effectively trained with
limited amount of labeled AMR data. Exper-
iments on two publicly available AMR bench-
marks demonstrate that our parser clearly outper-
forms the previous best parsers on both bench-
marks. It achieves the best reported SMATCH
scores: 76.3% F1 on LDC2017T10 and 70.2% F1
on LDC2014T12. We also provide extensive ab-
lative and qualitative studies, quantifying the con-
tributions from each component. Our model im-
plementation is available at https://github.
com/sheng-z/stog.
2 Another View of Reentrancy
AMR is a rooted, directed, and usually acyclic
graph where nodes represent concepts, and labeled
directed edges represent the relationships between
them (see Figure 1 for an AMR example). The
reason for AMR being a graph instead of a tree is
that it allows reentrant semantic relations. For in-
stance, in Figure 1(a) “victim” is both ARG0 and
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ARG1 of “help-01”. While efforts have gone into
developing graph-based algorithms for AMR pars-
ing (Chiang et al., 2013; Flanigan et al., 2014),
it is more challenging to parse a sentence into an
AMR graph rather than a tree as there are efficient
off-the-shelf tree-based algorithms, e.g., Chu and
Liu (1965); Edmonds (1968). To leverage these
tree-based algorithms as well as other structured
prediction paradigms (McDonald et al., 2005), we
introduce another view of reentrancy.
AMR reentrancy is employed when a node par-
ticipates in multiple semantic relations. We con-
vert an AMR graph into a tree by duplicating
nodes that have reentrant relations; that is, when-
ever a node has a reentrant relation, we make a
copy of that node and use the copy to participate
in the relation, thereby resulting in a tree. Next,
in order to preserve the reentrancy information,
we add an extra layer of annotation by assigning
an index to each node. Duplicated nodes are as-
signed the same index as the original node. Fig-
ure 1(b) shows a resultant AMR tree: subscripts
of nodes are indices; two “victim” nodes have the
same index as they refer to the same concept. The
original AMR graph can be recovered by merg-
ing identically indexed nodes and unioning edges
from/to these nodes. Similar ideas were used by
Artzi et al. (2015) who introduced Skolem IDs to
represent anaphoric references in the transforma-
tion from CCG to AMR, and van Noord and Bos
(2017a) who kept co-indexed AMR variables, and
converted them to numbers.
3 Task Formalization
If we consider the AMR tree with indexed nodes
as the prediction target, then our approach to pars-
ing is formalized as a two-stage process: node
prediction and edge prediction.1 An example of
the parsing process is shown in Figure 2.
Node Prediction Given a input sentence w =
〈w1, ..., wn〉, each wi a word in the sentence, our
approach sequentially decodes a list of nodes u =
〈u1, ..., um〉 and deterministically assigns their in-
dices d = 〈d1, ..., dm〉.
P (u) =
m∏
i=1
P (ui | u<i, d<i,w)
Note that we allow the same node to occur multi-
1 The two-stage process is similar to “concept identifica-
tion” and “relation identification” in Flanigan et al. (2014);
Zhou et al. (2016); Lyu and Titov (2018); inter alia.
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Figure 2: A two-stage process of AMR parsing. We
remove senses (i.e., -01, -02, etc.) as they will be as-
signed in the post-processing step.
ple times in the list; multiple occurrences of a node
will be assigned the same index. We choose to pre-
dict nodes sequentially rather than simultaneously,
because (1) we believe the current node generation
is informative to the future node generation; (2)
variants of efficient sequence-to-sequence mod-
els (Bahdanau et al., 2014; Vinyals et al., 2015)
can be employed to model this process. At the
training time, we obtain the reference list of nodes
and their indices using a pre-order traversal over
the reference AMR tree. We also evaluate other
traversal strategies, and will discuss their differ-
ence in Section 7.2.
Edge Prediction Given a input sentencew, a node
list u, and indices d, we look for the highest
scoring parse tree y in the space Y(u) of valid
trees over u with the constraint of d. A parse
tree y is a set of directed head-modifier edges
y = {(ui, uj) | 1 ≤ i, j ≤ m}. In order
to make the search tractable, we follow the arc-
factored graph-based approach (McDonald et al.,
2005; Kiperwasser and Goldberg, 2016), decom-
posing the score of a tree to the sum of the score
of its head-modifier edges:
parse(u) = argmax
y∈Y(u)
∑
(ui,uj)∈y
score(ui, uj)
Based on the scores of the edges, the high-
est scoring parse tree (i.e., maximum spanning
arborescence) can be efficiently found using the
Chu-Liu-Edmonnds algorithm. We further in-
corporate indices as constraints in the algorithm,
which is described in Section 4.4. After obtaining
the parse tree, we merge identically indexed nodes
to recover the standard AMR graph.
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Figure 3: Extended pointer-generator network for node prediction. For each decoding time step, three probabilities
psrc, ptgt and pgen are calculated. The source and target attention distributions as well as the vocabulary distribution
are weighted by these probabilities respectively, and then summed to obtain the final distribution, from which we
make our prediction. Best viewed in color.
4 Model
Our model has two main modules: (1) an ex-
tended pointer-generator network for node predic-
tion; and (2) a deep biaffine classifier for edge
prediction. The two modules correspond to the
two-stage process for AMR parsing, and they are
jointly learned during training.
4.1 Extended Pointer-Generator Network
Inspired by the self-copy mechanism in Zhang
et al. (2018), we extend the pointer-generator net-
work (See et al., 2017) for node prediction. The
pointer-generator network was proposed for text
summarization, which can copy words from the
source text via pointing, while retaining the abil-
ity to produce novel words through the generator.
The major difference of our extension is that it can
copy nodes, not only from the source text, but also
from the previously generated nodes on the target
side. This target-side pointing is well-suited to our
task as nodes we will predict can be copies of other
nodes. While there are other pointer/copy net-
works (Gulcehre et al., 2016; Merity et al., 2016;
Gu et al., 2016; Miao and Blunsom, 2016; Nalla-
pati et al., 2016), we found the pointer-generator
network very effective at reducing data sparsity in
AMR parsing, which will be shown in Section 7.2.
As depicted in Figure 3, the extended pointer-
generator network consists of four major compo-
nents: an encoder embedding layer, an encoder, a
decoder embedding layer, and a decoder.
Encoder Embedding Layer This layer converts
words in input sentences into vector representa-
tions. Each vector is the concatenation of em-
beddings of GloVe (Pennington et al., 2014),
BERT (Devlin et al., 2018), POS (part-of-speech)
tags and anonymization indicators, and features
learned by a character-level convolutional neural
network (CharCNN, Kim et al., 2016).
Anonymization indicators are binary indica-
tors that tell the encoder whether the word is an
anonymized word. In preprocessing, text spans of
named entities in input sentences will be replaced
by anonymized tokens (e.g. person, country)
to reduce sparsity (see the Appendix for details).
Except BERT, all other embeddings are fetched
from their corresponding learned embedding look-
up tables. BERT takes subword units as input,
which means that one word may correspond to
multiple hidden states of BERT. In order to ac-
curately use these hidden states to represent each
word, we apply an average pooling function to the
outputs of BERT. Figure 4 illustrates the process
of generating word-level embeddings from BERT.
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Figure 4: Word-level embeddings from BERT.
Encoder The encoder is a multi-layer bidirec-
tional RNN (Schuster and Paliwal, 1997):
hli = [
−→
f l(hl−1i ,h
l
i−1);
←−
f l(hl−1i ,h
l
i+1)],
where
−→
f l and
←−
f l are two LSTM cells (Hochre-
iter and Schmidhuber, 1997); hli is the l-th layer
encoder hidden state at the time step i; h0i is the
encoder embedding layer output for word wi.
Decoder Embedding Layer Similar to the en-
coder embedding layer, this layer outputs vector
representations for AMR nodes. The difference
is that each vector is the concatenation of embed-
dings of GloVe, POS tags and indices, and feature
vectors from CharCNN.
POS tags of nodes are inferred at runtime: if a
node is a copy from the input sentence, the POS
tag of the corresponding word is used; if a node
is a copy from the preceding nodes, the POS tag
of its antecedent is used; if a node is a new node
emitted from the vocabulary, an UNK tag is used.
We do not include BERT embeddings in this
layer because AMR nodes, especially their order,
are significantly different from natural language
text (on which BERT was pre-trained). We tried
to use “fixed” BERT in this layer, which did not
lead to improvement.2
Decoder At each step t, the decoder (an l-layer
unidirectional LSTM) receives hidden state sl−1t
from the last layer and hidden state slt−1 from the
previous time step, and generates hidden state slt:
slt = f
l(sl−1t , s
l
t−1),
where s0t is the concatenation (i.e., the input-
feeding approach, Luong et al., 2015) of two vec-
tors: the decoder embedding layer output for the
2 Limited by the GPU memory, we do not fine-tune BERT
on this task and leave it for future work.
previous node ut−1 (while training, ut−1 is the
previous node of the reference node list; at test
time it is the previous node emitted by the de-
coder), and the attentional vector s˜t−1 from the
previous step (explained later in this section). sl0
is the concatenation of last encoder hidden states
from
−→
f l and
←−
f l respectively.
Source attention distribution atsrc is calculated
by additive attention (Bahdanau et al., 2014):
etsrc = v
>
srctanh(Wsrch
l
1:n +Usrcs
l
t + bsrc),
atsrc = softmax(e
t
src),
and it is then used to produce a weighted sum of
encoder hidden states, i.e., the context vector ct.
Attentional vector s˜t combines both source and
target side information, and it is calculated by an
MLP (shown in Figure 3):
s˜t = tanh(Wc[ct; slt] + bc)
The attentional vector s˜t has 3 usages:
(1) it is fed through a linear layer and softmax to
produce the vocabulary distribution:
Pvocab = softmax(Wvocabs˜t + bvocab)
(2) it is used to calculate the target attention dis-
tribution attgt:
ettgt = v
>
tgttanh(Wtgts˜1:t−1 +Utgts˜t + btgt),
attgt = softmax(e
t
tgt),
(3) it is used to calculate source-side copy prob-
ability psrc, target-side copy probability ptgt, and
generation probability pgen via a switch layer:
[psrc, ptgt, pgen] = softmax(Wswitchs˜t + bswitch)
Note that psrc + ptgt + pgen = 1. They act as a
soft switch to choose between copying an exist-
ing node from the preceding nodes by sampling
from the target attention distribution attgt, or emit-
ting a new node in two ways: (1) generating a new
node from the fixed vocabulary by sampling from
Pvocab, or (2) copying a word (as a new node) from
the input sentence by sampling from the source at-
tention distribution atsrc.
The final probability distribution P (node)(ut) for
node ut is defined as follows. If ut is a copy of
existing nodes, then:
P (node)(ut) = ptgt
t−1∑
i:ui=ut
attgt[i],
otherwise:
P (node)(ut) = pgenPvocab(ut) + psrc
n∑
i:wi=ut
atsrc[i],
where at[i] indexes the i-th element of at. Note
that a new node may have the same surface form
as the existing node. We track their difference us-
ing indices. The index dt for node ut is assigned
deterministically as below:
dt =
{
t, if ut is a new node;
dj , if ut is a copy of its antecedent uj .
4.2 Deep Biaffine Classifier
For the second stage (i.e., edge prediction), we
employ a deep biaffine classifier, which was orig-
inally proposed for graph-based dependency pars-
ing (Dozat and Manning, 2016), and recently has
been applied to semantic parsing (Peng et al.,
2017a; Dozat and Manning, 2018).
As depicted in Figure 5, the major difference
of our usage is that instead of re-encoding AMR
nodes, we directly use decoder hidden states from
the extended pointer-generator network as the in-
put to deep biaffine classifier. We find two ad-
vantages of using decoder hidden states as input:
(1) through the input-feeding approach, decoder
hidden states contain contextualized information
from both the input sentence and the predicted
nodes; (2) because decoder hidden states are used
for both node prediction and edge prediction, we
can jointly train the two modules in our model.
Given decoder hidden states 〈s1, ..., sm〉 and a
learnt vector representation s′0 of a dummy root,
we follow Dozat and Manning (2016), factoriz-
ing edge prediction into two components: one that
predicts whether or not a directed edge (uk, ut)
exists between two nodes uk and ut, and another
that predicts the best label for each potential edge.
Edge and label scores are calculated as below:
s
(edge-head)
t = MLP
(edge-head)(st)
s
(edge-dep)
t = MLP
(edge-dep)(st)
s(label-head)t = MLP
(label-head)(st)
s
(label-dep)
t = MLP
(label-dep)(st)
score(edge)k,t = Biaffine(s
(edge-head)
k , s
(edge-dep)
t )
score(label)k,t = Bilinear(s
(label-head)
k , s
(label-dep)
t )
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Figure 5: Deep biaffine classifier for edge prediction.
Edge label prediction is not depicted in the figure.
where MLP, Biaffine and Bilinear are defined as
below:
MLP(x) = ELU(Wx+ b)
Biaffine(x1,x2) = x>1 Ux2 +W [x1;x2] + b
Bilinear(x1,x2) = x>1 Ux2 + b
Given a node ut, the probability of uk being the
edge head of ut is defined as:
P (head)t (uk) =
exp(score(edge)k,t )∑m
j=1 exp(score
(edge)
j,t )
The edge label probability for edge (uk, ut) is
defined as:
P (label)k,t (l) =
exp(score(label)k,t [l])∑
l′ exp(score
(label)
k,t [l
′])
4.3 Training
The training objective is to jointly minimize the
loss of reference nodes and edges, which can be
decomposed to the sum of the negative log likeli-
hood at each time step t for (1) the reference node
ut, (2) the reference edge head uk of node ut, and
(3) the reference edge label l between uk and ut:
minimize−
m∑
t=1
[logP (node)(ut) + logP
(head)
t (uk)
+ logP (label)k,t (l) + λcovlosst]
covlosst is a coverage loss to penalize repetitive
nodes: covlosst =
∑
i min(a
t
src[i], covt[i]), where
covt is the sum of source attention distributions
over all previous decoding time steps: covt =∑t−1
t′=0 a
t′
src. See See et al. (2017) for full details.
4.4 Prediction
For node prediction, based on the final probability
distributionP (node)(ut) at each decoding time step,
we implement both greedy search and beam search
to sequentially decode a node list u and indices d.
For edge prediction, given the predicted node
list u, their indices d, and the edge scores S =
{score(edge)i,j | 0 ≤ i, j ≤ m}, we apply the Chu-
Liu-Edmonds algorithm with a simple adaption to
find the maximum spanning tree (MST). As de-
scribed in Algorithm 1, before calling the Chu-
Liu-Edmonds algorithm, we first include a dummy
root u0 to ensure every node have a head, and then
exclude edges whose source and destination nodes
have the same indices, because these nodes will be
merged into a single node to recover the standard
AMR graph where self-loops are invalid.
Algorithm 1: Chu-Liu-Edmonds algo. w/ Adaption
Input : Nodes u = 〈u1, ..., um〉,
Indices d = 〈d1, ...dm〉,
Edge scores S = {score(edge)i,j | 0 ≤ i, j ≤ m}
Output: A maximum spanning tree.
// Include the dummy root u0.
V ← {u0} ∪ u;
d0 ← 0;
// Exclude invalid edges.
// di is the node index for node ui.
E ← {(ui, uj) | 0 ≤ i, j ≤ m; di 6= dj};
// Chu-Liu-Edmonds algorithm
return MST(V,E, S, u0);
5 Related Work
AMR parsing approaches can be categorized
into alignment-based, transition-based, grammar-
based, and attention-based approaches.
Alignment-based approaches were first ex-
plored by JAMR (Flanigan et al., 2014), a pipeline
of concept and relation identification with a graph-
based algorithm. Zhou et al. (2016) improved this
by jointly learning concept and relation identifica-
tion with an incremental model. Both approaches
rely on features based on alignments. Lyu and
Titov (2018) treated alignments as latent variables
in a joint probabilistic model, leading to a sub-
stantial reported improvement. Our approach re-
quires no explicit alignments, but implicitly learns
a source-side copy mechanism using attention.
Transition-based approaches began with Wang
et al. (2015, 2016), who incrementally transform
dependency parses into AMRs using transiton-
based models, which was followed by a line of
research, such as Puzikov et al. (2016); Brandt
et al. (2016); Goodman et al. (2016); Damonte
et al. (2017); Ballesteros and Al-Onaizan (2017);
Groschwitz et al. (2018). A pre-trained aligner,
e.g. Pourdamghani et al. (2014); Liu et al. (2018),
is needed for most parsers to generate training data
(e.g., oracles for a transition-based parser). Our
approach makes no significant use of external se-
mantic resources,3 and is aligner-free.
Grammar-based approaches are represented by
Artzi et al. (2015); Peng et al. (2015) who lever-
aged external semantic resources, and employed
CCG-based or SHRG-based grammar induction
approaches converting logical forms into AMRs.
Pust et al. (2015) recast AMR parsing as a ma-
chine translation problem, while also drawing fea-
tures from external semantic resources.
Attention-based parsing with Seq2Seq-style
models have been considered (Barzdins and
Gosko, 2016; Peng et al., 2017b), but are lim-
ited by the relatively small amount of labeled
AMR data. Konstas et al. (2017) overcame this
by making use of millions of unlabeled data
through self-training, while van Noord and Bos
(2017b) showed significant gains via a character-
level Seq2Seq model and a large amount of silver-
standard AMR training data. In contrast, our ap-
proach supported by extended pointer generator
can be effectively trained on the limited amount
of labeled AMR data, with no data augmentation.
6 AMR Pre- and Post-processing
Anonymization is often used in AMR prepro-
cessing to reduce sparsity (Werling et al., 2015;
Peng et al., 2017b; Guo and Lu, 2018, inter alia).
Similar to Konstas et al. (2017), we anonymize
sub-graphs of named entities and other entities.
Like Lyu and Titov (2018), we remove senses, and
use Stanford CoreNLP (Manning et al., 2014) to
lemmatize input sentences and add POS tags.
In post-processing, we assign the most frequent
sense for nodes (-01, if unseen) like Lyu and Titov
3 We only use POS tags in the core parsing task. In post-
processing, we use an entity linker as a common move for
wikification like van Noord and Bos (2017b).
(2018), and restore wiki links using the DBpe-
dia Spotlight API (Daiber et al., 2013) following
Bjerva et al. (2016); van Noord and Bos (2017b).
We add polarity attributes based on the rules ob-
served from the training data. More details of pre-
and post-processing are provided in the Appendix.
7 Experiments
7.1 Setup
GloVe.840B.300d embeddings
dim 300
BERT embeddings
source BERT-Large-cased
dim 1024
POS tag embeddings
dim 100
Anonymization indicator embeddings
dim 50
Index embeddings
dim 50
CharCNN
num filters 100
ngram filter sizes [3]
Encoder
hidden size 512
num layers 2
Decoder
hidden size 1024
num layers 2
Deep biaffine classifier
edge hidden size 256
label hidden size 128
Optimizer
type ADAM
learning rate 0.001
max grad norm 5.0
Coverage loss weight λ 1.0
Beam size 5
Vocabulary
encoder vocab size (AMR 2.0) 18000
decoder vocab size (AMR 2.0) 12200
encoder vocab size (AMR 1.0) 9200
decoder vocab size (AMR 1.0) 7300
Batch size 64
Table 1: Hyper-parameter settings
We conduct experiments on two AMR general
releases (available to all LDC subscribers): AMR
2.0 (LDC2017T10) and AMR 1.0 (LDC2014T12).
Our model is trained using ADAM (Kingma and
Ba, 2014) for up to 120 epochs, with early stop-
ping based on the development set. Full model
training takes about 19 hours on AMR 2.0 and 7
hours on AMR 1.0, using two GeForce GTX TI-
TAN X GPUs. At training, we have to fix BERT
parameters due to the limited GPU memory. We
leave fine-tuning BERT for future work.
Table 1 lists the hyper-parameters used in our
full model. Both encoder and decoder embed-
ding layers have GloVe and POS tag embeddings
as well as CharCNN, but their parameters are not
tied. We apply dropout (dropout rate = 0.33) to
the outputs of each module.
7.2 Results
Corpus Parser F1(%)
AMR
2.0
Buys and Blunsom (2017) 61.9
van Noord and Bos (2017b) 71.0∗
Groschwitz et al. (2018) 71.0±0.5
Lyu and Titov (2018) 74.4±0.2
Naseem et al. (2019) 75.5
Ours 76.3±0.1
AMR
1.0
Flanigan et al. (2016) 66.0
Pust et al. (2015) 67.1
Wang and Xue (2017) 68.1
Guo and Lu (2018) 68.3±0.4
Ours 70.2±0.1
Table 2: SMATCH scores on the test sets of AMR 2.0
and 1.0. Standard deviation is computed over 3 runs
with different random seeds. ∗ indicates the previous
best score from attention-based models.
Main Results We compare our approach against
the previous best approaches and several recent
competitors. Table 2 summarizes their SMATCH
scores (Cai and Knight, 2013) on the test sets of
two AMR general releases. On AMR 2.0, we out-
perform the latest push from Naseem et al. (2019)
by 0.8% F1, and significantly improves Lyu and
Titov (2018)’s results by 1.9% F1. Compared to
the previous best attention-based approach (van
Noord and Bos, 2017b), our approach shows a
substantial gain of 5.3% F1, with no usage of any
silver-standard training data. On AMR 1.0 where
the traininng instances are only around 10k, we
improve the best reported results by 1.9% F1.
Fine-grained Results In Table 3, we assess the
quality of each subtask using the AMR-evaluation
tools (Damonte et al., 2017). We see a notable
increase on reentrancies, which we attribute to
target-side copy (based on our ablation studies in
the next section). Significant increases are also
Metric vN’18 L’18 N’19 Ours
SMATCH 71.0 74.4 75.5 76.3±0.1
Unlabeled 74 77 80 79.0±0.1
No WSD 72 76 76 76.8±0.1
Reentrancies 52 52 56 60.0±0.1
Concepts 82 86 86 84.8±0.1
Named Ent. 79 86 83 77.9±0.2
Wikification 65 76 80 85.8±0.3
Negation 62 58 67 75.2±0.2
SRL 66 70 72 69.7±0.2
Table 3: Fine-grained F1 scores on the AMR 2.0 test
set. vN’17 is van Noord and Bos (2017b); L’18 is Lyu
and Titov (2018); N’19 is Naseem et al. (2019).
shown on wikification and negation, indicating
the benefits of using DBpedia Spotlight API and
negation detection rules in post-processing. On
all other subtasks except named entities, our ap-
proach achieves competitive results to the previous
best approaches (Lyu and Titov, 2018; Naseem
et al., 2019), and outperforms the previous best
attention-based approach (van Noord and Bos,
2017b). The difference of scores on named entities
is mainly caused by anonymization methods used
in preprocessing, which suggests a potential im-
provement by adapting the anonymization method
presented in Lyu and Titov (2018) to our approach.
Ablation
AMR
1.0
AMR
2.0
Full model 70.2 76.3
no source-side copy 62.7 70.9
no target-side copy 66.2 71.6
no coverage loss 68.5 74.5
no BERT embeddings 68.8 74.6
no index embeddings 68.5 75.5
no anonym. indicator embed. 68.9 75.6
no beam search 69.2 75.3
no POS tag embeddings 69.2 75.7
no CharCNN features 70.0 75.8
only edge prediction 88.4 90.9
Table 4: Ablation studies on components of our model.
(Scores are sorted by the delta from the full model.)
Ablation Study We consider the contributions of
several model components in Table 4. The largest
performance drop is from removing source-side
copy,4 showing its efficiency at reducing sparsity
from open-class vocabulary entries. Removing
target-side copy also leads to a large drop. Specifi-
cally, the subtask score of reentrancies drops down
to 38.4% when target-side copy is disabled. Cov-
erage loss is useful with regard to discouraging
unnecessary repetitive nodes. In addition, our
model benefits from input features such as lan-
guage representations from BERT, index embed-
dings, POS tags, anonymization indicators, and
character-level features from CharCNN. Note that
without BERT embeddings, our model still out-
performs the previous best approaches (Lyu and
Titov, 2018; Guo and Lu, 2018) that are not us-
ing BERT. Beam search, commonly used in ma-
chine translation, is also helpful in our model. We
provide side-by-side examples in the Appendix to
further illustrate the contribution from each com-
ponent, which are largely intuitive, with the excep-
tion of BERT embeddings. There the exact contri-
bution of the component (qualitative, before/after
ablation) stands out less: future work might con-
sider a probing analysis with manually constructed
examples, in the spirit of Linzen et al. (2016);
Conneau et al. (2018); Tenney et al. (2019).
In the last row, we only evaluate model perfor-
mance at the edge prediction stage by forcing our
model to decode the reference nodes at the node
prediction stage. The results mean if our model
could make perfect prediction at the node predic-
tion stage, the final SMATCH score will be sub-
stantially high, which identifies node prediction as
the key to future improvement of our model.
vocab_gen src_copy tgt_copy
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30
60
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43.8 47.6
8.6
64.4 67.4 60.861.6
72.4
49.4
Frequency (%)
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Figure 6: Frequency, precision and recall of nodes from
different sources, based on the AMR 2.0 test set.
There are three sources for node prediction: vo-
cabulary generation, source-side copy, or target-
side copy. Let all reference nodes from source z
4All other hyper-parameter settings remain the same.
be N (z)ref , and all system predicted nodes from z be
N
(z)
sys . we compute frequency, precision and recall
of nodes from source z as below:
frequency(z) = |N (z)ref |
/∑
z
|N (z)ref |
precision(z) = |N (z)ref ∩N (z)sys |
/
|N (z)sys |
recall(z) = |N (z)ref ∩N (z)sys |
/
|N (z)ref |
Figure 6 shows the frequency of nodes from dif-
ference sources, and their corresponding precision
and recall based on our model prediction. Among
all reference nodes, 43.8% are from vocabulary
generation, 47.6% from source-side copy, and
only 8.6% from target-side copy. On one hand,
the highest frequency of source-side copy helps
address sparsity and results in the highest preci-
sion and recall. On the other hand, we see space
for improvement, especially on the relatively low
recall of target-side copy, which is probably due to
its low frequency.
Node Linearization As decribed in Section 3,
we create the reference node list by a pre-
order traversal over the gold AMR tree. As
for the children of each node, we sort them in
alphanumerical order. This linearization strat-
egy has two advantages: (1) pre-order traversal
guarantees that a head node (predicate) always
comes in front of its children (arguments); (2)
alphanumerical sort orders according to role ID
(i.e., ARG0>ARG1>...>ARGn), following intu-
ition from research in Thematic Hierarchies (Fill-
more, 1968; Levin and Hovav, 2005).
Node Linearization
AMR
1.0
AMR
2.0
Pre-order + Alphanum 70.2 76.3
Pre-order + Alignment 61.9 68.3
Pure Alignment 64.3 71.3
Table 5: SMATCH scores of full models trained and
tested based on different node linearization strategies.
In Table 5, we report SMATCH scores of full
models trained and tested on data generated via
our linearization strategy (Pre-order + Alphanum),
as compared to two obvious alternates: the first al-
ternate still runs a pre-order traversal, but it sorts
the children of each node based on the their align-
ments to input words; the second one linearizes
nodes purely based alignments. Alignments are
created using the tool by Pourdamghani et al.
(2014). Clearly, our linearization strategy leads
to much better results than the two alternates. We
also tried other traversal strategies such as combin-
ing in-order traversal with alphanumerical sorting
or alignment-based sorting, but did not get scores
even comparable to the two alternates.5
Average Pooling vs. Max Pooling In Figure 4,
we apply average pooling to the outputs (last-layer
hidden states) of BERT in order to generate word-
level embeddings for the input sentence. Table 6
shows scores of models using different pooling
functions. Average pooling performs slightly bet-
ter than max pooling.
AMR 1.0 AMR 2.0
Average Pooling 70.2±0.1 76.3±0.1
Max Pooling 70.0±0.1 76.2±0.1
Table 6: SMATCH scores based different pooling func-
tions. Standard deviation is over 3 runs on the test data.
8 Conclusion
We proposed an attention-based model for AMR
parsing where we introduced a series of novel
components into a transductive setting that extend
beyond what a typical NMT system would do on
this task. Our model achieves the best perfor-
mance on two AMR corpora. For future work, we
would like to extend our model to other semantic
parsing tasks (Oepen et al., 2014; Abend and Rap-
poport, 2013). We are also interested in seman-
tic parsing in cross-lingual settings (Zhang et al.,
2018; Damonte and Cohen, 2018).
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A Appendices
A.1 AMR Pre- and Post-processing
Firstly, we to run Standford CoreNLP like Lyu
and Titov (2018), lemmatizing input sentences and
adding POS tags to each token. Secondly, we
remove senses, wiki links and polarity attributes
in AMR. Thirdly, we anonymize sub-graphs of
named entities and *-entity in a way simi-
lar to Konstas et al. (2017). Figure 7 shows an
example before and after preprocessing. Sub-
graphs of named entities are headed by one of
AMR’s fine-grained entity types (e.g., highway,
country region in Figure 7) that contain a
:name role. Sub-graphs of other entities are
headed by their corresponding entity type name
(e.g., date-entity in Figure 7). We replace
these sub-graphs with a token of a special pat-
tern “TYPE i” (e.g. HIGHWAY 0, DATE 0 in Fig-
ure 7), where “TYPE” indicates the AMR entity
type of the corresponding sub-graph, and “i” in-
dicates that it is the i-th occurrence of that type.
On the training set, we use simple rules to find
mappings between anonymized sub-graphs and
spans of text, and then replace mapped text with
the anonymized token we inserted into the AMR
graph. Additionally, we build a mapping of Stand-
ford CoreNLP NER tags to AMR’s fine-grained
types based on the training set, which will be used
in prediction. At test time, we normalize sentences
to match our anonymized training data. For any
entity span identified by Stanford CoreNLP, we
replace it with a AMR entity type based on the
mapping built during training. If no entry is found
in the mapping, we replace entity spans with the
coarse-grained NER tags from Stanford CoreNLP,
which are also entity types in AMR.
In post-processing, we deterministically gen-
erate AMR sub-graphs for anonymizations us-
ing the corresponding text span. We assign
the most frequent sense for nodes (-01, if un-
seen) like Lyu and Titov (2018). We add wiki
links to named entities using the DBpedia Spot-
light API (Daiber et al., 2013) following Bjerva
et al. (2016); van Noord and Bos (2017b) with
the confidence threshod at 0.5. We add polar-
ity attributes based on Algorithm 2 where the
four functions isNegation, modifiedWord,
mappedNode, and addPolarity consists of
simple rules observed from the training set. We
use the PENMANCodec6 to encode and decode
both intermediate and final AMRs.
Algorithm 2: Adding polarity attributes to AMR.
Input : Sent. w = 〈w1, ..., wn〉, Predicted AMR A
Output: AMR with polarity attributes.
for wi ∈ w do
if isNegation(wi) then
wj ← modifiedWord(wi, w);
uk ← mappedNode(wj , A);
A← addPolarity(uk, A);
end
end
return A;
6https://github.com/goodmami/penman/
Sentence: 
 Route 288 , the circumferential highway running around the south - western quadrant of the Richmond 
New Urban Region , opened in late 2004 .
Anonymized Sentence:
HIGHWAY_0 , the circumferential highway running around the south - western quadrant of the 
COUNTRY_REGION_0 , opened in late DATE_0 .
Before preprocessing
(o / open-01
      :ARG1 (h / highway
            :wiki "Virginia_State_Route_288"
            :name (r / name
                  :op1 "Route"
                  :op2 288)
            :ARG1-of (r3 / run-04
                  :direction (a / around
                        :op1 (q / quadrant
                              :part-of (c / country-region
                                    :wiki -
                                    :name (r2 / name
                                          :op1 "Richmond"
                                          :op2 "New"
                                          :op3 "Urban"
                                          :op4 "Region"))
                              :mod (s / southwest))))
            :mod (c2 / circumference))
      :time (l / late
            :op1 (d / date-entity
                  :year 2004)))
After preprocessing
(o / open
      :ARG1 (h / HIGHWAY_0
            :ARG1-of (r3 / run
                  :direction (a / around
                        :op1 (q / quadrant
                              :part-of (c / COUNTRY_REGION_0)
                              :mod (s / southwest))))
            :mod (c2 / circumference))
      :time (l / late
            :op1 (d / DATE_0)))
Figure 7: An example AMR and the corresponding sentence before and after preprocessing. Senses are re-
moved. The first named entity is replaced by “HIGHWAY 0”; the second named entity is replaced by “COUN-
TRY REGION 0”; the first date entity replaced by “DATE 0”.
A.2 Side-by-Side Examples
In the next page, we provide examples from the
test set, with side-by-side comparisons between
the full model prediction and the model prediction
after ablation.
Sentence: 
Smoke and clouds chase the flying waves
Lemmas:
["smoke", "and", "cloud", "chase", "the", "fly", "wave"]
Full Model
(vv1 / chase-01
      :ARG0 (vv2 / and
            :op1 (vv3 / smoke)
            :op2 (vv4 / cloud-01))
      :ARG1 (vv5 / wave
            :purpose (vv6 / fly-01)))
No Source-side Copy
(vv1 / and
      :op1 (vv2 / stretch-01
            :ARG1 (vv3 / and
                  :op1 (vv4 / leech)))
      :op2 (vv6 / bug)
      :op3 (vv7 / fly-01)
      :op3 (vv8 / center))
Figure 8: Full model prediction vs. no source-side copy prediction. Tokens in blue are copied from the source
side. Without source-side copy, the prediction becomes totally different and inaccurate in this example.
Sentence: 
Now we already have no cohesion! China needs to start a war!
Full Model
(vv1 / multi-sentence
      :snt1 (vv2 / have-03
            :ARG0 (vv3 / we)
            :ARG1 (vv4 / cohere-01)
            :polarity -
            :time (vv5 / already))
      :snt2 (vv6 / need-01
            :ARG0 (vv7 / country
                  :name (vv8 / name
                        :op1 "China")
                  :wiki "China")
            :ARG1 (vv9 / start-01
                  :ARG0 vv7
                  :ARG1 (vv11 / war))
            :time (vv12 / now)))
No Target-side Copy
(vv1 / multi-sentence
      :snt1 (vv2 / have-03
            :ARG0 (vv3 / we)
            :ARG1 (vv4 / cohere-01)
            :polarity -
            :time (vv5 / already))
      :snt2 (vv6 / need-01
            :ARG0 (vv7 / country
                  :name (vv8 / name
                        :op1 "China")
                  :wiki "China")
            :ARG1 (vv9 / start-01
                  :ARG0 (vv10 / country)
                  :ARG1 (vv11 / war))))
Figure 9: Full model prediction vs. no target-side copy prediction. Nodes in blue denote the same concept (i.e., the
country “China”). The full model correctly copies the first node (“vv7 / country”) as ARG0 of “start-01”. Without
target-side copy, the model has to generate a new node with a different index, i.e., “vv10 / country”.
Sentence: 
The solemn and magnificent posture represents a sacred expectation for peace.
Full Model
(vv1 / represent-01
      :ARG0 (vv2 / posture-01
            :mod (vv3 / magnificent)
            :mod (vv4 / solemn))
      :ARG1 (vv5 / expect-01
            :ARG1 (vv6 / peace)
            :mod (vv7 / sacred)))
No Coverage Loss
(vv1 / represent-01
      :ARG0 (vv2 / posture-01
            :mod (vv3 / magnificent)
            :mod (vv4 / magnificent))
      :ARG1 (vv5 / expect-01
            :ARG1 (vv6 / peace)
            :mod (vv7 / sacred)))
Figure 10: Full model prediction vs. no coverage loss prediction. The full model correctly predicts the second
modifier “solemn”. Without coverage loss, the model generates a repetitive modifier “magnificent”.
Sentence: 
Do it gradually if it's not something you're particularly comfortable with.
Full Model
(vv1 / have-condition-91
      :ARG1 (vv2 / do-02
            :ARG0 (vv3 / you)
            :ARG1 (vv4 / it)
            :manner (vv5 / gradual))
      :ARG2 (vv6 / comfortable-02
            :ARG0 vv4
            :mod (vv8 / particular)
            :polarity -))
No BERT Embeddings
(vv1 / have-concession-91
      :ARG1 (vv2 / do-02
            :ARG0 (vv3 / it)
            :ARG1 (vv4 / something
                  :ARG0-of (vv5 / comfortable-02
                        :ARG0 vv3
                        :mod (vv7 / particular)
                        :polarity -))))
Figure 11: Full model prediction vs. no BERT embeddings prediction.
