This article provides a detailed statistical analysis of a new approach to singular spectrum analysis (SSA). It examines SSA constructed using re-scaled trajectories (RT-SSA) and presents a theoretical analysis of RT-SSA under very general conditions concerning the structure of the observed series. The spectral features of population ensemble models implicit in the large sample properties of RT-SSA are investigated, motivating a new time series modelling methodology based on a stepwise application of RT-SSA. The operation of the theoretical results is illustrated via numerical examples involving trend stationary and difference stationary processes, and a random walk with drift. An analysis of the S&P 500 index also serves as a vehicle to demonstrate the practical impact of the stepwise RT-SSA processing methodology.
INTRODUCTION
Singular spectrum analysis (SSA) is a time series analysis technique that is designed to provide a non-parametric characterization of an observed series via an orthogonal decomposition, somewhat akin to the classical decomposition of a time series into the sum of trend, cyclical, seasonal and noise components. Many of the basic ideas underlying SSA can be traced back to pioneering work of Craddock (1965) and Basilevsky and Hum (1979) , and they were subsequently developed in the physical sciences by Broomhead and King (1986) and Vautard and Ghil (1989) . Detailed expositions of the basic concepts and methods used in SSA can be found in the monographs by Elsner and Tsonis (1996) , Golyandina et al. (2001) and Golyandina and Zhigljavsky (2013) . See also the review articles by Ghil et al. (2002) , Hassani (2007) and Golyandina (2010) . Let x(t) denote a process of interest. Given a realization of x(t) of length N, which will be denoted as {x(1), x(2), … , x(N)}, SSA looks for structure in such an observed time series via a singular value decomposition (SVD) of the so called trajectory matrix, an m × n matrix X defined by the bijective mapping {x(1), x(2), … , x(N) 
68 POSKITT and m is a user preassigned window length and n = N − m + 1. See Golyandina (2010) and Poskitt (2013b, 2013a) for discussions of the role of m as a tuning parameter and on methods of choosing the trajectory matrix window length. The SVD of X implies that X can be written as the sum of m rank one orthogonal components,
√ m > 0 denote the singular values of X arranged in descending order of magnitude, and u ⊤ i and v i = X ⊤ u i ∕ √ i , i = 1, … , m, are the corresponding left and right orthonormal eigenvectors. Let ‖X‖ = √ trace{XX ⊤ } denote the Frobenius norm of X. Since ‖X‖ 2 = ∑ m i=1 i and ‖X i ‖ 2 = i for i = 1, … , m, the ratio i ∕ ∑ m i=1 i represents the proportion of the total variation in X attributable to X i . Now suppose that a proportion 1 − of the total variation in x(t) can be associated with a subset of dominant eigentriples { i , u i , v i }, i = 1, … , k. If the designated eigentriples are thought to encompass variation due to the presence of a signal component in the original series, then
can be interpreted as a signal-plus-noise decomposition where X  = ∑ k i=1 X i can be viewed as the part of X due to the signal, with k being the dimension or rank of the signal, and X  = ∑ m i=k+1 X i can be interpreted as the part due to noise. In practice a value for must be assigned that is sufficiently small to ensure that the designated eigentriples { i , u i , v i }, i = 1, … , k, encapsulate the true signal, but not so small that the signal is not separated from the noise and the two components become confounded.
Using the decomposition of X in (3), the transformation into a corresponding signal-plus-noise reconstruction of the original series is achieved by a process of diagonal averaging or Hankelization. The Hankel operator (⋅) replaces the r, cth entry of X  = [s rc ] r=1,…,m,c=1,…,n by the average over all r and c such that r + c − 1 = t where r = 1, … , m, c = 1, … , n and t = 1, … , N. By so doing the operator implicitly defines a time series and an associated orthosymmetric trajectory matrix, {s(1), s(2), … , s(N)} ↔ (X  ) = S = [s(r + c − 1)] r=1,…,m,c=1,…,n say, where
2. RE-SCALED TRAJECTORY SSA
In SSA the mapping from {x(1), x(2), … , x(N)} to X in (1) is referred to as embedding, and following Basilevsky and Hum (1979) and Broomhead and King (1986) the SVD in (2) is often referred to as a discrete Karhunen-Loève expansion with coefficients u j and empirical orthogonal functions or eigenfunctions v j , j = 1, … , m. Translation of SSA embedding and the discrete Karhunen-Loève expansion into the terminology of principle component analysis is readily facilitated by noting that the entries in the trajectory matrix in (1) can be viewed as the values obtained in n observations on m variables, the first row of X corresponding to the first variable, the second row to the second, and so on through to the mth row corresponding to the last variable. Thus, if we think of SSA embedding (heuristically) as defining a multivariate data matrix consisting of n observations on an m component vector random variable, then the ith Karhunen-Loève coefficient vector u i corresponds to the ith principle component loading, and the ith empirical eigenfunction v i corresponds to the ith principle component score. The relevance of this translation here is that SSA embedding and the discrete Karhunen-Loève expansion obviously play key roles in the formulation 70 POSKITT and application of SSA and principle components are known to be neither location nor scale invariant, see Jolliffe (2002, chapter 2.3) .
In principle component analysis it is common practice to address the lack of location invariance by applying mean correction, but in the practical application of SSA mean correction is often omitted. This is because mean correction presupposes the presence of a constant mean value about which the series fluctuates, and this is commonly deemed to be inappropriate. The adaptations necessary to cater for mean correction, should it be thought necessary, are straightforward. Whereas basic SSA is implemented via the SVD decomposition of X, so called centred SSA works in terms of the SVD decomposition of the re-centred matrix
Direct calculation shows that the first average eigentriple, { 0 , u 0 , v 0 } where 0 = n‖x‖ 2 , u 0 =x∕‖x‖ and v 0 = 1 n ∕ √ n, and the eigentriples of , {̄i,ū i ,v i }, i = 1, … , m, form an orthonormal system, and centered SSA proceeds by replacing the eigentriples
For further details see Golyandina et al. (2001, section 6.3) . In what follows we wish to examine non-stationary and irregular series and will therefore confine the exposition to basic SSA.
Lack of scale invariance is dealt with in principle component analysis by either ensuring that all the variables are of the same type and are measured in natural units, or by standardising the variables if their values are recorded using widely different units of measurement. In the former case the principle components are derived from the sample variance-covariance matrix, and in the latter case from the sample correlation matrix. The components so obtained are not the same, however, nor is it possible to pass from one solution to the other by means of a simple transformation.
The different trajectories of X are obviously evaluated using an identical unit of measurement, and in conventional SSA standardization is usually achieved by re-scaling the observed series x(t), t = 1, … , N, to yield a series that has a finite sample second moment of unity, x(t)∕s x , t = 1, … , N, where s 2 x = ∑ N t=1 x(t) 2 ∕N, say. This suggests, following Vautard and Ghil (1989) , that the covariance matrix XX ⊤ ∕n (to use SSA terminology) be replaced by T = Tp{1, r(1), … , r(m − 1)}, an m × m Toeplitz matrix T with first row {1, r(1), … , r(m − 1)} where the auto-correlations are calculated as r(i − j) = c(i − j)∕c(0), i, j = 1, … , m,
as in Ghil et al. (2002, Equation 6 ). The explicit imposition of Toeplitz structure in this manner presupposes stationarity. Such an assumption can be avoided, however, by adopting a modification to the conventional re-scaling. 2 Despite being measured using the same units, it is possible that the values obtained in the different trajectories x(t+j−1), t = 1, … , n, j = 1, … , m, may not be commensurate; if the series contains strong trends or a high degree of heteroscedasticity (volatility) for example. In light of this possibility we wish to examine the consequences of employing an alternative re-scaling in which each trajectory is re-scaled by reference to its own observed second moment. Thus, in the case of basic SSA the raw trajectory matrix is replaced by
71
The analysis proceeds as previously, save that it is now based on the eigentriples
This alternative re-scaling results in the SSA discrete Karhunen-Loéve decomposition being derived from the SVD of the correlation matrix of the trajectories, in keeping with usage established in the principle factor method of factor analysis -see Jolliffe (2002, chapter 7 .3) and, for a discussion of the relationship between the factor analysis model and the Karhunen-Loéve expansion, Watanabe (1965) . More importantly, the use of YY ⊤ allows recourse to be made to the spectral theory of stationary and non-stationary processes. Our purpose here is to examine the consequences of such considerations for SSA and henceforth we will denote an SSA model calculated from re-scaled trajectories using a window length m and a signal dimension k by RT-SSA(m, k) .
SOME STATISTICAL PROPERTIES OF RT-SSA
To examine the properties of RT-SSA we will assume that x(t) is generated by an affine combination of processes (not necessarily stochastic) that satisfy the following ergodicity assumption. Assumption 1. The data generating mechanism underlying the observed process can be characterized as x(t) = 1 z 1 (t) + · · · + g z g (t) = ⊤ z(t) where 0 < ‖ ‖ = √ ⊤ < ∞ and the process z(t) = (z 1 (t), … , z g (t)) ⊤ satisfies the following conditions almost surely:
In addition, 4. if R(h) denotes the g × g matrix with entries ij (h), i, j = 1, … , g, then R(0) is non-singular.
A series that satisfies Assumption 1 will satisfy the conditions introduced by Grenander (1954) , and such a series will be referred to as a Grenander process, and the conditions of Assumption 1 will be called Grenander's conditions. The first condition ensures that the process does not ultimately degenerate and is persistently exciting. The second condition implies that for each i = 1, … , g we have lim N→∞ ∑ n t=1 z 2 i (t + r)∕a n ii (0) = 1 for all r = 0, … , m − 1, where n = N − m + 1. A necessary condition that a sequence z i (t) satisfy the second condition is that lim N→∞ a N ii (0)∕(log N) p = ∞ for p > 0, and z i (t) must increase more slowly than exponentially. The second and 72 POSKITT third conditions ensure that
so that the correlation computed from the subsets z i (t + r) and z j (t + s), t = 1, … , n, with r − s = h posses the common limit ij (h). Condition 4 rules out the possibility that z(t) contains linearly dependent redundant processes. It should, perhaps, be emphasized that the specification x(t) = 1 z 1 (t) + · · · + g z g (t) is being used here to characterize the unknown DGP, it does not represent a statistical model that is to be fitted to data. If statistical properties of RT-SSA are to be derived it is essential to impose Grenander's conditions, or some such restrictions, on the observed DGP. Assumption 1 admits a very broad range of time series and its imposition appears not to exclude any cases likely to be of importance in applications of SSA.
Convergence of RT-SSA
The following spectral representation theorem provides a generalization to RT-SSA of a classical result on the asymptotic properties of Grenander processes, see Grenander and Rosenblatt (1957, chapters 7.5 and 7.6 ) and Anderson (1971, section 10.2. 3) for example. Theorem 1. If the process x(t) satisfies Assumption 1 then for any window length m ≤ M where lim N→∞ M∕N = 0 there exists a unique function of bounded variation, F( ), − ≤ ≤ , whose increments are non-negative definite, such that
where e m ( ) * = (1, exp( ), exp( 2 ), … , exp( (m − 1) )). The function is given by
( 1 √ a n 11 (0), … , g √ a n gg (0) ) ,
R(0)
1 2 is the unique symmetric square root of R(0), and
The function N( ) introduced in Theorem 1 is a g × g matrix valued function whose increments, N( 2 ) − N( 1 ), 1 ≤ 2 , are Hermitian non-negative definite. It is continuous from the right and null at − , and by construction N( ) satisfies
An immediate corollary of Theorem 1 is that for any choice of window length m ≤ M where M∕N → 0 as N → ∞ the almost sure limit of the Gramian YY ⊤ = D − 1 2 XX ⊤ D − 1 2 from which the RT-SSA model will be 73 constructed is given by
where (h) = ∫ − e h dF( ). Thus we find that the effect of adopting Grenander's conditions in conjunction with the use of re-scaled trajectories is to preserve a Toeplitz structure in the limit without having to presume that the DGP is covariance stationary.
Theorem 2. Suppose that the observed series x(t) satisfies Assumption 1. Denote the eigenvalue-eigenvector
A corollary of Theorem 2 is that the spectral decompositions of D − 1 2 XX ⊤ D − 1 2 and m , namely
The implication is that for any process that satisfies sufficient regularity the values calculated from an observed realization will yield consistent estimates of the parameters of a corresponding (asymptotic) population ensemble RT-SSA(m, k) model.
Population Ensemble Properties
The increments of N( ) are Hermitian positive definite, and via an appeal to Lebesgue's decomposition N( ) = N d ( )+N c ( ) where N d ( ) is an increasing step function and N c ( ) is an increasing continuous function. Suppose that the saltuses in N d ( ) occur at the values j , j = 1, 2, …, and that the jump at j is N j > 0. Thus,
designates the discrete spectrum, and the continuous spectrum is (trivially)
Suppose that F c ( ) is null and that N d ( ) is made up of a denumerable set of saltuses at q distinct points 1 , … , q . Then N d ( ) can be expressed as
where N j , j = 1, … , q, yield a resolution of the identity (Grenander and Rosenblatt, 1957, chapter 7.4) . In this case
where F j = ⊤ N j , and the eigenvalues of m are = 0 with multiplicity m − q when m > q, and
In such cases, it follows from Theorem 2 that if the window length m > q, then as n = N − m + 1 → ∞ the SVD of Y = D − 1 2 X will contain q non-null singular values bounded away from zero and m − q arbitrarily small singular values, reflecting that the elements of the spectrum of N( ) is made up of q distinct points. The corresponding signal-noise decomposition of the re-scaled trajectory matrix will give
Thus, the RT-SSA(m, q) model will reproduce the discrete spectral characteristics of the observed series with an ever decreasing error as n → ∞. This feature provides the SSA counterpart to the stochastic process concept of a singular process being a time series that is ultimately perfectly predictable.
Let us now suppose that the spectrum is continuous, so that F d ( ) is null and only F c ( ) remains. Then m equals the Toeplitz matrix with i, jth entry c (|i − j|), i, j = 1, … , m, where
A great deal is known about the properties of Toeplitz matrices of course, a classic reference being Grenander and Szego (1958) , and arguably the most well known result describing the behavior of the eigenvalues of sequences of m × m Toeplitz matrices as m → ∞ is Szegö's theorem. The following theorem provides an adaption of Szegö's theorem that allows for the possibility that the c (r), r = 1, … , m − 1, decay hyperbolically as m → ∞ and are not absolutely summable.
and assume that the Fourier coefficients in (11) decay hyperbolically:
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Then for all m sufficiently large the eigenvalues in the spectral
Prototypical examples of series for which Theorem 3 is applicable are fractional Gaussian noise, obtained as the increments of self-similar processes, and fractional autoregressive moving average processes (Beran, 1994) . Let
By construction F c m (− ) = 0 and F c m ( ) = 1, and because the integrand is positive for all the distribution function F c m ( ) is increasing in for each value of m. Furthermore, it is readily verified that
where c (r) is defined in (11). Treating the Fourier transforms in (11) and (12) as characteristic functions of distribution functions supported on the interval [− , ], it follows from the Helly-Bray theorem and the uniqueness and continuity properties of characteristic functions that F c m ( ) converges to F c ( ). Moreover,
These features indicate that if x(t) has a purely continuous spectrum, then a RT-SSA(m, k) model with k < m will allocate points of the DGP spectrum that have the greatest power to the signal and relegate those points remaining to the noise. This allocation will hold if x(t) is an anti-persistent, short-range dependent or long-range dependent stationary process.
Consider, for example, a first order autoregressive moving-average series x(t) defined by the DGP
where x(1) is an initial observation that follows a normal distribution with mean 0 and variance 2 (1+b 2 −2ab)∕(1− a 2 ), |a| < 1, |b| < 1, and (t), t = 1, … , N are i.i.d. N(0, 2 ). Then provided that ab > 0 and the quadratic ab 2 − (1 + a 2 )b + a > 0, the process x(t) can be represented as the sum of two mutually uncorrelated series,
is a first order autoregression with coefficient a and variance 2 (a − b)(1 − ab)∕a(1 − a 2 ), and (t) is white-noise with variance 2 b∕a. Thus we find that x(t) can be decomposed into the sum of an autoregressive signal and a white-noise noise. From the ergodicity of (t) and (t) it is clear that x(t) satisfies Assumption 1, and RT-SSA will assign points of the power spectrum of the autoregression (t) that have the greatest amplitude to the signal, as is appropriate.
Theorem 3 indicates that for regular processes wherein there is no singular component the eigenvalues of the Gramian YY ⊤ will be indistinct if the spectral density is "flat" (when a ≈ b in the previous example). In such cases any signal-noise separation will be obscure, and how best to select the signal dimension in (6) in such circumstances is unclear. Considerable attention has been given to signal-noise separation in the extant SSA literature, and various procedures designed to aid in signal selection have been proposed, such as the use of scree-plots, classification analysis and projection pursuit, and application of the description length principle -see Golyandina and Zhigljavsky (2013, chapter 2) for example, and Khan and Poskitt (2016) respectively. These procedures are available to the practitioner wanting to employ RT-SSA, although their efficacy when the eigenvalues are closely clustered has yet to be determined.
NUMERICAL ILLUSTRATIONS I
The purpose of this section is to provide an initial demonstration of the practical impact of the results presented above. This we will do by examining the application of RT-SSA to trend stationary and difference stationary series.
If
for all h = 0, ±1, ±2, …, the spectrum of N( ) consists of a single element at = 0 with a jump of I d , and
the Heaviside (unit) step function. This yields a limiting value of m = 1 m 1 ⊤ m for the Gramian YY ⊤ where 1 m = (1, … , 1) ⊤ . The eigenvalues of 1 m 1 ⊤ m are 1 = m with eigenvector 1 = 1 m ∕ √ m, and m = 0 with multiplicity m − 1 and eigenvectors
The upshot of this is that any RT-SSA(m, k) model applied to the polynomial series 1 z
Table I presents the entries in the Gramian matrix YY ⊤ and the values of the eigenvalues j , j = 1, … , m, when calculated from a realization of the process x(t) = 1 z 1 (t) + · · · + 3 z 3 (t) where z j (t) = t j−1 , j = 1, 2, and z 3 (t) is a generalized autoregressive conditionally heteroscedastic GARCH(2, 1) process with parameters (0.2, 0.1) and 0.4, and an unconditional variance of unity. The entries in Table I were calculated from a trend stationary series where ( 1 , … , 3 ) ⊤ = (1, 0.1, 2.51), the coefficient values having been chosen so that the signal-noise ratio of the series is 15.0 dB. Designating the deterministic component as the signal, (t) = 1 z 1 (t) + 2 z 2 (t), and the random component as noise, Table I it is apparent that YY ⊤ approximates to an m × m equi-correlation matrix of the form
· · · · · · 1 · · · · · · ⋅ · · · ⋱ · · · · · · ⋅ ⋅ · · · · · · ⋱ · · · ⋅ · · · · · · 1 · · · · · · 1
with eigenvalues 1 + (m − 1) and 1 − with multiplicity m − 1, where ≈ 0.97. Thus we find that at this signal-noise ratio a sample of size N = 200 is sufficient for the finite sample value of YY ⊤ to be in close accord with the limiting value of m = 1 m 1 ⊤ m . Now consider the difference stationary process
where (t) is a zero mean i.i.d. Gaussian white noise processes with a unit variance, and (t) is an independent zero mean stationary and ergodic process. For reasons that will become apparent below, we will label the first component as the signal, (t) = 1 z 1 (t) = ∑ t−1 =0 (t − ), and the second component as noise, (t) = 2 z 2 (t) = (t). The first component is a random walk, of course, a non-stationary process of orthogonal increments, and in the structural times series literature the process in (14) is referred to as a local level model. See Thomakos (2008) for a number of results concerning the application of SSA to random walks.
To derive the corresponding RT-SSA population ensemble model note that it can be shown (Poskitt, 2000, Lemma A.1.(ii) where B( ) denotes standard Brownian motion. We can therefore deduce that ‖D − m ‖ = o(1), where m = diag{ 2 n , 2 n , … , 2 n }, and hence that 1) and that YY ⊤ = 1 m 1 ⊤ m +o(1). The limiting value of YY ⊤ obtained for the difference stationary process is thus the same as that in the trend stationary case, reflecting that (like a polynomial trend) the random walk component eventually dominates the behaviour of the entries in YY ⊤ and asymptotically the contribution of the stationary component is smothered.
The Gramian YY ⊤ given in Table II was calculated from a realization of a local level model where the noise component is the same GARCH(2, 1) process with parameters (0.2, 0.1) and 0.4 of the trend stationary series examined previously. The noise variance was set so that the signal-noise ratio was also the same as that for the trend stationary series. As previously we find that the Gramian approximates to an m × m equi-correlation matrix, although the additional randomness inherent in the structure of the difference stationary DGP results in the finite sample value of YY ⊤ approximating the limiting value of m = 1 m 1 ⊤ m less precisely than for the trend stationary process.
If we adopt the more conventional SSA standardization and replace YY ⊤ by T = Tp{1, r(1), … , r(m − 1)}, then the trend stationary and difference stationary processes give the values presented in Table III . Using adaptations of the methods used to establish Theorem 1 it can be shown that for 2 ≤ m ≤ M where lim N→∞ M∕N = 0 as N → ∞, we have lim N→∞ ‖T − YY ⊤ ‖ = 0, but the convergence of T to m = 1 m 1 ⊤ m is slower than that of YY ⊤ . As can be seen in the values in Table III the decline in the entries r(i − j), i, j = 1, … , m, of T, as |i − j| increases is more rapid than that seen in the corresponding entries in YY ⊤ in Tables I and II . As a consequence we find that whereas for YY ⊤ the variance ratio
i ∕m exceeds 97% when k = 1 for the trend stationary process, and 95% when k = 2 for the difference stationary process, for T the corresponding proportions require k = 3 and k = 4 respectively. This suggests that in practice basic SSA will fail to separate the singular and regular components of the series as cleanly as does RT-SSA, and that in any subsequent modelling based on eigentriples derived from T the different components may be confounded.
The latter finding is in accord with that of Golyandina and Shlemov (2017) , who point out that although basic SSA is able to approximate trend components, the accuracy of the signal-noise separation is not high, and they examine the use of SSA with projection as a tool for the extraction of polynomial (in particular linear) trends. SSA with projection is a semi-non-parametric technique in which basic SSA is applied to X − P where P is obtained by projecting the entries of the trajectory matrix onto preselected subspaces (as with mean correction or seasonal adjustment via Fourier series). Golyandina and Shlemov (2017) show, perhaps not too surprisingly, that SSA with projection can improve separability in series whose components match the projection subspaces. The use of correctly specified preselected subspaces is problematic however, and philosophically diametrically opposed to the fully non-parametric approach underpinning RT-SSA, wherein as little prior structure is imposed as possible and the data is allowed to speak for itself when characterizing the behaviour of the series. Figure 1 graphs the individual realizations that gave rise to the RT-SSA Gramians presented in Tables I and II , and the Toeplitz values in Table III . A comparison of the vertical axes in Figure 1 indicates that over the time frame considered the two series generate a similar range of values, and a perfunctory inspection suggests that the two series exhibit behaviour that is not too dissimilar, save that they move in opposite directions. Casual perusal might even lead an unwary practitioner who has no prior knowledge of the true DGPs to suggest that the figure depicts two trend stationary series, or two difference stationary series, an erroneous conclusion that could be reinforced by noting the similarity of their Gramians. We will return below to a discussion of how, nevertheless, RT-SSA is able to distinguish between these two series.
MIXED SPECTRA AND TWO STEP RT-SSA
When both singular and regular components are present in x(t) the spectrum of x(t) is mixed, and as just observed with the trend stationary and difference stationary series, if the singular component dominates the second moments of the trajectories of X, then the singular values of Y = D − 1 2 X will be such that eventually the RT-SSA reconstruction will correspond to a model in which the regular component is suppressed.
Generalizing the phenomenon seen with the previous illustrations, consider a process that satisfies the following assumption. 80 POSKITT Presupposition 1. Suppose that in the decomposition x(t) = 1 z 1 (t) + · · · + g z g (t) the variables z i (t), i = 1, … , d have a discrete spectrum and z i (t), i = d + 1, … , g, have a continuous spectrum, so that the spectrum of x(t) is mixed. Suppose also that there exists a function a(n) satisfying lim n→∞ a(n )∕a(n) = for all > 0, with > 0, such that for i = 1, … , d, a n ii (0)∕a(n) is also regularly varying at infinity with a non-negative index, whereas for i = d + 1, … , g, lim n→∞ a n ii (0)∕a(n) = 0.
If x(t) satisfies Presupposition 1 then as n → ∞ z i (t), i = 1, … , d, will dominate the second moments of the trajectories of X. Furthermore, the vector in Theorem 1 can be rewritten as
This implies, in turn, that ⊤ N( ) will converge to
reflecting the dominance of the discrete components as the sample size increases. The upshot of this is that if z i (t), i = 1, … , d generate a discrete spectrum with q ≤ d saltuses at q distinct points, then as n = N − m + 1 → ∞ the SVD of Y = D − 1 2 X will contain q non-null singular values bounded away from zero with
From (15) it is apparent that when q+1 ≈ q+2 ≈ · · · ≈ m ≈ 0 then Y  ≈ 0 for any k ≥ q and a RT-SSA(m, k) model with k ≥ q will encompass the component of the series due to z i (t), i = 1, … , d. The corresponding signal-noise decomposition of X will give X  + X (9) and (10). Consequently, the RT-SSA model will ultimately reproduce the singular component with an ever decreasing error whilst at the same time suppressing the regular component.
To overcome the latter problem RT-SSA can be applied sequentially;
• First step, from the SVD of Y = D − 1 2 X construct a RT-SSA(m, k) model and approximate the singular compo-
• Second step, filter out the dominating singular components to give an approximation x(t) − s d (t), t = 1, … , N, to the regular component. Analyze the resulting series x(t) − s d (t), t = 1, … , N, by examining the SVD of the re-scaled trajectory D
and construct an appropriate RT-SSA(m, k ′ ) model so as to yield an approximation s c (t), t = 1, … , N, to the regular component d+1 z d+1 (t)+ · · · + g z g (t).
In both the first step and the second step the model can be chosen so as to ensure that the variance ratio ∑ k i=1 i ∕m is sufficiently large. A two step RT-SSA signal-plus-noise reconstruction x(t) = s d (t) + s c (t) + e(t), t = 1, … , N, of the observed time series is then obtained by amalgamating the two approximations.
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As an example of a series with a mixed spectrum, suppose that x(t) is a linear combination of
and a zero mean regular stationary linear process with autocorrelation c (h). This example mimics the classical decomposition of a time series into the sum of trend, cyclical, seasonal and noise components of course. Arranging the trends and sinusoids in z(t) such that all those with the same frequency occur together; so that t j cos( i t) is followed by t j sin( i t), j = 0, … , p i − 1, for i = 1, … , r, and following the arguments in Grenander and Rosenblatt (1957, pp. 245-8) or Anderson (1971, pp. 581-3) , we find that R(h) is block diagonal with ith p i × p i diagonal block T i where the matrix
if i ≠ 0, and final entry c (h). Then F( ) = ⊤ N( ) where the saltuses in N( ) occur at a set of points determined by
Applying the arguments surrounding (15) we can therefore conclude that the corresponding singular components of x(t) will ultimately be identified and removed by a RT − SSA(m, k) model with k = r in the first step of a two step RT-SSA signal-plus-noise reconstruction, leaving the regular stationary component to be suitably decomposed in the second.
NUMERICAL ILLUSTRATIONS II
We will explore further details of the application of RT-SSA to trend stationary and difference stationary series, and examine another numerical illustration using a more complicated hypothetical series that satisfies the conditions of Sections 3 and 5.
Trend Stationary and Difference Stationary Series
For each of the trend stationary and difference stationary series previously examined in Section 4, Figure 2 graphs the true signal and noise components (t) and (t) (black dotted lines) together with their two step RT-SSA reconstructions s d (t) and s c (t) (red lines). The models were chosen by assigning the signal dimension to the smallest value of k such that 100( ∑ k i=1 i ∕m) ≥ 95%. In the first step this gave a 1) model and a 2) model for the trend stationary and difference stationary series respectively, and in the second step a 13) model for both series.
To ascertain the precision of the reconstructions, and provide simple scale invariant measures that can be used to compare the performance of different SSA models when applied to different series, correlation coefficients between the true signal and its reconstruction, r ,s d , the true noise and its reconstruction, r ,s c , and the original series and its reconstruction, r x,s d +s c , were calculated. The ability of the RT-SSA reconstruction to track the underlying true signal component of each series is apparent, the fact that one signal is continuously differentiable whilst the other approximates a process that is nowhere differentiable, except possibly on a set of probability measure zero, notwithstanding. Given the relatively erratic behaviour of random walks, however, it is perhaps not too surprising to find that for the trend stationary series we have r ,s d = 0.9957 and for the difference stationary series r ,s d = 0.9829. This indicates that the accuracy achieved by the first step RT-SSA reconstructions of the singular component for the two series is on a par. A similar level of accuracy is seen with a second step reconstruction of the regular component, for the trend stationary series r ,s c = 0.9526 and the sample signal-noise ratio SNR dB = 10 * log 10
= 15.4285 dB, compared to SNR dB = 14.9095 dB with r ,s c = 0.7627 for the difference stationary series. Interestingly enough, the loss of precision in the second step reconstruction implicit in the decline in r ,s c for the local level model is recovered in the combined series reconstruction. For both series the overall effect is to produce a two step RT-SSA series reconstruction that mimics the true series very closely, with correlations of r x,s d +s c = 0.9990 and r x,s d +s c = 0.9993 for the trend stationary and difference stationary series respectively. Comparison of the values of YY ⊤ given by the trend stationary and difference stationary series in Tables I and  II indicates that for both series YY ⊤ approximates to m = 1 m 1 ⊤ m . The RT-SSA reconstructions will therefore be 83 close to that based on the corresponding population ensemble model as given in (9) and (10), and this will ultimately be manifest in a signal component
An explicit representation of the series corresponding to (1 m 1 ⊤ m Y) as an m point smoother is presented in Thomakos (2008, section 3.1 ). Hence we find that, despite the values of YY ⊤ for each series being not too dissimilar from each other, and close to their common theoretical limiting value, the first step RT-SSA reconstructions accurately reproduce the different singular components of each series. Consequently, the second step RT-SSA reconstructions also accurately reproduce the common regular noise of the series, the change in scale necessary to achieve the common signal-noise ratio notwithstanding.
In the analysis of unobserved component models in econometrics a good deal of effort has been expended on attempting to differentiate between time series containing deterministic trends and those containing stochastic trends, see the discussion in Maddala and Kim (2000, chapters 2-4) for example. For RT-SSA the distinction between deterministic trends and stochastic trends is made automatically. An examination of Figures 1 and 2 and the associated reconstruction correlations provides clear evidence of how detailed structure embedded within a series that is lost in the spectral characterization of the Gramian, namely
RT-SSA thereby recovers the individual components within a series, whether the series is trend stationary, or difference stationary, or as is demonstrated in the following illustration, a combination of the two.
A Random Walk with Drift and Fractionally Integrated Increments
To illustrate a situation involving a more complex mixed spectral structure, suppose that x(t) = ⊤ z(t) where z(t) − z(t − 1) = + u(t) and u(t) is a stationary linear process with representation Beveridge-Nelson decomposition (Phillips and Solo, 1992) gives
s (t − s), s = −( s+1 + s+2 + · · ·), and from this it follows that
where the initial values z(0) and (0) may be taken to be equal to fixed constants. The upshot of all this is that
which we can rewrite (for notational convenience) as
( ) and x c (t) = ⊤ (t). This decomposition of x(t) into the sum of a polynomial series (the drift term), a random walk process and a stationary process obviously governs the limiting properties of the trajectory matrix, and in order that N( ) have a mixed spectrum we require that at least one of ⊤ and ⊤ be non-zero, to ensure the existence of a singular component, and that ⊤ (t) is not identically zero, to guarantee the existence of the regular component. Taken together, the previously stated conditions allow appeal to be made to established results on linear processes and the asymptotic convergence properties of associated partial sum processes, see Phillips and Solo (1992) and Marinucci and Robinson (1999) . In particular we have that for all m = 1, … , M where M∕N → 0 as N → ∞;
and ( ) denotes d dimensional standard Brownian motion. By definition ( ) is d dimensional type II fractional Brownian motion. From the orders of magnitude implicit in these relationships it follows that ∑ n t=1 x(t + r) 2 will be dominated by ∑ n t=1 (t + r) 2 where (t) = x d P (t) + x d RW (t), and the size of ∑ n t=1 (t + r) 2 will in turn be determined by the relative magnitudes of x d P (t) and x d RW (t) over the time interval t = 1, … , N. Whichever term dominates (t) over a finite time frame, be it x d P (t) or x d RW (t), as N → ∞ x d P (t) will ultimately dominate x d RW (t) and the Gramian YY ⊤ will converge to m = 1 m 1 ⊤ m + o(1). Figure 3 graphs two realizations of a process where the Beveridge-Nelson decomposition gives rise to the characterization x d P (t) = 1 + 0.1t, x d RW (t) = 2(1 + ) ∑ t−1 =0 (t − ) and x d C (t) = −2 (t), | | < 1, where (t) is fractional noise with fractional index f = 0.3. For the first realization = −0.9 and for the second = 0.9, and for this process
s . The first processes exhibits a clearly perceptible drift, behaving much like the linear trend series observed previously, whereas the second deviates from the drift by a considerable margin and meanders a long way off course before reverting to the overriding linear drift. For both specifications we find that the Gramian YY ⊤ approximates to the equi-correlation matrix, ℜ 15 (0.98) when = −0.9 and ℜ 15 (0.92) when = 0.9, and the first two eigenvalues account for 98.63% and 99.14% of m = trace YY ⊤ = ‖D − 1 2 X‖ 2 <?xmltex ?> respectively. Figure 4 graphs for each series the true signal together with the first stage 2) signal reconstruction s d (t), and the true noise together with the second stage noise reconstruction s c (t), the latter derived by assigning the signal dimension to the smallest value of k such that 100( ∑ k i=1 i ∕m) ≥ 98%, 14) and 10) respectively. The difference in the specifications for the second stage models is consistent with the properties outlined in Theorem 3. The different specifications arise because: When = −0.9 the magnitude of x d RW (t) is damped down (and approaches zero as → −1) so that (t) = x d P (t) + x d RW (t) closely approximates a linear trend and the first stage residuals x(t) − s d (t) = (t) − s d (t) + (t) closely approximate (t); Whereas, when = 0.9 the fluctuations in x d RW (t) amplify the variation in the signal around the drift component, and these additional fluctuations in (t) are precisely the feature that the first stage 2) model finds difficulty in tracking, and consequently the sharp turning points in (t) induced by the presence of a significant random walk component are smoothed out by the first stage model and (t) − s d (t) introduces additional power into the first stage residuals that is not evenly spread over the interval [− , ) . This is illustrated in Figure 5 , in which the MUSIC pseudo-spectrum of x(t) − s d (t) for the two series is compared to that of the true fractional noise process. (See Stoica and Moses, 1997, for detailed particulars of the MUSIC pseudo-spectrum.) Although the residual pseudo-spectrum of the two series possess more power over the interval (0, ∕4) than that of the true noise, all the pseudo-spectra have a "pink" profile typical of fractional noise processes.
A further manifestation of the over smoothing introduced in the first stage when = 0.9 is that although the contemporaneous correlation of s d (t) with the true signal is almost the same for both processes, r ,s d = 0.9940 when = −0.9 and r ,s d = 0.9964 when = 0.9, the contemporaneous correlations of s c (t) with the true noise are very different, r ,s c = 0.8599 and r ,s c = −0.0406 respectively. The cross-autocorrelation function, r ,s c ( ), = 0, ±1, ±2, … , ±14, is plotted in Figure 6 . These cross-autocorrelation values reflect that when = −0.9 the first stage residual x(t) − s d (t) ≈ (t) because s d (t) ≈ (t) and the cross-autocorrelation function behaves like that of two strongly coherent processes, but when Figure 6 . Cross-autocorrelations between true noise (t) and second stage noise reconstruction s c (t) with approximate 95% white noise error bands: random walk process with drift and fractionally integrated increments [Color figure can be viewed at wileyonlinelibrary.com] = 0.9 the incorporation of the difference (t) − s d (t) into the first stage residuals produces both an increase in amplitude and a quasi-periodic phase shift effect that results in significant cross-autocorrelations at non-zero lags. Nevertheless, properties of the signal that escape characterization in the first step are recaptured in the second step, and the overall series reconstructions s d (t) + s c (t) perform similarly with correlations of r x,s d +s c = 0.9999 and r x,s d +s c = 0.9998 respectively. The ability of the two stage reconstruction to closely track the true signal-plus-noise decomposition is apparent even in this more complicated case. The switch in focus of concern from the solvency of banks to the solvency of governments when the IMF and the European Union (EU) announced they would provide financial help to Greece on 9 May 2010; The continued metamorphosis of a private debt crisis into a sovereign debt crisis when America's debt rating was downgraded from triple A status on 5 August 2011. The impact of each of these events on the daily value of the S&P500 is clearly visible in Figure 7 , where the (adjusted) closing value of the S&P500 index over the period 1 January 2006 to 31 December 2011 is graphed alongside a RT-SSA signal-noise reconstruction s d (t) + s c (t) where the component s d (t) is given by a first step 1) model, and the component s c (t) by a second step 35) model, with r x,s d +s c = 0.9999. The asterisks on the horizontal axis locate the BNP-Paribas sub-prime mortgage crisis, Lehman Brothers bankruptcy, the G20 summit, the IMF-EU Greek bail out, and the American debt rating downgrade. The RT-SSA reconstruction clearly tracks the evolution of the index very closely through what is obviously an extremely volatile historical period.
The 1) specification for the component s d (t) was derived by noting that for m = ⌊ √ N⌋ + 1 = 39, YY ⊤ closely approximates ℜ 39 (0.998) and the first eigenvalue accounts for 99.9155% of m = trace YY ⊤ = ‖D − 1 2 X‖ 2 . The sample signal-noise ratio SNR dB = 33.0560 dB. At the second step the covariance matrix of the re-scaled trajectory of the first stage approximation x(t) − s d (t), t = 1, … , N,
S where now D S = diag{(X − X d  )(X − X d  ) ⊤ }, no longer approximates an equi-correlation matrix but is more in accord with a Toeplitz matrix. Choosing the RT-SSA model that gives a variance ratio 100( ∑ k i=1 i ∕m) ≥ 0.99% leads to a 35) series around the events listed above is apparent, as is the presence of significant power in the pseudo-spectrum at around 0.1227 radians per unit time. The latter accords with the persistent cyclical behaviour characteristic of a Gegenbaurer process (see Grey et al., 1989) , with a long-lasting quasi-periodic component corresponding roughly to a weekly cycle.
SUMMARY AND CONCLUSION
This article has established a solid statistical foundation for the application of SSA as a general purpose time series analysis technique suitable for implementation in the context of mixed environments involving series containing both deterministic and non-deterministic components. It has done this by demonstrating that if an observed time series is a realization of a DGP characterized by an affine combination of Grenander processes then RT-SSA will converge almost surely to a population ensemble model as the sample size increases. This motivates applying RT-SSA modelling using a two step procedure and indicates, in turn, that RT-SSA is ultimately able to characterize the discrete and continuous components of the spectrum of the underlying DGP. Consequently, two step RT-SSA can be thought of as a data analysis tool -a feature extraction and reconstruction technique in the parlance of machine learning -that mimics the Wold decomposition of an observed time series viewed as a realization of a stochastic process. That the theoretical properties of RT-SSA developed in the article will be manifest in practice is shown by examining numerical illustrations based on trend stationary and difference stationary data series, and a random walk with drift. The numerical illustrations demonstrate how different DGPs that are not observationally equivalent can give rise to the same asymptotic correlation structure and hence the same spectral distribution characteristics. Nevertheless, two step RT-SSA is able to accurately retrieve the different time paths of the unobserved components 89 embedded within a series by projecting back into the time domain through the empirical eigenfunctions. Further evidence that the theoretical properties of RT-SSA outlined in the article will be observed in practice is provided by an analysis of the S&P500 stock market index over the period 1 January 2006 to 31 December 2011. Overall, the results presented in the article suggest that RT-SSA stepwise reconstruction will provide the applied time series analyst with a viable alternative methodology to current practice.
Finally, whereas the non-parametric approach of RT-SSA has the attraction of being free of the structural constraints of parametric model based techniques, an advantage of the latter methods is that practitioners can determine the structure of their model using established time series analysis inferential devises, thereby avoiding the possible identification of spurious components. The latter possibility raises the question of whether similar inferential procedures can be devised for implementation with RT-SSA. As suggested by a referee, one avenue of investigation that might lead to such a development is via an examination of the rank and eigen-structure of the RT-SSA Gramian YY ⊤ . At this juncture, lack of formal inferential tools based on the RT-SSA Gramian remains an unresolved issue that constitutes an interesting topic for future research.
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