Essays in dynamic adjustment, structural change and data analysis: applications to the demand for meat in the US by Fabiosa, Jacinto Fama
Retrospective Theses and Dissertations Iowa State University Capstones, Theses andDissertations
1993
Essays in dynamic adjustment, structural change
and data analysis: applications to the demand for
meat in the US
Jacinto Fama Fabiosa
Iowa State University
Follow this and additional works at: https://lib.dr.iastate.edu/rtd
Part of the Agricultural and Resource Economics Commons, and the Agricultural Economics
Commons
This Dissertation is brought to you for free and open access by the Iowa State University Capstones, Theses and Dissertations at Iowa State University
Digital Repository. It has been accepted for inclusion in Retrospective Theses and Dissertations by an authorized administrator of Iowa State University
Digital Repository. For more information, please contact digirep@iastate.edu.
Recommended Citation
Fabiosa, Jacinto Fama, "Essays in dynamic adjustment, structural change and data analysis: applications to the demand for meat in the
US " (1993). Retrospective Theses and Dissertations. 10816.
https://lib.dr.iastate.edu/rtd/10816
UMI 
MICROFILMED 1994 
INFORMATION TO USERS 
This manuscript has been reproduced from the microfilm master. UMI 
films the text directly from the original or copy submitted. Thus, some 
thesis and dissertation copies are in typewriter face, while others may 
be from any type of computer printer. 
The quality of this reproduction is dependent upon the quality of the 
copy submitted. Broken or indistinct print, colored or poor quality 
illustrations and photographs, print bleedthrough, substandard margins, 
and improper alignment can adversely affect reproduction. 
In the unlikely event that the author did not send UMI a complete 
manuscript and there are missing pages, these will be noted. Also, if 
unauthorized copyright material had to be removed, a note will indicate 
the deletion. 
Oversize materials (e.g., maps, drawings, charts) are reproduced by 
sectioning the original, beginning at the upper left-hand comer and 
continuing from left to right in equal sections with small overlaps. Each 
original is also photographed in one exposure and is included in 
reduced form at the back of the book. 
Photographs included in the original manuscript have been reproduced 
xerographically in this copy. Higher quality 6" x 9" black and white 
photographic prints are available for any photographs or illustrations 
appearing in this copy for an additional charge. Contact UMI directly 
to order. 
UMI 
University Microfilms International 
A Bell & Howell Information Company 
300 North Zeeb Road. Ann Arbor, Ml 48106-1346 USA 
313/761-4700 800/521-0600 

Order Number 9418977 
Essays in dynamic adjustment, structural change, and data 
analysis: Applications to the demand for meat in the U.S. 
Fabiosa, Jacinto Fama, Ph.D. 
Iowa State University, 1993 
U M I  
300 N. ZeebRd. 
Ann Arbor, MI 48106 

Essays in dynamic adjustment, structural change, and data analysis: 
Applications to the demand for meat in the U.S. 
by 
Jacinto Fama Fabiosa 
A Dissertation Submitted to the 
Graduate Faculty in Partial Fulfillment of the 
Requirements for the Degree of 
DOCTOR OF PHILOSOPHY 
Department: Economics 
Major: Agricultural Economics 
Approved: 
InXharge of MajM^ork 
For the Major Departmenl(
For the Graduate College 
Members of the Committee: 
Iowa State University 
Ames, Iowa 
1993 
Signature was redacted for privacy.
Signature was redacted for privacy.
Signature was redacted for privacy.
Signature was redacted for privacy.
ii 
DEDICATION 
This work is dedicated to my family. 
First to my parents, Mr. and Mrs. Bonifacio F. Fabiosa, who have permanently 
instilled in me a deep appreciation of the true value of education. And who, with unwavering 
commitment, upheld their belief with all the (scarce) resources they could muster to provide 
the kind of education they dreamed for all their children. With much gratitude this work is 
dedicated to them. 
This work is also dedicated to my wife and children. To Flor, who has been a great 
helper and suitable partner; to Gayo, and Jojo, our inspiration throughout the journey. To all 
of them I will always be thankful and dedicate this work and all my productive endeavors 
from here on for their future. 
» 
iii 
TABLE OF CONTENTS 
Page 
GENERAL INTRODUCTION 1 
V 
Explanation of Disseration Format 6 
PAPER I IDENTIFYING BREAK-POINTS IN A VARYING 
COEFFICIENTCONSUMPTION MODEL 
WITH SERIAL CORRELATION 7 
INTRODUCTION 8 
MODEL 13 
Recursive Residuals 14 
Autoregressive CUSUM Test 15 
Autoregressive CUSUMSQ Test 16 
EMPIRICAL RESULTS 18 
Data, Model Specification, and Estimation Procedure 18 
Implied Restrictions on the CoefiBcient of Dependent Lagged Variable 23 
Sequential Goldfeld-Quandt Test of Variance Stability 24 
CUSUM and CUSUMSQ Time Paths 24 
CONCLUSION 44 
REFERENCES 48 
PAPER n. TESTING FOR THEORETICAL DEMAND 
PROPERTIES IN A DYNAMIC MODEL 
WITH STRUCTURAL CHANGE 51 
INTRODUCTION 52 
iv 
MODEL 57 
A. Nested Dynamic Models 61 
B Structural Change in a Dynamic Model 63 
EMPIRICAL RESULTS 65 
A. Data and Estimation 65 
B. Lag Length Selection 66 
C Testing for Simultaneity Bias 67 
D Test for Theoretical Demand Properties in a Dynamic Model 
with and without Structural Change 69 
E. Test for the Alternative Dynamic AIDS Models 70 
F. Test for Structural Change 73 
G. Monte Carlo Experiments 76 
H. Elasticity 77 
CONCLUSION 85 
REFERENCES 88 
APPENDIX 1. PARAMETER ESTIMATES OF THE GENERAL DYNAMIC 
MODEL 93 
APPENDIX 2. SIMULTANEITY IN THE STRUCTURAL MODEL 95 
PAPER m. DETECTING UNDERLYING STRUCTURAL 
RELATIONSHIPS IN CONSUMPTION DATA 
USING TIME SERIES MODELS 98 
INTRODUCTION 99 
MODEL 101 
» 
V 
Dynamic Structural Model 101 
Vector Autoregression Model 102 
Vector Error Correction Model 103 
Vector Moving Average Representation 105 
EMPIRICAL RESULTS 109 
Data, Model Specification, and Estimation Procedure 109 
The Results 111 
Model Validation 136 
CONCLUSION 142 
REFERENCES 147 
GENERAL CONCLUSION 149 
REFERENCES 156 
ACKNOWLEDGMENTS 158 
DATA APPENDIX 159 
vi 
LIST OF FIGURES 
PAPER I. 
Figure 1. Comparative rho values of beef demand models 25 
Figure 2. Comparative rho values of pork demand models 26 
Figure 3. Comparative rho values of chicken demand models 27 
Figure 4. CUSUMSQ static beef model 29 
Figure 5. CUSUMSQ difference beef model 30 
Figure 6. CUSUMSQ autoregressive beef model 31 
Figure 7. CUSUMSQ static pork model 32 
Figure 8. CUSUMSQ difference pork model 33 
Figure 9. CUSUMSQ autoregressive pork model 34 
Figure 10. CUSUMSQ static chicken model 35 
Figure 11. CUSUMSQ difference chicken model 36 
Figure 12. CUSUMSQ autoregressive chicken model 37 
Figure 13. Static model CUSUM for beef, pork, and chicken 39 
Figure 14. Difference model CUSUM for beef, pork, and chicken 40 
Figure 15. Autoregressive model CUSUM for beef, pork, and chicken 41 
PAPER n. 
Figure 1. 
Figure 2. 
Test for nested dynamic models 
Test for structural change in a dynamic model 
72 
75 
vii 
PAPER m. 
Figure 1. a) AUS: Impulse response of QBF to a one percent shock in PBF 
b) AUS: Impulse response of QPK to a one percent shock in PPK 
c) AUS: Impulse response of QCK to a one percent shock in PCK 
Figure 2. a) USA: Impulse response of QBF to a one percent shock in PBF 
b) USA: Impulse response of QPK to a one percent shock in PPK 
c) USA: Impulse response of QCK to a one percent shock in PCK 
Figure 3. a) AUS: Cumulative impulse response of QBF to a one percent 
shock in PBF 
b) AUS: Cumulative impulse response of QPK to a one percent 
shock in PPK 
c) AUS; Cumulative impulse response of QCK to a one percent 
shock in PCK 
Figure 4. a) USA: Cumulative impulse response of QBF to a one percent 
shock in PBF 
b) USA: Cumulative impulse response of QPK to a one percent 
shock in PPK 
c) USA: Cumulative impulse response of QCK to a one percent 
shock in PCK 
viii 
LIST OF TABLES 
PAPER I. 
Table 1. Coefficient estimates of the static, difference, and autoregressive 
beef models 
Table 2. Coefficient estimates of the static, difference, and autoregressive 
pork models 
Table 3. Coefficient estimates of the static, difference, and autoregressive 
chicken models 
PAPER n. 
Table 1. Results of lag length test using vector autoregression 
Table 2. Test for theoretical demand properties in a dynamic model 
with and without structural change 
Table 3. Significance test for the varying parameters of the structural 
change model 
Table 4. Montecarlo experiment to detect cases of spurious 
accounting of the data 
Table S. Long-run and short-run multiplier matrix from the maintained 
dynamic model 
Table 6. Long-run and short-run expenditure and marshallian elasticities 
Table 7. Long-run and short-run hicksian elasticities 
Table 8. Comparison of own-price marshallian and hicksian, and 
expenditure elasticities for static, dynamic, dynamic 
before and after structural change models 
19 
20 
21 
68 
70 
74 
77 
80 
81 
81 
84 
PAPER m. 
Table 1. ADF test for non-stationarity of demand variables 110 
ix 
Table 2. Johansen cointegration test 112 
Table 3. F-test for the significance of lags of past changes in the variables 114 
Table 4. Elasticity estimates &om "short-run" parameters 116 
Table 5. Summary result of the impulse response analysis 130 
Table 6 Australia: Variance decomposition 133 
Table 7. USA: Variance decomposition 134 
Table 8. Alternative estimates of the unconditional 
variance of the variables 138 
Table 9. Distribution parameters of the estimated innovation of prices 139 
Table 10. Probability of the range of price changes assuming a 
normal distribution of the innovations 140 
Table 11. Frequency count of actual price changes based on the 
innovation of prices 141 
1 
GENERAL INTRODUCTION 
The impetus of recent advances in demand modeling can be found in two related 
strands. The first impetus has resulted from the questioning of the lack of theoretical bases of 
early demand specifications (i.e., ad-hoc, single-lmear-equation, and static demand models). 
This has led to the formulation of models such as AIDS, Translog, Rotterdam, and LES 
which ensure integrability, consistent aggregation, flexibility in functional form, and ease in 
imposing theoretical demand properties in a model. 
The second impetus has resulted fi'om the lack of empirical evidence supporting the 
theoretical properties of demand. Numerous studies have tested for symmetry, homogeneity, 
adding-up, and negativity property. The overriding result has been an abundance of cases of 
rejecting theoretical demand properties (see Barten (1969), Byron (1970), Lluch (1971), 
Deaton (1974), Christensen et al. (1975), and Deaton and Meulbauer (1980)). These results, 
however, have induced a search for alternative constructs, extending the standard demand 
models, to explain the causes for rejection of demand theory properties. 
This dissertation examines two of the most common extensions of the standard 
model, that is, the Dynamic Adjustment Hypothesis (DAH) and the Structural Change 
Hypothesis (SCH).^ The DAH is succinctly summarized by Anderson and Blundell (1983) 
who underscored that the use of short-run or static model in testing demand theory 
properties may be the root cause of the many rejections. For demand properties to hold in 
the short run, consumers should have the ability to instantaneously adjust to changes in prices 
and income. However, if a full instantaneous adjustment is not achievable, it is more likely 
that theoretical properties would hold in the long-run, after allowing consumers to fully 
' Laitinen, K. (1978) raised a statistical problem that may have induced the over rejection of 
theoretical demand properties. Also, separability assumption and aggregation issues are not 
fully addressed in tWs disseration. 
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adjust to changes in the economic variables. If the short run diverges significantly fi'om the 
long run because of factors such as; stock adjustment, contractually fixed commitments, 
adjustment costs, information limitation, and habit persistence, then the test using the static 
specification is not relevant. 
The SCH, on the other hand, argues that the use of stable parameter models in testing 
the theoretical demand properties may explain their over rejection if the actual parameters are 
varying over time.^ These two competing hypotheses have been pursued independently in the 
literature. Some concerns have been raised, however, about the possibility of spuriously 
attributing the effects of dynamics as evidence of the SCH. The closest attempt to account 
for the dynamics prior to the test of the SCH was done by estimating a first-difference 
version of a static demand model to correct for large serial correlation (Moschini and Meilke, 
1989, and Bales and Unnevehr, 1988). This approach, however, is far fi'om adequate. The 
dynamic structure assumed is rather restrictive, that it is driven by an autoregressive error 
term of order one, with the autocorrelation coefiScient equal to unity. Moreover, first 
differencing removes the possibility of checking for instability of parameters in the remaining 
structure of the residual term. If in fact, it is dynamic misspecification that is driving the 
remaining structure in the error term, then there is all the more very strong motivation to 
allow the autocorrelation coefiBcient to vary as habits are progressively formed over time. 
The advances in theoretical modeling described above has largely dominated the 
demand literature. Only a disproportionately scant attention has been given to the nature of 
the data. Whereas, on the one hand, there has been an explosion of theoretically consistent 
models, there has been a lack of questioning on the validity and implications of a host of 
important underlying assumptions of the time series properties of the data, on the other. 
2 The SCH, as a subject matter, has gained its own importance in meat demand modeling 
because of its serious implications on the competitiveness of the meat industry. 
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Foremost, among many, are assumptions about endogeneity, exogeneity, simultaneity, and 
stationarity. If the structural demand models are theoretically sound, when these underlying 
assumptions about the data are grossly violated, their resulting estimates are seriously 
suspect. 
What is disturbing is that simultaneity and non-stationarity seem to be the rule, rather 
than the exception in most economic time series. What have been tried recently are quick 
corrective fixes to remedy serious statistical problems resulting firom these properties. For 
example, many empirical demand models estimate a first difference version of the structural 
demand model to correct for non-stationarity. But this remedial approach introduces a 
problem of its own. First, in demand theory consumers make their choices on the levels of 
quantity based on the relative levels of prices and level of income. Estimating a first 
difference demand model seems to lack strong theoretical justification. What do the results 
represent? Second, the first difference model is severely misspecified if the variables are 
cointegrated, since their relevant long-run properties are ignored. 
Also, the problems posed by the simultaneity property of the data is explained away 
through some restrictive assumptions about the supply side. That is, an a priori classification 
of variables as endogenous and/or exogenous is imposed on the system. Ignoring the 
simultaneity of the data introduces bias in the estimates which can severely handicap the 
usefiilness of the model for forecasting, simulation, and policy evaluation purposes. 
This dissertation consists of three papers addressing some of the above issues using a 
U.S. meat consumption data set. The first paper addresses the problem of serial correlation 
in the identification of break-points in a time varying model. Despite the fact that tests for 
structural breaks are usually designed for time series data, the effects of serial correlation on 
the performance of the test has not been adequately examined. This paper uses the Hendy 
and Mizon transformation to properly correct for serial correlation. The resulting 
» 
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autoregressive model is then used in conducting the test to identify break-points of the 
parameter using CUSUM and CUSUMSQ of Kramer, Ploberger, and Alt (1988). This 
approach has been shown to uniformly dominate earlier tests. Also, the break-points 
identified in a static, difference, and autoregressive models are compared to check for 
spurious identification of break-points when serial correlation is not properly corrected as in 
the case of the static and difference model. Furthermore, this test does not discriminate 
between breaks in the coefiBcient and the variance vector, but all earlier applications have 
assumed stability in the variance and proceeded as if the test is for the coefficient vector only. 
In the first paper the stability of the variance is formally tested first before proceeding to 
identify breaks in the coefficient vector. 
The contribution of the second paper is to extend the standard demand models to 
accommodate a general merge of the DAH and the SCH. In this case, the reduced form of 
the model is linear in parameters and variables, and the time varying long-run parameters can 
be directly estimated. This extended formulation allows a variety of tests not previously 
possible in the standard models. In particular, it lends easily to testing alternative dynamic 
specifications since it properly nests various versions of dynamic models such as habit 
persistence and autoregressive errors and it allows the testing of theoretical demand 
properties on a time varying long-run parameters. Moreover, since the SCH is tested on 
long-run parameters the common suspicion in the literature of spurious accounting of 
dynamic adjustments as evidence for the SCH is completely avoided. Finally, the DAH and 
SCH can now be tested as competing hypotheses of demand models. 
The third paper fills a in demand modeling with the claim that the time series 
properties of the data need not be approached as a statistical nuisance that need a quick-fix 
remedy. They can, and in fact, need to be treated properly and adequately to let the data 
5 
"speak-for-itself ' first. This will provide useful insights in specifying a structural demand 
model that will always be consistent with the joint associative behavior of the data set.. 
Two types of analysis in the third paper will aid to uncover the joint behavior of the 
demand variables without being encumbered by a priori theoretical restrictions. The variance 
decomposition will indicate the degree of endogeneity in each variable in the data set. The 
impulse response analysis traces out the equilibrium time path of the variables when a shock 
is introduced in the system. It fully accounts the total impact of changes in variables, 
including all the simultaneous adjustments, the cumulative lagged response, and the feedback 
effects across commodities. It will indicate the differential response of variables in the short-
run and in the long-run, and whether the impact of shocks is temporary (the system reverts 
back to the initial equilibrium condition) or permanent (a new equilibrium is established). 
This type of analysis is useful to policy makers who may wish to know how prices and 
quantities will adjust to a price shock over a one-year period without necessarily separating 
the demand and supply adjustments. It also adds formal modeling of the source and 
distribution properties of price changes in the system. This allows attaching probability 
statements on given rates of price change, which may provide some indication of the 
robustness of model evaluation of certain ranges of price changes considered. 
The common thread that closely ties the three papers together can be found in their 
interrelated extension of standard demand modeling. The second paper is the logical anchor 
which extends the standard demand models to simultaneously accommodate both dynamic 
adjustment and structural change. But the switching regression technique it uses to test for 
the SCH needs an exogenous specification of the exact break-points. This information is 
inputted from the break-points identified in the first paper. This analysis will also provide 
some indication on the sensitivity of the test to the choice of break-points. The third paper, 
on the other hand, provides a yardstick to check the validity of some underlying assumptions 
» 
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in standard demand modeling. It will indicate the cost of maintaining the standard 
assumption which are still imposed in the second paper. For example, equilibrium is always 
assumed in the estimation of demand models. But if the individual time series wanders away 
without any tendency of reverting back to a mean value (i.e., they are non-stationary), the 
equilibrium assumption is in question. The equilibrium relationship of the demand variables is 
an empirically testable proposition which is formally explored in the third paper using the 
concept of cointegration. Also, the cointegration test provides a limited check as to whether 
the commodities belong to the same group under the separability assumption. Standard 
demand modeling also imposes an a priori classification of variables as exogenous or 
endogenous, the third paper will let the variables reveal their own relative endogeneity in the 
system. 
Explanation of Dissertation Format 
This dissertation consists of three papers. Each paper contains an introduction, 
model, emprical results, conclusion, and review of related literature. A general introduction 
and conclusion provide linkages of the three papers and summarize their individual 
contributions. References cited in the general introduction are listed following the general 
summary. 
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PAPER L 
roENlTFYING BREAK POINTS IN A VARYING COEFFICIENT 
CONSUMPTION MODEL WITH SERIAL CORRELATION 
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INTRODUCTION 
Though numerous studies have been undertaken in the last ten years to study the 
structural change in the U.S. meat consumption, several questions remain unanswered. 
Primarily, is the structural change hypothesis (SCH) an acceptable explanation of changes in 
U.S. meat consumption that are not explained by changes in prices and income? Precise 
answer to this question has many important implications. Foremost, to the meat industry this 
important question is one of survival. Is the bias against beef consumption systematic and 
permanent? To analysts, this is a question of model validity. How much historical data 
should be included in models to ensure forecast accuracy? Do structural change models 
statistically dominate alternative models? To econometricians, these are empirical questions. 
Is the exclusion of structural change in empirical models a cause for the rejection of 
theoretical restrictions in consumption analysis? And to consumption analysts, this is a 
theoretical question. 
The literature does not answer these questions with any consensus. Rather, it 
abounds with controversies (see, Dahlgran, 1988; Alston and Chalfant, 1991a). Moschini 
and Meilke (1984) and Wohlgenant (1985) did not find structural change in the beef 
consumption, and Haidacher et al. (1982) showed evidence of no structural change in beef, 
veal, pork, chicken, and other red meat. Also, Jolly (1980), and Leuthold and Nwagbo 
(1977) rejected the SCH because a constant structure virtually explained all sample variation. 
On the other hand, Nyankori and Miller (1982), Braschler (1983), Chavas (1982), Cornell 
and Sorenson (1986), Dahlgran (1986, 1988), and Moschini and Meilke (1989) concluded 
that the U.S. meat consumption exhibited structural change. Moreover, studies which 
accepted the SCH di£fer widely with regard to its occurrence and timing. The timing of the 
structural change varied almost over a decade, ranging fi'om 1970 (Braschler) to 1979 
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(Cornell and Sorenson). Furthermore, Alston and Chalfant (1991a, 1991b) criticized the use 
of parametric methods in testing for the SCH since results from parametric tests are 
conflicting. 
The differences in empirical results are often attributed to the methods used in testing 
for the SCH. The most widely used test for the SCH is the switching regression technique. 
Among others, the Chow Test is used to test the SCH with a single break-point; the Farley 
and Hinich Test for a smooth change in the time path; and the Ohtani and Katayama test for 
multiple break-points. These tests, however, usually need an exogenous specification of the 
exact break-points. In efiect, the resulting test for the SCH incorporates a joint hypothesis 
on the specific point at which changes in the coefiScient values occurred. This may likely 
make test results crucially sensitive to the choice of break-points. Yet, many studies have 
chosen the break-points solely based on ad hoc procedures. It is precisely for this reason that 
the data should be first allowed to "speak for itself' in choosing the break-points. That is, 
atheoretic data analytic techniques need to precede more sophisticated types of tests where 
breaks are exogenously imposed 
As early as 1975, Brown, Durbin, and Evans (henceforth BDE) had developed two 
tests based on cumulative sum (CUSUM) and cumulative sum of squares (CUSUMSQ) of 
recursive residuals to provide a yardstick and a formal test of the SCH. These tests, which 
extensively rely on the data, provide useful diagnostic tool to examine the structural stability 
against more sophisticated and complex tests mentioned previously. It is a serious 
shortcoming, however, that despite the fact that tests for structural change are usually 
designed for time series data, the effects of serial correlation on the performance of the tests 
was not considered by BDE (p. 151). Consequently, it is no surprise that all ensuing 
applications of these tests ignored the problem of serial correlation. ^  Hassan and Johnson 
(1979) correctly concluded that their results will not be robust if serial correlation is found in 
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the model. Nyankori and Miller (1982), on the other hand used a static consumption model 
and eluded the problem with the claim that "there is no conclusive evidence of serial 
correlation on the basis of computed Durbin-Watson (DW) statistics" (p. 9). But empirical 
evidence proving the presence of serial correlation abounds. 
Since correct specification is not guaranteed in empirical modeling, serial correlation 
is easily induced in models using time series data because excluded variables, more often than 
not, are correlated over time. For example, Deaton and Muellbauer (1980) cited the problem 
of serial correlation, which was possibly induced by misspecifcation errors, and suggested 
inclusion of more relevant variables other than current prices and income to explain the 
remaining structure in the disturbance term. Specifically, in models of U.S. meat 
consumption, among others, Blaylock and Smallwodd (1983), and Moschini and Meilke 
(1984, 1989) reported the presence of strong serial correlation in beef Moreover, the DW 
statistics reproduced for earlier studies using the respective functional form, vector of 
variables clearly indicate the presence of strong serial correlation.^ 
The importance of the proper treatment of serial correlation in the test for the SCH is 
evidenced by the substantial and persistent attention given to this issue especially in more 
recent theoretical literature. Dufour (1982) suggested correcting for serial correlation first, 
using differencing, prior to testing for structural change. He cautioned, however, that since 
the estimated autocorrelation coefficient is assumed to be the true parameter, the resulting 
asymptotic distribution of the test should be taken cautiously. The Dufour difference method 
was applied by Moschini and Meilke (1984) to correct for serial correlation and adjust for the 
functional form (Box-Cox-Tidwell Method) first prior to testing for structural change in beef 
Dufour's warning, however, was confirmed by Kramer, Ploberger, and Alt (1988, henceforth 
KPA) in a Monte Carlo experiment, showing that the Dufour difference test did not fare well 
with respect to power. This is because the changes in the autoregressive coefficient causes 
11 
large variation in the rejection probability under the null hypothesis. Their significant 
contribution was to prove (in their Theorem 1) that under some regularity conditions the 
BDE tests retain their asymptotic significance levels even in autoregressive models, thereby, 
allowing the possibility of proper statistical treatment of serial correlation in the test of 
structural change. They fiirther proved that their autoregressive CUSUM/CUSUMSQ test 
uniformly dominate the Dufour difference test. 
Allowing the test of the SCH in an autoregressive model is a very significant 
development since autoregressive adjustments, if not properly captured in the model, is often 
pinpointed to be spuriously accounted for as evidence for the SCH. In fact, Moschini and 
Meilke (1989) and Eales and Unnevehr (1988) avoided the possible spurious accounting of 
serial correlation as evidence for structural change by using an autoregressive specification, 
which they found to be statistically acceptable. Their final estimated models, however, 
involved differencing transformation of the variables which assumes a constant 
autocorrelation coefiBcient over time. But if in fact, it is autoregressive misspecification that 
is driving the serial correlation of the data, there is very strong motivation to allow the 
autocorrelation coefiBcient to vary over time (e.g., due to habit formation). To our 
knowledge, this new development has not been applied, especially in the meat consumption 
literature where the SCH has long been hotly debated with no consensus yet. 
This study accounts for the problem of serial correlation in the test for the SCH by 
transforming a static model with autocorrelated error terms into an autoregressive model in 
the spirit of Hendry and Mizon (1978). The CUSUM and CUSUMSQ tests for structural 
change are applied to the autoregressive model, since these tests retain their asymptotic 
significance levels in autoregressive models as proved by KPÂ (1988). Furthermore, the 
statistical test of stability of the model, as originally developed by BDE (1975), is over the 
entire parameter space (i.e., coefficients and variance). But the issue of residual variance 
12 
instability has been largely ignored in all the applied studies, which examined the stability of 
the coefficient vector only. Thus, the specific objectives of this study are (i) to analyze U.S. 
meat consumption data for structural change in the coefficient vector using the CUSUM and 
CUSUMSQ tests in an autoregressive model, (ii) analyze the data for structural change in the 
residual variance using the sequential Goldfeld and Quandt test, and (iii) compare the results 
with those of static model, difference model used for correcting serial correlation, and of 
studies which used sophisticated tests in examining the SCH. Section n presents the model 
and explains the CUSUM and CUSUMSQ tests. Section m describes data, estimation 
procedures, and empirical results. Finally, section IV provides summary and concluding 
remarks. 
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MODEL 
Consider a static model with time varying coefficients and first order autocorrelated 
error terms of the form 
(1) + V, and V, = for t = 1,T. 
where is the t^^ observation of the dependent variable, xt is a kxl column vector of 
explanatory variables, Pt is a kxl corresponding coefficient column vector, v^ is the 
autocorrelated disturbance term, | | < 1 and u^ are (0, of). The subscript t of the 
coefficient vector implies that P may vary over time. Following Hendry and Mizon, model 
(1978) (1) can be reparameterized in an equivalent simplified autoregressive autoregressive 
model: 
(2) = Ptyt-x +x;_^r, +Mn where y, = -pfit-
If we let z/ = and <5J = then (2) can be written compactly as 
(3) yt=z\5,+fi,. 
(4) Ho: ~ ~ ^and of = <7^ =...= = <7^. 
The null hypothesis implies that the disturbance terms are i.i.d. Hence, violations of Ho can 
be examined in terms of significant departures fi'om the i.i.d. assumption. Under the Ho, the 
OLS residuals are wm = M/x,, where M = [I-Z(Z'Z)"'Z'] and Z is Tx2k matrix.^ It is 
distributed with £(u) = 0, even under the Classical Regression Model (CRM) assumption of 
Var(Uf) = a^I, the Var(ut) = a^M, where M^I. That is, is neither homoschedastic nor 
serially uncorrelated. Hence, in general, since the distribution of u, does not approximate 
that of the true disturbance and depend on the Z, particularly in small sample, it may not 
display patterns useful to detect violations in the CRM error assumptions, including violations 
of Ho in (4). 
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Recursive Residuals 
The recursive residuals belong to a class of Linear Unbiased Scalar Covariance Matrix 
(LUS) which enable one to test the null hypothesis because they are independently and 
identically distributed if the disturbances are i.i.d.. In this paper, we integrate the formulation 
ofBDE (1975), KPA (1988), and Harvey (1981) in describing how the recursive residuals 
are computed and used for deriving other tests of the null hypothesis. 
Recursive Least Squares (RLS) calculates an estimator of S from the first r 
observations, and estimates are updated as subsequent observations are successively added in 
the sample. The coefficients are estimated using Ordinary Least Squares (OLS). That is, 
(5) 5, = (Z^ZJ-" ZX provided r > k.4 
Updated coefficient estimates can also be computed using OLS. However, the 
following recursive formula which avoids the burden of repeated matrix inversion for each 
additional observation can be used to obtain the updated coefficients (see BDE, 1975, and 
Johnston, 1984): 
(6) ôr = Sr-i + (Z/Z,y  z ^ ( y ^  - S r - \ )  T = k+1,... ,T, where 
(7) (%) -(Z,-/,-.) • 
Now define a sample one-step-ahead forecast error as =y^ -z/ <5^-1, which under 
the null hypothesis is 
(8) = "r ~ - S) T - k+1, ..., T. 
Given E(u^) = 0 and the unbiasedness of estimates E(âr-\ ) = <^ V i under the null, E(e^) = 0. 
Also, under the null hypothesis, and the independence of and &_i V i > 1, the variance of 
e, is [l+z;(Z/_,Z^_,)'^rJ"'c7^. Thus, is i.i.d. The recursive residuals are standardized 
quantities of the sample one-step-ahead forecast error, that is, 
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(9) w,=-=Iâ^É£iL= 
An illuminating fact is that, given the CRM assumption of u, ~ (0, and the null 
hypothesis, recursive residuals are also independently and identically distributed with mean 
zero and constant variance, i.e., w, ~ (0, ). If the null hypothesis is not true, i.e., Ô is 
not constant, Wj. will deviate from zero, and thus an examination of the plot of w^ over time 
reveal departures from zero. Therefore, these recursive residuals provide information to 
test the stability of the coefficients. This distinct characteristic of the distribution of the 
recursive residuals under the null hypothesis is exploited in the following CUSUM and 
CUSUMSQ procedures to provide useful tests statistic as well as graphical analysis for the 
SCH. 
Autoregressive CUSUM Test 
A formal statistical test to determine the degree of the departures of the w^ from zero 
A 2 
is provided by first cumulatively summing the w^ and standardizing by ov ; 
(10) fT, = 2 r= k+I,..., T, where cr = ^ 
(=t+l gy, r=t+l V - A-U 
Using the distribution of the w/s, it can be shown that under the Ho, E(Wr) = 0, Var(Wr) = 
(r-k-l), and Cov(Wr,Ws) = min(r,s)-k-l. 
Furthermore, BDE have shown that can be approximated by a continuous 
Gaussian process with the mean and variance given above and derived a procedure to find a 
pair of reference lines lying symmetrically above and below the line Wg.=0, such that the 
probability of crossing one or both lines is , the chosen level of significance. These lines are 
t  
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(11) Fr, = ±(oVr=F:î+2ai^^}, 
where a in (11) is the value satisfying 
These two lines provide confidence interval for a chosen level of significance. 
Therefore, under the null hypothesis of constancy of parameter, Wj- should be distributed 
about the mean value of zero. If the time path plot ofW^ crosses the confidence intervals, 
the null hypothesis is rejected. 
Autoregressive CUSUMSO Test 
The CUSUMSQ test is another test that complements the CUSUM test, and is 
particularly useful when departures fi'om constancy of the coefiScients are haphazard rather 
than systematic. The quantities of CUSUMSQ are defined as 
(13) r = k+l,...,T. 
/=*+! 
Under the null hypothesis, Sf can be shown to have a Beta distribution, with the mean 
f  ~  k  ~ \  
—. Also, Sr varies from 0 when r<k+l to 1 when r=T. Similar to CUSUM, a pair of 
T ~ k - \  ^  
lines drawn parallel to the mean value of Sf provide a confidence interval such that the 
probability of the sample path crossing one or both lines is a. These lines are 
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where Cq  can be determined from Table C of Harvey (1981, p. 364), 
KPA (1988, Theorem 1 p. 1358) proved that under some regularity conditions the 
limit of (12) is invariant whether or not there is a lagged endogenous variable among the 
regressors. That is, CUSUM and CUSUMSQ tests retain their asymptotic significance levels 
in autoregressive models. This enables us to apply CUSUM and CUSUMSQ tests to the 
autoregressive model specified in (2). 
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EMPIRICAL RESULTS 
Data. Model Specification, and Estimation Procedure 
The data considered for the study includes U.S. per capita beef (including veal), pork, 
and chicken consumption and retul prices of these commodities. The observations cover the 
period 1965:1 to 1988:4. The data were provided by Kesavan et al. Since we want the 
results to purely reflect the data, theoretical consumption restrictions are not imposed. A 
linear autoregressive model given in (2) is used.^ A separate consumption model was 
estimated for beef, pork, and chicken, where for the i^^ model (i is the commodity index for 
beef, pork, and chicken), yj^ is per capita consumption in the i*^ meat, and the vector V i 
includes a constant, the retail price of beef, pork, and chicken, a meat expenditure, and three 
quarterly dummies. The dummy variables are used to capture the purely seasonal component 
of the quarterly data. Equations (2)^ (6), (10), (11), (13), and (14) were estimated using 
Shazam version 6.1. 
For comparison purposes a static and difference model are also estimated. The static 
model is y, = + v,. The difierence model corrects serial correlation by differencing using 
the rho values estimated in the static model. Thus, the difference model is^ 
yt -pyt-\ = ix, -p yp, 
Consumption models for beef, pork, and chicken are estimated using the static and 
difference models with additional restrictions on the time path of the coefficient of the lag 
dependent variable. Parameter estimates over the full sample period for the static, difference, 
and autoregressive consumption models are presented in Table 1, 2, and 3. In all meat 
commodities the three specifications have the expected negative own-price and positive 
income coefficients. Many coefficients are statistically significant with values twice as large 
» 
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Table 1. Coefficient estimates of the static, difiference, and autoregressive beef models 
Regressor Static Difference Autoregressive 
Constant 
Q2 dummy 
Q3 dummy 
Q4 dummy 
Beef Price 
Pork Price 
Chicken Price 
Meat Expenditure 
Lag Quantity 
I Summary Statistics 
r2 
DW* 
Rho 
m-statistic** 
I Critical Values of Test Statistics I 
* For T=95, a=l%, and K=8 the DW critical values are 
d| =1.512 and du=1.827 
** For q=l and a=l%, the critical value for m-statistic is yp'=6.6'i 
22.558 
(0.366)» 
0.110 
(0.212) 
0.213 
(0.212) 
-0.569 
(0.215) 
-15.128 
(0.977) 
-2.692 
(0.871) 
-7.576 
(1.794) 
0.524 
(0.041) 
0.794 
0.336 
0.835 
3.998 
(0.110) 
-0.232 
(0.095) 
-0.023 
(0.112) 
-0.851 
(0.105) 
-11.357 
(0.697) 
-0.862 
(0.688) 
-4.677 
(1.007) 
0.351 
(0.024) 
0.841 
1.834 
0.065 
1.517 
(1.143) 
-0.300 
(0.099) 
-0.095 
(0.115) 
-0.897 
(0.105) 
-10.629 
(0.760) 
-1.017 
(0.703) 
-4.470 
(1.110) 
0.355 
(0.028) 
0.950 
(0.050) 
0.964 
-0.082 
1.146 
» Standard Errors 
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Table 2. Coefficient estimates of the static, difference, and autoregressive pork models 
Regressor Static Difference Autoregressive 
Constant 15.78 2.35 2.525 
(0.295)» (0.120) (1.078) 
Q2 dummy -0.716 -0.199 -0.198 
(0.169) (0.101) (0.113) 
Q3 dummy -0.677 0.374 0.425 
(0.170) (0.119) (0.146) 
Q4 dummy 0.691 1.763 1.768 
(0.173) (0.112) (0.139) 
Beef Price 1.482 0.635 0.532 
(0.786) (0.743) (0.807) 
Pork Price -9.191 -10.101 -10.19 
(0.701) (0.733) (0.771) 
Chicken Price -3.659 -2.173 -1.561 
(1.443) (1.082) (1.166) 
Meat Expenditure 0.173 0.203 0.174 
(0.033) (0.026) (0.029) 
Lag Quantity 0.804 
(0.064) 
1 Summary Statistics I 
R2 0.829 0.902 0.946 
DW* 0.384 1.870 
Rho 0.816 0.036 0.029 
m-statistic** 0.709 
1 Critical Values of Test Statistics | 
* For T=95, a=l%, and K=8 the DW critical values are 
di =1.512 and du=l.827 
** For q=l and a=l%, the critical value for m-statistic is gg 
® Standard Errors 
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Table 3. Coefficient estimates of the static, difference, and autoregressive chicken models 
Regressor Static Difference Autoregressive 
Constant 5.689 0.761 0.21 
(0.438)» (0.076) (0.229) 
Q2 dummy 0.770 0.452 0.431 
(0.251) (0.085) (0.080) 
Q3 dummy 0.466 -0.378 -0.382 
(0.253) (0.103) (0.103) 
Q4 dummy -0.201 -1.003 -1.041 
(0.258) (0.094) (0.091) 
Beef Price 1.146 1.252 1.044 
(1.169) (0.633) (0.608) 
Pork Price -1.120 -0.081 -0.302 
(1.042) (0.608) (0.582) 
Chicken Price -1.923 -3.732 -2.414 
(2.145) (0.874) (0.885) 
Meat Expenditure 0.056 0.036 0.012 
(0.049) (0.022) (0.022) 
Lag Quantity 0.959 
(0.033) 
Summary Statistics 
r2 
DW* 
Rho 
m-statistic** 
0.867 
0.152 
0.951 
0.802 
2.023 
-0.03 
0.987 
-0.177 
3.006 
Critical Values of Test Statistics 
* For T=95, a=l%, and K=8 the DW critical values are 
di =1.512 and du=1.827 
** For q=l and a=l%, the critical value for m-statistic is x=^6.63 
® Standard Errors 
» 
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as their standard errors. The autoregressive specification provided improved properties of 
estimates relative to the static and difference models. Because of the added relevant 
regressors, the increased substantially (beef0.964, Pork 0.946, and chicken 0.987). In 
almost all cases the t-statistics of the own-price and income coefficients have increased. In 
particular, the lagged dependent variables were very significant. The static specification 
clearly shows a systematic structure still remaining in the residuals, as evidenced by the DW-
statistic approaching zero and the p value very close to one in all three commodities. This 
strongly suggests possible specification errors in the static model. The presence of serial 
correlation, as correctly pointed out by Hassan and Johnson (1979), may not provide a true 
picture of the structural change analysis. Moreover, since the CUSUM and CUSUMSQ tests 
for structural change rely on the residuals, this remaining structure in the residuals may be 
spuriously attributed as evidence for the SCH. Thus it is important to use a autoregressive 
model which captures the remaining structure and eliminates the serial correlation in the 
disturbance term without imposing unnecessary restriction. The autoregressive specification 
has adequately removed the problem of serial correlation in all three equations. It is well 
known that when a lag dependent variable is included as a regressor, as in the case of a 
autoregressive model, the DW statistic is not appropriate to test for serial correlation. The 
Breusch-Godfi-ey m-statistic (m = T.R^) is the appropriate test statistic, where T is the 
number of observations and comes fi'om the autoregressive model of the estimated 
disturbance term. A low R^ (hence, a low Breusch-Godfi'ey m-statistics also) indicates that 
the estimated disturbance term does not have much substantial explainable structure after 
dynamics is explicitly specified in the model. 
The difference model also removed the serial correlation in the error term of the static 
model; however, it presents problems in the statistical tests used. This is further elaborated 
below. 
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Implied Restrictions on the Coefficient of Dependent Lagged Variable 
The sample one-step-ahead forecast error defined in (8) is a fonction of the coefficient 
values used in the forecasting equation. Abstracting all the common regressors (i.e. and 
x^.i) present in the three consumption specifications (i.e., static, difference, and 
autoregressive), the differences in the result of the test for SCH can be explained by the 
differences in the coefficient value of the lagged dependent variable implied by the respective 
model specifications. The time paths of the coefficient values of the lagged dependent 
variable implied by the three model specifications for beef, pork, and chicken are shown in 
Figure 1,2, and 3. The static model imposes a restriction - o Vi,t. Compared to the 
recursive coefficient estimates this restriction induces serial correlation in the disturbance 
term, which magnifies the forecast error. Hence, it increases the likelihood of detecting SC 
regardless of the true structure. The problem of serial correlation can be corrected by 
differencing prior to estimation, using the p, values estimated fi'om the static model as 
explained for the difference model. But just like the static model, the difference model 
imposes a restriction that = 0.835 in beef, p^, = 0.816in pork, and p, = 0.91Sin chicken 
V t. Thus, the difference model is similar to the static model in the sense that the value of p, 
is fixed V t. The only difference is on the level at which it is fixed. For tMs reason, the 
difference model will also produce larger forecast error and spuriously detect SC compared 
to the autoregressive model, where the values of the p is updated at each t. In contrast to 
the rho values in the static and difference model, the rho values in the autoregressive model 
vary over time in all three meats. The variation in rho values captures the dynamics 
embedded in the data and its instability; this underscores the importance of using the 
autoregressive model in determining the structural change. 
This section shows that the static model induces large serial correlation in the 
disturbance term which may be spuriously accounted for as evidence for structural change. 
» 
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Correcting it by differencing is statistically inadequate since, as hinted by Dufour (1982) and 
proved later by KPA (1988), the performance of the difference model will be poor if the 
autoregressive coefficient (i.e., rho) is unstable, which is exactly the case shown in Fig 1-3. 
The autoregressive specification adequately captures the remaining structure in the 
disturbance term. 
Sequential Goldfeld-Ouandt Test of Variance Stability 
The statistical test of stability of the model in (3), as originally developed by BDE, is 
over the parameter space (5 and o^). However, in the ensuing studies which applied the tests 
in the meat consumption, the issue of residual variance instability was ignored. And the 
CUSUM and preliminary examination of the stability of the variance vector is conducted 
a 2  / a 2  
using a sequential Goldfeld-Quandt test. The Pr{ov/ aT-r\Ho:a^r - ^ r-r) r = k+1,... ,T-k-l 
for beef, pork and chicken ranges fi-om (0.796, 0.462), (0.685, 0.248), and (0.777, 0.428), 
respectively. Hence, the Ho\ a\=c^ V t is accepted at significance level =1%. This result 
provides evidence for stability in the residual variance for beef, pork, and chicken in the 
relevant period of the data. Hence, it is reasonable to apply the CUSUM and CUSUMSQ as 
tests of stability of the coefficient vector. 
CUSUM and CUSUMSQ Time Paths 
The CUSUMSQ is weighted more heavily in the test for SCH because it picks up 
unsystematic and haphazard changes in parameter values over time. Moreover, it is reported 
(see Garbade 1977, and Johnston, 1980) that in Monte Carlo studies the CUSUMSQ test is 
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Figure 1. Comparative rho values of beef demand models 
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Figure 2. Comparative rho values of pork demand model 
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shown to have higher power than the CUSUM test. Consequently, we focus more on 
CUSUMSQ results; however, we present CUSUM results to show that they support those of 
CUSUMSQ. 
Figure 4-6 show the CUSUMSQ time path for beef consumption for the static, 
difference, and autoregressive specifications. The autoregressive CUSUMSQ time path in 
Figure 6 crosses the lower boundary line in 1974:4. This shows that the data provide 
evidence to accept the SCH in beef instead of the constancy of coefficients hypothesis in (4) 
at the one percent significance level ( =1%). The static model detects an early occurrence of 
structural change, 1972:1 compared with 1974:4 for the autoregressive model. Furthermore, 
the length of time the static CUSUMSQ was outside the boundary lines is longer, IS years 
and two quarters compared with nine years and two quarters for autoregressive CUSUMSQ 
And the degree of departure fi'om the boundary lines is more pronounced in the static model, 
almost four times larger. This result reveals a possible spurious accounting of structural 
change in the static specification. Results fi'om the difference and autoregressive models are 
very similar. 
Figure 7-9 show the CUSUMSQ time paths for pork consumption. The time path of 
autoregressive CUSUMSQ lies almost linearly between the lower and upper boundary and 
hovers around the mean value line very closely, implying no strong evidence of structural 
change in pork. While the autoregressive model showed no evidence of structural change, the 
static model predicted an early structural change (1972:4), a longer period for the static 
CUSUMSQ time path lying outside the boundary lines (14 years and one quarter), and a 
large deviation fi'om the lower boundary. 
Figure 10-12 show the CUSUMSQ time paths for chicken consumption. As in the 
case of beef, the autoregressive CUSUMSQ time path deviates fi'om the mean value right 
fi'om the beginning of the sample period. It touches the lower boundary in 1978:4. Again, 
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Figure 4. CUSUMSQ of static beef model 
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Figure S. CUSUMSQ difference beef model 
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Figure 6. CUSUMSQ autoregressive beef model 
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Figure 7. CUSUMSQ static pork model 
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Figure 8. CUSUMSQ difference pork model 
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Figure 9. CUSUMSQ autoregressive pork model 
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Figure 10. CUSUMSQ static chicken model 
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Figure 11. CUSUMSQ difference chicken model 
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Figure 12. CUSUMSQ autoregressive chicken model 
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the data support acceptance of the SCH in chicken consumption. The performance of the 
static model is very similar to those of beef and pork . The static model detected the 
occurrence of structural change seven years earlier, 1972:1 compared to 1978:4. The static 
CUSUMSQ was outside of the boundary lines 15 years and two quarters. And the degree of 
departure was very much larger for the static model. On the other hand, the difference model 
detected structural change two years earlier than the autoregressive model. Moreover, the 
difference CUSUMSQ was outside the boundary lines for three years. These results clearly 
underscores the importance of the use of autoregressive model in structural change analysis 
so that spurious accounting of structural change in static models could be avoided. 
The result of the formal CUSUMSQ test of the autoregressive model is further 
corroborated by the autoregressive CUSUM time path for the three meats shown in Figure 
IS. The beef CUSUM time path reveals noticeable departures from its expected value of 
zero under the null hypothesis at the earliest in 1974:1 and the latest in 1975:3. The 
downward trend in the cumulative forecast error (i.e., CUSUM) starting in 1975:3 suggests 
the direction of bias against beef, that is, actual beef consumption has a systematic downward 
trend. This clearly confirms the non constancy of the parameters, and that beef consumption 
is not adequately explained by relative prices and income changes. The Pork autoregressive 
CUSUM time path did not show strong departures from the zero line. On the other hand, the 
CUSUM time path for autoregressive chicken consumption shows a noticeable departure 
from the zero line at 1978:4. In this case, the upward trend in the cumulative forecast error 
starting this period implies that actual chicken consumption has an upward trend that was not 
adequately captured by relative prices and income changes. The inverse relationship of the 
time paths between beef and chicken CUSUM plots reveals the fact that the consumers might 
have substituted chicken for beef in their diet. 
» 
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Figure 13. Static model CUSUM for beef, pork, and chicken 
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Figure 14. Difference model CUSUM for beef, pork, and chicken 
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Figure 15. Autoregressive model CUSUM for beef, pork, and chicken 
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Since beef, pork, and chicken are closely related products, it is expected that the 
structural change for one would have ripple effects on the others. This is particularly true in 
the case of beef and chicken. When the beef autoregressive CUSUMSQ crossed the lower 
boundary in 1974:4, it remained very close to the boundary until 1978. This suggests that the 
magnitude of structural change in beef during 1974:4 to 1978 was not large enough to cause 
a noticeable effect on chicken. It was during this same period, however, when the chicken 
autoregressive CUSUMSQ was quickly approaching the lower boundary. But it was only 
when the beef autoregressive CUSUMSQ departed significantly fi'om its lower boundary, 
beginning in 1978, that the chicken autoregressive CUSUMSQ touched its lower boundary 
for the first time. 
For further validation, the results fi'om this analysis are compared with the results of 
studies which used more sophisticated tests. The comparison shows that the simple 
technique applied in a autoregressive specification provides results consistent with earlier 
studies that used more complex tests. For example, the absence of structural change for pork 
is also reported by, among others, Chavas (1982), Haidacher et al (1982), Nyankori and 
Miller (1982), and Cornell and Sorenson (1986). Structural change in beef and chicken was 
found by Nyankori and Miller (1982), Chavas (19182), Moschini and Meilke (1989), and 
Dahlgran (1988). Moreover, the period of structural change for beef and chicken is very 
close to that of Chavas (1982), and Moschini and Meilke (1989). In this study, beef had 
structural change in 1974:4, while chicken had one in 1978:4. Chavas (1982) used a random 
coefiScient generated by a difference equation, where sequential coefficients are estimated 
using Kahnan filter procedure. Chavas (1982) concluded that the structural change in beef 
and chicken occurred in the post-1975 period. On the other hand, Moschini and Meilke 
(1989) used the Ohtani and Katayama test in a autoregressive AIDS model. They attempted 
to endogenously determine two break-points for structural change in their model by 
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estimating 3,246 times all the possible break-point combinations. The combination of 1975:4 
and 1976:3 was chosen as the "best" break-point because it maximized the value of the 
likelihood function. 
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CONCLUSION 
The most critical aspect of parametric tests of the SCH is the problem of spurious 
accounting due to specification errors. The first important implication of this study is that it 
has been clearly shown that there is strong serial correlation in static meat consumption 
model, ignoring this problem leads to spurious accounting of structural change, while 
correcting it by simply differencing is not statistically adequate. The proof of KPA (1988) 
that BDE's (1975) CUSUM and CUSUMSQ tests retain their asymptotic significance levels 
in autoregressive models has allowed the use of autoregressive specification, thereby, 
eliminating possible spurious accounting of dynamics as structural change. And the 
autoregressive specification in equation (2) has adequately removed much of the remaining 
structure in the static residual term. 
The second implication shown in the Goldfeld-Quandt test is that the variance of the 
model in (3) is constant over the relevant period in the sample. This allows the specific use 
of the CUSUM and CUSUMSQ tests as a test of stability of the coefficient vector. The 
CUSUMSQ test revealed that the occurrence of structural change in meat consumption in the 
U.S.A. originated in beef in 1974:4. And only in 1978:4 when the magnitude of structural 
change in beef was large that it caused a noticeable effect in chicken consumption. On the 
other hand, there is no convincing evidence for structural change in pork. The CUSUM test 
corroborates this result. Also, the inverse relationship of the time paths between beef and 
chicken CUSUM plots displays the common explanation of structural change in meat 
consumption, that is, consumers substituted chicken for beef in their diet. 
Finally, the results of this study are closely consistent with earlier studies which used 
more sophisticated tests. It provides fiirther evidence that the data support the Structural 
» 
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Change Hypothesis. Our study also highlights the importance of the usefulness of simple 
techniques (such as CUSUM and CUSUMSQ) which should precede more complex tests. 
» 
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ENDNOTES 
1. Dahlgran (1988) extended these tests in a system of equation models. The problem of 
serial correlation is not addressed, however. Moreover, since the distribution involved in his 
resulting CUSUMSQ version is not derived, there was no formal statistical tests of structural 
change in his study. 
2. For the Nyankori and Miller (1982), the reproduced DW statistics for beef, pork, and 
chicken were 0.48, 0.57, and 0.92, respectively, all of which lie below the d; value of 1.14 
(dy = 1.73). The reproduced DW statistics for the Moschini and Meilke (1984) study was 
0.50 for beef which is lower than the d; value of 1.18 (dy = 1.22). The same is shown in our 
own estimates of the DW statistic for the static model, 0.33,0.38, and 0.15, for beef, pork, 
and chicken, respectively. The critical values were d|= 1.51 and dy = 1.82. Clearly, the 
presence of serial correlation in the U.S. meat data can not be rejected. 
3. includes lag values of elements of except the intercept. 
4. r is the number of free parameters in equation (2). 
5. Â linear functional form provides a parsimonious representation of time series data. A 
double log functional form was tried and gave a close statistical result (i.e., loglikelihood 
value of linear model = -16.27, while loglikelihood value of double log model = -13.20). 
Thus, linear model is adequate for the current purpose. 
6. The Hendry and Mizon (1978) autoregressive version of a autoregressive model in 
equation (2) adds the lag values of the dependent and independent variables. But by 
construction the coefficients of the latter is restricted (i.e., y, = -p^ ). This restriction was 
tested for each consumption model and is accepted at =1% significance level. The F-
statistics for beef, pork, and chicken are 1.234, 1.143, and 2.983, respectively, which all lie 
in the acceptance region with the critical value of 3.5 (degrees of freedom 4 and 82). To 
» 
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avoid picking-up any artificial behavior of the data induced by this restriction, and to avoid 
imposing complicated restrictions in the recursive estimation, it is the unrestricted version of 
the autoregressive model that is finally estimated. 
7. Moschini and Meiike (1984, 1989) used a similar differencing for their model. 
8. To facilitate easy cross comparison between models, Figures 1 to IS start in 1969 to 
accommodate differences in the number of regressors. 
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PAPER n. 
TESTING FOR THEORETICAL DEMAND PROPERTIES IN A 
DYNAMIC MODEL WITH STRUCTURAL CHANGE 
52 
INTRODUCTION 
The importance of lagged variables in demand modeling to account for the dynamic 
adjustment of consumers has long been widely recognized. However, as noted by 
Anderson and Blundell (1982) the development of tractable dynamic theory for empirical 
purposes has been relatively slow. 
Initial interest in dynamic demand modeling was largely focused on the study of 
demand for durables (Stone and Rowe, 1958; Crammer, 1956-57). Houthakker and 
Taylor (1970) applied dynamic demand models commonly known as 'state adjustments 
model' for non durable consumer goods. They suggested that habit formation can be 
described by a state variable which they called "psychological" stock of habits. 
Recent interest in dynamic demand analysis has been largely sparked by three 
independent developments in the literature, all of which focused on the importance of the 
dynamic aspect of demand modeling. The first emerged from the work of Houthakker and 
Taylor (1970) which provided an overwhelming empirical e^âdence for the need of 
dynamic specification. The functional form of the estimating equation in the state 
adjustment models includes lagged dependent and lagged and first differenced independent 
variables. Houthakker and Taylor concluded that the dynamic specification of consumer 
demands for 91 categories of goods and services in the United States provided the best 
results, and that "... an explicitly dynamic formulation should now become part and parcel 
of demand analysis." Phlips (1972) applied the state adjustment model in estimating the 
dynamic linear expenditure system (LES) for consumer durable and non durable goods in 
the United States and found the long-run adjustment parameter to be significant. 
The second development resulted from the work of Brendt and Savin (1975) which 
primarily examined an econometric problem in the estimation and hypothesis testing of 
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singular equation system with autoregressive disturbances. They showed that, under the 
assumption of autoregressive disturbance, Barten's (1969) conclusion of the invariance of 
estimates irrespective of which equation is deleted does not hold. In addition, as shown by 
Hendry and Mizon (1978), incorporating an autoregressive disturbance in a static model is 
equivalent to introducing dynamic structure by including lagged dependent and 
independent variables into the model. Green, Hassan and Johnson (1978) and (1980) 
studied this problem in estimating the LES demand system. 
The third development was largely initiated by attempts to construct alternative models 
to explain the causes for rejection of demand theory restrictions in many earlier studies. 
Among others, studies by Barten (1969), Byron (1970), Lluch (1971), Deaton (1974), 
Christensen et al. (1975), and Deaton and Meulbauer (1980), rejected the theoretical 
restrictions using static specification. Of significant importance was Deaton and 
Muellbauer's observation that, when tested for the homogeneity restriction, their AIDS 
model produced large and strongly serially correlated residuals, implying, among other 
things that, a dynamic misspecification in the spirit of Brendt and Savin (1975) and Hendry 
and Mizon (1978). Deaton and Muellbauer suggested inclusion of other variables in 
addition to current prices and current total expenditure in the demand equations. Also, 
Anderson and Blundell (1982) underscore that the use of short-run or static model in 
testing demand theory restrictions may be the root cause of many rejections. In a 
subsequent study (1983), Anderson and Blundell noted that for demand restrictions to 
hold in the short run, consumers should have instantaneously adjusted to changes in prices 
and income. However, because demand theory is derived under equilibrium conditions it 
is more likely that theoretical restrictions would hold in the long-run, after allowing 
consumers to fully adjust to changes in the economic variables. And when the short run 
diverges from the long run because of slower adjustments of consumers due to stock 
» 
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adjustment, contractually fixed commitments, adjustment costs, information limitation, and 
habit persistence, then the test using the static specification is not relevant. Thus, it is 
important to capture the dynamic adjustments of consumers' behavior before testing the 
demand theory restrictions. 
The range of dynamic models that emerged to account for the long-run parameter can 
be classified into two categories. One is the more specific translating approach, originally 
developed by Pollack and Wales (1969), which focuses on incorporating habit persistence 
in demand models. This approach specifies some of the utility or demand parameters to be 
random by conditioning their values on some lagged variables such as past consumption 
(quantity or expenditure). Examples of this approach include Houthakker and Taylor 
(1970), Pollack (1980 and 1981), Pollack and Wales (1981, 1982), Ray (1984), and 
Blanciforti and Green (1983). The other approach accommodates the dynamic behavior 
using an autoregressive-distributed lag model (ADM). Earlier applications of this model 
estimated an ADM, and then derived the long-run parameters as non-linear combinations 
of the estimated parameters. However, this does not allow one to impose the theoretical 
demand properties on the long-run parameters. More recent applications reformulates the 
ADM where the long-run parameters and the corresponding covariance matrix can be 
directly estimated. It also properly nests various demand specification including the 
autoregressive error model, habit persistence, and the static model. The version derived 
by Anderson and Blundell (1982) has been applied by Anderson and Blundell (1983, 
1984), and Wahl and Hayes (1989). Wickens and Breusch (1988) proposed an alternative 
reformulation of the ADM for directly estimating the long-run parameters. This 
alternative reformulation overcomes the identification and estimation problems noted in 
earlier dynamic models, and allows full recovery of the lag structure of the original ADM. 
Simultaneous with the development in dynamic demand modeling, and in fact, driven 
» 
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by the same motivation, that of explaining over rejection of theoretical demand properties, 
testing for structural change gained substantial attention. The argument is that tastes have 
changed over time due to increasing health concerns and changes in demographic 
structure of population. However, conclusions from empirical results vary considerable. 
Difierences in the methods is often noted as one of the causes for the divergent results of 
the various approaches. The parametric testing for structural change includes analysis of 
the disturbance term, inclusion of trend variable as proxy for structural change, and 
specification of varying parameter models. These approaches, however, have been 
criticized for being too sensitive to specification errors, which may induce spurious 
accounting of structural change. One of the major concern is the spurious accounting of 
dynamic misspecification as evidence of structural change. Moschini and Meilke (1989) 
and Eales and Unnevehr (1988) have attempted to account for dynamic structure in the 
data prior to testing for structural change by estimating the first-difference version of a 
static demand model to correct for large serial correlation. However, for this 
transformation to be adequate, the dynamic structure is assumed to be driven by an 
autoregressive error term of order one, with the autocorrelation coefficient equal to unity. 
Moreover, first differencing removes the possibility of checking for instability of 
parameters in the remaining structure of the residual term. 
The non-parametric approach was largely developed to side-step specification errors. 
It uses the Generalized Axiom of Revealed Preference (GARP) to test for structural 
change. Significant violations of GARP in the data is used as evidence to suggest the 
presence of structural change. The power of this approach to detect structural change, 
however, is limited when income is changing significantly over the span of time included in 
the study. That is, the budget line does not intersect even if structural change has 
occurred, thereby removing any possibility of detecting any violation of GARP. 
» 
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The purpose of this paper is to develop a general structure for testing demand theory 
restrictions (i.e. adding-up, homogeneity, and symmetry) on the long-run demand 
parameters using the Wickens and Bruesch (1988) version of dynamic specification, with 
and without structural change. Quarterly data for beef, pork and chicken consumption in 
the United States, and their corresponding retail prices are used in these tests. Moreover, 
since in this class of ADM dynamic model the length of the lag structure is determined 
outside the model, this paper will statistically determine the length of the distributed lag 
prior to estimation, using the Vector Auto Regression developed by Sims (1981). This 
study will also test, using the Wu (1973 and 1974) and Hausmann (1978) test of 
independence, the seriousness of the simultaneity bias introduced in applying the Wickens 
and Breusch model. 
Section n develops the dynamic version of LA/AIDS using the Wickens and Breusch 
specification, derives other dynamic models nested in the dynamic LA/AIDS, and 
describes the test for structural change in the long-run parameter vector of the dynamic 
model. Section m gives the empirical results. The final section is the summary and 
conclusion. 
» 
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MODEL 
In this section, following Wickens and Breusch (1988), the theoretical model of the 
dynamic version of the structural LA/AIDS model and the transformed model to estimate 
the long-run parameters directly are specified. 
The dynamic structural model is 
(1) 
>=0 y=o 
where W = (wj, W2,Wg) is a vector of s budget shares and the commodity share is 
Wj = (pjqj)/m; qj is the quantity demanded of commodity; m is the group expenditures 
on s commodities; X = (1, hi pj, hi P2,In pg, ln(m/P)); pj is the nominal price ofj^^ 
commodity; hi P is the Stone price index defined as In P = £j Wj In pj; E^isa vector of 
stochastic error terms distributed as i.i.d (0,0); Bj is an s x s+2 coefficient matrix, Aj 
0=1,..., m) is an s X s coefficient matrix assumed to be diagonal to avoid perfect 
coUinearity among regressors arising fi-om the singular equation systems (i.e., Djwjt.j = 1 
V i). As a result of the diagonal Aj, each budget share depends only on its own lags and 
not on the lags of other budget shares. 
The structural system (1) is transformed into the reduced form 
(2) W,=f,W,.,C,+f,X,.,D,+U„ 
y=i j=o 
where the transformed coefficient matrices are Cj = -AjA^, Dj = and 
Uj = -EjA^. A single equation of (2) representing i*^ budget share can be written as 
m  '  n  n  
(2a) 
j=\ t=l /=o y=o t-j 
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where cjy is the element in the i^*^ row and i*^ column in Cj, dyj is element in the i^h 
column of Dj, u;^ is the i^*^ element of Uj. 
The reduced form equation is adequate to obtain the estimates of Cj and Dj V j, and 
further computations are required to derive the long-run parameter matrix 0 (and the 
corresponding covariance matrix) using the formula 
(3) <» = -«-
/-Zc,  
>=0 
However, computing the long-run parameters from the short-run estimates will not allow 
one to easily impose the theoretical restrictions on the long-run parameters. Thus, it is 
imperative to estimate the long-run parameters directly so that theoretical restrictions can 
be imposed on these parameters. This can be done by transforming and reparametrizing 
the reduced form (2) into an observationally equivalent formulation to allow for direct 
estimation of the long run parameters This reparameterized formulations is written as 
(4) w, = f,à,irfi+x,<s>+f,AiX,aj*v„ 
/=• y=o 
whQTeFj=CjH, Gj=DjH, Vj = UjH, , and the à jW,=W,-W,_ j. 
j=i 
A single equation of (4) representing the i*^ budget share in the reparameterized 
formulation can be written as 
m  i n  n  ^  
(4a) = Z +Z Z 41"/'*,-/+Z 
j=0 k=l J=0 J=0 *t 
J « n 
k=\ J=\ ;=1 
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where fyj is the element in the i^^ row and i*^ colunm of Fj coe£Bcient matrix, is the 
element in the i**^ column of $, and gyj is the k^^ element in the i*^ column of Gj. 
Anderson and Blundell (1983) argued that since demand theory is derived under 
equilibrium conditions, it is more likely that theoretical restrictions would hold in the long 
run rather than in the short run. The model in (4) allows one to impose the demand 
restrictions implied by the axioms of preference in demand theory (i.e., adding-up, 
homogeneity, and symmetry) only on long-run parameters. The demand restrictions in 
this formulation are 
Adding-up 
(5a) 2^/0 = -, s+1 
/=i (=1 
Homogeneity 
(5b) =0;and 
*=i 
Symmetry 
(5c) (j>j^ = VkJ=l,..., s. 
Note that (|)|o is the intercept parameter, (k = 1,s) are parameters of prices and({> 
g+1 is the parameter for real expenditure for i* equation. 
Equations (4) with m=n=4 and the set of restrictions in (5a), to (5c) can be used to 
directly estimate the long-run parameter 0 However, because for each equation in (4) 
the AjWt is correlated with (i.e. plim( jW^Vj 0) j=l,..., m), application of OLS to 
(4) would yield biased and inconsistent parameter estimates. 
To solve the simultaneity problem, Wickens and Breusch (1988) propose a 
theoretical solution which is to simultaneously estimate (4) and the following artificial 
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reduced forms of AjW^, 
(6) ^K = t,^,-,(C,-S,I)+f,X,.jD,+U, i=l m, 
/=1 j=0 
5ij = 
l i f j  = i  
Oif j ;é i  
Wickens and Breusch (1988) propose that the complete system, (4) and (6), can be 
estimated by using either Full Information Maximum Likelihood (FIML) or Three-Stage 
Least Squares (3SLS). They also suggest that the maximum likelihood estimator of 
subsystem (4) is equivalent to the estimator obtained by applying FIML to the complete 
system, as shown in Phillips and Wickens (1978, Question 6.18). The crucial assumption 
used in Phillips and Wickens is that the variance-covariance matrix of their complete 
system is non-singular. However, this assumption is violated for the complete system (4) 
and (6), for two reasons. First is the more obvious case of singularity caused by the 
relationship of the disturbance term in (6) and (4), that is, = U^H. Hence, the Variance 
of is HVar(Ut)H. The second is less obvious, that is, non-singularity is violated 
because the m equations AjW^ in (6) for each of the endogenous variables y,^ (r = 1,..., s) 
have identical error terms. This is because (6) is logically the same as (2) for each j, which 
can be easily seen by canceling W^.j from both the right- and left- hand sides of (6). The 
econometric equivalence of the disturbance term of the m equations (6) for each s 
endogenous variable is proved, and the consequent singularity problem of the covariance 
matrix is explained in the appendix. Therefore, Wickens' and Breusch's suggestion of 
estimating the complete system of (6) and (4) by standard FIML or 3SLS will not lead to 
unique estimates of parameters. This is because the log likelihood function for FIML is 
not well-defined since the covariance matrix of the full model is singular. Also, 3SLS can 
not be applied because the third stage in 3SLS requires estimate of inverse of a singular 
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covariance matrix. 
The proposed alternate solution to the problem of simultaneously estimating (4) and 
(6) is based on the fact that subsystem (6) can be estimated independently because it is 
already in reduced form and there are no cross-equation restrictions between (6) and (4). 
Moreover, all the information about the error variance-covariance matrix in (6) is also 
contained in (4) because both were derived from the same original structural model (1). If 
there is no contemporaneous correlation in error terms across structural equations, and 
thus no contemporaneous correlation in in (2) and (6) and in (4), we can estimate 
(6) by using OLS for each j (j = 1,..., m) of s endogenous variables to generate 
instruments to be used in (4). Then subsystem (4) can be estimated by using OLS. 
However, if in (6) has contemporaneous correlation, it is well known that OLS is not 
efiBcient. Moreover, this information can not be exploited to improve the efficiency of 
parameter estimates by applying seemingly unrelated regression (SUR) technique on (6) 
since the subsystem covariance matrix is also singular because of the m identical equations 
for each of the s endogenous variables. However, because (2) is the same as (6), which is 
in reduced form, the redundancy problem in (6) can be avoided by estimating the p linearly 
independent equations in (2) using SUR to generate ^^ Then can be used as 
instruments for in estimating (4) using SUR.2 
A. Nested Dynamic Models 
The structural equation (1) is an ADM. Although (4) is a unique reparameterization 
of (1) it still nests the more common specification of dynamic models (e.g. static model 
with autoregressive error, habit persistence, and static) as special cases. This property 
allows a statistical comparison of alternative dynamic models inorder to select the 
specification that best explain the corresponding time series. The maintained model is 
ADM(m,n), where m and n are the lag lengths of the endogenous and exogenous 
» 
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variables, respectively, in the model. 
1. Static Model with Autoregressive Error^ 
One class of dynamic models are those whose dynamics are driven by an 
autoregressive error term. The work by Brendt and Savin (1975) and the observation 
made by Deaton and Muelbauer (1980), showed that an autoregressive error term imply, 
among other things, a possible dynamic misspecification. This specification of static 
model with autoregressive error can be written as 
(7) W, = X,B+È, 
(7a) Ëf = Èi-ip+&, 
where p is a diagonal s x s matrix of autocorrelation coefficients andd^ is 1 x s vector of 
white noise error terms. The autoregressive error structure (7a) can be incorporated into 
the static model (7) to accommodate a dynamic structure in the model as below 
(8) W, = W,.^p+ X,B - X,_,Bp+È, 
This dynamic version ADM(1,1) can be reparameterized so that it can be represented in a 
similar formulation as (4) 
(9) W, = ^ JV,F+X,<l>-\X,Fp+Èt 
Equation (9) is now easily seen as nested in (4) with the following restrictions on (4); 
(9a) fy = OV j>l, Gj = OV j>l, and G, = -fjO. 
2. Habit Persistence 
Habit persistence models consider that the level of consumption in the previous 
period influence the current consumption decision. In the AIDS model this is usually done 
by conditioning some of the parameters of the static AIDS (e.g. intercept) on past 
consumption. That is, the first column vector of B, i.e. Bq of the static model in (7) is 
allowed be random as follows, 
(10) 
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The parameter P is called habit persistence parameter. Combining (7) and (10) and 
formulating the resulting expression similar to (4) we get 
(11) ÎV,=à^W;F+X,Ô+V 
Equation (11) is now easily seen as nested in (4) with the following restrictions on (4); 
(11a) f} = OVj>I,andGy = OV j>l. 
3. Static Model 
Static model assumes instantaneous adjustment of consumers to changes in 
economic variables (e.g. price and income), thereby removing all lag reactions from the 
model, i.e., 
(12) w, = x,i+v 
Equation (12) is now easily seen as nested in (4) with the following restrictions on (4); 
(12a) Fj = OV j>l, and Gj = OV j>l. 
B. Structural Change in a Dynamic Model 
In the same manner as theoretical demand properties are imposed only in the long-
run parameters, this study departs from previous tests of structural change by testing for 
breaks only in the long-run parameter rather than in the short-run. This would ensure that 
lagged dynamic adjustments of consumers will not be mistaken as evidence for structural 
change. The most widely used test for structural change is the switching regression 
technique. In particular, the Chow test is used to test the structural change with a single 
break-point; the Farley and Hinich Test for a smooth change in the time path; and Ohtani 
and Katayama Test for multiple break-points. The switching regression technique would 
be implemented by redefining the long-run parameter matrix to allow variation over time, 
of the form 
(13) r = (D+g,n. 
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The three switching regression tests can be differentiated by appropriate specification of 
the time path of g^. For the Chow test the time path is specified as 
Ofort  ^  T 
03a) gt = 
1 for t > T 
where x is the single break-point in the variation of long-run parameters. For the Farley 
and Hinich test the time path is assumed to be smooth, i.e., 
(13b) gt = t/T, 
where T is the time index of the last observation. Finally, for the Ohtani and Katayama 
test the time path is allowed to take more than one break-points, in the case of two break­
points it is of the form, 
Ofort^Tj  
(13c) gt= fortSTiandt<T2 
lfor t> ' t2 .  
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EMPIRICAL RESULTS 
A. Data and Estimation 
This study used U.S. quarterly consumption data for beef, pork, chicken and their 
corresponding retail prices for the period 1965; 1 to 1988:4. Since separability is assumed 
the group expenditure in meat is generated to represent income in the conditional demand 
specification. In terms of share in total meat expenditure, beef accounts for the highest 
share, capturing 59 percent. This is followed by pork, 30 percent, and chicken, 11 
percent. Quarterly beef consumption increased fi'om 1965 (20 lbs) to 1976, when it 
reached the highest consumption level of 25 lbs. From 1976 onwards, beef consumption 
declined, ending with a quarterly consumption level of 17.6 lbs. in 1988, which is lower 
than the starting level in 1965. Quarterly pork consumption, has no significant trend away 
fi'om its mean value of 15 lbs. But pork consumption level also has wide variability 
coinciding on the same period observed in beef consumption. Quarterly chicken 
consumption, on the other hand, has a consistent upward trend with 7.7 lbs consumption 
level in 1965 and 16 lbs in 1988. Moreover, chicken consumption has a significantly 
smaller variability around its mean compared to beef and pork. Meat expenditure and 
prices of pork and chicken are expressed in real terms with beef as the numeraire. Real 
meat expenditure is rather stable in the entire period except for the temporary increases in 
the 70's. The average real price of pork and chicken was 0.74 and 0.37, respectively. The 
real price of pork varied widely in the entire period, starting with a decline in the late 60's, 
followed by an increase and decrease in the 70's, and a slight increasing trend in the 80's. 
The real price of chicken, on the other hand, shows a clear downward trend. This suggests 
that the changes in the composition of meat consumption over time may be largely 
attributable to changes in the relative prices. In particular, the consistent decline in the 
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real price of chicken (or equivalently, the increase in the real price of beef) may explain the 
decrease in beef consumption in favor of chicken consumption. 
Most of the estimation was done using nonlinear regression in Shazam version 6.1, 
employing maximum likelihood procedure and quasi-newton method of optimization are 
employed. Errors are assumed additive and normally distributed. 
B. Lag Length Selection 
In this general class of ADMs the length of the lag structure (i.e. m and n in (1)) is 
determined at the outset prior to the estimation of the model. The choice of appropriate 
lag lengths is very important because the central issue in dynamic specification is to ensure 
that the lag reactions of the theoretical model matches the autocorrelation structure of the 
corresponding time-series data (Hendry, Pagan and Sargan, 1984). 
Economic theory does not lend itself a priori to the correct lag length. Very often, 
more practical considerations of data limitations, model complexity, and computational 
cost dictate the choice of the lag length. Examination of the disturbance term for serial 
correlation can be employed to detect misspefication in dynamic models as a signal for 
incorrect lag lengths. But even this may result to overparameterization of the model. 
Wickens and Breusch (1988) pointed out that the Anderson and Blundell (1983) version 
of dynamic demand is vulnerable to incorrect lag choice of this type. 
In this study lag lengths are selected by using Vector Autoregression (VAR) 
technique proposed by Sims (1980), which uncovers the autocorrelation structure of the 
time series data without much a priori theoretical restrictions. And since lag lengths 
chosen by the likelihood ratio test reflects the underlying autocorrelation structure of the 
time series data, it can correctly represent lag reactions of the consumers. 
To determine the appropriate lag length, a vector autoregression model was 
successively estimated for a pair of lag length n and n-1, for n=l,2,... 10. Then the 
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likelihood ratio test was conducted by comparing pairwise the restricted model with lag 
length n-1 and the complete model with lag length n. The test statistic is 
(14) z'($) = (r-tXlm|Tw,|-ln|%,|] 
where q is the number of restrictions, T is the total number of observations, k is the 
number of estimated parameter per equation,T^„.i^ is the sample variance-covariance 
matrix of the residual in the restricted model, and is for the unrestricted model. The 
test statistic is distributed with q degrees of freedom. 
The estimated statistic for lags up to 10 are presented in Table 1. The null 
hypothesis indicates that the coefiBcients of the n^^ lagged variables for the complete 
model are zero, a significant test statistic implies rejection of the null hypothesis and thus 
the lag length n is accepted over n-1. Otherwise, the smaller lag is accepted as the 
appropriate lag length. The test statistic is generally well-behaved in the sense that it 
converges to a particular lag length regardless of the starting point (i.e., n). That is, 
beginning with shorter n, the model with longer lag is accepted, while beginning with 
longer n, the model with shorter lag is accepted, until the appropriate n is chosen. The 
test shows that the data support a lag length of four at which the test statistic is significant 
at 1 percent level. Considering the quarterly data set used in this study, the chosen lag 
length (four) from the VAR analysis is reasonable since it accommodates a quarter-to-
quarter adjustment within a year, and a year-to-year adjustment as well. 
Since VAR reveals an autocorrelation structure of the data with the appropriate lag 
length of four, the theoretical dynamic demand model in (4) can now be estimated with 
m = n = 4. 
C. Testing for Simultaneity Bias 
The Wickens and Breusch (1988) version of a dynamic model introduces a violation 
of the orthogonality of some regressors and the disturbance term. In particular, since in 
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Table 1. Results of lag length tests using vector autoregression 
Lag Compared Computed %2 Pr(lt2>CV) 
2 vs. 1 168,06 0.00 
3 vs. 2 94.40 0.00 
4 vs. 3 93.83 0.00 
5 vs. 4 55.06 0.02 
6 vs. 5 49.07 0.07 
7 vs. 6 43.48 0.18 
8 vs. 7 53.37 0.03 
9 vs. 8 41.91 0.22 
10 vs. 9 29.46 0.77 
equation (4) the AjWj is correlated with Vj (i.e. plim( AjW^V^ 0) j=l m), parameter 
estimates may be seriously biased. Wu (1973 and 1974) introduced a procedure for 
testing violations to the orthogonality assumption and proposed a T2 test statistic. A few 
years later, Hausman (1978) developed an m-statistic of testing the orthogonality 
assumption. It was later proved by Nakamura and Nakamura (1981) that Wu's T2-
statistic and Hausman's m-statistic are equivalent. The underlying principle in both testing 
procedure is to measure the seriousness of simultaneity bias from the divergence of the 
OLS estimator, which is a biased estimator when orthoganility is violated, from an 
instrumental variable estimator which is consistent even under non-orthogonality. The test 
statistic is 
V{q) 
where Fj is the matrix of parameters estimated from the subsystem (4) which correspond 
to the AjW{ set of regressors being tested for endogeneity, and 
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(f} h. ) - ^  )] is an estimate of the variance. The additional subscripts 
ols (ordinary least squares) and iv (instrumental variable) refer to the estimation procedure 
used. The test statistic T is distributed with degrees of freedom equal to the number of 
regressors whose predetermmededness is being tested (i.e., m for each of the s 
endogenous variable). 
The values of the T-statistic in the beef and pork equations are 40.00 and 13.00, 
respectively. These values are significant at 1 percent level indicating strong evidence that 
the extent of bias in the OLS estimates 4s serious. Since the corresponding coefficients for 
chicken are linear combinations of the beef and pork parameters, the bias in the OLS 
estimates of the chicken equation is also serious. 
D. Test for Theoretical Demand Properties in a Dynamic Model with and without 
Structural Change 
The many rejections of theoretical demand properties in previous studies have been 
attributed to, among others, lack of dynamic specification. That is, most tests used a static 
demand. To fiirther strengthen tests results, this study performed the test using a pure 
dynamic model, where the adding-up, homogeneity, and symmetry restrictions were jointly 
tested using the likelihood ratio test. The unrestricted model is equation (4) estimated 
with the minimum restriction of adding-up (Sa) imposed on long-run parameters only. 
The need for the minimum adding-up restriction is to allow full recovery of all long-run 
parameters in the chicken equation which is dropped in the estimation due to the 
singularity of the system (i.e., Sjwjt.j = 1 V i). Then the restricted model is equation (4) 
estimated with all the theoretical restrictions in (Sa), (Sb), and (5c). 
Table 2 column 1 shows that the unrestricted dynamic model has an estimated log 
likelihood function value of 778.72. When the adding-up, homogeneity, and symmetry 
restrictions are imposed the value of the log likelihood function declines to 649.92. This 
Table 2. Test for theoretical demand properties in a dynamic model with and without 
structural change 
Test I Testn 
Dynamic Dynamic 
Model with SCH 
Unrestricted Model 
Loglikelihood Function 778.72 794.71 
Number of Parameters 56.00 66.00 
Restricted Model 
Loglikelihood Function 649.92 662.27 
Number of Parameters 53.00 60.00 
Test Statistic 
X2 257.6 268.86 
Number of Restrictions 3.00 6.00 
Critical Value at a=l% 11.34 16.81 
gives a test statistic of the likelihood ratio test of257.60, which far exceeds the critical 
value of 11.34, at significance level of one percent and three parametric restrictions. This 
suggests that even after allowing full adjustment in a pure dynamic specification, by 
imposing the restrictions only on long-run parameters, the data still do not support the 
restrictions implied by theoretical demand properties. 
E. Test for the Alternative Dynamic AIDS Models 
The dynamic model in (4) properly nests the more common dynamic specifications 
including autoregressive, habit persistence, and even the static models. The likelihood 
ratio test was used in the pairwise comparison of nested models. All the demand 
restrictions are imposed in each of the models compared. Figure 1 shows the %^(q) test 
statistic of these tests. An examination of Figure 1 immediately reveals a general pattern. 
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that is, the more dynamic specifications (i.e., models with longer lags) are consistently 
accepted over restricted models. For example, the static model is rejected when compared 
to the AR(1), where the test statistic ( %^=20.40) is greater than the critical value 
(CV=9.21) at one percent level of significance. The static model is likewise rejected when 
compared to habit persistence, where the test statistic ( x^=19.72) is greater than the 
critical value (CV=9.21) at one percent level of significance. And habit persistence is also 
rejected in favor of the maintained model, where the test statistic (x^=16S.6S) exceeds the 
critical value (CV=60.3S) at one percent significance level.. 
Furthermore, models with higher order of autocorellation were intentionally 
included to provide a separate check on the choice of the lag length using the VAR. The 
tests confirm the appropriateness of the chosen lag length (i.e., m=n=4). That is, the 
AR(1) is rejected over AR(2) (where %^=25.17 > CV=9.21), and AR(2) is rejected over 
AR(3) (where %^22.28 > CV=9.21). Finally, the restrictions implied when the AR(3) 
model is compared to the maintained model can not be accepted (where %2=119.512 > 
CV=55.25) at one percent level of significance. 
Overall, the statistical evidence shows that the maintained model (4) with m=n=4 
best explains the data set. It maximizes the likelihood that the estimated parameters 
closely approximate the true values generating the corresponding time series data. 
This result suggests that U.S. meat consumption do not adjust instantaneously to 
changes in prices and income. Instead, the data support that it takes four quarters to 
complete adjustments fi'om shocks in the fundamental economic variables in the model. 
The parameter estimates for this dynamic model are shown in Appendix 1. Some 
parameter values are not much bigger than their standard error. This is may be due to the 
long lag length of the maintained model, possibly enducing the problem of 
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[119.51,55.25*] [167.65, 60.35] 
[22.28, 9.21] 
[187.37, 62.88] 
[25.17, 9.21] 
[19.72, 9.21] 
[20.40, 9.21] 
AR3 Model 
LLP 590.17 
K19 
AR2 Model 
LLP 579.03 
K17 
ARl Model 
LLP 566.45 
K15 
Static Model 
LLP 556.24 
K13 
Habit 
Persistence 
LLP 566.10 
K15 
Maintained 
Model 
LLP 659.93 
K53 
* Pirst Number is the test statistic, the second is the Critical Value. 
Pigure 1. Tests for nested dynamic models 
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multicoUinearity, which is common in most time series data. Only the beef and pork 
equations are reported in the appendix, but the parameters of the chicken equation can be 
easily recovered from these estimates using the theoretical demand properties. 
F. Test for Structural Change 
Structural change has been forwarded in the literature to explain the declining per 
capita red meat consumption, on the one hand, and the increasing consumption of white 
meat, on the other. An acknowledged drawback common in most of the earlier test of the 
structural change hypothesis centered on possible spurious accounting of dynamics as 
evidence for structural change. In this study, the dynamic model in (4) is augmented to 
allow testing of the structural change hypothesis on long-run parameters, thereby 
completely avoiding the problem of spurious accounting. The presence of structural 
change is captured by allowing the long-run parameters to vary over time. That is, 
equation (4) is estimated with the long-run parameters redefined in (13). To implement 
this test it is necessary to specify the time path of the varying parameters (i.e., g^ in (13)), 
about which there is not much a priori information. The first paper was primarily 
motivated to identify break-points suggested by the data. The simple analytical technique 
used in the first paper showed that breaks probably occurred in 1974.4 for beef and 
1978.4 for chicken. The likelihood ratio test compared model (4) as the restricted model 
with the augmented version of model (4), including (13) and (13a) as the unrestricted 
model. The result of the test strongly support the hypothesis of structural change in meat 
consumption in the U.S.. That is, in the comparison between the pure static model and a 
static model with varying parameters, the test statistic %^=93.728 far exceeds the critical 
value of 23.21 at one percent significance level. 
Given that there is some evidence of structural change, it is possible that the 
structural breaks in parameters could be the reason why demand theoretical properties are 
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often rejected when test employs demand model that do not capture time varying 
parameters. For this reason, the theoretical demand properties are further tested in a 
dynamic model with structural change. This test, however, needs a specification of a 
break-point that allows these demand properties to still hold in the system. The break­
point fi'om Moschini and Meilke (1988), a common break for the three meats in 1975.4 
and 1976.3 is adopted for this purpose. Column 2 of Figure 2 shows that the theoretical 
demand properties are again rejected. 
Also, it is roughly shown that the results of the test for structural change is not very 
sensitive to the two sets of break-points specified. Table 3 additionally shows that most of 
the varying parameter coefiBcients are significant (i.e., t-stat ^ ± 2). What is disturbing, 
however, is that the static model with structural change seems to fully exhaust the 
explainable variability of the data set because this specification of the model can not be 
rejected when compared to more dynamic models with structural change. 
Table 3. Significance tests for the varying parameters of the structural change model 
Long-Run Estimates Std Error t-value 
010 1.5323 0.3462 4.4259 
011 -0.1568 0.0233 -6.7151 
9I2 0.1115 0.0094 11.871 
014 -0.3738 0.0914 -4.0854 
020 -0.7794 0.2827 -2.7571 
022 0.0011 0.0080 0.1385 
024 0.1732 0.0743 2.3285 
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[32.39,62.88] 
[1.86, 9.21] 
[179.67,18.44] 
Static Model 
LLP 556.24 
K13 
Static Model 
with 
Structural Change 
LLP 646.08 
K20 
Maintained Model 
with 
Structural Change 
LLP 662.27 
K60 
Habir Peristence 
with 
Structural Change 
LLP 647.01 
K22 
Figure 2, Test for structural change in a dynamic model 
76 
These results present the very core of the criticism raised agmnst parametric test, 
that is, it may lead to spurious accounting of variability in the data. What is driving the 
real variability of the actual data? Is the variability of the actual data set driven by 
dynamic adjustments of consumers, which can be spuriously accounted for as structural 
change? Or, is it driven by structural change, which can be spuriously accounted for as 
dynamic adjustment? Since the models describing the two possibilities are not nested it is 
difiBcult to attach probability statements on which is the likely case. 
G. Monte Carlo Experiments 
A monte carlo experiment was conducted to explore the probability of spurious 
accounting of the data. In the first experiment, a hypothetical data set was constructed 
with a deterministic portion solely driven by pure dynamic adjustments and an error term 
drawn fi'om a standard normal distribution. To verify whether this data can be spuriously 
accounted for as structural change a static model with structural change was compared to 
a pure static model. The experiment was repeated 100 times. Table 4 shows that at Type 
I error set at 10 percent only 13 times out of 100 trials (or 13 percent) is the dynamic 
adjustment loaded in the data spuriously captured as structural change. For Type I error 
below 10 percent an even smaller number of spurious accounting is observed in all 100 
trials. This result suggests that if dynamic adjustment is what really drives the variability 
of the actual data a model with structural change will not be able to erroneously capture 
this effect. 
The second experiment is the converse of the first. That is, the hypothetical data set 
was constructed with a deterministic portion driven only by structural change and an error 
term with standard normal distribution. To verify whether structural change can be 
spuriously accounted for as dynamic adjustment dynamic models were compared to a pure 
77 
Table 4. Montecarlo experiment to detect cases of spurious accounting of the data^ 
Cases of Spurious Accounting as 
Structural Change 
a=10% a=5% a=l% 
13 8 2 
Cases of Spurious Accounting as 
Dynamic Adjustment 
a=10% a=5% a=l% 
Experiment n 
Structural Change Data 100 100 100 
^ The same conclusion is reached with the break-point specified in the first paper. 
static model. Table 4 also shows that 100 percent of the time structural change is 
spuriously accounted for as dynamic adjustment at Type I error of 10, 5, and 1 percent. 
These two experiments show that there is far greater probability of a true structural 
change spuriously accounted for as dynamic adjustment, than a true dynamic adjustment 
spuriously accounted for as structural change. Since tests on the actual data supports both 
dynamic adjustment and structural change, the monte carlo experiments give evidence that 
it is more likely that the effect of structural change dominates the data rather than dynamic 
adjustment of consumers. 
H. Elasticity 
Elasticity estimates provide a convenient scale-fi-ee measure of the responsiveness of 
demand with respect to changes in its arguments. Because of the separability assumption. 
Experiment I 
Dynamic Data 
I 
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all elasticities estimated are conditional elasticities. That is, they are conditional on the 
income allocation decision made in the first stage of a two-stage budgeting process 
implied by the separability assumption. This suggests that changes in the price influence 
only the allocation of within group income and not the total income. Furthermore, price 
changes do not have a direct influence across commodity groups. The channel of its 
influence is only through the allocation decision of total income. 
Elasticities are estimated by using the formula derived in Green and Alston (1991), 
where expenditure shares in the stone price index is accounted for in taking derivatives for 
elasticities. The general formula for income, marshallian and hicksian price elasticities for 
both the long-run and short-run are as follows; 
(16) N = [I+BCYB+i 
(17) E = [/+BCp[A+/]-/ 
(18) E* = E-^NW' 
where is an s x 1 vector of expenditure elasticities, £ is an s x s matrix of marshallian 
elasticities, E* is an s x s matrix of hicksian elasticities, / is an s x s identity matrix, B is an 
SX 1 vector of multipliers, C is a 1 x s vector with elements Cj = Wj In pj, i is an s x 1 
vector of units, ^ is an s x s matrix, and fFisansx 1 vector of expenditure shares. 
The difference in the derivation of short-run and long-run elasticities lies in the 
multiplier included in the B and A matrix. The long-run multiplier can be derived by 
imposing the condition that in the long-run equilibrium A^Wt= A^Xt=0 V i, such that 
dW. 
= 0. Hence, for the long-run elasticities the multipliers are directly taken from the 
& Jif 
long-run multiplier matrix in (4), where B has elements b, = and A has elements 
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Ofj = -S,J + ' ' for j=l,2,..., s, where ôy is 1 if i=^ and 0 ifi?^. 
For the short-run elasticities the multipliers included in B and A are taken from the 
short-run coefBcient matrix Dj in (2) for j=0. That is, B has elements 6, = and A has 
elements a,j =-5,j +——Sîl_I One advantage of the reparameterization of Wickens 
and Breusch is that the original lag structure in (2), which is not directly estimated, can be 
fully recovered from the estimated equation (4). That is, using the definitions in (3) and 
(4), i.e., $ = —^ and Dj = Gj(I -^ Cj), one can write the expression 
(/-EC,) 
/=i 
DG = (C) + ^ G/)(/-^CY). And since (I-^Cj) = ^ , Dq can be expressed 
;=i y=i M 
/=i 
($+ZG,) 
as a function of estimated coefficients in (4) only, i,.e., Dq = ^ . An equivalent 
j=i 
derivation of the short-run multiplier from equation (4) can be done by first grouping all 
the current dependent and independent variables, and then it can be easily shown that 
âW, 
âX, 
= Dq, where DQ is as defined above. 
» 
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The long-run and short-run multipliers of beef, pork, and chicken are presented in 
Table S. The matrix of long-run multipliers is stable, having eigenvalues which are all less 
than one (0.105, 0.002, and -0.274). This ensures convergence of the solution of the 
difiference equation. 
Table S. Long-run and short-run multiplier matrix from the maintained dynamic model 
Beef Pork Chickn Exp wj 
Beef 1» 0.0013 -0.0084 0.0070 0.2338 0.5756 
2 0.0538 0.0484 -0.0786 0.0993 0.5756 
Pork 1 -0.0084 0.0598 -0.0515 -0.1909 0.3068 
2 0.0038 0.0019 -0.0269 -0.0150 0.3068 
Chicken 1 0.0071 -0.0515 0.0444 -0.0429 0.1174 
2 0.0603 0.0555 -0.0694 0.0150 0.1174 
® 1-Long-run and 2-Short-run 
Table 6 and 7 show the income, marshallian and hicksian elasticities for both the 
short-run and long-run. The estimated elasticities are all consistent with the expected 
signs, that is, negative own-price elasticities and positive income elasticity. The income 
elasticities suggest that beef, pork, and chicken are normal goods. 
In the long-run, beef is the most responsive to changes in income, with income 
elasticity of 1.385. Also, beef is the most responsive with respect to changes in its own 
price, having an elastic own-price elasticity of-1.218. And the cross-price elasticities of 
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Table 6. Long-run and short-run expenditure and marshallian elasticities 
Beef Pork Chicken y=i 
Meat 
Exp 
Beef la -1.218 -0.145 -0.021 -1.385 1.385 
2 -1.008 0.030 0.157 1.179 
Pork 1 0.310 -0.603 -0.115 -0.409 0.409 
2 0.041 -0.978 -0.081 0.949 
Chicken 1 -0.137 -0.556 -0.652 -1.346 1.346 
2 -0.241 -0.075 -1.745 2.331 
® 1 "Long-run and 2-Short-run 
Table 7. Long-run and short-run hicksian elasticities 
3 
Beef Pork Chicken ;=i 
Beef 1® -0.420 0.279 -0.140 0.0 
2 -0.329 0.392 -0.018 
Pork 1 0.545 -0.478 -0.067 0.0 
2 0.587 -0.687 0.029 
Chicken 1 0.637 -0.143 -0.494 0.0 
2 1.099 0.790 -1.471 
® 1-Long-run and 2-Short-run 
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beef suggest that pork and chicken are its gross complements (i.e., ey < 0 V j). The 
relationship of elasticity magnitudes can be explained using the theoretical restrictions, 
S 
such as homogeneity, which imposes restrictions on the elasticities (i.e., ^e,j = -g,). In 
>=i 
particular, homogeneity suggests that because beef has a very elastic own-price elasticity 
and has two complements, its income elasticity is necessarily high. Chicken is also very 
responsive to changes in income. But, unlike beef, it is more of the presence of strong 
gross complements (particularly pork) which explains its high income elasticity rather than 
its own-price elasticity since it is not very responsive to changes in its own price (i.e., 
inelastic -0.652). On the other hand, pork is the least responsive to changes in income. 
Again, based on the homogeneity restriction, this is because pork is inelastic (-0.603) and 
has a strong gross substitute -beef Since the goods are normal, all the own-price hicksian 
elasticities are smaller than the marshallian elasticities. Also, the long-run elasticity matrix 
J S 
can be checked to satisfy the following implied restrictions, ^e,j = and ^6^=0 for 
y=i j=\ 
homogeneity, = 1 and = -Wj for adding-up, and —+Wj(ej-e,) 
;=i j=\ 
for symmetry. 
The comparison of the short-run and long-run elasticities provide some interesting 
insight on the nature of dynamic adjustments in meat consumption. The long-run 
elasticities (i.e., income, marshallian, and hicksian) in beef are larger than the short-run 
elasticities. This implies that some degree of habit persistence may be present in the 
consumption of beef That is, if a shock in the fundamental economic variables (e.g., 
prices and income) induces a high level of consumption in a given period, this effect tend 
to persist throughout the entire period of adjustment, making the long-run bigger than the 
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short-run response. On the other hand, the opposite holds true in the case of pork and 
chicken, where the short-run elasticities are larger than the long-run. The difference is 
even more pronounced in chicken than in pork. This dynamic behavior is more consistent 
to inventory adjustment in meat consumption. That is, consumers may overshoot in their 
initial (short-run) response to shocks in the fundamental economic variables, and the 
lagged response is more of correction adjustments. It is reasonable to conjecture on the 
basis of cost of adjustment that this type of dynamic adjustments is more likely to occur in 
commodities with relatively low prices and represent only a relatively small share in the 
total expenditure. In the meat group, pork and chicken qualify in this category, with 
chicken having the lowest share and lowest real price. The sum of the expenditure share 
of pork and chicken (0.30 and 0.11, respectively) is less than the share of beef (0.59), and 
using beef as the numeraire, the relative price of pork is 0.74, while the relative price of 
chicken is only 0.37. 
When structural change is allowed (see Table 8) beef income elasticity decreases to 
0.733, while the income elasticity of pork and chicken increases to 0.749 and 2.96, 
respectively. Moreover, the own-price elasticity of beef decreases to -0.987, making it 
inelastic. Pork own-price elasticity increases to -0.825, but still inelastic. And chicken 
own-price elasticity increases to -1.363, making it the most elastic of the three meats. 
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Table 8. Comparison of own-price marshalUan and hicksian, and expenditure 
elasticities for static, dynamic, dynamic before and after structural 
change models 
Structural Change 
Static Dynamic 
short- Long-run Before After 
run 
A. Expenditure Elasticities 
Beef 0.936 1.386 1.196 0.733 
Pork 0.799 0.409 0.497 0.749 
Chicken 1.836 1.347 1.369 2.960 
B. Own-Price MarshalUan Elasticities 
Beef -0.971 -1.218 -1.082 -0.987 
Pork -0.962 -0.604 -0.822 -0.825 
Chicken -1.253 -0.653 -0.689 -1.353 
C. Own-Price Hicksian Elasticities 
Beef -0.433 -0.420 -0.397 -0.565 
Pork -0.717 -0.478 -0.668 -0.595 
Chicken -1.040 -0.494 -0.528 -1.015 
» 
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CONCLUSION 
The constant rejection of theoretical restrictions implied by the axioms of preference 
relations in demand theory has sparked interest in direct estimation of long-run parameters 
to allow direct imposition of theoretical restrictions on long-run parameters in a dynamic 
demand model. Wickens and Breusch (1988) suggested a dynamic formulation that lends 
to direct estimation of long-run parameters. However, their formulation presents some 
estimation problems. Firstly, lag length is determined outside the model. In this study the 
data was allowed to "speak for itself'. A VAR was used to uncover the autocorrelation 
structure of the time series data particularly the lag length. The data supported a lag 
length of 4, which is reasonable for a quarterly data series to allow for quarter-to-quarter 
and year-to-year adjustment. Also, the reparameterization used to directly derive the 
long-run parameter introduced the problem of simultaneity bias. And a statistical test of 
independence showed that the extent of simultaneity problem is serious. Moreover, the 
estimation procedure proposed by Wickens and Breusch (1988) will not produce unique 
estimates of the parameters because the disturbance variance-covariance matrix of the 
complete model (4) and (12) is singular. The alternative estimation procedure proposed in 
the paper is equivalent to a 3SLS without the redundancy problem. 
Test for the alternative dynamic specifications nested in the maintained model (i.e., 
the dynamic model appropriately selected earlier) showed that dynamic models (i.e., 
models with longer lags) were accepted over restricted models. This maintained model 
was used as a benchmark model to test for the theoretical demand properties, with and 
without structural change. The theoretical demand properties were rejected in both cases. 
The inclusion of structural change in a static model seem to fully exhaust the 
explainable variability in the data set. That is, a dynamic model with structural change is 
> 
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not statistically better than a static model with structural change. Moreover, monte carlo 
experiments support the conclusion that the efifect of real structural change dominates the 
data rather than dynamic adjustment of consumers. 
In the pure dynamic model the long-run elasticities (expenditure and price) of beef 
were larger than the short-run elasticities. It was the converse for pork and chicken, 
where the short-run elasticities were larger than the long-run elasticities. The effect of 
structural change on the elasticity estimates was to reduce the responsiveness of beef to 
changes in income and price, while increasing the responsiveness of pork and chicken, 
with chicken becoming the most elastic of the three meats. 
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ENDNOTES 
1. See Zellner and Theil (1962) for a similar discussion. 
2. Note that Yt-Yi-i is not the correct instrument for AYj because if it were then (12) 
would not be equal to (2). 
3. A similar derivation can be done for models with autoregressive errors of order three 
and two. 
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APPENDIX 1. PARAMETER ESTIMATES OF THE GENERAL DYNAMIC MODEL 
Estimates Std Errors t-values 
A. Beef Equation 
1. Lag Endogenous 
fill 3.719 0.901 4.115 
fll2 0.921 0.311 2.959 
fll3 0.109 0.282 0.388 
fll4 1.396 0.275 5.072 
2. Seasonal Dummies 
si2 -0.021 0.012 -1.723 
513 0.018 0.013 1.395 
514 0.081 0.025 3.18 
3. Long-run 
(|)10 -0.322 0.342 -0.942 
(j)ll 0.001 0.024 0.054 
(j)12 -0.008 0.012 -0.670 
<|)14 0.233 0.090 2.584 
4. Lag Exogenous 
8111 -0.177 0.139 -1.279 
gl2i -0.468 0.160 -2.925 
gl31 0.274 0.093 2.944 
gl41 -0.511 0.232 -2.198 
gll2 -0.044 0.126 -0.350 
gl22 0.151 0.130 1.162 
gl32 0.051 0.085 0.610 
gl42 -0.076 0.180 -0.420 
gll3 0.042 0.131 0.327 
gl23 -0.122 0.126 -0.965 
gl33 -0.001 0.078 -0.015 
gl43 -0.153 0.170 -0.897 
gll4 -0.098 0.094 -1.047 
gl24 0.199 0.083 2.387 
gl34 0.071 0.051 1.392 
gl44 -0.003 0.160 -0.022 
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B Pork Equation 
1. Lag Endogenous 
f2ii -2.481 1.322 -1.876 
f2i2 -0.188 0.288 -0.652 
f2i3 0.129 0.170 0.760 
f2i4 -0.251 0.368 -0.681 
2. Seasonal Dummies 
522 -0.016 0.013 -1.261 
523 0.020 0.015 1.347 
524 0.107 0.049 2.147 
3. Long-run 
(J)2o 0.971 0.160 6.040 
*22 0.059 0.016 3.719 
*24 -0.190 0.041 -4.581 
4. Lag Exogenous 
g2ii 0.012 0.064 0.192 
g221 -0.100 0.107 -0.930 
g23i -0.061 0.040 -1.507 
g24i -0.153 0.125 -1.220 
g2i2 0.056 0.064 0.876 
g222 0 004 0.072 0.059 
g232 0.025 0.041 0.606 
g242 0.186 0.119 1.553 
g213 -0.001 0.061 -0.025 
g223 0.083 0.060 1.373 
g233 -0.015 0.039 -0.386 
g243 0.149 0.083 1.782 
g2i4 -0.044 0.048 -0.918 
g224 -0.04 0.047 -0.846 
g234 0.001 0.027 0.034 
g244 -0.048 0.086 -0.559 
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APPENDIX 2. SIMULTANEITY IN THE STRUCTURAL MODEL 
The equation of (2) can be written as 
(A.1) y^ = Q^7c+u^, 
where and 
^ ~ ^ ^r\f"y^m,^rOy^r\ •Am)' 
The OLS estimate of n is 
(A.2) n^iQ'MnrQliyn-
Substituting (A.2) to (A. 1) 
(A.3) 
For any j, the r^^ equation in (6) is 
(A.4) ^jy^ = Q^y+Uj^, 
where ii^y^ = y^ -y^.j- The OLS estimate of y is 
(A.5a) r=iQ'rtQnrQ'Àyrt-y..i). 
(A.5.b) Y=Q'^y, - Q'MnrQ'rtyrt-j-
Note that y = ;r+ where ^=(0,...,0,6',0,...,0) and S=(0,...,0,1,0 0), with 1 in the r^h 
element corresponding to y^t-j. Equation (A.4) can be written as 
a a a  a  a  
yrt -yrt-j =Qrt(^-^+"'* or yr,-y^-j -  Qrt yrt-j + "/"• TWs cquation can be further 
simplified to 
(A.6) y^ = Q^7r+Ujrt. 
Since (A.3) and (A.6) are equivalent it follows that Un = ujrt. Similar equivalence can be 
established for all the endogenous variables and for all j. that is, 
Urt — I/lrt —......= Umrt. 
Consequently, there are m identical equations in the functional form of (2) for each 
endogenous variable, all having the same disturbance term. This would imply estimating 
I 
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m identical equations for each endogenous variable in in the simultaneous 
estimation of (12) and (4). As a result, the variance-covariance matrix of error terms in m 
identical equations for each endogenous variable Wj^ in is an m x m square matrix with 
Gfj. as each of its elements. Consequently, the variance-covariance matrix of error terms 
of the complete system is 
Zll 212 
S = 
221 S22 
The dimension of S is (ms + s) x (ms + s). Lj i, Z21, ^22 defined as 
follows. 
oijL 012L . . .  oigL 
021L 022L • • • G2sL 
211~ • 
OjjL Gg2L... OggL 
2}} is the variance-covariance matrix of disturbance terms in subsystem (12). L is an m x 
m matrix of units (i.e., each of its elements is one), and thus the dimension of 2^ i is (ms) 
X (ms) 
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®(nis+l)l^ ®(ms+l)2® • • • ®(ms+l)s® 
®(ms+2)ll^ C(ms+2)2R • • • 0(ms+l)sR 
£ 2 1  •  . . .  
®(ms+s)l^ ®(nis+s)2^ • • • ®(ms+s)s® 
£11 is the covariance matrix of disturbance terms in subsystems (12) and (4). R is a 1 x m 
row vector of units, and thus the dimension of 221 'S s x (ms). Because of the symmetry 
of, £12 is the transpose of £21 with dimension (ms) x s. 
®(ms+l)(ms+l) ®(ms+l)(ms+2) • • • ®(ms+l)(ms+s) 
®(ms+2)(ms+l) ®(ms+2)(ms+2) • • • *'(ms+2)(ms+s) 
£22 ~ • 
®(ms+s)(ms+l) '^(ms+s)(ms+2) • • • ®(ms+s)(ms+s) 
222 is the variance-covariance matrix of disturbance terms in subsystem (4) and has the 
dimension s x s. 
It can easily be seen that the matrix £22 is singular because there are s number of m 
identical columns (or rows), and thus is linearly dependent. 
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PAPER m. 
DETECTING UNDERLYING STRUCTURAL RELATIONSHIPS IN 
CONSUMPTION DATA USING TIME SERIES MODELS 
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INTRODUCTION 
Demand systems based on time-series data typically assume that prices are 
predetermined. This is equivalent to assuming that the supply curve is perfectly elastic. 
Many of the applications in this area involve commodities where supply curves slope upward 
within the time period (annual, quarterly, or monthly) that is used. One could use Hausman's 
statistics to identify endogenous variables and use an instrumental variables approach to 
address the simultaneity issue (see Thurman 1986). Alternatively, one could assume that the 
supply curve is vertical and use an inverse demand system coupled perhaps with an 
instrumental variables estimator. While these procedures made it possible to derive unbiased 
estimates of the demand parameters, some useful supply side information is lost. 
For some applications of these models - such as policy analysis - the demand and 
supply interactions involved in the movement from one price quantity equilibrium to another 
may be of greater relevance than obtaining the demand parameters themselves. Time series 
based demand systems also rest on the assumption that the data is stationary. If this is not 
the case, then the results and conclusions can be spurious (Granger and Newbold 1974). 
Methods have been developed in the macroeconomics literature to deal with both the 
endogeneity and nonstationarity problem. The purpose of the paper is to adapt and 
implement these procedures to detect the underlying relationships in a meat demand system. 
The methods we use allow us to determine the degree of endogeneity of each variable in the 
system. Also, we obtain an understanding of the causal forces that operate within the system 
that is richer than one can obtain from traditional demand analysis. Finally, we estimate 
partial "elasticity" effects and calculate impulse responses. 
The application of this procedure in demand analysis does not have many precedents 
in the literature. To fully display the usefUbiess of this procedure a cross country comparison 
is provided. That is, the analysis covers both the U.S. and Australian meat consumption. 
» 
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First, we perform tests for data stationarity on data from U.S. and Australian meat demand 
systems. The rejection of data stationarity motivates an error correction procedure that is 
then implemented. Next, we calculate and interpret short-run, partial elasticity effects and 
compare them with demand elasticities estimated with the same data. The two most 
informative applications are presented next. First, we decompose the forecast error variance, 
and attribute unexpected changes in each of the prices and quantities to changes in other 
variable in the system. This analysis is performed for one quarter ahead forecasts and for 
progressively longer periods. The results show how own, cross-price, and quantity effects 
work and allow an informal measure of the degree of endogeneity of the variables. Second, 
we show both the partial and cumulative responses of quantities to one percent increase in 
prices. These results show how different production lags in beef, pork, and poultry influence 
the dynamics of the system. Cross-country comparisons are also interesting in that some of 
the differences we observe may be attributable to the presence of better price forecasts in the 
U.S. (futures markets) and the more open nature of Australia's meat sector. The final section 
of the paper presents some model validation statistics. 
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MODEL 
Dynamic Structural Model 
Dynamic demand behavior can be represented by a general simultaneous structural 
model of the form; 
(I) r,=f,r,.A+M, 
i=0 
where is an n x 1 vector of endogenous variables (e.g., quantity, price, income) observed 
at time t, and whose joint behavior is the main interest of the study; N is the lag length; is 
an n X n conformable coefiBcient matrix; is an n x 1 vector of primitive (i.e., no common 
cause) exogenous disturbances (also interchangeably referred to as error, shock or 
innovation), which are treated as serially and contemporaneously uncorrected (i.e., p [0, Z 
], where Z is diagonal); and A is an n x n matrix which allows each primitive shock to impact 
more than one structural equation. For this study, however, A is assumed to be an identity 
matrix. 
Identification often presents a problem in estimating model (1). The literature is 
abundant with attempts to side-step identification problems by modeling the demand side of 
the market only. Though convenient, modeling only the demand side of the market implies 
strong a priori identifying theoretical restrictions imposed on the structural model. Assuming 
an exogenous price, as in a direct demand model, is equivalent to imposing a zero parametric 
restriction on the coefiBcient of quantity in the supply equation of a simultaneous demand and 
supply model. While assuming an exogenous quantity, on the other hand, is equivalent to 
imposing a zero parametric restriction on the coefficient of price in the supply equation. 
This is exactly what the standard Vector Autoregression (VAR) attempts to avoid 
and correct. Instead of the theory dictating, through a priori restrictions, what and how the 
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data reveal information, the VAR procedure reverses the sequence by allowing the 
associative behavior (i.e., correlation structure) of the data to "speak-for-itself' first. Then a 
search for a theoretical explanation that is consistent to the disclosures of the data can 
commence. This will ensure that the theoretical model will not be contradicted by the 
empirical evidence. 
Vector Autoregression Model 
The VAR model can be interpreted as a reduced form of the simultaneous structural 
model in (1) since it relates Y( to its own lagged values, i.e., 
(2) 
>=i 
where the transformed coefficient matrix C, = 5,(/-5g)'', and u, = The new 
disturbance term preserves the absence of serial correlation. However, it has now an 
induced contemporaneous correlation (i.e., its co-variance matrix has non-zero off-diagonal 
elements), resulting firom the exclusion of the same set of variables in each equation. 
The standard Sims-VAR is rich in tracing out the dynamic effects (i.e., lag-gathered 
responses). But the contemporaneous effects are simply gathered together in the residual 
term, where a recursive structure is automatically imposed with little appeal to theoretical 
considerations. This has severely limited its applicability in modeling problems where both 
dynamic and contemporaneous effects have theoretical significance. These contemporaneous 
effects are of particular importance within the context of this study where, for example, the 
degree of substitution among meats is of interest. 
Bemanke (1986) and Sims (1986) addressed this limitation, and developed a 
"structural" version of the VAR. It is so called because it now allows formal modeling of the 
remaining structure in the residual term consistent with theoretical considerations. Also, 
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unlike the standard approach to identification in a simultaneous equations (i.e., restrictions in 
Bj), identification in this case is achieved through restrictions imposed on the co-variance 
matrix. The rule for identification (equivalent to the standard order rule) is that the number 
of fi-ee contemporaneous parameters does not exceed the number of distinct co-variances in 
estimated co-variance matrix. The system of equation used to solve for the unique estimates 
of the contemporaneous parameters is equation (2.5) in Bemanke (1986). Doan (1992) gives 
the likelihood-based function to be optimized in equation 5 (Chapter 8). 
Vector Error Correction Model 
The consistency of the estimates of (2), and the validity of further analysis based on it 
rest on the assumption that is stationary. If it is non-stationary, as is often the case in 
most economic time series, then estimates of (2) will not give standard asymptotic 
distribution, putting grave doubt on the very root of the analysis, that of making inferences 
based on the model. 
A non-stationary series presents a statistical problem because its mean and variance 
are not time invariant. That is, it wanders away with no tendency to revert back to its mean 
level. However, even if the variables in the vector wander away individually, economic 
theory (e.g., consumer demand theory) suggests that some set of variables, i.e., prices and 
quantities, can not wander too far away fi'om each other. That is, there is an equilibrium 
relationship that governs the co-movements of these variables over time such that departures 
fi'om this equilibrium condition is temporary because economic forces are at play providing 
internal tendency for these variables, in the long-run, to revert back to their equilibrium 
levels. By definition, therefore, an equilibrium error process is stationary, always tending 
towards its mean of zero. If this long-run equilibrium can be expressed as a linear 
combinations of the set of variables, then Y^ is co-integrated. 
104 
There are three possible reformulations of the VAR model in (2) to adequately handle 
the particular stationarity property of a a given vector Y(. To choose the appropriate model 
consider a reparameterized version equivalent to (2), i.e., 
(3) = + 
M 
where Tj = f(Cj) and Y = (I-Ci-C2-..- Cn ). The first case is when the rank of T is 
full, then any linear combination of is stationary, and the estimation of (2) in levels 
presents no statistical problem. The second case is when the rank is zero, that is, any linear 
combination is non-stationary. In this case, a first difference version of (2) is the appropriate 
model. The third case is when the rank is 0 < r < n, where only r linear combinations of is 
stationary. In this case, model (3) is the appropriate estimating equation. This case is called 
an Error Correction Model (ECM) representation of the dynamic system in (1) because the 
evolution of the endogenous variables over time is explained by its own past changes (i.e., lag 
of the first difference AY^), and an adjustment term to correct for past equilibrium errors 
(i.e., p'Yt_i). It is now apparent that if a first difference version of (2) is estimated, as a 
remedial quick fix to correct for non-stationarity, then the model is seriously misspecified, if 
the variables are cointegrated, since the long-run property captured is ignored. 
The parameter T can be expressed as Y = aP', where P' is the cointegrating vector such 
that P'Yt is stationary, and a measures the speed of adjustment fi'om past equilibrium errors. 
Once the number of co-integrating vectors is determined, the r co-integrating vectors can be 
jointly estimated using the procedure developed by Engle and Granger (1987), Johansen 
(1988), and Stock and Watson (1988). These procedures involve locating the most 
stationary linear combinations among all the possible ones. 1 
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Vector Moving Average Representation 
The interactions that shape the outcome of the variables over time is very complex. 
To understand it is necessary to isolate the effect of a shock in a single variable to the whole 
system. This requires that the VAR model (3) be reparameterized such that the error term of 
the transformed model is orthogonal. The standard Sims-VAR employs Choleski 
decomposition to orthogonalize the error term. However, because it forces a recursive 
structure on the error term, results using this procedure is very sensitive to the ordering of 
variables in the system. The Bemanke-Sims overcomes this problem and offers a structural 
decomposition which does not impose a recursive structure in the error term, and is robust to 
the ordering of variables in the system. The model with orthogonal error is expressed in a 
Vector Moving Average Representation, excluding the constant terms, is of the form 
(4) i;=F(Z)v„ 
where Lisa lag operator, F{L) = [/ - C(Z)Z]^ G and v,= G"' u, The term G is the 
Bemanke-Sims decomposition factor which are derived from the estimates of the 
contemporaneous parameters and the covariance of the error terms. It can be easily verified 
that the variance of the transformed disturbance is diagonal, i.e., Var(v ) = I. 
The degree of endogeneity of each variable can now be examined using equation (4). 
Consider the ith equation of (4), i.e., 
r-»<0 T T T . 
(5) yu = ^fnU)Vu-j +i^fi2U)y2j-j+-+XfM 
7=0 J=0 J=0 j=0 
The variable y; at time t is expressed as a function of all past (i.e., up to period t) innovations 
of all other variables in the system. The unconditional variance of yit ( ^  ) can be easily 
derived since it is expressed as a linear combination of orthogonal and stationary disturbances 
and can be written as: 
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r-»« T T T 
(6) Var(y„)= if = 2 0)^ + É 0)^ + +Z /, OT <^ + +Z A (/) ' , 
/=o y=o y=o /=o 
wheretj^ is the variance of the innovation of the ith variable (a constant when p is 
stationaiy). This expression shows what drives the variability of y|t over time. The first 
term, for example, is the variability of yjt driven by the variability of the first variable. 
Additional information about the variability of y;^ can be uncovered if its conditional variance 
(i.e., forecast error variance) is examined instead of the unconditional variance in (6). To 
implement this, let Pj{Y | I(T-r)) be the optimum r-step-ahead predictor of Y given all 
information up to T-r This forecast is based on equation (5), i.e., 
(7) 
T-tto T T T 
PMHT-r) = + Z /z (V) +... +z A U) +" A (;) • 
J=r J=r J=r J=r 
All information indexed with j = 0,1,..., r-l are ignored in the forecast since they are not 
known yet at j > r-l, The forecast error is FEYf = Yf - Pr(Y I I(T-r)). For the ith equation 
this is the difference between (5) and (7), i.e., 
(8) FEy,, = 2 0) M.,-/ +Z/2 U) V2.t-j +• • • +Z fa 0) ^ut-j +• • • +È fin 0) Kt-j • 
J=0 J=0 J=0 J=0 
It is apparent that the expression for the forecast error is really a truncated version of the 
VMAR model for yft in (S). Hence, an examination of the forecast error is really equivalent 
to an examination of the model itself It is for this reason that the variability of yjt can also be 
examined in terms of the forecast error variance. The variance of the forecast error for the r-
step-ahead forecast of the ith variable is 
(9) 
Var(FEy,^ ) =  ^ 0)^  + Z A Of Of A Of 
/=o j=o /=o y=o 
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The variability of y^t can now be decomposed into its various sources. But to facilitate 
comparison of the variance decomposition across variables, expression (9) is standardized 
first by dividing both sides by the variance of the forecast error. That is, 
(10) 1 = (y)^ ^+ZA Uy ^+-+^/ii(Jf 
J=0 "ir J-O "ir y=0 J=0 "ir 
where Tc^ir is the forecast error variance of the r-step-ahead prediction of the ith variable. 
The first term captures the proportion of the variability of y, due to the variability of the first 
variable in the system. This equation shows that the contribution of a variable (e.g., p) in 
explaining the variability of another variable (e.g., i) is a function of the size of its coefiBcient 
(i.e., fipO)) in the forecasting equation in (5), and the degree of its own variability (i.e.,o^). 
Since the variance of V| is constant V i and t because it is stationary, the change in the 
proportional share of a variable in the variance decomposition over different forecasting 
horizon is a function only of the changes in the size of its coefficient. When r = 1, equation 
(10) reveals the coefficient that corresponds to the innovation of all the variables at time t. 
When r = 2, it is the coefficients of the innovations of all variables at time t and t-1. 
Assertions can now be made on the degree of endogeneity of the variables, where 
endogeneity is in the "causal" sense. In a VÂR model all variables are treated as endogenous. 
If true, the data should be able to indicate their endogeneity. That is, a variable whose 
«m 
variability is explained largely by other variables (i.e., {jf -J- is large) is a likely 
7=0 
candidate to be classified as endogenous. Or equivalently, when it explains only a small 
proportion of its own variability (i.e., -r's small). As a corollary, in a structural 
y=o % 
VAR system a variable which explains a large proportion of its own variability is a likely 
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r-l 
candidate to be classified as an exogenous variable. That is, the sum must be 
>=0 
large. 
The VAR system can also uncover the total impact of changes in the variables. That 
is, using equation (S) the impulse response analysis traces out both the contemporaneous and 
cumulative lagged adjustments of a one standard deviation shock of a single variable (e.g., p 
^ i) to another variable (e.g., i). This provides the important information about the 
magnitude of total impact (large or small), direction of relationship of variables (direct or 
inverse), persistence of the effect of the given shock over time (short-lived or persistent), and 
its impact to the equilibrium relationship (transitory or permanent). 
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EMPIRICAL RESULTS 
Data. Model Specification, and Estimation Procedure 
This section applies the methods described above to examine the joint behavior of 
variables in a system of equations representing the equilibrium quantity and price of meats. 
The data (i.e., the vector Y^) includes quarterly U.S. and Australian per capita beef, pork, and 
chicken consumption, and their retail prices, and meat expenditure. Additional regressors 
were generated including a constant, seasonal dummies, and long-run equilibrium errors. The 
Australian data was provided by Chalfant and Alston, and has quarterly observations, while 
the U.S. data was provided by Kesavan et al. The estimations were done using Microfit and 
RATS software. In particular, the simplex method of optimization is used in the estimation 
of short-run parameters. 
Although statistical inference about the model crucially rests on the assumption of 
stationarity, its validity remains untested in many empirical studies. In this study, the 
variables were first tested for non-stationarity, prior to estimation, using the Augmented 
Dickey-Fuller Test (ADF), as applied in Nelson and Plosser (1982). For each element in the 
Yi vector it is assumed that the data generating process is adequately described by a 
univariate version of model (3). Nelson and Plosser (1982) suggested that the length of the 
lag of first differences term can be specified as the higher of the lag length implied by the 
autocorrelation function of the first difference, or partial autocorrelation of the deviation 
fi'om the trend.^ The null hypothesis is that the series is non-stationary, that is, vj/j = 1, and 
the test statistic is ^^, where v|/ [ is the coefficient of the first lag of the ith series, 
and s(v|/i) is its standard error. The null hypothesis is accepted for smaller values of the test 
statistic t(.), and rejected otherwise. First, we discuss the tests for stationarity of the data. 
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The results of these tests motivate the search for co-integrating vectors that are then 
presented. 
Table 1 shows the computed test statistic of the test for unit root. The lag length 
chosen, following Nelson and Plosser's suggestion, is three for beef, pork, and expenditure, 
and two for chicken. This is the lag length necessary to ensure that the error term of the 
model used in the test behave like a white noise process. The shorter lag of the chicken may 
indicate a shorter dynamic adjustment for chicken compared to beef and pork. The results of 
the Augmented Dickey Fuller test indicate that the unit root hypothesis can not be rejected 
for all the Australian demand variables, while only the QPK, PPK, and PCK are stationary in 
the U.S. data. This means that most of the quantity and price series for beef, pork, and 
chicken, and meat expenditure are integrated of order one (i.e., 1(1)).^ This 
Table 1. ADF test for non-stationarity of demand variables 
VARIABLE» 
TEST STATISTICS 
NO TREND CASE 
AUS USA 
WITH TREND CASE 
AUS USA 
QBF 
QPK 
QCK 
PDF 
PPK 
PCK 
-1.60 
-0.21 
-1.27 
0.06 
-0.23 
0.06 
-1.10 
-3.08" 
1.25 
-0.57 
-1.13 
-0.90 
-1.91 
-1.35 
-2.85 
-2.74 
-3.45 
-2.83 
-1.89 
-3.10 
-0.94 
-2.08 
-3.44" 
-4.45' 
® QBF, QPK, and QCK are the quantity of beef, pork, and chicken, respectively. PBF, PPK, 
and PCK are their respective prices. 
* Outlined variables are significant at 95 percent. 
I 
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violation of the assumed property of the demand variables create serious statistical problems. 
First, even if (2) can be estimated it will not give standard asymptotic distribution of the 
parameters, making any test of hypothesis impossible (a very rare exception is given in Rule 
24 of Blanchard and Fischer (1992)). Moreover, since the inevitability condition is violated, 
there is no meaningful VMA representation. Consequently, a dynamic analysis will fail 
because the system explodes if given an exogenous shock. This leads to the need for the co-
integration test that is discussed next. 
There is very strong motivation, in the present case, to check whether these integrated 
variables do not wander too far away from each other since they have been 'pre-selected' as 
relevant in a demand system. That is, there is an underlying assumption that a market 
equilibrium relationship exists which governs their co-movements over time. 
The co-integration test is technically a determination of the rank of the estimated 
parameter matrix in (3). Or, it is a test on the existence and number of long-run 
relationships between the variables in the vector Y^. Table 2 shows the result of Johansen's 
Test applied for this purpose. Both the Maximal Eigenvalue Method and the Trace of 
Stochastic Matrix Method accept the hypothesis of one co-integrating vector at 95% 
significance level. That is, there is one long-run equilibrium relationship that governs the co-
movements in beef, pork, and chicken, suggesting that the three meats belong to only one 
market. This result motivates the ECM procedure (3), the results of which are discussed 
below. 
The Results 
The ECM-VAR model (3) is estimated in a two step process. First, the co-integrating 
vector is estimated using the Johansen procedure, then they are treated as known in 
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Table 2. Johansen cointegration test 
MAX EIGENVALUE TEST TRACE STOCHASTIC MATRIX 
AUSTRALIA USA AUSTRALIA USA 
Ho Hi Stat CV Stat CV Stat CV Stat CV 
r = 0 r= 1 47.74 45.28 153.98 27.07 140.55 124.24 172.63 47.21 
r^ 1 
r ^ 2  
r ^ 3  
r = 2 
r = 3 
r = 4 
27.49 39.37 
23.01 33.46 
19.81 27.07 
12.68 20.97 
4.05 14.07 
1.92 3.76 
92.81 94.16 
65.32 68.54 
42.31 47.21 
18.65 29.68 
5.97 15.41 
1.92 3.76 
generating the vector of equilibrium error ( P'Yj.i) which is used in the final estimation of 
(3). This procedure is often justified by the "superconsistency" (see Engle and Granger 
(1987)) of the estimators of the co-integrating vectors, that is, they converge rapidly to their 
true values. Hence, uncertainty about the co-integrating vector does not affect the 
asymptotic distribution of the other parameters of the model (Blanchard and Fischer (1992)). 
The expression in (3) lends easily to economic interpretation. The influence 
impacting each variable is decomposed into three sources. The set of regressors represent 
dynamic lag adjustment which is fiirther decomposed into two types of lag adjustments. The 
first is the lag adjustment fi'om past changes in the vector of variable (the first term in the 
(3)), The second adjustment is to correct past long-run equilibrium errors, (the second term 
in (3)). The third influence is the contemporaneous interactions of the variables which are 
lumped together in the residual term. The succeeding analysis explores the dynamic lag 
adjustment and contemporaneous interaction to uncover the fundamentals impacting the 
vector Yt. 
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The relative importance of the first type of lag adjustment (i.e., adjustment based on 
past changes of the variables) is tested by imposing a zero restriction for the parameters 
corresponding to all the lags of the past changes of a given variable. That is, on equation (3), 
the hypothesis that Ij = 0, for j = 1 N-1 is tested. Table 3 shows that in the case of 
Australia this type of dynamic adjustment provide a significant explanatory power in beef and 
pork (both quantity and price), and meat expenditure, but not in chicken. A different pattern 
is displayed in the U.S. where it is only the price of beef and price of chicken that showed 
strong response firom past changes in the variables. 
The second type of dynamic adjustment is represented by the response to past 
equilibrium errors (the second term in equation (3)). It has already established in the 
Johansen Test that there is only one long-run equilibrium relationship (i.e., a single market 
equilibrium for the three meats) that govern the vector of demand variables. This implies that 
shocks in any of the variables will have ramifications in the three meats. Direct interpretation 
of the individual elements of the co-integrating vector, however, is difBcult and often 
misleading. For our purposes, the cointegrating vector is used to fully specify the ECM-VAR 
and ensure correct treatment of the non-stationarity property of the data. Instead, analysis of 
the equilibrium time path is done using the impulse response analysis, which is presented 
later. 
The third influence impacting the system is the contemporaneous interactions of the 
variables which are lumped in the error term. However, the remaining structure in the error 
term can be formally modeled to recover the short-run parameters that quantifies the 
contemporaneous interactions. These values (see Table 4) represent the influence of current 
prices and expenditure on current consumption of beef, pork, and chicken. These results 
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Table 3. F-test for the significance of lags of past changes in the variables 
EQUATIONS 
QBF QPK QCK PBF PPK PCK MXP 
A. AUSTRALIA 
QBF 1.89 1.50 1.32 1.58 1.96 0.15 1.34 
(0.13) (0.22) (0.28) (0.20) (0.12) (0.96) (0.27) 
QPK 4.28 1.30 0.84 2.20 0.90 0.53 1.95 
(0.01)* (0.29) (0.51) (0.09)* (0.47) (0.72) (0.12) 
QCK 1.43 0.66 0.55 0.93 1.21 0.69 2.31 
(0.24) (0.63) (0.70) (0.46) (0.32) (0.61) (0.08)* 
PBF 3.26 2.10 1.99 2.84 2.11 1.10 1.32 
(0.02)* (0.10)* (0.12) (0.04)* (0.10)* (0.37) (0.28) 
PPK 3.31 1.93 1.34 1.36 1.87 0.47 4.50 
(0.02)* (0.13) (0.27) (0.27) (0.14) (0.75) (0.00)* 
PCK 0.62 0.77 0.89 2.09 1.48 1.10 0.85 
(0.65) (0.55) (0.48) (0.10)* (0.23) (0.37) (0.50) 
MXP 1.71 1.59 0.45 1.17 1.07 0.36 1.69 
(0.17) (0.20) (0.77) (0.34) (0.39) (0.84) (0.17) 
B. USA 
QBF 0.78 1.49 1.18 2.91 0.99 1.38 0.79 
(0.55) (0.22) (0.33) (0.03)* (0.42) (0.25) (0.54) 
QPK 0.84 0.90 1.38 2.20 1.47 3.29 1.48 
(0.51) (0.47) (0.25) (0.08)* (0.22) (0.02)* (0.22) 
QCK 0.56 1.50 1.04 2.35 1.86 2.96 1.79 
(0.70) (0.22) (0.39) (0.07)* (0.13) (0.03)* (0.14) 
PBF 1.27 1.30 1.68 3.52 1.17 1.03 0.82 
(0.29) (0.28) (0.17) (0.01)* (0.33) (0.40) (0.52) 
PPK 0.90 1.92 1.23 4.60 1.63 4.22 2.53 
(0.47) (0.12) (0.31) (0.00)* (0.18) (0.00)* (0.05)* 
PCK 0.06 0.70 1.52 0.17 0.68 2.56 0.87 
(0.99) (0.60) (0.21) (0.95) (0.61) (0.05)* (0.49) 
MXP 1.25 1.55 1.38 2.77 0.97 2.00 1.02 
(0.30) (0.20) (0.25) (0.04)* (0.43) (0.11) (0.41) 
Top number is the F-statistics. Number in parenthesis are the significance level, with (*) is 
significant at one percent. 
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show the contemporaneous relationship of the variables in the system. If supply were 
restricted, these would look like demand elasticities. If demand is perfectly inelastic, these 
should look like supply elasticities. Since neither of the two cases hold perfectly, these 
parameters have traces of both supply and demand responses. But this need not be 
decomposed because what is examined is the equilibrium time path. To make these data 
consistent with the short-run elasticities that are reported in dynamic demand studies, we 
present these short-run interaction effects as percentage changes. 
For example, the upper left-hand value in Table 4 shows that if Australian beef prices 
increased by 1 percent, then the equilibrium quantity of beef consumed in Australia would fall 
by 1.14 percent by the end of the following quarter. Similar values for pork and chicken are -
0.94 and 0.14, respectively. The negative effects for beef and pork make sense. Beef 
producers cannot expand production in response to the higher prices and so most of the 
response is driven by the consumption effect. Chicken producers can, however, alter 
production within a two-month period and some of the response to chicken price changes 
will include this output response. The chicken "price elasticity" is small and positive for 
Australia and small and negative for the United States. The U.S. beef price effect is almost 
identical to that for Australia. The U.S. pork price effect is much smaller than in Australia; 
perhaps because U.S. pork producers have access to timely price forecasts via futures market 
on live hogs. If U.S. producers use this information, then presumably they could begin their 
response to a price increase before market prices actually increase. The "expenditure 
elasticities" all make sense and indicate that most of a 1 percent increase in meat expenditures 
would be spent on beef in both countries. 
Results shown in Table 4 can be compared to the short-run elasticity estimates in part 
n Table 5. It should be acknowledged, however, that the two models have very different 
underlying assumptions. In both cases the price and expenditure elasticities have the 
» 
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Table 4. Elasticity estimates from "short-run" parameters 
BEEF PORK CHICKEN 
PRICE 
ELASTICITY 
AUSTRALIA 
BEEF -1.145 -1.466 1.260 
PORK 0.107 -0.942 0.197 
CHICKEN 0.023 -0.403 0.149 
USA 
BEEF -1.149 -0.069 -1.028 
PORK -0.023 -0.051 -0.762 
CHICKEN -0.006 -0.065 -0.027 
EXPEND ELAS 
AUSTRALLV 1.342 0.166 0.139 
USA 1.373 0.473 0.167 
expected sign. That is, a negative own-price elasticity and a positive expenditure elasticity. 
Only the beef elasticities are comparable in magnitude, -1.008 and -1.149 for own-price, and 
1.373 and 1.385 for expenditure elasticity. The same can be observed when elasticities 
across country (U.S. and Australia) are compared. That is, only the beef elasticities have 
comparable estimates, -1.145 and -1.149 for own-price, and 1.374 and 1.373 for expenditure 
elasticity, respectively. This result seems to suggest that due to production inflexibility within 
a given quarter for beef, adjustments in response to changes in economic variables will be 
dominated by demand side adjustment in beef more than in the case of pork and chicken. 
The influence of the contemporaneous and lag adjustment, and supply and demand 
forces are summarized in the analysis of the equilibrium time path using impulse response 
> 
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analysis. The virtue of impulse response analysis is that it traces out the total, not partial, (as 
was the case for Table 4) impact of changes in the variables after accounting for all 
contemporaneous and cumulative lag adjustments when the system in (S) is given an 
exogenous shock. The purpose is to uncover the direction of relationship of variables (i.e., 
whether direct or inverse), the degree of responsiveness (large or small), the dynamic lag 
adjustment (whether short-lived or persistent), and the effect on the equilibrium time path of 
the system (whether transitory, returning back to the original equilibrium value, or 
permanent, settling at a different equilibrium value). 
Figure 1 and 2 show the impulse response (of quantity of beef, pork, and poultry to a 
one percent change (increase) in their own prices for Australia and the United States, 
respectively. Results for both countries use the same scale, and so the figures are directly 
comparable. Figure 3 and 4 show the cumulative effects of the impulses shown in Figure 1. 
Again the U.S. and Australian results are directly comparable. The immediate response to 
increased beef prices is a reduction in quantity. This effect may be due to beef producers 
retaining animals for future breeding or because less is consumed. In both countries, this 
short-run response lasts only one-quarter, presumably because producers can retain all the 
animals they need in one quarter, and after some cyclical activity, the effects of the shock 
eventually disappear. It takes about four years for the shocks to die out, which suggests that 
four years is a suitable definition of long-term in the beef industry. In both countries, the 
shock has a permanent effect (see Figure 3a and 4a), presumably because of habit forming 
effects of a consumption response to the 1 percent price increase. The pork results differ by 
country. The initial Australian response is negative while pork production in the U.S. does 
not respond significantly in the first quarter. Again, one might argue that the U.S. futures 
market allowed U.S. pork producers to respond to the anticipated price increase. The 
chicken results are much smaller in terms of magnitude and shorter lived than for beef and 
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Figure 1. a) AUS; Impulse response of QBF to a one percent shock in the PBF 
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Figure 1. b) ÂUS: Impulse response of QPK to a one percent shock in the PPK 
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Figure 1. c) AUS; Impulse response of QCK to a one percent shock in PCK 
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Figure 2. a) USA; Impulse Response of QBF to a One Percent Shock in PBF 
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Figure 2. b) USA; Impulse response of QPK to a one percent shock in PPK 
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Figure 2. c) USA; Impulse response of QCK to a one percent shock in PCK 
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Figure 3. a) AUS: Cumulative impulse response of QBF to a one percent shock in PBF 
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Figure 3. b) AUS: Cumulative impulse response of QPK to a one percent shock in PPK 
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Figure 3. c) AUS: Cumulative impulse response of QCK to a one percent shock in PCK 
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Figure 4. a) USA; Cumulative impulse response of QBF to a one percent shock in PBF 
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Figure 4. b) USA: Cumulative impulse response of QPK to a one percent shock in PPK 
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pork. In fact, the U.S. pork market seems to reach its long-run equilibrium within one 
quarter. Because chicken supply responds within one quarter, these changes in quarterly, or 
annual, poultry consumption reflects movements along the demand curve. Interestingly, both 
Australia causes pork and poultry consumption to fall by 2 and 1 percent, respectively. The 
same shock in the U.S. does not upset the long-run equilibrium, in part one suspects because 
pork and poultry supply adjust to the higher prices. The data does not permit an 
interpretation of why the impact of a price increase differs among the two countries. These 
results are summarized in Table 5. 
The variance decomposition compliments the information provided by the impulse 
response. These two information must be interpreted together. The impulse response 
explores the impact of a shock holding all other variables constant at zero, whereas the 
Table 5. Summary result of the impulse response analysis 
Direction of Degree of Dynamic Lag Effect on the 
Relationship Responsiveness Adjustment Equilibrium 
Meat Pos Inv Large Small Short Long Temp Perm 
Beef 
USA XX X X 
AUS XX X X 
Pork 
USA X XX X 
AUS XX X X 
Chickn 
USA X XX X 
AUS XX  X 
» 
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variance decomposition accounts for the total variability of a variable into its sources (i.e., 
including all the other variables in the system). The large impulse response in beef for both 
countries shown earlier is very significant since the own-price of beef explains 23.07 and 
92.28 percent of the total variability of beef quantity for Australia and U.S., respectively (see 
Table 6 and 7). For pork, its own-price accounts for only 8.44 to 13.70 percent in Australia 
and 11.82 percent in the U.S. The small response of chicken quantity to a shock in its own-
price is further discounted by the fact that chicken price explains only 8.30 and 6.78 per cent 
of the respective total variability of chicken. 
Furthermore, the variance decomposition analysis indicates relative degree of 
endogeneity or exogeneity of the variables. Tables 6 and 7 show some of the interactions 
among the data for Australia and the U.S. respectively. These numbers can be interpreted as 
the percentage of the n step ahead forecast error attributable to each of the other variables in 
the system (where n = 1...40). For example, the first row shows the factors that influence in 
the one-step ahead forecast error. Given that the forecast does a good job of incorporating 
the information prior to the current quarter, the forecast error will, to a large part, be 
influenced by contemporaneous changes. The numbers in the first row indicate that (100 -
28.89) = 71.11 percent of this forecast error which can be attributed to movements in the 
prices of beef, pork, and poultiy (23.07 percent, 0.56 percent, and 1.61 percent, respectively) 
and meat expenditures (45.87 percent). The second row repeats the analysis for the two step 
ahead forecast error. Here the quantities of pork and chicken have some minor impact 23 
percent and 14 percent, respectively. The 40-steps-ahead-forecast is given to indicate the 
horizon when the forecast error stabilizes. 
Meat expenditures account for almost 4.6 percent of the Australian error for beef 
quarterly while they account for only 3.8 percent of the equivalent value for the United 
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States. In contrast, beef prices account for a much greater proportion of beef quantity error 
in the U.S. than in Australia. 
Australia exports more beef than it consumes directly while the United States 
simultaneously imports and exports 2 to S percent of its production. One could argue 
therefore that additional meat expenditures cause Australia to retain some beef that would 
otherwise have been exported. The price of beef in the United States has a large influence on 
the quantity consumed. This may occur because U.S. prices influence the quantities imported 
and exported and by extending the quantity consumed and/or because changes in U.S. beef 
prices influence the quantity consumed through the own-price elasticity. Both Australia and 
the United States trade little pork and poultry proportionately. The forecast error 
decomposition for both pork and poultry are remarkably similar. Only about 30 percent of 
the contemporaneous variation in pork quantities can be attributed to other variables within 
the system. The most important of these in Australia is beef quantity followed by pork 
prices. In the United States, beef quantities also play a major role as does the price of 
chicken quantity. For chicken quantity in Australia, the most important determinants (apart 
from chicken quantity) are beef quantity and pork prices (with meat expenditures increasing 
in importance as the step length increases). The United States chicken quantity 
decomposition is similar to Australia's except that meat expenditures never assume any 
importance. 
Although these forecast error decompositions cannot be completely interpreted in a 
causal sense they do provide a rich description of the interactions in the system. Compare, 
for example, the cross effects between quantities and prices in Tables 6 and 7 with the cross-
price elasticities that are typically estimated. One can sense that beef quantities consumed in 
Australia are determined by pork prices (in the two step ahead and greater rows). This 
relatively strong cross effect also shows up via the QBF influence on QPK and the PBF 
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Table 6. Australia; variance decomposition 
SOURCES OF VARIABILrrY (%) 
SDev OBF OPK OCK PBF PPK PCK MXP 
A. QBE 
Stq> 1 0.77 28.89 0.00 0.00 23.07 0.36 1.61 43.87 
2 0.94 24.08 1.31 6.32 16.99 13.49 1.33 36.06 
3 1.11 24.30 13.60 3.04 12.13 10.26 4.94 27.72 
4 1.17 24.10 14.41 4.66 13.87 11.16 4.74 27.06 
5 1.19 23.63 14.33 3.23 14.64 11.06 3.16 23.92 
40 1.30 22.99 12.71 3.77 16.16 12.03 6.96 23.34 
B.QPK 
1 0.13 16.48 70.34 0.00 0.09 8.44 0.06 4.38 
2 0.14 16.83 39.87 1,39 4.90 7.38 1.84 7.38 
3 0.13 13.16 33.76 1.60 4,64 10.38 7.34 7.11 
4 0.16 13.11 30.96 1,66 6,62 10.47 8.30 6.68 
5 0.17 13.07 46.39 2,39 8,27 12.03 9.03 6.60 
40 0.18 14.64 39.42 3.08 10,28 13.70 10.49 8.33 
C.QCK 
1 0.14 8.16 2.46 80.23 0,63 4.37 0.02 3.92 
2 0.17 9.06 4.02 37.02 0,90 11.88 0.11 17.01 
3 0.19 7.81 3.77 43,31 9,88 10.66 1.64 22.73 
4 0.21 6.76 6.64 37,38 14,80 9.08 4.42 20.71 
3 0.23 6.76 8.63 32.73 13,04 14.14 3.33 19.17 
40 0.23 9.93 8.31 28.27 13,33 13.23 8.30 16.35 
D.PBF 
1 9.71 0.00 0.00 0.00 99,42 0.37 0.00 0.00 
2 10.63 0.00 0.37 0.30 93.93 1.32 2.82 0.84 
3 12.44 7.43 8.22 0.37 69,30 3.08 10.96 0.61 
4 13.71 13.61 7.47 1.47 37.33 2.33 14.20 3.33 
3 14.40 14.93 7.33 1.93 32.08 4.31 13.23 3.74 
40 13.30 16.44 6.89 2.13 48.77 4.98 16.32 4.23 
E.PPK 
1 3.23 0.00 0.00 0.00 33.99 64.83 1.18 0.00 
2 8.13 2.14 0.13 1.80 43.89 32.83 1.13 18.07 
3 8.64 4.30 0.13 1.61 40.01 29.34 7.37 16.64 
4 8.99 4.96 2.70 1.50 38.99 28.07 8.32 13.45 
3 9.94 7.87 3.12 1.23 36.72 30,44 7.38 13.01 
40 10.80 9.24 3.44 3.03 32.43 28,97 11.12 11.73 
F.PCK 
1 4.47 0.00 0.00 0.00 9.07 0,09 90.84 0.00 
2 3.03 0.32 2.20 0.60 22.63 1.20 71.94 1.10 
3 3.16 0.31 3.16 0.97 22.86 2.41 69.02 1.08 
4 3.33 0.89 3.67 2.10 20.90 2.86 66.36 1.03 
5 3.83 0.80 3.24 4.27 21.96 2.39 62.47 2.67 
40 6.13 1.31 7,06 4.30 21.73 3.36 38.27 3.33 
G.EXP 
1 214.24 0.00 0.00 0,00 1.46 0.30 7.97 90.08 
2 320.10 0.82 2.37 8,66 13.06 16.33 3.13 33.41 
3 347.30 0.98 7.48 8.13 11.14 18.42 4.65 49.21 
4 368.43 1.03 7.97 7.23 13.29 20.09 6.61 43.75 
3 387.73 2.90 7.69 7.13 13.71 20.72 6.14 41.69 
40 424.34 3.73 7.30 7.22 17.39 21.30 6.79 33.83 
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Table 7. USA: variance decomposition 
SOURCES OF VARIABILITY (%) 
SDev OBF OPK OCK PBF PPK PCK MXP 
A QBE 
Step 1 0.32 0.37 0.07 0.02 92.28 0.16 3,23 3.83 
2 0.53 0.78 2.64 0.80 82.42 1.18 3.14 9.03 
3 0.37 1.69 2.47 1.07 76.60 2.04 3.48 10.63 
4 0.38 2.69 2.81 1.21 74.88 2.64 3.39 10.38 
5 0.60 2.33 2.67 1.29 73.48 2.98 3.21 9.83 
40 0.66 4.38 3.27 2.46 66.12 3.30 6.49 13.38 
B.QPK 
1 0.46 16.84 70.44 0.23 3.98 0.00 7.92 0.37 
2 0.49 13.23 67.39 6.06 3.34 0.04 7.01 0.72 
3 0.31 16.02 63.47 6.31 4.29 1.88 7.33 0.69 
4 0.34 17.70 37.46 3.67 7.91 3.04 6.94 1.28 
5 0.38 13.28 49.70 3.11 11.30 7.73 8.90 1.76 
40 0.66 18.33 40.02 7,36 12.24 11.82 7.30 2.70 
C.QCK 
1 0.20 13.04 0.02 79.16 3.73 1.83 2.03 0.14 
2 0.22 13.38 0.17 63.42 16.33 1.83 2,32 0.11 
3 0.23 13.47 1.93 60.90 13.92 1.81 3.80 0.17 
4 0.24 13.18 1.92 39.77 13.67 2.81 3.66 0.99 
5 0.24 13.24 3.40 38.09 13.90 2.67 3.68 1.02 
40 0.27 12.03 4.40 49.33 13.69 6.43 6.78 3.10 
D.PBF 
1 0.03 3.02 0.02 0.07 34.40 2.89 3.31 36.29 
2 0.03 2.67 1.49 0.80 31.39 8.32 4.63 30.46 
3 0.06 3.82 1.76 3.72 43.47 14.03 3.38 23.61 
4 0.06 3.74 1.73 6.63 39.33 12.71 3.08 30,73 
3 0.06 3.33 1.67 6.23 37.96 11.99 4.88 33.73 
40 0.07 6.22 3.34 8.20 29.90 14,36 3.01 32.37 
E.PPK 
1 0,03 2.17 33.44 0.96 18.26 22.88 14.62 7.67 
2 0.03 4.22 38.34 2.09 17.27 18.13 12.01 7.71 
3 0.06 3.77 34.36 3.49 13.37 19.60 11.23 10.18 
4 0.06 3.89 33.43 6.06 14.87 18,63 11.41 9.70 
5 0.06 3.76 33.17 6.13 16.02 17.79 11.72 9.39 
40 0.07 11.49 28.34 7.36 17.40 17,34 9.72 8.34 
F.PCK 
I 0.03 2.32 1.67 1.41 18.19 1,67 33.44 21.10 
2 0.03 2.36 1.78 6.33 16.91 1.73 30.86 19.78 
3 0.03 2.63 1.33 7.97 14.98 11.74 43.23 17.90 
4 0.03 2.71 1.98 8.43 13.32 11.49 42.31 17.36 
5 0.04 2.34 3.63 9.16 14.69 11.41 40.47 16.10 
40 0.04 6.70 6.41 9.42 14.33 11.01 37.09 14.83 
G.MXP 
1 1.41 0.27 0.04 0.08 2.31 7.09 4.26 83.93 
2 1.61 2.16 7.67 0.18 10.33 8.38 3.98 66.88 
3 1.76 2.24 6.73 3.06 10.80 12.70 3.42 39.07 
4 1.82 2.23 6.33 3.80 10.38 11.83 3.63 39.80 
5 1.91 2.03 7.06 3.49 10.00 10.93 3.32 60.94 
40 2.13 4.36 8.18 6.32 9.30 13.60 4.93 33.10 
* 
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influence on the PPK. Also interesting is the relative exogeneity of meat expenditures in both 
countries and the degree to which the prices of pork and beef influence these expenditures. 
In a typical demand system, cross-price effects tend to be fragile with response to how the 
model is specified. Also, symmetry restrictions are typically imposed and the cross-price 
elasticity is presented as if it were independent of time or at best for as short- and long-run 
parameters. Likewise, the estimation of conditional demand systems requires the assumption 
that expenditures are determined outside the system. 
The accounting of the variability of prices seems to be similar for the three meats. In 
the case of Australia beef price (51)) explained 99.42 percent of its own variability in the 1st 
period, and more than half (52.08%) in later periods. Chicken price picked up a large share 
of 15.22 percent only in the 5th period, while the quantity of beef gained increasing share in 
the 4th quarter. Pork price (5E), on the other hand, explained 64.83 percent of its own 
variability in the first period. And beef and chicken price, and meat expenditure largely 
accounted for the rest (57.31%). Chicken price (5F) explained 90.84 percent of its own 
variability in the first period. This high share is maintained above 50 percent in later periods. 
The price of beef contributed 21.96 percent. Expenditure (5G) was specified to be 
exogenous, hence, it explained a large proportion of its own variability in the first period. In 
the U.S. beef and chicken price explained more than half of their own variability in the first 
period, while pork has only 22.88 percent. 
Based on the 'rule', given earlier in the paper, for classifying variables into exogenous 
and endogenous, the Australian result suggests that the price of beef, pork, and chicken can 
be considered as relatively more exogenous than their respective quantities. They explained a 
large proportion of their own variability. Furthermore, they contributed a big share in the 
variability of their respective quantities, but not vice versa. Beef, pork, and chicken quantity 
explained only 7.55, 3.12, and 4.27 percent of the variability of their respective prices. In the 
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case of the U.S., beef price can be considered as exogenous while pork and chicken quantity 
and price displayed some degree of simultaneity. 
Model Validation 
The application of this macroeconomics methodology in a microeconomics setting 
(e.g., commodity demand-supply analysis) requires careful formulation and correct 
interpretation. 
Standard demand analysis does not specify the source nor the cause of changes in 
price and income. The strong a priori assumption of exogeneity (which also denotes 
controllability) of price and income cancels their distribution properties. As a result, 
traditional comparative statics is only expressed in terms of percentage change in quantity in 
response to a percentage change in price - the familiar concept of elasticity - without any 
probability statement as to the likelihood of this change. 
This methodology, on the other hand, treats all relevant variables as stochastic with 
their evolution, or law of motion in terms of an ECM-VAR model. Hence, the source of the 
temporal price changes is attributed to the innovation vector which is driven by its own 
distribution properties. The comparative statics, in contrast to the standard case, is logically 
expressed in distribution terms, that is, price changes originating from shocks in the price 
innovation vector is set at one standard deviation. The justification is obvious, that is with an 
additional assumption of normality, this price change covers 68.26 percent of all likely 
changes in price. This important information provides policy analysts with some sense of the 
robustness of their analysis. That is, it will put a bound on the range of price changes that the 
model can be used for analysis with some degree of confidence. Price changes at the extreme 
far end tail of the innovation distribution might be outside of the scope of the model already. 
» 
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Also, it is helpful if the richer insights uncovered by the new treatment of the data can 
be presented in a form that has semblance to the concept of elasticity. But the results must be 
correctly interpreted first. A shock in the model with non orthogonal co-variance matrix is 
equivalent to a partial comparative statics since it ignores the contemporaneous changes in 
the rest of the innovation vector. In this case, the magnitude of the response of quantity is 
usually set equal to the standard deviation of the innovation from where the shock originated. 
On the other hand, to capture the total effect of a shock in an innovation, the co-variances is 
accounted for by transforming the coefficient vector using the matrix G (see discussion of 
equation (4)). The information contained in G includes the contemporaneous parameters and 
the covariance matrix of the VAR-ECM in (3). Orthogonalization in this particular case is 
accomplished by removing the covariances in the error term and transferring its influence to 
the parameters by augmenting the parameters of the VMAR by the matrix G It should be 
noted, however, that this transformation not only orthogonalize the co-variance matrix, it 
also normalizes the diagonal elements as well. So, in this case, a one standard deviation 
shock, which is equal to one by normalization, is really equivalent in magnitude to the actual 
standard deviation of the innovation. And the magnitude of the impact on the quantity is 
found in the ith column of the matrix G, since the coefficient of the current innovation is also 
normalized by convention. In terms of percentages, the change in price is the standard 
deviation of its innovation divided by the mean value of price times 100. The percentage 
change in quantity is the appropriate element in matrix G divided by the mean value of 
quantity times 100. And the ratio of the latter two terms has semblance to the "elasticity" in 
standard demand analysis. 
The approach in validating the model used here is to apply the distribution parameters 
estimated using the model and examine how well it describes the pattern displayed in the 
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sample information. The first validation procedure is to compare the estimate of the variance 
of the variables. The unconditional variance of the vector Yf can not be estimated using the 
sample information if it is non-stationary. What is examined, instead, is the differenced 
series. The variance of the differenced series is estimated by the sample variance. An 
alternative estimate of the unconditional variance can be generated fi-om the VMAR in (5). If 
the forecast horizon is far enough, the conditional forecast error variance and the 
unconditional variance of the series converge. Table 8 shows the estimates using the sample 
information and the VMAR. The close estimates of the unconditional variance using the 
alternative methods suggests that the model closely approximates the process that generated 
the data. 
In the VAR-ECM model the innovation process is the source of price changes. The 
next validation procedure uses the estimated distribution of the innovation process of prices 
Table 8. Alternative estimates of the unconditional variance of the variables 
AUSTRALIA USA 
SAMPLE VMAR SAMPLE VMAR 
QBF 
QPK 
QCK 
PBF 
PCK 
PCK 
MXP 
1.560 
0.494 
0.246 
15.334 
9.775 
6.240 
462.872 
1.300 
0.180 
0.250 
15.300 
10.800 
6.150 
424.340 
0.783 
1.116 
0.618 
0.069 
0.076 
0.048 
2.384 
0.657 
0.663 
0.274 
0.071 
0.067 
0.039 
2.130 
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to examine if it can adequately describe the actual price changes over the sample period. 
Table 9 shows some estimates of the relevant distribution parameters of the price innovation 
process. The test of the hypotheses that skewness and kurtosis are zero is intended to check 
the validity of the normality assumption. When the null hypotheses are accepted, the 
normality assumption is valid, rejection means otherwise. The figures in parenthesis are the 
significance levels of the computed test statistic. The beef price innovation for Australia and 
U.S. chicken price reject skewness and kurtosis null hypotheses of zero at a = 1 percent, 
showing some degree of departure fi-om the normality assumption. It is, however, valid for 
the other price. 
Table 10 shows the range of price changes and their corresponding probability for 
Australia and the U.S. The beef, price changes in the range of ±5.31 and ±5.65 percent. 
Table 9. Distribution parameters of the estimated innovation of prices 
DISTBN BEEF PRICE PORK PRICE CHICKEN PRICE 
AUS USA AUS USA AUS USA 
Variance 95.603 0.002 27.971 0.002 20.275 0.000 
Skewness 1.102 0.220 0.377 0.099 0.45 0.681 
Ho: Sk=0l (0.000) (0.390) (0.206) (0.702) (0.126) (0.009) 
Kurtosis 2.402 -0.490 -0.152 -0.011 -0.498 2.391 
Ho: Ku=0 (0.000) (0.350) (0.804) (0.983) (0.418) (0.000) 
1 Significance level of the test. 
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respectively should cover 95.44 percent of likely price changes. It is ±3.00 and ±7.50 percent 
for pork and ±4.52 and ±4.52 percent for chicken, respectively. This implies that price 
changes outside those ranges have a probability of only 4.56 percent. And larger price 
changes may akeady be outside the reasonable scope of the model. 
Table 11 shows a frequency count of the actual price changes based on the estimated 
distribution parameters in Table 10. In the case of Australia price changes for the three meats 
within one standard deviation of their respective innovation was 64.29, 28.58, and 55.72 
percent for beef, pork, and chicken, respectively. The expected rate for a normal distribution 
is 68.26 percent. It was 88.57, 65.71, and 80.00 percent for the U.S. Price changes within 
two standard deviations which covers 95.44 percent of all price changes is given in the last 
two columns of the same table. These numbers validates the specification of price changes in 
terms of the innovation component of the price series. 
Table 10. Probability of the range of price changes assuming a normal distribution of the 
innovations 
Prob AUSTRALIA USA 
BEEF PORK CfflCKN BEEF PORK CHICKN 
68.26% ±2.65% ±1.50% ±2.26% ±2.82% ±3.75% ±5.01 
95.44% ±5.31% ±3.00% ±4.52% ±5.65% ±7.50% ±10.02% 
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Table 11. Frequency count of actual price changes based on the innovation of prices 
ONE STD DEVIATION TWO STD DEVIATION 
NORMAL 68.26% 95.44% 
ACTUAL AUS USA AUS USA 
Beef Price 64.29% 56.84% 85.57% 87.36% 
Pork Price 28.58% 56.84% 65.71% 77.89% 
Chicken Price 55.72% 70.52% 80.00% 89.47% 
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CONCLUSION 
The demand literature has exploded with models of demand systems that are 
consistent with theoretical considerations. But empirical results are still seriously suspect 
when underlying assumptions are not valid. Foremost, are assumptions about simultaneity 
and stationarity property of the data. Among others, violations of these properties lead to 
spurious regression, simultaneity bias, meaningless long-run parameter, and partial 
multipliers/elasticities. What is disturbing is that violations of these assumed properties seem 
to be the rule, rather than exceptions, yet little has been done to address them adequately. 
The literature is abundant with studies using quick-fix remedy to correct the statistical 
consequences of these violations. But these remedial measures bring-in problems of their 
own. For example, dififerencmg which is the popular choice to correct for non-stationarity 
results to severe misspecification if the variables are co-integrated, because the relevant long-
run property of the joint behavior of variables is ignored. Also, Pagan (1984) pointed out 
that using predicted values as proxy for endogenous regressors to correct for simultaneity 
suffers fi'om inefiSciency and may likely lead to incorrect conclusions. 
These common properties, however, do not have to be approached as a statistical 
nuisance that need remedy. For not only can they be handled adequately, even more 
importantly, they need to be exploited to uncover richer information about structural 
relationships fi'om the data. In fact, the ECM specification of the VAR is primarily intended 
to properly account for simultaneity and non-stationarity in the data. 
The general implication of this study is in the new way of looking at the demand data 
prior to formal modeling. This approach uncovers the true properties of the data which, 
though very compelling in determining the statistical results of the analysis, are simply 
assumed away in most studies. It can indicate the costs of maintaining untested assumptions 
about the data, and offer guidance on how best to handle their violations. Simply ignoring 
143 
the validity of these properties puts into question the very root of empirical analysis, that of 
making inferences with the model. 
For example, the variance decomposition analysis indicates that in the case of beef in 
the U.S. the price can be considered relatively more exogenous than its quantity. It explained 
a large proportion of its own variability, and contributed a big share in explùning the 
variability of its quantity. On the other hand, some degree of simultaneity can be observed in 
both pork and chicken. 
A specific implication of this study is in the testing and treatment of non-stationarity 
in the data, and its consequence in the long-run parameter estimates. The quantity, price, and 
expenditure data have been tested to be non-stationary. This implies that estimates will not 
have nice asymptotic distribution if this property is simply assumed away. And a first 
difference model to correct it is likely misspecified. This concern led to the test for co-
integration, asking whether long-run equilibrium relationships governing the joint behavior of 
the data exist. The Johansen Test indicated one long-run equilibrium relationships governing 
the co-movements of these variables. That is, the three meats belong to one market. 
Whereas, most previous studies rest heavily on the assumption of exogeneity and 
stationarity to generate credible estimates of long-run demand parameters, the ECM version 
of the VAR model allows estimation of super consistent long-run parameters when the 
variables are jointly simultaneous and non-stationary. However, direct interpretation may be 
difficult. The impulse response is used in the analysis, instead. 
Another implication of this study is in accounting for the contemporaneous 
interactions of the demand variables. Most previous studies have only partial 
multipliers/elasticities because of the exogeneity classification imposed on many of the 
variables for identification purposes. Short-run parameters representing the simultaneous 
interactions can be easily recovered fi'om the ECM-VAR model. Moreover, the impulse 
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response analysis can trace out the total impact of changes in the variables, where both the 
simultaneous adjustments and cumulative lagged responses are fully accounted for. The 
impulse response analysis showed that beef and pork respond inversely to shocks in their 
respective prices, and the three meats responded positively to shocks in meat expenditure. 
Beef registered the largest response in absolute terms for the shocks in all prices and 
expenditure. Own price shocks have permanent long-run effects, establishing a new 
equilibrium level after all adjustments are completed. The dynamic impacts are short-lived, 
indicated by most of the large impulse response dying after the fourth quarter. This suggests 
that a lag of four which accounts for quarter-to-quarter and year-to-year adjustments is 
sufiScient for a demand model with quarterly data. 
Finally, the model provides a robustness check by putting a range of price changes 
that are within the scope of the model. 
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ENDNOTES 
1. The co-integration test is a multivariate analogue to a univariate unit root test. Let the 
model be an AR(p), that is, 
yt = aiyt.i + ... + apyt.p+et. 
This can be reparameterized as 
yt = bl yt-1 +... + bp-i yt-p+i - cyt-i + e*, 
where bp.i = - ap, bp.2 = - ap - ap.i,..., 
c = 1 - aj -.. .  - ap. 
The test for unit root is a test on the coefficient c. Ifc= 1, then the series is stationary. 
This is the analogue of the rank of as full, implying that any linear combination of the set 
of variables is stationary. On the other hand, ifc = 0, then the series is non-stationary. 
This is analogous of the condition that if the rank of as zero, then any linear 
combinations of the set of variables is non-stationary. 
2. This rule seems to be based on the Box-Jenkins identification procedure, where the first 
difference is assumed to be a moving average, while the detrended series is 
autoregressive. Hence, the order of the former is determined by the number of significant 
ACF's, while it is the PACF's for the later. 
3. The first différence of all the variables are stationary, having test statistic (14.721, 14.375, 
9.631, 5.873, 6.134, 10.456, 13.090) larger than the critical value (2.901) at 95% 
significance level. 
4. In the co-integration test, r = 0 means the variables are not co-integrated. That is, there is 
no independent linear combination(s) of the variables that is stationary. Or, there is no 
long-run equilibrium relationship that govern the co-movements of these variables. 
» 
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S. Although the VAR model does not have a flexible functional form, it can compensate this 
weakness by specifying the lag length sufiBciently long enough to capture most of the 
explainable structure contained in the data set. 
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GENERAL CONCLUSION 
Advances in demand modeling have originated from the requisite to provide 
theoretical foundation to demand specification on the one hand, and the lack of empirical 
evidence supporting these theoretical properties, on the other. This dissertation examined 
some of the reasons commonly mentioned in the literature suspected to cause the over 
rejection of theoretical demand properties, with special application to the U.S. meat demand. 
A standard AIDS model was augmented to accommodate direct estimation of long-
run parameters and allowing them to vary over time. This allowed testing for the Dynamic 
Adjustment Hypothesis and the Structural Change Hypothesis as possible explanations for the 
over rejection of theoretical demand properties. A simple data analytic technique which 
accounts for serial correlation was used to examine the data for possible identification of 
break-points. This was explored in the first paper. 
Despite the fact that tests to identify break-points in the parameter space of a given 
model is usually designed for time series data, the effect of serial correlation on the 
performance of the test has mostly been ignored. The first paper treats the problem of serial 
correlation by transforming a static model with serial correlation into an autoregressive model 
in the spirit of Hendry and Mizon, and the test is performed on the serially uncorrected 
autoregressive model. 
It is clearly shown that spurious identification of break-points can result when serial 
correlation is ignored, as in a static model, and even when it is inadequately treated, as in the 
difference model. The static model always detects an early occurrence of structural change 
for beef and chicken compared with the autoregressive model. The spurious identification of 
structural change in the case of pork is even more glaring. Where both the difference and 
autoregressive models did not detect any, the static model detected an early and large 
150 
Structural change. When serial correlation is properly accounted for the break-point 
identified for beef was 1974.4, and 1978.4 for chicken. There is no strong evidence for 
structural change in the case of pork. 
Most of the earlier applications in the literature ignored the variance vector and 
proceeded as if the test is for the coefficient vector only. However, if the variance vector is 
not stable the conclusions fi'om the test about the stability of the coefficient vector are not 
clear. The first paper showed that the residual variance is stable over the entire sample 
period. Hence, the break-points identified in the study can be validly attributed as break­
points in the coefGcient vector. These break-points were then used in specifying the time 
path of the varying parameter in the second paper to formally test the structural change 
hypothesis. 
The results of the study are closely consistent with earlier studies which used more 
complicated tests. This highlights the importance and usefUbiess of simple techniques for 
data analysis which can detect relevant information in the data set. This type of analysis 
should precede more complex tests as preliminary explorations to understand better the data 
used for further analysis. 
Structural change is a hypothesis that has been advanced in the literature to explain 
shifts in the consumption pattern in U.S. meat consumption that is not fully explained by 
economic variables. The second paper applies a general model which accommodates a direct 
estimation of long-run parameters which can vary over time. This has allowed incorporating 
dynamics and structural change in the test of the theoretical demand properties. Despite 
these accommodation, however, the theoretical demand properties still can not be accepted. 
This general model also properly nests various types of dynamic specification. It is 
shown that more dynamic models, that is, those with longer lags are statistically preferred 
than models with smaller lags. The data also support the structural change hypothesis. That 
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is, a static model with vaiying parameters is preferred over a pure static model. Both the 
dynamic and structural change hypotheses find some evidence in the data. However, the 
inclusion of structural change in a static model seem to fully exhaust the explainable 
variability of the data. That is, additional lags intended to capture the dynamics do not 
provide significant explanatory power. A Montecarlo experiment was performed to explore 
which of these competing hypotheses have stronger influence on the data. The experiment 
suggests that structural change may be the more dominant influence. It showed that it is 
more likely that structural change in the data is spuriously detected as dynamic adjustment 
rather than dynamic adjustment spuriously accounted for as structural change. 
Another set of break-points fi-om Moschini and Meilke were also used in testing the 
structural change hypothesis. The results of the test using the break-points identified in the 
first paper and the one fi'om Moschini and Meilke are similar. This provides an indication 
that test results may not be too sensitive to the specification of break-points if they are not 
too far away firom each other. 
The stronger influence of structural change found in the second paper have very 
important implications in the meat industry. In particular, it will determine what strategy will 
likely work in recapturing the market share of the specific meat industries adversely affected 
by the structural change. For example, if there is indeed a systematic taste bias against beef, 
some portions of the market share may be recaptured by further processing beef cuts and 
making beef more competitive in price through technological innovations in production and 
marketing. This could be accomplished by shifting industry resources away fi-om advertising 
and more toward investments in research and development. 
Standard demand analysis carries a baggage of assumptions about the variables in the 
relationships that usually remain unquestioned. The third paper adopted macroeconomics 
methodology to analyze some of these untested assumptions as testable propositions. This 
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analysis examined how these assumptions compare with the actual behavior of the data, and 
hence, suggests the cost associated with these assumptions. 
Stationarity is a classical assumption in standard demand analysis. A unit root test 
showed that except for pork quantity and price and chicken price all the other variables in the 
set of demand variables are non-stationary. That is, they wander away without any tendency 
of reverting back to a mean value. There is an emerging literature led by Bewley and Elliot 
(1990) forwarding the hypothesis that structural change may cause the non-stationary 
behavior of demand variables, and in turn, this non-stationarity can be a major contributing 
factor in the rejection of theoretical demand properties. The results of the three papers give 
some support to this hypothesis. That is, in the first paper structural change is found in beef 
and chicken, but not in pork. In the test for non-stationarity, beef and chicken variables were 
found non-stationary while the pork variables were stationary. The rejection of the demand 
properties in the second paper may likely be caused by the inadequate treatment of the non-
stationary property of some series in the vector of variables. 
Also, other than the statistical implications of this time series property, it puts into 
question the foundational assumption of equilibrium which undergirds the modeling exercise 
and is used to justify testing of theoretical properties of demand. The existence of an 
equilibrium relationship in the vector of meat demand variables was tested using the concept 
of cointegration. Results showed that there is a single long-run equilibrium relationship that 
governs the co-movements of meat demand variables over time. It implies that the three 
meats really belong to a single market. This result gives justification to model the three meats 
as a system, and it provides motivation to specify a long-run parameter to capture the 
dynamic adjustments toward equilibrium. 
The impulse response analysis traces out the equilibrium time path when a variable in 
the system is given a shock. This displays the nature of the equilibrium relationship of the 
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variables in the system. The short-run impulse response (i.e., response in the first quarter) 
displays a demand like adjustment. That is, quantity responds inversely to a shock in its own-
price. Adjustments are mostly completed after 4 to 8 quarters. Shocks in their own-price has 
permanent effect in beef. That is, it causes the beef equilibrium time path to establish a new 
level of equilibrium. On the other hand, the effect on pork and chicken is transitory, where 
the equilibrium time path reverts back to its old equilibrium level. This behavior could be due 
to many factors. A strong candidate to explain this from the demand side is that habit 
formation in beef consumption may be stronger compared to that in pork and chicken. From 
the supply side, it may be the case that investments in beef production are more lumpy and 
permanent in nature compared to pork and chicken. 
The variance decomposition analysis suggests that the assumption of exogeneity of 
prices and expenditure in standard demand analysis does not closely approximate the actual 
time series behavior of the demand variables. The quantity of beef is largely explained by 
other variables in the system, such as the price of beef On the other hand, the price of beef is 
a strong candidate to be exogenous, explaining closely more than half of its own variability, 
and its own-quantity explains only a very small percentage of its variability. Pork exhibits 
some degree of simultaneity, where the quantity of pork explains more than SO percent of its 
own variability and contributes about 30 percent of the variability of its own-price. Also, 
chicken quantity is relatively more exogenous than chicken price. However, the chicken 
price is explained more by other prices and expenditure than by the quantities of meat. This 
suggests that standard assumption in demand analysis may overestimate the influence of price 
and expenditure on demand. A corroborating evidence is found in the comparison of the 
elasticity estimates in the second paper and "elasticity" estimates in the third paper which 
shows that the elasticity values in beef are very comparable, while there is significant 
divergence of estimates in the case of pork and chicken. In the second paper, all quantity 
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adjustments are interpreted as demand adjustments since supply is assumed perfectly elastic. 
On the other hand, the third paper does not decompose the quantity adjustments. It is simply 
acknowledged that both supply and demand adjustments are driving the observed changes in 
quantity. The closeness of the estimates in beef in both models suggests that demand 
adjustments dominate in beef, whereas, the large departure of the estimates in pork and 
chicken suggest that in the latter supply adjustments are important. This may be due to the 
fact that in a given quarter supply can be considered inflexible in beef, flexible in pork, and 
very flexible in chicken. This results imply the need to account for endogeneity of prices and 
expenditure in standard demand analysis using procedures such as instrumental variable. 
Finally, the underlying assumptions of the analysis needs to be exposed to the surface 
so that on the one hand, the assumptions that conditions the conclusions of the study are 
clearly understood, and areas for further investigation will be made evident, on the other. 
Foremost is the assumption of separability. This assumption forced all cause-and-effect 
demand adjustments to be confined in the meat group category. The implications of this 
assumption on the test for structural change is a rich area for further exploration. In the first 
paper, structural breaks were identified using a linear-single equation consumption model. 
The sensitivity of these break-points to the chosen functional form is another legitimate 
research issue. In the formal test of the SCH of the second paper no attempt was made to 
pinpoint the source of forces causing structural change. Augmenting the standard demand 
model to accommodate demographic variables and health concern proxies may provide a 
richer picture of the structural change in meat. Also, the breaks used in the test may be too 
abrupt. Some gradual and smooth switching regression model might be a reasonable 
alternative specification. This may avoid the confusion of dynamic adjustment and structural 
change that was shown in the Montecarlo experiment. The issue of the time path of the 
varying parameter may be best explored using Flexible Least Squares. 
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The study also opens a number of interesting issues in the methodology of demand 
analysis. Of primary importance is the concept of cointegration. The cointegrating vector is 
considered as an estimate of long-run equilibrium parameters. It is interesting to ask in the 
context of demand analysis, can the cointegrating vector be also interpreted as long-run 
demand equilibrium parameters suitable for testing the theoretical demand properties? This 
concept may also lend easily to a limited test of the separability assumption. That is, some 
sequential test can be performed on a group of commodities to check if they have a long-run 
relationship with other commodities in the group. Absence of a long-run relationship would 
probably imply that the commodity in question is separable from the rest. It was also shown 
that the non-stationary property was more of a rule rather than an exception in many of the 
demand variables. There is a grooving suspicion in the literature that this time series property 
may be a major contributing factor in the rejection of theoretical demand property. 
Correcting for this property in a time series model is well understood, but correcting them 
within the standard demand model framework needs some careful study. Also, the influence 
of supply adjustment in aggregate demand data especially in chicken is significant. Proper 
accounting for this effect needs to be developed in order not to muddle the results of tests on 
other issues (e.g., dynamics or structural change). 
With the benefit of hindsight, it would have been optimal had the analysis proceeded 
as follows. First, a preliminary investigation of the time series properties of the variables 
used in the analysis is necessary to ensure proper and adequate handling of these properties. 
Next, some simple diagnostic procedures can be applied to identify possible break-points in 
the parameter space of the model. And finally, specification and estimation of a demand 
model that accounts for both the time series properties and possible breaks in the parameters. 
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DATA APPENDK 
A. U.S.A. Data 
QUANTITY PRICE 
rEAR BEEF PORK CHKN BEEF PORK CHKN 
1965.1 19.70 15.10 7.70 0.78 0.57 0.38 
1965.2 18.90 13.20 8.50 0.82 0.61 0.39 
1965.3 20.10 12.70 8.90 0.85 0.71 0.40 
1965.4 20.30 14.00 8.20 0.84 0.73 0.39 
1966.1 20.30 13.20 8.20 0.85 0.79 0.42 
1966.2 20.10 12.90 9.00 0.85 0.72 0.42 
1966.3 21.10 12.90 9.50 0.84 0.74 0.42 
1966.4 20.60 15.60 8.90 0.84 0.69 0.39 
1967.1 20.80 15.60 8.70 0.83 0.65 0.38 
1967.2 20.90 14.00 9.60 0.83 0.66 0.38 
1967.3 20.90 14.20 9.40 0.86 0.70 0.39 
1967.4 20.50 16.20 8.60 0.87 0.65 0.37 
1968.1 21.10 15.60 8.70 0.87 0.66 0.39 
1968.2 20.80 14.50 9.30 0.88 0.66 0.40 
1968.3 21.80 14.70 9.50 0.90 0.68 0.41 
1968.4 21.30 16.90 8.90 0.90 0.67 0.39 
1969.1 21.20 16.00 8.90 0.92 0.68 0.40 
1969.2 20.60 14.80 9.90 1.00 0.71 0.42 
1969.3 21.90 14.30 9.90 1.03 0.77 0.45 
1969.4 21.70 15.60 9.40 0.99 0.78 0.42 
1970.1 21.80 14.50 9.50 1.01 0.81 0.42 
1970.2 21.40 14.50 10.60 1.02 0.79 0.41 
1970.3 22.10 15.00 10.40 1.03 0.78 0.40 
1970.4 21.70 17.90 9.60 1.01 0.71 0.39 
1971.1 21.20 17.10 9.70 1.04 0.69 0.40 
1971.2 21.40 16.60 10.20 1.09 0.68 0.41 
1971.3 22.10 16.60 10.30 1.09 0.71 0.42 
1971.4 21.20 17.60 9.80 1.11 0.71 0.41 
1972.1 21.40 16.60 10.20 1.19 0.79 0.41 
1972.2 21.70 15.30 10.90 1.17 0.79 0.41 
1972.3 22.00 14.50 10.40 1.20 0.86 0.42 
1972.4 22.30 16.10 10.00 1.18 0.87 0.41 
1973.1 21.20 14.90 9.80 1.35 0.98 0.50 
1973.2 19.50 14.20 10.30 1.42 1.03 0.58 
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1973.3 19.90 12.90 10.10 1.49 1.21 0.75 
1973.4 21.40 15.00 10.00 1.42 1.16 0.55 
1974.1 21.10 15.50 10.10 1.53 1.15 0.58 
1974.2 21.40 15.70 10.70 1.42 0.99 0.53 
1974.3 22.00 14.80 10.40 1.49 1.07 0.54 
1974.4 22.80 15.40 9.20 1.42 1.11 0.58 
1975.1 22.90 13.90 9.30 1.37 1.14 0.59 
1975.2 21.50 12.90 10.30 1.55 1.23 0.59 
1975.3 23.00 11.30 10.30 1.66 1.49 0.69 
1975.4 23.80 12.40 9.90 1.61 1.53 0.66 
1976.1 24.90 13.00 10.30 1.51 1.41 0.62 
1976.2 23.50 12.10 10.90 1.51 1.38 0.61 
1976.3 25.10 12.90 11.00 1.45 1.37 0.61 
1976.4 24.00 15.70 10.20 1.45 1.20 0.55 
1977.1 23.90 14.30 10.50 1.45 1.20 0.58 
1977.2 23.10 13.50 11.40 1.46 1.22 0.61 
1977.3 24.00 13.20 11.20 1.49 1.31 0.62 
1977.4 23.50 14.70 10.60 1.53 1.28 0.60 
1978.1 22.70 13.90 11.10 1.63 1.37 0.60 
1978.2 22.30 13.60 12.10 1.86 1.42 0.68 
1978.3 22.00 13.60 11.90 1.89 1.45 0.71 
1978.4 22.50 14.70 11.40 1.90 1.50 0.67 
1979.1 21.00 14.50 11.90 2.15 1.56 0.70 
1979.2 19.40 15.50 13.20 2.36 1.48 0.70 
1979.3 19.50 16.10 13.10 2.27 1.38 0.66 
1979.4 19.80 17.70 12.00 2.28 1.34 0.65 
1980.1 19.30 17.30 12.60 2.35 1.34 0.69 
1980.2 19.30 17.60 13.10 2.31 1.25 0.65 
1980.3 19.60 16.10 12.20 2.42 1.44 0.76 
1980.4 19.90 17.10 11.80 2.42 1.54 0.77 
1981.1 19.70 16.70 12.50 2.38 1.49 0.76 
1981.2 19.30 15.90 13.20 2.35 1.45 0.72 
1981.3 20.00 15.40 13.30 2.43 1.58 0.75 
1981.4 19.70 16.80 12.40 2.40 1.59 0.71 
1982.1 19.20 15.10 12.70 2.37 1.60 0.72 
1982.2 19.10 14.60 13.60 2.47 1.69 0.72 
1982.3 20.30 13.80 13.80 2.48 1.85 0.73 
1982.4 19.80 14.90 12.60 2.37 1.87 0.69 
1983.1 19.50 14.40 13.40 2.38 1.83 0.70 
1983.2 19.60 15.20 14.10 2.45 1.71 0.69 
1983.3 20.80 15.40 13.50 2.38 1.65 0.75 
1983.4 19.90 16.80 12.50 2.31 1.60 0.77 
1984.1 19.60 15.30 13.20 2.43 1.62 0.85 
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1984.2 19.70 15.10 14.30 2.42 1.59 0.83 
1984.3 20.30 14.80 14.20 2.36 1.64 0.81 
1984.4 20.20 16.40 13.60 2.37 1.63 0.77 
1985.1 19.50 15.20 13.80 2.39 1.65 0.77 
1985.2 20.40 15.40 15.00 2.34 1.59 0.76 
1985.3 21.20 15.50 14.80 2.27 1.61 0.76 
1985.4 19.60 15.90 14.10 2.30 1.63 0.77 
1986.1 19.40 14.80 14.20 2.33 1.68 0.77 
1986.2 20.50 14.80 15.30 2.27 1.64 0.77 
1986.3 21.10 13.90 14.90 2.30 1.89 0.92 
1986.4 19.30 15.10 14.40 2.33 1.93 0.88 
1987.1 18.50 14.60 15.30 2.35 1.85 0.82 
1987.2 18.80 14.10 15.90 2.43 1.83 0.78 
1987.3 19.40 14.10 15.90 2.46 1.96 0.78 
1987.4 18.20 16.30 15.60 2.46 1.90 0.76 
1988.1 18.40 15.50 16.30 2.46 1.84 0.75 
1988.2 18.70 15.20 16.70 2.54 1.85 0.81 
1988.3 19.00 15.70 16.20 2.59 1.86 0.96 
1988.4 17.60 17.20 15.90 2.59 1.79 0.90 
B. AUSTRALIA Data 
QUANTITY PRICE 
YEAR BEEF PORK CHIKN BEEF PORK CHIKN 
1965.1 9.85 3.37 2.70 143.20 139.70 99.00 
1965.2 9.62 3.38 2.63 144.00 139.20 99.30 
1965.3 9.26 3.88 2.76 145.90 141.80 99.10 
1965.4 10.28 3.22 2.94 149.40 145.50 96.20 
1966.1 9.25 3.37 3.02 150.90 146.30 96.30 
1966.2 8.92 3.35 3.17 153.40 148.70 95.70 
1966.3 8.38 3.68 3.08 154.40 15160 103.10 
1966.4 9.53 3.22 2.95 154.50 151.60 103.10 
1967.1 9.81 3.52 3.21 154.60 149.30 103.10 
1967.2 10.13 3.75 3.45 157.90 146.20 103.20 
1967.3 8.29 3.99 3.33 160.60 147.10 103.40 
1967.4 10.91 3.76 3.13 170.40 152.20 103.00 
1968.1 10.50 4.07 3.23 186.40 159.00 111.80 
1968.2 11.38 4.03 3.23 196.70 165.70 119.40 
1968.3 8.10 4.32 3.44 204.20 189.00 120.00 
1968.4 10.87 3.33 3.31 212.90 209.00 124.50 
1969.1 12.64 3.27 3.65 209.80 219.20 127.80 
1969.2 14.19 3.24 3.62 192.40 219.60 130.60 
1969.3 15.60 3.54 3.55 175.50 231.20 128.20 
1969.4 15.36 2.83 3.10 166.70 239.80 127.00 
1970.1 16.88 2.95 3.38 167.20 246.70 137.90 
1970.2 16.80 2.84 3.53 165.10 250.20 142.50 
1970.3 14.88 3.31 3.72 174.10 261.60 143.30 
1970.4 16.23 2.67 3.49 179.00 272.60 155.00 
1971.1 16.64 2.89 3.81 180.20 273.70 155.30 
1971.2 16.67 3.10 3.78 188.70 276.60 152.70 
1971.3 14.95 3.71 3.74 194.60 284.80 154.80 
1971.4 16.78 2.83 3.60 195.50 288.60 170.50 
1972.1 13.86 3.04 4.02 206.10 292.70 172.10 
1972.2 16.82 3.34 4.11 206.40 295.20 176.20 
1972.3 16.26 3.76 4.30 206.30 299.80 179.10 
1972.4 15.32 3.17 4.15 213.90 304.50 177.70 
1973.1 16.36 3.25 4.25 223.60 311.30 178.30 
1973.2 13.70 3.23 4.39 245.70 328.10 174.60 
1973.3 14.04 4.00 4.67 253.60 340.60 183.00 
1973.4 
1974.1 
1974.2 
1974.3 
1974.4 
1975.1 
1975.2 
1975.3 
1975.4 
1976.1 
1976.2 
1976.3 
1976.4 
1977.1 
1977.2 
1977.3 
1977.4 
1978.1 
1978.2 
1978.3 
1978.4 
1979.1 
1979.2 
1979.3 
1979.4 
1980.1 
1980.2 
1980.3 
1980.4 
, 1981.1 
1981.2 
1981.3 
1981.4 
1982.1 
1982.2 
1982.3 
1982.4 
1983.1 
1983.2 
1983.3 
14.53 2.94 
9.49 3.24 
12.82 3.39 
9.76 3.94 
10.09 3.25 
11.05 3.73 
11.23 4.14 
10.08 4.42 
11.51 3.41 
11.28 3.80 
10.38 3.78 
11.92 4.34 
12.95 3.34 
11.67 3.60 
12.14 3.56 
9.94 4.42 
10.94 3.32 
9.51 3.84 
10.20 3.98 
9.13 4.67 
10.75 3.87 
11.04 4.07 
12.07 4.21 
10.28 4.27 
10.36 3.85 
9.20 3.87 
9.19 4 19 
9.30 4.83 
10.30 3.93 
10.02 4.21 
10.32 4.36 
8.21 4.50 
9.54 3.94 
8.56 4.21 
9.76 4.44 
10.16 4.66 
9.84 3.95 
8.84 4.37 
10.26 4.50 
9.78 4.75 
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4.55 297.60 
4.74 387.20 
4.98 409.60 
5.35 406.60 
5.43 429.80 
5.20 432.70 
5.27 433.50 
5.10 430.50 
4.68 433.50 
4.90 427.40 
4.81 429.30 
4.93 428.40 
4.36 421.20 
4.62 429.20 
5.25 432.20 
5.19 442.10 
4.75 446.90 
5.10 507.30 
4.92 505.80 
4.71 498.70 
4.73 506.70 
4.78 511.30 
5.12 522.50 
5.49 528.80 
5.44 526.10 
5.85 543.50 
5.78 544.60 
5.88 546.70 
5.70 549.40 
5.57 556.40 
5.75 565.40 
5.91 576.10 
5.82 581.90 
5.97 587.70 
6.07 600.00 
6.05 599.40 
5.66 607.80 
5.64 637.60 
5.24 663.10 
5.84 665.10 
364.50 183.50 
401.80 185.20 
418.20 192.80 
423.30 190.30 
428.90 193.30 
413.40 204.00 
402.00 199.00 
416.70 210.10 
427.00 223.00 
407.90 227.40 
425.90 232.40 
448.90 238.00 
457.80 242.60 
472.00 246.90 
480.00 247.70 
486.10 246.60 
497.70 253.20 
496.90 252.20 
485.60 268.60 
474.40 255.20 
480.60 257.00 
478.20 248.50 
490.60 251.50 
513.20 258.80 
523.40 276.30 
512.90 267.00 
519.70 263.50 
522.80 265.30 
532.30 274.10 
531.20 271.60 
531.20 270.30 
557.80 273.20 
561.70 282.80 
559.50 293.50 
567.80 285.00 
576.30 286.10 
589.00 284.70 
591.90 299.20 
603.70 294.10 
617.60 306.70 
