Abstract. For a pinched Hadamard manifold X and a discrete group of isometries Γ of X, the critical exponent δ Γ is the exponential growth rate of the orbit of a point in X under the action of Γ. We show that the critical exponent for any family N of normal subgroups of Γ 0 has the same coarse behaviour as the Kazhdan distances for the right regular representations of the quotients Γ 0 /Γ. The key tool is to analyse the spectrum of transfer operators associated to subshifts of finite type, for which we obtain a result of independent interest.
Introduction
Let X be a simply connected, complete Riemannian manifold whose curvatures are bounded between two negative constants -this is sometimes called a pinched Hadamard manifold. For any non-elementary discrete group of isometries Γ of X, the Γ-orbit of a point inside a ball of radius R grows exponentially R. More precisely, define the critical exponent δ Γ by δ Γ = lim sup R→∞ 1 R # log {g ∈ Γ : d(x, gx) ≤ R} .
It is easy to see that the definition is independent of x ∈ X. When Γ is nonelementary, the limit exists and δ Γ > 0 -see, for instance, [15] . If Γ is torsion-free then we may form the quotient manifold M = X/Γ and geodesic flow φ t : SM → SM on the unit tangent bundle SM . We refer to a closed geodesic γ in M and the corresponding periodic orbit γ in SM interchangeably. Write Per(φ) for the collection of periodic orbits, and write |γ| for the length of a geodesic and the period of the orbit. We say that a point x ∈ SM is wandering if it is contained in a neighbourhood U such that φ t U ∩ U = ∅ for all large t. The non-wandering set Ω(φ) is the collection of points that are not wandering. Note that when M is compact, Ω(φ) = SM . Following [15] , the Gurevič pressure, P(φ), of the geodesic flow is defined by
where W is any (non-empty) open subset of Ω with compact closure. Note that [15] defines the Gurevič pressure P(φ, F ) more generally for a potential F , but in our case F = 0 and so we simplify the notation P(φ, 0) = P(φ). Also contained in [15] is the proof that P(φ) = δ Γ when P(φ) > 0 (which is satisfied in our later specialisation). If Γ is cocompact, then
where Vol(x, R) is the volume of an R-ball around x ∈ X. For n-dimensional quaternionic hyperbolic space H n H , with n ≥ 2, and the Cayley plane H 2 O , Corlette [6] showed that this value is isolated in the following way. If Γ is a lattice in are notable in the approach to this problem, which we discuss in the next section.
In this paper we develop a dynamical approach to analyse the critical exponent of normal subgroups Γ Γ 0 , of a fixed (torsion-free) convex cocompact Γ 0 . The convex cocompact hypothesis says that the geodesic flow φ t 0 : SM 0 → SM 0 , where M 0 = X/Γ 0 , has compact non-wandering set Ω(φ 0 ).
For any Γ Γ 0 , we have δ Γ ≤ δ Γ0 and moreover δ Γ = δ Γ0 precisely when Γ 0 /Γ is amenable (we discuss the history of this result later). Consequently δ Γ < δ Γ0 when Γ 0 /Γ is non-amenable. Our result is to describe coarse behaviour of δ Γ , over any family N of normal subgroups of Γ 0 , in terms of Kazhdan distances associated to the quotients Γ 0 /Γ, which we explain below. Some natural families of coverings are a tower of regular covers M 1 → M 2 → · · · → M 0 , corresponding to a family Γ 1 ≤ Γ 2 ≤ · · · ≤ Γ 0 of normal subgroups of Γ 0 ; and the family of all non-amenable regular covers of M 0 , i.e. all Γ Γ 0 for which Γ 0 /Γ is non-amenable.
In the following, G is assumed to be a countable group (however, many of the definitions can be made in the setting of locally compact groups). We present the definition of an amenable group G due to Følner [8] . A group G is amenable if for every ǫ > 0, and for every finite set A, there exists a set E which is ǫ, A−invariant; that is, #E∆Ea ≤ ǫ#E, for all a ∈ A.
Write 1 E ∈ ℓ 2 (G) for the indicator function on the set E. Noting that #E∆Ea = |1 E − 1 Ea |, there is the following equivalent definition in terms of the right regular representation π G : G → U(ℓ 2 (G)), (π G (g)f )(x) = f (xg), due to Hulanicki [9] . A group G is amenable if and only if, for any finite generating set A ⊂ G, The main theorem of this paper is the following.
Theorem A. Let Γ 0 be a convex cocompact group of isometries of a pinched Hadamard manifold X, and let A be a finite generating set for Γ 0 . For any collection N of normal subgroups of Γ 0 , we have
We remark that this theorem is reminiscent of results on the bottom of the spectrum of the Laplacian (for example by Sunada [23] ) which we discuss in the next section.
If Γ 0 has property (T), then we have that
We remark that, in this case, [Γ 0 : Γ] = ∞ is equivalent to Γ 0 /Γ being non-amenable. It is known that the isometry group of for real hyperbolic space H n R does not have property (T), and so its cocompact subgroups also do not satisfy property (T). However, when we consider groups arising from variable curvature, we do find cocompact examples with property (T). Indeed, the mechanism behind the gap in the critical exponents for H n H and H 2 O , as shown by Corlette, is the fact their isometry groups have property (T) [2] . Corollary 1.1. With the hypotheses of Theorem A, if Γ 0 has property (T) then
The proof of Theorem A relies on an analysis of the dynamics of the geodesic flow, and in particular the symbolic dynamics for the geodesic flow. In this way, we relate the problem to the spectrum of group extended transfer operators. We prove an analogous theorem about the spectrum of group extended transfer operators which is of independent interest. This approach is a departure from the methods employed for the symmetric spaces.
This work was carried out as part of the author's PhD thesis. The author is therefore very grateful to Richard Sharp for introducing her to the topic, and for his careful reading of this manuscript.
History and background
A classical example of the interplay between combinatorial properties of a group, and the geometry on which it acts, is given in Brooks [4] , [5] . Let M → M 0 be a regular covering of a Riemannian manifold M 0 of "finite topological type" (i.e. M 0 is the union of finitely many simplices). Let λ 0 (M ) and λ 0 (M 0 ) denote the bottom of the spectrum of the Laplacian on M and M 0 respectively. Brooks shows that λ 0 (M ) = λ 0 (M 0 ) if and only if the group of deck transformation given by the covering is amenable. We will refer to a result of this form as an amenability dichotomy. This was extended by Sunada [23] in the following way. We assume now that M 0 is compact, and so λ 0 (M 0 ) = 0, and write M 0 = X/Γ 0 . For any Γ Γ 0 we get a regular cover M Γ = X/Γ of M 0 . Sunada shows that for any finite generating set A of Γ 0 , there are constants c 1 , c 2 depending only on the geometry of X and on A, such that for any regular cover M Γ = X/Γ, we have
where A/Γ denotes the projection of A to the quotient Γ 0 /Γ. These results were also generalised by Roblin and Tapie [18] , and in the thesis of Tapie, relating the difference λ 0 (M 0 ) − λ 0 (M ) to the bottom of the spectrum of a combinatorial Laplacian (which is in turn related to the Kazhdan distance). A consequence of these spectral results is that, for any family of normal subgroups N of Γ 0 , we have For real hyperbolic space H n R , the spectral geometry and dynamics are related by the celebrated Patterson-Sullivan theorem [22] . We have that,
There are analogous statements for the other noncompact rank 1 symmetric spaces. However these results fail to extend to spaces which do not satisfy such strong symmetry hypotheses.
We now return to the setting of the introduction: X is a pinched Hadamard manifold and Γ 0 is a (torsion-free) convex cocompact group of isometries. In this context, various authors have developed more dynamical methods to obtain an analogue of the amenability dichotomy of Brooks. With the hypotheses we have given X and Γ 0 , it was first showed by Roblin [17] that if Γ 0 /Γ is amenable, then δ Γ0 = δ Γ ; and recently Dougall and Sharp [7] have shown the converse, that δ Γ0 = δ Γ implies that Γ 0 /Γ is amenable. The difference in techniques is notable: Roblin's result was obtained by analysing Patterson-Sullivan measures on the boundary, whereas Dougall and Sharp exploit the symbolic dynamics for the geodesic flowit is this latter approach that we extend. Another important reference (that is key to [7] ) is that of Stadlbauer [21] , who obtained the equivalence in the setting of X = H n R and Γ 0 essentially free, and whose techniques we discuss later.
Subshifts of finite type, transfer operators and group extensions
For a finite alphabet W = {1, . . . , k}, we can give rules governing when two letters in the alphabet can be concatenated in terms of a k × k matrix A with entries 0 or 1. Namely, for i, j ∈ W, the concatenation ij is said to be admissible if A(i, j) = 1. In this way, the set of admissible words of length n, W n , is the collection of concatenations w = x 0 · · · x n−1 , where x 0 , . . . , x n−1 ∈ W and A(x i , x i+1 ) = 1 for all i = 0, · · · , n−2. Extending this to one-sided infinite words, define the (one-sided) shift space to be
The two-sided shift space Σ is defined analogously by
For brevity, we make the following definitions for the two-sided space Σ. However, they pass to Σ + by the canonical projection Σ → Σ + , given by forgetting past (negative) coordinates.
Write x to denote an element of Σ, and write x i for the sequence element at index i; in this way x = (x i ) i∈Z . Similarly, for an element w ∈ W n , we write w i to denote the ith element in the concatenation. There is a natural dynamical system, σ : Σ → Σ called the shift map, with defining property σ(x) i = x i+1 . Together, we call the pair (Σ, σ) a subshift of finite type, or in some literature, a topological Markov chain.
There is a natural topology with basis consisting of cylinder sets
for any j, k ∈ N, and w ∈ W k−j+1 . For the one-sided shift space Σ + , we often write
, where w ∈ W n . The topology is metrizable: for any 0 < θ < 1 define
We always assume that A is aperiodic, that is to say there is some N > 0 for which A N (i, j) > 0 for all i, j ∈ {1, . . . k}. We call the minimal N the aperiodicity constant. The assumption that A is aperiodic is equivalent to σ being topologically mixing, i.e. for any non-empty open sets U, V ⊂ Σ there is N for which σ −n (U ) ∩ V = ∅ for all n ≥ N .
The Hölder continuous functions f : Σ → R are defined by the existence of 0 < α ≤ 1 (a Hölder exponent ) and C such that for any x, y ∈ Σ,
Notice that replacing θ by θ 1/α gives that f has Hölder exponent 1 in this new metric. We will later fix a Hölder continuous r, and then assume that the metric is chosen to give r Hölder exponent 1.
For a strictly positive Hölder continuous function r : Σ → R, define the suspension space Σ r (with suspension r) by
where ∼ r is the equivalence relation (x, s) ∼ r (σx, s − r(x)). We define the suspension flow σ t r : Σ r → Σ r , locally by σ t r (x, s) = (x, s + t). The pressure P (f, σ) of a Hölder continuous f : Σ → R is defined to be
We now specialise to the one-sided shift space Σ + . For a Hölder continuous r : Σ + → R, we define the transfer operator L r :
where C(Σ + , R) is the Banach space of continuous functions with the supremum norm · ∞ . We write spr(L r ) for the spectral radius of L r in this Banach space, omitting explicit reference to the space. We find better spectral properties for L r when we restrict to the smaller Banach space of Hölder continuous functions. Write 
By the Ruelle Perron Frobenious theorem [14] , L r has a simple, isolated, maximal eigenvalue at e P (r,σ) . For a countable group G, define the group extension (with skewing function ψ :
(Note that in [7] the group extension by ψ is defined to be T (x, g) = (x, gψ(x)), and so to translate to the present terminology we need to take the inverse ψ −1 . We have chosen this convention so as to simplify the expression for the transfer operator.) In the following ψ is always assumed to depend only on one letter. In this way, we can think of ψ as a function ψ : W → G. Moreover, for every n ∈ N, we define ψ n :
. We therefore dispense with the cumbersome tilde, and simply write this function as r :
and so
Define the Banach space (C ∞ , · ) by
Then L r : C ∞ → C ∞ is a bounded operator. We will always take the spectral radius spr(L r ) with respect to the C ∞ norm, and continue to omit reference to the space.
Following Sarig, [19] , define the Gurevič pressure P Gur (f, T ψ ) of a Hölder contin-
where e G is them identity of G.
In general we have that if T ψ is topologically transitive then P Gur (r, T ψ ) ≤ log spr(L r ) ≤ log spr(L r ) = P (r, σ). If we assume in addition that the pair (ψ, r) is weakly symmetric, in the following sense, then we have that P Gur (r, T ψ ) = log spr(L r ) [10] . We say an involution † on W is weakly symmetric with respect to r if there are real numbers D n such that D 1/n n → 1 and
We then say that the pair (ψ, r) is weakly symmetric if there is an involution † such that ψ(v † ) = ψ(v) −1 for all v ∈ W, and such that † is weakly symmetric with respect to r.
It will be useful to extend the definition of weak symmetry to Σ. We say that † is symmetric with respect to r : Σ → R if there is some β(n) with β(n)/n → 0 as n → ∞, such that |r
In section 6 we show that in the one-sided case Σ + , the two definitions are equivalent (once we interperet
Assuming that (ψ, r) is weakly symmetric, the converse holds: if G is amenable, then P Gur (r, T ψ ) = P (r, σ) Remark 3.1. The statement of Stadlbauer's theorem is actually for the Banach space
where µ r is the equilibrium state for r. However, the proof only uses the fact that the spectrum is attained on the subset
which is isometrically isomorphic to ℓ 2 (G), and so the statment is true for any Banach space with this property (we will show that C ∞ has this property later). Moreover, Stadlbauer considers countable alphabets under a certain finiteness condition, namely having big images and pre-images. As the application we have in mind is for a finite alphabet we limit ourselves to the finite alphabet case.
Remark 3.2. Jaerisch [10] shows that we have the conclusion spr(L r ) = spr(L r ) if G is amenable, under no symmetry hypothesis.
In this paper we study a family of group extensions which can be seen as quotients of a fixed group extension ψ : Σ + → G. For each H G, write ψ H (x) for the coset of G/H given by ψ(x). In this way T ψH : Σ + ×G/H → Σ + ×G/H is a group extension with skewing function ψ H . For notational convenience, write L r,H for the transfer operator given by r and T ψH ; and write C ∞ H for the Banach space assosciated to L r,H . We also consider a family of transfer operators L rs,H where s → r s ∈ F θ , s ∈ [−1, 1], is continuous in the · θ topology.
By Proposition 3.1, if H G with G/H non-amenable and T
The proof in [21] finds an upper bound for spr(L r,H ) that depends on the first return to a cylinder under T ψH . As this bound does not suffice for our needs, we introduce a new condition on ψ that removes this dependency.
Definition 3.1. We say that (Σ + , G, ψ) satisfies linear visibility with remainder (LVR) if there exists a map χ : G → ∞ n=1 W n with the following properties:
• (visibility with remainder) there exists a finite set R ⊂ G such that for every g ∈ G, there are r 1 , r 2 ∈ R with ψ kg (χ(g)) = r 1 gr 2 , where k g is the length of the word χ(g); • (linear growth) there exists L such that for any finite collection g 1 , . . . , g r ∈ G,
, where k g is the length of χ(g), and k gi the length of χ(g i ), for each i.
Statement of Main Results
We restate our theorem about the behaviour of the critical exponent.
As in [7] , the proof of the theorem uses the dynamics of the geodesic flow φ t Γ : SM Γ → SM Γ , for M Γ = X/Γ, and in turn the dynamics of group extended shift spaces. Therefore it will be crucial to prove the following theorem about the spectrum of group extended transfer operators. This extends the results of Stadlbauer [21] .
As in the introduction, fix σ : Σ + → Σ + a topologically mixing subshift of finite type, and r : Σ + → R a potential. Fix G a countable group and ψ : Σ + → G constant on cylinders of length 1.
Theorem B. Let A be a finite generating set for G, and let N be a collection of normal subgroups of G.
(i.) Assume that (ψ, r) is weakly symmetric. Then
for some δ > 0.
Remark 4.1. If ψ : Σ + → G depends on n-coordinates, as opposed to one, then we may still apply the conclusions of Theorem B. To see this, let Σ + n denote the subshift of finite type whose alphabet is given by admissible words of length n for Σ + , and with transition matrix A n (u, v) = 1 if and only if u i+1 = v i for all i = 0, . . . , n − 2. Then ψ gives rise to ψ n : Σ + n → G depending only on one coordinate. Moreover, the statistics for the Hölder continuous functions, pressure and transfer operators pass to (Σ + N , ψ n ) in the natural way.
Axiom A flows and symbolic coding
We now take a brief excursion into the theory of Smale's Axiom A flows [20] and the symbolic coding of Bowen [3] .
Throughout, f t is a smooth flow on a complete Riemannian manifold N . A closed, f t -invariant set Λ ⊂ N is said to be hyperbolic if there is a continuous, Df t -invariant splitting of the tangent bundle
We remark that this definition is independent of the choice of metric when Λ is compact. The set Λ is said to be a basic set if (1) Λ is compact and hyperbolic; We now describe some of the constructions relating to the theory of (hyperbolic) basic sets, which play an important role in Bowen's symbolic coding.
For x ∈ Ω(f ) define the (strong) local stable manifold W s ǫ (x) and (strong) local unstable manifold W u ǫ (x) by
For small enough ǫ, these sets are diffeomorphic to embedded disks of codimension 1. These sets give us a local product structure [·, ·]. For sufficiently close x, y, we have that
, and we define [x, y] to be this intersection point.
Suppose that D 1 , . . . , D k are codimension 1 disks that form a local cross-section to the flow. We say that
Proposition 5.1 (Bowen [3] ). For all sufficiently small ǫ > 0, f t has a Markov section
These Markov sections provide us with a 'symbolic coding' for the geodesic flow. In the following, the Markov section S 1 , · · · , S k plays the role of an alphabet for a subshift of finite type Σ with transition matrix A, defined by A(i, j) = 1 if there is x ∈ int(S i ) with P x ∈ int(S j ). We specialise to the geodesic flow φ t 0 for the statement of the concluding proposition. We write N φ
We write S 
gS i , and P for the Poincaré map P : S → S. Define ψ : Σ + → Γ 0 by ψ(x 0 x 1 ) = g if there is z ∈ int(S x0 ) such that P z ∈ int(gS x1 ). We will verify that ψ is well-defined in the following lemma. For Γ Γ 0 , recall that we write ψ Γ for projection of ψ to Γ 0 /Γ. Write s = h Γ for the (unique) value for which P Gur (−sr, T ψΓ ) = 0. Proposition 6.1 (Dougall-Sharp [7] ). The map ψ is well-defined, and (ψ, r) is weakly symmetric. When Γ is non-trivial, T ψΓ is transitive. If h Γ > h ′ then h Γ = δ Γ ; otherwise δ Γ ≤ h ′ , where h ′ is the constant from Proposition 5.2.
We give an indication of the proof.
Proof. For each i, j with A(i, j) = 1, fix a simply connected ball V 0 containing the pair S i 0 , S j 0 (we may assume that ǫ was chosen sufficiently small to allow this). There is a unique connected component V of p −1 (V 0 ) containing S i . Let g ∈ Γ 0 be the unique element for which gS j ⊂ V . It follows that ψ(ij) = g; and therefore that ψ is well-defined.
We show that † is weakly symmetric with respect to r. Let x ∈ Σ be a point of period n, and write x † ∈ Σ for the sequence defined by (
, and so |r n (x) − r n (x † )| = 0 as required. Now, to complete the proof that (ψ, r) is weakly symmetric, we observe that the symmetry of the rectangles ι(S i 0 ) = S i † 0 and the fact that we chose S i , S
Recall that we write M Γ = X/Γ and φ In our setting, the "lim sup" in the definition of the Gurevič pressure is in fact a limit. Moreover, P(φ Γ ) = lim T →∞ 
We will use of the following constructions relating to the visual boundary ∂X of X. We can give the unit tangent bundle SX Hopf coordinates (x, y, t), with respect to some fixed o ∈ X. (We suppress the dependency of the base-point o as we only make statements up to reparamaterising the geodesic paths.) For any x, y ∈ X, denote by [x, y] the geodesic segment from x to y. If x, y ∈ ∂X, write [x, y] for the geodesic path with Hopf coordinates (x, y, t) t∈R (up to reparameterisation). Let L(Γ 0 ) be the limit set of Γ 0 . Write Ω = p −1 (Ω(φ 0 )). We have that Ω is equivalently characterised as the set of vectors that whose Hopf coordinates are (x, y, t), with x, y ∈ L(Γ 0 ). In order to verify the (LVR) condition from Definition 6.1 we use the following claim, whose proof is deferred until later.
Claim 6.1. There is a constant R > 0 such that for any g ∈ Γ 0 , there is a geodesic γ in Ω passing within distance R of x and of gx, and moreover γ does not intersect the boundary of any rectangle.
Write I for the collection of φ-orbit segments whose initial and terminal points lie in S, and such that they do not intersect the boundary of any rectangle gS i . We construct a map τ : I → n W n . Let γ ∈ I, and write its initial point as z. There is n such that γ is partitioned into orbit segments between P i z and P i+1 z, i = 0, . . . , n − 1. Define τ (γ) = w ∈ W n by P i z ∈ g i S w i , for some (unique) g i , for each i = 0, . . . , n − 1.
Lemma 6.1. (Σ, ψ, r) satisfies (LVR).
Proof. We construct a map λ : Γ 0 → S, and define χ : Γ 0 → n W n by χ = τ • λ. Fix some x ∈ X. For each T > 0, write R(T ) ⊂ Γ 0 for the elements h ∈ Γ 0 such that π(hS i ) has distance at most T to x, for some i. Notice that this set is necessarily finite.
Let g ∈ Γ 0 be arbitrary. Let γ be the geodesic given in Claim 6.1. Let
. We write w g for χ(g) = τ (λ(g)) and k g for the length of w g . There are (unique) h 1 , h 2 ∈ R(R + 2ǫ) and j 1 , j 2 , such that z 1 ∈ h 1 S j1 and z 2 ∈ gh 2 S j2 . Moreover, from the definition of ψ, we have that
1 gh 2 , verifying the first part of (LVR).
It remains to show the 'linear' part of (LVR). First, note that the length |λ(g)| of the orbit segement λ(g) satisfies
By the semi-conjugacy with φ t 0 , we have that r kg −1 (w g z g ) = |λ(g)| for some z g ∈ Σ.
Let g 1 , · · · , g m ∈ Γ 0 be arbitrary. Write
We now prove the claim.
Proof. We make use of the following material from the Patterson-Sullivan theory for X and Γ 0 . Our account is based on [15] . Since δ Γ0 < ∞, there exists a PattersonSullivan family {µ x } x∈X whose support is precisely the limit set L(Γ 0 ) (and has dimension δ Γ0 ). For a subset A ⊂ X, and a point x ∈ X ∪ ∂X, define O x A ⊂ ∂X, the shadow of A seen from x to consist of end-points of geodesic rays (if x ∈ X) or lines (if x ∈ ∂X) starting from x and meeting A. We also use the notation × ∆ to denote the direct product without the diagonal.
From Mohsen's shadow lemma [15] , we conclude that there is R ′ with
Since µ x is supported on L(Γ 0 ) we conclude that there is
Moreover, since the set of (y 1 , y 2 ) ∈ ∂X × ∆ ∂X such that [y 1 , y 2 ] passes through the boundary of any rectangle gS i has zero µ x × µ gx -measure, we may assume that (z 1 , z 2 ) has been chosen such that [z 1 , z 2 ] does not pass through the boundary of any rectangle. By the CAT(−κ) property of X, there are T 1 , T 2 > 0 (depending on R ′ ) such that [z 1 , z 2 ] passes within T 1 of x and gx, provided d(x, gx) ≥ T 1 . For a proof of this statement, see Lemma 3.17 of [15] . For those finitely many g ∈ Γ 0 with d(x, gx) < T 1 , we choose
(recall that z 1 , z 2 are functions of g). Thus taking R = max(D, T 2 ) completes the proof of the claim.
It was stated in section 3 that weak symmetry for the one-sided shift space is equivalent to a condition involving only periodic points. We include a proof here.
Lemma 6.2. A Hölder continuous f : Σ
+ → R is weakly symmetric with respect to † if and only if there are β(n) with β(n)/n → 0 as n → ∞ such that |r n (x)−r n (x † )| ≤ β(n) for any x ∈ Σ + with σ n x = x, and
Proof. Suppose that f : Σ + → R is weakly symmetric with respect to †. Let x ∈ Σ + with σ n x = x, and write w = x 0 . . . x n−1 ∈ W n . Then x ∈ [w] and x † ∈ [w † ] and so |r n (x) − r n (x † )| ≤ log D n by hypothesis. For the converse, let w ∈ W n . By the aperiodicity of Σ + , there is u ∈ W p (where p is the aperiodicity constant) such that wuw is admissible. Define x ∈ Σ + by the infinite concatenation of wu. Then for any y ∈ [w], and z ∈ [w † ], we have
For some constant C > 0 independent of w and n. The result follows by setting D n = e C e β(n+p) .
It is notable that the function given in Proposition 5.2 and Lemma 6.1 concern the two-sided shift space, whereas Theorem B is for the one-sided shift space. We can relate these in the following lemma. We say that a function, f : Σ → R, depends only on future coordinates if f (x) = f (y) when x i = y i for all i ∈ Z ≥0 . In this way, we may consider f to be a function f : Σ + → R.
Lemma 6.3. For any Hölder continuous r : Σ → R, there is a Hölder continuous r ′ : Σ → R depending only on future coordinates, satisfying
for any x ∈ Σ with σ n x = x. Moreover, if (r, ψ) is weakly symmetric, then (r ′ , ψ) is weakly symmetric, and we have P Gur (−sr ′ , T ψΓ ) = P Gur (−sr, T ψΓ ).
Proof. First, we can find a Hölder continuous r ′ : Σ → R depending on future coordinates which is cohomologous to r. Then, we note that since r and r ′ are cohomologous, it follows that
for any x ∈ Σ with σ n x = x. A good reference for this material is [14] . The second statement follows easily from the first, as only periodic points appear in definition of the Gurevič pressure, and periodic points are sufficient to verify weak symmetry by Lemma 6.2.
Remark 6.1. Note that in the lemma above, r ′ may have a different Hölder exponent to r.
We are now ready to prove the main theorem.
Proof of Theorem A. We begin with a proof of the following:
Let N be an arbitrary collection of normal subgroups of Γ 0 with inf Γ∈N κ A (π Γ0/Γ , 1) > 0. Write κ = inf Γ∈N κ A (π Γ0/Γ , 1). Since the trivial group {1} has δ Γ0 > δ {1} by construction, we will assume from now that {1} / ∈ N . By Lemma 6.1, in order to get a uniform bound on δ Γ , we just need to give a uniform bound for s = h Γ such that P Gur (T ψΓ , −sr) = 0. Note that the unique value s = h 0 for which P (−sr, σ) = 0 satisfies h 0 = h Γ0 = δ Γ0 Though ψ depends on two letters as opposed to one, we may still apply the conclusion of Theorem B(iii). That is, there are ǫ 1 , ǫ 2 > 0 such that for all s ∈
noting that spr(L −h0r ′ ) = 1. Moreover, since T ψΓ is transitive when Γ = {1}, we have that for all s ∈ [h 0 − ǫ 2 , h 0 ],
and so h Γ ≤ h 0 − ǫ 1 as required. We now proceed with the second part, completing the proof of Theorem A. That is, we will prove that
for every s. In particular, for s = h 0 ,
and for every ǫ > 0,
It follows that we can find a sequence Γ n with
Since h 0 − 1/n ≤ h Γn ≤ h 0 , we conclude that h Γn → h 0 as n → ∞; and by Lemma 6.1, δ Γn → δ Γ0 as n → ∞.
Proof of Theorem B(i)
We now return to the setting of subshifts of finite type and their group extensions. Let σ : Σ + → Σ + be a mixing subshift of finite type and T ψ : Σ + × G → Σ + × G. Fix a finite generating set A of G and let N be a collection of normal subgroups of G.
The aim of this section is to prove the following theorem.
Theorem B (i).
Assume that (ψ, r) is weakly symmetric. Then
Write ρ H for the representation of G in U(ℓ 2 (G/H)) induced by the action of G on the cosets G/H. We have that
We make use of an argument found in [13] which characterises property (T) in terms of the spectra of G-equivariant symmetric random walks. As we use a particular family of representations, we simplify the result to our setting. Let µ : G → [0, 1] be a discrete probability measure with µ(g) = µ(g −1 ) for all g ∈ G. In our setting, we always assume that µ has finite support. Define the random walk operator M :
. In this way we can write M = g∈G µ(g)π G (g). The operator M descends to the quotients of G in a straightforward way: for
. We write spr(M H ) for the spectral radius of the operator M H on the space ℓ 2 (G/H).
Proposition 7.1 (Ollivier [13] ). Let B = supp(µ). Then
We present the short proof of this fact.
Expanding the norm, and noting the self-
Therefore ǫ 2 /2 ≥ 1 − σ, and so κ A (ρ H , 1) ≥ 2(1 − σ). As σ is independent of H ∈ N , we conclude that inf H∈N κ A (ρ H , 1) > 0.
We are now ready to prove the theorem.
Proof of Theorem B(i).
Assume that (ψ, r) is weakly symmetric. Assume that
We make use of the following notation. For a ∈ W, n ∈ N and g ∈ G, write
n :
for some x 1 ∈ [a † ]; and
n , where ⋆ indicates the convolution
Define the symmetric random walk operators
The spectral radius can be found to be
where 1 e G/H ∈ ℓ 2 (G/H) is the indicator function on the identity of G/H. Therefore, log spr(M 2n,H ) = lim sup
We claim that there is a sequence C n > 0 with lim sup n→∞ C 1/n n → 1 such that
where Assuming the claim (whose proof we give later), we have that
Write B 2n for the support of µ 2n . Since A is assumed to generate G, and since B 2n is finite, we have that
for each n. Therefore sup H∈N spr(M 2n,H ) = 1. We can choose a sequence H n such that 0 = lim sup n→∞ 1 n log spr(M 2n,Hn ).
We conclude that 0 = lim sup
i.e. sup n P Gur (r, T ψH n ) = P (r, σ), as required. We now prove the claim. We have that
and by weak symmetry,
2D n e r n (u1x1) .
Therefore, g1,...,g 2l ∈G:
2D n e r n (u1x1)
2D n e r n (u2x2)
e r n (u2x2) .
Using the Hölder property of r, for each i we have,
where c θ = exp |r| θ ∞ j=0 θ j . We then bound the k-length product as
Putting these bounds together gives
e r 2nk (ux2) − log B n + 2 log 2D n + 2 log c θ .
Writing C n = (2D n c θ ) 2 , concludes the proof of the claim.
Auxiliary lemmas
Recall that L r has an isolated simple maximum eigenvalue at e P (r,σ) and strictly positive eigenfunction h ∈ F θ . We say that a function r is normalised if L r 1 = 1. Settingr = r − log h + log h • σ − P (r, σ), we have that Lr1 = 1, and moreover the spectra are related by spr(L r,H ) = e P (r,σ) spr(Lr ,H ). To see this, observe that the following inequality is satisfied pointwise for every H,
Therefore it suffices to prove Theorem B(ii) under the assumption that r is normalised. We write C c H ⊂ C ∞ H for the cone of non-negative functions that are constant in the Σ + -coordinate; that is, f ∈ C c H if f (x, g) = f (z, g) ≥ 0 for any x, z ∈ Σ + and g ∈ G/H. Note that L r,H does not preserve this cone.
As in the previous section, we write ρ H : G → U(ℓ 2 (G/H)) for the permutation representation determined by H G. Write ℓ 2 + (G/H) for the cone of non-negative functions in ℓ 2 (G/H).
Therefore we have,
with C = #W exp |r| θ 1−θ . This completes the proof.
As we have related the spectrum of the group extended transfer operators to expressions involving representations of G in ℓ 2 (G/H), we will make use of some general results about these representations. Lemma 8.2 (Følner [8] ). If G is non-amenable then:
Proof. In [8] it is shown that G is amenable if and only if there exists ǫ 0 such that for any finite collection a 1 , . . . , a n ∈ G there exists a finite E ⊂ G with
Negating these statements gives that G is non-amenable if and only if for all ǫ there exists a finite collection a 1 , . . . , a n ∈ G such that for every finite E ⊂ G we have We write κ 1 = 1 − κ 2 /16.
Lemma 8.3. Let ǫ > 0 be arbitrary. There is a finite subset B = B(ǫ) ⊂ G, such that the following holds. Assume that ρ : G → U(H) with κ A (ρ, 1) = κ > 0, for some finite subset A of G. For any f ∈ (H, |·|) and for each n we may choose E n = E n (f, ǫ) ⊂ G with the following properties:
(1) g∈En ρ(g)f ≤ 2 n (1 − κ 1 ) n |f |;
(2) #E n ≥ 2 n (1 − ǫ) n (3) For any g ∈ E n , we have g ∈ (A ∪ B) n .
Remark 8.1. Notice that though E n depends on f and on H, the subset B does not depend on f or H.
Proof. Let ǫ > 0 be arbitrary. Let B = B(ǫ) be the finite set given in Lemma 8.3. We may assume that e ∈ B. Let f ∈ H be arbitrary. We proceed by induction. Base case n = 1. We may choose a ∈ A such that |ρ(a)f + f | ≥ κ |f | ≥ κ 2 |f | , and so |ρ(a)f + f | ≤ 2(1 − κ 1 ) |f | , satisfying condition 1. Then setting E 1 = {a, e} completes the base case of the induction. Inductive step. Assume the claim is true for n. Set f n = g∈En ρ(g)f . Let a ∈ A such that |ρ(a)f n − f n | ≥ κ |f n |. Let b ∈ B such that #(E n ∪ E n a) ∩ (E n ∪ E n a) · b ≤ ǫ#E n a = ǫ#E n .
Notice that it follows that #E n a ∩ E n ab ≤ ǫ#(E n ∪ E n a) ≤ 2ǫ#E n , and similarly #E n ∩ E n ab ≤ 2ǫ#E n . We have two cases to consider: Case 1. |ρ(b)ρ(a)f n − ρ(a)f n | ≥ κ 2 |f n |. The result follows easily setting E n+1 = E n a ∪ E n ab. Case 2. |ρ(b)f n − f n | ≥ κ 2 |f n |. In this case |ρ(ba)f n − f n | = |ρ(ba)f n − ρ(a)f n + ρ(a)f n − f n | ≥ |ρ(a)f n − f n | − |ρ(b)ρ(a)f n − ρ(a)f n | ≥ κ 2 |f n | The result follows by setting E n+1 = E n ∪ E n ab.
Proof of Theorem B(ii)
We are now almost in a position to prove the theorem. Therefore, assume that (Σ + , ψ, G) satisfies (LVR), and write the associated map χ, linear constant L and remainder set R ⊂ G. Let N be a collection of normal subgroups of G for which inf H∈N κ A/H (π G/H , 1) = κ > 0, for a finite generating set A ⊂ G; Recall from section 8 that it suffices to prove the theorem under the condition that r is normalised.
The aim of this section is to find N 1 , N 2 ∈ N and η(κ) > 0 such that, for any H ∈ N , for any f ∈ ℓ Once and for all, fix ǫ > 0 sufficiently small to satisfy the following inequality
where κ 1 = (1 − κ 2 /16, as in the previous section. Now that ǫ is fixed, the set B = B(ǫ) from Lemma 8.3 is fixed.
The following constants appear in the estimations: α = min x∈Σ + e r(x) , p is the aperiodicity constant for Σ + , W = #W, R = #R, L is the (LVR) linear constant, and we write K = max g∈A∪B∪R k g , where k g denotes the length of the word χ(g). With these definitions we have ψ kg (χ(g)) = r 0 (g)gr 1 (g) with k g ≤ mKL, for some r 0 (g), r 1 (g) ∈ R, for each m, and each g ∈ (A ∪ B) m . Fix m sufficiently large to satisfy the inequality
It will be useful to write
