In this work we discuss the structure of ordinal pattern distributions obtained from orbits of dynamical systems. In particular, we consider the extreme cases of systems with a singular pattern distribution and of realizing each ordinal pattern of any order, respectively. Finally, we review results relating the Kolmogorov-Sinai entropy and the topological entropy of one-dimensional dynamical systems to the richness of the underlying ordinal pattern distribution.
Introduction
Ordinal time series analysis (see Bandt 4 , Keller et al. 7 ) is a new approach to the investigation of long and complex time series. From the modelling viewpoint, the time series considered are either realizations of stochastic processes or orbits of dynamical systems. Here we concentrate to the second case. The central subjects are ordinal patterns describing the up and down in orbits. 
Here note that originally the ordinal pattern of order d realized by x ∈ X was defined as the permutation
and
(The determination of π d (x) from i d (x) and vice versa is simple, but not relevant here.) In the permutation language the ordinal pattern of order d realized by x can be immediately seen from the ordinal pattern of order
. . , r d+k ) by omitting the entries 0, 1, . . . , k in (r 0 , r 1 , . . . , r d+k ) and subtracting k from the remaining entries. In order to get
. . , r d+k ), one simply has to omit the entries
Ordinal patterns under iteration
Prerequisites and notions. Let X ⊆ R and let E be a σ-algebra on X . We will consider measurable maps f : (X , E) ← with the property that
Clearly, this property is satisfied in the case E = B(X ), where B(X ) is the Borel-σ-algebra on X . A probability measure κ on E is said to be f -
Infinite patterns and the backward map. Ordinal patterns of order
) starting at some point x ∈ X . From the viewpoint of prediction, for example, it is however better to see them as determined from an orbit landing at z. The higher the order d of the ordinal pattern is, the more information on the 'past' of z is given, where higher order patterns are 'extensions' of lower order ones. Therefore, it is natural to consider the set I ∞ = × ∞ l=1 {0, 1, . . . , l} of infinite ordinal patterns. There is a special dynamics on I ∞ which we describe now.
First of all, we equip I ∞ with the topology generated by the set of elementary cylinder sets
Note that I ∞ is compact with respect to this topology. The backward map describes the intrinsic structure of ordinal patterns of arbitrary order under iteration (compare text below Def. 1.1).
is called the backward map.
As shown in Keller et al., 7 the map B ∞ : I ∞ ← is continuous, hence Borel-measurable. Note that it plays a similar role as the shift-map on {1, 2, . . . , n} ∞ in symbolic dynamics for a symbolization decomposing the state space into n pieces.
Distribution of ordinal patterns
Given a map f on a measurable space (X , E) with (4) and an invariant probability measure κ, we are interested in the distribution of ordinal patterns realized by X , which is well-defined by the invariance of κ. This distribution can be considered as the unique measure µ = µ κ on the space (I ∞ , B(I ∞ )) of infinite ordinal patterns defined by
Note that the probability of (finite) ordinal patterns (i l ) n l=1 ∈ I d is here directly addressed by the measure of the elementary cylinder sets
One easily sees that µ is B ∞ -invariant (see Keller et al. 7 ). The richness of the ordinal pattern distribution µ characterizes somehow the complexity of a dynamical system. Let us first describe the case that µ is singular.
Theorem 3.1. Let X ⊂ R, let E be a σ-algebra on X , and let f : (X , E) ← be a measurable map. Further, let κ be an f -invariant probability measure on (X , E) satisfying (4) . Then for µ = µ κ the following statements are equivalent:
There exists a set E ∈ E whose elements realize the same ordinal patterns for each given order and some p ∈ N with f
Since the ordinal pattern of order kp realized by x ∈ E is equal to (i l ) kp l=1 for each x ∈ E, the ordinal patterns realized in E coincide for any given order.
(iii) =⇒ (i): Given an E as described in (iii), let (i
Note the part '(i) =⇒ (ii) of Theorem 3.1 shows that the singular part of µ = µ κ is concentrated on a set of points being periodic with respect to the map B ∞ .
If ordinal patterns are obtained from a real-valued stochastic process with independent identically distributed continuous random variables, all ordinal patterns of a given order have the same probability. The distribution describing this case adequately is the probability measure Λ on (I ∞ , B(I ∞ )) -the equidistribution -defined by 
We want to show that with respect to f n each ordinal pattern of order 2n is realized by the points of a non-empty open subset of [0, 1] 1, 2, . . . , 2n. Given a permutation 1, 2, . . . , 2n. This is possible since each of the intervals J k is mapped onto ]0, 1[. One easily sees that x 0 realizes the ordinal pattern π and that there exists a neighborhood of x 0 consisting of points realizing the same ordinal pattern. Now for n ∈ N 0 let a n = 1 − 2 −n . Then clearly [0, 1[ is the disjoint union of the intervals I n = [a n−1 , a n [; n ∈ N having length 2 −n . Let f :
f is continuous and maps each of intervals [a n−1 , a n ] onto itself 'like as small copy of f n ' (see Fig. 3 ). This shows that f realizes each ordinal pattern of arbitrary order on a non-empty open set. It can easily be seen that the Lebesgue measure is f -invariant.
Permutation entropy and topological permutation entropy
With the exception of a few number of extreme cases, the cardinality of ordinal patterns of order d realized by a map f is increasing for d. The rate of this increasing can be used for quantifying the complexity of a given map. This more generally leads to the concepts of permutation entropy and topological permutation entropy introduced by Bandt et al.:
If E is a σ-algebra with (4), f is measurable and κ is an f -invariant measure on (X , E), let 
for µ = µ κ , had been used to define permutation entropy. This definition would extend to a quantity related to a B ∞ -invariant measure µ on (I ∞ , B(I ∞ )).
In the case that all ordinal patterns are realized by a map f as in Example 3.1, the topological permutation entropy is infinite. Since according to Stirling's formulae lim n→∞
in particular, the topological permutation entropy is infinite (see also Amigó et al. 3 ). Bandt et al. 6 have shown the following interesting statement: By the above result, for ergodic piecewise monotone interval maps the Kolmogorov-Sinai can principally be estimated using the empirical permutation entropy of a part of an orbit. Unfortunately, there is not much known about for which maps (i) resp. (ii) of Theorem 4.1 is valid. In this connection, note that Misiurewicz 9 has given an example of an interval map with zero topological entropy but non-zero permutation entropy.
In order to generalize Theorem 4.1 in a certain sense, Amigó et al.
1
and Amigó and M. B. Kennel 2 have given relaxed definitions of permutation entropy and topological permutation entropy. Roughly speaking, they mimic the Kolmogorov-Sinai entropy and topological entropy by considering permutation entropy and topological entropy of a coarse-graining and then letting the diameter of pieces go to zero. For ergodic and expanding interval maps they get (i) and (ii) of Theorem 4.1, repectively, for the relaxed definitions. Note that from the practical viewpoint, the definitions are not too different from the original ones, because each computer uses finite precision. It is an advantage of the approaches of Amigo and coauthors that their approach also includes multidimensional interval maps.
