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ABSTRACT
To date weak gravitational lensing surveys have typically been restricted to small
fields of view, such that the flat-sky approximation has been sufficiently satisfied.
However, with Stage IV surveys (e.g. LSST and Euclid) imminent, extending mass-
mapping techniques to the sphere is a fundamental necessity. As such, we extend the
sparse hierarchical Bayesian mass-mapping formalism presented in previous work to
the spherical sky. For the first time, this allows us to construct maximum a posteriori
spherical weak lensing dark-matter mass-maps, with principled Bayesian uncertain-
ties, without imposing or assuming Gaussianty. We solve the spherical mass-mapping
inverse problem in the analysis setting adopting a sparsity promoting Laplace-type
wavelet prior, though this theoretical framework supports all log-concave posteriors.
Our spherical mass-mapping formalism facilitates principled statistical interpretation
of reconstructions. We apply our framework to convergence reconstruction on high
resolution N-body simulations with pseudo-Euclid masking, polluted with a variety
of realistic noise levels, and show a dramatic increase in reconstruction fidelity com-
pared to standard approaches. Furthermore we perform the largest joint reconstruc-
tion to date of all publically available shear observational datasets (combining DESY1,
KiDS450 and CFHTLens) and find that our formalism recovers a convergence map
with significantly enhanced small-scale detail. Within our Bayesian framework we vali-
date, in a statistically rigourous manner, the community’s intuition regarding the need
to smooth spherical Kaiser-Squies estimates to provide physically meaningful conver-
gence maps. Such approaches cannot reveal the small-scale physical structures that
we recover within our framework.
Key words: gravitational lensing: weak – (Cosmology:) large-scale structure of Uni-
verse – Methods: statistical – Methods: data analysis – techniques: image processing
– techniques: compressed sensing
1 INTRODUCTION
Gravitational lensing is an astrophysical phenomenon
through which the geometry of distant galaxies becomes dis-
torted by the intervening matter distribution. Mathemati-
cally, this lensing effect is a perturbation by the local mat-
ter topology of the null geodesics along which photons travel
(Grimm & Yoo 2018; Bartelmann & Schneider 2001; Schnei-
der 2005). As such, gravitational lensing is sensitive to all
matter (both visible and invisible) and is thus a natural tool
with which to probe the nature of dark matter.
Weak gravitational lensing refers to the vast majority
of lensing events for which the lens equation is singular –
? E-mail: m.price.17@ucl.ac.uk
i.e. for which images are not multiply sourced or ‘strongly
lensed’. Equivalently the weak lensing regime can be defined
as the regime in which the lensing perturbations remain (to
a good approximation) linear. At first order the effect of
weak lensing on distant galaxy images manifests itself as
two quantities: the spin-0 magnification referred to as the
convergence field 0κ, and a spin-2 perturbation to the ellip-
ticity (third-flattening) referred to as the shearing or shear
field 2γ.
Due to the ‘mass-sheet degeneracy’ there is no way to
construct a priori estimates of the intrinsic brightness, hence
the convergence field is an unobservable quantity – theoret-
ically one could infer the convergence field directly from the
galaxy sizes, but the intrinsic dispersion is too high (Als-
ing et al. 2015). However, as the distribution of instrinsic
© 2018 The Authors
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ellipticities has zero mean and sufficiently tight dispersion,
averaging sufficient observations within a given pixel can
provide an accurate estimator for the shear signal. As such,
measurements of the shear field 2γ are typically taken and
inverted to form estimates of 0κ – coined dark matter mass
maps by Clowe et al. (2006).
A large proportion (Taylor et al. 2018) of cosmological
information can be extracted directly from the shear field
(Van Waerbeke et al. 2013; Fluri et al. 2019; Giblin et al.
2018), however recently cosmologists have become increas-
ingly interested in extracting information from higher or-
der statistics, such as peak & void statistics and Minkowsk
functionals, which are typically calculated directly from the
convergence field (e.g. Munshi & Coles 2017; Coles & Chi-
ang 2000; Peel et al. 2018; Fluri et al. 2018) – motivating
research into optimal mass-mapping techniques. Typically,
these higher order statistics aim to probe the non-Gaussian
information content of the convergence field.
Mapping from shear to convergence (mass-mapping) re-
quires solving an (often seriously) ill-posed inverse prob-
lem – mass-mapping takes the form of a typical noisy in-
painting axisymmetric deconvolution problem which is clas-
sically ill-posed. The most naive mass-mapping technique
for small fields of view is planar Kaiser-Squires (KS; Kaiser
& Squires 1993) which is direct inversion of the forward
model in Fourier space. This estimator does not take into
account noise or boundary effects, and so is typically post-
processed via convolution with a large Gaussian smoothing
kernel, thus heavily degrading the quality of high-resolution
non-Gaussian information. Moreover, decomposition of spin-
fields on bounded manifolds is known to be degenerate
(Bunn et al. 2003) and so for non-trivial masking the KS
estimator is ill-defined and can be shown to perform poorly
(see Section 5).
Many, perhaps more sophisticated, approaches to mass-
mapping on the plane have been developed (e.g. Vander-
Plas et al. 2011; Lanusse et al. 2016; Jeffrey et al. 2018;
Jee et al. 2016) though all either lack a principled statisti-
cal framework or rely heavily on assumptions or impositions
of Gaussianity. In previous work we present a sparse hier-
archical Bayesian formalism for planar mass-mapping (Price
et al. 2018; Price et al. 2019b,a) that provides fully principled
statistical uncertainties without the need to assume Gaus-
sianity and without the computational overhead of MCMC
methods (e.g. Schneider et al. 2015; Corless et al. 2009; Als-
ing et al. 2016).
One key assumption of these ‘planar’ mass-mapping
techniques is that the area of interest on the sky can be
well approximated as a plane. This assumption is colloqui-
ally referred to as the the flat-sky approximation. For small-
field surveys this approximation is typically justified. How-
ever for future wide-field Stage IV surveys mass-mapping
must be constructed natively on the sphere (Chang et al.
2018) to avoid errors due to projection effects, which can
be large (Wallis et al. 2017a; Vallis et al. 2018). Naturally
one can naively invert the spherical forward model to form
the spherical Kaiser-Squires estimator (SKS; Wallis et al.
2017a) which avoids projection effects but is seriously ill-
posed, as is the KS method.
In this paper we extend the previously developed hier-
archical Bayesian-sparse formalism to the sphere which, for
the first time, allows maximum a posteriori (MAP) conver-
gence reconstruction with principled Bayesian uncertainties
in very high-dimensions natively on the sphere without mak-
ing any assumptions or impositions of Gaussianity. Through-
out this paper we refer to our estimator, formed within this
framework, as the DarkMapper estimator (and by extension
the DarkMapper codebase). The reconstruction formalism
presented in this paper and any uncerainty quantification
techniques that follow support any choice of likelihood or
prior such that the posterior function belongs to the (rather
comprehensive) set of log-concave functions. As such one can
incorporate various experimental or systematic effects in fu-
ture, e.g. more complex noise models or intrinsic alignment
corrections etc.
The structure of this paper is as follows. In Section 2
we provide background mathematical details relevant to the
scope of this paper, such as the analysis of spin signals on
the sphere, and succiently review weak gravitational lens-
ing. Following this Section 3 provides a cursory introduc-
tion to Bayesian analysis before presenting and discussing
both the general hierarchical Bayesian formalism and our
DarkMapper estimator. In this section we explicitly outline
the likelihood and priors used throughout this paper but
place emphasis on the generality of this formalism. Further-
more, we outline how to fold uncertainty in regularization
parameters into the hierarchy via the allocation of a suit-
able (here a conjugate) hyper-prior distribution. In Section
4 we extend previously developed uncertaintiy quantifica-
tion techniques to the spherical space and discuss how one
should approach constructing custom uncertainty quantifi-
cation techniques which fit within our formalism. In sections
5, using high resolution N-body (Takahashi et al. 2017) sim-
ulations, pseudo-Euclid masking (a masking of the galactic
plane and the ecliptic) and noise realisations representative
of a variety of weak lensing survey eras ( including Stage IV)
we demonstrate the drastic increase in reconstruction fidelity
of DarkMapper over SKS. Penultimately, in Section 6 we ap-
ply both the SKS and DarkMapper estimators to a global
weak lensing dataset constructed via the concatenation of all
publicly available observational datasets. To the best of our
knowledge this is the first such global spherical dark-matter
mass-maps. Furthermore, we perform global Bayesian un-
certainty quantification on these reconstructions. Finally, in
Section 7 we draw conclusions.
2 BACKGROUND
Here we present a cursory synopsis of the relevant back-
ground required to understand weak lensing on the sphere.
In no way is this a complete description and so we recom-
mend the reader follow related papers (Wallis et al. 2017b,a;
McEwen et al. 2015b).
2.1 Spin-s Spherical Fields
Local rotations by χ ∈ [0, 2pi) about the tangent plane cen-
tered on the spherical coordinate ω = (θ, ψ) ∈ S2 of square
integrable spin-s fields for s ∈ Z are defined generally by
(Goldberg et al. 1967; Newman & Penrose 1966; Wallis et al.
2017a; McEwen et al. 2013a)
s f ′(ω) = e−isχs f (ω), (1)
MNRAS 000, 1–18 (2018)
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where ω = (θ, ψ) are standard spherical coordinates, given by
co-latitude θ ∈ [0, pi) and longitude ψ ∈ [0, 2pi). The natural
set of orthogonal basis functions for spherical fields are the
spherical harmonics Y` m(ω).
When considering spin-s fields on S2 the natural set
of orthogonal basis functions are the spin-weighted spher-
ical harmonics. The spin weighted spherical harmonics are
generated by application of the spin raising and lowering op-
erators (ð and ð¯ respectively) to the spherical eigenfunctions
Y` m(ω). The spin-s raising and lowering operators are given
respectively, by
ð ≡ − sins θ
( ∂
∂θ
+
i∂
sin θ∂ψ
)
sin−s θ, (2)
ð¯ ≡ − sin−s θ
( ∂
∂θ
− i∂
sin θ∂ψ
)
sins θ. (3)
On application to sY` m(ω) we find the recursion rela-
tions,
ð sY` m(ω) =
[(` − s)(` + s + 1)]1/2 s+1Y` m(ω), (4)
ð¯ sY` m(ω) = −
[(` + s)(` − s + 1)]1/2 s−1Y` m(ω). (5)
Following these recursions it is clear that any spin-s
weighted spherical harmonic can be represented as s ∈ N
repeated applications of the spin raising (lowering) operator
ð to the standard spin-0 spherical harmonic Y` m such that,
sY` m(ω) =
[ (` − s)!
(` + s)!
] 1
2 ðsY` m(ω), (6)
for positive semi-definite spin 0 ≤ s ≤ `, and for negative
semi-definite spin −` ≤ s ≤ 0 by,
sY` m(ω) = (−1)s
[ (` + s)!
(` − s)!
] 1
2 ð¯−sY` m(ω). (7)
The spin-s weighted spherical harmonics form a com-
plete set of orthogonal basis functions which leads to the
harmonic representation of a spin-s field s f (ω) by
s f (ω) =
∞∑
`=0
∑`
m=−`
s fˆ`m sY` m(ω). (8)
We can then trivially invert this decomposition to give
the spin-s field s f (ω) projected onto the spin basis eigen-
functions (i.e. the spin-spherical harmonic coefficients),
s fˆ`m =
∫
S2
dΩ(ω) s f (ω) sY∗`m(ω), (9)
where the integral is over the sphere S2, and dΩ(ω) =
sin θdθdφ is the rotation invariant measure on the sphere.
Typically the signal is band-limited at `max which implies
s f`m = 0, ∀` ≥ `max allowing the ` summations in equation
(8) and the upper limit of the integral in equation (9) to be
truncated at `max to make the computation tractable.
2.2 Weak Lensing on the Sphere
This section provides a basic introduction to weak lensing
mass-mapping in the spherical setting. For a more detailed
introduction, we refer the reader to popular reviews (e.g.
Bartelmann & Schneider 2001; Schneider 2005).
Gravitational lensing is an astrophysical effect which de-
scribes the deflection of distant photons as they propagate
to us here and now by the intervening local matter distribu-
tion. As lensing is sensitive to the local matter distribution
(both visible and dark), it provides a natural cosmological
probe of dark matter.
Specifically, the weak lensing (WL) regime refers to pho-
tons which have angular position on the source plane β (rel-
ative to the line-of-sight from observer through the lensing
mass) smaller than one Einstein radius θE to the interven-
ing lensing mass. Mathematically this restricts us to singular
solutions of the lens equation,
β = θ − θ2E
θ
|θ |2 , where θE =
√
4GM
c2
fK (r − r ′)
fK (r) fK (r ′), (10)
for angular diameter distance fK , defined in the usual sense,
which is dependent on the curvature of the Universe K. The
Universe has been observed to be essentially flat (Planck
Collaboration et al. 2018) and so to a good approximate
K ≈ 0⇒ fK (r) ≈ r, where r is the comoving distance.
Galaxies are naturally sparsely distributed across the
sky and so the overwhelming majority of observations fall
within the weak lensing regime (Bartelmann & Schneider
2001). Now consider a lensing potential φ which is the
weighted integral along the line of sight of the local New-
tonian potential Φ,
φ(r, ω) = 2
c2
∫ r
0
dr ′ fK (r − r
′)
fK (r) fK (r ′)Φ(r
′, ω). (11)
Poisson’s equation must then be satisfied by the local New-
tonian potential,
∇2Φ(r, ω) = 3ΩMH
2
0
2a(r) δ(r, ω), (12)
where δ(r, ω) is the fractional over-density, H0 is the Hubble
constant, a(r) is the scale-parameter and ΩM is the matter
density parameter. At first order two physical lensing quan-
tities can be constructed, these being the gravitational shear
2γ and the convergence 0κ (Bartelmann & Schneider 2001;
Schneider 2005), where the subscripts reflect the spin of each
field.
These quantities are related to the underlying scalar
integrated potential 0φ by the relations (Castro et al. 2005;
Wallis et al. 2017a),
0κ(r, ω) = 14 (ðð¯ + ð¯ð) 0φ(r, ω), (13)
2γ(r, ω) = 12ðð 0φ(r, ω), (14)
If we now project these values into their harmonic represen-
tations by equation (9) we find the harmonic space relations,
0 κˆ`m = −12 `(` + 1) 0φˆ`m, (15)
2γˆ`m =
1
2
√
(` + 2)!
(` − 2)! 0φˆ`m. (16)
We can then trivially draw a relationship between 2γˆ`m and
0 κˆ`min harmonic space,
2γˆ`m =W` 0 κˆ`m, (17)
which is the spherical forward model. We have defined a map-
ping kernel (as in e.g. Wallis et al. 2017a) in harmonic space
MNRAS 000, 1–18 (2018)
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such that,
W` = −1
`(` + 1)
√
(` + 2)!
(` − 2)! . (18)
This mapping is analogous to the planar forward model
(Price et al. 2018) but now defined on S2. This mapping
can trivially be inverted to define the so-called ‘Spherical
Kaiser-Squires’ (SKS, Wallis et al. 2017a) convergence esti-
mator,
0 κˆ
SKS
`m =W−1` 2γˆobs`m , (19)
where superscript ‘obs’ refers to the observations (or mea-
surements) of a given shear field 2γ. A real-space represen-
tation of this mapping exists (Wallis et al. 2017a).
3 SPHERICAL BAYESIAN MASS-MAPPING
Hierarchical Bayesian frameworks facilitate a natural, math-
ematically principled approach to uncertainty quantifica-
tion. For an elegant and approachable introduction to
Bayesian methods see Trotta (2017). This section introduces
Bayesian inference and proceeds to demonstrate how one
may cast the spherical mass-mapping inversion as a hierar-
chical Bayesian inference problem. For notational ease, we
drop spin subscripts on κ and γ henceforth.
3.1 Bayesian Inference
First consider the posterior distribution given by Bayes’ The-
orem,
p(κ |γ;M) = p(γ |κ;M)p(κ;M)∫
CN
p(γ |κ;M)p(κ;M)dκ , (20)
where the likelihood function p(γ |κ;M) represents the prob-
ability of observing a shear field γ given a convergence field
κ and some well defined model M (which includes both the
mapping Φ : κ 7→ γ and some assumptions of the noise
model). The second term in the numerator, p(κ;M) is re-
ferred to as the prior which encodes some a priori knowl-
edge as to the nature of κ. Finally, the integral denominator
is the Bayesian evidence (or marginal likelihood) which can
be used for model comparison, though we do not consider
this within the scope of the current paper.
One approach to estimate the convergence field is given
by maximizing the posterior odds conditional on the mea-
surements γ and model M. Such a solution is referred to as
the maximum a posteriori (MAP) solution, κmap. This can
done by either maximization of the posterior or – due to
the monotonicity of the logarithm function – minimization
of the log-posterior,
argmax
κ
{
p(κ |γ;M)} ≡ argmin
κ
{ − log( p(κ |γ;M) )}. (21)
This is a particularly helpful realization as the latter prob-
lem is more straightforward to compute and, for log-concave
posteriors, allows one to to pose the problem as a convex op-
timization problem for which one may draw on the field of
convex optimization.
3.2 Spherical Sparse Mass-Mapping
In this paper we consider the ill-posed linear inverse problem
of recovering the complex discretized spherical convergence
κ ∈ CNS2 on the complex S2-sphere from a typically incom-
plete (M < N) set of M complex discretized shear measure-
ments γ ∈ CM . Throughout we adopt the McEwen-Wiaux
(MW) pixelization scheme, which provides theoretically ex-
act spin spherical harmonic transforms (SSHT) due to exact
quadrature (McEwen & Wiaux 2011).
We begin by defining the measurement operator (op-
erator which encodes the forward model) which maps from
a fiducial convergence field to the observed shear measure-
ments
Φ ∈ CM×NS2 : κ ∈ CNS2 7→ γ ∈ CM . (22)
In the spherical setting, by noting the spherical lensing for-
ward model given by equation (18) this measurement oper-
ator naturally takes the form,
Φ = M2Y˜ W 0Y, (23)
where sY and sY˜ represent the forward and inverse spin-s
spherical harmonic transforms respectively, M is a masking
operator, andW is harmonic space multiplication by the ker-
nel W` defined in equation (18). The adjoint-measurement
operator can then be shown to be,
Φ† = 0Y† W 2Y˜†M†, (24)
where it should be noted that from symmetry W is trivially
self-adjoint. Additionally, it is important to note that adjoint
(†) spin-s spherical harmonic transforms are not equivalent
to the corresponding inverse spherical harmonic transforms
– an important caveat often overlooked throughout the field.
3.2.1 Likelihood Function
Suppose now that measurements γ are acquired under some
additive Gaussian noise ni ∼ N(0, σ2i ) ∈ CM where σi is the
noise standard deviation of a given pixel which is primarily
dependent on the number of observations within said pixel,
which is in turn dependent on the pixel size and number
density of galaxy observations. Then the data acquisition
model is simply given by
γ = Φκ + n. (25)
In such a setting the Bayesian likelihood function (data fi-
delity term) is given by the product of Gaussian likelihoods
defined on each pixel with pixel noise variance σ2i , which is
to say an overall multivariate Gaussian likelihood of known
covariance Σ = diag(σ1, σ2, . . . , σM ) ∈ RM×M . Let Φiκ be the
value of Φκ at pixel i, then the overall likelihood is then
defined as,
p(γ |κ) ∝
M∏
i=0
exp
(
−(Φiκ − γi)2
2σ2
i
)
=
M∏
i=0
exp
(
−1
2
(
Φ¯iκ − γ¯i
)2)
,
= p(γ |κ) ∝ exp
(
−‖Φ¯κ − γ¯‖22
2
)
, (26)
where ‖·‖2 is the `2-norm and Φ¯ = Σ−1Φ is a composition of
the measurement operator and an inverse covariance weight-
ing as defined in Section 3.2. Effectively this covariance
MNRAS 000, 1–18 (2018)
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weighting leads to measurements γ¯ = Σ−1γ which whiten
the typically non-uniform noise variance in the observational
data (shear field).
This likelihood is therefore structured to correctly ac-
count for the covariance of observational data. In this case
the covariance matrix is taken to be diagonal but not nec-
essarily proportional to the identity matrix – therefore ac-
counting for varied numbers of observations per pixel. There
are several points which should be noted. In the above we
have explicitly ignored the complicating factor of intrin-
sic galaxy alignments which in practice would lead to non-
diagonal covariance. This extension can easily be supported,
given a sound understanding of the effects of intrinsic align-
ments on the data covariance (which in practice may be
challenging).
Additionally here we, for simplicity, assume each pixel
contains a sufficient number of galaxy observations that a
central limit theorem (CLT) argument for pixel noise can
be justified. Largely this assumption is acceptable, however
as the resolution increases (pixel size decreases) the noise
becomes increasingly non-Gaussian.
Finally, the forward model considered here (Section 3.2)
begins from κ and ends at masked, gridded γ measurements,
however there are several steps which must take place before
one acquires such measurements. One may therefore wish
to extend this model to incorporate such complicating fac-
tors as pixelisation effects, reduced shear (see section 3.3.1),
point squared function (PSF) errors etc.
It should then be explicitly noted that this mass-
mapping formalism requires only that the posterior belong
to the (rather comprehensive) set of log-concave functions,
and as such one can directly interchange the noise model or
introduce complicating factors where desired provided the
posterior remains log-concave.
3.2.2 Prior Function
As this inverse problem is ill-posed (often seriously), maxi-
mum likelihood estimators (MLE) are sub-optimal and must
be regularized by some prior assumption as to the nature
of the convergence field. In this work we select a sparsity
promoting, Laplace-type prior in the form of the `1-norm
‖.‖1 – though as discussed in section 3.2.1 this formalism
supports any log-concave priors of which there are many to
choose from (e.g. most exponential family priors).
Laplace-type priors are often adopted when one wishes
to promote sparsity in a given dictionary. Spherical wavelets
Ψ are localised (have compact support) in both the fre-
quency and spatial domains and thus constitute a naturally
sparsifying dictionary for most physical signals. As such we
specifically adopt a Laplace-type wavelet log-prior ‖Ψ(·)‖1.
Note that as ‖·‖1 is an approximation of the continuous
`1-norm it must be reweighted by wavelet pixel size, which
in practice is as simple as multiplying a given wavelet coeffi-
cient by a factor proportional to sin(θ) where θ is the angular
deviation of the given pixel from the pole. Throughout this
paper any reference to the `1-norm applied to a spherical
space refers explicitly to this spherically reweighted norm.
With our choice of `1-norm regularization the prior can
be written compactly as
p(κ) ∝ exp
(
− µ‖Ψ˜†κ‖1
)
, (27)
where Ψ˜
†
is the analysis forward-adjoint spherical wavelet
transforms (see equation A8 in the appendix) with coeffi-
cients Ψ˜†
i
, and µ ∈ R+ is the regularization parameter. It
is assumed here that the spherical wavelet dictionary Ψ˜ is
a naturally sparsifying dictionary for the convergence field
defined on the sphere. In practice one may select whichever
dictionary one’s prior knowledge of the convergence indi-
cates is likely to be highly sparsifying.
Conceptually, a sparsity-promoting prior can be though
of as a mathematical manifestation of Occam’s Razor – the
philosophical notion that the simplest answer is usually the
best answer. Mathematically, this is equivalent to down-
weighting solutions with large numbers of non-zero coeffi-
cients, which may match the noisy data perfectly, in favour
of a less perfect match but with significantly fewer non-zero
coefficients.
Alternatively, one may view sparsity priors (in this con-
text) as a relative assumption of the sparsity of the true
signal and noise signal when projected into a sparsifying
dictionary. This is to say that the assumption is that the
noise signal will be less sparse in Ψ˜ than the true signal.
Typically noise signals are relatively uniformly distributed
in wavelet space, whereas most physical signals are sparsely
distributed and therefore this relative interpretation of the
sparsity prior makes reasonable sense (Mallat 1999).
Note that the only constraint on the posterior is that
it must be log-concave (such that the log-posterior is con-
vex). Hence one can select any log-concave prior within
this framework, e.g. one could select an `2-norm prior
which with minor adjustments produces Wiener filtering (see
Horowitz et al. 2018, for alternate iterative Wiener filtering
approaches), or a flat prior which produces the maximum
likelihood estimate (MLE).
3.3 Implementation
The minimization of the log-posterior in equation (21) is (in
the analysis setting) therefore precisely the same as solving,
κmap = argmin
κ
{
µ‖Ψ†κ‖1 +
‖Φ¯κ − γ¯‖22
2
}
.︸                              ︷︷                              ︸
Objective function
(28)
The bracketed term on the RHS is referred to as the ob-
jective function. We solve this convex optimization prob-
lem using the S2INV (Price et al. 2020) code which is
largely built around the SOPT C++ object oriented frame-
work (Pratley et al. 2018)1, utilizing an adapted proximal
forward-backward splitting algorithm (Combettes & Pes-
quet 2009) although a variety of alternate algorithms are
provided within S2INV.
To deal with the non-differentiable `1-norm prior, gra-
dient operators ∇ are replaced by proximal operators when
applied to the non-differentiable term (Moreau 1962). The
iteration steps are provided in the schematic of Figure 1,
for full details of the derivation of the proximal forward-
backward algorithm iterations look to Combettes & Pesquet
(2009).
1 https://github.com/astro-informatics/sopt
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Make initial Guess: µ = 1
Calculate:
κ(t ) = argminκ
{ 1
2 ‖Φ¯κ − γ¯ ‖22 + µ(t ) ‖Ψ†κ ‖1
}
(by forward-backward (FB) algorithm)
Update: µ(t+1) = (N/k)+α−1‖Ψ†κ (t ) ‖1+β
Has µ converged?
t → t + 1
Fix: µ
Update: ν(i+1) = κ(i) − λΦ†(Φ¯κ(i) − γ¯)
Compute η = Ψ†ν(i+1)
Update κ(i+1) = ν(i+1) + Ψ(softλµ (η) − η)
Has κ converged? i → i + 1
Consider Reduced Shear? γ → γ(1 − κmap)
Return: κmap.
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Figure 1. Schematic of proximal forward-backward splitting al-
gorithm used (Combettes & Pesquet 2009). Note that the first
iterative block represents the Majorize-Minimization (MM) algo-
rithm marginalization over the regularization parameter (which
here is treated as a nuisance parameter), the second itertaive
block represents the primary proximal forward backward itera-
tions, and the final (optional) block represents the reduced shear
outer iterations. Note that the softλ,µ (η) operation is the soft
thresholding operation, which is the proximal projection of the
`1-norm (see e.g. Pereyra 2017; Cai et al. 2017a,b, for details).
3.3.1 Reduced shear
Figure 1 displays a schematic representation of the steps
taken in computing κmap. A degeneracy between the con-
vergence field κ and shear field γ exists, and as such γ is not
a true observable. Instead the reduced shear g is the true
observable where,
g(ω) = γ(ω)
1 − κ(ω) . (29)
When working sufficiently within the weak lensing regime
κ  1 and γ ≈ g  1. Although typically the reduced shear
need not be accounted for, for completeness we correct for
the reduced shear (Mediavilla et al. 2016; Wallis et al. 2017a;
Price et al. 2018). We add correcting iterations outside our
primary iterations to maintain the linearity of the overall
reconstruction. Our reduced shear correction iterations are
displayed schematically in the final loop of Figure 1.
3.3.2 Bayesian Regularization Parameter
For recovered statistics to be truly principled, the regulariza-
tion parameter must necessarily be folded into the hierarchy
or correctly marginalized over. One way to do this was re-
cently developed (Pereyra et al. 2015) and shown to work
well in the planar weak lensing setting (Price et al. 2018).
This Bayesian hierarchical inference approach assumes
a gamma distribution hyper-prior
p(µ) = β
α
Γ(α) µ
α−1e−βµIR+ (µ), (30)
with weakly dependent hyper-parameters α and β which
without loss of generality w.l.o.g. can be fixed at α = β = 1.
We then iterate (Pereyra et al. 2015) to effectively marginal-
ize over µ which is treated as a nuisance parameter in the
main body of our hierarchy. These iterations are,
κ(t) = argmin
κ
{ 1
2
‖Φ¯κ − γ¯‖22 + µ(t)‖Ψ†κ‖1
}
, (31)
µ(t+1) = (N/k) + α − 1‖Ψ†κ(t)‖1 + β
(32)
where the log-prior ‖Ψ†κ‖1 is k-homogeneous. Note that a
sufficient statistic (log-prior) is k-homogeneous if ∃ k ∈ R+
such that,
f (ηx) = ηk f (x), ∀x ∈ RM, ∀η > 0. (33)
Further note that all norms, composite norms, and compo-
sitions of norms with linear operators are 1-homogeneous,
i.e. k = 1. See Pereyra et al. (2015) for further details.
3.3.3 Computational efficiency
As discussed in 3.3 all iterations consist of a forward step
which includes application of the measurement operator be-
fore computing the data fidelity term, followed by the back-
ward step which includes application of the spherical wavelet
transform.
The measurement operator is dominated by the spin
spherical harmonic transforms which scale as O(L3). Simi-
larly the computational efficiency of the wavelet transform
is dominanted by underlying harmonic transforms, however
with directionality N (i.e. wavelet on the rotation group)
the transform scales as O(N × L3). The overall forward-
backward algorithm scales additively as O(K ×(N +1)×L3) ∼
O(K × N × L3) where K is the total number of iterations
required for convergence.
The SKS operator also requires the application of spin
spherical harmonic transforms and therefore scales as O(L3).
However the SKS method requires only a single applica-
tion of the transform and thus the ratio of computational
MNRAS 000, 1–18 (2018)
Sparse Bayesian mass-mapping on the celestial sphere 7
efficiency between the two algorithms effectively scales as
O(K × N) – which is to say the difference in computational
efficiency is primarily determined by the choice of wavelet
complexity and the magnitudes of the associated conver-
gence criteria.
In practice, including the marginalization preliminary
iterations and subsequent annealing iterations to optimize
convergence, we find O(102) iterations are sufficient for con-
vergence. We consider axisymmetric wavelets (N = 1) in
this article, thus the DarkMapper algorithm is O(102) times
slower than SKS but with greatly superior reconstruction
performance and the ability to quantify uncertainties in a
statistically principled manner.
It is interesting to note that MCMC methods typically
require a very large number of samples, with each individual
sample requiring at least one spin spherical harmonic trans-
form. Therefore the increase in computational efficiency of
this approximate Bayesian inference over sampling methods
is roughly given by O(nsamples/102) where nsamples is the
total number of samples required for convergence of a given
MCMC sampling method. As MCMC methods often require
at least O(106) this increase in computation speed is (many)
orders of magnitude. In the spherical setting an O(104) in-
crease in computation speed results in computations which
would take O(decades) taking O(days).
4 BAYESIAN UNCERTAINTY
QUANTIFICATION
Though MAP estimates provide high fidelity estimates of
the convergence field uncertainties on these estimates are a
necessity if one aims to make statistically principled infer-
ences. Generally, for scientific inference one should prioritize
principled uncertainties over image aesthetics.
Bayesian inference approaches as presented in Section
3 provide principled statistical frameworks through which
quantification of uncertainty on recovered statistics comes
naturally from the posterior. Typically the posterior can-
not be evaluated analytically, and so Markov Chain Monte
Carlo (MCMC) sampling methods must be used. In mod-
erate to low dimensional settings for computationally cheap
functions, MCMC chains can feasibly be computed. How-
ever, in high dimensional spherical settings, MCMC tech-
niques quickly become challenging to compute.
Bespoke MCMC techniques have been developed for the
weak lensing setting (e.g. Schneider et al. 2015; Corless et al.
2009; Alsing et al. 2016) which can improve computational
efficiency, yet these methods will find it challenging to ac-
commodate future ‘Big Data’ from high-resolution wide-field
surveys. Furthermore, these sometimes come with additional
restrictions (e.g. some are restricted to Gaussian priors).
This provides strong motivation for the development of fast,
approximate Bayesian inference approachs Pereyra (2017);
Cai et al. (2017b); Price et al. (2018); Price et al. (2019b,a),
the uncertainty quantification of which we extend to the
complex S2-sphere and present in this section.
4.1 Highest Posterior Density Region
At 100(1 − α)% confidence a sub-set Cα ∈ CNS2 of the poste-
rior space is considered a credible region of the posterior iif
the integral equation,
p(κ ∈ Cα |γ) =
∫
κ∈CNS2
p(κ |γ)ICα dκ = 1 − α, (34)
is satisfied, where we have used the set indicator function
ICα , defined to be,
ICα =
{
1 if, κ ∈ Cα
0 if, κ < Cα .
(35)
Theoretically there are infinitely many regions which satisfy
the integral in equation (34). However, the decision-theoretic
optimal region – in the sense of minimum volume – is the
Highest Posterior Density (HPD) credible-region, which is
given by (Robert 2001)
Cα := {κ : f (κ) + g(κ) ≤ α}, (36)
where the combination f (κ) + g(κ) is our objective function
derived in Section 3.3, and α is an isocontour (i.e. level-set)
of the log-posterior.
However, in high dimensional (N  1) settings α (and
therefore Cα) becomes particularly difficult to compute, thus
motivating the development of alternate approaches that are
fast and approximate. Recent advances in probability con-
centration theory have led to the derivation (Pereyra 2017)
of a conservative approximate credible-region C′α for log-
concave distributions. This approximate region is defined
as,
C′α := {κ : f (κ) + g(κ) ≤  ′α}, (37)
such that,
 ′α = f (κmap) + g(κmap) + τα
√
N + N, (38)
is the approximate level-set threshold with constant τα =√
16 log(3/α). Recall that N is the dimension of κ ∈ CNS2
which for equiangular spherical sampling (MW; McEwen &
Wiaux 2011) is given by,
NMW ≡ `max(2`max − 1) ≈ 2`2max, (39)
for signals with angular band-limit `max. An upper bound
on the error introduced through this approximation has been
shown to exist (Pereyra 2017) and is given by,
0 ≤  ′α − α ≤ ηα
√
N + N, (40)
where ηα =
√
16 log(3/α) + √1/α. This error scales at most
linearly with N and in high dimensional settings can be
somewhat large, though in practice we find this error upper-
bound to be extremely conservative (Price et al. 2019b).
Note that the error is positive semi-definite which cor-
roborates the assertion that C′α is a conservative approxima-
tion. Mathematically, this is to say that the true HPD cred-
ible region Cα is sub-set of the approximate HPD credible
region C′α i.e. Cα ⊆ C′α. This ensures that if some conver-
gence field κ < C′α then necessarily κ < Cα.
Further note that although we adopt the approximate
level-set threshold derived in Pereyra (2017) in this work,
research into these types of bounds is a relatively new area
of study. Thus, if and when new (more constraining) bounds
are derived they can trivially be substituted here.
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4.2 General Application
Having introduced the concept of an approximate HPD-
credible region C′α of the posterior, the question then im-
mediately arises as to how one can utilize this information
in practice. In MCMC sampling type approaches, one may
simply use the recovered samples to quantify uncertainty at
well defined confidence on specific properties of the recov-
ered posterior. In our setting, we have recovered only the
MAP solution in a form which supports trivial computation
of the approximate level-set threshold, and thus C′α.
With such limited posterior knowledge one may only
ask whether a surrogate solution (an adjusted convergence
map) does or does not belong to C′α. In effect this is to say
that in our formalism all questions of the posterior must
be cast as Bayesian hypothesis tests of varying complexity
(Price et al. 2018; Price et al. 2019a). Some examples are
provided in the following subsections.
4.2.1 Bayesian hypothesis testing
A Bayesian hypothesis test on the posterior (see Figure 2) is
simply: the MAP convergence is recovered, a feature of that
map is removed2 to form a surrogate map κsur, if κsur < C′α,
then κsur < Cα, and thus the hypothesis that feature of inter-
est is insignificant is rejected at some well defined confidence,
implying that the feature cannot be deemed insignificant at
said confidence (for more details look to Cai et al. 2017b;
Price et al. 2018).
One can invisage constructing substantially more com-
plicated uncertainty quantification techniques via iterative
application of Bayesian hypothesis testing or by more com-
plicated individual Bayesian hypothesis tests.
4.2.2 Local credible intervals
The next most straightforward uncertainty quantification
technique is given by the notion of local credible intervals
(Cai et al. 2017b; Price et al. 2019b) which are in effect pixel-
level Bayesian uncertainty (error) bars on recovered maps.
Conceptually these are formed by splitting the recovered
MAP estimate into superpixels (groups of adjacent pixels),
then within each superpixel (keeping all other pixels fixed
at their MAP values) iteratively increasing (decreasing) the
recovered pixel intensity and thus constructing surrogate so-
lutions, checking whether these surrogate solutions belong to
C′α. Once the maximum (minimum) super-pixel intensity is
located (typically via bisection) the difference (maximum -
minimum) is taken to be the range of values which cannot
be rejected for a recovered super-pixels intensity – hence the
notion of these representing pixel level Bayesian uncertainty
(error) bars.
4.2.3 Uncertainty quantification of global features
For science, in particularly for cosmology, it is often per-
haps more informative to leverage the concept of Bayesian
hypothesis testing to consider global structure, and therefore
2 In practice one may simply adjust κsur to suit a specific question
of the posterior.
consider global (or aggregate) statistics of a recovered field.
To do so one must simply define a logically consistant algo-
rithm which constructs surrogate convergence solutions that
are representative of the global question they wish to ask of
the recovered convergence field, after which the process fol-
lows in much the same way as demonstrated for forming
local credible intervals.
It should, however, be noted that one must be careful
how one poses these global questions, as the questions of
interest are often inherently non-convex and must be solved
via decision theory methods. A good example of how one can
apply hypothesis testing to global structure can be found in
Price et al. (2019a) where the Bayesian uncertainty in the
aggregate peak statitic is recovered.
Here we have discussed only a few possible uncertainty
quantification techniques which are supported by this for-
malism, though in practice following the methodology out-
lined above one can form uncertainty quantification tech-
niques around a far more comprehensive set of global fea-
tures (or equally statistics) provided a few important caveats
are understood: the process of Bayesian hypothesis tests sug-
gested to quantify a specified uncertainty are well defined
and clearly explained, the limitations of any method are fully
acknowledged, and the results are interpretted correctly so
as to mitigate unjustified statistical statements. We present
a specific example on current cosmic shear data in Section
6.
4.2.4 The curse of dimensionality
Finally it is academic to note that the concept of chang-
ing only a small number of pixels of a given map whilst
fixing the remaining at their MAP values is explicitly recov-
ering conditional probabilities which are by definition the
largest possible uncertainties. Though this is precisely what
one requires of such approximations it highlights an inherent
drawback of such approaches. As the approximate level-set
threshold scales with the total dimension of the inference
in high dimensional cases, the uncertainty of any individual
local structure within an image becomes large.
Conceptually this makes sense as the higher the dimen-
sionality of the problem, the more statistical fluctuations
occur and thus the higher the chance that a statistical fluctu-
ation produced the feature of interest. As such, for anything
higher than moderate dimensional settings local uncertain-
ties become very large and one should prioritize global or
aggregate statistics.
5 SIMULATIONS
In this section we apply the spherical Kaiser-Squires (SKS)
estimator , both with and without post-processing smooth-
ing, and the spherical sparse hierarchical Bayesian (Dark-
Mapper) estimator developed in this article to a range of re-
alistic N-body simulations which are masked throughout by
a pseudo-Euclid mask so as to best match upcoming Stage
IV surveys.
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Calculate MAP solution: κmap
Construct Surrogate: κsur
Is: f (κsur) + g(κsur) ≤  ′α ?
F is Physical.F is Inconclusive.
Remove feature F.
NoYes
Figure 2. Schematic of hypothesis testing (Price et al. 2018).
The feature F is entirely general and can be constructed by any
well defined operator on the MAP solution κmap.
5.1 Data-set
Throughout this article we perform reconstructions and un-
certainty quantification on simulated convergence maps gen-
erated from the high resolution Takahashi N-body simu-
lation datasets (Takahashi et al. 2017)3. These mock con-
vergence maps are generated via multiple-lens plane ray-
tracing, and are provided for a range of comoving distances.
Specifically, simulated convergence maps are presented at
every 150Mpc/h for redshift zs ∈ [0.05, 5.3]. The cosmologi-
cal parameters selected for this suite of simulations are Ωm =
1,ΩΛ = 0.279,Ωcdm = 0.233,Ωb = 0.046, h = 0.7, σ8 = 0.82
and ns = 0.97 which are consistent with the WMAP 9 year
result (Hinshaw et al. 2013).
We select redshift slice 16 which corresponds to the slice
with redshift zs ∼ 1. To mitigate the Poisson noise present in
such N-body snapshots we convolve the Takahashi conver-
gence with a very small smoothing kernel sufficient only to
remove the noise whilst adjusting the signal as little as pos-
sible. Finally we apply a pseudo-Euclid masking (a straight-
forward masking of the galactic plane and the ecliptic) so as
to best mimic the setting of upcoming Stage IV surveys.
5.2 Methodology
As in previous work (Price et al. 2018; Price et al. 2019b,a)
we begin by applying the measurement operator Φ (see
equation 23) to the fiducial ground truth, full-sky Takahashi
convergence map κ to create artificial masked clean shear
measurements γ ∈ CM .
A noise standard deviation σi is computed (see Section
5.2.1) for each pixel i individually and used to construct
known diagonal covariance Σ.4 Hence we create noisy sim-
ulated shear observations γn = γ + n and a simulated data
3 These datasets can be found at http://cosmo.phys.
hirosaki-u.ac.jp/takahasi/allsky_raytracing/.
4 Note we here do note consider off diagonal terms which may
arise due to intrinsic galaxy alignments though in future this can
be incorporated straightforwardly.
covariance Σ which would in practice be provided by the ob-
servation team – this covariance is defined by the number
of galaxy observations within a given pixel of the sky.
We then apply the standard SKS estimator and the
DarkMapper estimator presented in this paper to these noisy
artificial measurements γn to create estimates of the fiducial
convergence map κ. For DarkMapper we simply adopt ax-
isymmetric spherical wavelets (N = 1), with S2DW harmonic
tiling (McEwen et al. 2013b) for simplicity but note that the
code base supports directional spherical wavelets. Such ad-
ditional complexity may produce better results at the cost
of computational efficiency.
We adopt the signal to noise ratio (SNR) as a metric
to compare how closely each convergence estimator matches
the true convergence map. This recovered SNR in decibels
(dB) is defined to be,
Recovered SNR = 20 × log10
(
‖κ‖2
‖κ − κmap‖2
)
, (41)
from which it is clear that the larger the recovered SNR the
more accurate5 the convergence estimator. Additionally we
record the Pearson correlation coefficient between recovered
convergence estimators κmap ∈ CNS2 and the fiducial con-
vergence κ ∈ CNS2 as a measure of topological fidelty of the
estimator. The Pearson correlation coefficient is defined to
be
r =
∑N
S2
i=1 {κmap(i) − κ¯map}{κ(i) − κ¯}√∑N
S2
i=1 {κmap(i) − κ¯map}2
√∑N
S2
i=1 {κ(i) − κ¯}2
, (42)
where x¯ = 〈x〉. The correlation coefficient r ∈ [−1, 1] quan-
tifies the structural similarity between two datasets: 1 indi-
cates maximal positive correlation, 0 indicates no correla-
tion, and -1 indicates maximal negative correlation.
In practice the SKS estimator (as with its predecessor
the KS estimator) is post-processed via axisymmetric convo-
lution with an often quite large Gaussian smoothing kernel.
The absolute scale of this kernel is typically chosen ‘by eye’
(which is to say arbitrarily), but in order to maximise the
performance of the SKS estimator we iteratively compute
the smoothing scale which maximises the recovered SNR,
yielding the best possible reconstruction that can be pro-
vided by the SKS estimator (i.e. with optimal smoothing).
We then use this optimal SKS estimator for comparison.
Note that this may only be performed in simulation settings
where the fiducial convergence is known. Further note that
such ad hoc parameters do not exist within the DarkMap-
per formalism, for which a principled statistical problem is
posed and solved by automated optimization algoithms.
5.2.1 Noise
For weak-lensing surveys the noise level of a given pixel is
dependent on: the number density of galaxy observations
ngal (typically given per arcmin2), the size of said pixel, and
the variance of the intrinsic ellipticity distribution σ2e .
Knowing the area A of a given pixel the noise standard
5 Accuracy here is in regard to the pixel-level deviation not struc-
tural correlation, for which specific estimators may be designed.
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`max = 2048 SKS SKS (optimal smoothing) DarkMapper Difference
Setting ngal SNR (dB) Pcorrelation SNR (dB) Pcorrelation SNR (dB) Pcorrelation ∆ SNR (dB)
Stage
III
5 -9.792 0.403 0.962 0.759 5.494 0.904 +15.286
(+4.532)
10 -6.794 0.532 1.108 0.806 7.299 0.935 +14.093
(+6.191)
Stage
IV
30 -2.091 0.732 1.254 0.854 9.767 0.964 +11.858
(+8.513)
Idealized 100 2.956 0.887 n/a n/a 12.132 0.980 +9.176 (n/a)
Table 1. Numerical results from reconstructions of Takahashi simulations as discussed in Sections 5.1 and 5.2. In each case the DarkMap-
per estimator drastically outperforms both the SKS estimator and the optimally smoothed SKS estimator (which cannot in practice be
achieved due to ad hoc smoothing kernel selection) in both recovered signal to noise ratio (SNR) and the Pearson correlation coefficient
Pcorrelation. Highlighted are the results most representative of the imminent Stage IV surveys, such as Euclid and LSST. As Stage IV
surveys forecast large sky fractions to avoid projection effects (Wallis et al. 2017a; Vallis et al. 2018) mass-mapping must be performed
natively on the sphere. Thus this spherical mass-mapping formalism is, at least currently, the optimal choice for Stage IV weak lensing
mass-mapping. Note that no post-processing by smoothing increased the recovered SNR for the idealized ngal = 100 setting for the SKS
estimator and so was recorded as n/a.
deviation σi is simply given by,
σi =
√
σ2e
A × (180/pi)2 × 3600 × ngal
, (43)
where 3600(180/pi)2 converts steradians to arcmin2 – this re-
lation is simply a reduction in the noise standard deviation
by the root of the number of data-points. Thus, larger pix-
els which (assuming a roughly uniform spatial distribution of
galaxy observations) contain more observations have smaller
noise variance. In practice the value of σi (and therefore the
covariance Σ) can be determined using the true number of
galaxies in a given pixel rather than ngal.
The typical intrinsic ellipticity standard deviation is
σe ∼ 0.37. Upcoming Stage IV surveys (e.g. Euclid (Lau-
reijs et al. 2011) and LSST) are projected to achieve a num-
ber density of ngal ∼ 30 per arcmin2 – a soft limit due to
blending complications. For academic discussion we also con-
sider the case of a potential future space-based survey which
may push the number density as high as ngal ∼ 100 per
arcmin2, in addition to lower number densities ngal ∈ [5, 10]
per arcmin2 which are representative of past Stage III sur-
veys.
5.3 Reconstruction results
For an angular bandlimit `max = 2048, a pseudo-Euclid
mask and input ngal ∈ [5, 10, 30, 100] we compute the spheri-
cal Kaiser-Squires (SKS) estimator, an idealized (optimally
smoothed) SKS estimator, and the DarkMapper estimator.
The results can be found in Figure 3 and numerically in Ta-
ble 1. In all cases the DarkMapper estimator provides the
highest reconstruction fidelity both in terms of recovered
SNR and Pearson correlation coefficient.
It is important to note that the optimal smoothing ker-
nel for the SKS estimator cannot be known and thus in prac-
tice is often selected ‘by eye’ which is to say selected ad hoc.
Therefore the smoothed SKS results here constitute an up-
per bound. The DarkMapper framework is fully principled
and requires no ad hoc parameter selection and is therefore
likely to perform in much the same way when applied to
observational data.
For Stage III survey settings with ngal = 5, 10 the
increase in SNR (∆ SNR) of the DarkMapper estimator
over the SKS (optimally smoothed SKS) estimator was
+15.286 (+4.532) dB and +14.093 (+6.191) dB respectively.
Recall that dB is measured on a logarithmic scale (see
equation 41) and so this increase is quite dramatic. Fur-
thermore the Pearson correlation coefficient increased from
0.403 (0.759) to 0.904 and 0.532 (0.860) to 0.935 for ngal =
5, 10 respectively.
For the Stage IV Euclid-type setting with ngal = 30 ∆,
SNR was found to be +11.858 (+8.513) dB, along with which
the Pearson correlation coefficient rose from 0.723 (0.854) to
0.964. As this setting is highly representative of the observa-
tions which will be made in Stage IV surveys this strongly
suggests that algorithms such as DarkMapper should be
adopted for weak lensing mass-mapping.
6 APPLICATION TO PUBLIC DATA
Finally we apply both the SKS and DarkMapper estimators
to a collated map of the majority of the public wide field
weak lensing observational datasets in order to reconstruct
a single global dark-matter mass-map computed natively
on the sphere. Furthermore we demonstrate straightforward
global uncertainty quantification on our reconstruction.
Specifically we perform convergence reconstructions on
the DESY1 (Abbott et al. 2018; Morganson et al. 2018;
Flaugher et al. 2015), CFHTLens (Erben et al. 2012), and
the KiDS450 (Hildebrandt et al. 2017; Fenech Conti et al.
2017) weak lensing shear datasets. See specific acknowl-
edgements and related papers for further details. Note that
throughout we have not chosen to perform reduced shear it-
erations, assuming that the observed shear is approximately
the reduced shear γ ∼ g (in a more detailed analysis one
could perform such further iterations)
6.1 Joint Spherical Mass-Map
All aforementioned weak lensing shear observational
datasets were collated into a single joint global dataset. For
each data-set we select only galaxies with positive semi-
definite catalog weight w(i) > 0 and perform a correction for
the multiplicative bias by w(i) and additive by c1,2(i) biases
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Figure 3. The top row displays the ground truth Takahashi convergence map as described in Section 5.1 with close up of a small region.
Top to bottom: Increasing number density of galaxies (ngal) and therefore decreasing noise levels. At the top we have ngal = 5 which
is representative of current Stage III surveys, at the bottom we have ngal = 30 which has been forecast for upcoming Stage IV surveys
(e.g. Euclid / LSST). Left to right: The spherical Kaiser-Squires (Wallis et al. 2017a) estimator without the ad hoc smoothing kernel
postprocessing, the optimally smoothed spheircal Kaiser-Squires estimator, and finally the DarkMapper estimator. Discussion: Clearly
the DarkMapper estimator is visibly superior in all cases, numerically recovering both significantly larger SNR and Pearson correlation
coefficients. All reconstructions have are plotted on the same colorscale to aid comparison (Green 2011).
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DarkMapper (ours)
SKS smoothed
SKS
Figure 4. Mollweidge projections of global reconstruction of all public weak lensing datasets. Top to bottom: Spherical Kaiser-Squires
(SKS) estimator without Gaussian smoothing kernel, SKS estimator with FWHM = Θ = 25 arcmin smoothing kernel (as in other studies),
DarkMapper (our) estimator. All reconstructions are plotted on the same colorscale to aid comparison (Green 2011).
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Figure 5. Top to bottom: Global reconstruction of all public weak lensing datasets, magnified view of a variety of patches. Left
to right: Spherical Kaiser-Squires (SKS) estimator without Gaussian smoothing kernel, SKS estimator with FWHM = Θ = 25 arcmin
smoothing kernel (as in other studies), DarkMapper (our) estimator. Discussion: Note the overall agreement between both the smoothed
SKS estimator and our DarkMapper estimator, however notice the significant increase in small-scale detail captured by the DarkMapper
estimator. All reconstructions are plotted on the same colorscale to aid comparison (Green 2011).
per observation. Specifically this correction for ellipticities
e1,2(i) is given by
<{γ(i)} =
∑
j w( j){e1( j) − c1( j)}∑
j w( j){1 + mcorr( j)}
,
={γ(i)} =
∑
j w( j){e2( j) − c2( j)}∑
j w( j){1 + mcorr( j)}
, (44)
where j are observations such that observation j belongs to
pixel i, mcorr is the catalog magnification correction and
<,= denote the real and imaginary components of the shear
field γ respectively.
This joint global dataset was then projected onto an
equiangularly sampled (MW) spherical shear map γobs with
an angular bandlimit of `max = 2048. During this projec-
tion the number of galaxies projected into each pixel was
recorded to create a complimentary map of observations per
pixel, from which the data covariance Σobs is directly deter-
mined (as discussed in Sections 3.2.1 and 5.2.1)
To this spherical shear map γobs (with corresponding
data covariance Σobs) we apply DarkMapper outlined in Sec-
tion 3 (see Price et al. 2018, for a planar equivalent). Addi-
tionally, we provide the SKS (Wallis et al. 2017a) reconstruc-
tion which we present in both its fundamental form (without
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post-processing Gaussian smoothing) and in its typical form
(with post-processing Gaussian smoothing with full width at
half maximum FWHM = Θ = 25 arcmins).
The results of all reconstruction algorithms can be seen
globally in Figure 4 and with enhanced regions in Figure 5,
where all subplots share the same colourscale (Green 2011).
It is immediately apparent that the SKS estimator, in the
absence of smoothing, is overwhelming dominated by noise
(hence the motivation for post-processing).
In contrast to this, the SKS estimator with a Θ = 25
arcmin post-processing Gaussian smoothing is largely in
agreement with the DarkMapper estimator, however this
smoothed SKS estimator unsurprisingly lacks any significant
small-scale structure. Further note that the smoothed SKS
estimator does not mirror all high intensity structure (e.g.
peaks and voids) recovered by the DarkMapper estimator,
which indicates more significant deviations between the two
estimators.
These structural dissimilarities between the smoothed
SKS and DarkMapper estimator may reasonably be at-
tributed to large noise fluctuations and boundary effects,
both of which are not reasonably accounted for by the
SKS estimator. Observation of such significant differences
indicates that more principled reconstruction algorithms
(such as DarkMapper) are important considerations when
attempting to perform future statistical and scientific infer-
ence from dark matter mass-maps.
All reconstructions were performed on a 2016 MacBook
air and took ∼ 30 hours to compute. A further ∼ 100 hours
were optionally undertaken for annealing iterations to op-
timise the convergence. Note that this is by no means a
benchmark of computational performance.
6.2 Local uncertainty quantification
Given significant structural dissimilarities between the SKS
and DarkMapper convergence estimators we performed sev-
eral hypothesis tests of local structure. Specifically we ad-
dressed the missing peaks observed in the smoothed SKS
estimator of the lower (red) region of Figure 5 but not in
the corresponding DarkMapper estimator. We did so by per-
forming local hypothesis testing of structure as described in
Section 4.2.1 (see Price et al. 2018, for more comprehensive
details).
In all cases the hypothesis test of local structure could
not reject the existance of such structure at reaonable con-
fidence. This is unsurprising given the notably high noise
level inherent to Stage III weak lensing surveys (which re-
duces the magnitude of the objective function thus mak-
ing the approximate level set threshold  ′α more difficult to
reach; see Section 4) and the extremely high dimensionality
∼ O(107) of the reconstruction (which directly increases the
level set threshold  ′α in equation 38).
6.3 Global uncertainty quantification
For high dimensional cases it is often more informative to
consider global features of the reconstruction, as discussed
in Section 4. A question we one may wish to address is for
which smoothing scales Θ does the SKS estimator provide
solutions that are physically meaningful and in agreement
with the DarkMapper estimator.
To address this question within our global uncertainty
quantification we consider the SKS estimator with a vari-
ety of Gaussian smoothing kernels, specifically Θ = 5i for
integer i ∈ [0, 6], which is to say a uniform sampling of dif-
ferent (in practice arbitrary) smoothing choices ranging from
no smoothing (the basic SKS estimator) to the typically
adopted case of Θ ∼ 30 arcmin smoothing. In this way we
can directly address the question of which smoothing scales
produces solutions κsur(Θ) that are physically meaningful
and belong to the DarkMapper approximate HPD-credible
region C′α (are consistent with the DarkMapper estimator)
and which solutions are unacceptable (i.e. those solutions
which reject the null hypothesis that the surrogate is within
the credible set) at 100(1 − α)% confidence.
The results of this global uncertainty quantification (at
99% confidence) can be found numerically in Table 2. De-
spite the high noise level present in the joint dataset, the
uncertainty quantification technique is sensitive enough to
reject the SKS estimator for Θ = 0, 5, 10 arcminutes, which is
to say that these smoothing scales are in disagreement with
the DarkMapper estimator at 99% confidence and are not
physically meaningful. This provides a statistically rigourous
test of the communities intuition that SKS estimators re-
quire considerable smoothing to be considered physical.
This raises an interesting point worth noting: the SKS
estimator (by construction) locates solutions within C′α
which exhibit relatively little small-scale structure, whereas
the DarkMapper estimator locates solutions within C′α which
retain significantly greater small-scale structure. Therefore,
though the two solutions do not disagree at 100(1−α)% con-
fidence, the DarkMapper estimator places relatively more
probability on small-scale structures.
Note that if both estimators provided details of the
HPD credible set then a stronger discussion of the rela-
tive cardinality of the intersection of both HPD credible
sets could be used to quantify the level of statistical agree-
ment. However, in this case the SKS estimator has no prin-
cipled statistical interpretation and so can only justifiably
be treated as a point estimate.
7 CONCLUSIONS
In this paper we have extended the previously presented
(Price et al. 2018) sparse Bayesian reconstruction formal-
ism to the spherical setting, resulting in a sparse spheri-
cal Bayesian mass-mapping algorithm which we refer to as
DarkMapper. This algorithm is general and accomodates
any log-concave posterior. In this paper we adopt a Laplace-
type sparsity promoting wavelet prior with a multivariate
Gaussian likelihood.
The DarkMapper mass-mapping algorithm was bench-
marked against spherical Kaiser-Squires (Wallis et al. 2017a)
in a variety of realistic weak lensing settings (ranging from
Stage III to future space based surveys) using the Takahashi
(Takahashi et al. 2017) N-body simulations and a pseudo-
Euclid masking. In all cases we perform analysis at a typi-
cally adopted angular bandlimit of `max = 2048. We do not
consider intrinsic alignments in this paper, but highlight how
they may be included should one wish it.
In all simulations the DarkMapper algorithm dramat-
ically outperforms (in both recovered SNR and recovered
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Surrogate κsur Analysis ( ′99% = 842789) Hypothesis test
Estimator Θ (ar-
cmin)
Obj(κsur) Obj(κsur)/ ′99% κsur ∈ C′99%
SKS 0 6151070 7.298 7
5 2584510 3.067 7
10 891266 1.058 7
15 586741 0.696 3
20 513223 0.609 3
25 488887 0.580 3
30 478245 0.567 3
Table 2. Description: Uncertainty quantification of convergence estimators and smoothing scales, in each case the convergence surrogate
solution κsur is defined by estimator (i.e. SKS) and Gaussian smoothing scale FWHM = Θ in arcmins. For each surrogate both the
objective function and the ratio of the objective function to the level set threshold at 99% confidence  ′99% is presented. The right hand
column indicates whether a given surrogate κsur belongs to the credible set (and is therefore not rejected as a possible solution to the
reconstruction). Shaded in red are solutions which are rejected by Bayesian hypothesis testings. Discussion: Clearly, the SKS estimator
without smoothing is unequivically rejected, which is concurrant with the community’s intuition that smoothing is required for the SKS
estimator to produce physically meaningful solutions. The minimal smoothing scale required for any SKS solution to not be rejected
is Θ ∼ 15 arcminutes, therefore with a typical smoothing of Θ ∈ [25, 30] arcmins the SKS solution belongs to the DarkMapper credible
set and cannot be rejected at 99% confidence (i.e. the two estimators are not necessarily conflicting). Nevertheless, the DarkMapper
estimator contains greater fine-scale structure.
Pearson correlation coefficient) the SKS estimator, even
when artificially selecting the optimal SKS smoothing ker-
nel (i.e. even when biasing our evaluation in favour SKS as
strongly as possible).
We extend approximate Bayesian uncertainty quantifi-
cation methods (Pereyra 2017; Price et al. 2018; Price et al.
2019b,a; Cai et al. 2017b; Repetti et al. 2018) to the spheri-
cal setting and explain how one may leverage these methods
from local uncertainty quantification to general global (or
aggregate) uncertainty quantification.
The DarkMapper estimator was applied to a joint ob-
servational shear dataset constructed by collating all pub-
licly available weak lensing data – specifically the DESY1
(Abbott et al. 2018; Morganson et al. 2018; Flaugher et al.
2015), CFHTLens (Erben et al. 2012), and the KiDS450
(Hildebrandt et al. 2017; Fenech Conti et al. 2017) surveys.
To the best of our knowledge this is the first joint spherical
reconstruction of all public weak lensing shear observations.
For comparison we also computed the SKS estimator
of this joint dataset. We find, as with the simulated bench-
marking, that the DarkMapper algorithm recovers signifi-
cantly more fine-scale structure without the need for any
assumptions of Gaussianity or ad hoc smoothing parame-
ters (i.e. the smoothing scale for SKS post-processing). This
demonstrates that the algorithm works as expected on ob-
servational data.
Finally, uncertainty quantification was carried out to
determine for which smoothing scales the SKS point esti-
mates provide physically meaningful solutions that are ac-
ceptable solutions to the DarkMapper Bayesian inference
problem (i.e. within the highest posterior density credible
region) – this is to say the smoothing scales at which both
convergence estimates are not conflicting at 99% confidence.
It was found that all SKS reconstructions with smoothing
scales below ∼ 15 arcmin were rejected at 99% confidence,
indicating that significant smoothing is required for agree-
ment between the SKS and DarkMapper estimators. This
reaffirms the community’s understanding that SKS estima-
tors must undergo significant smoothing to recover physi-
cally meaningful convergence maps.
Moreover, we demonstrate that the DarkMapper esti-
mator locates permissible solutions with significantly greater
small-scale structure than those which are located by the
SKS estimator. More constraining statistical statements
were limited by the inherently high noise level in current
observational shear data.
With the advent of Stage IV surveys the pixel noise
level is projected to drop dramatically (due to increased
galaxy number density), which will inevitably facilitate sig-
nificantly more constraining statistical statements. As the
DarkMapper estimator not only provides dramatically in-
creased reconstruction fidelity over the SKS estimator but
also supports a principled Bayesian interpretation, it will be
of important use for application to Stage IV datasets.
Note that just as we have extended this sparse hierar-
chical Bayesian mass-mapping formalism to the sphere (S2)
one can extend it to the ball (B3) and thus recover simi-
lar results for the case of full 3D mass-mapping. This is a
possible avenue for future investigation.
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APPENDIX A: WAVELETS ON THE SPHERE
This section will provide extremely brief (and quite techni-
cal) overview of the bespoke S2LET spherical wavelets; for
extensive details see the code release papers (Wallis et al.
2017b; McEwen et al. 2015b, 2013a; Leistedt et al. 2013b;
McEwen et al. 2015a; McEwen 2015; Chan et al. 2017).
The scale-discretized wavelet transform on the sphere
is given by the directional convolution of each wavelet Ψ j
of scale j ∈ [J0, Jmax] with a field 0κ, such that the wavelet
coefficients w j (ρ) ∈ `2max(SO(3)) are given by,
w j (ρ) =
∫
S2
dρ(ρ′) 0κ(ρ′)(RρΨ j )∗(ρ′). (A1)
Additionally, the low frequency component of 0κ is encap-
sulated by the axisymmetric convolution with Υ ∈ `2max(S2)
such that,
s(ω) =
∫
S2
dΩ(ω′) 0κ(ω′)(RωΥ)∗(ω′). (A2)
It is possible to project these directional and axisymmet-
ric convolution operators into harmonic space (Wallis et al.
2017b),
(w j )`mn ≡ 〈w j,D`∗mn〉 =
8pi2
2` + 1 0
κlm Ψ
j∗
`n
, (A3)
s`m ≡ 〈s, Y` m〉 =
√
4pi
2` + 1 0
κlm Υ
∗
`0. (A4)
The coefficients of a general spherical signal s f can synthe-
sised exactly by
s f (ω) =
∫
S2
dΩs(ω′)(Rω′ s)(ω′)+
J∑
j=J0
∫
SO(3)
dρw j (ρ′)(Rρ′w j )(ρ′),
(A5)
from which we can define the discretized form of 0κ by
0κ(ω) =
∞∑
`=0
∑`
m=−`
{√
4pi
2` + 1
s`mΥ`0Y` m(ω)
+
2` + 1
8pi2
Jmax∑
j=J0
∑`
n=−`
(w j )`mn Ψ j`nY` m(ω)
}
,
(A6)
where the harmonic coefficients 0κ`m are explicitly given
by
0κ`m =
√
2` + 1
4pi
s`mΥ`0 +
2` + 1
8pi2
Jmax∑
j=J0
∑`
n=−`
(w j )`mn Ψ j`n (A7)
Combining equations (A3) and (A4) the harmonic represen-
tation of the spherical wavelet transform at scale j can be
written as a combination of the following linear operators
(Wallis et al. 2017b):
wˆ j = NjW j 0 κˆ`m,
are the Wigner coefficients of the directional wavelet coef-
ficients. Here W j is harmonic space multiplication by the
wavelet kernel Ψ
j∗
`n
, and Nj corresponds to wavelet normal-
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ization.
sˆ = S 0 κˆ`m,
are the spherical harmonic coefficients of the scaling wavelet
coefficients, where S is harmonic space multiplication by
scaling kernel Υ∗
`0.
We further specialize by grouping the harmonic
representation of the coefficients into αˆ = NW 0 κˆ`m,
where the wavelet scale normalization terms are
collectively N = diag(I,NJ0, . . . ,NJmax ), and the
Wigner/harmonic space wavelet convolutions are col-
lectively W = diag(S,WJ0, . . . ,WJmax ). Finally we in-
troduce a diagonal array of operators H corresponding
to inverse spherical harmonic and Wigner transforms,
H = diag(Y,DJ0, . . . ,DJmax ) In the scope of this paper we
restrict ourselves to the analysis setting, thus these are the
only operators required though a complete set are provided
in Wallis et al. (2017b). Concatenating these operators
we can finally form analysis forward and adjoint wavelet
transforms,
Ψ˜ = HNWY˜ and Ψ˜† = Y˜†W†NH†. (A8)
Note that † is the adjoint (or conjugate transpose) operator,
and as N is simply wavelet scaling it is trivially self-adjoint
N = N†. Crucially as we work in the discrete setting the in-
verse wavelet transforms are not equivalent to the adjoint
wavelet transforms10, and so we adopt the optimized algo-
rithms to compute fast Wigner and Wigner adjoint functions
presented in the appendix of McEwen et al. (2015b).
This paper has been typeset from a TEX/LATEX file prepared by
the author.
10 An approximation often made throughout the literature.
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