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Relationships between the following graph invariants are studied: The node clique cover 
number, e,(G); the clique cover number 8,(G); node independence number, &(G); and an 
edge independence number, /3;(G), We extend a theorem of Choudum, Parthasarathy and 
Ravindra with further statements equivalent to 8,(G) = 8,(G). More general results regarding 
the inequality fI,(G)s O,(G) are presented. 
Introduction 
All graphs will be assumed to be connected, undirected and have no loops or 
multiple edges. A clique of a g;:aph G is a complete subgr,aph of G, assumed 
maximal unless otherwise stated. A clique cover of G is a collection of cliques 
whose union is G. e,(G) will denote the minimum number of cliques which can 
form a clique cover. 8,(G) will indicate the minimum number of cliques in a node 
clique cover (the union includes all nodes but not necessarily all edges of G). 
Clearly e,(G) s 8,(G). p&G) is the maximum number of nodes of G having the 
property that no two are in the same clique (usually referred to as maximum 
independent or stable set size). Similarly pi(G) is the maximum number of edges 
of G having the property that no two are in the same clique. It is obvious that 
&(G)s t&(G) and pi(G)s 0,(G); and it is not difficu!t to show that &(G) 6 
P’,(G). Erdiis [4] has settled a conjecture raised in [lo] that 8,(G)cPf(G) by 
exhibiting a counterexample. 
Relationships between f!lO(G), &(G) and #l;(G) 
The invariant 6, is well known [l] and has been the subject of early investiga- 
tions in the theory of algorithms [7]. 8, seems to have received less attention, 
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although some significant results have been obtained. &lik [3] provides an early 
reference; Erd&, Goodman and P&a [S] give an upper bound based on the 
number of nodes; LOV~SZ [9] inproved this bound when the number of edges is 
known; Parthasarathy and Choudum [lo] showed its behavior on various graph 
products; and Kou, Stockmeyer and Wong [8] have demonstrated its computa- 
tional complexity. 
An immediate observation is that if &(G) = 1, then 8,(G) = 1. For 0,-,(G) < 2 we 
have the following lemma which can be proven by constructing an appropriate 
graph: 
Lemmas 1. Let m and n be integers uch that 2 s m s r’t. Then there is a graph G 
such that 8,,(G) = m and 8,(G) = n. 
Choudem et al. [2] presented several conditions equivalent to the equality of @I 
and 8,. In particular, they showed the following: 
Thearem 1 (Choudum et al.). For any connected graph G the following are 
equivalent : 
(a) e,,(G) = 8,(G). 
(b) Any clique in every minimal clique cover of G contains a node which is in no 
other clique. 
(4 j%,(G) = fJ(G). 
Additional equivalences are given in 
Theorem 2. For any graph G the followirlg are equivalenr: 
(a) O,,(G) = O,(G). 
(b) Every minimal node clique cover is a minimal clique cover. 
(4 P,,(G) = p;(G). 
Proof. (a)--)(b). This follows directly from condition (b) of Theorem 1. 
(b)*(c). It is immediate that 8,(G) = O,(G). From condition (c) of Theorem 1 
-ve have P,(G) = 0,(G). This, together with the facts that P,(G) e @I(G) and 
~&I.~~ B,(G). eives the required result. 
W-W. Suppose O,(G)>&(G). Let (n,, n,, . . . , n8Ucc,,} be a clique indepen- 
dent set of nodes contained in cliques C,, C2, . . . , Ca,ccj, respectively, of a 
minimal clique cover. Let e be an edge of another clique of the cover which is in 
r)nly that one clique of the cover. For each i, 1 s i s B,(G), there is an edge 
(r!,, fi, 1 E C’, which is in no clique with e; otherwise each node incident to e would 
be adjacent to each node of C, and C, could be extended to include e In violation 
of its maximality. But the set of edges (e}lJ{(n,, n’i): 1s is /3,(G)) is clique 
independent. Thus /3 i(G) > PO(G) which is a contradiction. Therefore PO(G) = 
/3;(W = @,W. The desired result is achieved bw appealing to the general inequal- .I 
it? / ,,(Gbs O,,(G)s 8,(G). 0 
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Carom 1. If O,(G) = B,(G), there is a unique minimal (node) clique couer. 
The converse to Corollary 1 is not true as the graph of Fig. 1 shows. The only 
minimal node clique cover is composed of the four cliques 
(1, 5,8}, {2,5,6), {3,6,7) and {4,5,8) but B,(G) = 5. 
3 
Fig. 1. Graph having unique node clique cover but O,(G) < 8,(G). 
Parathasarathy and Choudum [lo] raise the question of whether the relation 
9,(G) s /3 i(G) is always true. Erdos [4] has shown the existence of a counterex- 
ample. Our concern here will be with graphs for which it is the case that 
e,,(G) s 0 i(G). Fig. 2 illustrates that there are 
P;(G)< e,(G). 
graphs for which PO(G) < o,,(G) < 
Fig. 2. B,,(G) = 2, e,(G) = 3, P;(G) = 5, B,(G) = 6. 
Corollary 2. &,(G)spp(G) f or any graph having at least one of the following 
properties : 
(1) e,(G)<3 
(2) &(GMMG)+ 1. 
(3) G has no triangles (e.g. bipartite graphs or trees). 
Proof. ( 1) If 6,(G) = 1, G is a complete graph and p;(G) = 1. Suppose 8,,(G) = 2. 
Then there must be two nodes u and ZJ which are not adjacent. Thus, pi(G) 3 
&,(G) = 2. Now let 8,(G) = 3 an d assume {Cl, C,, C,} is a node clique cover of G. 
Let ni E Ci, i = 1,2,3, be a node which is in neither of the other covering cliques. 
If no two of n,, n,, n3 are adjacent, /3;(G) 2 &(G) = 3. Without loss of generality, 
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suppose n, is adjacent to n2. Since n, 4 C, and n2 4 Cl, there is a node fit E CI not 
adjacent to n2 and a node fi2 E C, not adjacent to H ,. No two of the edges 
(n,. n2), (n,, til), (n,, 6,) are in the same clique so P;(G)aX 
(2) In any counter example we must have, by Theorem 2, that P,(G) c Pi(G) < 
O,,( G) < O,(G) and thus e,,(G) 3 p,(G) + 2. Thus if $(G) < &(G) + 1, it follows 
that 8,,(G) s p;(G). 
(3) The number of edges of G is Pi(G)= O,(G)> 8,(G). Is] 
We now derive bounding relationships between the values of 8,(G) and 8,(G). 
The bounds are best possible in the sense that an infinite number of graphs exist 
for which the bounds are achieved. We assume throughout that G has n nodes. 
Theorem 3. Le1 C,. C,, . . . , C,,(G) be disjoint ciiques of a minimal node clique 
cover of G. Let Ki be the rtumher of nodes in Ci and assume the cliques are indexed 
So that K, Si Ki 4 i for i = 1 q 2, . . . , B,,(G)- 1. Then 
&(G)s(n + l)&(G)- 1 iKi* 
i=l 
Proof. Let Kji be the number of edges between nodes in C’i and nodes in CP Then 
S,,(G)- 1 8,,(G) 
fww e,,(G) + 1 c Kii. 
i- I jLi4 ( 
The number of cliques necessary to cover the edges emanating from a single node 
in Ci to nodes in C, is exactly one. Therefore. the manimum number of cliques 
needed to cover the Kij edges between Ci and Cj is the minimum of Ki and Kj. 
Since we have indexed the cliques SO that Ki s Kj when i < j we can replace Kij in 
the above inequality with K, to obtain 
e,,(Gb- 1 e<,,,(G) 
e,(G)s 6(,(G)+ C C Ki 
i-l j-i+1 
q,(G)- 1 
r= @t,(G)+ C Ki(fl~~(G)-i) 
i=l 
6~ G b 
=(!I + He,,(G)- c iK,. U 
i- I 
Corollary 3. Let K(P,, p2, . . . , pr) be the complere r-partite graph composed of r 2 2 
cells with pi nodes in the ith cell. Let p, 3 p2 2 . 8 . Z= p7. Then 
PIP2 s &W(p,, p29 - ’ l 9 pr)Jspl+$ 2 pitpi- 1) 
i=l 
Proof. The lower bound is obvious and the upper bound follows directly from the 
theorem. CJ 
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We are now in a position to obtain an upper bound on O,(G) in terms of n and 
$(G) alone. The following lemma is needed. The proof is by induction and is 
omitted. 
&em 2. If ati arbitrary set (al, a2,. . . , a,) of 1 >O positive real numbers are 
indexed so that at c a2 s - * - c aI, then 
1 
c iai - 2( >’ 1+ 1) i ai. 
i=l i= I 
Theorem 4. 8,(G)~tI~(G)+$n(0,(G)-l). 
Proof. From Theorem 3 we have that 
&(G)s(n + l)&(G)- C Xi. 
i=l 
By Lemma 2 
e,CG, @,CO, 
C Xi 2$(0,,(G)+ 1) C Ki =$(6”(G)+ l)n 
i=l i=l 
Thus 
O,(G)s(n+ l)Oo(G)-~n(~,JG)+ 1)~ &,(G)+$n(@,(G)- t] ._ Cl 
We now demonstrate that the bounds of Theorems 3 and 4 are best possible. 
Let Cl, C,, . . . , C, be a set of disjoint cliques with Ki a2 being the number of 
nodes in Ci. Assume the cliques are indexed. so that Ki < Ki+, for i = 
1,2,..., I - 1 and label the nodes in Ci by t)io, Di ,, . . . , Ui,KI_I. Lc: ihe node set of 
G be these n = If_, Ki nodes and let the edge set E of G be composed of the 
edges in the I cliques and 
E’={(ui,, Vi,): t=s+l(modKi), OSS~~i-1, lSi<jSl}. 
It is straightforward to show that the bounds of Theorem 3 are achieved for G, as 
they are for Theorem 4 if we specify that Ki = Kj 2 2 for all i and j. 
If 8,(G) 2 in the bound of Theorem 4 is unnecessarily large. A better bound is 
given in the following theorem which can be proven by using induction on the 
number of nodes: 
Theorem 5. Let G be a graph with n 3 2 nodes such that e,(G) z [in]. Then 
B,(G) s 8,(G) [n - O,(G)] and this bound is best possible. 
The bound is achieved for any complete bipartite graph I&. 
While for many graphs a minimal clique cover includes a minimal node cover as 
a subset, this does not necessarily have to be the case. The graph of Fig. 3 
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10 
11 
Fig. 3. Graph where minimal clique cover does not contain a minimal node clique cover. 
illustrates this. The only minimal node clique cover is composed of the four 
cliques { 1,2,3}, {4,S, 6}, {7.8,9} and { 10, 11, 12) while the only minimal clique 
cover is composed o’i the eight cliques (1.. 2,3}, {4,5,6}, (7,8,9), (6,7}, {3,4}, 
{ 1, 11, 121, (9. 10, 12) and (6. 10, 11). 
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