We prove an existence and multiplicity result for solutions of a nonlinear Urysohn type equation (2.14) by use of the Nielsen and degree theory in an annulus in the function space.
1. Main scheme. Consider a family of nonlinear equations
(1.1) depending continuously on the parameter λ ∈ [0, 1], where G λ : X → X are continuous selfmaps of a Banach space X. The homotopy G λ is thought of as a deformation of G 1 (x) = x to a simpler equation G 0 (x) = x. We look for some open path-connected subset or ANR D ⊂ X, which is invariant with respect to the maps G λ , i.e. where I : X → X is the identity map.
The following result can be obtained using the Nielsen fixed point theory. 
The number N(G 0 , D) of essential classes is called the Nielsen number. It is a homotopy invariant, i.e. if G 1 is homotopic to G 0 by a homotopy 
for each λ ∈ [0, 1]. For more details about Nielsen classes see [K] , [J] , [Br3] .
Remark 1.1. If D is simply-connected, then all fixed points in D belong to the same Nielsen class. Theorem 1.1 gives a multiplicity result only for a non-simply-connected domain D.
There are very few papers employing the Nielsen theory to nonlinear problems ([Br2] , [Br3] , [F] , [BKM1] ) .
Systems of equations.
In this note we study a class of nonlinear systems of integral equations of Urysohn type. Using the Nielsen number we show that the discussed system has at least two non-zero solutions. The form of the integral kernel yields an a priori estimate which guarantees that the linear deformation of the original map preserves the annulus.
We will work in the Banach space X = C[0, 1]×C[0, 1] of pairs of continuous functions with the norm
where u = max |u(t)| and v = max |v(t)|. In C[0, 1] we consider two closed cones of positive and of negative continuous functions, respectively:
We will also use the set
Definition 2.1. By the annulus in the Banach space
Lemma 2.1. The set A c is a path-connected ANR and the fundamental group of A c is isomorphic to the group of integer numbers, i.e.
(2.5)
Proof. Consider the two-dimensional subspace of pairs of constant functions in X
We denote by E 
Next, consider a function g : 
and consequently the Nielsen number
Proof. The first part follows from the fact that the degree is multiplicative. Since for α = n m we have deg(x α ) = 0 or 1 depending on whether n is even or odd, the second part of the statement is a property of the Nielsen number of a selfmap of S 1 , or equivalently of R 2 0 . Remark 2.1. If δ 1 = δ 2 and both n 1 , n 2 are odd numbers, then N(g, R If δ 1 = δ 2 and n 1 , n 2 are odd, then (2.13) has two solutions:
which are different essential Nielsen classes (see Fig. 1 ). We are in a position to formulate our main theorem. Consider the following system of two nonlinear real integral equations:
14)
where α and β are positive rational numbers, u n m = (sign u · |u| 1 m ) n by definition. System (2.14) is equivalent to the operator equation x = G(x), where the operator G : X → X is defined by the formula 15) and hence is a completely continuous.
Theorem 2.1. Suppose (2.14) satisfies the following assumptions:
∈ Q + and αβ = 1. 
is the map defined in (2.10) with δ i = signK i . Consequently, the system (2.1) has at least 2 non-zero solutions if δ 1 = δ 2 and n 1 , n 2 are odd.
Proof. Deform the system (2.14) to a simpler system 17) which is equivalent to the operator equation x = G 0 (x), where G 0 : X → X is defined by
Consider a linear homotopy x = G λ (x), λ ∈ [0, 1], connecting G = G 1 with G 0 , which is defined by
Explicitly, we have the equations 20) thus the operator G λ : X → X is of the form
where the kernels K 1 , K 2 are given by the right side of (2.20). Let us verify conditions (A)-(C) for the family (2.21). The map G :
, is completely continuous. This follows from the smoothness of K 1 , K 2 (see the first assumption of Theorem 2.1), from
and from the existence of a completely continuous embedding i : (
The set A c is an ANR in X and 
We shall use the following notations: 
(2.31)
The last two inequalities give lower and upper a priori estimates for x , where x = u + v. Therefore, the compactness of Fix( G, A c × [0, 1]) follows from Lemma 2.3.
We verified conditions (A)-(C) for the homotopy x = G λ (x) and so we have proved that this homotopy is admissible. Finally, we have to calculate the Nielsen number for the correspondence G 0 .
Note that the image of G 0 : X → X is the two-dimensional space of constant functions
and thus all its fixed points belong to this plane. Moreover,
, where E 2 0 is the punctured plane. The map g defined by (2.10) is the restriction of G 0 to the plane E 2 . Finally, we have
and by Lemma 2.2 we know when this Nielsen number is non-zero.
3. Multidimensional system of integral equations. Consider a system of 2n nonlinear integral equations of Urysohn type:
where
. We assume that the following conditions are satisfied for all i = 1, . . . , n and j = 1, 2:
We shall use the following notation:
The system (3.1) is equivalent to the operator equation x = G(x), where the operator G : X → X is defined similarly as in (2.15). The map G is completely continuous and G(A 
is the map given by
with δ ij = sign K ij independent of (t, s, x).
As in Theorem 2.1, the proof is based on the linear homotopy
to a simpler system
. . . (3.8) which is equivalent to the operator equation x = G 0 (x). Note that the corresponding operator G 0 : X → X has a finite-dimensional image in the subspace of constant functions and its restriction is the map g (see (3.5) and (3.6)). The technique of the proof of Theorem 3.1 is analogous to the proof of Theorem 2.1. Now we give an application of Theorem 3.1.
Example 3.1. Consider a system of three pairs of nonlinear integral equations
We reduce the system (3.9) to a finite-dimensional equation x = g(x), where (3.11) and g is defined by the formula
The equation x = g(x) has 4 solutions in (R 2 0 ) 3 :
x 1 = (+1, +1, +1, +1, −1, +1), 3 ) = 4 (3.14)
yields that the system (3.9) has at least 4 non-zero solutions.
There is a direct approach to equations (2.1) and (3.1), based on the following theorem. n open isolated cones, some of them invariant with respect to the operator G. The technique of a priori estimates and degree property (3.16) may be applied in every invariant cone independently.
