This paper analyzes the effects of the application of visual adaptation mechanisms on snapshot-based guidance methods. The guidance principle of the visual homing is proven to be a visual potential function with an equilibrium point located at the goal position.
Introduction
Thanks to entomological studies on animals, several mechanisms of visual guidance can be effectively applied to robotics, e.g. [32] and review in [35] . Furthermore, studies involving Human Vision System adaptation mechanisms can offer valuable ideas for visual filtering algorithms that can be suitably and effectively used to improve vision based motion strategies [22] .
Among the former, practical implementations of some methods can be effectively used on real robots [5, 30] . Basically, the implemented methods are twofold: first match then navigate. The latter is driven by the differences discovered in the matching phase. The differences need to be measurable so that proper movements can reduce the discrepancies between the images.
In [6] a formal theory that explains the experiments conducted in [5, 30] has been introduced. Basically, it analyzes the underlying principle that drives the robot to the goal basing all the assumptions on the presence of a navigation vector field whose basin of attraction is placed at the goal position. A potential function is numerically computed starting from the navigation vector field and its presence around the goal position is a sufficient condition for classical control theory methods such as the Lyapunov functions. Therefore, important considerations on the robustness of the homing methods can be introduced.
Regarding the visual adaptation mechanisms, they can play an important role in any vision driven task, visual guidance included. A good example of implementation of biologically based adaptation mechanisms can be found in the Retinex algorithm.
Basically, the Retinex algorithm acts similarly to adaptation mechanisms present in the Human Vision System. These cause the user to perceive the relative chromaticity of an area, rather than its absolute color. Furthermore, the Retinex algorithm is also invariant with respect to chromatic dominants and it does not require any a priori knowledge of the acquisition process.
As an extension of the studies performed in [6] , the aim of the present paper is to analyze the effects of the Retinex pre-filter for snapshot-based guidance planners. We will show how the effects of the Retinex pre-filtering can be well measured according to the theory introduced in [6] .
The organization of this paper is as follows: a brief introduction to related works is presented in 2, then an overview of the visual potential function theory is addressed in section 3. A review of the snapshot-based homing strategy adopted is detailed in section 4. The problems related with the use of color in visual navigation along with the Retinex algorithm, chosen for the color normalization are described in section 5.
Comments on a set of the conducted experiments and tests and remarks about future work conclude the paper.
Related works
In order to make a planning problem tractable, most techniques make use of strong simplifying hypotheses [9] , that describe the environment with well-known and deterministic dynamics. To operate in a real world, however, planning with uncertainties must assume more and more importance.
The approaches followed to limit uncertainties and ambiguities arising from vision mainly treats data on the fly through the use of diverse techniques. For example, the use of Bayesian learning [10, 33, 28] to solve localization problems, or the use of geometrical representation for constellations of landmarks to solve problems related to their match [3, 16] , or the use of Fuzzy controllers [31] that can be coupled with Neural Networks [29] . Among them, recently, qualitative techniques seem to gain more interest than quantitative techniques based on high-precision control methods.
Landmarks for the visual navigation can be selected in a great variety of ways, either using natural of pre-engineered features (e.g. [8, 33, 7] ). Following a qualitative approach we propose a biological inspired robot navigation [30] , but our goal is to improve and to verify the robustness of the method.
The approach presented in this paper introduces two novel ways of improving and keeping under control the robustness of an agent. The first is an unsupervised chromatic correction algorithm that enhances the visual information at the sensor level, increasing in this way the image information content. The second is a formal framework developed to detect the robustness improvement introduced in a visual navigation algorithm.
This framework uses Lyapunov function to study in a unified manner the behavior of a given (non-linear) system providing the area of convergence, the degree of convergence and the stability of the system itself [2, 4] .
In order to cope with uncertainties on sensors, devices and dynamics, several approaches have been proposed (review in [19, 14] ). Our approach tries to enhances the visual information at the sensor level prefiltering the grabbed images in order to equalize their chromatic content. The chromatic filtering has been introduced to compensate the unwanted color shifts deriving from natural or human-driven changes in the illuminant spectral composition. Usually when a light spectral composition change is known, it is corrected with a linear approssimation [36] of the color RGB triplets that can be acceptable for most of the visual navigation algorithms. In this case, even if the corrected images are suitable for the visual navigation algorithm, the overall robustness of the method can decrease.
When the spectral composition of the light is unknown a color constancy algorithm can be used. The unsupervised color constancy approaches, with no a priori knowledge about the illuminant can be divided into two categories. The algorithms that estimate the illuminant using constraint on the physics of the scene [12] or on the spectral matching between the image and all the possible illuminants [11] or using statistic techniques [34] , follow the first approach. This quantitative approach primarily considers the color constancy phenomenon from a physical aspect. On the contrary, the second qualitative approach is based on the ratio of the image areas and follows the adaptation mechanisms of the human visual system. Among the various theories that follow the second approach, there is Retinex, due to Edwin Land [17] . In fact, the Retinex theory assumes that color perception is based on ratios of reflected light intensity in specific wavelength bands computed between adjacent areas and not of its spectral power distribution and that is in line with the biological inspiration of the chosen method.
An agent computes a vector using local sensor information then the next movement is performed. If vectorṼ represents the next movement, with a module and a direction relative to the actual robot position, considering an agent with two D.O.F., for sake of simplicity, the system dynamical model to perform guidance is therefore given by:
where x(k) and y(k) represent the coordinates of robot at step k; x(k + 1) and y(k + 1) represent the new positions the robot will move to. Clearly, an important equilibrium point (x * , y * ) for the system is given by the coordinates of the goal position.
Lastly, V x (x(k), y(k)) and V y (x(k), y(k)) represent the displacements computed at step k following a generic guidance model. Those displacements are related to the position at step k given by (x(k), y(k)).
The computation over the whole environment of vectorṼ defines a vector field V.
Several interesting considerations can be suitably extracted by analyzing its properties.
Let us consider a partial set of equivalent statements about a generic vector field
• any oriented simple closed curve c:
• V is the gradient of some function U : V = ∇U Both these conditions are of utmost importance for guidance strategies.
The former is related to the concept of conservativeness of the field. The latter is concerned with the existence of a potential function that uniquely generates the field. From another point of view, the former is concerned with the repeatability of the experiments, the latter is concerned with their convergence to the goal.
The following Sections address the two aspects.
Convergence
Supposing that all the necessary hypotheses hold, the dynamic system presented in Eq.
1 can be considered continuous-time with the following (omitting the vector notation): (2) where x represents the generic coordinates and an equilibrium point x * is located at the goal position. The basic idea for verifying the stability and the convergence of a dynamic system is to seek an aggregate summarizing function on the states of the system itself [20] . This happens, in particular, when a dynamic system can be represented byẋ = f (x) with a fixed point x * , and it is possible to find a Lyapunov function, i.e. a continously differentiable, real-valued function U (x) with well-known properties [20] :
1. U (x) > 0 for all x 6 = x * and U (x * ) = 0 2.U (x) < 0 for all x 6 = x * andU (x * ) = 0 (all trajectories flow downhill then x * is globally stable: for all initial conditions x(t) → x * as t → ∞. The system depicted in Eq. 2 is of typeẋ = f (x) but, unfortunately, there are no systematic ways to construct Lyapunov functions.
In our case, by considering the vector field the guidance system produces an important Lyapunov function can be constructed by integrating the right-hand side of the system Eq. 2 as reported in [20] .
Our approach consists of calculating the shape of U a posterior, starting from the vector field V. Classically, U is mathematically specified once given the sensors and the environment [19] . The scalar function U can thus be given by integrating the conservative field V in question, taking into account that the field must be inverted in sign [19] :
where the path of integration, following the infinitesimal piece of motion ds, is arbitrary.
Scalar function U is referred to as the potential of the conservative field V in question.
The scalar product reported by Eq. 3 can be further simplified by following a particular curve c. Therefore, more effectively, it can be written as:
where U (x, y) is the potential function and the path of integration is along the semiperimeter of the rectangle connecting (p x , p y ) to (x, y), i.e. the horizontal line segment from the initial point (p x , p y ) to the vertical line through (x, y) and then along the vertical line segment to (x, y).
An advantage of this method is the use of the goal position as the reference point (p x , p y ). Every other point is thus referred to in terms of potential in reference to the goal position. If the visual potential function has a basin of attraction where the minimum is at the goal position then for the considerations expressed above homing is intrinsically stable, when starting navigation from part of the environment.
Repeatability
As described above, a vector field V is said to be conservative when the integral computed on any closed path (circuitation) is zero.
If the field is not conservative (when the equation stating that the circuitation is null does not hold for at least one curve) then the integration detailed in Eq. 3 can lead to an infinite number of results depending on the integrating curve c. This means that the potential function is no longer entirely determined by the extreme points of the integration process. This potential function can be considered as multi-valued: for every reference position, a general position will have more than one potential value according to the path chosen for integration. This sort of multi-valued potential function can be translated in non-uniqueness of the vector field. In other words, repeatedly placing the robot in the same point within a non-conservative area, different paths can be followed.
Theoretically, as the field is not unique, the repeatability of navigation paths does not hold and this can lead to unpredictable results.
A practical measure of the conservativeness of the field appears to be essential to assess the quality of the navigation process. To this extent, if the vector field is defined on a connected set then the equation stating that the circuitation must be null is equivalent to [21] :
In other terms:
Hereafter, the result of Eq. 5 will be referred to with the term of conservativeness.
Snapshot-based guidance
In this Section we present the model of visual guidance. Details on the theory and the experiments can be found in [5, 30] .
The main idea is that an estimate of the vector pointing from the current position of the agent to the pre-learnt goal can be computed comparing position and amplitude of matching areas in the considered images. The matching between the goal image and the actual view is performed using an affine model. From the parameters of the affine transformation the algorithm computes an estimate of the robot displacement from the goal position, i.e. its current position. Part of the goal panorama (depending on the contest) must be present in the actual view for the matching to produce valuable estimates.
Some constraints, namely fixed heading and constant height of the camera, allow for the use of a simplified affine model for matching:
where S X and S Y are the displacement components for the matching along x and y axes respectively; (X, Y ) are the pixels co-ordinates, a 0X , a 0Y represent translations in pixels and a 1X , a 2X , a 1Y a 2Y represent expansions (a-dimensional).
figure 1 approximately goes here Furthermore, other working hypotheses allow for additional simplifications of the affine model [30] . The computation of the estimated displacement components from the actual position of the agent to the goal is given by:
where K and H are constants which derive from the central projection theorem as reported in [30] .
In Fig. 1 
The Retinex model
Consider a spectral distribution of the illuminant light is E(λ) and R x (λ) is the reflectance of the surface at a point x. Therefore, the reflected light spectral distribution grabbed by the camera is:
The color constancy problem arises when the ambient light spectral power distribution E(λ) is not known and R x (λ), which determines the color, has to be estimated from the perceived color signal. It usually happens when the light spectral composition changes, i.e. due to light bulbs turned on, sun dawning through the windows or emergency lights working.
figure 2 approximately goes here
To compute the corresponding color, several solutions have been proposed, but most of them need information about the illuminant spectral shift. The Retinex algorithm doesn't need any a-priori information in order to discount the illuminant of the scene.
In fact it tries to simulate how the human vision system can estimate the chromatic dominant, assuming the color perception as the result of complex comparisons among different visual areas [18] . conditions and with different white balance corrections, using automatic exposure and without any gamma correction. Figure 3 shows the same image filtered by Retinex.
As can be noticed, the color difference between the images greatly decreases.
Different software [26, 15] and hardware [27] implementations of the Retinex theory have been developed so far; our approach differs from the previous ones in the way the image is "explored" by the algorithm. More attention has been paid in keeping the computation as close as possible to some recent biological models of color perception [37, 13] .
The Retinex algorithm
According to the Retinex theory, every color sensation derives from the processing of three independent stimuli in the three different retinal cones wavebands (apporximately red,green and blue) [25] . For each channel, the relative lightness of a pixel is computed as the mean value of the relative lightness along a number N of random paths across the image, ending at that pixel (Fig. 4 left side) . computed over a number N of random paths (Fig. 4 left side) ending at point i, separately for each RGB channel:
where, for each chromatic channel RGB, I x is the original pixel channel value at the location x, I x+1 the value at the following location x + 1 along the random path (Fig. 4 right side) and δ is a threshold value computed in the following way:
I x |h threshold These computations are executed independently for the three fundamental channels RGB.
As seen in the formula above, Retinex has a reset mechanism: if during a path computation a lighter area is found, the cumulated relative lightness is forced to zero, making the average computation restart from this area. The effect of the reset mechanism is to consider the lightest area of an image as the reference value of the color white.
A critical problem in the algorithm is the choice of the random path. The solution proposed in this paper is based on Brownian paths generated with the mid-point displacement technique, that mimics the distribution of the receptive field in the interested human cortical area (V4) [37] .
The application of an approximated Brownian path generation to the Retinex algorithm has greatly improved the effectiveness of the algorithm and its speed [23] .
The computational space complexity of the algorithm is not heavy, it requires only the memory to keep the original image and the filtered one. On the contrary the computational time complexity is heavy: with k paths crossing x of the n pixels of the image for each pixel computation, the number of floating point pixel ratios is k × x × n.
The value of x can be controlled by tuning the Brownian paths generation parameters (max distance, max displacement, number of displacement, . . .) and k can be set as a parameter, affecting the quality of the result. A multi-scale version of the algorithm has been developed to allow effective robotics navigations [24] .
Tests
In this Section we present some experiments conducted operating with the snapshot model to perform guidance. Details on the experiments can be found in [5, 30, 6] .
In order to measure the vector field, the agent was manually placed at various points in the environment. The position of the agent progressively covered a grid in the environment where each cell is approximately as big as the base of the agent itself.
From those points, applying one of the navigation methods, a displacement vector is computed. The iteration of the method over the whole environment and the collection of every displacement vector produces a vector field.
All the tests have been performed in the same environment where the goal position is located in co-ordinate (20, 30) .
The Retinex pre-filtering can be applied on every light condition, since it corrects the image colors only if a chromatic dominant is present. We applied the algorithm on the usual light conditions of our robotic laboratory and other indoor environments (daylight through the windows, tungsten and fluorescent bulbs in different mix), as in other previous experiments [22] .
The first couple of figures, namely fig. 5 and fig. 6 , show the conservativeness and the potential function respectively. This example does not consider any pre-filtering application of Retinex. small portion of the figure shows unsatisfactory results. Nevertheless, for most of the environment, the amount of conservativeness, using the pre-filtering is closer to zero rather than when no pre-filtering is used.
Conclusion and perspectives
This paper shows how biologically-inspired methods both for navigating and for enhancing visual systems can be extremely valuable for real robot applications. The behavior of these methods can be explained in terms of a visual potential function.
The presence of a potential function around the goal allows us to apply classical control theories to assess the robustness of the system such as the Lyapunov functions.
A blind chromatic correction of the images grabbed by the robot during the navigation improves the effectiveness of the visual potential field navigation function. In fact, a chromatically stable environment allows a more precise matching of the visual features used to estimate the robot position. This is consistent with the biological inspiration of the navigation approach [1] . 
