We consider the problem of optimal location of a Dirichlet region in a d-dimensional domain Ω subjected to a given right-hand side f in order to minimize some given functional of the configuration. While in the literature the Dirichlet region is usually taken d − 1 dimensional, in this shape optimization problems, we consider two classes of control variables, namely the class of one dimensional closed connected sets of finite one dimensional Hausdorff measure and the class of sets of points of finite cardinality, and we give a necessary condition of optimality.
Introduction
We consider the problem of finding the optimal location of a Dirichlet region Σ in a d-dimensional domain Ω associated the p-Laplacian
where the right hand side f is given as a nonnegative element of L p ′ (Ω), being p ′ the conjugate exponent of p. The functional F we consider as a cost is defined by
where u is the unique solution of equation (1) and F : Ω × R × R d → R is a Carathéodory function. The shape optimization problems we consider consists in the minimization of the functional F over two classes of admissible control variables Σ. The first class consists of all closed connected subsets Σ of Ω whose one-dimensional Hausdorff measure H 1 (Σ) (sometime called the total length of Σ) is uniformly bounded by some constant L, while the second is the class of discrete subsets of Ω whose 0-dimensional Hausdorff measure (i.e. their cardinality) does not exceed a given number n.
The existence of an optimal configuration for the two optimization problems described above can be obtained by using a generalization of the Šverák's compactness result (see [11] for p = 2 and [3] for a general p). In this paper, we consider a penalized version of these shape optimization problems see (2) and (3) by adding to the cost functional F a Lagrange multiplier penalization of the form λH 1 (Σ) and λH 0 (Σ) respectively. This problem has been considered in [4] in the simplest case when p = 2, where the PDE (1) reduces to the classical Laplace equation. Moreover, it has been shown (see [5] ) that, for the particular case where F (x, u, ξ) = f (x)u, the limit problem, as p → +∞, is the minimum problem for the average distance functional
where dist(x, E) denotes the distance between the point x and the set E.
For the well posedness of the minimum problems (2) and (3) the constraint p > d − d Σ , where d Σ is the dimension of Σ, has to be imposed in order to have Dirichlet regions of positive p-capacity. Let us mention that the regularity of the optimal sets (in the case of problem (2)) is still an open problem, even in the simplest two dimensional setting with p = 2 and F = f (x)u.
Setting of the problem and existence of minimizers
We consider the following classes of control variables: 
The penalization terms λH 1 (Σ) and λH 0 (Σ) with λ > 0 replace the constraint on H 1 (Σ) and H 0 (Σ) and prevent the minimizing sequences to spread over all the domain Ω and hence getting a trivial solution. The existence of minimizers in the two shape optimization problems (2) and (3) is a consequence of the Šverák continuity-compactness result (see [11] for p = 2 and [3] for general p) and the Blaschke and Gołab theorems. For the convenience of the reader let us give some details on the existence of an optimal shape. Let {Σ n } n ⊂ A(Ω) be a minimizing sequence in the optimization problem (2), then there exists a constant C > 0 such that sup n {F (Σ n ) + H 1 (Σ n )} ≤ C. Since {Σ n } n is a sequence a closed connected subsets of Ω such that sup n H 1 (Σ n ) ≤ C, by Blaschke theorem (compactness of the sequence {Σ n } n in the Hausdorff topology) and by Gołab theorem (lower semicontinuity of the H 1 with respect to the Hausdorff topology), up to extracting a subsequence, {Σ n } n converges in Hausdorff distance to some Σ ∈ A(Ω) and
For the lower semicontinuity of the energy part of the functional we need the Šverák continuity-compactness result which is stated in this terms: let {Ω n } n be a sequence of open and bounded sets contained in a fix bounded set D. If we assume that the number of the connected components of D \ Ω n is uniformly bounded by some number k, then {Ω n } n converges in the Hausdorff topology to some open and bounded set Ω ⊂ D and the number of the connected components of D \ Ω is less or equal to k. Moreover, if we denote by u n ∈ W 1,p 0 (Ω n ) the distributional solution of the p-Laplace equation
, then up to subsequence, u n converges strongly in W 1,p (D) (u n are extended by zero outside Ω n ) to the function u which is the distributional solution of the equation
This result is interesting only in the case where p satisfies d − 1 < p ≤ d because the case where p > d is trivial due to the fact that functions in W 1,p (D) are continuous and the convergence of solutions follows easily. To apply this result to our problem, we choose Ω n = D\Σ n and notice that {Ω n } n converges to Ω = D\Σ in the Hausdorff topology where Σ is the limit of Σ n . From the hypothesis of the function F and the continuity with respect to the domains variation of solutions, the lower semicontinuity follows easily and also the existence of an optimal shape. The existence of an optimal set in the problem (2) is even easier due to the fact that p > d.
Our goal is to derive first order necessary conditions of optimality, assuming that the solutions Σ of the minimum problems are regular as necessary. Notice that, since every set in Σ ∈ A(Ω) is countably H In the two last cases, some extra difficulties occur because of the co-dimension of Σ which is greater than 1. For simplicity, we assume that Ω has a smooth boundary and u = 0 on ∂Ω ∪ Σ; we also assume as much as needed the regularity on the data. Before looking for the necessary conditions of optimality, we recall some definitions and results which will be helpful; we refer to [2] for the details.
For a measure µ we denote for µ a.e. x by P µ (x, ·) :
where Tan(µ, x) stands for the tangent space of µ at x that is the set of all tangent measures to µ at the point x (see for instance [1] ).
Definition 1
The curvature of µ is defined as the vector valued distribution
In other words H µ is defined by
where
We denote by M BC the set of all positive and finite Borel regular measures of R d whose curvature is a Borel regular measure with finite total mass. Since the curvature H µ of a measure µ ∈ M BC is not necessary absolutely continuous with respect to µ, by Radon-Nikodym theorem, we can write
is the density of H µ with respect to µ (also called the pointwise curvature) and ∂µ is the singular part of H µ with respect to µ (also called the boundary of µ).
If
, then by classical divergence theorem we have
where h stands for the mean curvature vector of Σ and ν the co-normal unit vector of ∂Σ. When the tangent space to µ is reduced to zero µ a.e., H µ is zero. This is for instance the case where µ is a finite sum of Dirac masses, or µ is concentrated on an α-dimensional Cantor subset C of [0, 1] with 0 < α < 1 and
Definition 2 Let Σ be a countably H k rectifiable set and µ = θH k Σ be the asso-
In this case we denote the generalized mean curvature of Σ by H Σ .
Theorem 3 Let (µ r ) r be a bounded sequence in M BC weakly converging to some measure µ and assume that dimTan(µ r )µ r weakly converges to gµ. Then the condition
is necessary and sufficient to have
In this case we have
Proof: see [2] Let Ω be an open subset of
be a positive Carathéodory function. We assume F smooth and satisfying the growth condition
where a is an L 1 (Ω) function. We consider the functional
where m(Σ) is either H 1 (Σ) if Σ is a closed connected one dimensional set or H 0 (Σ) if Σ is a discrete set of points and u the solution of the equation (1) . We are interested in the necessary conditions of optimality satisfied by the minimizers of F . From now on we assume optimal sets in the case of closed connected sets to be of class C 1,α for some 0 < α ≤ 1 that is locally graph of C 1,α functions.
Case of closed connected subsets in R 2
Let u be the weak solution of the state equation
that means in its weak formulation
We introduce the family of diffeomorphisms ϕ ε (x) = x + εX(x) where X is a smooth vector field from
The corresponding functional is
Notice that for ε = 0 equation (8) reduces to (7) and we denote u 0 simply by u. From now on u stands for the unique solution of (7) and u ε for (8) . To differentiate (9) we need to show the differentiability of the function ε → u ε at zero. If we assume f ∈ L ∞ (Ω) then, by the regularity theory of elliptic equations, u and u ε are in W
, an easy computation of the limit of
At u solution of (7) the differential of ∆ p is linear and continuous from
The fact that u ε ∈ W 2,p (Ω \ Σ ε ) and solves equation (8), the differentiability of the p-Laplacian operator from W 1,p (Ω) to D ′ (Ω) and the differentiability of the transported solution U ε = u ε • ϕ ε at ε = 0 allow to differentiate the equation (8) in the distributional sense at ε = 0 (see [8] ) and we obtain the equation . To this aim, we have to differentiate the boundary condition of u ε . Due to the particular setting of our problem (the boundary operator is the identity and u ε = 0 on ∂Ω ∪ Σ ε ), the fact that u ∈ W 2,p (Ω \ Σ) and the differentiability of the transported solution U ε at zero imply the differentiability of the boundary condition (see [8] ) and we have
The fact that u ′ vanishes on the boundary of Ω is due to the compact support of the vector field X in Ω. So the equation satisfied by u
To complete this part, let us check the differentiability at ε = 0 of the cost function. It is well known (see for example [1] )that the length functional H 1 (Σ ε ) is differentiable at ε = 0. The only point to check is concerned with the differentiability of the map ε → Ω F (x, u ε , ∇u ε ) dx at ε = 0. The smoothness and the growth condition on F imply that the map
for any open set D. Moreover, if u is the solution of equation (7), F (·, u, ∇u) ∈ W 1,1 (Ω \ Σ) and the map ε → F (·, u ε , ∇u ε ) • ϕ ε is differentiable thanks to the hypothesis on u ε and U ε . Therefore (see Theorem 3.3 of [8] ) we have the differentiability of the cost function at ε = 0. Summarizing, by taking the derivative of the functional (8) at ε = 0 we get 
is the projection of the divergence to the approximate tangent line of Σ at H 1 -a.e point of Σ. Unfortunately, the quantity Ω (F u u ′ + F z · ∇u ′ ) dx is not easily exploitable. To overcome this problem we introduce the adjoint state equation
which has to be understood in the distributional sense
We are not interested in the regularity of the functions u and q in the whole domain Ω but only near the optimal set Σ. The functions u ′ and q are both in
In the variational formulation of the equation (11) if we take u ′ as a test function, we have
Let Ω 
where ν is the outer normal of Ω + . It is easy to observe that u ′ = 0 on ∂Ω ∩ ∂Ω
Similarly, taking into account the fact that the outer normal of Ω
Combining the previous relations and using the fact that the two sets ∂Ω + \(∂Ω∪ Σ) and
For the second term, the integration by parts leads to
where ν is the outer normal of Ω + as in the previous case. It is easily seen that
Similarly, we have
Therefore, summing up one obtains (B = B
By the linearity of the function G u , we get
but, by integration by parts allowed by regularity of Ω and Σ, it follows that
is the weak solution of equation (10) and q vanishes on ∂Ω∪Σ. Finally we obtain
To compute the term Ω div(F X)dx, we use the divergence theorem thank to the reguality of Ω. Then
but, by simple computation, we have 
Combining all the computations together we get
This equality holds for every vector field X, then we derive the following necessary condition of optimality:
We can rewrite this necessary condition of optimality as
where the notation (a) ± stands for a + − a − . We have proved the following result.
Theorem 4 Let Σ be an optimal set in the minimization problem (2) and u the corresponding solution of the state equation. Assume d = 2, then u satisfies the necessary condition of optimality:
where ν is the unit normal vector of Σ, H Σ the generalized mean curvature of Σ and q the solution of the adjoint state equation (11).
Case of points in
In the case of points, some extra difficulties arise because for an equation like (10) the gradient and the normal are not defined on points. The equation (10) is not the crucial point since we are moving an optimal point x 0 in the direction of the vector field X, the boundary condition of (10) may be writen in the general form as u ′ (x 0 ) = ∂u ∂X (x 0 ) if x 0 is an optimal point. The main difficulty is that in the computation we need an integration by part and since the co-dimention of the point in R d (d > 1) is greater than 1, there is a lack of an integration by part formulas. The strategy is to study the configurations which are close to the optimal one and obtain the optimal configuration as a limit. We consider, for r small and positive real number, the set Σ r = ψ(B r (x 0 )) where B r (x 0 ) is the ball centered at the point x 0 with radius r and ψ is a smooth diffeomorphism from Ω to Ω such that ψ(x 0 ) = x 0 . The associated state equation is
For the functional, we consider
The factor 1 r d−1 is in order to avoid the functional to degenerate to the trivial limit functional which vanishes everywhere. For r small,
where C is independent of r and as r → 0 the solution of the equation (13) 
where u ′ is the solution of the equation
G u (∇u ′ ) is as before and H ∂Σr is the generalized mean curvature of Σ r . Using the fact that x 0 is optimal and r is small enough (we are in a small neighborhood of the optimal point), we obtain ∂ ∂ε ε=0
To overcome the problem of ∇u ′ as in the previous case, we introduce the adjoint state equation
In particular
By integration by parts, the first term of the equation yields
where ν r is the inward normal of Σ r . The computation is quite similar to the case of closed connected subset of R 2 and one gets
Here ∂Σ r plays the role of Σ in the two dimensional case. Moreover all the quantities vanish in the interior side of Σ r then we are interested only on the exterior side of Σ r . We obtain
Using the above calculation, one can rewrite the derivative of the functional as
By a change of variables of type x = ψ(r, θ), θ ∈ S d−1
we get
In this notation all the terms of the integrand are evaluated at ψ(r, θ) and J(θ) is the Jacobian determinant of the function: θ → ψ(θ). It remains to study the limit as r tends to 0. We do it in the particular way by letting ψ(r, θ) go to x 0 in a fixed direction as r goes to 0. To express the dependence of the limit on the direction ψ(θ), we use the following notation: ν(ψ(r, θ)) → ν(ψ(θ)) as r → 0; the same notation will be also used for other functions in the integrand. This gives:
All the terms in the integrand are evaluated at ψ(θ). The quantity r 1−d H ∂Σr , X goes to zero as r goes to zero. In fact if we set µ r = r 1−d H d−1 ∂Σ r this measure belongs to M BC and weakly converges to the Dirac mass
we may apply Theorem 3 with g the constant function d − 1 to have the weak convergence of the mean curvature H µr to the mean curvature H δx 0 which is identically zero. As a consequence the generalized mean curvature H ∂Σr of Σ r weakly converges to the generalized mean curvature H δx 0 of the point x 0 . Since ∂Σ is smooth H ∂Σr coincides with the classical mean curvature but to avoid confusion with mean curvature of measure in this paper, we keep the terminology of general mean curvature. The equality in (15) holds for every X ∈ C ∞ c (Ω) and every ψ diffeomorphism. Again it holds true for X constant in the neighborhood of the optimal point and for all ψ diffeomorphism satisfying the condition
This allows us to write
This expression which is evaluated at ψ(θ) is constant for all ψ and θ ∈ S d−1 . This means that it is constant in any direction. Then we have the necessary condition of optimality:
Let us consider a particular case of this problem. We assume d = 2 and F = f (x)u where u is the solution of the p-Laplacian equation. To express the dependence of u on p we denote it by u p instead of u and the same rule for q. Since p > 2 we want to study the limit as p → 2 + of the problem. The sequence u p are bounded in H 1 0 (Ω \ Σ) then up to extracting a subsequence, it converges weakly to some function u. It is easy to see that u coincides with the solution of the classical Laplacian that is the solution of equation (1) when p = 2. From the adjoint state equation (14) we may deduce also that the limit of q p as p → 2 + coincides with the solution of equation (1) for p = 2. We may then rewrite the necessary condition of optimality in the form:
The result proved is summarized below.
Theorem 5 Let Σ be an optimal set in the minimization problem (3), where d > 1 and u is the solution of the corresponding state equation. Then u satisfies the necessary condition of optimality:
where ν and q are respectively the limit as r → 0 in a given direction of the unit normal vector of Σ r and the solution of the adjoint state equation (15).
The case of points in R is similar to the case of closed connected subsets in R.
Case of closed connected subsets in
Here the strategy is the same. Let Σ be the optimal configuration. We study the configuration which is close to the optimal one and pass to the limit. As in the case of points, we consider a tube Σ r = {x ∈ R n : d(x, Σ) ≤ r}. The associated state equation is
The procedure is quite similar to the previous case. The corresponding general functional is Remark that this necessary condition of optimality depends on the direction θ ∈ S d−2
. Those directions are contained in the d − 1 plane which is orthogonal to the approximate tangent line to Σ.
