We propose an algorithm for combinatorial optimization where an explicit check for the repetition of configurations is added to the basic scheme of Tabu search. In our Tabu scheme the appropriate size of the list is learned in an automated way by reacting to the occurrence of cycles. In addition, if the search appears to be repeating an excessive number of solutions excessively often, then the search is diversified by making a number of random moves proportional to a moving average of the cycle length. The reactive scheme is compared to a "strict" Tabu scheme, that forbids the repetition of configurations and to schemes with a fixed or randomly varying list size. From the implementation point of view we show that the Hashing or Digital Tree techniques can be used in order to search for repetitions in a time that is approximately constant. We present the results obtained for a series of computational tests on a benchmark function, on the 0-1 Knapsack Problem, and on the Quadratic Assignment Problem.
The tabu search meta-strategy has been showed to be an effective and efficient scheme for combinatorial optimization that combines a hill-climbing search strategy based on a set of elementary moves and a heuristics to avoid the stops at suboptimal points and the occurrence of cycles (see [5] , [6] , [7] ). This goal is obtained by using a finite-size list of forbidden moves (the tabu moves) derived from the recent history of the search. The basic underlying assumption is that the suboptimal points (where the simple hill-climbing component stops) can be better starting points with respect to random restarts, provided that care is taken so that the local maxima (or minima) do not become attractors of the dynamics induced by the algorithm and that limit cycles do not arise (we borrow the terminology from the theory of dynamical systems [13] ).
Some tabu search implementations are based on the fact that cycles are avoided if the repetition of previously visited configurations is prohibited. For example, in the Reverse Elimination Method [7] , the only local movements that are excluded from consideration (i.e. that become tabu) are those that would lead to previously visited solutions. REM is a method to realize what may be called Strict Tabu (S-TABU for short).
We argue that S-TABU can converge very slowly for problems where the suboptimal configuration is surrounded by large "basins of attractions", i.e., by large set of points that converge to it with hill-climbing. This slow convergence is related to the "basin-filling" effect that is illustrated in Section 2. In addition, the optimal point can become unreachable because of the creation of barriers consisting of the already-visited points. When S-TABU can be used, one can avoid the relatively slow REM technique (that at iteration n requires a computation of order O(n)) by using the hashing or digital tree approaches (that require a constant amount of computing per iteration).
The tabu scheme based on a fixed list size (F-TABU) is not strict and therefore the possibility of cycles remain. The proper choice of the size (long to avoid cycles but short in order not to constrain the search too much) is critical to the success of the algorithm, although for many interesting problems the results do not depend too much on its value (see [8] and the contained bibliography). More robust schemes are based on a randomly varying list size [15] , although one must prescribe suitable limits for its variation.
Our Reactive Tabu scheme (R-TABU for short) goes further in the direction of robustness by proposing a simple mechanism for adapting the list size to the properties of the optimization problem. The configurations visited during the search and the corresponding iteration numbers are stored in memory so that, after the last movement is chosen, one can check for the repetition of configurations and calculate the interval between two visits. The basic fast "reaction" mechanism increases the list size when configurations are repeated. This is accompanied by a slower reduction mechanism so that the size is reduced in regions of the search space that do not need large sizes.
An additional Long Term Memory diversification mechanism is enforced when there is evidence that the system is in a complex attractor of the search space (the analogy is that of chaotic attractors, see Section 1). The LTM "escape" or "diversification" mechanism can be realized with a negligible effort by exploiting the memory structure described.
If a problem requires an excessive memory space to store the entire configurations one may resort to compression techniques (the use of hashing for compression in [17] is an example). If a total of m configurations are visited, the theoretical minimum on the number of bits needed to distinguish among them is log 2 m bits per configuration. Reaching the information-theoretic minimum may require complex coding techniques, but with a small increase in memory size even simple compression techniques are effective and well within the typical memory limitations of current workstations.
In the following sections, first we motivate and describe the Reactive Tabu scheme (Section 1), then we analyze the behavior of the algorithms in the case study of a function of two variables (Section 2) and compare the computation and memory requirements (Section 3). Finally we apply the Reactive Tabu search to the quadratic assignment problem and discuss the results (Section 4).
The Reactive Tabu Scheme
Let us begin with an analogy between the evolution of the search process in combinatorial optimization and the theory of dynamical systems (see, for example, [13] and [12] ). The current configuration traces a path in the configuration space subject to the movements dictated by the search technique. Let us suppose that we are looking for the global minimum (trivially maximizing f corresponds to minimizing −f ). Local minima are attractors of the system dynamics for the steepest descent strategy. They are in fact fixed points until a scheme is introduced that forces the system to exit from the local minimum and continue the search. Limit cycles (or closed orbits) are a second possibility, where the trajectory endlessly repeats a sequence of states. Cycles are discouraged by the tabu technique and they are in fact strictly prohibited in the S-TABU version. But there is a third possibility that is very relevant for the case of optimization: the case in which fixed points and limit cycles are absent but the trajectory is confined in a limited portion of the search space. In the theory of dynamical systems this phenomenon is described by introducing the concept of chaotic attractors. Because in this paper the concept of chaotic attractor is used only as an example of a dynamic behavior that could affect the search process, we summarize the main characteristics and refer to [13] for a detailed theoretical analysis. Chaotic attractors are characterized by a "contraction of the areas", so that trajectories starting with different initial conditions will be compressed in a limited area of the configuration space, and by a "sensitive dependence upon the initial conditions", so that different trajectories will diverge. For an analytical characterization of this sensitive dependence, it is convenient to introduce the concept of Lyapunov exponent. Let us consider the function g that maps the point at step n to the point at step n + 1, g k (x) is defined as the map obtained by iterating g k times. Starting from close initial conditions x 0 and x 0 + ǫ, the Lyapunov exponent λ is defined through the relationship:
If the exponent λ is greater than 0, the initially close points diverge exponentially and, if the trajectories remain confined in a limited region of the space, one obtains the situation called "deterministic chaos". The motivation for this term is that the trajectory appears to be "random" although the system is deterministic. In the above case, although limit cycles are absent, the search trajectory will visit only a limited part of the search space. If this part does not contain the absolute minimum (or the desired configuration), it will never be found. The motion caused by the tabu search technique is very complex, so that a detailed analytical study of the associated discrete dynamical system is problematic (for example most of the results in the discrete dynamical systems of "cellular automata", that have a simpler structure with respect to tabu, are based on numerical simulations, see [12] for a brief overview of the subject). Nonetheless, the main suggestion to be derived is that avoiding limit cycles or even avoiding repetitions of configurations is not sufficient for an effective and efficient search technique. The chaotic-like attractors should be discouraged. In some computational tests we will show evidence of a trapping of the solution trajectory in a suboptimal region of the search space (see Section 2) . Similar ideas are also present in [17] and [8] ("cycle avoidance is not an ultimate goal of the search process ... the broader objective is to continue to stimulate the discovery of new high quality solutions").
The reactive tabu scheme maintains the basic building blocks of tabu search, i.e., the use of a set of temporarily-forbidden moves, where the time interval for the prohibition is regulated by the tabu list-size. What we add is a fully automated way of adapting the size to the problem and to the current evolution of the search, and an escape strategy for diversifying the search when the first mechanism is not sufficient. Both ideas can be seen as ways to implement the learn-while-searching paradigm that is characteristic of the tabu approach.
The algorithm is summarized in words and described in detail using a pseudo-language derived from the Pascal language. To make the description more concise, variable declarations and trivial parts of the code have been omitted or described in words.
For concreteness reasons we will present the algorithm for an application to the Quadratic Assignment Problem (see [14] for one of the first applications of Tabu to the QAP). The space of configurations is given by the possible assignments of N units to N locations (φ[loc] is the unit that occupies location loc). The details about the QAP application will be described in Section 4. Understanding the following Section does not require a detailed knowledge about the QAP problem.
Basic Tabu Tools
The main tabu structures are common to various tabu implementations for the QAP (see for example [15] ). An exchange movement is tabu if it places both units to locations that they had occupied within the latest list size iterations. The aspiration criterion is satisfied if the function value reached after the move is better than the best previously found. The basic functions for the above operations are illustrated in Figure 1 .
Memory Structures
Before explaining our variation of the tabu scheme, let us briefly illustrate the meaning of the variables and memory structures used. An elementary exchange move is indexed by variables r chosen and s chosen, the two locations that will be subjected to the exchange. All visited points in the configuration space are saved in records that contain the placement of units in locations (φ), the most recent time when it was encountered (last time) and its multiplicity (repetitions). When the number of repetitions for a given point is greater than Rep (3 in our runs) the configuration is added to the set of often-repeated ones.
The constants Increase and Decrease determine the amounts by which the list size is increased in the fast reaction mechanism, or decreased in the long-term size reduction process. The variables moving average (a moving average of the detected cycle length) and steps since last size change (the number of iterations executed after the last change of list size) are used for the long-term size reduction, the variable chaotic counts the number of oftenrepeated placements. A diversifying escape movement is executed when chaotic is greater than Chaos (a constant equal to 3 in our runs). The status of the search is described by the record current; current.φ is the placement (current.φ[loc] is the unit contained in location loc); current.f is the corresponding function value and current.time is the number of steps executed . Each step consists of neighborhood evaluation and move selection. A similar record best so far stores the best placement found during the search.
The target value sub optimum and the maximum number of iterations max iterations are used for terminating the search.
Skeleton of R-TABU
Before proceeding with the reactive tabu search, the data records for hashing and tabu are initialized and a random starting configuration is generated. Then the search routine cycles BASIC TABU FUNCTIONS (FOR THE QAP PROBLEM) procedure make tabu(r,s) comment:
Record the latest occupation for the two units that are going to be exchanged. i) all possible elementary moves from the current configuration are evaluated ii) the latest configuration is searched in the memory structure (with a possible update of the list size, see Section 1.1) and a decision is taken about a diversifying escape move. In the "default" case, i.e., with no escape:
iii-D) (Default) the best admissible move is executed with a possible reduction of the list size if all movements are tabu and none satisfies the aspiration criterion, and the current status and time are updated.
In the other case, i.e., with escape:
iii-E) (Escape) the system enters a phase of random movements whose duration is regulated by a moving average of detected cycles.
The initialization and main loop of R-TABU are illustrated in Figure 2 , while the details on the reaction, escape and move selection mechanisms will be illustrated in the following Sections.
The Reaction and Escape Mechanism
When a repetition of a previously encountered configuration occurs, there are two possible reaction mechanisms. The basic "immediate reaction" increases the list size to discourage additional repetitions (list size ← list size × Increase). After a number R of immediate reactions, the geometric increase (∝ Increase R ) is sufficient to break any limit cycle. In this case a continuous sequence of repetitions rapidly increases the size until the trajectory is forced to explore new regions, but this mechanism may not be sufficient to avoid the "chaotic trapping" of the trajectory in a limited area of the configuration space. To this end a second and slower mechanism counts the number of configurations that are repeated many times (more than Rep times). When this number is greater than a threshold Chaos the check for repetitions function returns and diversifying escape movement is enforced.
The reaction is caused by the local properties of the solution trajectory, but, if the list size increases only, it could be excessive in the later phases of the search because it would constrain the search more than necessary. Therefore a slow process reduces the size if a number of iterations greater than moving average passed from the last size change. The function that checks for the repetitions of function values is showed in Figure 3 .
In addition to the immediate increase and slow reduction mechanisms, there is a third point at which the list size is modified. This is the case when the list grows so much that all movements become tabu (and none satisfies the aspiration criterion). When this happens the size is reduced. Because of the geometric decrease, after small number of reductions at least some movements will lose their tabu status.
Our escape strategy is based on the execution of a series of random exchanges. Their number is random and proportional to the moving average, the rationale being that longer average cycles are evidence of a larger basin and therefore more escape steps are likely to be required. To avoid an immediate return into the old region of the search space, all random steps executed are made tabu. The choice of the best move with the reaction and the escape strategies is illustrated in Figure 4 .
The different dynamics for the list size and the escape mechanism are illustrated in Figure 5 , for an application to a Quadratic Assignment Problem of size N = 30.
In Figure 5 (top) we show the evolution of list size and the percent of repetitions of previously visited configurations. Data points are taken every 100 iterations. Note how frequent The function takes a current placement φ as argument and returns Escape when an escape action is to be executed, Do Not Escape otherwise. Cycle Max is a constant equal to 50 in our runs, the other constants and variables are described in the text. begin steps since last size change := steps since last size change+1 Search for the current configuration in the hashing structure. repetitions provoke a fast increase of list size, while the absence of repetitions provokes a gradual decrease. In Figure 5 (bottom) we show the list size evolution for a larger span of time (up to 50K iterations). Frequent spikes are superimposed to a plateau of about size 8. The bottom curve shows the counter chaotic. Each time the value of Chaos is surpassed, the counter is reset to zero and an escape move is executed. Note that the escapes are automatically triggered by the evolution of the search process. In this case they are executed with a much larger time scale with respect to the frequent spikes of reaction.
Details on REM, Hashing and Digital Tree
According to Glover and Laguna [8] a fundamental element of tabu search is the use of flexible memory, that embodies the creation and exploitation of structures for taking advantage of history. In this section we present some competitive structures and algorithms for storing and retrieving the information about the history of the search process in a fast way. Items to store are, for example, the configurations, the corresponding function values and the iteration number when they were encountered. The various schemes differ in their time-space complexity and in the amount of data stored per iteration.
In the classical Reverse Elimination Scheme (REM) proposed in [7] the visited points are not stored explicitly, but they can be derived by applying a sequence of moves that reverse the moves applied during the search. In fact, one does not need to find the previous points if one is interested only in knowing which moves will lead from the current configuration to a previously visited one, i.e. the moves that will acquire a tabu status.
REM is based on a running list containing all the moves executed from the initial configuration. According to the sufficiency property stated in [7] , let us assume that all moves m i are such that a sequence m j1 • m j2 .. i . For additional details and modifications see [7] and [3] .
Let n be the number of iterations executed. Because the computational cost of each trace is proportional to the length of the running list (i.e. to the number of iterations), the total cost is proportional to n 2 . An example is presented in Figure 6 for an application to the 0-1 knapsack problem labeled Weingartner8 defined in [18] and used in [16] , with 105 binary variables and 2 constraints. The basic moves used in this case are the set-clear operations on individual bits.
A total of 16 runs with different random initial points has been executed. The data points are derived from actual measurements of the CPU time on a current Sun Sparc 2 Workstation. An interpolation of the points corresponding to a number of iterations greater than 100 gives the following result:
CP U time(sec) = 6.71 × 10 −5 n
1.91
The errors on the interpolation are 2% on the multiplicative constant and 0.1% on the exponent. The slight deviation from the quadratic form is caused by the influence of points with low iteration numbers: the quadratic term dominates only in the asymptotic limit. The code has not been optimized (a C++ programming language was used) so that the multiplicative constant is not to be considered as the smallest obtainable. The asymptotic behavior is unchanged by the modifications proposed for reducing the number of tracing steps (see the auxiliary memory structure Least used in Section 1.3 of [7] ). It is obviously changed if the backward tracing is stopped after a maximum number of steps.
The hashing technique is standard in computer science (see for example [1] ). The basic idea of hashing is that of storing entries in "buckets" whose index is obtained in a scattered way from the entry itself (by using the hashing function with the element as argument). The search time is approximately constant and equal to a very small number of machine cycles if the number of buckets is so large that, with a high probability, different entries end up in different buckets. In this last case, only a comparison with a single stored item is sufficient. One way of dealing with "collisions" (entries with the same bucket) is that of associating to each bucket a list of entries, that is enlarged when new elements arrive. The version that we describe (open hashing) is based on an array of "bucket table headers", that contain the pointer to the first entry in the associated list (bucket[hash val]↑φ contains the first stored placement in the list, bucket[hash val]↑last time the last time when it was encountered, bucket[hash val]↑repetition the number of repetitions). Elements in the list are chained with the pointer next that gives the address of the next element. nil pointers are used for list termination. The number of buckets has to be large in order to make collisions a rare event. A rule of thumb is to make it about two times (or larger than) the maximum number of stored entries, assuming that the hashing function scatters the entries in an almost uniform manner. Our use of the hashing technique is illustrated in Figure 7 The digital tree [11] method stores binary strings (for example) using a binary tree structure where the decision about choosing the left or right child of a node at depth d depends on the value of the d-th bit of the string. The storing time is proportional to the total number of bits (therefore it is constant when the number of stored item grows). The same is true for the worst-case retrieval time, i.e. when the item is found. If it is not found, the search is terminated before reaching the deepest layer, as soon as the first nil pointer is encountered. In Figure 8 we show the memory configuration for the storage of strings (101111) and (100110). We tested the digital tree technique on the 0-1 knapsack problem labeled Petersen7 (see [16] ), with 50 variables, 5 constraints and the same moves as those used for Weingartner8. We ran 60 tests with random starts, sampling the memory usage (in terms of number of tree nodes used) at random times. Each node requires 8 bytes for the two pointers. The results are consistent with a linear increase (see Figure 9 ). The differences between the various runs are caused by the possible superpositions of the initial parts of different strings, that saves some nodes.
Efficacy and Efficiency: a Case Study
The set of basic moves for a tabu algorithm must satisfy a "completeness" criterion, i.e. the region of the search space "covered" by the algorithm starting from a randomly-chosen starting point must not be too small with respect to the size of the search space.
If m 1 , m 2 , ..., m k are the basic moves, X the search space and
i.e. the points that can be reached with chains of basic moves. The requirement that span(x) = X for every x ∈ X is a necessary condition for the efficacy of a tabu algorithm, if an exact solution is required. The basic moves often correspond to simple operations as in the case of the set-clear bit moves, but in certain applications they can be implemented by complex sequences of operations, for example see the DROP/ADD moves used in [16] . The efficacy of the search is obviously affected by the specific tabu strategy. In fact, the trajectory obtained by the step-by-step application of the allowed moves can show qualitatively different behaviors. To illustrate this fact, let us consider the problem of finding the global maximum of the following function: , is the same as the one described in [4] and used in [17] .
In Figure 10 we show the central part of the F6 function. The global maximum is at the origin, with a very narrow basin around it. The difficulty of this function is due to the fact that there are many suboptimal solutions located on concentric circles that trap algorithms based on hill-climbing, with a high probability.
The problem of maximizing F 6 becomes a combinatorial problem after choosing a discrete binary encoding of the continuous interval [−1, 1]. Two natural mappings between binary strings and (x, y) coordinates are obtained by discretizing each coordinate in 2 n evenly-spaced points identified integers j x , j y = 0, 1, ..., 2 n − 1, such that x = (2/2 n ) j x − 1, y = (2/2 n ) j y − 1, and then using the binary or Gray encoding of the integers j x , j y . The conversion between the binary encoding b n b n−1 ...b 1 and the Gray encoding g n g n−1 ...g 1 is as follows (see for example [10] ):
Where ⊕ is the exclusive-or operator and the second transformation must be done for decreasing values of k, starting from k = n.
In our test n is equal to 14, so that a total of 28 bits are used for the two coordinates. The elementary moves on the 28-bits binary string are setting-clearing individual bits. The corresponding elementary moves in x − y plane depend on the encoding. The standard binary encoding leads to moves of different sizes, larger when the more significant bits are modified.
Gray encoding causes a similar "multi-scale" set of moves, with the important addition that near points in the x − y domain can be reached by changing a single bit of the string.
The efficacy and efficiency of the search for the different tabu schemes and encodings is showed in Table 1 The set of moves associated to the Gray encoding allows a more effective search in every variant. Let us now discuss the main characteristics of the trajectories obtained in the different schemes.
In Strict-Tabu the next point of the trajectory is the one with the highest function value among the new (i.e. not-yet-visited) configurations in the neighborhood. The trajectory tries to visit each point in a basin around a local maximum, although the multi-scale moves in the x − y plane permit "jumps" if the large-size steps lead in a basin with higher function values.
This dynamics is acceptable from the efficacy point of view, but the efficiency is very low because every basin must be almost completely filled before a new region of the search space is entered. Actually the discovery of the optimal point is not guaranteed: in same cases the search may be stuck if all moves would lead to previously visited points, in other cases the optimal point can be separated from the current one by "walls" of previously visited configurations and may never be reached. The probability of the above effects is low when the dimensionality of the problem is high but it increases in the presence of constraints because they can limit the number of admissible moves. We found evidence of these results in problems with many constraints and using a simple set of elementary moves (like the 0-1 knapsack problem with single-add and single-drop moves). It is difficult to predict the impact of the above complex dynamics on a specific problem, although the "basin-filling" effect can become worse when the dimensions D of the problem grows. In fact, an attraction basin of radius ρ contains a number of points proportional to ρ D , so that the filling can become very time consuming. The walls can be superated by allowing "tunneling", i.e. a passage over old configurations if this leads to better regions. Tunneling may be favored by complex basic moves. The "pedantic" way to explore is clearly showed in Figure 11 where the dynamics of the algorithm is depicted in the case of a typical successful run. The high mean value of the number of iterations necessary to find the solution in the case of a successful run (see Table 1 ) is another indicator of this "almost exhaustive" type of search.
At this point, let us note that we do not discourage the use of S-TABU in a general way, in fact S-TABU required the minimum number of iterations for some QAP problems illustrated in Section 4, although the actual CPU time is larger than the time of R-TABU.
In Fixed-Tabu (i.e. tabu based on a fixed list size), the next point of the trajectory is chosen among the configurations obtained by applying the moves which have not been used for a number of iterations given by list size, unless the aspiration criterion is satisfied. The trajectories are more "jagged": the exploring point describes orbits surrounding local maxima without clear regular patterns. The basins are sampled without visiting every point. Obviously, the range of the explored region surrounding a local maximum grows with the list size parameter and, if the attraction basin associated to a maximum is larger than the the maximum "exploration range", the trajectory remains indefinitely trapped.
Fixed-Tabu on the F6 function does not converge frequently (it remains trapped), although it converges rapidly if the initial point is suitable. The success frequency, but also the number of iterations increase with large sizes. This conclusion is derived from Table 1 , where the results of runs using different list size values are given. The efficiency is clearly higher than in the case of the Strict-Tabu search.
In Figure 12 we show a successful run with list size =21. Let us note that the points are more scattered than the points of Figure 11 , corresponding to the S-TABU case. The above considerations remain true also in the case of variable-length list algorithms [15] , if the range of variation is limited.
The dynamics of the Reactive-Tabu method shows characteristics of the fixed-tabu search, but the unsuccessful cases are completely absent with Gray encoding and rare with the standard binary encoding. Actually the three unsuccessful cases converged to a point next to the optimal configuration in the x − y plane (with F 6 = 0.99963 instead of 1.0). The maximum could not be reached in the allotted time because this required changing the binary string of one coordinate (x or y) from 01111111111111 to 10000000000000, i.e. all bits (but only a single bit with Gray encoding). A typical trajectory is showed in Figure 13 . Let us note a similarity of the trajectory with the trajectory of the S-TABU on a large scale, and with that of F-TABU in the small scale. configurations and the need to check if a candidate point was already visited can affect the memory requirements and the CPU time. Table 2 collects the asymptotic expressions for the space (memory) and time (CPU secs) complexity of the different schemes. In the two first columns we isolate the dependency on the number of iterations n and in the last one we explicit the application dependencies. Let us note that the REM time complexity is high, being proportional to the square of the iteration numbers. Therefore the REM scheme for S-TABU is convenient only when the memory cost of a single configuration is very high with respect to the cost of storing a single move.
Tabu Time Space Problem Variant Complexity
Complexity Dependencies In Table 2 , n denotes the number of iterations, N the problem size, f the function to be optimized and C(f, N ) the computational cost for evaluating the neighborhood containing |S| points, a number depending on the problem size. The constant k 0 is the cost of the single tracing step of REM, k 1 is the average fraction of number of configurations evaluated in the neighborhood, D 0 is the cost of a single fetch-and-test operation on the node of the digital tree, H 0 and H 1 depends on the specific hashing scheme (H 0 in the case of storing the whole configuration, H 1 in the case of storing a single compressed item). Let us note how the dependency on the factor |S| is canceled in the expression for the time complexity of R-TABU with respect to S-TABU. This fact can reduce the computational cost, especially for large neighborhoods.
The space-time complexity of the hashing variant is a little higher than in the digital tree case, but it can be reduce if the hashing mechanism implements a compression mechanism as described in [17] where the vector describing the configuration is "shrunk" into a 16 bit datum.
Results on the Quadratic Assignment Problem
In the Quadratic Assignment Problem of size N the function to be minimized is:
where the search space consists of the set of all possible permutations φ of N integers. The practical relevance of the problem is clear when φ is interpreted as the assignment of N units to N locations (φ(loc) is the unit assigned to location loc), the matrix element a ij represents the distance between the locations i and j and the element b ij is the "flow" from location i to location j. Solving the QAP problem means searching for a an assignment that minimizes the sum of the products "distance" times "flow" (the "transportation cost").
The problems used for the tests were created by using the pseudo-random procedure described in [15] . The symmetric and zero-diagonal matrices a ij and b ij are filled starting from the values obtained from a random number generator defined by the following recursive formula:
where a = 16807, m = 2 31 − 1 and X 0 = 123456789 (integers coded on 64 bits). The pseudorandom numbers are scaled and converted into integers in the range (0 , 99). In detail, the elements a ij above the diagonal are filled in a row-wise manner by using successive X k values (X 1 , X 2 , X 3 , ...) as: a ij ← ⌊(100 X k )/m⌋ and the lower part of the matrix is obtained from the symmetry requirement. The elements b ij are then defined by "consuming" additional X k values in the same way.
The elementary moves for the problem consist off all possible exchanges of the locations occupied by two units. Following the notation of [15] a new placement (permutation) π is obtained from the current placement φ by exchanging two units r and s :
The complete evaluation of the neighborhood requires O(N 2 ) operations. In the case of symmetric and null-diagonal matrices the value of a move that brings from state φ to state π (i.e. the reduction ∆(φ, r, s) ≡ f (φ) − f (π)) is:
If the move values starting from a configuration φ are stored, the move values for the new configuration π (obtained from φ by exchanging units r and s) can be calculated in constant time for u, v different from r or s by using:
We performed a series of computational tests by running different versions of the tabu algorithm (S-TABU, R-TABU with or without the escape mechanism) starting with different random initial points (the same for the different algorithms). For comparison we report the mean values obtained by the robust tabu scheme of [15] .
In Table 3 we list the expected number of iterations for convergence to the best known solution listed in [15] and the standard deviation of the estimates. Each iteration consists of the complete neighborhood evaluation and the selection of the best move among those satisfying the tabu or aspiration requirements. We ran a total of 30 tests for problem sizes ranging from 5 to 35. All tests reached the desired target solution. It can be noted that the reactive tabu is competitive with the robust tabu, especially for large problem sizes. The larger number of iterations for small problem sizes (N ≤ 12) is expected because the R-TABU scheme needs a small number of iterations in the start-up phase, when an appropriate list-size is "learned" from the evolution of the search (let us remember that the initial size is one). Nonetheless the R-TABU scheme pays off for large problem sizes, where the convergence to the optimal configuration is obtained in a robust way without having to define at the beginning a suitable list-size (or range of sizes).
The performance of the strict tabu scheme in terms of iterations is good for this problem: for large problem sizes the average number of iterations for convergence is reduced with respect to both R-TABU and S-TABU, but the advantage is lost because of the larger CPU time per iteration (for the N = 35 case, S-TABU is about 3.5 times slower than R-TABU per iteration).
The number of iterations tends to be proportional to the actual CPU time in the same manner for the reactive and robust versions. In fact, see Section 3, the time for updating the hashing or the digital tree memory structure is approximately O(N ) and, because the neighborhood evaluation requires O(N 2 ) iterations, the memory-updating component tends to be negligible for large problem sizes. The case of S-TABU is different because for each iteration all the O(N 2 ) points in the neighborhood have to be compared with stored configurations, with a total cost of O(N 3 ), so that this is the dominant term for large N . If only the function values are stored (see below), one obtains a not negligible cost of O(N 2 ), of the same order as that for the neighborhood evaluation.
The CPU time per iteration on a state-of-the-art workstation (Iris from Silicon Graphics) is approximately 6.7 N 2 µs per iteration. This value, like the relative speed of R-TABU vs. S-TABU, was obtained by using a C-language program and the standard cc compiler.
Discussion of R-TABU Choices
In the following series of tests we probe the functionality of R-TABU for changes in the design of the algorithm. First we eliminated the escape mechanism and changed the speed with which the list-size is increased or decreased (see the Increase and Decrease parameters in Section 1.4). In Table 4 we present the results obtained from a series of 30 tests for each problem size (ranging from 5 to 20). The Increase and Decrease parameters are written at the top of each column. While the results are acceptable for the smaller problems (up to N = 12), starting from N = 15 we observed that the algorithm fails for a growing fraction of runs. The size dynamics is not sufficient to avoid traps. The search either reaches the optimum in a relatively small number of iterations or it does not reach it at all. A possible explanation is that the algorithm is visiting only a limited portion of the search space, a portion that contains the optimal point in the lucky cases and only sub-optimal values in the remaining ones. The cancellation of limit-cycles with the list-size dynamics does not guarantee the success and the additional escape mechanism is therefore needed in the algorithm (see also the discussion of chaotic attractors in Section 1).
In a second series of tests we included the escape mechanism and tested different speeds for list-size variation, see Table 5 . Success is obtained in all cases and the number of iterations is not affected in a critical way, justifying the choice of fixed values 1.1 and 0.9 for all tests.
In the last column of Table 5 we modified the memory mechanism so that the function value is recorded instead of the configuration, the same method used in [2] . Because the same function value can be associated with different configurations, there is a small probability of "false alarms", i.e. reactions of the algorithm when there is no actual repetition of configurations. The advantage of the method is that the memory requirement is reduced: only a single 32-bit integer is stored instead of the entire configuration. The tests show no statistically significant difference with respect to the case when the precise configuration is saved.
More sophisticated "compression" techniques are described by Woodruff and Zemel [17] , where a hashing function is used to compress the vector describing the configuration. To adapt our hashing algorithm described in Section 1.5 to their proposal, it is sufficient to use the entries of the bucket array (see Figure 7) as flags for the existence of a configuration with the given index. In this case a single bit is sufficient for each slot.
New Sub-Optimal Solutions
Encouraged by the results obtained in the previous sections, we ran a series of tests for larger problem sizes (from N = 40 to N = 100). While for the smaller sizes we duplicated the optimal values listed in [15] and could not reach lower values (therefore confirming their status of "provably or probably optimal solutions"), for the larger sizes we could surpass all best known solutions listed in the cited paper, often by large relative amounts. The new obtained solution values and the percent below Taillard's values are listed in Table 6 . For the N = 40 case we ran a total of 10 tests, stopping when Taillard's value was reached or overcome. In all cases this value was overcome, in 6 out of 10 cases the new best value (f = 3141702) was obtained. Excessive computing times prohibited extensive tests for larger sizes, but the results obtained in a single test (for N = 50, 60, 80 and 100) are extremely encouraging. In particular the optimal solution for N = 100 was ameliorated by almost 0.4% in about 500K iterations.
Conclusions
The Tabu technique pioneered the use of flexible memory structures in the search process. In the present work we presented both an overview of efficient storing and retrieval techniques to speed-up the search, and a new reactive version of tabu, where the appropriate size of the tabu list is adapted to the history of the search process.
The hashing and digital tree storing and retrieval methods permit the rapid comparison of a candidate configuration with all points previously encountered, in O(1) time. These fast mechanisms can be used as the building block of both the reactive and strict versions of tabu. In the strict case, when the only forbidden moves are those leading to previously visited points, the trajectory obtained is the same as that of the Reverse Elimination Method, the difference being in the search speed.
The reactive tabu with the escape diversification technique and the exploitation of fast memory structures does not need the a priori choice of the list size and shows a robust and efficient convergence on the chosen test problems. An additional use of hashing functions is that advocated by [17] , where a configuration vector is mapped to a "compressed" datum given by its hashing index. A comparable compression can be obtained by storing the function values, the method that we used for experimenting on the large-size QAP problems. Apparently the occurrence of the same function values for different configurations does not impair the efficacy and efficiency of the search.
The utility of the reaction mechanism, as compared to the strict cycle-avoidance confirms that avoiding cycles is not the ultimate goal of the search process [8] , the broader objective being that of stimulating a "bold" exploration of the search space.
A straightforward parallel implementation of a primitive version of R-TABU was presented in [2] , where independent searches are executed in the different nodes. We are now experimenting the use the above mentioned memory structures in the fully-parallel case, where the information contained in a set of suboptimal configurations is used to create a new set of candidate points (see also [9] ).
