We present an application of 2D acoustic frequency-domain Full Waveform Inversion (FWI) to the hydrophone component of 4-C ocean bottom cable (OBC) data recorded from the Valhall field in North sea. The starting model for FWI was built by reflection traveltime tomography (RTT). Although this starting model leads to flat common-image gathers (CIGs), it does not allow us to match first-arrival traveltimes of diving waves from above the gas layers. This mismatch between vertical and horizontal velocities is likely the footprint of anisotropy. We updated the RTT model by first-arrival traveltime tomography (FATT) to build a new starting model for FWI. The velocities above the gas layers of the updated model are significantly higher than velocities from in-well seismic (VSP) data. FWI models were computed from the two starting models just mentioned. More stable results were obtained with the starting model updated by FATT. The resulting FWI model shows a reasonable agreement with a former model developed by 3D FWI. A reasonable match of both short-aperture and wideaperture components of the data was obtained by isotropic FWI. This might indicate that layer-induced anisotropy was created by FWI in the gas layers to balance the increase of the shallow velocities created by the inversion of the wide-aperture data components.
INTRODUCTION
Frequency-domain full-waveform inversion (FWI) is an efficient multiscale data-fitting approach for velocity model building from wide-aperture/ wide-azimuth acquisition geometries (Pratt and Worthington, 1990) . In this study, we present an application of 2D frequency-domain acoustic FWI to a 2D dataset recorded by an ocean bottom cable (OBC) survey from the Valhall field (Kommedal et al., 2004) (Figure 1 ). Application of 3D acoustic frequency-domain FWI to the OBC data set was already presented by Sirgue et al. (2009 Sirgue et al. ( , 2010 who built a high-resolution velocity model from low frequencies (3.5 -7 Hz). The starting model for FWI was built by reflection traveltime tomography. The FWI velocity model clearly shows a series of channel complexes at 150-m depth and the low-velocity gas cloud above the reservoir level. Improved migrated images of the reservoir level and of the overburden were computed from the FWI velocity model. Although our study is limited to the 2D approximation, we want to assess in more details the sensitivity of the FWI to the starting model and assess to which extent acoustic FWI allows us to match wide-aperture data from the OBC survey in the isotropic approximation. We use seismic modeling, CIG analysis and comparison between VSP and FWI logs to assess the FWI models and the footprint of either intrinsic or layer-induced anisotropy in the imaging.
METHOD
In this study, FWI is performed in the frequency domain following an efficient multiscale approach (Pratt and Worthington, 1990 ): only few increasing frequencies are successively inverted to inject progressively higher wavenumbers in the subsurface model. We use the L 1 norm as the minimization functional in the data space. The L 1 norm, that has been shown to be less sensitive to noise in the framework of efficient frequencydomain FWI (Brossier et al., 2009a) , is defined by
where |x| = (xx * ) 1/2 , N is the number of elements in the misfit vector for one source and one frequency, and s d i control the respective weight of each element of the misfit vector. The gradient of the misfit function is given by
where we assume that |∆d i | > 0, considering the machine precision used. The optimization relies on the L-BFGS algorithm (Nocedal, 1980) preconditioned by the diagonal terms of the Hessian. Seismic modeling is performed with a discontinuous Galerkin method on unstructured triangular mesh which allows for accurate positioning of sources and receivers and accurate parameterization of bathymetry (Brossier et al., 2009b) .
FWI PREPROCESSING AND EXPERIMENTAL SETUP
The dataset recorded by the cable 21 that we considered, consists of 320 shots recorded by 220 4-C components ( Figure 1 ). We use only the hydrophone for acoustic FWI (Figure 2 ). Acoustic FWI was applied to the hydrophone component of elastic data computed in the synthetic elastic Valhall model and successfully imaged the V P model (Brossier et al., 2009b) . In virtue of the source-receiver reciprocity, the data are sorted by receiver gathers for FWI. The FWI preprocessing consists of spectral deconvolution, Butterworth filtering, 3D-to-2D correction and FK filtering of converted PS waves. Four frequencies (4, 5, 6 and 7 hz) were successively inverted. The inverted data are tapered by a decreasing exponential function given by e −(t−t 0 )/τ to limit the amount of late-arriving phases involved in the inversion. Here, t 0 denotes the first-arrival time and we use τ = 1 s. Only the P-wave velocity is involved during the inversion and the density is updated once the first iteration using a Gardner law. A source wavelet per receiver gather is estimated during FWI from the data using a (linear) L2 estimation following Pratt (1999) . The starting velocity model for FWI was built by reflection traveltime tomography (RTT) (Figure 3a ) (referred to as the RTT model in the following). Seismograms computed in the RTT model show significant mismatch with the first arrivals of the recorded data (Figure 4a ). This mismatch prompts us to update the RTT model by FATT (referred to as FATT model in the following) ( Figure  3b ). Match of the first-arrival traveltimes leads to higher velocities in the first 1500 meters of the model ( Figure 5 ). Seismograms computed in the FATT model show a good match of the observed first-arrival traveltimes (Figure 4b) . However, the kinematic of the reflections from the deep part of the model was indeed affected by the update of the shallow velocities. Example of recorded receiver gather. The green curve corresponds to manually-picked first-arrival traveltimes associated with diving waves from above the gas layers. The red and blue curves are inferred from rough picking of reflected waves from the top and the bottom of the gas layers. Seismograms are plotted with a reduction velocity of 2.5 km/s.
FWI RESULTS
We apply acoustic frequency-domain FWI using the RTT and the FATT models as starting velocity models. The final FWI models derived from the RTT and FATT models (referred to as the RTT-FWI model and the FATT-FWI model, respectively) are shown in Figures 6(a-b) . A sharp reflector at 0.4-km depth and some layering in the gas layers are imaged in the final FWI models. Some shallow artifacts near the ends of the ocean bottom cable result from the incomplete receiver coverage near the end of the profile.
Velocities above the gas layers from the RTT-FWI model show a good agreement with that of the well log but sharp layering with lower velocities than expected was created in the gas (Figure 5b) . In contrast the FATT-FWI model shows higher velocities above the gas but a good agreement with well velocities is shown in the gas layers (Figure 5a ). To appraise the relevance of the final FWI velocity models, we first compute source wavelets associated with each receiver gather in the time domain by solving a linear inverse problem at each frequency (Pratt (1999) , his equation 17). The functional of the linear inverse problem is given by C = ||d obs − sg|| L 1 /L 2 , where g denotes Green function and s is the complex-valued source term at one frequency. The source wavelet was estimated within the 4-20 Hz frequency bandwidth. Source wavelets are estimated with the L 1 norm using a Very Fast Simulating Annealing algorithm (Sen and Stoffa, 1995) and with the L 2 norm. Both functionals give similar source wavelets. The source wavelets estimated for each receiver gather have a similar waveform and amplitude (Figure 7 ) which provides a first argument in favor of the relevance of the FWI model. The source wavelets shown in Figure 7 were used to compute timedomain seismograms in the FWI models. Synthetic receiver gathers computed in the RTT-and FATT-FWI models are shown in Figure 8 , and can be compared with the recorded receiver gather shown in Figure 2 . The modeled seismograms are significantly affected at long offsets by the shallow artifacts shown in Figure 6 . Direct comparisons between recorded and modeled seismograms show that the RTT-FWI model allows us to match the deep reflected wavefield, unlike the first arrivals which show significant mismatch (Figure 9a) ). In contrast, the FATT-FWI model provides a reasonable match of both the reflected and refracted wavefields (Figure 9b ). To further assess the relevance of the FWI models, we computed ray+Born depth migrated images and common image gathers (CIGs) for the RTT and FATT models as well as for the corresponding FWI models. Most of the CIGs in the RTT model are flat (Figure 10 ), and FWI does not allow us to improve these CIGs (Figure 11 ). The CIGs computed in the FATT model are degraded compared to that inferred from the RTT model (Figure 12 ). However, the CIGs inferred from the FATT model were significantly improved after FWI (Figure 13 ) although they remain less accurate that inferred from the RTT model. 
DISCUSSION AND CONCLUSION
Seismic modeling showed that the RTT velocity model does not allow for the match of the first arrivals of the Valhall data, although the RTT velocities show a good agreement with inwell (vertical) velocities (Figures 4a and 5 ). Higher velocities, introduced by FATT and FWI above the gas layers to match early-arriving waves, probably highlights the footprint of the anisotropy in the first 1.5 km of the medium. Match of the reflections from the top and bottom of the gas layers achieved by the FATT-FWI model was slightly degraded compared to that achieved with the RTT-FWI model but remains acceptable. This might suggest that FWI introduces fine-scale layering in the gas layers to generate layer-induced anisotropy (Pratt et al., 2001 ) that balances the increase of velocities introduced in the shallow part. Comparison between velocity profiles extracted from our FWI models and from the 3D acoustic (isotropic) FWI model of Sirgue et al. (2009 Sirgue et al. ( , 2010 ) is shown in Figure 5 . The FWI model of Sirgue et al. (2009 Sirgue et al. ( , 2010 was inferred from the RTT model as starting model. The FWI model of Sirgue et al. (2009 Sirgue et al. ( , 2010 ) also led to higher velocities in the shallow part compared to well-log velocities to match the first arrivals, that is consistent with our FATT-FWI model. To further verify the footprint of intrinsic and layer-induced anisotropy in FWI proposed in this study, application of 3D anisotropic FWI should be applied to the Valhall data set.
