Introduction* It is the purpose of this paper to establish some properties of the zeros of solutions of ordinary, self-adjoint differential equations of arbitrary even order of the form (1) [r(
where r(x) > 0, p(x) > 0, and both coefficients are continuous on [α, oo) . Of particular concern is the existence of a nontrivial solution of (1) which satisfies one of the following sets of two-point boundary conditions where y x {x) = τ(x)y {n) (x), a notation which will be continued throughout the discussion, and b > a.
Recently the special fourth-order case (n -2) has been investigated extensively by W. Leighton and Z. Nehari [10] , by H. M. and R. L. Sternberg [13] , by H. C. Howard [8] , and by J. H. Barrett [2, 3, 4] . In the present paper some of the methods of Barrett [2, 4] are extended to the general case; and, in so doing, some of the arguments used for n = 2 are simplified.
W. T. Reid has recently announced [12] a general discussion including the above types of zeros of solutions of quasi-differential equations of even order of which (1) is a special case. Reid discusses related eigenvalue inequalities and his methods are variational in nature and assume some basic results of the spectral theory for boundary problems that have been established earlier in the study of the calculus of variations.
This discussion, which generalizes Barrett's methods, has the advantage that only fairly well-known properties of matrices and differential equations are used. Furthermore, and most important, a considerably stronger criterion for the existence of a non-trivial solution satisfying (2) (see Theorem 4.3) and of one satisfying (3) (see Corollary 5.1) is established by utilizing the simple form of (1) . Then two comparison theorems, established by an application of Reid's variational results [12] , extend these stronger results to the general self-ad joint case, i.e., the differential equation of the form (4) [r n (x)V (n Ύ n) + ΣPoK-l^+V^)^^ = 0 , where r^x) > 0 for i = 0,1, 2, , n, and all of the coefficients are continuous on [a, co) . This extension is discussed in §6.
For the sake of completeness, there is developed in the first section a canonical representation of (1) as a system of two first-order matrix equations as given by H. Kaufman and R. L. Sternberg [9] , as modified by Barrett [4] , and as modified here by a method suggested by a problem in [6, problem 19, p. 206] . This system is of the form
, and is so designed that a singularity of the ^th-order matrix Y(x) at x = b gives the existence of a nontrivial solution of (1) satisfying the conditions (2); and a singularity of Z(x) at x = h gives the existence of a nontrivial solution of (1) satisfying the conditions (3). These properties are discussed in § 2. In § 3, the determinants of Y(x) and Z{x) are shown to satisfy certain second-order, self-adjoint differential equations which generalizes a result for the case n = 2 due to Leighton and Nehari [10] and Barrett [2] , In § §4 and 5, conditions for the existence of nontrivial solutions satisfying the conditions (2) and (3) are discussed. l A matrix differential system related to (1)» This discussion parallels [4] with a slightly different modification suggested by a problem in [6, page 206] . Let y(x) be any solution of (1) and let
a notation which will be used throughout the discussion. Define the wth-order column vectors a(x) and a(x) by
where i -1, 2, , n. Then a(x) and ά(x) satisfy the system
where A(x), B, and C(x) are n x n matrices defined as follows, (i denotes the row index and j the column index).
A(x) = (a i3 {x)) , where
Next, consider the nxn matrices D(x) and D(x) which satisfy
respectively, where I n is the w x n identity matrix. For simplicity in the remainder of the paper, and with no loss in generality, let a = 0. Now, the equations for D(x) and D(x) can be solved to give
, where d^-fa) Ξ 0 f or i < i and
Now, let /δ(a?) and β(x) be ^th-order vectors defied by the relations
where E(x) and F(ίc) are w x n matrices defined as follows. Thus, ^(a;) and F(x) are symmetric, positive semi-definite matrices. D{x), E(x), and F(x) t are generalizations of matrices used by Barrett [4] for n = 2.
Let {Ui(x)} f i = 1, 2, 3, •• , n be a set of solutions of (1) , n, by a Ut (x) and the ?ιth order vector with components (-l)%ί?f i} (a0, ί = 1, 2, , n, by α W£ (x). Then define 
Proof. This theorem can be verified by direct substitution.
2.
Relations between the system (9) and equation (1) First, two types of zeros of solutions of (1) are defined as follows. DEFINITION 2.1. The number ^(0) is the smallest number b on (0, oo) such that the boundary conditions
are satisfied nontrivially by a solution y(x) of (1). This is the type of boundary problem considered in [2, 4, 12, 13] . are satisfied nontrivially by a solution y{x) of (1). This is a generalization of the type of condition first used by Barrett [2, 4] and Howard [8] as an intermediate condition to (10) . 
in the remainder of the discussion. Note that σ(0) = 0 and ^(0) = 1. Consider, first, the following lemmas.
, u^] (n > 1) where the functions u t (x) are as defined in § 1 and (7). Then d{x) Φ0 on (0, oo).
Proof. Assume that σ(x) has a zero on (0, oo). Then there is a solution y(x) of (1) y\x) has at least m + 1 distinct zeros on (0, 6). y"(x) has at least m + 2 distinct zeros on (0, 6).
(»-!)(/») has at least m + n -1 distinct zeros on (0, 6).
(cc) has at least m + n -1 distinct zeros on (0, b). y[{x) has at least m + n -2 distinct zeros on (0, 6), the first one of which can be chosen to the right of the first of the above m + n -1 distinct zeros of y λ (x). Ui(x) has at least m + n -3 distinct zeros on (0, 6), the first one of which can be chosen to the right of the first of the above m + n -2 distinct zero of y[(x). one had more distinct zeros, it would follow that y(x) had more than m distinct zeros. Also, all of the distinct zeros of y(x) are simple.
Next
Consider the case where n is even. Then yl^ix) > 0 for x on °(0, c). Thus, yί n~2) (x) must begin at x = 0 with zero slope, have positive slope on (0, c), and have a zero before its slope has a zero (since for m Φ 0 the first zero of y^'^ix) is to the right of the first zero of y[ n~2) (x) on (0, oo) and for m = 0, y^'^ix) Φ 0 on (0, b) by the above considerations). This is possible only if j/ί n " 2) (0) < 0. Then y[ n~* \x) must begin at x = 0 with negative slope and have a zero before its slope has a zero which implies that yί n~d) (0) > 0. Iteration of this argument gives ^(0) < 0, a contradiction. For the case in which n is odd, this contradiction is obtained similarly. Thus, σ(x) ^0on (0, oo). Proof. This result is proved in the same way as the preceding lemma. p{x) > 0 on [0, oo) since /?(0) = 1. from which the lemma follows. Next, note that the function {r(x)σ'{x)) f is as follows:
where D λ (x) is an nth order determinant whose first n -1 rows are
up), j = 0, , n -3, n -1, and whose last row is (u 1Λ , u 2tl • w».i); and D 2 (x) is an wth order determinant whose first n -1 rows are the same as those of D τ {x) except that j = 0, , w -2, and whose last row is (u' 1Λ , u' 2tl u' n>1 ).
LEMMA 3.4. (r(#)0"'(#))' com 6β written as
/% other words, the two determinants on the right-hand side of (13) Now take m = n -1. This gives which is exactly the first determinant on the right-hand side of (13) if n is odd and the negative of the determinant if n is even. This can be seen by expanding the determinant by Laplace's development based upon minors of the last two rows. Next take m = n -2. Then, as above, this gives the negative of the second determinant on the right side of (13) if n is odd and the determinant if n is even.
The result (13') will now follow if it can be shown that n-1 n-i n-3
In particular, this holds for each m fixed between 0 and n -3 as follows. Fix m so that 0 ^ m ^ n -3. Then consider the identically zero determinant (two identical rows) -ttίTXr--1 ')], the expansion being by Laplace's development based upon minors of the last two rows. But this expansion is either equal to the above with a fixed m or the negative of the above with a fixed m. Thus, the assertion holds; and (13') follows. Proof. Using (13'), the differential equation (14) 
K(x) has been discussed and utilized in [1] and [11] , as well as [4] where Barrett has used it for the case n = 2. Now let f = (!<) be an wth order, constant, column vector. Then, using (18), (17), is positive on (0, oo). In fact, it is necessary to know that a certain family of determinants (which includes S λ (x)) contains only determinants which are nonzero on (0, co) and that certain of these (including δ^x)) are positive on (0, oo). These results are given in Lemma 4.1.
ξ*E(t)ξdt
Consider the matrix M{x) with 2n rows and n -1 columns (n > 1) whose first n rows are, in order, the row vectors
u^), k = 0,1, "',n -1, and whose last n rows are, in order, the row vectors , n -2 (n > 2) defined as follows:
is a determinant of order n -1 with first row (%!, % 2 ^n-i) and remaining rows, in order, (^^ί^ί wi-i.i)> A; = 0,1, , ^ -j -2, w -j, , n -2.
DEFINITION 4.2. γy(a?) is a determinant of order n -1 with rows, in order, «Ki
Proof. A general determinant D(x) in &~ will have the form:
where for some fe,0^i;^tι-l, {ίiK=ϊ are some fc of the integers between 0 and n -1 and 0 ^ i λ < ί 2 < < i Λ ^ n -1; and {ίilpfcTl are some n -1 -k of the integers between 0 and n -1 and 0 ^ i
The method of proof of the first part of the lemma, which will now be outlined, is the same as that of Lemmas 3.1 and 3.2 except for the added generality. In fact these two lemmas are included in the present lemma, but were established separately and in the last section for clarity.
Assume that D(x) has a zero on (0, oo). Then there is a solution y(x) of (1) which is a linear combination of u λ (x) 9 u 2 (x), •• ,u n -1 (x) and a minimum value x = b on (0, oo) such that (x) . Rollers theorem can now be applied successively to y(x) and, as in Lemma 3.1, a contradiction to the assumption is obtained to give the first part of the lemma.
The technique for establishing the second part of the lemma involves an iterated differentiation procedure which will now be described. Since, for all j, δi(0)/p(0) = 0 and 7, (0) = 0, a straightforward method of establishing the desired result should be that of showing that for each j the first nonvanishing derivative of 8J(X)IP(X) at x = 0 or of Ύj(x) at x -0 is positive. This requires modification, however, since the assumptions on the continuity of p(x) are not sufficient to obtain all of the necessary derivatives directly.
Note the determinant forms of 8J(X)IP(X) and 7 ό {x). The following discussion applies equally well to members of either of the sets of determinants. Differentiate the determinant D(x) successively until either:
(i) One of the determinants arising in the differentiation process is a positive constant times p(x), or If (ii) occurs first after m differentiations, the determinants of the form given in (ii) can be altered in form by replacing the last row by ( -l) n p(x) (u lf u 2 ••• u n^) and then bringing this row to the position of the first row and letting rows 1,2, •• ,n -2 become rows 2,3, •••, n -1, respectively. The latter operation requires n -2 row interchanges so that each of these determinants is now some member of , h -1 if q = 0) and its appropriate derivatives are all zero for x -0, and from the first part of the lemma, it follows that D(x) > 0 on (0, oo).
The following generalization of a theorem of Barrett [2] gives a weaker condition for the existence of a /^(O) for (1) 
for then the hypothesis of the theorem implies that the desired prop-
, u n -1Λ (x)] and differentiation yields ρ"(x) = γ x (χ) + s^x), where 7 λ (x) and S^x) are as previously defined. Proof. From the properties of the matrices E{x) and F(x) as discussed in § 1 and from (19), it follows that H\x) ^0 on (0, oo) if the inequality is used to imply positive semi-definiteness of H'(x)« Then H(x 2 ) -H(x^) is positive semi-definite if 0 < x 1 < x 2 < °°, i.e., H(x 2 ) ^> H{x^). Then, from classical extremizing properties of eigenvalues, the result of the lemma follows.
In the present notation, /^(O) denotes the^ first zero of p(x) on (0, oo). In addition, let μ. 2 (0) be the second distinct zero of ^(0) on (0, oo), μ 3 (0) the third distinct zero of p(x) on (0, oo), and so forth. Proof. Suppose ^i(O) does not exist so that Lemma 5.1 applies. Also, H(x) = -Z{x)Y~\x) is defined on (0, oo) and has singularities at the ^(0) so that det H(ft(0)) = 0, i = 1, 2, , n + 1. But det H(x) is equal to the product of the eigenvalues of H(x) and thus, by Lemma 5.1, det H(x) can vanish at most n times on (0, oo) unless det H(x) = 0 on a subinterval of (0, oo). Assume the latter is true. Then det Z(x) = ρ(χ) = 0 on a subinterval of (0, oo). But ^(0) = 1 and ρ{x) satisfies
