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LINEARIZATION OF QUASIPERIODICALLY FORCED
CIRCLE FLOW BEYOND BRJUNO CONDITION
RAPHAE¨L KRIKORIAN, JING WANG, JIANGONG YOU, AND QI ZHOU
Abstract. We prove that an analytic quasiperiodically forced circle
flow with a not super-Liouvillean base frequency and which is close
enough to some constant rotation is C∞ rotations reducible, provided
its fibered rotation number is Diophantine with respect to the base fre-
quency. As a corollary, we obtain that among such systems, the lin-
earizable ones and those displaying mode-locking are locally dense for
the C∞-topology.
1. Introduction
An analytic quasiperiodically forced (qpf) circle flow is the flow defined
by a differential equation of the form
(1.1)
{
θ˙ = f(θ, ϕ)
ϕ˙ = ω
where f : T1 × Td → R is analytic (here Td = Rd/Zd), and ω ∈ Td is
rationally independent. We denote by (ω, f) the flow of the vector field
(1.1). Its discrete version is the qpf circle diffeomorphism
(1.2) (ω˜, f) = f˜ : (θ, ϕ) 7→ (fϕ(θ), ϕ+ ω˜)
where θ 7→ fϕ(θ) are orientation preserving circle diffeomorphisms and
(1, ω˜) ∈ Td is rationally independent.
The qpf circle flow (1.1) and its discrete version (1.2) have been extensively
studied as a source of examples of interesting dynamics and as models of
fundamental phenomena in mathematical physics. One well known example
is the quasiperiodically forced Arnold circle map, which serves as a simple
model for oscillators forced with two or more incommensurate frequencies
[11]. Another example comes from the projective action of quasi-periodic
cocycles: a typical example is the Harper map, appearing in the study of
quasi-periodic crystals and which can be seen as the projective action of the
cocyle associated to an almost Mathieu operator [6, 7].
One of the classical questions about system (ω, f) is whether there exist
a Cr map H : T1 × Td → T1 × Td and ρ˜ ∈ R, such that H conjugates the
system (ω, ρ+ f) to (ω, ρ˜). If it is the case, we say the system (ω, ρ+ f) is
Cr (r =∞, ω) linearizable, or Cr reducible.
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We first review the corresponding linearization results in the case d = 1.
In that case, this means (1.1) is periodically forced or (1.2) is unforced, i.e. is
a circle map. One of the most important results for these maps is Poincare´-
Denjoy’s classification theorem: if the rotation number of an orientation
preserving homeomorphism of the circle f is rational, then f has periodic
orbits; if the rotation number is irrational, then f is semi-conjugate to the
corresponding irrational (rigid) rotation; if the rotation number is irrational
and furthermore f admits a derivative with bounded variation, then the
conjugacy is a homeomorphism. Subsequently, Arnold [1] proved that if
the rotation number is Diophantine, and if the diffeomorphism is Cω close
to a rotation, then it is Cω linearizable. Later in [14, 22], Arnold’s result
was improved obtaining a global linearization result in the C∞ setting: if the
rotation number of the diffeomorphism is Diophantine, then it is linearizable.
The Cω version was treated by Yoccoz [23], in fact, Yoccoz was able to prove
more: the Brjuno condition is optimal for the local linearization result, and
H condition 1 is optimal for the global linearization.
In this paper, we focus our attention on the case d = 2, and without
loss of generality, we just assume ω = (1, α) with α ∈ R\Q. From the
topological point of view, Ja¨ger and Stark [17] first gave a Poincare´-like
classification theorem: if the quasiperiodically forced circle diffeomorphism
(α, f) is ρ-bounded, then either there exists a p,q-invariant strip and ρf ,α and
1 are rationally dependent or (α, f) is semi-conjugate to the irrational torus
translation (θ, ϕ) 7→ (θ+ ρf , ϕ+α); if (α, f) is ρ-unbounded, then neither of
these alternatives can occur and the map is always topologically transitive.
Here, ρf = ρ(α, f) is the fibred rotation number of (α, f) (see section 2.3 for
details). However, the analytic part is not completely satisfactory, the only
result in that direction being Herman’s local linearization result [14], which
states that the qpf flow (ω, ρ+ f)
(1.3)
{
θ˙ = ρ+ f(θ, ϕ)
ϕ˙ = ω
with ρ ∈ R, f : T1×T2 → R analytic and (ω, ρf ) satisfying the Diophantine
condition
(1.4) |〈k, ω〉+ lρf | ≥
γ
(|k|+ |l|)τ
for all (k, l) ∈ Z2×Z, |k|+ |l| 6= 0,
with γ > 0, τ > 2, is Cω linearizable provided f is sufficiently small (how
small depending on τ and γ).
We note that if l = 0, then (1.4) implies that ω is Diophantine with
exponent τ and constant γ which we denote by ω ∈ DC(γ, τ). By Yoccoz’s
result [23], Brjuno condition is optimal for local linearizaton of analytic circle
diffeomorphism. It is a long-standing question whether Brjuno condition is
also optimal for local linearization problems of other nonlinear systems. The
essential contribution of this paper is that we can really say something if ω
1See [23] for the definition of H.
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is not Brjuno or even if it is in some Liouvillean class. It is clear the notion
of linearization for (1.3) with Liouvillean frequencies is too restrictive, since
even (ω, g(ϕ)) is in general not linearizable if ω is Liouvillean. The suitable
notions in this regard are rotations reducibility and almost reducibility. We
say a qpf circle flow (ω, f(θ, ϕ)) is Cr(r = ∞, ω) rotations reducible if it
can be Cr conjugated to (ω, g(ϕ)). We say that (ω, f(θ, ϕ)) is C∞ almost
reducible, if there exist sequences (ρn)n∈N ∈ R
N, (Hn)n∈N ∈ (C
∞(T×T2,R×
R2))N and (fn)n∈N ∈ (C
∞(T×T2,R))N such that (fn) goes to 0 in the C
∞-
topology and Hn conjugates the system (ω, f(θ, ϕ)) to (ω, ρn + fn(θ, ϕ)).
In the analytic category one should be more careful about the choice of
topology. Let Ws,r(T × T
2) = {(θ, ϕ) ∈ (T ⊕ iR) × (T2 ⊕ iR2) : |Imθ| <
s, |Imϕ| < r}. For a bounded analytic (possibly matrix valued) function
f : T× T2 → R defined on Ws,r(T× T
2), let
‖f‖s,r = sup
(θ,ϕ)∈Ws,r
∣∣f(θ, ϕ)∣∣.
We denote by Cωs,r(T×T
2, ∗) the set of all these bounded analytic functions,
where ∗ will usually denote R, R × R2. We say that (ω, f(θ, ϕ)) is Cω
almost reducible, if there exist s > 0, r > 0 and sequences ρn ∈ R, Hn ∈
Cωs,r(T×T
2,R×R2) and fn ∈ C
ω
s,r(T×T
2,R) such that limn→∞ ‖fn‖s,r = 0
andHn conjugates the system (ω, f(θ, ϕ)) to (ω, ρn+fn(θ, ϕ)). Since this will
be important later on, we notice that if one cannot guaranty the convergence
of (fn) to 0 on fixed complex strips of width s > 0, r > 0 but instead knows
that there exist sequences (sn)n∈N, (rn)n∈N, sn > 0, rn > 0 such that for
any p ∈ N, ‖fn‖sn,rn = O((snrn)
p), then (ω, ρ + f) is C∞ almost reducible
(this is a consequence of the classical Cauchy estimates)2.
Apart from the above motivations, our main inspiration comes from re-
ducibility theory of quasi-periodic SL(2,R) cocycle,
(α,A) : T1 × R2 → T1 × R2
(θ, v) 7→ (θ + α,A(θ) · v).
The cocycle (α,A) is called reducible (resp. rotations reducible), if there ex-
ist B ∈ Cω(2T, SL(2,R)) and A∗ ∈ SL(2,R) (resp. A∗ ∈ C
ω(T, SO(2,R)))
such that B conjugates (α,A) to (α,A∗) which means that (0, B) ◦ (α,A) ◦
(0, B)−1 = (α,A∗) or equivalently B(·+α)A(·)B(·)
−1 = A∗(·). Similarly, we
can define C∞ (or Cω) almost reducibility of the cocycles. If α is Diophan-
tine, the reducibility results are well developed [10, 12]. In fact, Eliasson
[12] proved that if α is Diophantine, then any cocycle which is close to
constant is C∞ almost reducible. A breakthrough came recently, based on
the “cheap trick” developed in [13], where Avila, Fayad and Krikorian [5]
obtained a local positive measures set of Cω rotations reducible result for
any base forcing frequency α ∈ R\Q. Meanwhile, for the continuous time
2Let us mention, though we shall not go in that direction in this paper, that another
possible notion of almost reducibility would be to consider the convergence of (fn) in the
analytic inductive limit topology.
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version, by using KAM and Floquet theory, Hou and You [16] proved that if
the system is close to constant ones, then it is C∞ almost reducible, and for
full measure set of rotation numbers, the system is Cω rotations reducible.
Readers can consult [24, 25] for related results. The highlight is Avila’s
global theory of one-frequency SL(2,R) cocycles [2], especially his almost
reducibility conjecture (recent solved by him in [3, 4]), which says that if
the cocycle has subexponentially growth in a fixed analytic strip, then the
cocycle is strongly almost reducible.
If a quasi-periodic SL(2,R) cocycle is reducible (resp. almost reducible),
then its corresponding qpf circle diffeomorphism is linearizable (resp. almost
reducible). However, the linearization of general quasiperiodically forced
circle flows is more difficult due to their nonlinear nature. In this paper,
we will overcome these difficulties and generalize the linear result [5, 16] to
general nonlinear quasiperiodically forced circle flows.
To state our main theorem precisely, we first introduce some notations
that will be used in the sequel. Let ω = (1, α) with α ∈ R\Q and pnqn be the
best convergents of α. We denote
U˜(α) := sup
n>0
ln ln qn+1
ln qn
.
If U˜(α) <∞, we say α is not super-Liouvillean. Then our main results can
be stated as the following:
Theorem 1.1. Let ρ˜ ∈ R, γ > 0, s > 0, r > 0, τ > 2, ω = (1, α) with
α ∈ R\Q and U˜(α) < ∞. Assume that ρ(ω, ρ˜ + f(θ, ϕ)) = ρf ∈ DCω(γ, τ)
in the sense
(1.5) |〈k, ω〉 + lρf | ≥
γ
(|k|+ |l|)τ
for all (k, l) ∈ Z2 × Z, l 6= 0.
Then there exists ε = ε(τ, γ, s, r, U˜ ) > 0 such that if ‖f(θ, ϕ)‖s,r ≤ ε, the
following holds:
(a) The system (ω, ρ˜+ f(θ, ϕ)) is C∞ rotations reducible.
(b) Moreover, (ω, ρ˜ + f(θ, ϕ)) is C∞ accumulated by Cω linearizable
quasiperiodically forced circle flow.
Remark 1.1. As readers will see from the proof, the system is in fact C∞
almost reducible w.r.t θ, and Cω-almost reducible w.r.t ϕ. Also note that
C∞ rotations reducibility immediately implies C∞ almost reducibility.
Remark 1.2. Comparing Theorem 1.1 with the result of Herman [14], we
handle more frequencies ω including many Liouvillean ones. Actually, our
result applies even to those ω whose best approximations contain a subse-
quence of (qn) such that qn = O(e
eqn−1 ). However, it is still an open question
whether the results hold for all rationally independent ω.
These are the results when the fibred rotation number is non-resonant
with the forcing frequency. The reader can consult [21] for the totally reso-
nant case. The reader can also compare this result with the following recent
LINEARIZATION BEYOND BRJUNO CONDITION 5
result of Krikorian [19], who proved that any circle diffeomorphism which is
Ho¨lder conjugated to a rigid rotation is C∞ almost reducible.
Besides the linearization of a system, another celebrated question is whether
the rotation number as a function of the twist parameter is a “devil’s stair-
case”, which means mode-locking3 is dense in the parameter interval, and for
quasiperiodic cocycle this is equivalent to the fact that uniform hyperbolicity
is dense in the given parameter space. When formulated in the framework
of Schro¨dinger operators, it means the spectrum of the corresponding op-
erator is a Cantor set. Yet, existing results are still restricted to almost
Mathieu operators, for which the question is known as the “Ten Martini
Problem” [6, 8, 20]. Although it is still an open question whether uniformly
hyperbolic is dense in the category of Cω quasi-periodic SL(2,R)-cocycles
which are homotopic to the identity, it is true for cocycles which are close
to constant ones [18]. As a corollary of our main theorem, the nonlinear
version of [18] is also true, which is the following:
Corollary 1.1. Under the assumptions of Theorem 1.1, the qpf flow (ω, ρ˜+
f(θ, ϕ)) is C∞ accumulated by mode-locked quasiperiodically forced circle
flows.
Remark 1.3. To the best knowledge of the authors, this result is the first
result of denseness about mode-locking in the nonlinear setting.
Remark 1.4. All these results are also valid for the discrete case, i.e.,
quasiperiodically forced circle maps.
Finally, we want to point out that in this paper the method of diagonally
dominant operators we developed is new in itself (consult more discussions
in section 3). The method has recently been proved to be very powerful: it
can be used to solve several interesting problems, and we will come back to
theses issues in forthcoming papers.
2. Notations and preliminaries
2.1. Continued fraction expansion. Let α ∈ (0, 1) be irrational. Define
a0 = 0, α0 = α, and inductively for k ≥ 1,
ak = [α
−1
k−1], αk = G(αk−1) = α
−1
k−1 − ak = {α
−1
k−1}.
We define
p0 = 0, p1 = 1,
q0 = 1, q1 = a1,
and inductively,
pk = akpk−1 + pk−2,
qk = akqk−1 + qk−2.
3Consult section 2.3 for more information.
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Then the sequence (qn) is the sequence of denominators of the best rational
approximations for α ∈ R\Q, since it satisfies
(2.1) ∀1 ≤ k < qn, ‖kα‖T ≥ ‖qn−1α‖T,
and
(2.2)
1
qn + qn+1
≤ ‖qnα‖T ≤
1
qn+1
,
where we use the notation
‖x‖T = inf
p∈Z
|x− p|.
2.2. CD bridge. For any α ∈ R\Q, we will fix in the sequel a particular
subsequence (qnk) of the denominators of the continued fraction expansion
for α, which is denoted by (Qk), and the subsequence (qnk+1) is denoted by
(Qk).
Definition 2.1. [5] Let 0 < A ≤ B ≤ C. We say that the pair of denomi-
nators (ql, qn) (l < n) forms a CD(A,B, C) bridge if
• qi+1 ≤ q
A
i , ∀i = l, . . . , n− 1
• qCl ≥ qn ≥ q
B
l .
Lemma 2.1. [5] For any A > 0, there exists a subsequence (Qk) such that
Q0 = 1 and for each k ≥ 0, Qk+1 ≤ Q
A4
k . Furthermore, either Qk ≥ Q
A
k , or
the pairs (Qk−1, Qk) and (Qk, Qk+1) are both CD(A,A,A
3) bridges.
In the sequel, we assume A = 8, and (Qn) is the selected subsequence in
Lemma 2.1 accordingly. As an immediate corollary of Lemma 2.1, we have
Corollary 2.1. If U˜(α) < ∞, then we have Qn ≥ Q
A
n−1 for every n ≥ 1.
Furthermore, we have
sup
n>0
ln lnQn+1
lnQn
≤ U(α),
where U(α) := U˜(α) + 4 lnAln 2 <∞.
Proof. For n = 1, it is obvious that Q1 ≥ Q
A
0 since Q0 = 1. For n ≥ 2,
we distinguish two cases below. If Qn−1 ≥ Q
A
n−1, then Qn ≥ Qn−1 ≥ Q
A
n−1.
Otherwise, the pairs (Qn−2, Qn−1) and (Qn−1, Qn) are both CD(A,A,A
3)
bridges. Thus, we get Qn ≥ Q
A
n−1 by definition.
For the second statement, we have
ln lnQn+1
lnQn
≤
lnA4 + ln lnQn
lnQn
≤ U˜ +
4 lnA
ln 2
= U,
since for each n ≥ 0, Qn+1 ≤ Q
A4
n . 
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2.3. The fibred rotation number and mode-locking. Suppose (ω, f)
is a qpf circle flow. Let
ρ(ω, f) = lim
t→∞
Φˆtϕ(θˆ)
t
be the fibred rotation number associated with (ω, f), where Φˆtϕ(θˆ) : R
1
+ ×
R1 × T2 → R1, via (t, θˆ, ϕ) 7→ Φˆtϕ(θˆ) denotes the lift of the flow of (ω, f)
of the first variable. The limit exists and is independent of (θˆ, ϕ) [15]. As
a direct consequence of the definition, we have the following well-known
results:
Lemma 2.2. [15] Let ω = (1, α), ρ˜ ∈ R. If ‖f(θ, ϕ)‖C0 ≤ ε, then
|ρ(ω, ρ˜+ f(θ, ϕ))− ρ(ω, ρ˜)| ≤ ε
Lemma 2.3. [15] Suppose (ω, f) is a qpf circle flow and H ∈ C0(T×T2,T×
T2) is homotopic to the identity. Then the fibred rotation number of (ω, f)
remains the same under the transformation H.
If the rotation number of a qpf circle flow (ω, f) remains constant under
all sufficiently small C0-perturbations of f , we say (ω, f) is mode-locked. For
our purpose, we need the following proposition, which was proved in [9].
Proposition 2.1. [9] Suppose the quasiperiodically forced circle flow (ω, f)
is given by the projective action of a quasi-periodic sl(2,R)-flow. Then (ω, f)
is mode-locked if and only if the quasi-periodic sl(2,R)-flow is uniformly
hyperbolic.
Readers can consult [9] for more interesting properties of mode-locking.
3. Outline of the proof
In this section, we will outline the main ideas of the proof, and show
the principal difference between our method and previous works. We first
introduce some notations that will be used in the sequel. If f ∈ Cω(T2,R),
we denote f̂(k) =
∫
T2
f(ϕ)e−i〈k,ϕ〉dϕ. For f ∈ Cω(T × T2,R), we define its
fourier coefficients by fkl =
∫
T×T2 f(θ, ϕ)e
−ilθe−i〈k,ϕ〉dθdϕ. For any N > 0,
we denote the truncation and projection operators TN and RN by
TN (f) =
∑
0<|k|+|l|<N
fkl e
ilθei〈k,ϕ〉, RN (f) =
∑
|k|+|l|≥N
fkl e
ilθei〈k,ϕ〉.
The proof is based on a modified KAM scheme. Considering the quasiperi-
odically forced circle flow (ω, ρ + f(θ, ϕ)), if we want to eliminate the non-
resonant terms of f(θ, ϕ) as in usual KAM steps, then the classical homo-
logical equation on the fibre reads as
f(θ, ϕ)− ∂ωh− ρ
∂h
∂θ
= 0.
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Checking the fourier coefficients, we have
hkl =
fkl
i
(
〈k, ω〉+ lρ
) .
Since we have no Diophantine condition on ω, the homological equation
may have no analytic solution. This is the essential difference compared to
the classical KAM theorem, which also means the resonant terms fk0 e
i〈k,ϕ〉
cannot be solved at all. So we rewrite the system as (ω, ρ+ g(ϕ) + f(θ, ϕ)),
with
∫
T2
f(θ, ϕ)dϕ = 0. In this case, the homological equation on the fibre
is
(3.1) ∂ωh+ (ρ+ g(ϕ))
∂h
∂θ
= f(θ, ϕ).
In order to get desired result, we distinguish three steps. The first step is
to eliminate the non-resonant terms of g(ϕ) by solving ∂ωh(ϕ) = TQng(ϕ).
Notice that ‖h(ϕ)‖ may be very large. However, in this step, we use a small
trick to control ‖Imh(ϕ)‖ at the cost of reducing the analytic radius greatly.
The second step is to solve the homological equation
∂ωh+ (ρ+ g˜(ϕ))
∂h
∂θ
= f(θ, ϕ),
where ‖g˜(ϕ)‖ = O(‖f‖). By introducing diagonally dominant operators, we
can solve the approximate equation
∂ωh+ ρ
∂h
∂θ
+ TK
(
g˜(ϕ)
∂h
∂θ
)
= TKf(θ, ϕ)
and then make the perturbation f(θ, ϕ) as small as we can by iteration.
Using these two steps, we can already prove our almost reducibility result.
However, to obtain the rotations reducibility result, in the end of one KAM
step we need to inverse the first step; the conjugation we get is then close
to the identity.
4. The inductive step
4.1. Basic proposition. In this subsection, we will show how to use the
method of diagonally dominant operators to solve the homological equation
(4.1) ∂ωh+ (ρ+ g(ϕ))
∂h
∂θ
= f(θ, ϕ).
We should point out that the following proposition holds, irrespective of any
arithmetical property on the base frequency ω, and this is fundamental in
our reduction.
Proposition 4.1. Let γ > 0, τ > 2, r > σ > 0, s > δ > 0, σ ≤ δ/2, ρ ∈
DCω(γ, τ), g(ϕ) ∈ C
ω
r (T
2,R), f(θ, ϕ) ∈ Cωs,r(T× T
2,R) with
∫
T
f(θ, ϕ)dθ =
0. There exist 0 < η˜ ≤ η ≪ 1, such that if ‖g(ϕ)‖r ≤ η, ‖f(θ, ϕ)‖s,r ≤ η˜
and
(4.2) K =
[
1
σ
ln
1
η˜
]
< (
γ2
η
)
1
2τ+3 ,
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then the homological equation (4.1) has an approximate solution h(θ, ϕ) with
estimate
‖h‖s−δ,r−σ ≤
2η˜
γσ2+τ
,
and the error term P˜ = RK(−g(ϕ)
∂h
∂θ + f(θ, ϕ)) satisfies
‖P˜‖s−δ,r−σ ≤
4η˜2
γσ3+τ
.
Proof. Since the homological equation (4.1) may have no analytic solution,
we solve its approximate equation
(4.3) ∂ωh+ ρ
∂h
∂θ
+ TK
(
g(ϕ)
∂h
∂θ
)
= TKf(θ, ϕ).
Let
f(θ, ϕ) =
∑
l
fl(ϕ)e
ilθ , fl(ϕ) =
∑
k
fkl e
i〈k,ϕ〉,
h(θ, ϕ) =
∑
0<|l|<K
hl(ϕ)e
ilθ, hl(ϕ) =
∑
|k|<K−|l|
hkl e
i〈k,ϕ〉.
In order to solve (4.3), it is equivalent to solve
(4.4) ∂ωhl(ϕ) + ilρhl(ϕ) + ilΓK−|l| (g(ϕ)hl(ϕ)) = ΓK−|l|fl(ϕ)
for 0 < |l| < K, where for f(ϕ) ∈ Cω(T2,R), N > 0,
ΓNf(ϕ) =
∑
0≤|k|<N
f̂(k)ei〈k,ϕ〉.
For any fixed l, (4.4) can be viewed as a matrix equation
(Al +Gl)hl = f l,
where
hl = (h
k
l )
T
|k|<K−|l|, Al = diag(i〈k, ω〉 + ilρ : |k| < K − |l|),
f l = (f
k
l )
T
|k|<K−|l|, Gl = (ilĝ(p − q))|p|,|q|<K−|l|.
If we denote Ωl,r′ = diag(· · · , e
|k|r′ , · · · )|k|<K−|l| for any r
′ ≤ r, then
Ωl,r′(Al +Gl)Ω
−1
l,r′Ωl,r′hl = Ωl,r′f l.
Rewrite it as
(A˜l,r′ + G˜l,r′)h˜l,r′ = f˜l,r′ ,
where
A˜l,r′ = Ωl,r′AlΩ
−1
l,r′, G˜l,r′ = Ωl,r′GlΩ
−1
l,r′,
h˜l,r′ = Ωl,r′hl, f˜l,r′ = Ωl,r′f l,
with estimate
‖G˜l,r′‖ ≤ |l|(K − |l|)
2‖g‖r .
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Since ρ ∈ DCω(γ, τ), then together with (4.2), we have
(4.5) |〈k, ω〉 + lρ| > (|l|(K − |l|)2‖g‖r)
1/2
for all 0 < |k| + |l| < K, l 6= 0. As a result, the diagonally dominant
operators A˜l,r′+G˜l,r′ has a bounded inverse and ‖(I+A˜
−1
l,r′G˜l,r′)
−1‖op(l1) < 2,
where ‖ · ‖op(l1) denotes the operator norm associated to the l
1 norm |u|l1 =∑
|k|<K−|l| |u
k| (indeed, if M is a matrix, ‖M‖op(l1) ≤ C(M) with C(M) =∑
imaxj |Mij |) and from the above estimates it is clear that C(A˜
−1
l,r′G˜l,r′) <
1/2.
If σ ≤ δ/2, then we can estimate
‖h(θ, ϕ)‖s−δ/2,r−σ
≤
∑
|k|+|l|<K
|hkl |e
|k|(r−σ)e|l|(s−δ/2) =
∑
0<|l|<K
|h˜l,r−σ|l1e
|l|(s−δ/2)
=
∑
0<|l|<K
|(I + A˜−1l,r−σG˜l,r−σ)
−1A˜−1l,r−σf˜l,r−σ|l1e
|l|(s−δ/2)
≤
∑
0<|l|<K
‖(I + A˜−1l,r−σG˜l,r−σ)
−1‖op(l1) · |A˜
−1
l,r−σ f˜l,r−σ|l1e
|l|(s−δ/2)
≤
∑
0<|l|<K
∑
|k|<K−|l|
2(|k|+ |l|)τ
γ
|fkl |e
|k|(r−σ)e|l|(s−δ/2)
≤
2η˜
γσ2+τ
.
Consequently by Cauchy estimates, we get the control of the error term:
‖P˜‖s−δ,r−σ ≤ ‖RKf(θ, ϕ)‖s−δ,r−σ +
∥∥∥∥RK (g(ϕ)∂h∂θ
)∥∥∥∥
s−δ,r−σ
≤
η˜e−Kσ
σ2
+
η‖h(θ, ϕ)‖s−δ/2,r−σe
−Kσ
σ
≤
η˜2
σ2
+
2η˜2
γσ3+τ
<
4η˜2
γσ3+τ
.

4.2. KAM step. We give details about one step of the KAM iteration. For
simplicity, we introduce some notations which will be used in this section.
For any r, s, η, η˜ > 0, ρf ∈ R, we define
Fs,r(ρf , η, η˜)
=
{
ρ˜+ g(ϕ) + f(θ, ϕ) ∈ Cωs,r(T× T
2,R)
∣∣∣∣∣ ρ(ω, ρ˜+ g(ϕ) + f(θ, ϕ)) = ρf‖g(ϕ)‖r ≤ η, ‖f(θ, ϕ)‖s,r ≤ η˜
}
.
Let α ∈ R\Q, with U = U˜(α) + 12 <∞, (Qn) is the selected sequence of
α by Lemma 2.1 with A = 8. Let r0, s0, γ > 0, τ > 2 and Q∗ be the smallest
LINEARIZATION BEYOND BRJUNO CONDITION 11
Q ∈ N0 such that
lnQ <
Q1/4r0
40cτU
.
Suppose that ε0 is small enough such that
(4.6)
ε0 < min{
(r0s0γ)
12(τ+3)
τ !Q2cτU1
, e−2cτU , e−40(lnQ∗)
2cτU} and ln
1
ε0
< (
1
ε0
)
1
12(2τ+3) .
where c is a global constant with c > 10(τ + 3)/τ . For any given r0, s0, ε0,
we inductively define some sequences depending on r0, s0, ε0 for j ≥ 1:
∆1 =
s0
10
, ∆j =
∆1
2j−1
,
(4.7) rj =
r0
4Q3j
, sj = sj−1 −∆j,
εj =
εj−1
Q2
j+1cτU
j+1
, ε˜j =
j−1∑
m=0
εm,
K(j) =
[( γ2
4εj
) 1
2τ+3
]
.
Since 1
Q3j
goes to 0 much faster than ∆j, we can just assume that 4rj < ∆j
without loss of generality.
4.2.1. Eliminate the non-resonant terms.
Lemma 4.1. Given qpf circle flows{
θ˙ = ρf + g(ϕ) + f(θ, ϕ)
ϕ˙ = ω = (1, α)
(4.8)
if ρf + g(ϕ) + f(θ, ϕ) ∈ Fsn−1,rn−1(ρf , 4ε˜n−1, εn−1), then, if we denote sn =
sn−1−
∆n
3 , rn =
r0
Q3n
, there exists h(ϕ) with ‖h(ϕ)‖rn ≤ Q
7
4
nε
1
2
0 , such that the
transformation θ = θ + h(ϕ) (mod 1) conjugates the system (4.8) into{
θ˙ = ρf + g(ϕ) + f(θ, ϕ)
ϕ˙ = ω = (1, α)
(4.9)
with ρf + g(ϕ) + f(θ, ϕ) ∈ Fsn,rn(ρf , ε
1/2
n−1, εn−1).
Proof. Under the transformation θ = θ+ h(ϕ) (mod 1), the fibred equation
becomes
θ˙ = ρf − ∂ωh+ g(ϕ) + f(θ + h(ϕ), ϕ).
Let ∂ωh(ϕ) = TQng(ϕ), then the fibred equation is
θ˙ = f˜(θ, ϕ) = ρf + ĝ(0) +RQng(ϕ) + f(θ + h(ϕ), ϕ).
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Since for 0 < |k| < Qn, |〈k, ω〉| >
1
2Qn
, it is clear that
(4.10) ‖h(ϕ)‖ rn−1
2
≤ 2Qn
∑
0<|k|<Qn
‖g‖rn−1e
−|k|
rn−1
2 ≤
64Qnε0
r2n−1
≤ Q
7
4
nε
1
2
0 .
Observe that if ε
−1/2
0 < Q
7/4
n , we may lose the control of the norm of f(θ +
h(ϕ), ϕ).
However, in order to estimate f(θ+h(ϕ), ϕ), it is sufficient to control the
imaginary part of h(ϕ). To fulfill this, we need a small trick, which says
that ‖Imh(ϕ)‖ can be well controlled at the cost of reducing the analytic
radius greatly.
Let ϕ = ϕ1 + iϕ2 for ϕ1 ∈ T
2, ϕ2 ∈ R
2 and define
h1(ϕ1) =
∑
0<|k|<Qn
ĝ(k)
i〈k, ω〉
ei〈k,ϕ1〉, h2(ϕ) = h(ϕ) − h1(ϕ1).
Since g(ϕ) is real analytic, we have Imh1(ϕ1) = 0. Moreover, by Corollary
2.1, we have Qn ≥ Q
8
n−1, which implies the following estimate
‖Imh(ϕ)‖rn = ‖Imh2(ϕ)‖rn ≤ ‖h2(ϕ)‖rn
≤ 2Qn
∑
0<|k|<Qn
|ĝ(k)||e−〈k,ϕ2〉 − 1|
< 2Qn
∑
0<|k|<Qn
‖g‖rn−1e
−|k|(rn−1−r¯n) · |k|rn
<
Cε0r0
Q2n(rn−1 − rn)
3
<
ε
1/2
0
Q
1/2
n
<
∆n
3
.
As a consequence, we have
‖f(θ + h(ϕ), ϕ)‖sn,rn ≤ ‖f(θ, ϕ)‖sn−1,rn−1 ≤ εn−1,
‖RQng(ϕ)‖rn ≤ CQ
2
nε0e
−Qnrn−1/2 ≤ ε
1/2
n−1/3,
by (4.6). Lemma 2.3 implies ρ(ω, f˜(θ, ϕ)) = ρf . Then by Lemma 2.2, it
follows that
|ĝ(0)| ≤ ‖f(θ + h(ϕ), ϕ)‖sn,rn + ‖RQng(ϕ)‖rn ≤ 2ε
1/2
n−1/3.
Let g(ϕ) = ĝ(0) +RQng(ϕ) and f(θ, ϕ) = f(θ + h(ϕ), ϕ). Then the result
follows. 
4.2.2. Reduction by diagonally dominant operators. In this section, we will
apply Proposition 4.1 to make the perturbation as small as we can.
Lemma 4.2. Under the assumptions of Lemma 4.1, if furthermore ρf ∈
DCω(γ, τ), then there exists H ∈ C
ω
sn+,rn+(T × T
2,T× T2) with estimates
(4.11) ‖H − id‖sn+,rn+ ≤ 4ε
3
4
n−1,
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(4.12) ‖D(H − id)‖sn+,rn+ ≤ 4ε
3
4
n−1,
such that H conjugates the system (4.9) to{
˙¯θ+ = ρf + g+(ϕ) + f+(θ¯+, ϕ)
ϕ˙ = ω = (1, α)
(4.13)
with ρf + g+(ϕ) + f+(θ¯+, ϕ) ∈ Fsn+,rn+(ρf , 2ε
1/2
n−1, εn) and ‖g+ − g‖rn+ ≤
4εn−1, where we denote rn+ =
r0
2Q3n
, sn+ = sn −
∆n
3 .
Proof. To avoid ambiguous notations, in the proof of this lemma, we fix
n, and denote temporarily r˜ = rn =
r0
Q3n
, s˜ = sn = sn−1 −
∆n
3 , η = 2εn−1,
η˜ = 2ε
1/2
n−1. We will prove this lemma by iteration. First we define sequences:
r˜0 = r˜, s˜0 = s˜, ην = η
( 3
2
)ν ,
σ1 =
r˜
4
=
r0
4Q3n
, σν+1 =
1
2ν
σ1,
δ1 =
∆n
6
, δν+1 =
1
2ν
δ1,
r˜ν = r˜ν−1 − σν , s˜ν = s˜ν−1 − δν .
Kν =
[
1
σν
ln
1
ην−1
]
.
Since 1
Q3n
goes to 0 much faster than ∆n, we can assume that r˜ < ∆n/3
without loss of generality. Then as a consequence σν ≤ δν/2.
Let N = [2nc1τU lnQn] + 1, where c1 =
c
32(τ+3) ln 3 . Assume for j =
1, 2, · · · , ν − 1 < N , there are hj ∈ C
ω
s˜j−1−
δj
2
,r˜j−1−
σj
2
(T × T2,R), f¯j ∈
Cωs˜j ,r˜j(T×T
2,R), g¯j ∈ C
ω
r˜j−1
(T2,R), with ‖f¯‖s˜j ,r˜j ≤ ηj , ‖hj‖s˜j−1−
δj
2
,r˜j−1−
σj
2
≤
η
3
4
j−1, such that the transformation θ¯j−1 = θ¯j + hj(θ¯j, ϕ) conjugates the sys-
tem {
˙¯θj−1 = ρf + gj−1(ϕ) + f j−1(θ¯j−1, ϕ)
ϕ˙ = ω = (1, α)
(4.14)
to {
˙¯θj = ρf + gj(ϕ) + f j(θ¯j , ϕ)
ϕ˙ = ω = (1, α)
with gj = gj−1+ [f j−1(θ¯j, ϕ)]θ¯j , where [f j ]θ¯j means the mean value of f j in
θ¯j over T.
When j = ν, under the transformation θ¯ν−1 = θ¯ν + hν(θ¯ν , ϕ) (mod 1),
the fibred equation of (4.14) becomes
(4.15) ˙¯θν = ρf + gν−1(ϕ)+ f ν−1(θ¯ν , ϕ)−∂ωhν − (ρf + gν−1(ϕ))
∂hν
∂θ¯ν
+h.o.t
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where h.o.t means higher order terms of fν−1 and hν . So the homological
equation is
(4.16) ∂ωhν + (ρf + gν−1(ϕ))
∂hν
∂θ¯ν
= f ν−1(θ¯ν , ϕ) − [fν−1(θ¯ν , ϕ)]θ¯ν ,
By the definition of g¯j , j = 1, 2, · · · , ν, we have ‖g¯ν‖r˜ν−1 ≤ ‖g¯‖r˜0 +∑ν−1
j=0 ηj < 2ε
1/2
n−1. Moreover, by our selection of ε0 and the definition of
εn−1, r˜ν−1, s˜ν−1, ην−1, we have
Kν =
[
1
σν
ln
1
ην−1
]
≤
4 · 3ν−1Q3n
r0
ln
1
2εn−1
≤
8Q3n · 3
2nc1τU lnQn
r0
ln
1
2εn−1
=
8Q
2ncτU
32(τ+3)
+3
n
r0
ln
1
2εn−1
< ε
− 1
16(τ+3)
− 1
12(2τ+3)
n−1
<
(
γ2
2ε
1/2
n−1
) 1
2τ+3
= K(n−1)
for ν ≤ N . By the assumption that ρf ∈ DCω(γ, τ), the conditions of
Proposition 4.1 are satisfied. We can apply this proposition, obtaining an
approximate solution of the homological equation (4.16) with estimates
‖hν‖s˜ν−1− δν2 ,r˜ν−1−
σν
2
< η
3
4
ν−1 <
δ1
2ν
= δν/2,
and the error satisfying
‖P˜ν‖s˜ν−1− δν2 ,r˜ν−1−
σν
2
≤
4η2ν−1
γ(σν/2)3+τ
≤
2η
3
2
ν−1
5
.
Now (4.15) becomes
(4.17) ˙¯θν = ρf + g¯ν(ϕ) + f¯ν(θ¯ν , ϕ),
where gν = gν−1 + [fν−1(θ¯ν , ϕ)]θ¯ν , and
fν(θ¯ν , ϕ) + fν(θ¯ν , ϕ)
∂hν
∂θ¯ν
=
(
fν−1(θ¯ν + hν(θ¯ν , ϕ), ϕ) − fν−1(θ¯ν , ϕ)
)
+ P˜ν − [fν−1(θ¯ν , ϕ)]θ¯ν
∂hν
∂θ¯ν
By the mean value theorem and the Cauchy estimate, we have
‖fν−1(θ¯ν + hν(θ¯ν , ϕ), ϕ) − f ν−1(θ¯ν , ϕ)‖s˜ν ,r˜ν ≤
ην−1
δν/2
‖hν‖s˜ν−1− δν2 ,r˜ν−1−
σν
2
≤
η
3
2
ν−1
5
.
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It follows that
‖fν(θ¯ν , ϕ)‖s˜ν ,r˜ν ≤ (1 + η
3
4
ν−1)
(η 32ν−1
5
+
2η
3
2
ν−1
5
+
η
3
2
ν−1
5
)
≤ η
3
2
ν−1 = ην .
To finish the proof, we estimate the size of fN (θ¯N , ϕ). By the choice of
U = U(α) (cf. Corollary 2.1), we have QUn ≥ lnQn+1. As a consequence,
(
3
2
)N − 1 ≥ (
3
2
)2
nc1τU lnQn − 1 ≥ Q2
n−1c1τU ln(3/2)
n .
Therefore,
‖fN‖s˜N ,r˜N ≤ η
( 3
2
)N = ηe−((
3
2
)N−1) ln 1
η
≤ ηe−Q
2n−1c1τU ln(3/2)
n 2
ncτU
< η
1
Q2
n+1cτU
n+1
= εn,
which is possible since by our selection εn ≤ ε0 < e
−2cτU .
For simplicity, we just denote θ¯N by θ¯+. We denote Hν(θ¯ν , ϕ) = (θ¯ν +
hν(θ¯ν , ϕ) mod 1, ϕ) for 1 ≤ ν ≤ N . Since all these transformations are close
to the identity, then by Lemma 2.3, we have ρ(ω, ρf+gν(ϕ)+f ν(θ¯ν , ϕ)) = ρf .
Let
Hν(θ¯ν , ϕ) = H1 ◦ · · · ◦Hν−1 ◦Hν(θ¯ν , ϕ).
Then Hν(θ¯ν , ϕ) is analytic in D(s˜ν , r˜ν) and
‖∂θ¯ν (Π1 ◦Hν(θ¯ν , ϕ))‖s˜ν ,r˜ν ≤
ν∏
j=1
(1 + η
3
4
j ).
If we rewrite HN (θ¯+, ϕ) = (θ¯+ + h˜(θ¯+, ϕ) mod 1, ϕ), then we have
‖h˜(θ¯+, ϕ)‖s˜N−1−
δN
2
,r˜N−1−
σN
2
= ‖Π1 ◦HN (θ¯+, ϕ) − θ¯+‖s˜N−1−
δN
2
,r˜N−1−
σN
2
≤ ‖Π1 ◦ (HN (θ¯+, ϕ)−HN−1(θ¯+, ϕ))‖s˜N−1−
δN
2
,r˜N−1−
σN
2
+ · · ·+ ‖Π1 ◦ (H2(θ¯+, ϕ)−H1(θ¯+, ϕ))‖s˜1− δ22 ,r˜1−
σ2
2
+ ‖Π1 ◦H1(θ¯+, ϕ)− θ¯+‖s˜0− δ12 ,r˜0−
σ1
2
≤
N∑
ν=1
ν∏
j=1
(1 + η
3
4
j )‖hν‖sν ,rν ≤ 2η
3
4 < 4ε
3/4
n−1.
Similarly, we have
‖
∂h˜
∂θ¯+
(θ¯+, ϕ)‖s˜N ,r˜N ≤ 4ε
3/4
n−1,(4.18)
where Π1 : R×R
2 → R denotes the natural projection to the first variable.
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In conclusion, let g+(ϕ) = gN (ϕ), f+(θ¯+, ϕ) = fN (θ¯+, ϕ). ThenH(θ¯+, ϕ) =
(θ¯+ + h˜(θ¯+, ϕ) mod 1, ϕ) transforms the system (4.9) to{
˙¯θ+ = ρf + g+(ϕ) + f+(θ¯+, ϕ)
ϕ˙ = ω = (1, α)
(4.19)
with estimate
(4.20) ‖g+(ϕ)− g(ϕ)‖rn+ ≤
∑
ν
‖f ν‖s˜ν ,r˜ν <
∑
ν
ην < 4εn−1.
It follows that ρf + g+(ϕ) + f+(θ¯+, ϕ) ∈ Fsn+,rn+(ρf , 2ε
1/2
n−1, εn). 
4.2.3. End of one step. In the first step, we eliminate the non-resonant terms
of g(ϕ) and as a result the transformation we obtain is not close to the
identity. In order to get rotations reducibility results, we need to inverse the
first step, which means conjugating back by the transformation of the first
step.
Lemma 4.3. Under the assumptions of Lemma 4.2, there exists H˜ ∈ Cωsn,rn(T×
T2,T× T2) with estimates
‖H˜ − id‖sn,rn ≤ 4ε
3
4
n−1,
‖D(H˜ − id)‖sn,rn ≤ 4ε
3
4
n−1,
such that H˜ conjugates the system (4.8) to{
θ˙+ = ρf + g+(ϕ) + f+(θ+, ϕ)
ϕ˙ = ω = (1, α)
(4.21)
with ρf + g+(ϕ) + f+(θ+, ϕ) ∈ Fsn,rn(ρf , 4ε˜n, εn).
Proof. By Lemma 4.1, there exists h(ϕ) ∈ Cωrn(T
2,R) such that the system
(4.8) can be conjugated to (4.9). SetH(θ, ϕ) = (θ+h(ϕ) mod 1, ϕ). Then we
apply Lemma 4.2 to get h˜ ∈ Cωsn+,rn+(T×T
2,R) such that H(θ¯+, ϕ) = (θ¯++
h˜(θ¯+, ϕ) mod 1, ϕ) conjugates the system (4.9) to (4.13) without changing
the fibred rotation number.
Let g+(ϕ) = TQng(ϕ) + g+(ϕ), f+(θ+, ϕ) = f+(θ+−h(ϕ), ϕ), then under
the transformation θ+ = θ+ − h(ϕ) (mod 1), the fibred equation of system
(4.13) becomes
θ˙+ = ρf + g+(ϕ) + f+(θ+ − h(ϕ), ϕ) + ∂ωh(ϕ)
= ρf + g+(ϕ) + f+(θ+, ϕ).
Then we have
‖g+(ϕ)− g(ϕ)‖rn ≤ ‖g+(ϕ)− g(ϕ)‖rn+ < 4εn−1.
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Therefore, we have ‖g+(ϕ)‖rn ≤ 4εn−1 + 4ε˜n−1 = 4ε˜n. Using the same
argument as in Lemma 4.1, we have
ρf + g+(ϕ) + f+(θ+, ϕ) ∈ Fsn,rn(ρf , 4ε˜n, εn).
Let H˜ = H ◦H ◦H−1. Then
Π1 ◦ H˜(θ+, ϕ) = θ+ + h˜(θ+ − h(ϕ), ϕ) mod 1,
and H˜(θ+, ϕ) conjugates the system (4.8) to (4.21). Furthermore, the esti-
mates
‖H˜ − id‖sn,rn ≤ ‖h˜(θ¯+, ϕ)‖sn+ ,rn+ < 4ε
3
4
n−1,
‖D(H˜ − id)‖sn,rn ≤ ‖Dh˜‖sn+,rn+ < 4ε
3
4
n−1
follows from (4.11) and (4.12). 
4.3. Iteration and convergence. Summarizing conclusions of section 4.2,
we have the following iteration lemma.
Lemma 4.4. For any ε0 > 0, r0 > 0, s0 > 0, γ > 0, τ > 2, ω = (1, α) with
U = U(α) < ∞, εn, ε˜n, rn, sn are defined as in (4.7). Suppose ε0 is small
enough such that it satisfies (4.6). Then the following holds for all n ≥ 1:
If the system {
θ˙ = ρf + gn(ϕ) + fn(θ, ϕ)
ϕ˙ = ω = (1, α)
(4.22)
satisfies ρf + gn(ϕ) + fn(θ, ϕ) ∈ Fsn,rn(ρf , 4ε˜n, εn), then there exists Hn :
T× T2 → T× T2 with estimates
• ‖Hn − id‖sn+1,rn+1 ≤ 4ε
3
4
n
• ‖D(Hn − id)‖sn+1,rn+1 ≤ 4ε
3
4
n .
such that it transforms the system (4.22) to
(4.23)
{
θ˙ = ρf + gn+1(ϕ) + fn+1(θ, ϕ)
ϕ˙ = ω = (1, α)
with ρf + gn+1(ϕ) + fn+1(θ, ϕ) ∈ Fsn+1,rn+1(ρf , 4ε˜n+1, εn+1).
With carefully checking of the proof, more precisely if we only do the first
two steps as in section 4.2.1 and 4.2.2, then the following iteration lemma
holds; it will be the basis for the proof of almost reducibility.
Lemma 4.5. Under the assumptions of Lemma 4.4, the following holds for
all n ≥ 1: If the system{
θ˙ = ρf + gn(ϕ) + fn(θ, ϕ)
ϕ˙ = ω = (1, α)
(4.24)
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satisfy ρf + gn(ϕ) + fn(θ, ϕ) ∈ Fsn,rn(ρf , 2ε
1/2
n−1, εn), then there exists H˜n :
T × T2 → T × T2 with estimate ‖H˜n − id‖sn+1,rn+1 ≤ Q
2
n+1ε0 such that it
transforms the system (4.24) to
(4.25)
{
θ˙ = ρf + gn+1(ϕ) + fn+1(θ, ϕ)
ϕ˙ = ω = (1, α)
with ρf + gn+1(ϕ) + fn+1(θ, ϕ) ∈ Fsn+1,rn+1(ρf , 2ε
1/2
n , εn+1).
5. Proof of Theorem 1.1
In this section, we first use Lemma 4.4 and Lemma 4.5 to prove Theorem
1.1 (a). Then as corollaries, we prove the local denseness of linearization
(Theorem 1.1 (b)) and local denseness of mode-locking (Corollary 1.1).
5.1. Proof of Theorem 1.1(a): Select ε0 such that it satisfies (4.6) with
r0 = r, s0 = s. We first prove that if ρ(ω, ρ˜+ f(θ, ϕ)) = ρf ∈ DCω(γ, τ) and
‖f‖s,r ≤ ε0/2, then the system (ω, ρ˜+ f(θ, ϕ)) is C
∞ rotations linearizable.
Without loss of generality, we can rewrite the system (ω, ρ˜+ f(θ, ϕ)) as{
θ˙ = ρf + g˜(ϕ) + f˜(θ, ϕ)
ϕ˙ = ω = (1, α)
(5.1)
with ρf + g˜(ϕ) + f˜(θ, ϕ) ∈ Fs,r(ρf , ε0, ε0). Since ρf ∈ DCω(γ, τ) and ε0
satisfies the inequality (4.6), we can apply Lemma 4.2 (in fact without using
Lemma 4.1 and Lemma 4.3), and thus get H0 ∈ C
ω
s1,r1(T×T
2,T×T2) which
conjugates (5.1) to {
θ˙ = ρf + g1(ϕ) + f1(θ, ϕ)
ϕ˙ = ω = (1, α)
(5.2)
with ρf + g1(ϕ) + f1(θ, ϕ) ∈ Fs1,r1(ρf , 4ε˜1, ε1). Then we apply Lemma
4.4, and inductively we obtain sequence Hi ∈ C
ω
si+1,ri+1(T×T
2,T×T2), i =
1, · · · , n−1 such that H(n) = H0◦H1◦· · ·◦Hn−1 conjugates the system (1.3)
to (ω, ρf + gn(ϕ)+ fn(θ, ϕ)) with ρf + gn(ϕ)+ fn(θ, ϕ) ∈ Fsn,rn(ρf , 4ε˜n, εn).
Let H = limn→∞H
(n), g∞ = limn→∞ gn. Then the system (ω, ρ˜+f(θ, ϕ))
is conjugated by H to (ω, ρf + g∞(ϕ)). The remaining task is to prove that
the transformation H is actually in C∞. Since
‖DH(n)‖sn,rn ≤ ‖DH0‖s1,r1‖DH1‖s2,r2 · · · ‖DHn−1‖sn,rn ≤
n−1∏
i=0
(1+4ε
3/4
i ) < 2,
then we get
‖H(n+1) −H(n)‖sn+1,rn+1 ≤ ‖DH
(n)‖sn,rn‖Hn − id‖sn+1,rn+1 ≤ 8ε
3/4
n .
By the definition of (εn)n∈N, we know that for any j ∈ Z
3
+, there exists
some N ∈ N, so that for any n ≥ N , we have Q
4|j|
n < ε
−1/4
n−1 , that is
Q4|j|n ε
3/4
n−1 < ε
1/2
n−1, ∀n ≥ N.
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Then by Cauchy estimates, if we denote x := (θ, ϕ) ∈ T3, we have
|
∂|j|
∂xj
(H(n+1) −H(n))| ≤ r
−|j|
n+1‖H
(n+1) −H(n)‖sn+1,rn+1 ≤ Q
4|j|
n+1ε
3/4
n < ε
1/2
n
for any n ≥ N − 1. This guarantees the limit H = limn→∞H
(n) belongs to
C∞. As a consequence, we have g∞ ∈ C
∞(T2,R).
The proof of the C∞ almost reducibility is exactly the same as the proof
of the C∞ rotations reducibility. The only difference is that we use Lemma
4.5 instead of Lemma 4.4. Note in this case, if H˜ = limn→∞ H˜0 ◦ · · · ◦ H˜n−1,
then H˜ actually diverges. 
5.2. Proof of Theorem 1.1 (b): Suppose that ε0 is selected according
to (4.6) with r0 = r, s0 = s. Consider the system (ω, ρ˜ + f(θ, ϕ)) with
ρ(ω, ρ˜+ f(θ, ϕ)) = ρf ∈ DCω(γ, τ) and ‖f‖s,r < ε0/2. For any ǫ > 0, there
exists N ∈ N such that 4
Q2
N−1cτU
N−1
< ǫ. Then by Lemma 4.5, there exists a
map H ∈ Cω(T × T2,T × T2) such that the system (ω, ρ˜ + f(θ, ϕ)) can be
conjugated to (ω, ρf + g(ϕ) + f(θ, ϕ)) with
‖g‖r < ǫ
1/2, ‖f‖s,r < ǫ
1
Q2
N cτU
N
.
‖Π1 ◦H − id‖s,r < Q
2
N−1ε0, ‖
∂
∂θ
(Π1 ◦H − id)‖s,r < Q
2
N−1ε0.
where s = sN−1, r = rN−1. Rewrite (ω, ρf + g(ϕ) + f(θ, ϕ)) as (ω, ρ˜ +
g˜(ϕ) + f˜(θ, ϕ)), where ρ˜ = ρf + ĝ(0), g˜(ϕ) = TQNg(ϕ), and f˜(θ, ϕ) =
f(θ, ϕ) +RQNg(ϕ). Then let s˜ = s, r˜ =
r
2 , we have
(5.3) ‖f˜‖s˜,r˜ ≤ ‖f‖s,r + ‖RQN g(ϕ)‖s, r
2
< 2ǫ
1
Q2
N cτU
N
.
We consider the reference system (ω, ρ˜ + g˜(ϕ)): it must be Cω lineariz-
able. The reason is that since g˜(ϕ) is a trigonometric polynomial, if we let
∂ωh˜(ϕ) = g˜(ϕ), then h˜(ϕ) is analytic.
If we conjugate back both (ω, ρ˜ + g˜(ϕ)) and (ω, ρ˜ + g˜(ϕ) + f˜(θ, ϕ)) by
the above transformation H, we obtain (ω, f˜(θ, ϕ)) and (ω, ρ˜ + f(θ, ϕ)).
Here, (ω, f˜(θ, ϕ)) is clearly Cω linearizable, since linearization is conjugacy
invariant. As a consequence of (5.3), we have
‖ρ˜+ f(θ, ϕ)− f˜(θ, ϕ)‖s˜,r˜ ≤ ‖
∂
∂θ
Π1 ◦H‖s˜,r˜ · ‖f˜‖s˜,r˜ < ǫ.
That is to say, (ω, ρ˜ + f(θ, ϕ)) is C∞-accumulated by the qpf circle flow
(ω, f˜(θ, ϕ)), while (ω, f˜(θ, ϕ)) is Cω linearizable. 
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5.3. Proof of Corollary 1.1. To complete the picture in the local situa-
tion, we give the following proposition:
Proposition 5.1. Any rigid rotation flow (ω, ρ) can be C∞ accumulated by
flows (ω, f̂(θ, ϕ)), where (ω, f̂(θ, ϕ)) is mode-locked.
Proof. For any ρ > 0, ε > 0, there exists k ∈ Z2 such that |〈k, ω〉 − ρ| <
ε
2 , since ω is rationally independent. Under the transformation θ = θ +
〈k, ϕ〉 (mod 1), (ω, 〈k, ω〉) is conjugated to (ω, 0). Now we choose a qpf
circle flow (ω, ε4pi sin 4πθ), which can be viewed as projective action of a
uniformly hyperbolic sl(2,R) quasi-periodic flow: x˙ =
(
ε
2 0
0 − ε2
)
x
ϕ˙ = ω
.
By Proposition 2.1, (ω, ε4pi sin 4πθ) is mode-locked. Invert the transformation
θ = θ + 〈k, ϕ〉 (mod 1) both for (ω, 0) and (ω, ε4pi sin 4πθ), we get (ω, 〈k, ω〉)
and (ω, f̂). A direct calculation shows that ‖f̂(θ, ϕ)−ρ‖s,r <
ε
2 , while (ω, f̂)
is mode-locked. 
Now we can finish the proof of Corollary 1.1. For any qpf circle flow
(ω, ρ˜+ f(θ, ϕ)) with ρ(ω, ρ˜+ f(θ, ϕ)) = ρf ∈ DCω(γ, τ) and ‖f‖r,s < ε0/2,
first we perturb (ω, ρ˜+f(θ, ϕ)) to Cω linearizable qpf circle flow (ω, f˜(θ, ϕ))
by Theorem 1.1 (b). Then (ω, f˜(θ, ϕ)) is C∞-accumulated by mode-locked
qpf circle flow by Proposition 5.1. 
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