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Abstract
Wavelets of Haar type of higher order m on self-similar fractals were introduced by the author in
J. Fourier Anal. Appl. 4 (1998) 329–340. These are piecewise polynomials of degree m instead of
piecewise constants. It was shown that for certain totally disconnected fractals, spaces of functions
defined on the fractal may be characterized by means of the magnitude of the wavelet coefficients of
the functions. In this paper, the study of these wavelets is continued. It is shown that also in the case
when the fractals are not totally disconnected, the wavelets can be used to study regularity properties
of functions. In particular, the self-similar sets considered can be, e.g., an interval in R or a cube
in Rn. It turns out that it is natural to use Haar wavelets of higher order also in these classical cases,
and many of the results in the paper are new also for these sets.
 2003 Elsevier Inc. All rights reserved.
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1. Introduction
Orthogonal wavelet bases of Haar type on self-similar fractals K were studied in [4].
They differ from ordinary Haar wavelets even on an interval, among other things in the
respect that they are piecewise polynomials of orders less than or equal to m, instead of
piecewise constants, and hence we will call them Haar wavelets of orderm. These wavelets
are not continuous in general, but on totally disconnected fractals they are, and we showed
in [4] that they can be used for characterizing function spaces on such fractals.
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case when K is not necessarily totally disconnected. It is shown (Theorems 5 and 6) that
they can be used to investigate local regularity if one keeps away from the discontinuity
points, in a similar way as was done in [2] for, e.g., ordinary Haar wavelets on an interval.
It is also shown that they can be used to characterize global regularity if the functions are
known to be smooth enough (Theorem 4). In both these cases it is apparent that it is useful
to have Haar wavelets of higher order, and the results generalize earlier results even in the
case when K is the interval [0,1].
As a tool for studying these things, function spaces which in a natural way can be
characterized be means of the magnitude of the wavelet coefficients with respect to Haar
wavelets of order m are introduced and discussed in Sections 4 and 5. Functions in these
spaces typically have jumps at points where the wavelets may be discontinuous. One more
feature is that we introduce an extra parameter m in our function spaces. The reason for
this is that when one studies spaces of Lipschitz type on closed sets F , there are several
natural possibilities for spaces of smoothness α if α > 1, which reduce to the same space,
e.g., when F equals Rn (see Section 3). This extra m gives a refinement of many of the
results.
2. Haar wavelets of higher order on fractals
The fractals we consider are self-similar sets of standard type, while the wavelets on
these fractals were introduced in [4]. We briefly describe these concepts in this section,
and refer to [4] for details, and for an introduction to these wavelets, in particular, it is
discussed in [4] what they are if K is the interval [0,1].
2.1. Self-similar sets
Let Ti :Rn→Rn, i = 1,2, . . . ,N , where n 1 and N  2, be non-constant similitudes
which are also contractions, i.e., for some ri with 0 < ri < 1 we have∣∣Ti(x)− Ti(y)∣∣= ri |x − y|, x, y ∈Rn, i = 1,2, . . . ,N,
and let K be the invariant set and µ the invariant measure with respect to these similitudes,
i.e., K is the unique non-empty compact set K which satisfies K =⋃Ti(K), and µ is the
unique normalized positive Borel measure µ with support K which is invariant in the
sense that µ(A) =∑Ni=1 rsi µ(T −1i (A)) for all Borel sets A, where s is the number such
that
∑N
i=1 rsi = 1.
We also assume that the open set condition holds. This means by definition that there
exists a bounded open set V such that
⋃N
i=1 Ti(V ) ⊂ V , where the union is disjoint.
Then the Hausdorff dimension of the invariant set K is the number s given above, and
0 <ms(K) <∞, where ms is the s-dimensional Hausdorff measure. In fact, we have the
stronger result that K is a d-set (see below) with d = s, and that µ is a d-measure on K .
Furthermore, µ is a multiple of the restriction of ms to K , and µ(Ti(K) ∩ Tj (K)) = 0,
88 A. Jonsson / J. Math. Anal. Appl. 290 (2004) 86–104i = j . A closed set F ⊂Rn is a d-set if there is a positive Borel measure µ with support F
such that, for some positive constants c1 and c2, holds
c1r
d  µ
(
B(x, r)
)
 c2rd , x ∈ F, 0 < r  1;
any such measure is called a d-measure on F . Here 0 < d  n, and B(x, r) is the closed
ball with center x and radius r .
For E ⊂ Rn we write Ei1i2...ik for the set Ti1 ◦ Ti2 ◦ · · · ◦ Tik (E). We denote by Ik the
set of multi-indices {i = (i1, i2, . . . , ik), 1 iν N, ν = 1,2, . . . , k} and write from time
to time Ei , i ∈ Ik , for a set Ei1i2...ik . We remark that we have the chain Ki1 ⊃Ki1i2 ⊃ · · · ,
that µ(Ki1i2...ik )= rsi1rsi2 . . . rsik , and that diamKi1i2...ik = ri1ri2 · · · rik diamK .
Assume now also that the invariant set K is not a subset of an (n − 1)-dimensional
subspace of Rn. Then K preserves Markov’s inequality in the following sense. Denote by
Pm the set of all polynomials in n variables of total degree less than or equal to m. A closed
set F ⊂Rn preserves Markov’s inequality if for every fixed positive integer m there exists
a constant c, such that for all polynomials P ∈ Pm and all balls B = B(x0, r), x0 ∈ F ,
0 < r  1, holds
max
F∩B |∇P |
c
r
max
F∩B |P |, (1)
where B(x0, r) is the closed ball with center x0 and radius r , and ∇ denotes the gradient.
For our fractals K we also have, as shown in [4], for all sets Ki , where i is a multi-index,
the inequalities
‖P‖∞,Ki  c
(
1/µ(Ki)
∫
Ki
|P |p dµ
)1/p
(2)
and
max
Ki
|∇P | (c diamK/diamKi)max
Ki
|P |. (3)
In this paper, when we write that K is a self-similar set we mean that K satisfies all the
above requirements, i.e., K is the invariant set for maps Ti as above, satisfying the open
set condition, and is not a subset of an (n− 1)-dimensional subspace of Rn.
2.2. Wavelets
Let K be a self-similar set as defined above. We first recall from [4] that, since K
preserves Markov’s inequality, Pm has dimension M0 =
(
n+m
n
)
as a subspace of L2(µ),
i.e., the same as the dimension of Pm as a real vector space.
Put S0 =Pm, and let S1 be the space of all functions f such that f , for i = 1,2, . . . ,N ,
coincides on Ki \ (⋃j =i (Ki ∩Kj )) with a polynomial in Pm. Then the functions in S1 are
defined µ-a.e. on K , and we call them piecewise polynomials of degree m on {Ki, i =
1,2, . . . ,N}. Analogously, we define Sk as the set of all functions which for every i =
(i1, i2, . . . , ik) coincide with a polynomial on the part of Ki1i2...ik which does not intersect
any other Kj1j2...jk . Then we have S0 ⊂ S1 ⊂ S2 ⊂ · · · . Consider S1  S0, the orthogonal
complement of S0 in S1. Since S0 has dimensionM0 and S1 has dimensionM0N , the space
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in this space; we let the base functions be zero outside K . Next define functions ψσi1i2...ik
for σ = 1,2, . . . ,M , by
ψσi1i2...ik =
(
µ(Ki1i2...ik )
)−1/2
ψσ ◦ T −1ik ◦ T −1ik−1 ◦ · · · ◦ T −1i1 .
We also denote these functions ψσi , i ∈ Ik . Let now also φ1, φ2, . . . , φM0 denote an ortho-
normal base in S0 and put ψσ0 =ψσ , σ = 1,2, . . . ,M , and let I0 = {0}. Then the functions{ψσi }i∈Ik, k0,1σM and {φl}1lM0 form a complete orthonormal set of functions in
L2(µ). We will denote this basis by Hm(K) and call it a basis of Haar wavelets of order
m on the fractal K . Thus, any f ∈ L2(µ) has a representation
f =
M0∑
l=1
αlφl +
∞∑
k=0
M∑
σ=1
∑
i∈Ik
βσi ψ
σ
i . (4)
The representation (4) holds in Lp(µ) if f ∈Lp(µ) for 1 p <∞. For explicit examples,
and a discussion how to compute these wavelets, we refer to [3], some information can
also be found in [4]. We also remark that continuous, piecewise linear wavelets on certain
fractals were constructed in [10]. These wavelets are not orthogonal but form a frame.
3. Lipschitz spaces on closed sets
Lipschitz spaces Lip(α,p, q;F) and Besov spaces Bp,qα (F ) on closed sets F were
studied, e.g., in [7] and [5]. Now we introduce one more parameter m in these spaces
to get Lip(α,p, q;m;F), the reason being that it is natural in connection with the study
of wavelets on fractals. In order to understand the meaning of this parameter, define the
space Lip(α,∞,∞;0;F) for α > 0 by f ∈ Lip(α,∞,∞;0;F) if and only if, for some
constant c, |f (x)| c and |f (x)−f (y)| c|x−y|α for x, y ∈ F . This definition is equiv-
alent to the one which will be given in Definition 1 below. Consider the one-dimensional
case. Then it is clear that the space Lip(α,∞,∞;0;F) is trivial if α > 1 and F is an
interval, in the sense that it consists of constant functions only, but not trivial if F is dis-
connected. If 1 < α < 2, the space Lip(α,∞,∞;1;F) will be the usual Lipschitz space
Lip(α,F ) (see, e.g., [7]) consisting of “differentiable functions whose derivatives are in
Lip(α − 1,F ).” If 2 < α < 3, the space Lip(α,∞,∞;2;F) will be the same as the space
Lip(α,F ), the space Lip(α,∞,∞;1;F) will be trivial if F is an interval, consisting of
first degree polynomials only, but non-trivial and different from Lip(α,∞,∞;0;F) if F
is disconnected. Already these simple examples show that it is natural to introduce these
spaces with a general m. Some more information on the question when these spaces are
trivial will be given at the end of this section, but we first define the spaces.
Let F be a d-set with d-measure µ preserving Markov’s inequality, α > 0, and 1 
p,q ∞. Let j denote an n-dimensional multi-index j = (j1, j2, . . . , jn) with length
|j | = j1 + j2 + · · · + jn. A net is a subdivision of Rn into equally big cubes, half open
of the form {x = (x1, x2, . . . , xn) ∈ Rn: ai  xi < ai + r, i = 1,2, . . . , n}, obtained by
intersecting Rn with hyperplanes orthogonal to the axes. The length of the edges of these
cubes is called the mesh of the net. We let, for ν an integer, Nν be the net with mesh 2−ν
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= ∅}. Let m be a non-negative integer, and let for Q ∈Nν(F ) the polynomials πj , |j |m,
be an orthonormal basis in the subspace Pm of L2(µ,2Q), where 2Q is the cube obtained
by expanding Q with a factor 2 around its center. Define the projection PQ of L1(µ,2Q)
onto Pm by PQ(f ) =∑|j |m πj ∫2Qfπj dµ (note that PQ depends on m). Let for f
defined on F the number Bν be given by
( ∑
Q∈Nν(F )
∫
2Q
∣∣f − PQ(f )∣∣p dµ
)1/p
= 2−ναBν.
Definition 1. Let F be a d-set preserving Markov’s inequality, 0 < d  n, α > 0, m an
integer, 0  m  α, and 1  p,q ∞. Then f ∈ Lip(α,p, q;m;F) if the norm of f
given by ‖f ‖p,µ + (∑∞ν=0Bqν )1/q is finite.
One obtains an equivalent definition if one replaces, for a fixed integer ν1, ν = 0 by ν =
ν1. In the definition it is not necessary to have projections PQ, one can instead let PQ(f )
just denote a polynomial in Pm, and require that there shall exist polynomials PQ(f ) such
that ‖f ‖p,µ + (∑Bqν )1/q is finite. The norm of f in Lip(α,p, q;m;F) is then equivalent
to the infimum of all such sums, cf. Proposition 2.3 in [8] and its proof.
The definition of these spaces is analogous to the definition of the Besov spacesBp,qα (F )
in, e.g., [7], in fact, the spaces Lip(α,p, q;m;F) are for m= [α], by the characterization
of Besov spaces given in Proposition 2.3 in [8], the same as the spaces Bp,qα (F ), while for
m= 0 they are the same as the Lipschitz spaces discussed somewhat in [6].
The spaces Lip(α,p, q;m;F) are subspaces of the Besov spaces Bp,qα (F ) if α is not an
integer. This is important to note (see below), but as we do not need it in this paper, we just
sketch the result. For m= 0 this was shown in [6]. The same argument gives, if m< α, that
Lip(α,p, q;m;F) is the subspace of Lip(α,p, q; [α];F) = Bp,qα (F ) consisting of those
f ∈ Bp,qα (F ) whose derivatives of orders |j | with m< |j |< α are zero. Here derivatives
are in a certain sense, cf. [6]. This characterization makes it possible to use results for
Besov spaces to get information on the spaces Lip(α,p, q;m;F). For example, from a
trace theorem for Besov spaces given in [7], one obtains that f ∈ Lip(α,p, q;m;F) if
and only if there is an extension Ef of f to Rn such that Ef ∈ Bp,qα+(n−d)/p(Rn) and the
derivatives Dj (Ef ) with m< |j |< α are zero µ-a.e. on F .
As explained in the beginning of this section, simple examples show that the spaces
Lip(α,p, q;m;F) are non-trivial if F is disconnected, but they may very well otherwise
be trivial if m < α − 1. To illustrate what may happen in the connected case, we point
out two examples. The first was found as a byproduct of the main result in [6]: The space
Lip(α,2, q;0;K), where K is the n-dimensional Sierpinski gasket, consists of constant
functions only, if and only if α > β or α = β and q <∞, where β = ln(n+ 3)/ ln 4. For
the Lipschitz spaces Lip(α,∞,∞;0;K), it is however easy to see that they are trivial if
and only if α > 1 if K is the Sierpinski gasket, as in the case when K is, e.g., an interval.
But even when p = q =∞ the situation is not so obvious, as the following example shows.
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T1 = I/3, T2 = Rπ/3/3 + (1/3,0), T2 = R−π/3/3 + (1/2,
√
3/6), T4 = I/3 + (2/3,0),
where Rθ denotes rotation with the angle θ and I is the identity map. We let the
curve be directed from (0,0) to (1,0). We shall construct a non-trivial function f ∈
Lip(β,∞,∞;0;K), where β > 1.
Define a function g0 on K \ {(1,0)} by g0(x) = (ν − 1)/4 if x ∈ Kν \ {pν}, ν =
1,2,3,4, and g0(p4) = 3/4, where pν = Tν((1,0)). Next, for i ∈ Ik , k  1, with Ti =
Ti1 ◦ Ti2 ◦ · · · ◦ Tik , define gi by gi(x) = (1/4k)g0(T −1i (x)) for x ∈ Ki \ {pi}, where
pi = Ti((1,0)), and, if pi = (1,0), gi(x)= 0 elsewhere on K; for the multi-index i such
that pi = (1,0) put instead gi(pi) = 3/4k+1 but otherwise gi as before. Finally we put
f (x)=∑∞k=0∑i∈Ik gi(x) if x ∈K .
We shall now show that f ∈ Lip(β,∞,∞;0;K), where β = ln 4/ ln 3. Note first that
fk =∑k−1s=0 ∑i∈Is gi is a function which is constant on each Ki \ {pi}, i ∈ Kk , that fk
has positive jumps of magnitude 1/4k as one moves from one piece Ki , i ∈ Ik , to an
adjacent piece in the direction of the curve K , and that for x ∈K holds |f (x)− fk(x)|
3/4
∑∞
ν=k 1/4ν = 1/4k . This gives that if x and y belong to the same Ki , i ∈ Ik , then
|f (x)− f (y)| |f (x)− fk(x)| + |fk(x)− fk(y)| + |fk(y)− f (y)| 3/4k .
Consider now a multi-index i ∈ Ik , let x0 be one of the endpoints of the curve-section
Ki , and let x ∈Ki . Let {Kj(ν)}, j (ν) ∈ Iν , ν = k, k + 1, . . . , be the unique sequence such
that Kj(k) = Ki , x0 ∈ Kj(ν), and Kj(ν+1) ⊂ Kj(ν) for ν  k, and let k0 be the biggest
integer ν such that x ∈ Kj(ν). Then, by the above calculation, |f (x) − f (x0)|  3/4k0 .
On the other hand, it is easy to see (cf. below) that |x − x0|  1/3(k0+1), which gives
|f (x)− f (x0)| c|x − x0|β , where β = ln 4/ ln 3.
Let next x and y be arbitrary points in K , and let now k0 denote the biggest integer
ν such that x and y are in the same Ki if i ∈ Iν . With this Ki , denote by Kj1 and Kj2
the sets with j1, j2 ∈ Ik0+1 such that Kj1 and Kj2 are subsets of Ki and x ∈ Kj1 and
y ∈ Kj2 . If Kj1 and Kj2 do not intersect, then |x − y|  c3−k0 and we have as before
|f (x)−f (y)| c|x−y|β . IfKj1 andKj2 intersect, let x0 be the point of intersection. Then
|f (x)−f (y)| |f (x)−f (x0)|+ |f (x0)−f (y)| c|x−x0|β+ c|y−x0|β  cmax(|x−
x0|β, |y − x0|β) c|x − y|β . Thus, f ∈ Lip(β,∞,∞;0;K). We make a comment on the
last inequality. It is enough, by scaling, to show it if k0 = 0. The result follows by the fact
that the angle at x0 of the triangle with corners x0, x , and y is at least π/3. To see this, note
that the sets Kν , ν = 1,2,3,4, are subsets of the closure of the triangles Tν(V ), where V is
the open triangle with corners (0,0), (0,1) and (1/2, √3/6) which can be used in the open
set condition.
The number β in the example is in fact optimal, by the following proposition. In the
proposition we look upon an element in Lip(β,∞,∞;0;K) as a continuous function.
This is allowed, since it can be shown that the elements in this space have continuous
representatives; see Lemma 2 in Section 5.
Proposition 1. Let K be the von Koch curve. Then the space Lip(α,∞,∞;0;K) consists
of constant functions only if and only if α > β , where β = ln 4/ ln 3.
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Lip(α,∞,∞;0;K). Let x ∈K , take i0 ∈ Ik such that x ∈Ki0 , and let xν , ν = 0,1, . . . , ν0,
be a sequence of points such that x0 = (0,0), x1 = (1/3k,0), and xν , ν  1, are consecutive
intersection points between two Ki ’s, i ∈ Ik , in the direction of the curve, and xν0 is the left
endpoint of Ki0 . Then |f (x)− f (x0)| |f (x)− f (xν0)| + |f (xν0)− f (xν0−1)| + · · · +
|f (x1)−f (x0)| c3−kα + cν03−kα . Since ν0 is at most 4k − 1 we have |f (x)−f (x0)|
c3−kα4k = c3k(β−α) from which it follows that f (x)= f (x0). ✷
4. Lipschitz functions with jumps and wavelets
Now we shall define certain Lipschitz spaces JLip(α,p, q;m;K) of functions defined
on self-similar fractals. Here J stands for “jump,” since the functions in these spaces can
typically have jumps at certain points, as we shall see in the next section. In Theorem 1 we
show that these spaces appear in a natural way in connection with the wavelet expansions
given by (4) in Section 2, and although they probably are of limited independent interest,
they are a natural tool when studying these expansions. Also, on totally disconnected frac-
tals, they are as shown in Theorem 2 the same as the Lipschitz spaces introduced in the
previous section, and provide an equivalent norm which is maybe more natural.
For m fixed, and Ki as in Section 2, i.e., a set of the form Ki1i2...ik , define the pro-
jection PKi f of f ∈ L1(µ,Ki) onto Pm as follows. Let the polynomials πj , |j |  m,
be an orthonormal basis in the subspace Pm of L2(µ,Ki), and define PKi by PKi (f ) =∑
|j |m πj
∫
Ki
f πj dµ. We say that a multi-index i = (i1, i2, . . . , ik) ∈ Ik is in Jν , ν inte-
ger, if 2−ν  diamKi < 2−ν+1 (we permit here i = 0 with the interpretation that K0 =K),
and let ν0 be the integer such that 2−ν0  diamK < 2−ν0+1. Define Aν for ν  ν0 by(∑
i∈Jν
∫
Ki
|f − PKi |p dµ
)1/p
= 2−ναAν;
if p =∞ this shall be interpreted as maxi∈Jν ‖f − PKi‖∞,Ki = 2−ναAν .
Definition 2. Let K be a self-similar fractal, α > 0, m an integer, 0  m  α, 1 
p,q ∞, and let Aν be as above (depending on m). Then f ∈ JLip(α,p, q;m;K) if
the norm of f given by ‖f ‖p,µ + (∑∞ν=ν0 Aqν)1/q is finite.
Again, it is not necessary to have projections PKi in this definition, one can let PKi just
denote a polynomial in Pm, cf. the comments after Definition 1.
For a given K with Hausdorff dimension s, we put for a sequence {bi}, where i runs
over all multi-indices i ∈ Jν , ν  ν0,
∥∥{bi}∥∥bp,qα =
( ∞∑
ν=ν0
(
2ναp2νs(1/2−1/p)p
∑
i∈Jν
|bi|p
)q/p)1/q
.
If p = ∞, then the right-hand side of this equality should be given the interpretation
(
∑∞
ν=ν (2να2νs/2 maxi∈Jν |bi |)q)1/q . In [4] we showed that if K is totally disconnected0
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where αl and βσi are the coefficients with respect to the wavelet basis given in Section 2
consisting of polynomials of degree  [α], i.e., the basis H[α](K). From the following
theorem we see that if K is arbitrary, this condition characterizes JLip(α,p, q; [α];K).
Theorem 1. Let K be a self-similar set as in Section 2.1, α > 0, m an integer, 0m α,
and 1 p,q ∞. Then a function f ∈ Lp(µ) belongs to JLip(α,p, q;m;K) if and only
if the sum(
M0∑
l=1
|αl |p
)1/p
+
M∑
σ=1
∥∥{βσi }∥∥bp,qα (5)
is finite, and the norm of f in JLip(α,p, q;m;K) is equivalent to this sum. Here αl and
βσi are the wavelet coefficients with respect to the wavelet basis Hm(K).
Proof. We first remark, without giving the details, that if f ∈ Lp(µ), 1  p ∞, and
the right-hand side of (5) is finite, and if gN =∑Mσ=1∑i |βσi ψσi |, where the sum over
i is taken over all terms with i ∈ Jν , ν > N , and perhaps some terms with i ∈ JN , then
‖gN‖p,µ  c2−Nα∑Mσ=1 ‖βσi ‖bp,qα , which means that the wavelet series for f converges
unconditionally in Lp(µ), and that the sum is f (also if p =∞).
Assume now that f ∈ JLip(α,p, q;m;K). Since ψσi is orthogonal to PKif , we have∣∣βσi ∣∣=
∣∣∣∣
∫
fψσi dµ
∣∣∣∣=
∣∣∣∣
∫
(f − PKi f )ψσi dµ
∣∣∣∣

(∫
Ki
|f − PKi f |p dµ
)1/p(∫ ∣∣ψσi ∣∣p′
)1/p′
.
Now we note that
∥∥ψσi ∥∥∞,Ki  c
(
1/µ(Ki)
∫
Ki
∣∣ψσi ∣∣2 dµ
)1/2
, (6)
which follows easily from (2) upon writing Ki =⋃Nτ=1 Kiτ and using that ψσi is a polyno-
mial on each Kiτ . This gives ‖ψσi ‖p′,Ki  µ(Ki)1/p
′‖ψσi ‖∞,Ki  cµ(Ki)1/p
′
(1/µ(Ki)×∫
Ki
|ψσi |2 dµ)1/2 = cµ(Ki)1/p
′−1/2 = cµ(Ki)1/2−1/p. Since µ(Ki) is comparable to
(diamKi)s , we get∑
i∈Jν
∣∣βσi ∣∣p  c∑
i∈Jν
∫
Ki
|f − PKif |p dµ2−νs(1/2−1/p)p c2−νs(1/2−1/p)p2−ναpApν ,
so ‖{bσi }‖bp,qα  c(
∑∞
ν=v0 A
q
ν)
1/q. It is straightforward to show that |αl |p  c‖f ‖p,µ, so
we have the theorem in one direction.
Next let f have the wavelet expansion f =∑M0l=1 αlφl +∑∞k=0∑Mσ=1∑i∈Ik βσi ψσi ,
with the sum (5) finite. To each Ki , i ∈ Jν , there corresponds a unique Ki∗ , i∗ ∈ Jν , which
94 A. Jonsson / J. Math. Anal. Appl. 290 (2004) 86–104contains Ki and is as big as possible among the sets Kj , j ∈ Jν , containing Ki . We define
a piecewise polynomial Pi∗ by
Pi∗ =
M0∑
l=1
αlφl +
M∑
σ=1
∑
j∈Mi∗
βσj ψ
σ
j ,
where Mi∗ means those j such that Kj properly contains Ki∗ , and let Pi be equal to
Pi∗ . Note that Pi∗ coincides with a polynomial on Ki∗ , so Pi is a polynomial on Ki , and
that µ-a.e. on Ki we have f − Pi = f − Pi∗ =∑Mσ=1∑j,Kj⊂Ki∗ βσj ψσj . Since sets Ki
from a fixed level i ∈ Ik are essentially disjoint, and sets Ki , i ∈ Jν , with the same Ki∗
can come from at most c different levels (if r is the biggest of the contraction factors ri ,
i = 1,2, . . . ,N , then if Ki∗ is from level k0, i ∈ Jν ∩ Ik can correspond to Ki∗ only if
rk−k0 > 1/2, i.e., for a finite numbers of k’s), we have, for a fixed multi-index i∗ ∈ Jν ,∑
i∈Jν,Ki⊂Ki∗
∫
Ki
|f − Pi |p dµ c
∫
Ki∗
|f − Pi∗ |p dµ.
Now we perform a summation of this inequality over all different i∗ ∈ Jν , and get, denoting
the characteristic function for Ki∗ by χKi∗ ,∑
i∈Jν
∫
Ki
|f − Pi |p dµ c
∑
i∗∈Jν
∫
Ki∗
|f − Pi∗ |pχKi∗ dµ
= c
∫
K
∑
i∗∈Jν
|f − Pi∗ |pχKi∗ dµ= c
∫
K
( ∑
i∗∈Jν
|f − Pi∗ |χKi∗
)p
dµ
 c
∫
K
( ∑
i∗∈Jν
M∑
σ=1
∑
j,Kj⊂Ki∗
∣∣βσj ∣∣∣∣ψσj ∣∣
)p
dµ.
Thus, since the sum over i∗ and j in the last expression is less then the sum over all j
which are in Jτ for some τ  ν, we have
Aν = 2να
(∑
i∈Jν
∫
Ki
|f − Pi |p dµ
)1/p
 c2να
(∫
K
(
M∑
σ=1
∞∑
τ=ν
∑
j∈Jτ
∣∣βσj ∣∣∣∣ψσj ∣∣
)p
dµ
)1/p
.
This gives Aν  c2να
∑M
σ=1
∑∞
τ=ν(
∫
K(
∑
j∈Jτ |βσj ||ψσj |)p dµ)1/p, where we used Min-
kowski’s inequality. Since the number of non-zero terms in the sum
∑
j∈Jτ |βσj ||ψσj |
is bounded, with a bound independent of x and τ , the integrand may be replaced by∑
j∈Jτ |βσj |p|ψσj |p , and since, as above,∫ ∣∣ψσj ∣∣p dµ cµ(Kj )(1/p−1/2)p  c2−τs(1/p−1/2)pK
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Aν  c2να
M∑
σ=1
∞∑
τ=ν
2τs(1/2−1/p)
(∑
j∈Jτ
|βσj |p
)1/p
.
An application of Hardy’s inequality (see, e.g., [7, p. 121]) now gives the desired result
for (
∑∞
ν=ν0 A
q
ν)
1/q
. The estimate for ‖f ‖p,µ is obtained using also the assumption on the
coefficients αl , we omit the details (it is useful to write f = f − P + P , where P =∑M0
l=1 αlφl , and estimate ‖f − P‖p,µ as in the first part of the proof). ✷
When K is totally disconnected, the jumps which are allowed in the JLip-spaces disap-
pear, and we get the following theorem. We remark that the inclusion Lip(α,p, q;m;K)⊂
JLip(α,p, q;m;K) holds for arbitrary self-similar sets K , by the first part of the proof.
Theorem 2. Let K be a self-similar set, 1  p,q ∞, α > 0, m an integer, 0 m α,
and suppose that the sets K1,K2, . . . ,KN are mutually disjoint, where Ki = Ti(K). Then
JLip(α,p, q;m;K)= Lip(α,p, q;m;K)
with equivalent norms.
Proof. In both parts of the proof, we will use the remarks on equivalent definitions given
after Definitions 1 and 2. Assume first f ∈ Lip(α,p, q;m;K). Associate to each Ki ,
i ∈ Jν , a cube Qi ∈Nν−2 such that Ki ∩Qi = ∅ (then Ki ⊂ 2Qi ), and put Pi = PQi . For a
fixed cube Q in Nν−2, let IQ denote the set {i ∈ Jν; Q is associated to Ki}. Then, accord-
ing to Lemma 1 in [4], there is a constant c1, not depending on ν orQ, such that IQ contains
at most c1 elements. This gives
∑
i∈Jν
∫
Ki
|f − Pi |p dµ ∑i∈Jν ∫2Qi |f − PQi |p dµ 
c1
∑
Q∈Nν−2
∫
2Q |f − PQ|p dµ, which gives f ∈ JLip(α,p, q;m;K).
To prove the converse, let, for ν  ν0 − 1, Mν denote those indices i such that Ki
is a maximal set with diamKi < 2−ν , i.e., Ki is not a subset of some other Kj with
diamKj < 2−ν . Then K =⋃i∈Mν Ki and diamKi  r2−ν if i ∈Mν , where r is the small-
est of the contraction factors ri . Let δ denote the minimum distance between any two of
the sets K1,K2, . . . ,KN , and let i = (i1, i2, . . . , ik) ∈ Ik . Lemma 2 in [4] says that the
distance from Ki to K \ Ki is at least δri1ri2 . . . rik−1 = δ diamKi/(rik diamK), which,
if i ∈ Mν , is at least δr2−ν/(rik diamK)  δr2−ν/diamK . Let τ be the smallest inte-
ger such that 2−τ < δr/(2
√
ndiamK). Then, if Q ∈ Nν1 , ν1 = ν + τ , ν  ν0 − 1, so
diamQ= 2−ν−τ√n < 2−νδr/(2 diamK), and 2Q intersects Ki for some i ∈Mν , then 2Q
does not intersect K \Ki , so i associated to Q in this way is unique, we denote it by i(Q).
It is clear that i(Q) can only be the same for finitely many Q ∈ Nν1 . Put PQ = PKi(Q) .
Then
( ∑
Q∈Nν1
∫
2Q
|f − PQ|p dµ
)1/p
=
( ∑
Q∈Nν1
∫
K
|f − PKi(Q) |p dµ
)1/pi(Q)
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(
c
∑
i∈Mν
∫
Ki
|f − PKi |p dµ
)1/p
 c
(
ν+ν2∑
s=ν+1
∑
i∈Js
∫
Ki
|f − PKi |p dµ
)1/p
,
where ν2 is the smallest integer such that 2−ν2 < r , which gives the result. ✷
As a corollary to Theorems 1 and 2 we get that the functions in Lip(α,p, q;m;K)
can be characterized by means of the magnitude of the wavelet coefficients if K is as in
Theorem 2, which refines the result obtained in [4] for m= [α]. The method of proof here
is different, in [4] it was obtained by means of atomic decompositions.
5. Some properties of the space JLip(α,m,K)
In this section, and in the next, we will study our Lipschitz spaces closer in the case
when p = ∞ and q = ∞. We then omit p and q from the notation and denote them
by JLip(α,m,K) and Lip(α,m,K). We first note that in this case the definition of the
spaces can be somewhat simplified, and give a version of JLip(α,m,K) which corre-
sponds to the equivalent definition given after Definition 2. A function f defined on K
is in JLip(α,m,K) if there exists a constant M such that, for all multi-indices i , there ex-
ist polynomials PKi ∈ Pm such that ‖f − PKi‖∞,Ki M(diamKi)α , and ‖f ‖∞,K M ,
where the norm is the supremum norm with respect to µ. The norm of f in JLip(α,m,K)
is the infimum of the possible constants M .
The first result gives the exact meaning to the statement that functions in the JLip-spaces
may have jumps, cf. Example 2 below.
Theorem 3. Let K be a self-similar fractal, let f ∈ JLip(α,m,K), where 0m< α, and
let x0 =⋂∞k=0Ki(k), where i(k) ∈ Ik and Ki(k) ⊂ Ki(k−1), k  1. Then there is a unique
polynomial Px0 ∈Pm, depending on the sequence {i(k)}, such that, for k  0,
‖f − Px0‖∞,Ki(k)  c(diamKi(k))α. (7)
The constant c may be taken as c0‖f ‖JLip(α,m,K), where c0 does not depend on x0.
Proof. Let Pk = PKi(k) be as associated to f as in the definition of JLip(α,m,K). By (3)
we have, for |j |m,∥∥Dj (Pk+1 −Pk)∥∥∞,Ki(k+1)  c(diamKi(k+1))−|j |∥∥(Pk+1 − Pk)∥∥∞,Ki(k+1)n
 c(diamKi(k+1))−|j |
(‖Pk+1 − f ‖∞,Ki(k+1) + ‖f − Pk‖∞,Ki(k))
 c(diamKi(k))α−|j |.
In particular, it follows (see the calculations below) that {DjPk(x0)}∞k=0 is a Cauchy
sequence, whose limit we denote f (j)(x0). Then, if r is the biggest of the contraction
constants ri , we have
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ν→∞
∣∣DjPν(x0)−DjPk(x0)∣∣
 lim
ν→∞
ν−1∑
s=k
∣∣DjPs+1(x0)−DjPs(x0)∣∣ c ∞∑
s=k
(diamKi(s))α−|j |
 c
∞∑
s=k
r(s−k)(α−|j |)(diamKi(k))α−|j |  c(diamKi(k))α−|j |.
We now put
Px0 =
∑
|j |m
f (j)(x0)(x − x0)j /j !.
Using the above estimate we then get for x ∈Ki(k) that
∣∣Pk(x)− Px0(x)∣∣=
∣∣∣∣ ∑
|j |m
(
DjPk(x0)− f (j)(x0)
)
(x − x0)j /j !
∣∣∣∣
 c
∑
|j |m
(diamKi(k))(α−|j |)(diamKi(k))|j | = c(diamKi(k))α.
Since ‖f − Pk‖∞,Ki(k)  c(diamKi(k))α , (7) follows.
Uniqueness follows easily from Markov’s inequality (3): if P ∈ Pm is a polynomial
such that ‖P‖∞,Ki(k)  c(diamKi(k))α for all k, then ‖DjP‖∞,Ki(k)  c(diamKi(k))α−|j |
for all k, so DjP(x0)= 0 for |j |m. ✷
Remark 1. Let Ms be the union of the sets Ki ∩ Kl over all i and l in Is , i = l, and
let M =⋃∞s=1Ms . If x0 ∈ K \M, then a sequence {Ki(k)} as in the lemma is unique.
If instead x0 ∈M, let s be the smallest integer such that x0 ∈Ms . Then x0 belongs to at
most N of the sets Ki , i ∈ Is . For many fractals, cf. Example 2 below, once we have chosen
one of these Ki ’s, a sequence {Ki(k)} containing Ki as one element is unique.
Remark 2. To obtain (7), one can clearly replace the assumption that f ∈ JLip(α,m,K) by
the following weaker assumption: For each Ki(k) as in the theorem, there is a polynomial
Pi(k) such that ‖f − Pi(k)‖∞,Ki(k)  c(diamKi(k))α.
Remark 3. If f ∈ JLip(α,m,K), where m < α, then, by the equivalent definition of
JLip(α,m,K) given above, f ∈ JLip(α,m0,K), where m0 is the biggest integer such that
m0 < α. Also, if f ∈ JLip(α,m,K), then, by the proof of uniqueness in Theorem 3, the
polynomial Px0 ∈Pm is unique among polynomials in Pm0 satisfying (7). This means that
all possible ‘derivatives’ f (j)(x0) = DjPx0 are zero at every point x0 for m < |j |  m0.
In fact, we can identify f ∈ JLip(α,m,K) as the subspace of f ∈ JLip(α,m0,K) such
that all these derivatives are zero, since if f is in this subspace, it follows from (7) and the
definition of JLip(α,m,K) that f ∈ JLip(α,m0,K).
Example 2. Consider the one-dimensional case and let T1 = x/2 and T2 = x/2 + 1/2;
then K = [0,1]. If x0 is not a dyadic point, then the sequence {Ki(k)} is unique, but if x0
98 A. Jonsson / J. Math. Anal. Appl. 290 (2004) 86–104is dyadic, then there are two possible sequences of sets, one approaching x0 from the right
as k→∞, the other one from the left. The existence of Px0 if f ∈ JLip(α,m,K) can be
interpreted roughly as the existence of one-sided derivatives of orders m at x0. How big
the jumps of f and its derivatives at the dyadic points can be, depends on at which level
the dyadic point appears as an intersection between two Ki ’s.
The next two definitions give the concepts of k times differentiability at a point x0 and
on a set F , in the setting of d-sets.
Definition 3. Let F ⊂Rn be a closed set preserving Markov’s inequality, let f be defined
on F , x0 ∈ F , and k  0. Then f ∈Dk(x0) if there exists a polynomial P(x;x0) in x of
degree at most k, such that for any ; > 0 there is δ > 0 such that |f (x) − P(x;x0)| 
;|x − x0|k if |x − x0|< δ, x ∈ F .
Proposition 2. If f ∈Dk(x0), then the polynomial P(x;x0) is unique.
Proof. Suppose P1 and P2 are two polynomials as in the definition, let ; > 0 be given, and
choose δ so that |f (x)−Pi(x)| ;|x− x0|k if |x − x0| δ, x ∈ F , i = 1,2. By Markov’s
inequality we then have, for |j | k, |Dj (P1 −P2)(x0)| cδ−|j | maxx∈F∩B(x0,δ) |P1(x)−
P2(x)| c;δ−|j |δk  c;, and it follows that P1 = P2. ✷
Because of this proposition, with P as in Definition 3, it is natural to denote the deriv-
atives DjP(x0) by f (j)(x0), and call them derivatives of f at x0. The following lemma
will be used later in this section.
Lemma 1. Let K be a self-similar set, x0 ∈K , 0m< α, and let f be defined on K and
belong to Dm(x0) ∩ JLip(α,m,K). Let P be as in Definition 3 and let Px0 be a polyno-
mial, depending on some sequence {Ki(k)}, as in Theorem 3. Then P = Px0 . In particular,
Px0 does not depend on the particular sequence {Ki(k)}.
Proof. Let dk denote the diameter of Ki(k), let ; be given, take δ as in Definition 3, and
choose k such that dk < δ. Then ‖f − Px0‖∞,Ki(k)  cdαk and ‖f − P‖∞,Ki(k)  ;dmk , so
‖Px0 −P‖∞,Ki(k)  c;dmk , if k is chosen so that also dα−mk < ;. By Markov’s inequality (3)
we thus get ‖Dj (Px0 − P)‖∞,Ki(k)  c;dm−|j |k for |j |m, which gives that
Dj (Px0 − P)(x0)= 0 for |j |m. ✷
Definition 4. Let F ⊂Rn be a closed set preserving Markov’s inequality. Then f ∈Dk(F)
if f ∈Dk(x0) for all x0 ∈ F .
It is clear that if f ∈Dk(F), then f is continuous on F . The space D0(F ) equals the
space C(F) of continuous functions on F . Also it is not difficult to see that if f belongs
to the space Ck(F ) of k times differentiable functions in the sense of Whitney [11], then
f ∈Dk(F). The converse of this does not hold in general, as it is well known that it does
not hold in the one-dimensional case when F =R and k = 1.
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spaces. The setM was defined in Remark 1.
Proposition 3. Let f ∈ JLip(α,m,K), where 0m< α, and let f¯ be the function defined
on K \M by the wavelet sum in (4). Then f¯ equals f µ-a.e., and is a continuous function
on K \M.
Proof. The continuity must be proved. Let ; > 0 and x0 ∈ K \M, x0 = ⋂∞k=0 Ki(k),
i(k) ∈ Ik . Estimating as in the beginning of the proof of Theorem 1, with p = ∞, we
see that |βσi | c(diamKi)αµ(Ki)1/2. If x ∈Ki(s) \M, and r is the maximum of the con-
traction constants, then using (6) we get ∑{i;Ki⊂Ki(s)} |βσi ψσi (x)| ∑∞ν=s crνα . Choose
s so big that the last sum is less than ;. Note that the function defined on Ki(s) by
fs = f¯ −∑{i;Ki⊂Ki(s)} βσi ψσi is a polynomial on Ki(s) \M. Let d be the distance from
x0 to the set K \ Ki(s). Then d > 0, since x0 has positive distance to all sets Ki, i ∈ Is ,
i = i(s). Choose δ < d so that |fs(z) − fs(x0)| < ; if |z − x0| < δ, z ∈ K \M, then
|f¯ (z)− f¯ (x0)|< 3;. ✷
Remark 4. Note that the proof actually gives that if |βσi | c(diamKi)γ µ(Ki)1/2 for some
γ > 0, then f¯ is continuous on K \M.
Let f¯ be defined from an element f in JLip(α,m,K), wherem< α, as in Proposition 3,
and suppose that f¯ can be defined on M so that the function f¯ thus defined everywhere
on K is continuous for all x0 inM. Since, by Proposition 3, f¯ is continuous as a function
on K \M, it is then easy to see that f¯ is, in fact, a continuous function on K . In other
words, f¯ is a continuous representative of f . The next lemma gives a similar conclusion
under different assumptions.
Lemma 2. Let f ∈ Lip(α,m,K), 0  m < α, x0 ∈ K , and let Px0 be as in Theorem 3.
Then Px0 does not depend on the sequence {Ki(k)}. Furthermore, f has a continuous rep-
resentative f¯ such that ‖f¯ − Px0‖∞,B(x0,r)  crα , r < 1.
Proof. Choose, with the aid of the definition of Lip(α,m,K), to a given ball B = B(x0, r)
a polynomial PB such that ‖f − PB‖∞,B(x0,r)  crα . Let x0 =
⋂∞
k=0Ki(k) as in The-
orem 3, and let k0 be the first integer k such that Ki(k) has diameter dk < r . Then, by
Theorem 3, ‖f − Px0‖∞,Ki(k0)  cdαk0 , and it follows that ‖PB − Px0‖∞,Ki(k0)  cdαk0 ,
whence, by (3), |Dj(PB − Px0)(x0)|  cdα−|j |k0  crα−|j |. If P ′x0 is a polynomial corre-
sponding to a different sequence {Ki(k)}, we thus have |Dj (P ′x0 −Px0)(x0)| crα−|j |, and
it follows that Dj (P ′x0 − Px0)(x0)= 0, so P ′x0 = Px0 .
If f¯ is a representative of f as in Proposition 3, and we define f¯ at points x0 ∈M by
f¯ (x0)= Px0(x0), then it can be shown using ‖f¯ − Px0‖∞,Ki(k)  cdαk , x0 ∈Ki(k), that f¯
is continuous at x0 ∈M (this requires some work, note that for a fixed k, x0 has a positive
distance to all Ki , i ∈ Ik , such that x0 /∈ Ki ). It again follows that f¯ is continuous on K ,
cf. the argument preceding Lemma 2. Finally, from the inequalities∣∣Dj (PB − Px0)(x0)∣∣ crα−|j |, |j |m,
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gives ‖f¯ −Px0‖∞,B(x0,r)  crα . ✷
Remark 5. In [7, p. 77], it is shown, with a different proof, that functions in some related
Lipschitz spaces have continuous representatives, where the spaces are defined on general
d-sets preserving Markov’s inequality.
The following result gives global regularity of functions in JLip(α,m,K) under ad-
ditional assumptions. It can also be interpreted in terms of wavelet expansions, see the
corollary. The case when K = [0,1], and the wavelets are the usual Haar wavelets, can be
found, e.g., in [9, Theorem 7.c.3]. The conclusion of the theorem should, in one direction,
be understood in the sense that if f ∈ Lip(α,m,K), then the continuous representative of
f belongs to Dm(K) ∩ JLip(α,m,K). Concerning the assumption on K , see Remark 6
below.
Theorem 4. Let K be a self-similar set, and 0m< α. Assume that there is a constant c0,
such that for every x, y ∈K there are sets Ki and Kj with non-empty intersection, where
i and j are multi-indices, such that x ∈Ki , y ∈Kj , and the diameters of Ki and Kj are
less than c0|x − y|. Then
Dm(K)∩ JLip(α,m,K)= Lip(α,m,K).
Proof. If f ∈ Lip(α,m,K), then f ∈ JLip(α,m,K), as we remarked before the statement
of Theorem 2. Also, if f¯ is the continuous representative of a function in Lip(α,m,K),
then f¯ ∈Dm(x0) for x0 ∈K by Lemma 2, so we have the theorem in one direction.
To prove the other direction, let f ∈ Dm(K) ∩ JLip(α,m,K); then f is continu-
ous. Consider a ball B = B(x0, r), x0 ∈ K , and let x1 ∈ B . Take z, Ki , and Kj , so
that x0 ∈ Ki , x1 ∈ Kj , z ∈ Ki ∩ Kj , and diamKi,diamKj  c0|x1 − x0|, and choose
Pz and Px0 as in Theorem 3; by Lemma 1, these polynomials do not depend on the
particular sequences {Ki(k)}. Then for x ∈ Ki we have |f (x) − Pz(x)|  c(diamKi)α
and |f (x) − Px0(x)|  c(diamKi)α , so |Pz(x) − Px0(x)|  c(diamKi)α and, by (3),
|Dj (Pz − Px0)(x)|  c(diamKi)α−|j |  c|x1 − x0|α−|j |  crα−|j |. For x ∈ Kj , in par-
ticular for x = x1, we then have |f (x)− Px0(x)| |f (x)− Pz(x)| + |Pz(x)− Px0(x)|
c(diamKj)α + |∑|j |m(x − z)j /j !Dj (Pz − Px0)(z)|  crα + ∑|j |m r |j |rα−|j |  crα .
By the definition of the Lipschitz spaces, it follows that f ∈ Lip(α,m,K). ✷
Note that combining Theorems 1 and 4 one gets the following corollary, which
states that under the assumption that the functions considered are in Dm(K), the space
Lip(α,m,K) can be characterized by means of the wavelet coefficients. We use a some-
what simplified condition on the wavelet coefficients, which is clearly equivalent to the
condition that (5) is finite when p = q =∞.
Corollary 1. Let the assumption on α, m, and K , be as in Theorem 4, and let s be the
Hausdorff dimension of K . Assume furthermore that f ∈Dm(K). Then f ∈ Lip(α,m,K)
if and only if the wavelet coefficients in the basis Hm(K) satisfy |αl |  c and |βσi | 
c(diamKi)s/2+α.
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common fractals like the von Koch curve, the Sierpinski gasket, the Sierpinski carpet, and
many others. In fact, we do not know of an example of a fractal set not satisfying the
criteria.
Remark 7. It is readily seen that in Theorem 4 the space Dm(K) may be replaced by the
smaller space (see above) Cm(K).
6. Wavelets and local regularity properties
The study in this section is partly inspired by the paper [2], where non-smooth wavelet
bases, e.g., the usual Haar wavelets, are used to give local regularity criteria. The results
in [2] generalize a classical pointwise regularity criterion using smooth wavelets by Bony,
see, e.g., [2]. The use of Haar wavelets of higher order means that we get new results
even in the case K = [0,1], however, [2] also contains results for smoother bases, e.g., the
Schauder basis on [0,1].
Local regularity will be measured in the following terms, cf. Definition 3.
Definition 5. Let F ⊂Rn be a compact set preserving Markov’s inequality, α > 0, m a
non-negative integer, let f be defined on F , and let x0 ∈ F . Then f ∈ Cαm(x0) if there exists
a polynomial P(x;x0) in x of degree at most m, such that |f (x)−P(x;x0)| c|x− x0|α ,
x ∈ F .
It is convenient to allow m α in this definition. Then the polynomial P is not unique.
Note, however, that the spaces Cαm(x0), m α, are all equivalent to Cαm0(x0), where m0 is
the biggest integer less than α. This is seen by truncating the Taylor polynomial of P at x0.
If m< α, then P is unique.
Let now K be a self-similar set, and x0 ∈ K . Let f ∈ Cαm(x0), m < α, let P be
the polynomial in Pm such that |f (x) − P(x;x0)|  c|x − x0|α , and let βσi be the
wavelet coefficients with respect to the basis Hm(K). Then we have |βσi | = |
∫
fψσi dµ|∫ |f −P(x;x0)||ψσi |dµ c(d(x0,Ki)+ diamKi)α ∫ |ψσi |dµ cµ(Ki)1/2(d(x0,Ki)+
diamKi)α , so∣∣βσi ∣∣ cµ(Ki)1/2(diamKi)α(1+ d(x0,Ki)/diamKi)α.
Now we set out to prove a partial converse of this, and start with a lemma. Note that the
condition (8) in the lemma gives that |βσi | cµ(Ki)1/2(diamKi)α−β , which by Remark 4
means that the pointwise wavelet sum f¯ is a representative of f which is continuous on
K \M.
Lemma 3. Let K be a self-similar set, x0 ∈K , 0m< α, and β < α, and assume that the
wavelet coefficients βσi of a function f ∈ L1(µ) in the wavelet basis Hm(K) satisfy∣∣βσi ∣∣ cµ(Ki)1/2(diamKi)α(1+ d(x0,Ki)/diamKi)β. (8)
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for k  1. Then, for each k, there is a polynomial Pi(k) of degree at most m such that
‖f − Pi(k)‖∞,Ki(k)  c(diamKi(k))α. (9)
Proof. Let gk =∑l αlφl +∑σ ∑i∈Iν,ν<k βσi ψσi . Then gk coincides with a polynomial
on Ki(k) \M. Denote this polynomial by Pi(k). Then, for x ∈Ki(k) \M, and the decreas-
ing sequence Kj(ν) such that x =⋂∞ν=0Kj(ν), j (ν) ∈ Iν (then Kj(k) equals Ki(k)), we
have f¯ (x)−Pi(k)(x)=∑σ ∑i∈Iν , νk βσi ψσi (x)=∑σ ∑νk βσj (ν)ψσj (ν)(x). Thus, since,
by (6), |ψσi (x)| cµ(Ki)−1/2, we get from (8) that∣∣f¯ (x)− Pi(k)(x)∣∣ c∑
σ
∑
νk
µ(Kj(ν))
−1/2µ(Kj(ν))1/2(diamKj(ν))α
× (1+ d(x0,Kj(ν))/diamKj(ν))β
= c
∑
νk
(diamKj(ν))α−β
(
diamKj(ν) + d(x0,Kj(ν))
)β
 c
∑
νk
(diamKj(ν))α−β2(diamKj(k))β  c(diamKi(k))α,
which proves the lemma. ✷
The following theorem shows how information on the wavelet coefficients gives infor-
mation on the local smoothness of the function. In the theorem, f¯ denotes the pointwise
wavelet sum, cf. above.
Theorem 5. Let K , α, m, β , f , and βσi , be as in the previous lemma, let x0 ∈K \M, and
assume that (8) is fulfilled. Let {Ki(k)} be the unique sequence such that x0 =⋂∞k=0 Ki(k),
Ki(k) ⊂ Ki(k−1), k  1, where i(k) ∈ Ik . Furthermore, let dk , k = 1,2, . . . , be a non-
increasing sequence such that d(x0,K \ Ki(k))  dk , and let ω be a non-decreasing
function on [0,diamK] such that w(dk)  diamKi(k), k  1. Then there exists a poly-
nomial Px0 of degree at most m such that∣∣f¯ (x)− Px0(x)∣∣ cω(|x − x0|)α, x ∈K \M.
Proof. By (9), the assumptions in Remark 2 in Section 5 are fulfilled, so there is a unique
polynomial Px0 such that ‖f − Px0‖∞,Ki(k)  c(diamKi(k))α , k  0. Let x ∈ K , x /∈M,
and let ν be the smallest integer such that x and x0 are not in the same Ki when i ∈ Iν .
Then, by assumption, we have |x − x0|  dν , and since x and x0 are in the same Ki ,
i ∈ Iν−1, and f¯ is continuous on K \M, we have |f¯ (x)− Px0(x)| c(diamKi(ν−1))α 
c(diamKi(ν))α  cω(dν)α , which gives the result. ✷
We remark that a sequence {dk} and a function ω as in the lemma always exist, one
can always take dk as d(x0,K \Ki(k)) and put, if all dk are distinct, ω(0) = 0, w(dk) =
diamKi(k), k  1, ω(diamK)= ω(diamKi(1)), and define ω by linear interpolation else-
where on [0,diamK]. If some dk’s are identical one can, e.g., put, if dk, dk+1, . . . , dk+l , is
a longest sequence such that dk = dk+1 = · · · = dk+l , ω(dk)= diamKi(k).
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used in the proof of Theorem 6.
Example 3. If dk can be chosen as dk = ;(diamKi(k))1+γ , where γ > 0, then one can
take ω(dk) = diamKi(k) = (dk/;)1/(1+γ ) and ω(t) = (t/;)1/(1+γ ), and the conclusion of
the theorem becomes that f¯ ∈ Cδm(x0), where δ = α/(1 + γ ), in the sense that there is a
polynomial Px0 in Pm such that |f¯ (x)− Px0(x)| c|x − x0|δ , x ∈K \M.
Next we shall give a result on almost everywhere smoothness, and start with a simple
lemma. For a multi-index i = (i1, i2, . . . , ik) ∈ Ik we write Ti for Ti1 ◦ Ti2 ◦ · · · ◦ Tik . In the
lemma, V is related to K as in the open set condition. For example, if K is the Sierpinski
gasket with corners (0,0), (1,0), and (1/2,√3/2), then a natural choice is to take V as
the open triangle with the same corners, but one can also take V as the interior of the
circumscribed circle. Recall that K must be contained in the closure V¯ of V , see, e.g., [1].
We denote the complement in Rn of a set V by V .
Lemma 4. Let K be a self-similar set, and V an open set related to K as in the open
set condition, let ; > 0, and put A; = {x ∈ K; d(x,V )  ; diamK}, B; = K \ A; ,
A;i = Ti(A;), B;i = Ti(B;), and Vi = Ti(V ). Assume furthermore that, for some c0 > 0,
µ(B;)  c0µ(K)= c0. Then A;i = {x ∈ Ki; d(x,Vi)  ; diamKi}, B;i =Ki \A;i , and
µ(B;i ) c0µ(Ki).
Proof. Note that |Ti(x) − Ti(y)| = ri1ri2 . . . rik |x − y| = |x − y|diamKi/diamK , from
which the statements about A;i and B
;
i follow. A repeated use of the fact that (see Sec-
tion 2.1) µ(A) =∑Ni=1 rsi µ(T −1i (A)) for all Borel sets A, gives µ(B;i ) = µ(Ti(B;)) =
rsi1
rsi2
. . . rsikµ(B
;) c0µ(Ki). ✷
Theorem 6. Let K , V , and B; , be as in Lemma 4, and assume that V can be chosen so
that, for some c > 0 and a > 0,
µ(B;) c;a (10)
for all ; > 0 small enough. Let 0  m < α, 0 < δ < α, and let f ∈ JLip(α,m,K). Then
f¯ ∈Cδm(x0) for µ-almost all x0 in K , in the same sense as in Example 3.
Proof. Let 0 < γ < 1 and ;i = ;(diamKi)γ . Then, according to the lemma, A;ii = {x ∈
Ki; d(x,Vi)  ;(diamKi)1+γ }, and µ(B;ii )  c;ai µ(Ki). If i ∈ Iν , then diamKi 
rν diamK , where r = max{ri; i = 1,2, . . . ,N}< 1. Thus∑
i∈Iν
µ
(
B
;i
i
)

∑
i∈Iν
c;a(diamKi)γ aµ(Ki) c;a
∑
i∈Iν
rγ νaµ(Ki)= c;araγ νµ(K),
so the union of all B;ii ’s has measure at most c;
a/(1 − raγ ). If now x0 ∈ K \M is not
in this union, and Ki(ν) is associated to x0 as in Theorem 5, then for x0 ∈ Ki(ν), ν  1,
we have d(x0,K \ Ki(ν))  d(x0,Vi(ν))  ;(diamKi(ν))1+γ , where the first inequality
follows using that if x ∈Kj , j ∈ Iν , j = i(ν), then x /∈ Vi , since Kj ⊂ V¯j , and the sets in
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f¯ ∈ Cδm(x0), where δ = α/(1 + γ ). Since ; can be chosen arbitrary small, we must have
f ∈Cδm(x0) almost everywhere. ✷
In view of Theorem 1 we have the following corollary, cf. Corollary 1.
Corollary 2. Let the assumptions on K , V , B; , m, α, and δ, be as in Theorem 6, and as-
sume that the wavelet coefficients βσi in the basis Hm(K) satisfy |βσi | c(diamKi)α+s/2,
where s is the Hausdorff dimension of K . Then f¯ ∈ Cδm(x0) for µ-almost all x0 in K .
Remark 8. Although the condition (10) is somewhat technical, it is easy to check that it
holds for common fractals like the Sierpinski gasket, the Sierpinski carpet, the von Koch
curve, and so on. Again, cf. Remark 6, we do not know of a fractal not satisfying the
condition.
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