resulting from the complete removal of hyperchaotic oscillator state information from the control signal. Note that even though the observer is deprived of this information, it is still able to more or less follow the oscillator state. Fig. 8 indicates that the circuit is particularly sensitive to information provided by the v C (t) state. Thus to characterize the sensitivity of the observer to changes in the gain matrix K, the gain of subcircuit II in Fig. 3 was varied by setting the nominal 555 gain adjustment resistor as shown in Table IV . As discussed in Section IV-A, this data can be used for comparative purposes only. The statistical information was gathered from 1000 uniform samples of vC andvC over a period of 5 ms. The observer is able to maintain synchronization (though with increased error as compared to Table III) for both 5 and 10 percent mismatches. This provides an initial positive indication of the circuit robustness.
V. CONCLUSIONS
In this paper an experimental realization of the observer-based technique illustrated in [10] has been proposed. This method provides the following advantages:
1) synchronization can be achieved in a rigorous and systematic way; 2) computation of Lyapunov exponents is not required; 3) initial conditions of the drive and response systems need not belong to the same basin of attraction; 4) synchronization may be achieved via a scalar signal for several well-known hyperchaotic systems, such as Rössler's system [13] , the Matsumoto-Chua-Kobayashi circuit [14] , the oscillator with gyrators in [16] , and the circuit with a hysteretic nonlinearity described in [17] ; 5) it can be exploited for designing observer-based secure communications schemes which combine hyperchaos synchronization and cryptographic methods. The proposed electronic implementation has confirmed several of these advantages via experimental results for the hyperchaotic oscillator of [15] . This contribution advances the possibility of successfully implementing other synchronized circuits as well as realizing hyperchaos-based cryptography in hardware.
Floquet Analysis of the Intermittence Route to Chaos Through a Pitchfork Bifurcation
Sergio Sancho, Almudena Suárez, and Pablo San Román Abstract-In this paper, the Floquet theory is combined with harmonic balance for the in-depth analysis of a Chua's family circuit, exhibiting intermittence. Floquet multipliers are calculated along the periodic solution paths obtained through harmonic balance by means of a continuation algorithm. The analysis of both the stable and unstable solution sections enhances the information about the system and permits a better understanding of the different phenomena that take place.
Index Terms-Continuation algorithm, Floquet multipliers, harmonic balance, intermittency, route to chaos.
I. INTRODUCTION
In the harmonic balance (HB) method the circuit is described by means of a system of nonlinear equations whose unknowns are the Fourier components of circuit state variables [1] . It directly analyzes the circuit steady-state response and continuation algorithms [1] , [2] are efficiently used for the fast tracing of the entire solution paths as a function of any suitable parameter. When the curve corresponds to a periodic solution, Floquet multipliers [3] whole set of orbits calculated in this way, obtaining their complete evolution versus the parameter. The above technique has been used for the in-depth analysis of a Chua's family circuit [4] , exhibiting an intermittence route to chaos. In a previous work [4] , an exhaustive explanation of the intermittence process is given in terms of the equilibrium-point stability. The objective here has been to find an alternative explanation in terms of limit-cycle stability by taking advantage of the capability to calculate the Floquet multipliers in both the stable and unstable sections of the solution paths.
II. BIFURCATION DIAGRAM
A variation of the circuit in [4] , with the same topology and linear element values, but containing the cubic nonlinearity i = 010 04 v + 10 04 v 3 , instead of the piecewise linear element, has been analyzed, also taking the capacitance C 2 as parameter. The resulting periodic paths, (obtained through HB, with 10 harmonic components) are shown in Fig. 1 . A switching-parameter algorithm in two steps: prediction and correction has been employed [1] , [2] . This permits the trace to pass through the turning points of the solution paths. For a clear identification of the different bifurcations involved, the amplitudes of the fundamental-frequency and the sub-harmonic components are separately traced. The fundamental frequency is the free-running oscillation frequency ! 0 , which also evolves along the paths.
The periodic orbits along path 1 are symmetric and centered around the origin, thus having no dc component in their Fourier expansions. The multipliers of path 1 are shown in Fig. 2(a) . For the capacitor value C 2 =29 nF one multiplier crosses the real value +1 with an infinite slope, which is characteristic of saddle-node bifurcations [5] . Path 1a is always unstable, since one of its multipliers is always bigger than one. A second multiplier always keeps the value 1, as expected in an autonomous periodic regime, and the third has a value very close to zero (only meaning that the orbit is very attractive in its associated manifold).
In path 1b, the unity-value multiplier has better accuracy than in path 1a, since the HB calculation of the waveform is more accurate in this case (same number of harmonic components for smaller amplitude variations). In path 1b, a stable range is observed, between the saddle-node bifurcation and the pitchfork type bifurcation taking place for C 2 =33.7 nF. As can be observed in this planar representation, at the pitchfork type bifurcation one multiplier crosses the real value +1
with a slope different from infinite. This gives rise to path 2. The path 2 is composed of two different periodic orbits that are asymmetrical with respect to the origin. In their respective Fourier expansions, a dc component is observed, unlike solutions in path 1. The dc components have opposite sign in each orbit and the rest have identical amplitude and phase (except for an arbitrary phase shift, due to the solution autonomy). This is why in the amplitude representation that has been used both are located in the same path. The absolute value of the dc component evolves along path 2, tending to zero as the branching point P is approached. This provides a simple condition for detecting the pitchfork bifurcation from HB.
The Floquet multipliers along path 2 are shown in Fig. 2(b) . A saddle-node bifurcation is observed at C 2 =31.8 nF. Path 2a is always unstable, with a multiplier higher than +1 that reaches unity at point P . The path 2b has a small stable range, between C 2 =31.8 nF and C 2 =32.25 nF. At the latter value, a multiplier crosses the value-1, obtaining an indirect (I-type) bifurcation [5] , i.e., a frequency division by two. This gives rise to two new solution branches, at the respective frequencies ! 0 (path 3a) and ! 0 =2 (path 3b). The path 3 is constituted of two period-2 asymmetric orbits, with a subharmonic component (path 3b) that tends to zero as the branching points are approached, in a similar fashion to what happens with the dc component at the pitchfork type bifurcation. From C 2 =50.5 nF, path 2b recovers its stability and keeps stable until it dies out at C 2 =63 nF, all transients evolving to one of the stable equilibrium points 62.5.
Finally, Fig. 2(c) shows the Floquet multipliers of path 3 and enables the prediction of a new I-type bifurcation for C 2 =32.4 nF. This leads to a division by four of the autonomous frequency and thus very likely, as has been verified, to chaos through a period-doubling route. This secondary I-type bifurcation, together with the inverse one (for C2 =43.9 nF), provide an interval of chaos-suspicious capacitor values. For capacitance values in the short interval C 2 =43.9 nF-44.1 nF a stable period-2 solution is observed. At the latter capacitance value (C2 =44.1 nF) the multiplier m 2 crosses the value +1 and a saddle-node bifurcation takes place, in good agreement with the turning point observed in the path 3 of Fig. 1 . The path becomes unstable at this point (C2 =44.1 nF) and recovers stability for C 2 =40.6 nF, when the multiplier enters again the unity circle through +1. From this value, another short stability interval of period-2 behavior is obtained. Then a secondary I-type bifurcation, giving rise to a period-4 solution, is observed. The corresponding inverse I-type bifurcation takes place for C2 =48.8 nF. The former small intervals with stable behavior correspond, as has been verified, to stable period-2 windows in the chaotic regime.
III. INTERMITTENCE ANALYSIS
Between C 2 =32 nF and C 2 =32.2 nF, the stable solutions are a symmetric cycle corresponding to path 1b and two asymmetric cycles. From C 2 =32.2 nF, a period-doubling route to chaos starts in the asymmetric cycles. In Fig. 3(a) , the stable solutions have been represented for the particular value C 2 =32.25 nF, with the period-2 asymmetric orbits belonging to path 3. There are also two unstable asymmetric cycles corresponding to path 2a which approach the symmetric cycle as C 2 is increased. The asymmetric solutions become a pair of chaotic attractors for C2 =32.4 nF [ Fig. 3(b) ]. From this value, the symmetric cycle coexists with the chaotic attractors, and the circuit behavior is either chaotic or periodic depending on the initial conditions. At C2 =32.9 nF, the two chaotic attractors collide with the stable manifold of the symmetric cycle, becoming transient states [ Fig. 3(c) ]. Thus, the orbits will approach the symmetric cycle after wandering some time where the chaotic attractor used to be. At C2 =33.7 nF (pitchfork bifurcation) the symmetric cycle becomes a saddle one. From this value the orbit wanders among the three sets: it spends some time around the former stable cycle, then being expelled to one chaotic attractor, where it wanders until it falls again in the stable manifold of the unstable cycle, approaching it [ Fig. 3(d) ]. This constitutes the intermittence process.
The intermittence start is determined by the passing through +1 of one multiplier of path 1b at point P , so it is a type-1 intermittence. Unlike most cases referred in the literature, the associated bifurcation is pitchfork type, instead of saddle-node. Although the bifurcation diagram of Fig. 1 and the dynamics portrayed in Fig. 3 have been obtained for a specific circuit, they seem in agreement with the results obtained in other systems, such as the power system in [6] .
IV. CONCLUSION
In this paper, the Floquet theory has been applied to the bifurcation analysis of a Chua's circuit family, exhibiting intermittence. The circuit has been analyzed with harmonic balance, making use of a continuation algorithm for obtaining the complete solution paths. Floquet multipliers have been calculated along these paths and this has enabled the detection of a particular kind of type-1 intermittence, resulting from a Pitchfork bifurcation. 
Realization of Operational Floating Amplifier Based

I. INTRODUCTION
Reference [1] mentions six operational floating amplifier (OFA) [2] , [3] based 1 equivalent forms of Wien-bridge oscillators (WBOs). Here, it is shown that there are, in fact, 16 such forms of WBOs. An elegant explanation of the OFA based forms is provided, thus paving the way for realizing a number of new 1-OFA oscillator configurations, i.e., from the knowledge of the conventional 1-op-amp, the so-called differential-input-grounded-output (DIGO) op-amp, oscillators. As shown presently, an interesting outcome of this explanation is the realization of a circuit implementation of 1-OFA equivalent forms based on the use of solely DIGO op-amp as the active element.
II. EXPLANATION
The state variable approach was used in [1] to arrive at the six 1-OFA equivalent forms of WBOs reported in [1] (see [1, Fig. 3(a), (b) , (e), (h), (i), and (j)]). Each of the ten new 1-OFA equivalent forms of WBOs, to be presented in the sequel, can be explained with the help of the state variable approach. Nevertheless, we take this opportunity to provide, based on the following lemma, [8] (see [5] also), 2 an interesting way of visualizing the emergence of the OFA based equivalent forms. Publisher Item Identifier S 1057-7122(01)02215-2.
1 As highlighted in [1] , the use of OFA may yield some new oscillators with grounded capacitors and those capable of generating current-output oscillations. However, it may be noted that the hardware/architectural requirement of the derived, OFA based, equivalent forms may be more as compared to that of the original, conventional op-amp based, forms. For example, the structure of OFA shown in [1, Fig. 2 ] requires, in addition to a conventional op-amp, mixed transistor arrays. In this context, some earlier attempts [4] - [7] to achieve, by added hardware, some of the desired characteristics are worth mentioning. In particular, [4] presented a scheme, based on the inclusion of an additional op-amp, to reduce harmonic distortion in Wien-bridge oscillator; in [7] , the concept of "composite amplifier" [6] was extended to realize, from the conventional op-amp oscillators, an improved oscillator design (i.e., resulting in a frequency quite independent of the characteristics of op-amps).
2 Reference [5] is an excellent work, providing an elegant and systematic means of identifying the DIGO-op-amp oscillator configurations with identical characteristic equations. The result concerning the 1-DIGO-op-amp "family of four" [9] - [11] is recovered from [5, Theorem 3] as a special case.
