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Abstract 
Allouche, J.-P., Note on the cyclic towers of Hanoi, Theoretical Computer Science 123 (1994) 3-7. 
Atkinson gave an algorithm for moving N disks from a peg to another one in the cyclic towers of 
Hanoi. We prove that the resulting infinite sequence obtained as N goes to infinity is not 
k-automatic for any k>2. 
0. Introduction 
The well-known tower of Hanoi puzzle consists of three pegs and N disks of radius 
1,2, I.. ) N. At the beginning, all the disks are stacked on the first peg in decreasing 
order (1 being the topmost disk). At each step one is allowed to pick up the topmost 
disk of a peg and to put it on another peg, provided a disk is never on a smaller one. 
The game is ended when all disks are on the same (new) peg. The classical (recursive) 
algorithm for solving this problem provides us with an infinite sequence of moves 
(with values in the set of the 6 possible moves), whose prefixes of length 2N - 1 give the 
moves which carry N disks from the first peg to the second one (if N is odd) or to the 
third one (if N is even). This infinite sequence can be generated by a finite 2-automaton 
(see [1], where there is also a general survey of the towers of Hanoi game). 
The cyclic towers of Hanoi is the same game, with the difference that the pegs are on 
a circle, and one is only allowed to move clockwise. A recursive algorithm for solving 
this problem (due to Atkinson [2]) gives rise to an infinite sequence of moves (taking 
its values in the set of the 3 possible moves), which is obtained as the limit of the finite 
sequences of moves for N disks as N goes to infinity (see Cl]). Some prefixes of this 
infinite sequence give exactly the moves for transferring N disks from the first peg to 
the third one. The moves for transferring N + 1 disks from the first to the second peg 
Correspondence to: J.-P. Allouche, CNRS Mathimatiques et Informatique, UniversitC Bordeaux I, 351 
tours de la Libiration, 33405 Talence Cedex, France. 
0304-3975/94/$07.00 0 1994-Elsevier Science B.V. All rights reserved 
SSDZ 0304-3975(93)E0035-3 
4 J.-P. Allouche 
are prefixes of this infinite sequence only up to the last few moves, but can be obtained 
very easily from the previous prefixes (see [2] or Cl]). We proved in [l] that this 
sequence is the image of a fixed point of a (nonuniform) morphism. 
In the same paper we also asked the question: is this sequence k-automatic, for some 
integer k > 2? (i.e. is this sequence the image of a fixed point of a uniform morphism of 
length k?). 
We want to address this question here, and we shall prove that this infinite sequence 
of moves (“the cyclic Hanoi sequence”) is not k-automatic for any k>2. 
1. The result 
Theorem 1.1. The infinite sequence of moves resulting from the Atkinson algorithm for 
the cyclic towers of Hanoi is not k-automatic for any k. 
Remark 1.2. This proves that this algorithm is “more complicated” in some sense 
than the algorithm for the classical towers of Hanoi. 
2. Outline of the method 
One knows, from a theorem of Cobham [3], that if an infinite sequence is 
k-automatic for some integer k>2, and if the frequency of a given letter exists, then 
this frequency is a rational number. Unfortunately, the frequencies of the three letters 
occurring in the cyclic Hanoi sequence are all rational (equal to l/3, see Cl]). 
But, if a sequence (u(n)), is k-automatic, then for any given t the sequence 
(u(n), u( n + l), . . . , u( n + t - 1) ),, is also k-automatic. Hence, in an automatic sequence 
every factor (subword) which admits a frequency occurs with a rational frequency. 
We are thus going to prove, for a certain 3-letter word of our sequence, that (i) the 
frequency of its occurrences exists and (ii) this frequency is an irrational number, 
which will prove Theorem 1.1. 
3. The proofs 
Let A be the cyclic Hanoi sequence; from [l] one knows that the sequence A can be 
obtained in the following way. Let s be the substitution defined on the alphabet 
{f;g,h,u,v>w) by 
s(f )=fvf s(g)=gwg, s(h)=huh, 
s(u)=fg, s(v)=gh, s(w)=hf 
and let A be the fixed point of this substitution which begins withJ: Let cp be the map 
defined by f-a, g-+c, h-tb, U-C, v +b, w-ra. Then one has A=q(d). 
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Lemma 3.1. The factors of A of length 2 are: fv, gw, hu, vf; wg, uh,fg, gh, hf: The factors 
of A of length 3 are: fvJ gwg, huh, vfg, wgh, uhf hfv, fgw, ghu, fgh, ghf, hfg. 
Proof. The factors of A of length 2 beginning or ending in a u, a v or a w are clearly in 
the list above. The words fg, gh and hf are clearly factors of A. It remains to prove that 
the words ff, gg, hh, gf, hg and fh cannot be factors of A. Let us show how the proof 
works, for instance, for fJ: Actually, this word would be the image by s (remember that 
A = s( A)) of either ff or fu or wu or wf; the last three cases are excluded by computing 
their images by s, and the first one is excluded by induction. 
A factor of length 3 of A is necessarily a factor of the image of a two-letter factor of 
d by s. One then computes all the images by s of the previous two-letter words, and 
one lists their three-letter factors. 0 
Lemma 3.2. The factor aba of A can only occur as the image by cp of the factor fvf 
in A. 
Proof. It is sufficient to compute the images by cp of all the 3-letter words of A given by 
the previous lemma. Cl 
Lemma 3.3. The frequencies of the letters J; g, h, u, v and w exist and are equal to 
($- 1)/3 forf;g and h, and to (2-$)/3 for u, v and g. 
Proof. Let M be the transition matrix of the substitution s (numbering for a moment 
the letters f; g, h, u, v and w as 1,2,3,4,5 and 6, M is defined by M = (mi,j), where mi, j is 
the number of times the letter i occurs in s(j)). 
One has 
M= 
‘2 0 0 1 0 1 
020110 
002011 
001000’ 
100000 
,o 1 0 0 0 0 u 
The characteristic polynomial of this matrix is equal to 
(X(X-2))3-3X(X-2)-2=(X(X-2)+1)2(X(X-2)-2) 
=(X-1)4(X2-2X-2). 
Hence, the eigenvalues of M are 1 (of order 4), 1 - fi and 1 +d. 
One notices that this matrix is primitive (compute M4); hence, from a classical result 
(see [3] and [S] for instance) the frequencies of the different letters exist and are given by 
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the normalized eigenvector corresponding to the largest eigenvalue. Defining 
(Js- I)/3 
(& I)/3 
i i 
(d - I)/3 
‘= (2-$)/3 ’ 
(2 - $)/3 
(2 - &3 
one has MV=(l +&I/. 
Hence, the frequencies of the letters are (3 - 1)/3 for f, g and h, and (2 - ,,&3 for 
u,vandw. Cl 
Lemma 3.4. Tke frequency of fvf in A exists and is equal to (2-&)/3. 
Proof. The number of times the word fvfoccurs in a prefix aI . . a, of A is equal either 
to the number of times the letter v occurs in a, . . a,,, or to this number minus one (v only 
occurs between two f’s in A). Hence, the frequency of fvfin A exists and is equal 
to the frequency of u in A, i.e. (2-$)/3, from Lemma 3.3. 0 
Proposition 3.5. The frequency of the word aba in the sequence A exists and is equal to 
(2 -A/3. 
Proof. This is a straightforward consequence of Lemmas 3.2 and 3.4. 0 
As this number is irrational, this proves our theorem. 
Note 
The referee suggested that another possible proof might be to compute the 
spectrum of this sequence and to use a result by Dekking [4]. The proof we give here 
is very short, and it led us to the following question: is it true that a sequence which is 
the image of a fixed point of some morphism is k-automatic for some k if and only if 
all its factors for which a frequency exists occur with rational frequency? The answer 
is no (Berthe and Mkaouar gave us two counterexamples, which will be discussed 
elsewhere). 
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