Abstract. We introduce a new fundamental domain R for the cusp stabilizer of a Hilbert modular group Γ over a real quadratic field K " Qp ? nq of class number 1, computed using a Dirichlet domain for the maximal unipotent subgroup. The region R is the product of R`with a 3-dimensional tower (up to uniformly scaling the metric) formed by connecting lattices in the ring of integers ZK , and makes explicit the cusp cross section's Sol 3-manifold structure and Anosov diffeomorphism. We also show that R contains a fundamental domain for Γ with a simple floor when n " 2, 3, 5 or 13, whereas previously fundamental domains for Γ with this property had only been known for the case n " 5. We include computer generated images and data illustrating various examples.
Introduction
A Hilbert-Blumenthal group is some Γ " PSL 2 pZ K q where Z K is the ring of integers of a real quadratic field K, and a Hilbert-Blumenthal surface is a quotient M Γ " pH 2ˆH2 q{Γ of the product of two hyperbolic upper half-planes H 2 by the Möbius action of Γ under Galois conjugation. As a generalization of modular curves, M Γ represents the moduli space of Abelian varieties with real multiplication by Z K [15] and these complex surfaces are a prototype for Shimura varieties, placing them at an interesting juncture of geometry, topology and number theory.
Here we are motivated by the search for a fundamental domain for the action of Γ on H 2ˆH2 which accurately reflects the geometry of M Γ , a topic that dates back to Blumenthal [2, 3] . Historically, our understanding of such a domain has improved with our understanding of its cusps. Maass [14] showed that the number of cusps equals the class number of K, then Siegel [18] computed a fundamental domain as a union over one piece at each cusp using an alternative metric. This yields a complex surface with quotient singularities and cusp singularities, which Hirzebruch [12] showed how to smoothly compactify (see also [19] and §21 of [1] ). While these advances have been fruitful in understanding arithmetic and topological properties of Hilbert modular surfaces, certain geometric properties have remained elusive. Firstly, while it is known that a cusp section of M Γ is the 3-dimensional mapping torus of some Anosov diffeomorphism ϕ of the torus, there had previously been no geometric model of this with ϕ written down in coordinates. Secondly, it has been difficult to describe the boundary of a fundamental domain for Γ.
Here we improve these situations in the setting where M Γ has one cusp.
To do this, we construct a fundamental domain R for the subgroup of M Γ that stabilizes the point p8, 8q (see Theorem 3.3.4) in which orbit representatives of its maximal unipotent group are minimized with respect to the product metric on H 2ˆH2 (by using a Dirichlet domain for the maximal unipotent group). The shape of R takes an elegant form determined by lattices in the ring of integers Z K of K embedded into H 2ˆH2 (see Proposition 3.2.3), effectively computable from the fundamental unit ε of Z K . We give a map Ψ : H 2ˆH2 Ñ R 3 with which one can plot the image of a cusp section for each K (see Figure 4) , which is the same at every cross section up to uniformly scaling the metric. By varying K, the cusp sections give the diffeomorphism classes of all Sol 3-manifolds up to commensurability [16, 17] . The current model represents this structure as a multiplication rule on the cusp section under Ψ as a Lie group. The Anosov diffeomorphism is then multiplication by the fundamental unit ε and its Galois conjugate (see Theorem 4.0.2).
A one-cusped Hilbert-Blumenthal surface admits a thick-thin decomposition into a (thick) compact region and a (thin) cusp end. The thick part theoretically can be described as the region bounded by some finite set of 3-dimensional hypersurfaces, but these have thus far been very difficult to describe. One way of correcting this is to represent the boundary up to an equivalence relation on H 2ˆH2 via Cohn's [5] notion of the "floor," and a floor is called "simple" when this can be done up to affine translations (see §2.3), but a choice of a fundamental domain admitting a simple floor had only been known of for the case where K " Qp ? 5q [11, 5, 7, 9] . The current model R contains a fundamental domain for Γ with a simple floor when n " 2, 3, 5 or 13 (see Theorem 5.0.1), which we visualize in R as a continuum of surfaces intersecting the cusp sections as their height lowers (see Figure 5 ), 2. Preliminaries 2.1. Hilbert-Blumenthal surfaces and cusp sections. Let H 2 be the upper half-plane model for the hyperbolic plane and denote the usual metric by d H 2 . We will be interested in the product space H 2ˆH2 , in which the points are of the form px 1`y1 i, x 2`y2 iq where x 1 , x 2 P R and y 1 , y 2 P R`. We endow H 2ˆH2 with the L 1 metric with respect to d
For γ "ˆa b c d˙P PSL 2 pRq and p P H 2 , let γppq denote the usual isometric action by Möbius transformations,
Let K be a real quadratic number field and let σ be the non-trivial element of the Galois group GpK : Qq. That is, K " Qp ? nq for some square-free n P N ą1 and @a, b P Q, we have σpa`b ? nq " pa´b ? nq. Let Z K be the ring of integers of K, i.e. Z K " Z ' Zα where
; n " 4 1 .
Let Γ :" PSL 2 pZ K q and for γ P Γ let then σpγq denote the application of σ to the entries of γ. Then Γ ü H 2ˆH2 : γpp 1 , p 2 q "`γpp 1 q, σpγqpp 2 qȋ s a discrete action by isometries.
Definition 2.1.1.
(1) We call Γ a Hilbert-Blumenthal group, and we call the orbifold pH 2ˆH2 q{Γ a Hilbert-Blumenthal surface, which we denote by
The maximal unipotent subgroup (of Γ at p), denoted by U Γ ppq, is the group of all unipotent elements of ∆ Γ ppq. (4) When U Γ ppq ‰ Ø, we say that that Γ (or equivalently that pH 2ˆH2 q{Γ) has a cusp at p, and in this case we call ∆ Γ ppq a cusp group.
Remark 2.1.2. For γ P ∆ Γ ppq, the condition that γ P U Γ ppq is equivalent to saying that γ has a unique fixed point as an isometry of H 2 YBH 2 , which lies in BH 2 , i.e. that |trpγq| " 2.
Every cusp group ∆ Γ ppq is conjugate in PSL 2 pKq to ∆ Γ p8, 8q [16, §5.1]. Thus we take p " p8, 8q, abbreviate ∆ :" ∆ Γ ppq and U :" U Γ ppq, and this incurs no loss of generality in discussing the cusp shape. As per our discussion of the full group Γ, we assume that there is only one cusp, i.e. that K has class number 1 [14, 19] . Thus, in the following, every cusp group is conjugate in PSL 2 pZ K q to ∆. We denote pH 2ˆH2 q{∆ by M ∆ . and observe that in a small neighborhood of the cusp, M Γ and M ∆ coincide. Such a neighborhood is called a cusp end, defined up to homeomorphism.
Matrices in ∆ are upper triangular, forcing their diagonal entries to be in the unit group ZK. But since K is a real quadratic field, ZK " t˘ε | P Zu where ε is the fundamental unit of Z K , defined by ε :" mintz P ZK | z ą 1u. Thus we have
, recalling that opposite signs are identified in PSL 2 pRq.
effecting only the real parts of the points. A computation using the trace shows that
Let D :" tη | P Zu, then D " xη 1 y and ∆ " xτ 1 , τ α , η 1 y. The full Hilbert-Blumenthal group is attained by including the element ι :"ˆ0 1 1 0˙, an inversion through the unit hemisphere in each factor. That is Γ " xτ 1 , τ α , η 1 , ιy. The cusp group ∆ admits a semi-direct product decomposition, as follows. The group U is a normal subgroup of ∆ and since Z K -Z ' Zα as an additive group, U -Z 2 . Also, D -Z is a cyclic subgroup of ∆ and U is invariant under conjugation by D, in particular η ¨τ z¨η´ " τ 2 z . This action by conjugation defines a homomorphism D Ñ AutpUq, giving
This admits the topological interpretation that M ∆ is diffeomorphic to T 3 ϕˆR`, where T 3 ϕ is the infrasolv manifold (in the sense of [16, §2.4.3] ) that fibers over the circle, with fiber the torus [17] . We call T 3 ϕ the cusp section of M Γ (or equivalently, of Γ).
Fundamental domains.
A fundamental domain for a group G acting on a topological space X is a subspace of X , which we will denote by R G pX q (or just R G when X is clear) containing exactly one representative of each orbit of the group action. Some aspects of the classical fundamental domain R Γ pH 2ˆH2 q have remained consistent since the classical approach while others have varied. A common theme is the use of an intersection of some choice for R D , R U and R xιy to attain an initial approximation of the domain, formalized by Götzky [11] and later termed a Götzky region [9] . An important observation here is that R D X R U forms a true fundamental domain for the group ∆ due to its semidirect product structure, but the intersection of this with R xιy usually strictly contains a fundamental domain for Γ.
2.2.1.
A fundamental domain for the inversion involution. This aspect has remained the same throughout the literature, dating back to Blumenthal [2] , and will be used here as well. Generalizing the fundamental domain p P H 2ˇ| p| ě 1 ( (where |¨| denotes the complex modulus) for the classical modular group PSL 2 pZq acting on H 2 , define
2.2.2.
A fundamental domain for D. This aspect also has remained consistent since Blumenthal [2] , and will be used here up to a minor alteration. For each y 1 , y 2 P R`, let
the pair of horizontal lines at height y 1 in the first factor and height y 2 in the second factor. Observe that
There is a natural bijection
By equation (3), D permutes the leaves via
thus in the image under Π, D preserves each hyperbola in the set ty 1 y 2 " c | y 1 , y 2 P R`u c PR`, which foliates H 2ˆH2 under Π´1.
A natural fundamental domain for the action of D is thus obtained as Π´1 of the wedge between a pair of rays approaching the origin, identified by η 1 . Our choice of these rays will be justified in §3.3, and we define our fundamental domain for D as 
2.2.3.
Fundamental domains for U. By equation (2), U fixes each leaf of the foliation F, and since ∆ " D¸U, we have that R U X R D is a fundamental domain for ∆ regardless of one's choice of R U . Topologically, each quotient Fpy 1 , y 2 q{U is a flat torus and F{U is foliated by these tori. If one is interested in arithmetic properties of M Γ as a topological manifold, one can represent orbits of U as Siegel [18] does, using a reduction with respect to the field norm on K.
Seeking a geometric representation of M Γ , our approach aligns better with that of Cohn [6, 5, 7, 8] , but with an important distinction which we will explain after discussing the parts in common. Define the height of a leaf Fpy 1 , y 2 q in the foliation F, or of a point px 1`y1 i, x 2`y2 iq in the leaf, as the product y 1 y 2 . A set of points at some fixed height corresponds to Π´1 of a hyperbola in Figure 1 . A set of points at Π´1 of the piece of a hyperbola between the rays y 1 " y 2 and y 1 " ε 4 y 2 gives a homeomorphic representation of the cusp section, and the points at Π´1 of the entire wedge between these rays gives a homeomorphic representation of the cusp end.
We differ from Cohn's approach in the following way. Cohn chooses R U to be the set of points px 1`y1 i, x 2`y2 iq P H 2ˆH2 where x 1 " r 1`r2 α and x 2 " r 1`r2 α with 2) . While this gives a straightforward fundamental domain for ∆ in analogy to the classical cusp group of PSL 2 pZq, it does not account for the change in metric that occurs in the leaves as the level varies. We will choose R U differently. Define the level of a ray as in Figure 1 , or of a point px 1`y1 i, x 2`y2 iq in a leaf on this ray, as the quotient
There is a natural bijection at each leaf
Under these bijections, points at the same level (varying the height) correspond to spaces where the metric d (see (1) ) scales uniformly, and points at the same height (varying the level) correspond to spaces where d expands along one axis and contracts along another. We will represent (in §3.2) the orbit of U by tori that change shape as the leaves vary, to capture this change in geometry.
2.3. Floors. Cohn [5] introduced the notion of a floor as a way of controlling geometrically awkward behavior at the boundary of R Γ . In particular, a fundamental domain R ∆ in general fails to provide a finite volume intersection R ∆ X C because R ∆ C is not bounded away from BH 2ˆB H 2 , so its boundary is a poor approximation for BR Γ . So the idea is to find alternative points to represent BM Γ .
When R ∆ X C has finite volume, we have that N ppq " 1 @p P BR ∆ X BC. When this is not the case, one looks for this to happen up to translations i.e. that @p P BR ∆ X BC, Dτ P U such that N`τ ppq˘" 1. A set of orbit representatives for the points in BR ∆ X BC where N is minimal is what Cohn terms the floor of M Γ , and the floor is called simple when this minimum is always equal to 1 up to the orbit of U. Another way of thinking about this is that the floor is simple when it is comprised of a single smooth piece, but otherwise consists of several (possibly disconnected) such pieces. Computationally, specifying these pieces is highly nontrivial [7, 9] , and Cohn shows that the floor is simple only when n " 5 [5] . Using instead our region R, we find fundamental domains with simple floors when n " 2, 3, 5 or 13.
2.4. Dirichlet domains. When X is a metric space, we can use its metric to form a type of fundamental domain with additional geometric properties.
Definition 2.4.1. If G is a group of isometries acting on a metric space X with metric d X , and c P X is a point such that ∆ G pcq " t1u, then the Dirichlet domain for G centered at c is
Then D c pGq is convex and tiles X under the group action. Each pair of sides of D c pGq is contributed by an isometry and its inverse, which are identified by that isometry under the group action. The set of isometries that contribute the sides of D c pGq generate the group G. [10] We can identify D c pGq and its sides with the following tools.
Definition 2.4.2. Let X be a geometry with distance function d X . Let p, q P X with p ‰ q.
(1) The mediatriz between p and q is
(2) For an isometry g P Isom`pX q and a point c P X at which gpcq ‰ c, the mediatriz contributed by g is m c pgq :" m c,gpcq , or just mpgq when c is clear.
Remark 2.4.3. We prefer the Spanish term "mediatriz" (plural is "mediatrices") to the more common term "perpendicular bisector" because the latter suggests that there is a unique geodesic between any two points (to be perpendicularly bisected). This is not true in H 2ˆH2 since its metric is the L 1 sum over the H 2 metrics, similarly to how the Manhattan metric does not give unique geodesics.
It follows that Definition 2.4.1 is equivalent to
E c pgq.
Fundamental Domains for U, ∆ and Γ
In this section, we construct a Dirichlet domain D c pUq, then intersect it with R D to attain a fundamental domain for ∆. Since the sides of a Dirichlet domain are portions of mediatrices, we begin with a characterization of these.
3.1. Mediatrices in H 2ˆH2 . We will simplify the computation of mediatrices using the function
While δ 1 is not a distance function (it fails to satisfy the triangle inequality), it does satisfy the following properties.
Lemma 3.1.1.
(
Therefore δ 1 pp,constitutes the part of d H 2 pp,that depends on p and q, so since d H 2 is invariant under the action of PSL 2 pRq, so is δ 1 . Specifically, the strictly increasing bijection
satisfies F˝d H 2 " δ 1 . Thus for any fixed pair of points p, q P H 2 , the set of points x P H 2 satisfying the inequality d H 2 pp, xq ď d H 2 pq, xq is the same as those satisfying the inequality δ 1 pp, xq ď δ 1 pq, xq.
It follows from Lemma 3.1.1 that this is invariant under PSL 2 pRqˆPSL 2 pRq, and that
As before, denote a point in H 2ˆH2 by px 1`y1 i, x 2`y2 iq where x 1 , x 2 P R and y 1 , y 2 P R`, and recall that τ z "ˆ1 z 0 1˙w
here z P Z K . Let c 1 P R`, let c " pc 1 i, c 1 iq P H 2ˆH2 and abbreviate mpτ z q " m c pτ z q and Epγq " E c pγq.
Lemma 3.1.2. The semi-space Epτ z q is the solution set to
and the mediatriz mpτ z q is the set of points at equality.
Proof. Via Lemma 3.1.1, we use δ to compute that the semi-space Epγq is the set of points satisfying the inequality
Substituting this into the previous display gives the desired formula.
Remark 3.1.3. We can similarly derive formulas for mediatrices contributed by other elements of ∆ but the formulas are more complicated. These do admit a nice characterization as projections to pairs of arcs (or rays in the case of U) approaching pairs of points on each BH 2 factor, but nonetheless the sides of a Dirichlet domain DpΓq (or even Dp∆q) are difficult to control. Thus we prefer to use the classical fundamental domains for D and xιy.
A Dirichlet domain for U.
Recall that each leaf Fpy 1 , y 2 q (as defined by equation (2)) is invariant under the action of U. Thus the Dirichlet domain D c pUq in H 2ˆH2 can be realized as a union over y 1 , y 2 P R`of slices
We have π y 1 ,y 1 pcq " p0, 0q, and the orbit of p0, 0q under U in this projection is the same for all y 1 , y 2 , but the portion of a mediatrice that intersects Fpy 1 , y 2 q varies due to the change in the metric. The first thing we want to control is the shape of the regions Tpy 1 , y 2 q. Lemma 3.2.1.
, then π y 1 ,y 2`T py 1 , y 2 q˘" π y 1
For each y 1 , y 2 P R`, π y 1 ,y 2`T py 1 , y 2 q˘is either a parallelogram or hexagon symmetric about p0, 0q, and varies continuously with y 1 , y 2 .
Proof. The mediatriz for τ z acting on Fpy 1 , y 2 q for some fixed y 1 , y 2 P R`is mpτ z q X Fpy 1 , y 2 q. By Lemma 3.1.2, this is the solution set to
in the px 1 , x 2 q-coordinates. Part (1) follows immediately. Also, each such mediatriz is a Euclidean line and changes continuously with the choice of y 1 , y 2 P R`.
Since
Ă R 2 is discrete, there are finitely many lines mpzqXFpy 1 , y 2 q contributing sides to π y 1 ,y 2`T py 1 , y 2 q˘. Also, since @z P Z K ,´z P Z K and σp´zq "´σpzq, these lines are arranged symmetrically about the origin. Since Tpy 1 , y 2 q is a Dirichlet domain for the action of U on Fpy 1 , y 2 q, it is convex and tiles the plane via translational symmetry. The only possible number of sides for a convex Euclidean polygon that does this are 3, 4 and 6, but since Tpy 1 , y 2 q has order 2 rotational symmetry, the number of sides must be 4 or 6.
Remark 3.2.2. This deforms the representation of the orbits of U as the leaf varies. Each side of a torus is a segment of a mediatriz mpτ z q, and thus the orbits are given in the generators z contributing these mediatrices, for instance the way one would use 1 and ? d (when d ı 4 1) in the Euclidean cross-sections.
Assembling these gives D c pUq "
Moreover, we can control the distribution of the parallelograms in D c pUq and which z P Z K contribute them, as follows. (the height). For z P Z K denote the line π h,1`m pτ z q X Fph, 1q˘by l z . Now fix z, z 1 P ZK with z ‰ z 1 , and let P be the parallelogram bounded by l˘z and l˘z1. Using equation (13), we compute that l˘z X l˘z1 X l˘p z`z 1 q and l˘z X l¯z1 X l˘p z´z 1 q are two pairs of corners of P when h "´z z 1 σpzz 1 q , otherwise are empty.
Moreover, increasing h slightly changes the slopes of the lines so that the point l z X l z 1 X l z`z 1 expands to a line segment connecting l z X l z`z 1 to l z 1 X l z`z 1 inside of P , and the point l z X l´z1 X l z´z 1 expands to a line segment connecting l z X l z´z 1 to l´z X l z´z 1 outside of P . Decreasing h slightly has the opposite effect. Thus the 8 lines l˘z, l˘z1, l˘p z`z 1 q and l˘p z´z 1 q bound a parallelogram when h "´z z 1 σpzz 1 q and otherwise bound a hexagon. This suffices to show that whenever Tph, 1q is a parallelogram, h is as stated. The discreteness of
gives that the parallelograms are discretely distributed. Lastly, increasing h deforms P so that the pair of edges contributed by l˘p z`z 1 q expands. Thus the next time that the cross section is a parallelogram, it will be bounded by two pairs of opposite edges from among the sides of an intermediary hexagon, necessarily including the pair contributed by˘pz`z 1 q. Again analyzing the slope of the lines under this deformation, we see that l˘z move outside of P if and only if |σpzq| ă |σpz 1 q|, so the one with lower absolute value under σ persists in contributing a boundary as the other vanishes. Figure 2. [4] Some mediatrices tmpτ z q X Fph, 1q | z P Z K u in the case n " 2 exemplify the situation described in the proof of Proposition 3.2.3. The mediatrices at There is more detail in Proposition 3.2.3 than is used in the theorems, which is indispensable in computing examples (e.g. in Figure 4 and Table 1 (4)). To obtain a precise description of this, we establish some properties at the boundaries of the intersection.
While it is nontrivial to compute the sides Tpy 1 , y 2 q given only y 1 , y 2 and n, we can do this at some key locations. First, we take advantage of the fact that the metric on Fpy 1 , y 2 q is Euclidean when y 1 " y 2 , justifying our choice of this as a boundary line for R D under Π (as in Figure 1 ). Lemma 3.3.1.
(1) If n ı 4 1, then Tpy, yq is a rectangle whose sides are contributed by the mpτ z q where
(2) If n " 4 1, then Tpy, yq is a hexagon whose sides are contributed by the mpτ z q where
Proof. By Lemma 3.2.1, it suffices to consider y " 1.
For an element z " a`b ? n P Z K with a, b P Q, we havè
Therefore the orbit of U on c at Fp1, 1q forms a rectangular lattice if n ı 4 1, and forms a triangular lattice if n " 4 1, where in both cases the lattice has the diagonal lines of symmetry x 1 "˘x 2 . Also, taking y 1 " y 2 in equation (13), the mediatrices mpτ z qXFp1, 1q
are the Euclidean perpendicular bisectors between the points p0, 0q and`z, σpzq˘. Thus Tp1, 1q is rectangular if n ı 4 1 and hexagonal if n " 4 1 (see Figure 3) . Figure 3 .
[13] The points show the lattice formed by the orbit of U on p0, 0q in π y,y`F py, yq˘, with the line of symmetry x 1 "´x 2 shown in green.
In this case the Dirichlet domain Tpy, yq for U in Fpy, yq is the Euclidean one, shown in blue.
In both cases, sides are contributed by the orbit points closest to the origin, which arè π 1,1˝τ˘1 | F p1,1q˘p cq "˘p1, 1q. Additional sides are then contributed by the closest points to the origin that lie between the lines
When n ı 4 1, these are˘´? Next we characterize the sides of the tori associated (under Π) to the points along the ray where y 1 " ε 4 y 2 , the other boundary of D c pUq X R D (as in Figure 1 ). These are the tori Tpε 2 s, ε´2sqˇˇs P R`( and, as the next lemma shows, listing their sides is just a matter of knowing the fundamental unit ε.
This can be done in terms of the elements z P Z K such that τ z P U contributes a side (in which case we will abbreviate our terminology by saying that z contributes a side), or it can be done in terms of the px 1 , x 2 q-coordinates under the maps tπ ε 2 s,ε´2s u sPR`. For the latter characterization we define, for z P Z K , the map
Lemma 3.3.2. The polygon Tpε 2 y, ε´2yq has the same number of sides as Tpy, yq and these are contributed by the isometries εz over the z values indicated in Lemma 3.3.1. Moreover, ε˚σ`Tpε 2 y, ε´2yq˘" η 1`T py, yq˘.
Proof. Again by Lemma 3.2.1, it suffices to consider y " 1. We will do the case where n ı 4 1, and we point out that a similar (but longer) computation applies in the other case.
By Lemma 3.3.1 and equation (13),
thus no mediatriz enters this region. Solving for x 2 in terms of x 1 in the equation (13) for an arbitrary mediatriz in Fpy, yq, and substituting this into the defining inequalities of the set above, this is equivalent to saying that there is no choice of z P Z K and x 1 P R that simultaneously satisfies the two inequalitiešˇˇˇˆ1´z
We will use this to get a contradiction. For the next step, it matters whether σpεq " ε´1 or´ε´1, but the arguments are the same up to a sign change, so we assume without loss of generality that σpεq " ε´1. Let
Via equation (13), π ε 2 ,ε´2`m pτ z q X Fpε 2 , ε´2q˘is the Euclidean line in the coordinates px 1 , x 2 q P R 2 with equation
Writing x 2 in terms of x 1 in equation (16), the portion of an arbitrary mediatriz entering P would have to simultaneously satisfy the two inequalitiešˇˇˇˆ1´ε´2
But making the change of variables z " εz 1 P Z K and x 1 " εx 1 1 P R, these are equivalent to inequalities (15), a contradiction. Thus no mediatrices enter P , hence P is the boundary of Tpε 2 , ε´2q.
For the "moreover" part, using equation (13) Combining this with the results of the previous subsection gives the geometric structure of M ∆ and thus the topological structure of the cusp end. We point out one more interesting detail before summarizing the results thus far into a theorem. Recall that Tpy 1 , y 2 q " D C pUq X Fpy 1 , y 2 q and let
which we will call a (cusp section) tower of Γ.
Proposition 3.3.3. For each s P R`, the cusp section tower U psq admits a symmetry among its toroidal cross sections whereby @r P r0, 2q, Tpε r s, ε´rsq has the same number of sides as Tpε 2´r s, ε r´2 sq.
Proof. Suppose n ı 4 1. Applying Proposition 3.2.3 to the elements 1, ? d P Z K that contribute sides to Tps, sq, as specified by Lemma 3.3.1, we can compute the set of lattices generated by pairs tz 1 , z 2 u P Z K that create parallelogram cross-sections in the towers U psq. By Lemma 3.3.2, this is tε, ε ? du at r " 2. Use the same algorithm to find the integers contributing the sides of next the parallelogram below the one at tε, ε ? du. We see that these are εσpz 1 q, ε´1σpzq ( , where tz 1 , z 2 u are the integers contributing sides to the next parallelogram above the one at s " 0. This continues as a pairing on integers contributing parallelograms going down and up (e.g. at s " 0 and s " 2, this becomes εσpεq "˘1 and εσpε ? dq "˘?d, as expected), and applying the formula for the height given by Proposition 3.2.3 shows that this pairs Tpε r s, ε´rsq to Tpε´rs, ε r sq. Combining this with the isometry pε´1˚σ η 1 q from Tpε r s, ε´rsq to Tpε r`2 s, ε´r`2sq of Lemma 3.3.2 gives the stated pairing of Tpε r s, ε´rsq and Tpε 2´r s, ε´r`2sq.
When d " 4 1, use Proposition 3.2.3 to find the next lattice Tpy 1 , y 2 q above Tp1, 1q and then argue the same way starting with the integers that contribute the sides to this and Tpε 2 y 1 , ε´2y 2 q. Table 1 shows the distribution of parallelograms in the cusp shapes for the cases up to n " 13, as given by applying the algorithm indicated by Proposition 3.2.3, and also exhibits the symmetry described by Proposition 3.3.3.
We summarize our results thus far in the following theorem. Theorem 3.3.4. The region R is a fundamental domain for ∆, is homeomorphic to the cusp end of M Γ , and Dt P R`such that Ů sąt U psq is contained in a fundamental domain for Γ. For each s ą t, U psq is symmetric about an axis along which orthogonal cross sections are tori comprised of finitely many parallelograms joined by continua of hexagons, and varying s varies U psq continuously by a uniform stretching of the metric.
Visualizing the cusp section and its Anosov diffeomorphism
Using the notation for U psq as defined by equation (17), for each K " Qp ? nq let
Then U n -T 3 ϕ is a canonical cusp section tower of Γ up to homeomorphism, and is contained in R X C. We now give a way to plot this in R 3 allowing us to visualize the structure derived in §3, in a way where its Anosov diffeomorphism is easily written down. Let
and let C n :" ΨpU n q. Then
For any n, Proposition 3.2.3 gives an effective algorithm for computing C n given ε. We have carried this out and plotted the result for each of the the first 3 values of n ı 4 1 and n " 4 1, shown in Figure 4 . In the infinite tower Ψ`D c pUq˘, the tops of these towers continue to stretch exponentially above C n , and the bottoms stretch in orthogonal directions, where translations by D along the axis of symmetry are up to identifications by U, and as dictated by Lemma 3.3.2.
Remark 4.0.1. When n " 5, there is a unique parallelogram cross-section of the cusp section, whereas others have at least 2, and the complexity of the shapes quickly increases (though not uniformly) with the coefficients in the fundamental unit.
This shows the Sol 3-manifold structure of the cusp section T 3 ϕ , and we can explicitly write down its Anosov diffeomorphism as follows. Let ∆pC n q denote C n up to taking equivalent orbit representatives in C n up to Ψ`∆U n q˘. [13] Computer generated images are shown of cusp section fundamental domains C 2 , C 3 and C 6 on the top row and of C 5 , C 13 and C 17 on the bottom row, from left to right.
Proof. Lemma 3.3.2 showed that ε˚σ`Tpε 2 , ε´2q˘" η 1`T p1, 1q˘, which extends to a diffeomorphism at each torus,
In Ψ`D c pUq˘, this is the Anosov diffeomorphism that attaches the bottom torus in C n to the top one, given by px 1 , x 2 , yq " pεx 1 , σpεqx 2 , y`4q " pεx 1 , σpεqx 2 , yq, which is the map described in the theorem.
Theorem 4.0.2 implies that ϕ n is an orientation-preserving or orientation-reversing map depending on the norm of ε.
We conclude this section with a brief comment about compactification. As the height y 1 y 2 increases, the metric contracts uniformly along the x 1 and x 2 axes in C n , but remains constant along the vertical axis, since we always have ε r s ε´rs " ε 2r P r1, ε 4 q. Thus the cusp end is approaching a circle on BpH 2ˆH2 q where the variation in toroidal cross-sections becomes irrelevant, implying a geometric compactification of M ∆ by a circle.
Simple Floors
Our ability to create simple floors comes from the fact that we have modeled the cusp section as a 3-dimensional tower that minimizes distance from its axis of symmetry. The floor can then be seen as the 3-dimensional region that intersects U psq as a continuum of surfaces as we change s. This follows easily from the construction.
Theorem 5.0.1. The region R contains a fundamental domain for Γ with a simple floor if and only if K " Qpnq with n " 2, 3, 5 or 13.
@p " px 1`ε r si, x 2`ε´r siq P U p1q, N ppq ě 1, then for each such p, there exists a unique s ă 1 such that the point p s :" px 1`ε r si, x 2`ε´r siq P U ps 1 q satisfies N pp s q " 1. In this case F p r Rq " Ť pPU psq tp s u. As s decreases, portions of a cusp section are omitted as parts of it enter C, exemplified in Figure 5 . Figure 5 .
[13] The remaining portion of a cusp section lying above a simple floor in cusp sections U psq is shown as the height decreases from s " 1, from left to right, in the case n " 2 (under the map Ψ). The boundary surface(s) interior to a section U psq is the part of the floor intersecting that tower, which deforms continuously as s decreases. Here we see the region separating into 2 pieces which then degenerate into a pair of upper corners (which eventually vanish).
When BR does not have finite volume, portions of U psq X C will persist regardless of how small s becomes, but occur in connected components identified under the toroidal face pairings (exemplified in Figure 6 ). This gives a good starting point to approximate a geometrically accurate fundamental domain for Γ. It locates the boundary piece where N " 1 and shows where one can begin looking for others. The truncated regions occur symmetrically about R`iˆR`i, and identify in pairs via the toroidal face parings on the sides of each tower and via the Anosov diffeomorphism connecting the bottom of each tower to the top. Figure 6 shows an example of a set of points collected by their location in their respective tower that contribute to the portion of BR of finite volume, in the case when BR is not contained in BC.
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