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Актуальність теми: в світі бурхливо зростає популярність нових під­
ходів до алгоритмічної торгівлі. Проте, разом з цим, зростає і кількість трей­
дерів, основною задачею яких є одержання прибутку. Таким чином, розробка
та застосування систем торгівлі у процесі прийняття рішення щодо здійснен­
ня операцій купівлі продажу цінних паперів є актуальною на сьогоднішній
день.
Мета даної роботи полягає у дослідженні та вдосконаленні існуючих
методик побудови моделей навчання з підкріпленням для торгівлі цінними
паперами та розробці системи що здійснюватиме цю торгівлю.
Об’єктом дослідження є набір статистичних даних щодо операцій ку­
півлі та продажу цінних паперів на біржі.
Методи дослідження: моделі навчання з підкріпленням, нейроннні ме­
режі та операції над матрицями.
Програмний продукт реалізований за допомогою мови програмування
Python 3.7 у середовищі розробки Jupyter Notebook.
Отримані результати: розроблено систему систему торгівлі цінними па­
перами за допомогою навчання з підкріпленням. Проведено апробацію про­
грамного продукту на реальних даних.
ФІНАНСОВИЙ РИНОК, МАШИННЕ НАВЧАННЯ, НЕЙРОННІ МЕ­
РЕЖІ, ТРЕЙДИНГ, НАВЧАННЯ З ПІДКРІПЛЕННЯМ, АЛГОРИТМІЧНА
ТОРГІВЛЯ.
ABSTRACT
Master’s thesis explanatory note: 87 p., 22 tabl., 19 fig.,1 application, 18
references.
Relevance of the topic: new approaches to algorithmic trading are growing
rapidly in the world. However, at the same time, there is an increasing number of
traders whose main task is to make a profit. Thus, the development and application
of trading systems in the decision­making process for the sale of securities is
currently relevant.
The purpose of this work is to research and improve existing methods of
building models of reinforcement training for trading securities and developing a
system that will carry out this trade.
The object of the study is a set of statistics on the operations of buying and
selling securities on a stock exchange.
ResearchMethods: Supportive learning models, neural networks, and matrix
operations.
The software is implemented using Python 3.7 programming language in the
Jupyter Notebook development environment.
Results obtained: Securities trading systemwas developed using reinforcement
training. The software is tested on real data.
FINANCIALMARKET,MACHINELEARNING,NEURALNETWORKS,
TRADING, REINFORCEMENT LEARNING, ALGORITHMIC TRADING.
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8ВСТУП
Алгоритмічна торгівля існує десятиліттями і здебільшого користується
неабияким успіхом у різноманітних формах. Традиційно алгоритмічна тор­
гівля включає набір правил торгівлі, які ретельно розроблені, оптимізовані
та перевірені людьми. Незважаючи на те, що ці стратегії мають перевагу в
тому, що вони є систематичними та здатними працювати зі швидкістю та
частотою, що перевищує торговців­людей, вони чутливі до будь­яких упере­
джень вибору та не в змозі адаптуватися до мінливих ринкових умов.
З іншого боку, навчання з підкріпленням набагато більш вільне. У нав­
чанні з підкріпленням агент просто прагне досягти максимуму своєї винаго­
роди в будь­якому даному середовищі і намагається вдосконалити прийнят­
тя рішень шляхом спроб та помилок, оскільки вивчає багато прикладів. Він
також може навчитися приймати рішення, базуючись не лише на своїх пере­
конаннях про навколишнє середовище на крок вперед, але і на тому, як ри­
нок розвивається далі. У більшості традиційних алгоритмів торгівлі є окремі
процеси прогнозування, перетворюючи це прогнозування на дію та визнача­
ючи частоту дії на основі транзакційних витрат. Навчання з підкріпленням
підтримує підхід, який інтегрує ці процеси. З усіх цих причин навчання з
підкріпленням може виявити дії, яких люди зазвичай не знаходять.
Ціллю даної роботи є дослідження моделей навчання з підкріпленням в
фінансовій сфері та їх використання для торгівлі цінними паперами в фінан­
сових установах. Для досягнення даної мети були вирішені наступні задачі:
а) проаналізовано існуючі рішення для алгоритмічної торгівлі;
б) проведено огляд та аналіз існуючих математичних методів моделюван­
ня і алгоритмічної торгівлі;
в) розроблено архітектуру системи торгівлі цінними паперами..
Практичним результатом роботи є модель, яка дозволяє здійснювати ав­
томатичну торгівлю цінними паперами.
Робота складається з 4 розділів. В першому розділі розглядаються по­
няття та сутність навчання з підкріпленням. У другому розділі вивчаються
підходи та методи використання навчання з підкріпленням в алгоритмічній
9торгівлі. У третьому розділі дисертації описується розроблена модель, а та­
кож проводиться порівняння результатів роботи системи з іншими методами.





Найбільш популярними підходами до машинного навчання є навчання
з учителем і навчання без учителя. Але чи так люди навчаються? Проблема
у тому, що ми далеко не завжди знаємо правильні відповіді. Часто ми просто
робимо ту чи іншу дію і отримуємо результат. Коли дитина вчиться ходити,
вона спочатку робить щось віддалено схоже на правду, що підказує йому ін­
стинкт, і отримує результат, спочатку швидше за все негативний. Тоді вона
трохи змінює свою поведінку, можливо, досить випадковим чином, і дивить­
ся, чи не збільшилася чи, так би мовити, цільова функція; а коли щось почи­
нає виходити, дитина запам’ятовує, як це сталося, і потім повторює те саме,
намагаючись розвинути успіх далі.
Звідси і основна ідея навчання з підкріпленням (reinforcement learning).
У цій постановці завдання агент взаємодіє з навколишнім середовищем, ви­
конуючи дії; довкілля його заохочує за ці дії, а агент продовжує їх робити,
намагаючись максимізувати свою «нагороду» за це; його нагорода теж при­
ходить з навколишнього середовища.
Історію навчання з підкріпленням можна починати від робіт Павлова
про умовні і безумовні рефлекси, хоча психологічні підходи були відомі і
раніше, наприклад в роботах Олександра Бена середини XIX століття [1].
Його основна ідея полягала в тому, що ми навчаємося методом проб і по­
милок: коли якийсь спонтанний (тобто по суті випадковий) рух збігається з
почуттям задоволення, «утримує сила духу» встановлює між ними асоціа­
цію. Ту ж лінію продовжили і теорії Ллойда Моргана в психології і Едварда
Лі Торндайка в його працях про інтелект тварин [2]: корисна дія, що викли­
кає задоволення, закріплюється і підсилює зв’язок між ситуацією і реакцією,
а шкідливий, що викликає незадоволення, послаблює зв’язок і зникає. А піс­
ля того як в психологію прийшли біхевіористи, і особливо Б. Ф. Скіннер, ця
ідея стала домінуючою.
В цілому це і є ідея навчання з підкріпленням, і в машинному навчанні
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вона теж з’явилася дуже давно. Ще Тьюринг в своїх есе про штучнийе інте­
лект описував архітектуру системи «болю і насолоди» яка повинна керувати
тим, що саме зберігається в пам’яті штучного інтелекту [3]. Ранні роботи ін­
форматиків на цю тему схожі на роботи Павлова і Скіннера: наприклад, в
1952 році Клод Шеннон продемонстрував лабіринт, по якому бігало мише­
ня на ім’я Тесей, досліджуючи його тим самим методом проб і помилок і
запам’ятовуючи свій шлях [4].
У своїй дисертації Марвін Мінський [5] представив обчислювальні мо­
делі навчання з підкріпленням, а також описав аналогову обчислювальну ма­
шину, побудовану на елементах, які він назвав SNARC ­ стохастичний об­
числювач, якого навчають через підкріплення і по суті аналогічний нейро­
ну. Ці елементи повинні були відповідати змінним семантичним зв’язкам в
людському мозку.
Висловлюючись більш формально, на кожному кроці агент може зна­
ходитись в деякому стані s ∈ S, де S — множина всіх станів, і обирає деяку
дію a ∈ A з множини можливих дій A.
Після цього довкілля повідомляє агенту, яку нагороду r (від слова reward)
він за це отримав і в якому стані s′ опинився в результаті своїх дій. Завдання
агента — заробити якомога більшу нагороду:
­ або за обмежений час h; така постановка називається моделлю з скін­
ченим горизонтом і цільову функцію можна записати так:




де rt — винагорода на кроці t;
­ або за весь нескінченний майбутній час; в такому випадку, звичайно,
просто підсумовувати не вийде, але легко зрозуміти, що в таких завдан­
нях майже завжди отримати нагороду раніше вигідніше, ніж пізніше,
тому зазвичай в цільову функцію моделі з нескінченним горизонтом





r0 + γr1 + γ








Найпростіша постановка задачі навчання з підкріпленням—це так зване
завдання про багаторуких бандитів (multiarmed bandits). Формально тут все
точно так само, але |S| = 1, тобто стан агента не змінюється. У нього про­
сто є якийсь фіксований набір дій A і можливість вибирати з цього набору
дій. Така модель називається завданням про багаторуких бандитів, тому що
її легко уявити собі так: агент знаходиться в кімнаті з декількома ігровими
автоматами, у кожного автомата своє очікування виграшу, а агенту потрібно
виграти якомога більше грошей, кидаючи монетки то в один автомат, то в
інший.
Виходить, що агент сам платить за своє навчання, і йому потрібно зу­
міти вчасно зрозуміти, що навчання (дослідження, exploration) можна закін­
чувати і переходити до використання отриманих знань (exploitation). Дослід­
ження проти експлуатації — це головна проблема, основна дилема завдання
про багаторуких бандитів.
У цій роботі не буде детально розглянуто багаторуких бандитів, тому
що глибоке навчання з підкріпленням зазвичай починається там, де станів
кілька, але пару важливих зауважень зробити потрібно. Почнемо з найпро­
стішого жадібного алгоритму, який завжди вибирає стратегію, що максимізує
прибуток. Прибуток можна оцінити як середня винагорода, отримана від дії:
Qt(a) =
r1 + r2 + ...+ rka
ka
.
Жадібний алгоритм здається досить простим і логічним. Що ж з ним не
так? Справа в тому, що оптимум легко прогледіти, якщо на початковій вибірці
нам трошки не пощастить, що більш ніж можливо. Уявіть собі, наприклад,
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бінарних бандитів, у яких виплати завжди дорівнюють нулю або одиниці.
Тоді жадібний алгоритм буквально ніколи не повернеться до тих ручок, які
на першому обході видали нуль, адже їх середнє буде нульовим, а у тих ручок,
які хоч раз видали одиницю, нуля вже ніколи не вийде.
Тому корисна евристика в завданні про багаторуких бандитів, та й в
усьому навчанні з підкріпленням — оптимізм при невизначеності. Це озна­
чає, що обирати потрібно жадібно, але при цьому прибуток оцінювати опти­
містично, і завжди вимагати серйозні свідчення, щоб перестати перевіряти
ту чи іншу стратегію.
Одним з ключових теоретичних інструментів в навчанні з підкріплен­
ням є ε­жадібна стратегія: вибрати дію з найкращим очікуваним прибутком
з ймовірністю 1− ε, а з ймовірністю ε вибрати випадкову дію. Така стратегія
призводить до того, що алгоритм не відрізняє хорошу альтернативу від непо­
трібної, виділяючи тільки кращу, але все одно процес дослідження виходить
розумним, і про нього зазвичай можна довести різні корисні теоретичні вла­
стивості, адже ε­жадібна стратегія означає, що ми завжди можемо смикнути
за кожну ручку з позитивною константної ймовірністю. На практиці зазвичай
починають з великих ε, а потім зменшують; вибір стратегії цього зменшення
— важливий параметр алгоритму.
Інший природний спосіб застосувати оптимістично­жадібний метод —
це відомі з статистики довірчі інтервали. Давайте для кожної дії зберігати ста­
тистику числа таких дій n і числа успішних дій w, а потім для вибору ручки,
за яку хочемо смикнути, використовувати верхню межу довірчого інтервалу
ймовірності успіху (або очікування винагороди). Тим самим ми досягнемо
якраз потрібного ефекту: спочатку всі довірчі інтервали будуть дуже широ­
кими, і їх верхні межі будуть дуже високо, а потім, у міру накопичення досві­
ду, інтервали почнуть звужуватися, причому менш досліджені альтернативи
будуть отримувати перевагу в виборі. Така стратегія зійдеться до оптималь­
ної, коли довірчі інтервали всіх інших ручок будуть повністю лежати нижче
її середнього.
Інший, більш простий варіант оптимізму при невизначеності — почати
з оптимістичних значень середніх: давайте виставимо Q0(a) таким великим,
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що будь­яка винагорода буде «розчаровувати» нас, але не занадто великими
— нам потрібно, щоб досить швидкоQ0 усереднилась з реальними оцінками
середніх. Тоді можна використовувати тривіальну жадібну стратегію, і вона
дасть той же ефект: спочатку середні у всіх ручок будуть свідомо занадто
високими, а потім у міру накопичення досвіду зменшаться і будуть поступо­
во сходитись до істинних середніх, причому чим менше було експериментів,
тим більше впливає Q0 на середнє. Самі значення Q0 можна міняти і тим са­
мим управляти балансом між дослідженням і експлуатацією.
Сучасні алгоритми діють приблизно за тією ж загальною схемою: вони
надають пріоритет кожної ручці і доводять оцінки безпосередньо на ціну нав­
чання. Так, стратегія UCB1 [6] враховує невизначеність, що лишилась в тій
чи іншій ручці, і намагається обмежити ціну навчання так: якщо з n експери­
ментів ni раз смикнули за i ручку і отримали середню нагороду µˆi, алгоритм
UCB1 привласнює їй пріоритет




























Вийшла дуже важлива формула, частковий випадок загального правила
— зміщуємо оцінку так, щоб зменшувалась помилка:
NewEstimate = OldEstimate+ Step[Target−OldEstimate].
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Саме так виглядає, наприклад, загальне правило градієнтного спуску:
похідна вказує напрямок на ціль в поточній точці, а крок — це швидкість
навчання.
Помітно, що у середнього крок не постійний, а зменшується з часом: з
формулиQk+1 виходить, що крок руки a в момент k дорівнює (ka+1)−1. Змі­
нюючи послідовність кроків, можна домогтися інших ефектів. Наприклад,
часто буває, що нагороди від різних ручок насправді нестаціонарні, тобто
змінюються із часом. У такій ситуації має сенс давати великі ваги свіжій ін­
формації, а далекому минулого — маленькі. Як це зробити? Можна просто
замість коефіцієнтів, що затухають поставити постійні: у правила оновлення
Qk+1 = Qk+α[rk+1−Qk] з постійним αk(a) = α коефіцієнти будуть затухати
експоненційно:
Qk = Qk−1 + α[rk −Qk−1] = αrk + (1− α)Qk−1 =
= αrk + (1− α)αrk−1 + (1− α)2Qk−2 =




Таке правило оновлення не сходиться (різниця між сусідніми Qk і Qk−1
не обов’язково прагнуть до нуля зі зростанням k), але це і добре—ми хочемо
слідувати за метою. Є й загальний результат: правило оновлення сходиться,
якщо послідовність коефіцієнтів не сходиться сама, але сходиться сума квад­
ратів коефіцієнтів.
1.2 Марковські процеси прийняття рішень
Тепер, коли ми зрозуміли основну суть навчання з підкріпленням і розі­
бралися з найпростішою ситуацією, пора узагальнювати далі. В житті, зви­
чайно, часто буває, що агент не повертається в точно такий ж стан для но­
вого «ходу»: наприклад, граючи в го або шахи програма повинна, мабуть,
враховувати, що позиція на дошці після її ходу і відповіді противника дещо
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зміниться. Тому тепер нам потрібно визначити якийсь процес, в якому агент
послідовно переходить із стану в стан в залежності від своїх дій, іноді, в де­
яких станах, отримуючи нагороди; всі залежності тут, звичайно, будуть не
прямими, а стохастичними.
Тут виникає друга центральна дилема навчання з підкріпленням, задача
розподілу винагороди (credit assignment): нехай навіть ми знаємо, виграли ми
партію або програли, але який саме хід привів до перемоги або до поразки?
Ця проблема теж була очевидна з перших кроків теорії навчання з підкріп­
ленням, її розглядав ще Марвін Мінський на початку 1960­х років [7], але
успішно розв’язати цю проблему буває складно досі.
Введемо основні поняття. Марковський процес прийняття рішень [8, 9]
складається з:
­ множини станів S;
­ множини дій A;
­ функції нагороди R : S ×A→ R; це означає, що очікувана винагорода
при переході із стану s в стан s′ дорівнює Rass′;
­ фунцкії переходу між станами pass′ : S×A→ Π(S), деΠ(S)—множина
розподілів ймовірностей над S; це означає, що ймовірність попасти з
стану s в стан s′ після дії a дорівнює pass′;.
На рис. 1.1 проілюструвано марковський процес прийняття рішень: злі­
ва, на рис. 1.1, а, ви бачите саму загальну, класичну схему навчання з підкріп­
ленням. А на рис. 1.1, б показана більш детальна схема марковського процесу
прийняття рішень, де видно, які його частини від яких залежать.
Процес називається марковським, тому що ймовірності переходів між
станами не залежать від історії попередніх переходів; взагалі, слово «мар­
ковський» в математиці та інформатиці завжди позначає саме це: відсутність
пам’яті, незалежність від того, що було в минулому. Це здається дуже силь­
ним припущенням, але насправді воно досить часто виконується. Наприклад,
в го або шахах неважливо, якими ходами ми прийшли до поточної позиції,
важлива лише позиція сама по собі.
А якщо марковську властивість істотно порушено, то часто можна про­
сто записати те, що потрібно «пам’ятати» з минулого, як частини визначення
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стану, і тоді марковську властивість буде відновлено. Наприклад, стан при грі
в покер має включати в себе не тільки поточний розмір ставок, але і історію
ставок в поточній роздачі, а можливо, і більш довгу історію взаємодії між
гравцями.
Рисунок 1.1 — Марківський процес прийняття рішень: а — загальна схема
навчання з підкріпленням, б —детальна схема марковського процесу
прийняття рішень
Тут варто зробити невеличкий відступ. Загальна постановка задачі нав­
чання з підкріпленням схожа на постановку задачі теорії оптимального ке­
рування, в якому відома деяка модель об’єкта управління, на об’єкт є дея­
кі важелі впливу, і завдання полягає в тому, щоб знайти оптимальні дії, які
максимізують потрібну цільову функцію. В теорії оптимального керування
з’явилися і рівняння Беллмана, про які йтиметься нижче, і принцип максиму­
му Понтрягіна. І об’єкти в ній розглядаються куди складніші, ніж зазвичай в
навчанні з підкріпленням. Дійсно, багато чого з того, про що ми будемо гово­
рити в цьому розділі, можна розглядати як частину теорії управління. Однак
акценти розставлені дещо інакше: в навчанні з підкріпленням основна склад­
ність не в тому, щоб знайти оптимальне управління, а в тому, щоб вивчити
навколишнє середовище — якщо ми середу і об’єкт управління вже знаємо
(в теорії оптимального управління це називається ідентифікацією системи),
зазвичай знайти оптимальне дію не так вже й складно.
Докладний приклад марковського процесу прийняття рішень, до якого
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ми будемо постійно повертатися, наведено на рис. 1.2. На малюнку прямокут­
ники відповідають станам, білі овали — можливим діям, а овали з штриху­
ванням— винагород, одержуваних на цьому переході між станами. Сам про­
цес відповідає простій грі «парне­непарне», що проходить в два кола. Прави­
ла гри такі:
­ в кожному колі і ми, і противник вибираємо число; якщо обидва числа
парні або обидва непарні, ми виграємо; якщо парність різна (одне число
парне, інше непарне), ми програємо;
­ в першому колі виграш і програш дорівнює +1 і ­1 відповідно, а у друго­
му колі ставки підвищуються, і виграш і програш починають коштувати
+5 і ­5 відповідно;
­ після другого кола гра закінчується;
­ оскільки гра кінцева, процес виходить епізодичний, і γ = 1s.
Але це ще не все; щоб повністю поставити марковський процес прий­
няття рішень, потрібно ще визначити ймовірності переходів між станами;
вони показані на стрілках, що відповідають переходам. Тут буде невелике
ускладнення, без якого гра була б зовсім нудною. Противник буде не просто
підкидати монетку, а діяти таким чином:
­ першому колі противнику більше подобаються непарні числа: ймовір­
ність парного числа від нього дорівнює 1/3, а непарного — 2/3;
­ а в другому колі він дивиться на те, до чого призвела його гра в перший
раз: якщо він в першому колі виграв, то він вважає, що зіграв правиль­
но, і повторює свій вибір, а якщо програв, повертається до стратегії за
замовчуванням і в другому колі просто підкидає монетку.;
Тепер, коли у нас є стани і переходи між ними, доведеться навчитися
розрізняти функцію винагороди (reward function, безпосереднє підкріплен­
ня, те, що ми позначили за R) і те, що ми назвемо функцією значення стану
(value function, V (s)); це буде загальне очікуване підкріплення, яке можна
отримати, якщо почати з цього стану. Суть багатьох методів навчання з під­
кріпленням — в тому, щоб оцінювати і оптимізувати функцію значень; по
суті завдання наше зводиться до того, щоб вибирати ходи, які призводять
до стану з максимальним значенням V (s). Для марковських процесів можна
19
формально визначити:






де pi — стратегія, якій слідує агент.
Рисунок 1.2 — Приклад марковського процесу прийняття рішень: гра
«парне­непарне»
Зверніть увагу, що слово стратегія (policy) тут розуміється в строгому
сенсі. Оскільки, взагалі кажучи, агент може підкидати монетки, щоб вибира­
ти чергові дії, стратегія pi — це функція, яка для даного стану s видає роз­
поділ ймовірностей на множині дій A. Ми також будемо позначати через
pi(a, s) ймовірність вибрати дію a ∈ A в стані s, а якщо захочемо підкрес­
лити, що стратегія задана параметрично з вектором параметрів θ, будемо пи­
сати pi(a, s, θ). Якщо ж стратегія детермінована, це просто означає, що для
кожного s всі ймовірності pi(a, s) дорівнюють нулю, крім однієї, яка дорів­
нює одиниці.
Втім, функція значень стану все ще віддалена від безпосередніх рішень
агента, адже він не може просто взяти і вибрати наступний стан. Гравець в
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го не може сам визначити позицію перед своїм наступним ходом, вона буде
залежати і від ходу противника. Тому очікуване в майбутньому підкріплення
часто розглядають більш детально: функція Q висловлює загальне підкріп­
лення, очікуване, якщо агент почне в стані s і зробить там дію a:
Qpi(s, a) = Epi[Rt|st = s, at = a] = Epi
[ ∞∑
k=0
γkrt+k+1|st = s, at = a
]
.
Функції V іQ—це якраз те, що нам потрібно оцінити; якби ми їх знали,
можна було б просто вибирати ту дію a, яке максимізує Q(s, a).
Давайте спробуємо підрахувати функцію значень стану V pi(s), послі­
довно розгортаючи її визначення. У ланцюжку рівностей нижче ми спочатку
виписуємо визначення очікуваної сумарної винагороди з нескінченним гори­
зонтом, потім відокремлюємо від нього перший крок і помічаємо, що після
нього залишається точно такий ж вираз, просто помножений на γ:






































У нас вийшло, що для відомої стратегії pi значення V pi задовольняють
так званим рівнянням Беллмана.
Рівняння Беллмана — це по суті математичний вираз принципу дина­
мічного програмування. Такі рівняння і їх аналоги з’являються у великій кіль­
кості різних додатків. А в нашому випадку виходить, що, теоретично кажучи,
для того щоб знайти значення V pi(s), можна просто взяти і вирішити систему
лінійних рівнянь, невідомими в яких є V pi(s) для різних станів s ∈ S.
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Правда, для цього потрібно знати всі параметри марковського процесу,
тобто функціїR і P , а з цим в реальних ситуаціях погано. Все, що у нас зазви­
чай є на вході, — це навколишнє середовище, що видає нагороди як чорний
ящик.
Так що в реальних задачах функції R і P теж доводиться навчати по
ходу справи. Насправді методи навчання з підкріпленням діляться на ті, які
навчають функціїR і P в явному вигляді, і ті, які обходяться без цього і відра­
зу навчають V або Q.
Але для простих прикладів скористатися рівняннями Беллмана цілком
можливо. Давайте спробуємо підрахувати функцію значень стану для якоїсь
стратегії в прикладі на рис. 1.2. Наприклад, нехай стратегія pi — це просто
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(−1 + V pi(s3)) + 2
3
(1 + V pi(s4))
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(−5 + V pi(s5)) + 1
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(5 + V pi(s5)) +
1
2
(−5 + V pi(s6))
)
.
Оскільки після другого кола гра закінчується, V pi(s5) = V pi(s6) = 0, а
значить, V pi(s1) = 0 теж. Легко бачити, що для інших станів це теж вірно:
V pi(s2) = V
pi(s3) = V
pi(s4) = 0, а значить, і V pi(s0) = 0.
Отже, підкидаючи монетку на кожному колі, ми нічого не виграємо і
нічого не програємо. Оптимальна це стратегія або можна все­таки щось ви­
грати? Давайте спробуємо відповісти на це питання.
Але давайте спочатку для простоти припустимо, що ми вже точно знає­
мо нашу модель. Завдання — знайти оптимальну стратегію поведінки для
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агента в цій моделі. У такій постановці ми вже вміємо шукати V pi(s), ви­
рішуючи рівняння Беллмана, але різних стратегій ще більше, ніж станів, і
перебрати їх ми зазвичай не в змозі.
На щастя, це і не обов’язково: нам потрібно тільки навчитися підрахо­
вувати оптимальне значення стану, тобто шукати очікуваний сумарну при­
буток, який отримає агент, якщо почне з цього стану і буде слідувати опти­
мальної стратегії:






Цю функцію можна визначити як розв’язок рівнянь:


















Як вирішувати рівняння? Вони вже не лінійні, і вирішити їх точно і
ефективно не вийде, але наша справа все одно аж ніяк не безнадійна. Як відо­
мо, якщо складне рівняння представлено у вигляді x = f(x), то його можна
вирішувати ітеративно методом Ньютона: почати з якогось x0 і послідовно
перераховувати xk+1 = f(xk), поки процес не зійдеться, тобто поки зміни
|xk+1 − xk| не стануть зовсім маленькими. Тут ця ідея чудово працює, адже,
як легко помітити, рівняння вже представлені в потрібному вигляді!
Це можна робити і для вихідних лінійних рівнянь, вийде швидше, ніж
вирішувати систему по­чесному. Природно, в результаті виходить наближе­
ний, чисельний метод рішення рівнянь Беллмана, але в машинному навчанні
нам нічого іншого і не потрібно.
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Так що, щоб підрахувати функції значень станів для даної стратегії pi,











поки процес не зійдеться.
А для оптимальних значень ми будемо перераховувати рівняння з мак­
симумами замість математичних сподівань:































поки не зійдеться; потім можна обчислити оптимальну функцію значень як
V ∗(s) := maxaQ∗(s, a).
Підрахуємо для прикладу значення V ∗(s) і Q∗(s, a) з прикладу з рис.
1.2:
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Гра все ще закінчується на s5 та s6, тому V ∗(s5) = V ∗(s6) = 0. Скори­
стаємось цим, щоб порахувати V ∗ після першого кола гри:















Аналогічно і V ∗(s4) = 0. А от для V ∗(s2) і V ∗(s3) ситуація більш опти­
містична:
V ∗(s2) = max{−5, 5} = 5, V ∗(s3) = max{−5, 5} = 5.
Підставляючи це у вираз для V ∗(s0), отримаємо:





(−1 + 5), 1
3
(−1 + 5) + 2
3
} = 3.
Ми можемо виграти, причому з чималим в середньому рахунком! Щоб
дізнатися, як виграти, потрібно підрахувати функціюQ∗; зробимо це для ста­
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(−1 + 5) + 2
3
(1 + 0) = 2.
Це означає, що на першому колі потрібно вибирати непарне число, що
не має великої вірогідності перемоги (ми ж знаємо, що противник любить
непарні числа), а навпаки: потрібно спочатку піддатися противнику, щоб за­
спокоїти його і змусити повторити свою дію — тоді­то ми його і дістанемо,
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а друге коло куди важливіше першого. І весь цей хитрий план вийшов при­
родним чином з рівнянь Беллмана.
На рис. 1.3 зображено деякі результати наших обчислень: сірим на ньо­
му показані ті стану і дії, в які ми ніколи не потрапимо, якщо будемо сліду­
вати оптимальної стратегії, що задається Q∗, а чорним — ті, в які потрапити
можемо (в стані s1 було все одно, яку дію вибирати, так що вибрали парне
число).
Рисунок 1.3 — Гра пара­непара: значення функцій стану та оптимальна
стратегія
Зауважимо, що перерахунок в нашому алгоритмі використовує інфор­
мацію від усіх можливих станів­попередників; оскільки станів зазвичай ду­
же багато, всі ці формули поки що фактично не застосовуються на практиці.
Але можна сформулювати таку саму процедуру і для одного тренувального
прикладу, який складається з поточного стану s,виконаної дії a, стану s′, в
яке ми після цього перейшли, і безпосередньої нагороди r:







Теоретичні гарантії у цього метода з’являються, якщо кожна пара (s, a)
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зустрічається в процесі навчання нескінченну кількість разів, s′ обирають з
розподілу P ass′, а r генерується з середнім R(s, a) і обмеженою дисперсією.
Втім, насправді наша мета — не функції V і Q, а оптимальна стратегія
pi∗, і шукаємо ми V pi тільки потім, щоб поліпшити pi. Як це можна зробити?
Отже, ми досить довго вже міркували про функції значень станів і пар
стан­дія, багато зрозуміли, а тепер пора переходити до найцікавішого. Прак­
тично всі сучасні підходи до навчання засновані на дуже простому, але дуже
потужному принципі, який називається TD­навчання (TD­learning), від слів
temporal difference (тимчасові різниці). Загальний принцип TD­навчання та­
кий: давайте навчати стан на основі вже навчених нами оцінок для наступних
станів. Кожен раз, коли ми робимо черговий перехід, ми трошки підтягуємо
функцію V для того стану (або функціюQ для пари стан­дія), з якого ми вий­
шли, до значення функції V для того стану (або функціїQ для пари стан­дія),
в який ми потрапили.
Найпростіший алгоритмTD­навчання, так зване TD(0)­навчання, вигля­
дає так. Спочатку потрібно ініціалізувати функцію V (s) і стратегію pi випад­
ковим чином, а потім на кожному епізоді навчання:
­ ініціалізувати s;
­ для кожного кроку в епізоді:
– обрати a по стратегії pi;
– виконати a, поспостерігати результат r та наступний стан s;
– оновити функцію V в стані s по формулі:
V (s) := V (s) + α(r + γV (s′)− V (s));
– перейти до наступного кроку, при цьому s := s′.
От і все! На перший погляд здається, що тут відбувається якась чорна
магія: ми навчаємо V (s) на основі інших значень V (s′) але їх ми теж ініціалі­
зували випадковим чином! Однак все працює: сенс в тому, щоб використо­
вувати вже навчені закономірності для пошуку більш глибоких закономірно­
стей. Спочатку навчаться значення V (s) на станах, які безпосередньо ведуть
до справжніх нагород r, а потім ці значення будуть поступово передавати
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накопичені в них знання далі, до попередніх станів. В результаті навчання
вийде цілеспрямованим, TD­навчання набагато швидше і ефективніше, ніж
інші стратегії.
Втім, і його можна поліпшити. TD(0) дивиться на один крок вперед;
можна, можливо розглянути алгоритм, який буде оновлювати стану відразу
на багато кроків назад. Він називається TD(λ), і λ тут грає ту ж роль, що і
раніше: ми оновлюємо кожен стан u за формулою:
V (u) := V (u) + α(r + γV (s′)− V (s))ε(u)
на основі значення ε(u), яке показує, наскільки часто цей стан відві­






де [s = sk] дорівнює одиниці, якщо s = sk, і нулю в інших випадках.
Якщо λ = 0, TD(λ) перетворюється в TD(0). А значення ε(u) можна
також зберігати і перераховувати в реальному часі після кожного нового пе­
реходу:
ε(u) :=
λε(u) + 1, якщо поточний стан — це u,λε(u) в усіх інших випадках.
Звичайно, на практиці оновлюють не всі стани, а кілька з найбільшими
значеннями ε(u), які в реальному реалізації зазвичай зберігаються в пріори­
тетній черзі.
На даний алгоритм принцип TD­навчання можна перетворити різними
способами. Якщо реалізувати його для функції Q зовсім в лоб, вийде алго­
ритм SARSA, який представляє собою on­policy TD­навчання, після кожного
чергового переходу (st, at, rt+1, st+1, at+1) робить наступне оновлення:
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Q(St, at) := Q(st, at) + α(rt+1 + γQ(st+1, at+1)−Q(st, at)).
Аналогічно, SARSA(λ) оновлює усі значення на усіх парах (s, a)з ураху­
ванням ε(s, a):
Q(s, a) := Q(s, a) + α[rt+1 + γQ(st+a, at+1)−Q(st, at)]ε(s, a),
ε(s, a) := γλεt−1(s, a) + [s = st, a = at].
Прицьому, правда, стратегія повинна бутим’якою, наприклад ε­жадібної
з ε, що зменшується , щоб алгоритм міг досліджувати нові можливі дії, але з
часом вона повинна якось плавно сходитися; це вносить додаткові інженерні
складності в реалізацію, тому що від вибору характеру загасання ε або дру­
гого параметра нежадібності може багато чого залежати.
Тому більш популярно off­policy TD­навчання функції Q, яке зазвичай
так і називається Q­навчанням [10]. Тут ми відразу вирішуємо рівняння Белл­
мана щодо максимумів:







Тепер Q безпосередньо наближає оптимальну функцію Q∗, незалежно
від стратегії; це означає, що ми можемо дотримуватися абсолютно будь­якої
стратегії, а навчатися все одно будуть правильні оптимальні значення Q∗.
Аналогічно можна визначити і Q(λ):




εt(s, a) := γλεt−1(s, a) + [s = st, a = at],
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тільки тепер ще й потрібно забувати сліди, якщо ми не слідуємо стра­
тегії: εt(s, a) := 0, якщо Q(st, at) ̸= maxaQ(st, a).
1.3 DQN
Всі ті алгоритми навчання з підкріпленням, про які ми до цих пір гово­
рили, використовували значення виду Q(s, a) або V (s), причому вони нама­
галися отримати ці значення в явному вигляді, наприклад, навчити функцію
Q∗ на всіх можливих входах (s, a), щоб потім максимізувати очікуваний ре­
зультат, знайшовши оптимальну стратегію. Але ж цих самих станів s зазви­
чай астрономічне число— уявіть, скільки можливих позицій в грі го! А якщо
число станів помножити на число можливих дій в них, вийдеще більше. Тому
в реальності, звичайно, ніхто не намагається перерахувати всі можливі стани,
побудувати і навчити величезну таблицю Q(s, a). Підхід зазвичай такий:
­ давайте уявимо входи, тобто стани s ∈ S і дії a ∈ A, у вигляді якихось
характерних ознак, так, щоб розмірність входу перестала бути астро­
номічною;
­ а функцію Q(s, a), в якій раніше значення на різних входах були неза­
лежними один від одного, уявімо як якусь параметричну модель ма­
шинного навчання Q(s, a; θ), на вхід якої подаються ознаки, що опису­
ють s і a;
­ тоді функція Q(s, a; θ) — це просто складна функція з ознак в одне
дійсне число (очікуваний виграш, або його ймовірність у випадку бі­
нарного результату), і її параметри θ можна намагатися навчати мето­
дами ма­ шинного навчання;
­ входами для навчання буде, згідно з ідеєю TD­навчання, кожен черго­
вий перехід (st, at, rt+1, st+1);
­ і кожен крок навчання виглядає так: агент робить хід a зі стану s, пе­
реходить в новий стан s′, отримуючи за це безпосередню нагороду r,
а потім робить один крок навчання системи Q(s, a; θ) зі входом (s, a)
і виходом maxa′ Q(s′, a′; θ) + r (нагадаємо, що в переважній більшості
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випадків r = 0, нагороду зазвичай дають тільки в самому кінці епізоду
навчання); окрім того, агент може також зробити такі кроки по відно­
шенню до попередніх позицій, оновивши ваги не тільки для останнього
входу, але і для декількох попередніх.
У цій схемі нейронні мережі, як правило, добре працюють в якості універ­
сального чорного ящика, який може наблизити будь­яку функцію, в тому
числі і функцію Q(s, a). Наприклад, якщо під навчанням розуміти звичай­
ний градієнтний спуск, то ми оновлюємо ваги нейронної мережі за таким
правилом:




де yk — вихід нейронної мережі ан кроці k, а λ — це параметр затухання,
який визначає в якій мірі необхідно враховувати попередні кроки. Виходить,
що при λ = 0 ми оновлюємо ваги тільки на основі останнього ходу, а при
λ = 1 розглядаємо усю історію від самого початку.
Перші успіхи нейронних мереж у ролі навчання з підкріпленням відно­
сяться до часів досить давніх. У 1992 році Джеральд Тезауро (Gerald Tesauro)
розробив програму, що отримала назву TD­Gammon [11, 12]; назва цілком ло­
гічна, адже грала ця програма в нарди (backgammon), і робила це за допомо­
гою TD­навчання. TD­Gammon працює в точності як написано вище, викори­
стовуючи звичайну неглибоку нейронну мережу з одним прихованим шаром
для навчання за правилом вище. Нарди виявилися дуже благодатним грун­
том для такого підходу бо хід гри залежить від кидків кубика, а це значить,
що можна досліджувати значну частину простору пошуку, просто граючи з
самим собою, кубики подбають про усі необхідні випадковості. І це саме те,
що робила TD­Gammon для навчання: просто грала сама з собою мільйони
партій, поступово навчаючись все краще і краще; чари тут в тому, що ніякого
навчального набору виявляється не потрібно.
TD­Gammon чекав успіх. З точки зору навчання добрим знаком було
те, що модель добре масштабувати: при збільшенні розміру мережі і часу,
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виділеному на навчання, мережа починала грати все краще. У міру навчання
TD­Gammon спочатку навчалася найпростішим елементам стратегії і такти­
ки нард, а потім поступово починала виділяти складніші ознаки. В результаті
програма навіть на простому поданні позиції без всяких хитростей починала
грати дуже сильно, а при додаванні до подання кількох вручну породжених
ознак з більш ранньої програми Neurogammon TD­Gammon починала успіш­
но змагатися з людьми­чемпіонами.
Єдиними слабкостями TD­Gammon були помилки у використанні под­
воєння ставок і погана гра в ендшпілі: TD­Gammon дивилася тільки на два
ходи вперед, а ендшпілі навіть в нарди вимагають більш глибокого розрахун­
ку. Тому в виставочних іграх TD­Gammon трохи поступилася тодішнім чем­
піонам. Тим не менше, TD­Gammon зробила серйозний вплив на розвиток
нард: деякі класичні позиції були повністю переоцінені гравцями­людьми,
тому що оцінка TD­Gammon суперечила людської інтуїції і практиці ігор; той
же ефект можна було спостерігати пізніше і в шахах, а тепер і в го.
Однак TD­Gammon надовго залишилася практично єдиною успішною
програмою, заснованої на ідеях навчання нейронної мережі з підкріпленням.
Дослідники тут же спробували застосувати аналогічних підхід до шахів і го,
але у них мало що вийшло. Далі були навіть песимістичні роботи, які по­
казували, що Q­навчання з нелінійними параметричними наближеннями (а
нейронна мережа — це саме нелінійне наближення, яке тільки буває) ча­
сто розходиться, а успіх TD­Gammon пояснювався виключно згаданим вище
ефектом рівномірного розподілу навчання по простору пошуку за рахунок
кубиків.
На щастя, ці песимістичні прогнози не виправдалися; у міру того як
розвивалася революція глибокого навчання, почали з’являтися і спроби мо­
делювати функції V і Q, а також навколишнє агента середу, за допомогою
глибоких мереж. Після ранніх робіт прорив, остаточно визначив направлення
для сучасних успіхів, був досягнутий в роботі ВолодимираМніха (Volodymyr
Mnih) зі співавторами з компанії Google DeepMind, в якій вони застосували
ідеї навчання з підкріпленням до ранніх, але від цього не менш привабливих
ігор для приставок і аркадних автоматів Atari.
32
Перша робота була викладена на arXiv в 2013 році [13], а трохи поліп­
шена і застосована до більшої кількості різних ігор модель була описана в
статті 2015 року, що вийшла в одному з головних наукових журналів світу,
Nature [14]. Цей підхід отримав назву глибокого навчання з підкріпленням
(deep reinforcement learning), а мережі, навчені таким способом, називаються
глибокими Q­мережами (Deep Q­networks, DQN).
У DQN в варіанті [14] є деякі невеликі, але важливі удосконалення по
відношенню до базової архітектурі, описаної вище. По­перше, практика по­
казує, що навчатися безпосередньо на послідовних кадрах гри— погана ідея:
сусідні кадри занадто схожі один на одного, сильно корелюють, причому з
часом їх розподіл, природно, зсувається в залежності від ходу гри, але зали­
шається локалізованим.
Це заважає ефективному навчанню, адже у звичайній постановці зав­
дання навчання ми припускаємо, що тренувальні дані незалежні, а розподіл
даних з часом не змінюється. Тому в міру навчання DQN спочатку накопи­
чує деякий досвід, зберігаючи свої дії і їх результати протягом якогось часу,
а потім вибирає з цього досвіду випадковий міні­батч окремих прикладів для
навчання, взятих у випадковому порядку; для накопичення досвіду при нав­
чанні використовувалася ε­жадібна стратегія. Формально кажучи, на кожно­
му кроці навчання t ми:
­ вибираємо наступне дію at (в ε­жадібної стратегії ми вибираємо випад­
кову дію з ймовірністю ε і at = argmaxQ(st, a; θ) в іншому випадку;
­ робимо цю дію, отримуючи нагороду rt і наступний стан st+1; нову оди­
ниця досвіду (st, at, rt, st+1) записується в пам’ять;
­ потім вибираємо з пам’яті випадковий міні­батч таких одиниць досвіду
для навчання; для простоти нехай це буде одна одиниця (sj, aj, rj, sj+1);
­ підраховуємо вихід мережі yj (про це трохи нижче) і робимо один крок
градієнтного спуску для функції помилки L = (yj − Q(sj, aj; θ))2; це
означає що ми зрушуємо ваги мережі на
∇θL = 2(yj −Q(sj, aj; θ))∇θQ(s, a; θ).
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По­друге, важливу роль для успіху зіграло те, що при навчанні DQN
мережу, яка відповідала за цільову функцію (target network), була відділена
від мережі, яка власне навчається. Практика показує, що якщо застосовува­
ти TD­навчання безпосередньо, занадто потужні апроксиматори (наприклад,
нейронні мережі) виявляють безсумнівні схильності до галюцинацій: вони
швидко заходять в якісь ними самими придумані локальні екстремуми і по­
чинають дуже глибоко досліджувати абсолютно безглузді частини простору
пошуку, безцільно витрачаючи ресурси і практично не навчаючись.
На щастя, це відносно легко виправити: досить зробити так, щоб мере­
жа не відразу використала оновлену версію в цільової функції, а навчалася
досить довгий час за старими зразками, перш ніж зробити вже повноцінний
глобальний апдейт. Іншими словами, в наведеному вище алгоритмі ми рахує­
мо
yj =
rj, якщо епізод навчання закінчився,rj + γmaxa′ Q(sj, aj; θ0) якщо ні,
де θ0 —це такі собі зафіксовані ваги, що не змінюються після кожного тесто­
вого прикладу, змінюються тільки θ. В якийсь момент, зазвичай один раз за
один або кілька епізодів навчання, потрібно повертатися до цих вагів цільової
функції і привласнювати θ0 := θ.
Де­факто у нас паралельно навчаються дві мережі: одна визначає по­
ведінку, а інша— цільову функцію; структура у них одна і та ж, і навчаються
вони однаково на одних і тих же даних, але одна мережа поступово відстає
від іншої, час від часу стрибком наздоганяючи її.
По­третє, варто відзначити, що на практиці зазвичай застосовується ар­
хітектура, в якій потенційний вплив агента a ∈ A не подається на вхід, а
просто у мережі стільки виходів, скільки можливих дій, і на вході s ∈ S ме­
режа намагається передбачити результати кожної дії (після чого, природно,
вибирає максимальне). Це важливе поліпшення, тому що воно дозволяє от­
римати відповіді для відразу всіх дій за один прохід по мережі, що прискорює
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в рази, а мережа від цього сильно складніше не стає, адже основна частина її
логіки залишається колишньою і використовується заново.
І нарешті, ще одне важливе поліпшення полягає в переході до так зва­
ної dueling network: ми поділяємо Q­мережу на два канали, один з яких об­
числює оцінку позиції V (s; θ), яка є функцією позиції і не залежить від тепе­
рішньої дії a, а інший—залежить від дії advantage function (функції переваги)
A(s, a; θ). На останньому етапі вони просто складаються:
Q(s, a; θ) = V (s; θ) + A(s, a; θ).
Таким чином, одна частина мережі навчається оцінювати позицію як
таку, а інша — передбачати, наскільки корисні будуть різні наші дії в цій по­
зиції. До речі, зверніть увагу, що ми, звичайно ж, не можемо відрізнити одне
від іншого в навчальній вибірці, це всього лише злегка змінена архітектура
мережі, а навчаємо ми як і раніше функцію Q(s, a; θ), але ця зміна в архітек­
турі дає потрібний натяк і часто істотно покращує результати.
У роботах [13, 14] цей підхід застосували до того, щоб грати в ігри Atari,
причому входом служив не стан гри (це вимагало б окремих інженерних рі­
шень для кожної гри, а саме цього і хотілося б уникнути), а власне ігрове поле
у вигляді картинки з пікселів, тієї самої, яку бачить на екрані гравець. Точ­
ніше кажучи, на вхід подавалася конкатенація останніх чотирьох кадрів гри,
тобто можна сказати, що довгої пам’яттю агента не забезпечили, він ледь­
ледь міг оцінити швидкості різних об’єктів на екрані.
Єдине послаблення, яке зробили агенту, полягало в тому, що його не
змушували вчити читати цифри очок, а просто давали число очок з гри в яв­
ному вигляді (замазуючи його при цьому на картинках); в результаті прийшли
навіть до ще більш простої схеми: видавали нагороду +1 за кожне позитивне
досягнення в грі і ­1 за кожну негативну подію (в Atari це зазвичай втрата
чергового життя).
В результаті вийшло, що така мережа, нічого не знаючи власне про пра­
вила гри, просто по вхідному зображенню і цільовій функції навчилася грати
в багато ігор Atari краще людини. Цікаво, однак, що не в усі. Ігри без дов­
35
гострокової стратегії на кшталт Breakout або Video Pinball підкорилися DQN
без проблем, результати були вдесятеро вище людських (нагадаємо, що мова
йде про людей­експертів, кращих гравців світу у відповідній грі). Результати
на рівні людських або трохи краще вийшли в іграх на кшталт Pong і Space
Invaders, де стратегія є, але вона не дуже обов’язкова і не дуже довгостроко­
ва. А ось в іграх, де потрібно думати надовго вперед, нічого не вийшло; на­
приклад, в Montezuma’s Revenge DQN грати абсолютно не навчилася, стійко
отримуючи нульові результати.
І ще одне зауваження: навчання з підкріпленням для ігор та інших подіб­
них відрізняється від більшості інших завдань машинного навчання тим, що
тут у нас фактично необмежене джерело нових тренувальних прикладів. У
випадку ігор Atari ми можемо запускати симулятор гри скільки завгодно раз,
пробуючи різні стратегії і навчаючи модель добре грати. У разі гри в нар­
ди або го модель може скільки завгодно грати сама з собою, теж отримуючи
практично необмежену послідовність прикладів для навчання. І хоча при­
клади ці будуть в певному сенсі залежати від поточної версії моделі ­ в кінці
кінців, саме вона (зазвичай з доданим випадковим шумом для дослідження)
грає, коли створюються нові тренувальні приклади, — це все одно не йде ні
в яке порівняння зі звичайними ситуаціями, коли є якийсь фіксований дата­
сет, і максимум, що ви можете зробити, — додати в нього трохи випадкового
шуму. З іншого боку, навчання оптимальної стратегії методами навчання з
підкріпленням в будь­який досить складній ситуації — це процес довгий і
складний: ті самі моделі DQN для ігор Atari навіть на найсучасніших відео­
картах навчаються за кілька днів, перш ніж можуть показати якісь розумні
результати
Тому цілком логічно, що в глибокому навчанні з підкріпленням основні
сили подальших досліджень поки що зосереджені не на максимально ефек­
тивному використанні кожного тренувального прикладу (їх легко нагенеру­
вати ще), а на тому, щоб максимально швидко навчатися.
Наступний прорив у швидкості навчання був зроблений на основі асин­
хронного навчання з підкріпленням, що використовує дві особливості нав­
чання DQN:
36
­ по­перше, навчання відбувається не після кожного ходу, а шляхом ви­
падкового вибору з накопиченої пам’яті, і для навчання потрібно спо­
чатку зібрати деяку кількість тестових прикладів, а тільки потім онов­
лювати ваги моделі;
­ по­друге, мережа, яка генерує цільові значення для функції втрат, —
це не та ж сама мережа, яка навчається після кожного міні­батчу, вона
може і навіть повинна суттєво відставати від мережі, яка генерує по­
ведінку агента.
Тому виявилося, що навчання з підкріпленням можна розбити на кілька
практично незалежних частин, які повинні ділитися один з одним новинами
тільки в певні досить далеко один від одного віддалені моменти часу, а між
ними можуть працювати абсолютно паралельно і незалежно:
­ повинен все­таки бути якийсь центральний процес, сервер, який збері­
гає поточні значення параметрів, оновлює їх у міру потреби і роздає
всім іншим;
­ перший вид процесів — це власне гравці, які взаємодіють з навколиш­
нім світом і напрацьовують новий досвід; їм потрібно час від часу от­
римувати від сервера оновлення параметрів моделі (вони використову­
ються при виборі дій), а самі вони просто накопичують одиниці досвіду
в вигляді тих самих четвірок (st, at, rt, st+1) і передають накопичений
досвід в загальне сховище пам’яті;
­ другий вид процесів, вчителі, отримують зі сховища пам’яті досвід у
вигляді міні­батчів одиниць досвіду і вважають градієнти функції по­
милки; їм потрібна для цього мережа, яка генерує цільові значення, і
поточна, так що вчителі знаходяться в більш тісному контакті з серве­
ром; але зауважимо, що вони як і раніше абсолютно незалежні, кожен
з них вважає своє власне значення градієнта і свої власні поновлення
для вагів моделі;
­ нарешті, власне сервер збирає всі ці оновлення, застосовує їх до збере­
женої у нього моделі, і в якийсь момент (зазвичай регулярний, але до­
статній точно рідкісний) роздає оновлену модель назад гравцям і вчите­
лям, а також оновлює модель, яка генерує цільові значення; виходить,
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що синхронізація в такій архітектурі, звичайно, потрібна, але її можна
робити відносно рідко.
В роботі [15] цей підхід був застосований для того, щоб розпаралели­
ти навчання з підкріпленням на кластер з декількох комп’ютерів: в розроб­
леній авторами архітектурі з характерною назвою Gorila (від слів General
Reinforcement Learning Architecture) кожен з процесів, описаних вище, може
бути реалізований на окремому комп’ютері.
А потім з’ясувалося, що можна розпаралелити все це ще ефективніше,
якщо в якості окремих агентів використовувати потоки одного і того ж проце­
сора; тоді вони можуть просто звертатися до однієї і тієї ж моделі в пам’яті,
але при цьому все одно робити свою справу відносно незалежно.
Ми зобразили архітектуру Gorila на рис. 1.4. Зверніть увагу, що розпа­
ралелено тут буквально все. По­перше, кілька незалежних гравців (Actors) ді­
ють кожен у своїй копії середовища, породжуючи нові одиниці досвіду й пе­
редаючи їх в глобальну пам’ять (replay memory). По­друге, учителів (learners)
теж кілька: кожен містить копію Q­мережі і обчислює градієнти за своїм чер­
гового міні­батчем тренувальних прикладів, взятому з пам’яті; для підрахун­
ку градієнтів використовується цільова Q­мережу (target network). По­третє,
градієнти ці відправляються на сервер параметрів, який теж тримає кілька
паралельних вузлів (shards), кожен з яких зберігає і оновлює свою окрему
частину вектора параметрів мережі θ.
Цікаво, що асинхронне навчання виявляється не просто швидше, але і
суттєво краще. Причини такого ефекту точно не відомі, але, схоже, справа в
тому ж ефекті, який допомагає стохастичному градієнтному спуску: розподі­
лене асинхронне навчання призводить до того, що модель не намагається за­
надто детально дослідити одну і ту ж частину простору пошуку. Раз гравці
поводяться по­різному, і їх упереджені ставлення до різних частин простору
пошуку усереднюються. В роботі [16] перші результати DQN на іграх Atari
були перевищені в рази при тому, що загальний час навчання зменшився;
цікаво, що для навчання при цьому не використовувалися відеокарти, і все
робилося в 16 потоків на звичайному сучасному процесорі.
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Рисунок 1.4 — Архітектура Gorila
Висновки до розділу 1
В даному розділі проведено аналіз навчання з підкріпленням. В межах
цього аналізу було досліджено задачу навчання з підкріпленням у найпро­
стішому випадку — multi­armed bandits, в якому стан системи є незмінним.
Далі на основі ціього простого випадку побудовано загальний фреймворк
для розв’язку задач навчання з підкріпленням у випадку обмеженої кількості
станів та дій. Далі, запропоновано метод Q­навчання у випадках коли розмір­
ність станів та дій настільки велика, що ніякої можливості перебрати їх усіх




НАВЧАННЯ З ПІДКРІПЛЕННЯМ ТА ФІНАНСОВІ РИНКИ
Науково­дослідна спільнота Deep Learning значною мірою трималася
осторонь фінансових ринків. Можливо, це тому, що фінансова галузь має по­
гану репутацію, проблема не здається цікавою з точки зору дослідження, або
тому, що дані важко і дорого отримати. У цьому розділі буде показано, що
навчання агентів з підкріпленням для торгівлі на фінансових ринках може
бути цікавою дослідницькою проблемою.
2.1 Основи інфраструктури фінансового ринку
Торгівля на криптовалютних (і більшості фінансових) ринків відбуваєть­
ся на так званих безперервних подвійних аукціонах з книжкою відкритих за­
мовлень на біржі. Це означає, що є покупці та продавці, яких біржа зводить
так, щоб вони могли торгувати один з одним. Існує кілька десятків бірж,
і кожна може торгувати дещо різними продуктами (наприклад, Bitcoin або
Ethereum за американський долар). З точки зору інтерфейсу, і щодо даних,
які вони надають, вони виглядають приблизно однаково.
На рис. 2.1 показано інтерфейс біржи GDAX — однієї з найпопулярні­
ших бірж в США.
Розглянемо по порядку зображені на рисунку елементи:
­ Графік цін (посередині). Поточна ціна—це ціна останньої торгівлі. Во­
на змінюється залежно від того, чи була ця торгівля покупкою чи про­
дажем (докладніше про це нижче). Графік цін зазвичай відображається
у вигляді японських свічок, який показує ціни відкритого / стартового
(O), високого (H), низького (L) та закриття / закінчення (C) у визначено­
му часовому вікні. На рис. 2.1 вище цей період становить 5 хвилин, але
ви можете змінити його, використовуючи спадне меню. У стовпчиках
нижче діаграми цін відображають об’єм (V), який є загальним обсягом
усіх торгів, що відбулися в той період. Обсяг важливий, оскільки він
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Рисунок 2.1 — Інтерфейс біржи DGAX
дає відчуття ліквідності ринку. Якщо ви хочете купити біткоін на 100
000 доларів, але продати ніхто не бажає, ринок неліквідний. Ви просто
не можете купити. Високий обсяг торгівлі вказує на те, що багато лю­
дей готові до угод, а це означає, що ви, ймовірно, зможете придбати чи
продати, коли захочете це зробити. Взагалі кажучи, чим більше грошей
ви хочете вкласти, тим більше обсяг торгівлі ви хочете. Обсяг також
вказує на якість тенденції цін. Високий об’єм означає, що ви можете
розраховувати на рух цін більше, ніж якби був низький обсяг. Високий
обсяг часто (але не завжди, як у випадку з ринковими маніпуляціями)
є консенсусом великої кількості учасників ринку.
­ Історія торгів. Права сторона показує історію всіх останніх торгів. Кож­
на торгівля має розмір, ціну, часову позначку та напрямок (купівля чи
продаж). Торгівля — це договір між двома сторонами, що приймають
та виробляють. Детальніше про це нижче.
­ Книга замовлень (зліва). Ліва сторона показує книгу замовлень, яка мі­
стить інформацію про те, хто готовий купувати та продавати за якою
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ціною. Книга замовлень складається з двох сторін: Запити (також нази­
ваються пропозиції) та Ставки. Запити — це люди, які бажають прода­
ти, а торги— люди, які бажають купувати. За визначенням, найкращий
запит,— найнижча ціна, за яку хтось готовий продати, більша, ніж най­
краща пропозиція, — найвища ціна, за яку хтось готовий купити. Як­
би цього не було, торгівля між цими двома сторонами вже відбулася
б. Різниця між найкращим запитом та найкращою ставкою називається
спред. Кожен рівень книги замовлень має ціну та обсяг. Наприклад, об­
сяг 2,0 при рівні ціни 10 000 доларів означає, що ви можете придбати 2
BTC за 10 000 доларів. Якщо ви хочете придбати більше, вам доведеть­
ся заплатити більш високу ціну за суму, що перевищує 2 BTC. Обсяг
на кожному рівні сукупний, це означає, що ви не знаєте, скільки лю­
дей або замовлень складається з 2 BTC. Можливо, одна людина продає
2 BTC, або може бути 100 людей, що продають 0,02 BTC кожен (деякі
біржі надають цей рівень інформації, а більшість не надають). Приклад
на рис. 2.2.
То що відбувається, коли ви відправляєте замовлення на придбання 3
BTC?Ви купуєте (округлюючи) 0,08 BTC за $12,551,00, 0,01 BTC за $12,551,6
і 2,91 BTC за $12,552,00. У GDAX ви також платите 0,3% комісійної пла­
ти, загалом близько 1,003 * (0,08 * 12551 + 0,01 * 12551,6 + 2,91 * 12552)
= $37,768,88 та середня ціна за BTC 37768,88 / 3 = $12,589,62. Важливо за­
уважити, що те, що ви насправді платите, набагато вище, ніж $12 551,00, яка
була поточна ціна! 0,3% комісія на GDAXнадзвичайно висока порівняно з ко­
місіями на фінансових ринках, а також набагато вища, ніж комісія багатьох
інших бірж криптовалют, які часто становлять від 0% до 0,1%.
Також зауважте, що вашим замовленням на купівлю було витрачено
весь обсяг, який був доступний на рівні $12,551.00 та $12,551,60. Таким чи­
ном, книга замовлень рухатиметься вгору, і найкращим запитом стане $12
552,00. Поточна ціна також стане 12 552,00 доларів, адже саме там відбулася
остання торгівля. Продаж працює аналогічно лише тому, що ви зараз працю­
єте на стороні ставок книги замовлень і, можливо, рухаєте книгу замовлень (і
ціну) вниз. Іншими словами, розміщуючи замовлення на покупку та продаж,
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Рисунок 2.2 — Книга замовлень
ви вилучаєте обсяг з книги замовлень. Якщо ваші замовлення досить вели­
кі, ви можете змістити книгу замовлень на кілька рівнів. Насправді, якби ви
розмістили дуже велике замовлення на кілька мільйонів доларів, ви змінили
б замовлення та ціну значно.
Як замовлення потрапляють до книги замовлень?Це різниця між ринко­
вими та лімітними замовленнями. У наведеному вище прикладі ви оформили
ринкове замовлення, яке в основному означає ”Купівля / продаж X суми BTC
за найкращою можливою ціною зараз”. Якщо ви не будете уважні до того, що
є в книзі замовлень, ви можете заплатити значно більше, ніж показує поточна
ціна. Наприклад, уявіть, що більшість нижчих рівнів у книзі замовлень мали
лише обсяг 0,001 BTC. Більшість обсягу вашої покупки потім узгоджувати­
меться на значно вищому, дорожчому, рівні цін. Якщо ви подаєте лімітне за­
мовлення, яке також називається пасивним замовленням, ви вказуєте ціну та
кількість, які ви хочете придбати чи продати. Замовлення буде розміщено в
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книзі, і ви можете скасувати його до тих пір, поки воно не збігається. Напри­
клад, припустимо, що ціна на біткойн становить 10 000 доларів, але ви хочете
продати за 10 1010 доларів. Ви розміщуєте лімітне замовлення. По­перше, ні­
чого не відбувається. Якщо ціна продовжує рухатися вниз, ваше замовлення
просто сидітиме там, нічого не робить, і ніколи не буде відповідати. Ви може­
те скасувати її будь­коли. Однак якщо ціна рухається вгору, ваше замовлення
в якийсь момент стане найкращою ціною в книзі, і наступна особа, яка подає
ринкове замовлення на достатню кількість, відповідатиме їй.
Ринкові замовлення беруть ліквідність з ринку. Порівнюючи замовлен­
ня з книги замовлень, ви знімаєте можливість торгувати з іншими людьми—
залишилось менше обсягу! Ось чому ринкові замовлення або учасники ринку
часто повинні платити більш високу плату, ніж виробники ринку, які кладуть
замовлення в книгу. Обмежуйте замовлення, що забезпечують ліквідність,
оскільки вони надають іншим можливість торгувати. У той же час лімітні
замовлення гарантують, що ви не заплатите більше, ніж ціна, зазначена в лі­
мітному порядку. Однак ви не знаєте, коли або якщо хтось відповість вашо­
му замовленню. Ви також даєте ринку інформацію про те, якою ви вважаєте,
якою повинна бути ціна. Це також може використовуватися для маніпулю­
вання іншими учасниками ринку, які можуть діяти певним чином, виходячи
з замовлень, які ви виконуєте чи додаєте до книги. Оскільки вони надають
можливість торгувати та надавати інформацію, виробники ринку, як прави­
ло, платять менші збори, ніж суб’єкти ринку. Деякі біржі також надають зу­
пинки, які дозволяють встановити максимальну ціну для ваших ринкових за­
мовлень.
2.2 Дані
Для прикладу використовуються дані з криптовалютних бірж по при­
чині їх відкритості і доступності. Багато бірж мають відкритий API.
­ Торгівля (рис. 2.3). Сталася нова торгівля. Кожна торгівля має часову
позначку, унікальний ідентифікатор, присвоєний біржею, ціною, роз­
міром і стороною, як обговорювалося вище. Якби ви хотіли скласти
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графік цін активу, ви просто складете ціну всіх торгів. Якщо ви хотіли
скласти японські свічки, ви б відкрили вікно торгових подій протягом
певного періоду, наприклад, п’яти хвилин, а потім склали графік вікон.
Рисунок 2.3 — Торгівля
­ Оновлення книги замовлень (рис. 2.4). Оновлено один або кілька рів­
нів у книзі замовлень. Кожен рівень складається зі сторони (Buy = Bid,
Sell = Ask), ціни / рівня та нової кількості на цьому рівні. Зауважте,
що це зміни або дельти, і ви повинні створити повну книгу замовлень
самостійно, об’єднавши їх.
Рисунок 2.4 — Оновлення книги замовлень
­ Знімок книги замовлень (рис. 2.5). Схоже на оновлення книги замов­
лень, але знімок повної книги замовлень. Оскільки повна книга замов­
лень може бути дуже великою, скоріше і ефективніше використовувати
події оновлення. Однак випадковий знімок може бути корисним.
Це майже все, що потрібно для ринкових даних. Потік вищезгаданих
подій містить всю інформацію, яку ви бачили в інтерфейсі GUI. Ви можете
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Рисунок 2.5 — Знімок книги замовлень
уявити, як можна було зробити прогнозування на основі потоку вищевказа­
них подій.
2.3 Метрики для торгівлі
Розробляючи алгоритми торгівлі, для чого ви оптимізуєте? Очевидна
відповідь — це прибуток, але це не вся історія. Вам також потрібно порів­
няти свою торгову стратегію з базовими і порівняти її ризик та мінливість з
іншими інвестиціями. Ось кілька основних основних показників, якими ко­
ристуються торговці.
­ Net P&L (Чистий прибуток і збитки). Просто скільки грошей алгоритм
заробляє (позитивно) або втрачає (негативно) протягом певного періоду
часу за вирахуванням торгових комісій.
­ Alpha та Beta. Альфа визначає, наскільки краще, з точки зору прибут­
ку, ваша стратегія порівняно з альтернативною, відносно безризико­
вою, інвестицією, як державна облігація. Навіть якщо ваша стратегія
вигідна, вам може бути краще інвестувати в безризикову альтернати­
ву. Бета­версія тісно пов’язана і говорить про те, наскільки мінливою є
ваша стратегія порівняно з ринковою. Наприклад, бета­версія 0,5 озна­
чає, що ваша інвестиція рухається на 1 долар, коли ринок рухається на
2 долари.
­ Коефіцієнт Шарпа. Коефіцієнт Шарпа вимірює надлишкову віддачу на
одиницю ризику, яку ви берете на себе. Це в основному ваша прибут­
ковість капіталу над стандартним відхиленням, скоригованим на ризик.
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Таким чином, чим вище, тим краще. Він враховує як мінливість вашої
стратегії, так і альтернативну безризикову інвестицію.
­ Максимальне зниження. Максимальне зниження ­ це максимальна різ­
ниця між локальним максимумом та наступним локальним мінімумом,
ще однимпоказником ризику. Наприклад, максимальне скорочення 50%
означає, що ви втрачаєте 50% свого капіталу в якийсь момент. Потім
потрібно зробити 100% прибуток, щоб повернутися до початкової суми
капіталу. Ясна річ, що нижче максимальне скорочення краще.
­ Значення ризику (VaR). Значення ризику — це показник ризику, який
кількісно визначає, скільки капіталу ви можете втратити за певний пе­
ріод часу з певною вірогідністю, припускаючи нормальні ринкові умо­
ви. Наприклад, 1­денний 5% VaR в розмірі 10% означає, що існує 5%
шансів, що ви можете втратити більше 10% від інвестицій протягом
дня.
2.4 Навчання з учителем
Перш ніж розглядати проблему з точки зору навчання з підкріпленням,
давайте розберемося, як би ми йшли до створення вигідної торгової стратегії,
використовуючи підхід навчання з учителем. Тоді ми побачимо, що в цьому
не так, і чому ми хочемо використовувати методи навчання з підкріпленням.
Найбільш очевидний підхід, який ми можемо застосувати, — це про­
гнозування цін. Якщо ми можемо передбачити, що ринок підніметься, ми
можемо купувати зараз і продавати, коли ринок перемістився. Або, що рів­
носильно, якщо ми прогнозуємо, що ринок знизиться, ми можемо піти на
короткий термін (запозичити актив, який ми не маємо), а потім придбати, як
тільки ринок переміститься. Однак з цим є кілька проблем.
Перш за все, яку ціну насправді прогнозуємо? Як ми вже бачили ви­
ще, у нас немає єдиної ціни. Остаточна ціна, яку ми сплачуємо, залежить від
обсягу, доступного на різних рівнях книги замовлень, і від плати, яку нам по­
трібно сплатити. Наївна річ — передбачити середню ціну, яка є серединою
між найкращою ставкою та найкращим запитом. Саме так роблять більшість
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дослідників. Однак це лише теоретична ціна, а не те, на чому ми можемо ви­
конувати замовлення, і може суттєво відрізнятися від реальної ціни, яку ми
платимо.
Наступне питання—часовиймасштаб. Чи прогнозуємоми ціну наступ­
ної торгівлі? Ціна на наступну секунду? Хвилину? Годину? День? Інтуїтив­
но зрозуміло, чим далі в майбутньому ми хочемо прогнозувати, тим більше
невизначеності і тим складніше стає проблема передбачення.
Давайте подивимось на приклад. Припустимо, що ціна BTC становить
10 000 доларів, і ми можемо точно передбачити, що ціна зросте з 10 000 до
10,050 доларів у наступну хвилину. Отже, чи означає це, що ви можете отри­
мати 50 доларів прибутку, купуючи і продаючи? Давайте зрозуміємо, чому
це не так:
­ Ми купуємо, коли найкраща пропозиція — 10 000 доларів. Швидше за
все, ми не зможемо заповнити всі наші 1,0 BTC за цією ціною, оскіль­
ки книга замовлення не має необхідного обсягу. Ми можемо змушені
купувати 0,5 BTC за 10 000 доларів і 0,5 BTC за 10 1010 доларів, серед­
ня ціна 10 005 доларів. У GDAX ми також сплачуємо 0,3% комісійного
збору, що відповідає приблизно 30 доларів.
­ Ціна зараз становить 10,050 доларів, як було передбачено. Ми розмі­
щуємо замовлення на продаж. Оскільки ринок рухається дуже швидко,
до моменту доставки замовлення по мережі ціна вже знизилася. Скажі­
мо, зараз це $10,045. Як і вище, ми, швидше за все, не можемо продати
всі ваші 1 BTC за ціною. Можливо, ми змушені продавати 0,5 BTC —
10,045 доларів і 0,5 BTC за 10,040 доларів, середня ціна 10,042,5 долара.
Тоді ми сплачуємо ще 0,3% комісійного збору, що відповідає приблиз­
но 30 доларів.
Отже, скільки грошейми заробили?−10005−30−30+10042, 5 = −22, 5
дол. Замість того, щоб заробити $50, ми втратили $22,5, хоча ми точно перед­
бачили великий рух цін протягом наступної хвилини! У наведеному вище
прикладі для цього було три причини: відсутність ліквідності на рівні замов­
лень найкращого порядку, мережеві затримки та збори, жодна з яких контро­
льована модель не могла враховувати.
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Які висновки тут можна зробити? Для того, щоб заробити гроші за до­
помогою простої стратегії прогнозування цін, ми повинні передбачити від­
носно великі зміни цін протягом більш тривалих періодів часу або бути дуже
розумними щодо наших зборів та управління замовленнями. І це дуже склад­
на проблема передбачення. Ми могли економити на зборах, використовуючи
ліміт замість ринкових замовлень, але тоді у нас не було би гарантій щодо
відповідності наших замовлень, і нам потрібно було б побудувати складну
систему управління замовленнями та скасування замовлень.
Але є ще одна проблема з навчанням з учителем: у нас немає політики.
У наведеному вище прикладі ми купили, тому що ми передбачили, що ціна
рухатиметься вгору, і вона фактично рухається вгору. Все йшло за планом.
Але що робити, якщо ціна знизилася? Ви б продали? Витримали позицію і
чекали? Що робити, якщо ціна трохи піднялася вгору, а потім знову знизи­
лася? Що робити, якщо ми не були впевнені в прогнозі, наприклад, на 65%
і на 35% вниз? Ви б все­таки купили? Як ви обираєте поріг для розміщення
замовлення?
Таким чином, вам потрібно більше, ніж просто модель прогнозування
цін (якщо тільки ваша модель не є надзвичайно точною та надійною). Нам
також потрібна політика на основі правил, яка враховує ваші прогнози цін
і вирішує, що насправді робити: розміщуйте замовлення, не робіть нічого,
скасовуйте замовлення тощо. Як ми можемо придумати таку політику? Як ми
оптимізуємо параметри політики та пороги прийняття рішень? Відповідь на
це не очевидна, і багато людей використовують просту евристику чи людську
інтуїцію.
2.5 Типова стратегія
На щастя, існують рішення багатьох перерахованих вище проблем. По­
гана новина в тому, що рішення не дуже ефективні. Давайте розглянемо ти­
повий робочий процес для розробки торгової стратегії (рис. 2.7):
а) Аналіз даних: Ви здійснюєте дослідницький аналіз даних, щоб знайти
можливості торгівлі. Ви можете переглянути різні діаграми, обчислити
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Рисунок 2.6 — Типова схема розробки політики
статистику даних тощо. Результатом цього кроку є ”ідея”для торгової
стратегії, яку слід підтвердити;
б) Навчання з учителем: Якщо необхідно, ви можете навчити одну або
кілька моделей навчання з учителем, щоб передбачити кількість ціка­
вих, необхідних для роботи стратегії. Наприклад, прогнозування цін,
прогнозування кількості тощо;
в) Розробка політики: Потім ви розробляєте політику, засновану на пра­
вилах, яка визначає, які дії потрібно вжити на основі поточного ста­
ну ринку та результатів моделей, що контролюються. Зауважте, що ця
політика також може мати параметри, наприклад пороги прийняття рі­
шень, які потрібно оптимізувати. Ця оптимізація робиться пізніше;
г) Backtesting: Ви використовуєте симулятор для тестування початкової
версії стратегії на сукупності історичних даних. Симулятор може вра­
ховувати такі речі, як ліквідність замовлень, затримки в мережі, плату
тощо. Якщо стратегія справно працює, ми можемо перейти до оптимі­
зації параметрів;
д) Оптимізація параметрів: Тепер ви можете здійснювати пошук, напри­
клад, пошук по сітці, за можливими значеннями параметрів стратегії,
таких як пороги або коефіцієнт, знову ж таки, використовуючи трена­
жер та набір історичних даних. Тут перевищення історичних даних є
великим ризиком, і ви повинні бути обережними з використанням пра­
вильних наборів перевірки та тестів;
е) Моделювання та торгівля папером: Перед тим, як стратегія розпочнеть­
ся реалізація, моделювання проводиться на нових ринкових даних у ре­
жимі реального часу. Це називається торгівлею на папері і допомагає
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запобігти надмірному розміщенню. Тільки якщо стратегія є успішною
в торгівлі папером, вона розгортається в реальному середовищі;
ж) Жива торгівля: Стратегія зараз працює на біржі;
Це складний процес. Це може дещо відрізнятися залежно від фірми чи
дослідника, але щось подібне відбувається, коли розробляються нові торгові
стратегії. Тепер, чому цей процес не є ефективним? Причин є кілька:
а) Цикли ітерації повільні. Крок 1­3 в основному заснований на інтуїції,
і ви не знаєте, чи працює ваша стратегія, поки не буде здійснена опти­
мізація на кроці 4­5, можливо, змусивши вас почати з нуля. Насправді
кожен крок пов’язаний з ризиком невдачі і змушує вас почати з нуля;
б) Моделювання приходить занадто пізно. Ви чітко не враховуєте фак­
торів навколишнього середовища, таких як затримки, збори та ліквід­
ність до кроку 4. Чи не повинні ці речі безпосередньо інформувати про
розробку стратегії чи параметри вашої моделі?
в) Політика розробляється незалежно від моделей, хоча вони тісно взає­
модіють. Контрольовані прогнози є вкладом у політику. Чи не було б
сенсу спільно їх оптимізувати?
г) Політика проста. Вони обмежуються тим, що люди можуть придумати;
д) Оптимізація параметрів неефективна. Наприклад, припустимо, що ви
оптимізуєте комбінацію прибутку та ризику, і ви хочете знайти пара­
метри, які дають вам високу коефіцієнт різкості. Замість використання
ефективного підходу, заснованого на градієнті, ви робите неефектив­
ний пошук по сітці та сподіваєтесь, що ви знайдете щось хороше (при
цьому не перестарайтеся).
Тепер розглянемо як з цією задачею впорається навчання з підкріплен­
ням.
2.6 Використання навчання з підкріпленням для торгівлі
Традиційну проблему навчання з підкріпленням можна сформулювати
як процес прийняття рішень Маркова (MDP) (рис. ??). У нас є агент, що діє в
оточенні. Кожен момент часу t агент отримує як вхід поточний стан, St, здійс­
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нює дію At і отримує винагороду Rt+1 і наступний стан St+1. Агент вибирає
дію на основі деякої політики pi : At = pi(St). Наша мета ­ знайти політи­
ку, яка максимально збільшує сукупну винагороду
∑
Rt протягом деякого
кінцевого або нескінченного часового горизонту.
Рисунок 2.7 — Взаємодія агента і середовища у Марковському процесі
2.6.1 Агент
Почнемо з легкої частини. Агент — наш торговий агент. Ви можете ду­
мати про агента як про людину­торговця, який відкриває графічний інтер­
фейс біржі та приймає торгове рішення, виходячи з поточного стану біржі та
його рахунку.
2.6.2 Середовище
Це вже дещо складніше. Очевидною відповіддю було б те, що обмін
— це наше середовище. Але важливо зазначити, що на одній біржі є багато
інших агентів, як людей, так і алгоритмічних гравців ринку. Припустимо на
мить, що ми вживаємо заходів щомісяця (докладніше про це нижче). Ми вжи­
ваємо певних дій, почекаємо хвилину, отримуємо новий стан, вживаємо ще
одну дію тощо. Коли ми спостерігатимемо новий стан, це буде реакція ринко­
вого середовища, яка включає відповідь інших агентів. Таким чином, з точки
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зору нашого агента, ці агенти також є частиною навколишнього середовища.
Вони не те, що ми можемо контролювати.
Однак, складаючи інших агентів у якесь велике складне середовище,
ми втрачаємо можливість явно моделювати їх. Наприклад, можна уявити, що
ми могли б навчитися створювати алгоритми та стратегії, якими керують ін­
ші торговці, а потім навчитися їх використовувати. Це зробило б нас про­
блемою багатоагентним навчанням з підкріплення (MARL), яка є активною
дослідницькою сферою. Для простоти, припустимо, ми не робимо цього, і
припустимо, що ми взаємодіємо з єдиним складним середовищем, яке вклю­
чає поведінку всіх інших агентів.
2.6.3 Стан
У випадку торгів на біржі ми не спостерігаємо повного стану навко­
лишнього середовища. Наприклад, ми не знаємо про те, що інші агенти зна­
ходяться в оточенні, скільки їх є, які залишки на їхніх рахунках або які їхні
відкриті лімітні замовлення. Це означає, що ми маємо справу з частково спо­
стережуваним процесом рішення Маркова (POMDP). Що зауважує агент —
це не фактичний стан середовища довкілля, а деяка деривація цього. Назвемо
спостереження Xt, яке обчислюється за допомогою деякої функції повного
стану Xt~O(St).
У нашому випадку спостереження на кожному кроці часу — це про­
сто історія всіх обмінних подій (описаних у розділі даних вище), отриманих
до часу t. Ця історія подій може бути використана для створення поточного
стану обміну. Однак для того, щоб наш агент приймав рішення, слід спо­
стерігати ще кілька речей, зокрема спостереження за поточним рахунком та
замовлення на відкритий ліміт, якщо такі є.
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2.6.4 Часовий масштаб
Нам потрібно вирішити, в якому часовому масштабі ми хочемо діяти.
Дні? Години? Хвилини? Секунди? Наносекунди? До всього цього потрібні
різні підходи. Хтось, хто купує актив і тримає його протягом декількох днів,
тижнів або місяців, часто робить довгострокову ставку на основі аналізу, на­
приклад Чи буде Bitcoin успішним?. Найчастіше ці рішення визначаються
зовнішніми подіями, новинами або фундаментальним розумінням вартості
або потенціалу активів. Оскільки такий аналіз, як правило, вимагає розумін­
ня того, як працює світ, автоматизувати за допомогою методів машинного
навчання може бути важко. З іншого боку, у нас є високочастотні методи
торгівлі (HFT), де рішення майже повністю ґрунтуються на сигналах мікро­
структури ринку. Рішення приймаються на часових шкалах наносекунди, а
торгові стратегії використовують спеціальні підключення до бірж та надзви­
чайно швидкі, але прості алгоритми роботи апаратного забезпечення FPGA.
Ще один спосіб подумати над цими двома крайнощами — це поняття люд­
ство. Перший вимагаєширокого перегляду картини та розуміння того, як пра­
цює світ, людської інтуїції та аналізу на високому рівні, а останній — про
просте, але надзвичайно швидке узгодження шаблону.
Нейронні мережі користуються популярністю, оскільки, маючи бага­
то даних, вони можуть вивчити складніші уявлення, ніж алгоритми, такі як
лінійна регресія чи наївний байес. Але глибокі нейронні мережі також по­
вільні, відносно кажучи. Вони не можуть робити прогнози на наносекундних
масштабах часу і тому не можуть конкурувати зі швидкістю алгоритмів HFT.
Ось чому я думаю,що солодке місце знаходиться десь посеред цих двох край­
нощів. Ми хочемо діяти у часовій шкалі, коли ми можемо аналізувати дані
швидше, ніж це можливо, але де розумніші дозволяють нам обіграти швид­
кі, але прості алгоритми. Торговці­люди, можуть також діяти в цих часових
масштабах, але не так швидко, як алгоритми. І вони, звичайно, не можуть
синтезувати ту саму кількість інформації, яку може алгоритм за той самий
проміжок часу. Це наша перевага.
Ще однією причиною діяти у відносно короткі часові шкали є те, що
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шаблони даних можуть бути більш очевидними. Наприклад, оскільки біль­
шість торговців­людей дивляться на точно такі ж (обмежені) графічні інтер­
фейси користувача, які мають заздалегідь визначені ринкові сигнали (напри­
клад, сигнал MACD, вбудований у багато обмінних графічних інтерфейсів),
їх дії обмежуються інформацією, присутньою в цих сигналах , що призводить
до певних моделей дій. Аналогічно алгоритми, що працюють на ринку, діють
на основі певних зразків. Ми сподіваємось, що алгоритми Deep RL можуть
підібрати ці зразки та використовувати їх.
Зауважте, що ми можемо також діяти на змінних масштабах часу на
основі деякого тригерного сигналу. Наприклад, ми могли вирішити вжити
заходів, коли на ринку відбулася велика торгівля. Такий, як агент на основі
тригера, все ще приблизно відповідатиме деякій часовій шкалі, залежно від
частоти події тригера.
2.6.5 Простір дій
У навчанні з підкріпленням ми робимо розмежування між дискретни­
ми (кінцевими) та безперервними (нескінченними) просторами дій. Залежно
від того, наскільки складним ми хочемо бути нашим агентом, ми маємо пару
варіантів. Найпростішим підходом було б три дії: купувати, утримувати та
продавати. Це працює, але це обмежує нас у розміщенні ринкових замовлень
та вкладанні детермінованої кількості грошей на кожному кроці. Наступним
рівнем складності було б дозволити нашому агенту дізнатися, скільки грошей
інвестувати, наприклад, виходячи з невизначеності нашої моделі. Це поста­
вило б нас у простір безперервної дії, оскільки нам потрібно визначитися як
з (дискретною) дією, так і з (безперервною) величиною. Ще складніший сце­
нарій виникає тоді, коли ми хочемо, щоб наш агент міг розміщувати лімітні
замовлення. У такому випадку наш агент повинен визначити рівень (ціну) та
кількість замовлення.
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Висновки до розділу 2
В даному розділі проведено аналіз фінансових ринків та застосування
навчання з підкріпленням до торгівлі на них. В межах цього аналізу було
досліджено структуру ринку, принципи його роботи, основні критерії яко­
сті стратегії до торгівлі на фінансових ринках. Було запропоновано заміни­
ти довгий та складний процес побудови стратегії торгівлі з використанням
навчання з учителем на рішення на основі навчання з підкріпленням, що поз­
бавляє від необхідності в великій кількості роботи, яку необхідно проробити,




Розглянувши усі необхідні теоретичні деталі, перейдемо безпосередньо
до побудови реальної моделі і її тестування.
3.1 Дані
Для перевірки рішення було обрано кілька акцій таких компаній, як
Google, Apple, Tesla. В якості джерела інформацію про ціну тих чи інших
акцій було обрано Yahoo Finance.
На рис. 3.1 зображено як виглядають дані.
Рисунок 3.1 — Дані
Приклади цін на закритті зображено на рис. 3.2, рис. 3.3, рис. 3.4 та рис.
3.5
На кожному графіку добре видно моменти коли ціни на акції сильно
падають, а потім за якийсь час відновлюються в позиціях і навіть міцнішають.
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Рисунок 3.2 — Індекс S&P
Рисунок 3.3 — Ціни на акції Apple
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Рисунок 3.4 — Ціни на акції Google
Рисунок 3.5 — Ціни на акції Tesla
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Самі в такі моменти нам би хотілось, щоб агент діяв— купив за максимально
низьку ціну і продав за якомога більшу.
3.2 Архітектура моделі
Модель реалізує Q­навчання, яке було описане у першому розділі. У
якості середовища були взяті ціни за 10 останніх днів, далі, за допомогою
фреймворка Keras була побудована проста нейронна мережа, яка намагалась
вивчити політику.
Модель реалізує дуже цікаву концепцію під назвою перепрогравання
досвіду. Ця методика, що використовується у відомому AlphaGo, покращує
стабільність моделі, зберігаючи попередній досвід агента та випадково від­
творюючи їх.







В загальному, архітектура моделі зображено на рис. 3.6. У якості ней­
ронної мережі була використана звичайна повнозв’язна трьох шарова ней­
ронна мережа.
3.3 Результати
В силу незначних обчислювальних потужностей, мережа тренувалась
не тривалий час, і при продовженні цього процесу є шанс, що результати бу­
дуть кращими.
На рис. 3.7 зображено результати роботи алгоритму на акціях Alibaba.
Зелені крапочки символізують купівлю, червоні — продаж. В цілому видно
розумну поведінку — на спаді модель надавала перевагу купівлі, а при зрос­
танні ціни більше продавала. Але при цьому на тестовій ділянці, по закінчен­
ню роботи алгоритму ми опинились з 300 доларами менше, ніж на початку.
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Рисунок 3.6 — Архітектура моделі
Скоріш за все, це обумовлено тим, що на початку модель занадто оптимістич­
но скупила багато акцій, а по графіку ми бачимо, що до кінця періоду ціна
впала сильно і не встигла піднятись до показників початку періоду.
Рисунок 3.7 — Результати роботи на акціях Alibaba
На рис. 3.8 зображено результати роботи алгоритму на акціях Apple.
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Позначки мають те саме значення. Поведінка дуже схожа на поведінку на по­
передньому прикладі. При цьому, в даному випадку ми «заробили» 160 до­
ларів. Це обумовлено тим, що ціни на акції в цілому виросли за цей проміжок
часу.
Рисунок 3.8 — Результати роботи на акціях Apple
Висновки до розділу 3
У цьому розділі представлені результати роботи реалізованого алгорит­
му. Отримані результати радше говорять про те, що алгоритм потрібно нав­




В останні роки набув великої популярності такий вид малого підприєм­
ництва як стартап.
Стартап­проект – є комерційним проектом, який знаходиться в стані ро­
зробки, або нещодавно вийшов на ринок. Характерною особливістю старта­
пу, що відрізняє його від малого бізнесу, є оригінальність та інновації, він не
може бути копією вже реалізованих ідей. При цьому проект не обов’язково
повинен бути масштабного характеру, головне, щоб він був креативним, а
його завдання – спрощувати людям будь­які дії в їх повсякденному житті.
Наразі, з появою Інтернету та сучасних технологій, стало простіше за­
ходити на ринок, знаходити інвесторів та споживачів. З’явилося набагато
більше можливостей для розвитку свого проекту за кордоном, ніж раніше.
Проте розробка стартапу є досить ризикованим завданням. Не всім вдаєть­
ся довести свій стартап­проект до ринкового впровадження. За статистикою
успіху досягає лише 10­20% від усіх стартап­проектів.
Запуск стартапу передбачає цілий ряд обов’язкових дій, в межах яких
визначають ринкові перспективи стартапу, графік розробки, принципи ор­
ганізації виробництва, заходи з залучення інвесторів та аналіз ризиків.
4.1 Опис ідеї проекту
У таблиці 4.1 подано зміст ідеї стартап­проекту, можливі напрямки за­
стосування та основні вигоди, що може отримати користувач товару. У таб­
лиці 4.2 визначені сильні, слабкі та нейтральні сторони проекту.
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одержувати гроші дані на
основі побудованої моделі



















1. Ціна Низька Середня Висока Висока
2. Функціонал Вузький Вузький Широкий Широкий
Отже, з табл. 4.2 можна визначити, що ціна є сильною характеристикою
для потенційного товару, а функціонал, зважаючи на напрямки застосування
товару, є нейтральною властивістю.
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4.2 Технологічний аудит ідеї проекту
За результатами аналізу таблиці 4.3 можна зробити висновок про мож­
ливість технологічної реалізації проекту.
Таблиця 4.3 — Технологічна здійсненність ідеї проекту



























(Обрана технологія реалізації ідеї проекту: прогнозування на
основі методу логістичної регресії
4.3 Аналіз ринкових можливостей запуску стартап­проекту
Визначення ринкових можливостей, які можна використати під час рин­
кового впровадження проекту, та ринкових загроз, які можуть перешкодити
реалізації проекту, дозволяє спланувати напрями розвитку проекту із ураху­
ванням стану ринкового середовища, потреб потенційних клієнтів та пропо­
зицій проектів­конкурентів.
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Проведемо аналіз попиту: наявність попиту, обсяг, динаміка розвитку
ринку (табл. 4.4).
Таблиця 4.4 — Попередня характеристика потенційного ринку стартапу
№ п/п Показники стану ринку (найменування) Характеристика
1 Кількість головних гравців, од 3
2 Загальний обсяг продаж, грн/ум.од 100 000 ум.од
3 Динаміка ринку (якісна оцінка) Зростає
4








Середня норма рентабельності в галузі
(або по ринку), %
75%
За результатами аналізу таблиці 4.4 можна зробити висновок, що ринок
є привабливим для входження за попереднім оцінюванням.
Визначимо потенційні групи клієнтів, їх характеристики, та сформуємо
орієнтовний перелік вимог до товару для кожної групи (табл. 4.5).
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Проведемо аналіз ринкового середовища: таблиці факторів, що сприя­
ють ринковому впровадженню проекту, та факторів, що йому перешкоджа­
ють (табл. №№ 4.6­4.7).
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Таблиця 4.6 — Фактори загроз






Вихід на ринок ве­
ликої компанії




















Таблиця 4.7 — Фактори можливостей


























ту під нові сфери
використанняу
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Проведемо аналіз пропозиції: визначимо загальні риси конкуренції на
ринку (табл. 4.8).







дії компанії, щоб бути
конкурентоспромож­
ною)






дукту та постійні вдос­
коналення
2. За рівнем конкурент­















4. Конкуренція за вида­
ми товарів: ­ товарно­
родова
Присутня конкурен­






















продукту а не бренду
компанії
Після аналізу конкуренції проведемо більш детальний аналіз умов кон­
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куренції в галузі (за моделлю 5 сил М. Портера) (табл. 4.9).




























































На основі аналізу конкуренції (табл. 4.9), а також із урахуванням харак­
теристик ідеї проекту (табл. 4.2), вимог споживачів до товару (табл. 4.5) та
факторів маркетингового середовища (табл.№№4.6­4.7) визначимо та обґрун­
туємо перелік факторів конкурентоспроможності (табл. 4.10).
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чинників, що роблять фак­














За визначеними факторами конкурентоспроможності (табл. 4.10) про­
ведемо аналіз сильних та слабких сторін стартап­проекту (табл. 4.11).








у Бали порівнянні з
“SmartTrade”
­3 ­2 ­1 0 +1 +2 +3
1 Ціна 18 +
2 Функціонал 10 +
3 Зручний інтерфейс 12 +
Складемо SWOT­аналіз (матриця аналізу сильних (Strength) та слабких
(Weak) сторін, загроз (Troubles) та можливостей (Opportunities)) (табл. 4.12)
на основі виділених ринкових загроз та можливостей, та сильних і слабких
сторін (табл. 4.11).
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Таблиця 4.12 — SWOT­аналіз стартап­проекту




ція, поява нових потреб спожи­
вачів
Загрози: Висока конкуренція, не
відповідність потребам спожи­
вачів
На основі SWOT­аналізу визначимо альтернативи ринкової поведінки
(перелік заходів) для виведення стартап­проекту на ринок та орієнтовний оп­
тимальний час їх ринкової реалізації з огляду на потенційні проекти конку­
рентів, що можуть бути виведені на ринок (табл. 4.13).













2 Створення веб­сервісу 60% 5 місяці
4.4 Розроблення ринкової стратегії проекту
Розроблення ринкової стратегії першим кроком передбачає визначення
стратегії охоплення ринку: опис цільових груп потенційних споживачів (табл.
4.14).
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Які цільові групи обрано: 1
Для роботи в обраних сегментах ринку сформуємо базову стратегію
розвитку (табл. 4.15).














































Оберемо стратегію конкурентної поведінки (табл. 4.16).



































Сформуємо ринкову позицію, за якою споживачі мають ідентифікувати
проект(табл. 4.17).
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4.5 Розроблення маркетингової програми стартап­проекту
У табл. 4.18 підсумуємо результати попереднього аналізу конкуренто­
спроможності товару.
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Розроблена трирівнева маркетингова модель товару(табл. 4.19).
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Таблиця 4.19 — Опис трьох рівнів моделі товару
Рівні товару Сутність та складові
І. Товар за заду­
мом
Програмний продукт для прогнозування кредитоспро­
можності фізичних осіб. Повинен бути зручним, швид­
ким та безпечним
ІІ. Товар у реаль­
ному виконанні
Властивості/характеристики М/Нм Вр/Тх /Тл/Е/Ор
1. Попередня обробка даних





ІІІ. Товар із під­
кріпленням
До продажу: відсутнє
Після продажу: навчання персоналу, супровід, технічна
підтримка
Вихідний код програмного продукту є закритим, та не передається клієн­
там і третім особам. На програмний продукт оформлено авторське право
Визначимо цінові межі, якими необхідно керуватись при встановленні
ціни на товар (табл. 4.20).
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Визначимо оптимальну систему збуту (табл. 4.21).
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Розроблена концепція маркетингових комунікацій,що спирається на по­
передньо обрану основу для позиціонування, визначену специфіку поведінки
клієнтів (табл. 4.22).
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Висновки до розділу 4
В даному розділі проведено аналіз створення та виведення на ринок
стартап­проекту на основі програмного продукту, який було розроблено в
рамках магістерської дисертації. В межах цього аналізу було розроблено опис
самої ідеї проекту, визначено загальні напрями використання товару, про­
аналізовано ринкові можливості щодо впровадження проекту, визначено від­
мінності від конкурентів та розроблено стратегію виходу на ринок. Узагаль­
нюючи проведений аналіз, можна зазначити, що є можливість ринкової ко­
мерціалізації проекту. Наявний попит, динаміка ринку зростає. З огляду на
потенційні групи клієнтів, а саме фінансові установи, та високий рівень кон­
курентоспроможності проекту, є достатні перспективи для впровадження стар­
тапу. Отже, подальша імплементація проекту є доцільною.
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ВИСНОВКИ
Дана робота присвячена аналізу, побудові та використанню навчання з
підкріпленням для торгівлі на фінансових біржах.
Після ознайомлення з теоретичним матеріаломщодо суті проблематики
та принципів роботи технології навчання з підкріпленням, основними стати­
стичними та математичними методами алгоритмічної торгівлі та застосуван­
ня методів навчання з підкріпленням до них, було побудовано систему для
прийняття рішень щодо операцій із цінними паперами в фінансових устано­
вах.
В якості практичного прикладу застосування СППР, було розроблено
програмний продукт з використанням технологій Python у середовищі роз­
робки Jupyter Notebook. У даній системі було реалізовано модель навчання з
підкріпленням для короткострокової торгівлі цінними паперами.
Отримані результати показують, що методи, розглянуті в роботі, пока­
зують різні результати в залежності від виду цінних паперів, якими ми тор­
гуємо. Модель не здатна побачити в далекій перспективі падіння цін на ак­
тиви, тому може втратити багато грошей, зробивши поганий вклад в далекій
перспективі.
Результати магістерської дисертації:
а) запропоновано архітектуру системи підтримки прийняття рішень для
торгівлі цінними паперами на фінансовій біржі;
б) розроблено програмний продукт для аналізу та обробки даних, побу­
дови моделі навчання з підкріпленням для торгівлі цінними паперами;
в) розробленийППапробовано на акціях таких компаній, якGoogle, Apple,
Tesla, Alibaba;
г) виконано порівняльний аналіз з іншими методами.
Подальшими напрямками роботи можуть бути питання, що стосуються:
а) вдосконалення розробленої архітектури;
б) реалізації методів для автоматизації процесу торгівлі із використанням
можливостей відкритих API.
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Розроблений програмний продукт показав результати, що говорять про
те, що на коротких проміжках, модель робить правильні рішення, але у ви­
падках коли ціни на акції будуть падати на великих проміжках часу, то вона
не спроможна цього передбачити і втратить гроші. Таким чином, цю модель
доречно використовувати у випадках коли ціни на акції на великих проміж­
ках часу принаймні не падають.
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ДОДАТОК А ЛІСТИНГ ПРОГРАМИ
impo r t numpy as np
impo r t math
# p r i n t s f o rma t t e d p r i c e
de f f o rm a t P r i c e ( n ) :
r e t u r n (”−$” i f n < 0 e l s e ”$ ” ) + ” { 0 : . 2 f } ” . f o rma t ( abs ( n ) )
# r e t u r n s t h e v e c t o r c o n t a i n i n g s t o c k d a t a from a f i x e d f i l e
de f ge tS tockDa taVec ( key ) :
vec = [ ]
l i n e s = open ( ” d a t a / ” + key + ” . csv ” , ” r ” ) . r e ad ( ) . s p l i t l i n e s ( )
f o r l i n e i n l i n e s [ 1 : ] :
vec . append ( f l o a t ( l i n e . s p l i t ( ” , ” ) [ 4 ] ) )
r e t u r n vec
# r e t u r n s t h e s igmoid
de f s igmoid ( x ) :
r e t u r n 1 / (1 + math . exp(−x ) )
# r e t u r n s an an n−day s t a t e r e p r e s e n t a t i o n end ing a t t ime t
de f g e t S t a t e ( da t a , t , n ) :
d = t − n + 1
b lock = d a t a [ d : t + 1 ] i f d >= 0 e l s e −d * [ d a t a [ 0 ] ] + d a t a [ 0 : t + 1 ] # pad wi th t 0
r e s = [ ]
f o r i i n x range ( n − 1 ) :
r e s . append ( s igmoid ( b l ock [ i + 1 ] − b lock [ i ] ) )
r e t u r n np . a r r a y ( [ r e s ] )
from agen t . a g en t impo r t Agent
from f u n c t i o n s impo r t *
impo r t s y s
i f l e n ( sy s . a rgv ) != 4 :
p r i n t ”Usage : py thon t r a i n . py [ s t o c k ] [ window ] [ e p i s o d e s ] ”
e x i t ( )
s tock_name , window_size , e p i s o d e _ c oun t = sy s . a rgv [ 1 ] , i n t ( s y s . a rgv [ 2 ] ) , i n t ( s y s . a rgv [ 3 ] )
a g en t = Agent ( window_size )
d a t a = ge tS tockDa taVec ( s tock_name )
l = l e n ( d a t a ) − 1
b a t c h _ s i z e = 32
f o r e i n x range ( e p i s o d e _ coun t + 1 ) :
p r i n t ” Ep i sode ” + s t r ( e ) + ” / ” + s t r ( e p i s o d e _ c oun t )
s t a t e = g e t S t a t e ( da t a , 0 , window_size + 1)
t o t a l _ p r o f i t = 0
ag en t . i n v e n t o r y = [ ]
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f o r t i n x range ( l ) :
a c t i o n = agen t . a c t ( s t a t e )
# s i t
n e x t _ s t a t e = g e t S t a t e ( da t a , t + 1 , window_size + 1)
reward = 0
i f a c t i o n == 1 : # buy
agen t . i n v e n t o r y . append ( d a t a [ t ] )
p r i n t ”Buy : ” + f o rm a t P r i c e ( d a t a [ t ] )
e l i f a c t i o n == 2 and l e n ( a g en t . i n v e n t o r y ) > 0 : # s e l l
b o u gh t _ p r i c e = agen t . i n v e n t o r y . pop ( 0 )
reward = max ( d a t a [ t ] − bough t _p r i c e , 0 )
t o t a l _ p r o f i t += d a t a [ t ] − bough t _ p r i c e
p r i n t ” S e l l : ” + f o rm a t P r i c e ( d a t a [ t ] ) + ” | P r o f i t : ” + f o rm a t P r i c e ( d a t a [ t ] − bough t _ p r i c e )
done = True i f t == l − 1 e l s e F a l s e
ag en t . memory . append ( ( s t a t e , a c t i o n , reward , n e x t _ s t a t e , done ) )
s t a t e = n e x t _ s t a t e
i f done :
p r i n t ”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−”
p r i n t ” To t a l P r o f i t : ” + f o rm a t P r i c e ( t o t a l _ p r o f i t )
p r i n t ”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−”
i f l e n ( a g en t . memory ) > b a t c h _ s i z e :
a g en t . expReplay ( b a t c h _ s i z e )
i f e % 10 == 0 :
a g en t . model . s ave ( ” models / model_ep ” + s t r ( e ) )
impo r t k e r a s
from ke r a s . models impo r t load_mode l
from agen t . a g en t impo r t Agent
from f u n c t i o n s impo r t *
impo r t s y s
i f l e n ( sy s . a rgv ) != 3 :
p r i n t ”Usage : py thon e v a l u a t e . py [ s t o c k ] [ model ] ”
e x i t ( )
s tock_name , model_name = sy s . a rgv [ 1 ] , s y s . a rgv [ 2 ]
model = load_mode l ( ” models / ” + model_name )
window_size = model . l a y e r s [ 0 ] . i n p u t . shape . a s _ l i s t ( ) [ 1 ]
a g en t = Agent ( window_size , True , model_name )
d a t a = ge tS tockDa taVec ( s tock_name )
l = l e n ( d a t a ) − 1
b a t c h _ s i z e = 32
s t a t e = g e t S t a t e ( da t a , 0 , window_size + 1)
t o t a l _ p r o f i t = 0
ag en t . i n v e n t o r y = [ ]
f o r t i n x range ( l ) :
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a c t i o n = agen t . a c t ( s t a t e )
# s i t
n e x t _ s t a t e = g e t S t a t e ( da t a , t + 1 , window_size + 1)
reward = 0
i f a c t i o n == 1 : # buy
agen t . i n v e n t o r y . append ( d a t a [ t ] )
p r i n t ”Buy : ” + f o rm a t P r i c e ( d a t a [ t ] )
e l i f a c t i o n == 2 and l e n ( a g en t . i n v e n t o r y ) > 0 : # s e l l
b o u gh t _ p r i c e = agen t . i n v e n t o r y . pop ( 0 )
reward = max ( d a t a [ t ] − bough t _p r i c e , 0 )
t o t a l _ p r o f i t += d a t a [ t ] − bough t _ p r i c e
p r i n t ” S e l l : ” + f o rm a t P r i c e ( d a t a [ t ] ) + ” | P r o f i t : ” + f o rm a t P r i c e ( d a t a [ t ] − bough t _ p r i c e )
done = True i f t == l − 1 e l s e F a l s e
ag en t . memory . append ( ( s t a t e , a c t i o n , reward , n e x t _ s t a t e , done ) )
s t a t e = n e x t _ s t a t e
i f done :
p r i n t ”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−”
p r i n t s tock_name + ” To t a l P r o f i t : ” + f o rm a t P r i c e ( t o t a l _ p r o f i t )
p r i n t ”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−”
