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1. Introduction
The message of the original paper as stated in its abstract is unaltered. However, the proof of the
main result was flawed because in the free group generated by x and y, the set S = {x−2, xy, y−1x} is
a strong basis, yet 〈S〉 contains x−2 · xy · y−1x = e. This contradicts Corollary 3. In this corrigendum,
we prove the main result by modifying the definition of a strong basis to overcome the problem that
this example illustrates. See Section 2. The modification has an effect on most of the results in the
paper; we have made some other smaller changes to clarify the presentation. The main technical
result, Theorem E below, is a restatement of Theorem 4 of the original. As the details of the argument
are different, we give a self-contained proof of Theorem E in this corrigendum.
2. Semigroups
Throughout,G is a finitely generated free group, andGN denotes the set of all elements ofG of length
N or less. A subset S ⊂ Gwill now be called a strong basis (for the semigroup 〈S〉) if whenever a, b ∈ S
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and |ab| ≤ max(|a|, |b|) then ab ∈ S. Given a finite set S, a strong basis for 〈S〉 can be constructed
by extending S to include ab whenever a, b are found that violate the definition, and this is a finite
computation.
Theorem A. Suppose S ⊂ G is a strong basis, and g ∈ 〈S〉 is represented by g = h1 · · · hn, where hi ∈ S
and n is as small as possible. Then the successive (rightmost) products have strictly increasing length, that
is
|hi+1 · · · hn| < |hihi+1 · · · hn|
for i = 1, . . . , n− 1.
Proof. First, observe that we must have |hihi+1| > max(|hi|, |hi+1|); otherwise we would have
hihi+1 ∈ S, and this would contradict the minimality of n.
Now write hi = xibi and hi+1 = b−1i xi+1, so that hihi+1 = xixi+1 without cancellation.
Suppose that |bi| ≥ 12 |hi|. Then we compute
|hihi+1| = |xi| + |xi+1|
= (|hi| − |bi|)+ (|hi+1| − |bi|)
≤
(
|hi| − |hi|2
)
+
(
|hi+1| − |hi|2
)
= |hi+1|
which forces hihi+1 ∈ S, again contradicting the minimality of n. Therefore we find that |bi| < 12 |hi|
for all i. We similarly compute |bi| < 12 |hi+1| for all i. This tells us that in each product hihi+1 the
cancellation cannot eliminate half (or more) of either hi or hi+1.
Using these bounds, we may write hi = b−1i−1aibi, where ai is not the empty word, and such that
hihi+1 = b−1i−1aiai+1bi+1without cancellation in the product for all i. We further have |bi| < |bi−1|+|ai|
for all i.
It follows that hi+1 · · · hn = b−1i ai+1 · · · an without cancellation, and we compute
|hi+1 · · · hn| = |bi| + |ai+1| + · · · + |an|
< |bi−1| + |ai| + |ai+1| + · · · + |an|
= |hi · · · hn|. 
Lemma B. Let S ⊂ GN ; then S = 〈S〉 ∩ GN if and only if for all a, b ∈ S, |ab| ≤ N ⇒ ab ∈ S. These also
imply that S is a strong basis.
Proof. The forward implication is immediate. Conversely, it is clear that the set S is a strong basis and
S ⊂ 〈S〉 ∩ GN . If g ∈ 〈S〉 ∩ GN then we may write g = h1 · · · hn where hi ∈ S, and by Theorem A,
|hi+1 · · · hn| < |hihi+1 · · · hn|. In particular, |hi · · · hn| ≤ |g| ≤ N so we can inductively conclude that
hn−1hn ∈ S, and then hn−2hn−1hn ∈ S and ultimately that g = h1 · · · hn ∈ S. 
As with the construction of a strong basis, if S ⊂ GN , the set 〈S〉 ∩GN can be constructed by a finite
computation, extending S to include abwhenever a, b are found in S such that |ab| ≤ N .
We can now conclude without change:
Corollary C. The subsemigroup generated by a strong basis excluding e is antisymmetric.
3. Positive cones
We dispense with an enumeration of G in the restatement of Theorem E, and make the required
conditions on S explicit. A subset S ⊂ G is said to be total at length N if 〈S〉 is antisymmetric (e /∈ 〈S〉)
and for all g ∈ Gwith |g| ≤ N it is the case that either g ∈ S or g−1 ∈ S.
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Lemma D. If p, q are reduced words in G, with |pq| = N, |p| ≤ N, and |q| = N then |p|must be even and
precisely half of p must cancel in the product. Also, after cancellation, at least the right half of pq must be
the same as the right half of q.
Proof. Write p = xa and q = a−1y, so that pq = xy without cancellation in the product. Then the
conditions on the length of p, q, and their product pq, yield |x|+|a| ≤ N , |y|+|a| = N , and |x|+|y| = N ,
from which the claims follow easily. 
Note that a similar statement applies whenwe consider the product qp, with conditions on the length
of p, q the same as above.
Theorem E. Let N > 0 and suppose S = 〈S〉 ∩ GN is total at length N − 1. If g ∈ G, |g| = N, g /∈ S and
g−1 /∈ S, then 〈S, g〉 is antisymmetric.
Proof. Set S0 = S, S1 = S ∪ {g}, and for i > 0 define
Si+1 = Si ∪ {pq|p, q ∈ Si and |pq| ≤ N, pq /∈ Si}.
As there are only finitely many elements of length N , there exists j such that Sj = Sj+1, which by
Lemma B is equal to 〈S, g〉 ∩ GN and is a strong basis for 〈S, g〉. Note that for i > 1, every h ∈ Si is a
product h = pqwith p, q ∈ Si−1, such that at least one of the elements p, q is not in S (if both were in
S, then it would follow that h ∈ S).
Now suppose 〈S, g〉 is not antisymmetric by way of contradiction. Then by Corollary C, the strong
basis Sj for 〈S, g〉 must contain the identity, and so there must be some smallest k such that there
exists hwith h, h−1 ∈ Sk.
We may (and do) assume that h /∈ S and h−1 /∈ S (and so |h| = N), for suppose that h ∈ S, with
h−1 = pq for some p, q ∈ Sk−1. Assume that p /∈ S; the case when q /∈ S is similar. Then we find that
p−1 = qh, with q, h ∈ Sk−1, so that p−1 ∈ Sk, yet p−1 /∈ S, as this would contradict the minimality of
k. It follows that p, p−1 ∈ Sk while p /∈ S and p−1 /∈ S.
By the minimality of k, and since S is total at length N − 1, every element in Sk−1 \ S must have
length N . We will use this fact to show that both h and h−1, as well as every element in Sk−1 \ S, have
the form agb where a, b ∈ S ∪ {e} both have even length (we take |e| = 0), and where precisely the
right half of a cancels in the product ag , and precisely the left half of b cancels in the product gb. With
cancellation as above, we also have |agb| = |ag| = |gb| = N .
Certainly all elements in S1\S = {g} are of the desired form,which is the base case for an induction.
To show that h, h−1 and all elements in Sk−1 have the desired form, we let f ∈ Si \ Si−1 for i ≤ kwith
|f | = N , and we consider three cases.
(1) The element f is a product f = pagb of p ∈ S and agb ∈ Si−1 \ S, with |p| ≤ N and |agb| = N . To
show that pagb is in the desired form, we must show that pa ∈ S, pa has even length, and exactly
half of pa cancels in the product pagb. From LemmaD, exactly half of p cancels in the product pagb,
and we consider two possibilities: If |p| ≤ |a|, then the entire right half of p cancels in the product
pa, so |pa| = |a| ≤ N , which gives pa ∈ S since S is a strong basis. Alternatively, we may have
|a| ≤ |p|, in which case the entire left half of a cancels in the product pa, and so |pa| ≤ |p| ≤ N ,
and again pa ∈ S. That pa has even length and half of it cancels in the product pagb now follows
from applying Lemma D.
(2) The element f is a product f = agbq of agb ∈ Si−1 \ S and q ∈ S. This is similar to case 1.
(3) The element f is a product f = agba′gb′ of agb, a′gb′ ∈ Si−1 \ S, with |agb| = N , and |a′gb′| = N .
In this case, Lemma D tells us that N is even and exactly the right half of agb cancels with exactly
the left half of a′gb′ in the product agba′gb′. Observe that from our induction assumption, the right
half of the word agb is exactly the right half of g multiplied by b, and the left half of a′gb′ is exactly
the left half of g multiplied by a′. Thus agba′gb′ = agb′ after cancellation, so f has the desired
form.
To complete the proof of the theorem, we have found that if 〈S, g〉 is not antisymmetric, then there
must exist h, h−1 ∈ Sk \ S and a, b, a′, b′ ∈ S ∪ {e} such that h = agb and h−1 = a′gb′. There are two
cases to consider.
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(1) Suppose that N is even, and write g = glgr , where |gl| = |gr |, the left and right halves of
the reduced word representing g . Then we write e = hh−1 = aglgrba′glgrb′, and observe that
certainly the left half of h−1 cancels with the right half of h, that is grba′gl = e. Consequently,
e = hh−1 = aglgrb′ = agb′. But this implies that g−1 = b′a ∈ 〈S〉 ∩ GN = S, contradicting the
hypothesis of the theorem.
(2) Supposing that N is odd, write g = glcgr , where c is the central generator in the reduced word
representing g . Then by a similar argument, we arrive at e = hh−1 = aglc2grb′ with no further
cancellation possible, again a contradiction. 
From this we can conclude that 〈S, g〉 ∩ GN also satisfies the hypothesis of the theorem, allowing
the set to be extended until it is total at length N . Then extend S to 〈S〉 ∩GN+1. Consequently, S can be
extended to the positive cone of a total order on G in which g is positive.
The reader may verify that the example shown in Table 1 of the paper is total at length 3, and its
construction follows the procedure implied by this restatement of Theorem E.
