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Abstract
We provide a statistical framework for characterizing stochastic particle production in the early
universe via a precise correspondence to current conduction in wires with impurities. Our ap-
proach is particularly useful when the microphysics is uncertain and the dynamics are complex,
but only coarse-grained information is of interest. We study scenarios with multiple interacting
fields and derive the evolution of the particle occupation numbers from a Fokker-Planck equation.
At late times, the typical occupation numbers grow exponentially which is the analog of Anderson
localization for disordered wires. Some statistical features of the occupation numbers show hints
of universality in the limit of a large number of interactions and/or a large number of fields. For
test cases, excellent agreement is found between our analytic results and numerical simulations.
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1
1 Introduction
In cosmology and particle physics we tend to be guided by the belief (or hope) that our theories
become simpler at high energies: symmetries are restored and the number of degrees of freedom
is reduced. Although this reductionistic point of view [1] has been fantastically successful in the
development of the Standard Model, there is no guarantee that it also applies to the physics of
the primordial universe. In fact, recent attempts to find ultraviolet completions of models of
inflation and reheating often are very complex, involving many fields and complicated interac-
tions [2]. Analyzing such scenarios can be challenging [3–23], both due to insufficient information
regarding the allowed theoretical constructions and due to limited constraints on model parame-
ters from observations. In some cases, the complexity of the microscopic description can lead to
significant elements of randomness in the dynamics (e.g. the masses and couplings of fields may
fluctuate stochastically, reminiscent of disorder in condensed matter systems [24, 25]). When-
ever the evolution is sufficiently non-adiabatic or tachyonic, it will involve significant amounts of
stochastic particle production (see Fig. 1). In this paper, we develop a framework to analyze such
systems and study some simple toy models. Applications to more realistic models of inflation
and reheating will be presented in future work.
Figure 1. The goal of this paper is to develop a framework for computing cosmological particle production
in systems with a large number of random non-adiabatic events during and after inflation.
Our study will be facilitated by a precise mathematical equivalence between stochastic particle
production in cosmology and electron transport in wires. A simplified version of the correspon-
dence is as follows
d2ψ
dx2
+ [E − V (x)]ψ = 0 ←→ d
2χk
dτ2
+
[
k2 +m2(τ)
]
χk = 0 , (1.1)
where, on the left-hand side, ψ(x) is the electron wavefunction and V (x) is a spatially-dependent
potential due to the presence of random impurities. On the right-hand side, χk(τ) is the mode
function for a field in a time-dependent background and m2(τ) is the effective mass with ran-
dom non-adiabatic events arising from complicated interactions.1 The spatial dimension of the
1Equation (1.1) is easily generalized to multiple fields (multiple conduction channels) and more complicated
couplings. Our framework only relies on there being a unitary map from some initial state to a final state, with
random interactions in between.
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wire becomes time in the cosmological context, and the random impurities play the role of the
stochastic time evolution of the effective mass. The correspondence in (1.1) then allows us to
apply many of the powerful tools developed by the condensed matter community [26–29] directly
to the analogous cosmological problems.2 It also means that known phenomena in the theory of
disordered wires should have counterparts in the cosmological context. One of the most dramatic
effects of random disorder in wires is the exponential localization of the electron wavefunction,
|ψ(x)|2 ∼ e−|x|/ξ, where ξ is the localization length. Such Anderson localization [32] arises due
to the interference of waves which are scattered by the impurities. By formulating cosmologi-
cal particle production as a scattering problem, we will show3 that Anderson localization maps
to exponential particle production, |χk(τ)|2 ∼ e+µkτ , where µk is the mean particle production
rate.4
Crucially, the conduction properties of wires are determined by the statistics of the random
impurities. Analogously, stochastic particle production is characterized by the statistics of the
non-adiabatic events. Taking conduction in disordered wires as an inspiration, we will develop
a statistical framework for studying stochastic particle production in the early universe. Specifi-
cally, we will show that the occupation number of the produced particles, nk, executes a drifting
Brownian motion and derive a Fokker-Planck (FP) equation that evolves the probability distribu-
tion, P (nk; τ). The precise structure of the FP equation is determined by the microscopic details
of the scattering events. Pleading maximum ignorance, we will use a maximum entropy ansatz [29]
to parameterize this physics. We will show that the asymptotic solution to the FP equation is
approximately a log-normal distribution and compute the evolution of the mean and the variance
of the particle occupation number. The advantage of the statistical approach is that it reduces
the complexity of the microscopic description to a few effective parameters of the coarse-grained
theory (e.g. ξ and µk). In the context of inflation and reheating, focusing on coarse-grained char-
acteristics is particularly relevant since both fundamental theory and cosmological observations
are unlikely to provide enough details about the relevant microphysics.
Real wires of course aren’t one-dimensional, but have finite cross sections. This allows a
finite number of transverse modes of the wavefunction to be excited, which gives rise to coupled,
longitudinal ‘conduction channels’ (see e.g. [27]). We will show that multi-channel conduction
maps to stochastic particle production with ‘multiple fields’. The output of the stochastic particle
production is the joint probability distribution of the occupation numbers in each channel. We
will derive a Fokker-Planck equation for this distribution function. (In the condensed matter
context this is known as the DMPK equation [39, 40].) We will use this equation to compute the
moments of the distribution and study them as a function of time and the number of fields. In
2The correspondence between random Schro¨dinger operators and particle production in the context of reheating
was elegantly exploited in [24, 30, 31].
3The connection between Anderson localization and particle production has been pointed out before, see for
example [33–36]. However, to the best of our knowledge, a detailed statistical formalism for understanding non-
adiabatic particle production with multiple interacting fields and stochastic interactions has never been worked
out. The present work was inspired by discussions of Anderson localization in [25, 36], albeit with different
motivations and applications. In [37, 38] an analogy was drawn between Anderson localization and inflation in
higher-dimensional field spaces. This is unrelated to our proposal.
4Since space has been mapped to time, we are always in the one-dimensional situation where Anderson local-
ization is particularly efficient.
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general, the rate of growth of the moments of the distribution depend on the number of fields in
a way that we can predict. In the limit of a large number of interactions and/or a large number
of fields, we find interesting universality in the statistical distribution of the produced particles.
For example, the leading contribution in the variance of the total particle density is independent
of the number of fields, a feature that we consider to be similar to the famous effect of ‘universal
conductance fluctuations’5 [41, 42] in multi-channel wires.
The outline of the paper is as follows. In Section 2, we develop the precise relationship between
Anderson localization in disordered wires and stochastic particle production in cosmology. We
give a derivation of the typical transmission probability of electrons in a wire and show that
it maps inversely to the number of particles created in the cosmological context. In Section 3,
we derive a Fokker-Planck equation describing the evolution of the probability density of the
produced particles. We use this equation to determine the statistical properties of the particle
production in detail. In Section 4, we generalize our treatment to scenarios with multiple fields.
We show that this situation naturally maps to multi-channel conduction in wires and present a
Fokker-Planck description of such systems. In Section 5, we state our conclusions and outline our
plans for future work. A few technical details are relegated to the appendices: In Appendix A, we
derive the multi-field Fokker-Planck equation. In Appendix B, we provide a maximum entropy
analysis of the probability distribution. In Appendix C, we compute particle production in a few
explicit examples where the transmission and reflection coefficients for a single scattering can be
obtained analytically [43].
Throughout, we will use natural units, c = ~ ≡ 1. The time variable will be τ , and overdots
will denote derivatives with respect to τ . We will use sans serif font for matrices, e.g. M,T, t, r.
2 Stochastic Particle Production
Fields in a time-dependent background may have time-dependent couplings and effective masses.
Whenever the evolution is non-adiabatic, this leads to a burst of particle production [44–46].
To illustrate this, consider a scalar field χ with a time-dependent effective mass m(τ). Let the
linearized equation of motion of a single Fourier mode χk be
d2χk
dτ2
+
[
k2 +m2(τ)
]
χk = 0 . (2.1)
In general, the equation of motion for χk may contain additional terms—e.g. from couplings to
other fields (see Section 4)—but this will not lead to qualitative differences in our treatment.
The mass term m2(τ) may have an average adiabatic part (e.g. due to the background FRW
expansion), as well as a stochastic part with localized non-adiabatic events6 (e.g. due to the
complex interactions in a higher-dimensional field space). We wish to study the stochastic particle
production in this situation. For simplicity, we will set the adiabatic piece of m2(τ) to zero. The
evolution between the stochastic features will then be determined by plane wave solutions, e±ikτ .
5This refers to the fact that for weakly localized samples the fluctuations in the conductance for different samples
are independent of the number of channels.
6In this context, non-adiabaticity means |ω˙/ω2|  1, where ω2(τ) ≡ k2 +m2(τ).
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An adiabatic contribution to m2(τ) could be accounted for by replacing the plane wave mode
functions by the exact solution (or its WKB approximation).
Figure 2. Both the conduction of electrons in a wire and stochastic particle production in a cosmological
scenario can be formulated as a scattering problem. The transfer matrices Mj describe the evolution across
each scattering site (particle production event). The average total transmission probability T decreases
exponentially and the particle occupation number n increases exponentially.
2.1 Correspondence to Wires
Consider a wire with random impurities. The flow of electrons in the wire will be strongly
influenced by the presence of the impurities. For simplicity, we will ignore the spin of the electrons
and consider them to be independent, i.e. we don’t take into account the interactions between the
electrons. The time-independent Schro¨dinger equation for non-relativistic electrons of mass me
then is [
− ~
2
2me
d2
dx2
+ V (x)
]
ψ(x) = Eψ(x) , (2.2)
where the potential V (x) captures the effect of the random impurities (see Fig. 2). It will be
convenient to set 2me/~2 ≡ 1 and write E ≡ k2. The Schro¨dinger equation then becomes
d2ψ
dx2
+
[
k2 − V (x)]ψ = 0 . (2.3)
It is easy to see that eqs. (2.1) and (2.3) map into each other if we exchange time and space,
τ ↔ x, and make the identifications χk(τ) ↔ ψ(x) and m2(τ) ↔ −V (x). This shows that there
is a precise mathematical correspondence between stochastic particle production and current
conduction in wires. We therefore expect to be able to translate many of the well-known results
concerning conduction in wires to the cosmological context (see Table 1).
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Conduction in Wires Particle Creation in Cosmology
Symbol Meaning Symbol Meaning
x distance τ (conformal) time
V (x) potential −m2(τ) negative mass-squared
ψ(x) wave function χk(τ) mode function
Ns number of scatterers Ns number of non-adiabatic events
∆x distance between scatterers ∆τ time between non-adiabatic events
ρ resistance nk particle occupation number
ξ localization length µk “local” mean particle production rate
Nc number of channels Nf number of fields
Table 1. Summary of the correspondence between physical quantities describing conduction in one-
dimensional wires and those characterizing particle production in a time-dependent background.
2.2 Conduction as a Scattering Problem
The conductance of the wire is related to the transmission probability of electrons across the
wire [47, 48], which can be obtained by solving the Schro¨dinger equation (2.3) in the presence of
the impurities.
We begin by reviewing the scattering by a single impurity at x = xj (which will also help
set up relevant notation and definitions). To the left (L) and the right (R) of the impurity,
the wavefunction can be written as a linear combination of right-propagating waves, eikx, and
left-propagating waves, e−ikx,
ψL(x) = βLe
ikx + αLe
−ikx ,
ψR(x) = βR e
ikx + αR e
−ikx .
(2.4)
The map between the state on the left and that on the right, can then be written as [49](
βR
αR
)
= Mj
(
βL
αL
)
, Mj ≡
(
1/t∗j −r∗j/t∗j
−rj/tj 1/tj
)
, (2.5)
where Mj is called the transfer matrix, and tj and rj are complex transmission and reflection
coefficients. The transmission and reflection probabilities, Tj ≡ |tj |2 and Rj ≡ |rj |2, satisfy
Rj +Tj = 1. The form of the transfer matrix is fixed by unitarity and the reality of the potential.
Ultimately, we want to chain several impurities together (see Fig. 2). This is particularly easy
to describe in the transfer matrix approach, since the total transfer matrix across Ns scatterers
is simply given by the matrix multiplication of the individual transfer matrices:
M(Ns) ≡ MNs . . .M2M1 . (2.6)
For notational convenience, we will often drop the argument Ns in the total transfer matrix
M(Ns). The total transmission probability, and hence the conductance, can be obtained from M.
In the next section, we will give a short derivation [26] of Anderson localization. In §2.4, we
will show how this maps to exponential particle production.
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2.3 Anderson Localization
Let us first consider the case of two adjacent impurities. The total transmission probability is
then obtained from the 11-element of the transfer matrix M = M2M1. We find
T =
T1T2∣∣1−√R1R2eiφ∣∣2 , (2.7)
where φ is the phase accumulated in the reflection between the two impurities. Note that this
phase depends both on the separation between the impurities and their strengths. For simplicity,
we will assume fixed strengths in this section, but our arguments do not change qualitatively if
we relax this assumption. If the distance between the two impurities is random and uniformly
distributed over a region with k∆x 1, then the phase φ is also uniformly distributed between 0
and 2pi. Taking the logarithm of the total transmission probability and averaging over the phase
yields7
〈lnT 〉φ = lnT1 + lnT2 +
〈
ln |1−
√
R1R2e
iφ|2〉
φ︸ ︷︷ ︸
→ 0
. (2.8)
We see that, after averaging over the phase, the logarithms of the transmission probabilities
becomes additive (while the composition law for the transmission probabilities themselves is
more complicated). The phase-averaged logarithm of the total transmission probability across
Ns scatterers then simply is
〈lnT (Ns)〉φ =
Ns∑
j=1
lnTj ≡ −Nsγ , (2.9)
where γ ≡ −N−1s
∑Ns
j=1 lnTj is sometimes referred to as the Lyapunov exponent.
8 We will also
find it convenient to define the ‘typical’ transmission probability as Ttyp ≡ exp[〈lnT 〉φ]. This will
correspond to the ‘most probable’ transmission probability in the ensemble of random potentials.
Using (2.9), we get
Ttyp = e
−L/ξ , (2.10)
where L ≡ Ns∆x is the total length of the wire and ξ ≡ ∆x/γ is the localization length. In one
dimension, the localization length is of the same order as the transport mean free path [50, 51].
If the mean distance between scatterers, ∆x, and the average logarithm of the transmission prob-
ability per scattering, γ, are fixed, then the total transmission probability decays exponentially
with the length L of the wire (or, equivalently, with the number of scatterers). This is Anderson
localization [32]. Naturally, the resistance of the wire scales inversely with the total transmission
probability, ρtyp ∝ T−1typ, so the result (2.10) implies that ρtyp grows exponentially with L. At
zero temperature, all one-dimensional wires are therefore insulators, independent of the strength
of the impurities.
7We are imagining an ensemble of pairs of scatterers with varying separations, i.e. an ensemble of different
microscopic realizations of the disorder in the wire. In an experiment, we expect to measure a transmission
probability which is appropriately averaged over many realizations of the disorder.
8This terminology highlights the analogy between the random scattering in wires and the stochastic time
evolution in chaotic systems.
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2.4 Particle Creation as a Scattering Problem
The Klein-Gordon equation (2.1) can be solved in the same way as the Schro¨dinger problem,
namely by formulating it as a scattering problem. In fact, the mapping to the treatment in §2.2
and §2.3 is almost one-to-one. The Fourier mode of the field after the j-th non-adiabatic event is
χj(τ) =
1√
2k
[
βje
ikτ + αje
−ikτ
]
, (2.11)
where the overall normalization is chosen for future convenience. To reduce clutter, we have sup-
pressed the k-dependence of the mode functions and the Bogoliubov coefficients. The Wronskian,
of the solutions, W [χj , χ
∗
j ], is a constant. Consistency with vacuum initial conditions, β0 = 0 and
α0 = e
iδ, sets W [χj , χ
∗
j ] = i and implies |αj |2 − |βj |2 = 1 for all j.
Now consider a single particle production event at τ = τj . In analogy with the scattering from
an impurity, we relate the Bogoliubov coefficients before and after the non-adiabatic event by a
transfer matrix (
βj
αj
)
=
(
M11 M12
M21 M22
)
︸ ︷︷ ︸
Mj
(
βj−1
αj−1
)
. (2.12)
In practice, the elements of the transfer matrix Mj are determined by matching the solutions χj
and χj−1, and their derivatives, at τ = τj (see Appendix C for an example computation). Using
that m2(τ) is real, the conjugate χ∗j is also a solution to the equation of motion, which implies(
α∗j
β∗j
)
= Mj
(
α∗j−1
β∗j−1
)
. (2.13)
Comparing (2.12) and (2.13), we then find M11 = M
∗
22 and M12 = M
∗
21. Moreover, since |αj |2 −
|βj |2 = |αj−1|2 − |βj−1|2 = 1, we have |M11|2 − |M12|2 = 1. Defining tj ≡ 1/M∗11 and rj ≡
−M∗12/M∗11, we can write the transfer matrix in the form of (2.5):
Mj =
(
M11 M12
M∗12 M∗11
)
=
(
1/t∗j −r∗j/t∗j
−rj/tj 1/tj
)
, (2.14)
where |rj |2 + |tj |2 = 1. Note that it wasn’t necessary to define rj and tj , but it makes the
connection to the scattering problem particularly transparent.
As before, the total transfer matrix after Ns non-adiabatic events is the matrix multiplication
of the individual transfer matrices M(Ns) ≡ MNs . . .M2M1. After the Ns-th scattering, we have
a negative frequency mode βNse
ikτ , and a positive frequency mode αNse
−ikτ . The occupation
number of a mode with frequency k then is
n(Ns) ≡ 1
2k
(
|χ˙
Ns
|2 + k2|χ
Ns
|2
)
− 1
2
,
=
1
2
(|αNs |2 + |βNs |2)− 12 ,
= |βNs |2 .
(2.15)
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For vacuum initial conditions, (α0 = e
iδ, β0 = 0), this becomes
n(Ns) = |M12(Ns)|2 = |r(Ns)|
2
|t(Ns)|2 = T (Ns)
−1 − 1 . (2.16)
We see that a large occupation number corresponds to a small transmission probability in the
equivalent scattering problem.
In §2.3, we showed that lnTj is additive after ensemble averaging and defined the typical
transmission probability Ttyp after many scatterings. Repeating these arguments with x→ τ and
Tj → (1 + nj)−1, we arrive at
〈ln(1 + n)〉φ =
Ns∑
j=1
ln(1 + nj) ≡ µkτ , (2.17)
where µk ≡ (Ns∆τ)−1
∑Ns
j=1 ln(1 + nj) is the mean particle production rate.
9,10 Note that the
localization length and the particle production rate are inversely related ξ ↔ µ−1k , and that both
are determined by the dimensionless Lyapunov exponent: γk = µk∆τ = ∆x/ξ. The typical
occupation number after many particle production events,
ntyp ≡ exp[〈ln(1 + n)〉φ]− 1 , (2.18)
can be related to the typical transmission probability of the equivalent scattering problem:
ntyp = T
−1
typ − 1 = e+µkτ − 1 . (2.19)
The exponential behavior can also be understood as a Bose enhancement effect, i.e. particle
production is enhanced by existing particles in the mode.11 In the next section, we will arrive at
this exponential behavior of the typical occupation number more formally.
We end this section by commenting on the striking difference in the solutions χk(τ) and ψ(x)
of the same differential equation (1.1), with x ↔ τ and −V (x) ↔ m2(τ). As suggested by the
growth in the occupation number, the mode function χk(τ) grows exponentially with time. On
the other hand, the wave function ψ(x) decays exponentially with distance as suggested by the
transmission probability for electrons in a wire. This apparent discrepancy can be understood
as a difference between the initial condition for the Klein-Gordon equation and the boundary
condition of the Schro¨dinger equation.
First, note that while it is natural in the cosmological context to evolve forward in time, in
the case of the wire, we need to pick a spatial direction to define growth or decay. In practice,
the symmetry x ↔ −x is broken by an applied voltage; we will pick x > 0 as the direction of
the voltage drop. Second, in the time-dependent case it is natural to chose the vacuum solution
9Note that nj should be interpreted as change in the occupation number due to an isolated non-adiabatic event
at τ = τj , whereas n is the occupation number after Ns scatterings. Moreover, by assuming that the system is
ergodic, we can interpret the ensemble average over microscopic realizations of the phase φ (determined by the
strengths and relative separations of the non-adaiabtic events) as being equivalent to an average over long times.
10The dependence of µk on the wavenumber k is determined by the details of the microphysics. For small k, one
generically finds µk ∝ k−2 (see e.g. [24] and Appendix C).
11We note that exponential growth doesnt arise if the fields are fermions [52, 53].
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Figure 3. Evolution of the occupation number per mode in the presence of a large number of non-
adiabatic interactions. Each grey line shows the evolution for a given realization calculated numerically.
The thick orange line is our analytic prediction for the most probable occupation number. The effective
mass is modelled as m2(τ) =
∑Ns
j=1 (mj/2wj) sech
2[(τ − τj)/wj ], where the widths wj and strengths mj
are drawn from a Gaussian distribution. The locations τj are drawn from a uniform distribution in the
interval of the simulation. The dimensionful variables τ , wj and m
−1
j are expressed in units of the inverse
wavenumber k−1. For the chosen values of the parameters, particle production mostly occurs due to
violation of adiabaticity and only occasionally due to tachyonic instabilities (for details see Appendix C).
χk ∼ e−ikτ as the initial condition at τ = 0. Similarly, in the time-independent case it is natural
to impose an outgoing boundary condition, ψ ∼ e+ikx, at x = L. For τ > 0, the mode function
χk grows as it encounters scatterers, i.e. there is particle production. Similarly, for x < L, the
wavefunction ψ also “grows” as one moves toward x = 0. In the direction defined by the voltage
drop this corresponds to a decay of ψ.
3 Brownian Motion
Equation (2.19) provides rather rudimentary information about the typical rate of particle pro-
duction. We would like to obtain a more detailed understanding of the statistics of the produced
particles as a function of time. Figure 3 shows a numerical solution for the evolution of the occu-
pation number nk(τ) for an ensemble of randomly generated mass functions m
2(τ). We see that
the function nk(τ) executes a drifting random walk. The occupation number after a time τ will
be a stochastic quantity. By considering how the system responds to ‘adding’ a differential time
interval δτ (and averaging over the randomness it contains), we can derive a Fokker-Planck (FP)
equation for the evolution of the probability density, P (nk; τ).
12 Armed with the FP equation,
we can study the statistics of the produced particles as a function of time.
12FP equations have also been used to describe the evolution of fluctuations in stochastic inflation [54–56]. In that
case, the stochasticity in the equations of motion for long-wavelength fluctuations arises due to short-wavelength
quantum fluctuations.
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3.1 Fokker-Planck Equation
In this section, we derive the FP equation for stochastic particle production of a single field.
A similar derivation of an FP equation for transmission probabilities in disordered wires was
presented in [29]. The derivation is a bit lengthy, so the impatient reader may jump directly to
the final answer (3.15) without loss of continuity.
Figure 4. A time interval of length τ and total transfer matrix M1 is followed by an infinitesimal interval δτ
with transfer matrix M2. The transfer matrix of the combined system is M = M2M1.
We start by adding a small time interval δτ to an existing interval τ (see Fig. 4). The transfer
matrix for the elongated interval, M ≡ Mτ+δτ , can be written in terms of M1 ≡ Mτ and M2 ≡ Mδτ ,
via the composition law M = M2M1. The probability density of the total transfer matrix M can
formally be written as the Smoluchowski equation13
P (M; τ + δτ) =
∫
P (M1; τ)P (M2; δτ) dM2 ≡ 〈P (M1; τ)〉M2 , (3.1)
where M1 = M
−1
2 M. Writing M1 ≡ M + δM(M,M2), we can Taylor expand both sides of eq. (3.1):
∂τP (M; τ) =
〈δM〉M2
δτ
∂MP (M; τ) +
〈δMδM〉M2
δτ
∂M∂MP (M; τ) + · · · . (3.2)
This will become the FP equation for the occupation number n after an appropriate parametriza-
tion of the transfer matrices and a marginalization over certain parameters.
It will be convenient to write the transfer matrix (2.5) in polar form [57] (cf. §A.1):
M =
(
eiθ
√
1 + n ei(2φ−θ)
√
n
e−i(2φ−θ)
√
n e−iθ
√
1 + n
)
, (3.3)
where we defined
t =
√
Teiθ ,
r = −√1− Te2i(θ−φ) ,
n = T−1 − 1 .
(3.4)
13Equation (3.1) only relies on the assumption that the process is Markovian. In words, the probability of being
here at a given time is equal to the probability of being somewhere else a bit earlier multiplied by the probability
of making the transition from somewhere else to here (integrated over all places from which one can transition to
here). Note that this part is not restricted to the single-field case (see Appendix A).
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All quantities in (3.3) and (3.4) depend on the wavenumber k. We suppress this dependence in
order to reduce clutter. The Smoluchowski equation (3.1) then becomes
P ({n, θ, φ}; τ + δτ) =
∫
P ({n1, θ1, φ1}; τ)P ({n2, θ2, φ2}; δτ) dn2 dφ2
2pi
dθ2
2pi
≡ 〈P ({n1, θ1, φ1}; τ)〉δτ .
(3.5)
To be able to Taylor expand the right-hand side, we first write {n1, θ1, φ1} in terms of {n, θ, φ}
and {n2, θ2, φ2}. This follows directly from the polar form of the transfer matrices and the
relation M1 = M
−1
2 M. For example, we get
n1 = [M1]
∗
11 [M1]11 − 1 ≡ n+ δn , (3.6)
θ1 = − i
2
ln([M1]11/[M1]
∗
11) ≡ θ + δθ , (3.7)
where
δn ≡ n2(1 + 2n)− 2
√
(1 + n2)(1 + n)n2n cos [2(φ2 − φ)] . (3.8)
We note that δn only depends on φ˜2 ≡ φ2−φ. The explicit expression for δθ will not be important;
we will only need to know that it also only depends on φ˜2 and is independent of θ.
To make further progress, we need to make some physical assumptions about the form of the
probability distribution of the transfer matrix in the small interval δτ : P2 ≡ P ({n2, θ2, φ2}; δτ).
We will be conservative and determine P2 by the condition that is maximizes the Shannon en-
tropy, S = −〈lnP2〉δτ , subject to certain constraints. The constraints may be based on symmetry
arguments, consistency requirements and available information regarding the microphysics. Fol-
lowing [29], we will refer to this as the maximum entropy ansatz. The minimal set of constraints
we chose to include are:
i) We assume that the local mean particle production rate is known. This means that we
will fix 〈n2〉δτ
δτ
≡ µ , (3.9)
assuming that this quantity is calculable from the microphysics.
ii) We require that Mτ+δτ → Mτ in the limit δτ → 0. This seems eminently reasonable. It
just means that the addition of an infinitesimal interval cannot lead to a finite change in
the transfer matrix.
In Appendix B, we show that these two constraints imply that P2 → P ({n2, θ2}; δτ), i.e. there
is no dependence on φ2. For weak scattering, this corresponds to the scattering events being
uniformly distributed. In what follows, the particular functional form of P2({n2, θ2}; δτ) imposed
by the maximum entropy ansatz will not be important.14 The derivation of the FP equation is
more general.
14Our numerical simulations are not restricted to P2’s which are consistent with the maximum entropy ansatz.
The results, however, are consistent with the solutions of the FP equation. The fact that, in the limit of a large
number of scatterings, the results become insensitive to P2 is a consequence of the Central Limit Theorem (cf. §2.3
and §2.4.).
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Assuming simply that P2 is independent of φ2, the Smoluchowski equation undergoes a dra-
matic simplification. First, we note that the distribution function satisfies the persistence prop-
erty: if P1,2 are independent of φ1,2, then so is P , i.e. P ({n, θ, φ}; τ + δτ) = P ({n, θ}; τ + δτ).
The proof is by induction.15 The Smoluchowski equation (3.5) then becomes
P ({n, θ}; τ + δτ) = 〈P ({n+ δn, θ + δθ}; τ)〉δτ . (3.10)
Integrating both sides with respect to θ, we get
P (n; τ + δτ) = 〈P (n+ δn; τ)〉δτ , (3.11)
where we have used that δθ is independent of θ. We apologize for the somewhat ambiguous
notation: the P ’s without the arguments θ should be understood as the original P ’s integrated
over θ. Taylor expanding the left-hand side with respect to δτ and the right-hand side with
respect to δn, we find
∂
∂τ
P (n; τ) =
∂
∂n
P (n; τ)
〈δn〉δτ
δτ
+
1
2
∂2
∂n2
P (n; τ)
〈(δn)2〉δτ
δτ
+ · · · , (3.12)
where, using (3.8), we have
〈δn〉δτ = (µδτ)(1 + 2n) , (3.13)
〈(δn)2〉δτ = (µδτ)2n(1 + n) +O[(µδτ)2] . (3.14)
In order to truncate the expansion in (3.14) at lowest order in µδτ = 〈n2〉δτ , we require that the
local particle production rate is small. This is the most limiting assumption of this derivation
and should be kept in mind while applying our framework.
Putting everything together, we arrive at the final form of the Fokker-Planck equation
1
µk
∂
∂τ
P (n; τ) = (1 + 2n)
∂
∂n
P (n; τ)︸ ︷︷ ︸
drift
+ n(1 + n)
∂2
∂n2
P (n; τ)︸ ︷︷ ︸
diffusion
, (3.15)
where we have restored the momentum dependence in the mean particle production rate, µ = µk,
but left it implicit in the occupation number, nk = n. The FP equation (3.16) has an exact
solution [26] for all n, although the integral form of the solution isn’t very instructive. In Fig. 5
we show the evolution of the probability as a function of time. We find very good agreement
between the result of our numerical simulations and the solution of the FP equation.16
It is also instructive to consider the asymptotic limit of the FP equation. For this purpose,
let us first write (3.15) in the following form
1
µk
∂
∂τ
P (n; τ) =
∂
∂n
(
n(n+ 1)
∂P
∂n
)
. (3.16)
15Consider eq. (3.5) and recall that n1 and θ1 are only functions of φ˜2 = φ2 − φ. By a change of variables the
integral over φ2 then becomes an integral over φ˜2 and the dependence on φ disappears.
16We used the transfer matrix approach of §2.4 to solve (2.1) numerically with m2(τ) = ∑Nsj=1mjδD(τ − τj).
For a single scattering, the transfer matrix is known analytically (see Appendix C). After drawing the locations τj
and amplitudes mj from a distribution, we calculated the occupation number by chaining together Ns transfer
matrices.
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Figure 5. Evolution of the probability density of the logarithm of the occupation number per mode,
ln(1 +nk), as a function of time (or the number of scatterings Ns). The agreement between our numerical
simulations (solid lines of the histograms) and the exact solution (solid lines) is always excellent. The
gaussian approximation (dashed lines) improves as the number of scatterings Ns becomes large.
For n 1, we have n(n+ 1)→ n2 on the right-hand side and it is easy to show that the solution
converges to the log-normal distribution
P (n; τ)dn =
1√
4piµkτ
exp
[
−
(
lnn− µkτ
)2
4µkτ
]
d lnn . (3.17)
This shouldn’t be surprising. In §2.4, we saw that the phase-average of lnn is the sum of the
logarithms of the particle occupation numbers produced at each scattering. The central limit
theorem then suggests that lnn is Gaussian distributed (and n obeys a log-normal distribution).
This is true, except for deviations at small n. These deviations arise because the total transmission
probability is bounded by 1 (and n is bounded by 0).
3.2 Moments of the Density
Although the solution of FP equation contains all the information about the statistics of the
process, it is also convenient to instead look at the evolution of the moments of the occupation
number directly. The equation for the evolution of 〈F (n)〉 ≡ ∫ dnF (n)P (n; τ) can be easily
obtained from the FP equation, and is given by
1
µk
∂〈F 〉
∂τ
=
〈
(1 + 2n)
∂F
∂n
+ n(1 + n)
∂2F
∂n2
〉
. (3.18)
By picking the functional F conveniently, we can study arbitrary moments of the occupation
number n. In general, this leads to a set of coupled differential equations. From (3.18) it is easy
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to see that 〈n〉 and 〈n2〉 satisfy
1
µk
∂〈n〉
∂τ
= 1 + 2〈n〉 , (3.19)
1
µk
∂〈n2〉
∂τ
= 4〈n〉+ 6〈n2〉 . (3.20)
Defining τ = 0 to be the time at which both 〈n〉 and 〈n2〉 are vanishingly small, we get
〈n〉 = 1
2
(
e2µkτ − 1) , (3.21)
Var[n] ≡ 〈n2〉 − 〈n〉2 = 1
12
(
1− 3e4µkτ + 2e6µkτ) µkτ1−−−−−→ 2
3
e2µkτ 〈n〉2 . (3.22)
We see that the variance of the occupation number grows faster than the square of the mean.
This illustrates that the probability density P (n; τ) becomes a very broad function at late times
(cf. Fig. 5). The mean 〈n〉 is therefore not a good measure of the typical number of particles
produced.
To derive the evolution of the typical density, ntyp ≡ exp[〈ln(1 + n)〉] − 1 , we consider the
expectation value of ln(1 + n) (and its higher-order moments):
1
µk
∂〈ln(1 + n)〉
∂τ
= 1 , (3.23)
1
µk
∂〈[ln(1 + n)]2〉
∂τ
= 2〈ln(1 + n)〉+ 2〈n(1 + n)−1〉 . (3.24)
The first equation can be integrated directly to give
〈ln(1 + n)〉 = µkτ → ntyp = eµkτ − 1 . (3.25)
This is consistent with the result of our more heuristic derivation; cf. eq. (2.19). In the limit
of late times, µkτ  1, the last term in (3.24) becomes 2〈n(1 + n)−1〉 → 2 and the system of
equations closes. Substituting (3.25) and integrating, we find
∆Var[ln(1 + n)] = 2µk(τ − τ0) , (3.26)
where ∆f ≡ f − f0 and the subscript ‘0’ denotes a quantity evaluated at the time τ0 (with
µkτ0 & 1). We see that the variance of ln(1 + n) grows slower than the square of the mean:
∆Var[ln(1 + n)]
(∆〈ln(1 + n)〉)2 =
2
µk(τ − τ0) . (3.27)
The mean of ln(1 + n) is therefore a good measure of the number of particles produced (see
Fig. 3). These results are consistent with the properties of the log-normal distribution (3.17).
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4 Generalization to Multiple Fields
Ultimately, one of our motivations is to describe the complex multi-field dynamics that may have
occurred in the early universe. This also has a direct analog in the theory of disordered wires.
So far, we have ignored the finite thickness of the wire. Taking the thickness into account leads
to a finite number of transverse excitations in the electron wavefunction. This then gives rise
to coupled, longitudinal ‘conduction channels’. In this section, we will develop the framework
of stochastic particle production with multiple fields and its correspondence to multi-channel
conduction.
4.1 Preliminaries
Consider the action of Nf coupled scalar fields φ
a,
S =
∫
d4x
√−g
[
M2pl
2
R− 1
2
Gab(φ
c)∂µφa∂µφ
b − V (φc) + · · ·
]
, (4.1)
where a, b, c = 1, . . . , Nf . The linearized equation of motion for the field fluctuations can be
written in the following from (see e.g. [23])[
1 (∂2τ + k
2) + p(k, τ)∂τ + m(k, τ)
]︸ ︷︷ ︸
≡ w(k, τ)
· δ~φk = 0 , (4.2)
where δ~φ is a vector made out of the fluctuations of the fields φa. The coefficient functions p(k, τ)
and m(k, τ) are matrices, with
(p)ab = 2Hδab + · · · , (m)ab = a2GacV,cb + · · · . (4.3)
The ellipses in (4.3) stand for a complicated set of terms arising, for instance, from a nontrivial
field space metric Gab 6= δab. The precise form of (4.2) will not be important. All we care about
here is that it defines a linear map describing the unitary evolution of δ~φk(τ). For simplicity
and concreteness, we will assume that17 Gab = δab, and ignore the Hubble expansion for the
remainder of this section, i.e. we set (p)ab = 0 and (m)
a
b = δ
acV,cb. We will refer to m as the
mass matrix.
We assume that the evolution of the field fluctuations contains localized non-adiabatic events
at random intervals around τ = τj , and that the fields are otherwise free. After the j-th event,
the evolution of the fields is given by
δ~φj(τ) =
1√
2k
[
~βje
ikτ + ~αje
−ikτ
]
, (4.4)
where we have suppressed the dependence of δ~φj and (~αj , ~βj) on k to reduce clutter. The
Bogoliubov coefficients before and after the non-adiabatic event are related by(
~βj
~αj
)
=
(
(t†j)
−1 −(t†j)−1r†j
−(tTj )−1rj (tTj )−1
)
︸ ︷︷ ︸
Mj
(
~βj−1
~αj−1
)
. (4.5)
17The assumption Gab = δab can also be justified from an effective field theory perspective [25]: in cases of strong
disorder in the mass term, the corrections to Gab are often irrelevant in the technical sense.
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For a real and symmetric mass matrix m, the coefficients before and after the event satisfy
|~αj |2 − |~βj |2 = |~αj−1|2 − |~βj−1|2 = Nf . (4.6)
The normalization in (4.6) is consistent with the assumption that the fields are free between the
interactions and has the correct limit for Nf → 1. The transfer matrix Mj is now a 2Nf × 2Nf
matrix, whereas rj and tj areNf×Nf matrices satisfying r†jrj+t†jtj = 1. In addition, Im[δacV,cb] = 0
implies that r = rT . In an explicit example the entries of the transfer matrix would be determined
from matching the mode functions across the non-adiabatic scattering event (cf. Appendix C).
The total transfer matrix M(Ns) after Ns scatterings is the same matrix product as before,
cf. eq. (2.6). The coefficients before the first scattering are then linked in a simple way to those
after Ns scatterings (
~βNs
~αNs
)
=
(
(t†)−1 −(t†)−1r†
−(tT )−1r (tT )−1
)
︸ ︷︷ ︸
M(Ns)
(
~β0
~α0
)
. (4.7)
Away from the non-adiabatic events, we can unambiguously define an occupation number of
the fields. In particular, the total occupation number after Ns events is
n(Ns) ≡ 1
2k
(
|δ~˙φNs |2 + k2|δ~φNs |2
)
− Nf
2
= |~βNs |2 = Tr
[
~βNs
~β †Ns
]
. (4.8)
Assuming that we start in the vacuum state [i.e. ~β0 = ~0 and ~α0 = (e
iδ1 , . . . , eiδNf )], we get
Tr[~βNs
~β †Ns ] = Tr[(t
†t)−1r†~α0~α
†
0r], where we have used the cyclic property under the trace opera-
tion. Note that ~α0~α
†
0 = 1+O, where O has vanishing entries on the diagonal. Using r
†r + t†t = 1,
we then find
n = Tr
[
(t†t)−1(1 + r†Or)− 1
]
= Tr
[
(t†t)−1 − 1
]
. (4.9)
In the last step, we have again used the cyclic property of the trace and Tr[(rt−1)†O(rt−1)] =
Tr[O] = 0. This motivates the following definition for the occupation number matrix 18
n ≡ (t†t)−1 − 1 . (4.10)
The eigenvalues na of the matrix n describe the number of particles of each field (possibly in a
rotated field basis). The total number of particles is the sum over all eigenvalues
n =
Nf∑
a=1
na = Tr[n] . (4.11)
In terms of the transfer matrix, this can be written as
n =
1
2
Tr
[
1
4
{
2 · 1 + MM† + (MM†)−1
}
− 1
]
. (4.12)
We are interested in the statistics of the stochastic particle production. As before, the most
efficient way to derive this is as a solution to a Fokker-Planck equation.
18We have found this definition convenient both for numerical computations and for the derivation of the multi-
field Fokker-Planck equation (see Appendix A).
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4.2 Fokker-Planck Equation
The multi-field generalization of the FP equation (3.15) is a bit more complex, and is derived
in detail in Appendix A. After some work, one finds that the evolution equation for the joint
probability distribution of the eigenvalues na is
1
µk
∂
∂τ
P (na; τ) =
Nf∑
a=1
(1 + 2na) + 1
Nf + 1
∑
b6=a
na + nb + 2nanb
na − nb
 ∂P
∂na
+
2
Nf + 1
Nf∑
a=1
na(1 + na)
∂2P
∂n2a
,
(4.13)
where we have defined the mean particle production rate as
µk ≡ 1
Nf
〈n〉δτ
δτ
. (4.14)
Although our derivation in Appendix A uses the maximum entropy ansatz (see Appendix B), the
form of eq. (4.13) also follows under less restrictive assumptions [58]. Without the maximum
entropy ansatz (or related simplifications), the FP equation in the multi-field scenario can be
significantly more complex (e.g. [59–61]).
4.3 Moments of the Density
A formal solution to the FP equation (4.13) is provided in [62]. However, as before, it is convenient
to transform the FP equation into a hierarchy of equations for the moments of the occupation
numbers:
Nf + 1
2
1
µk
∂〈F 〉
∂τ
=
〈
Nf∑
a=1
[
na(1 + na)
∂2F
∂n2a
+ (1 + 2na)
∂F
∂na
]
+
1
2
Nf∑
a6=b
1
na − nb
[
na(1 + na)
∂F
∂na
− nb(1 + nb) ∂F
∂nb
]〉
, (4.15)
where 〈F 〉 ≡ ∫ ∏a dnaF (na)P (na; τ). A closed set of equations for the moments of n = ∑a na
then is
1
µk
∂〈n〉
∂τ
= Nf + 2〈n〉 , (4.16)
(Nf + 1)
2
1
µk
∂〈n2〉
∂τ
= (N2f +Nf + 2)〈n〉+ 2(Nf + 1)〈n2〉+ 2〈n2〉 , (4.17)
(Nf + 1)
2
1
µk
∂〈n2〉
∂τ
= (2Nf + 2)〈n〉+ 〈n2〉+ (2Nf + 3)〈n2〉 , (4.18)
where n2 ≡
∑
a n
2
a (not to be confused with the n2 used in §3.1, or with na=2 in this section).
Remarkably, these equations can be solved exactly. The evolution of the mean is simply Nf copies
of (3.21),
〈n〉 = Nf
2
(
e2µkτ − 1) , (4.19)
18
and the solution for the second moment is
〈n2〉 = Nf(2N
2
f +Nf + 1)
4(2Nf + 1)
− N
2
f
2
e2µkτ +
Nf(Nf + 1)
12
e
4
(
Nf+2
Nf+1
)
µkτ (4.20)
+
Nf(N
2
f − 1)
3(2Nf + 1)
e
4
(
Nf+1/2
Nf+1
)
µkτ ,
which reduces to (3.22) for Nf = 1.
As in the single-field case, the variance of n grows faster than its mean. The mean is therefore
not a good measure of the typical evolution. As before, we obtain the evolution of the typical
occupation number by considering the expectation value of ln(1 + n). The first two moments
satisfy
1
µk
∂〈ln(1 + n)〉
∂τ
=
〈
Nf + 2n
1 + n
− 2
Nf + 1
n+ n2
(1 + n)2
〉
, (4.21)
1
µk
∂〈[ln(1 + n)]2〉
∂τ
=
〈
2 ln(1 + n)
Nf + 2n
1 + n
− 4
Nf + 1
(ln(1 + n)− 1) n+ n2
(1 + n)2
〉
. (4.22)
It is easy to check that these equations reduce to (3.23) and (3.24) in the limit Nf = 1. However,
this time it is not easy to find a closed set of equations. To solve eq. (4.22) exactly requires the
evolution of n2, which depends on the evolution of n3 ≡
∑
a n
3
a, which depends on the evolution
of n4 ≡
∑
a n
4
a, etc. We can nevertheless make progress by taking the limit of late times in (4.22):
1
µk
∂〈ln(1 + n)〉
∂τ
nNf−−−−−→ 2Nf
1 +Nf
[
1 +

Nf
]
→0−−−−→ 2Nf
Nf + 1
, (4.23)
Figure 6. Test of 〈n2/n2〉 ≈ 1 as a func-
tion of Nf . The parameters of the numer-
ical example are the same as in Fig. 7.
where we have defined  ≡ 1 − 〈n2/n2〉. In the final
passage we have assumed that a single eigenvalue dom-
inates the evolution at late times. In that case, the sum
of the squares of the eigenvalues na equals the square
of the sum, and hence n2 ≈ n2 (or  → 0). In Fig. 6,
we demonstrate the accuracy of this approximation in a
specific example. Note that the deviation from n2 ≈ n2
is to be compared with Nf , so even a 10% error has a
small effect on the final answer. We then find
∆〈ln(1 + n)〉 = 2Nf
Nf + 1
µk(τ − τ0) . (4.24)
In Fig. 7, we show a comparison between this analytical
result and a numerical example. We see that our predic-
tion captures the functional dependence on the number
of fields extremely well.
Equation (4.24) implies that the evolution of the typical occupation number is
ntyp(τ) ≈ ntyp,0 exp
[
2Nf
Nf + 1
µk(τ − τ0)
]
. (4.25)
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Figure 7. Comparison between the analytic result (4.25) and our numerical simulations. The “mass
matrix” for the coupled mode functions of the fields was modelled as m ≡∑Nsj=1 mj δD(τ − τj), where each
entry of the Nf ×Nf matrices mj at the random locations τj are drawn from uniform distributions. The
strengths and distribution of the scatterers were chosen such that the mean particle production in the
interval ∆τ is µk∆τ = 0.02 (regardless of the number of fields). Left: Evolution of the typical occupation
number ntyp with the number of scatterings Ns. Each curve represents a different number of coupled
fields Nf . The orange lines are predictions based on our multi-field Fokker-Planck equation, whereas the
dotted lines are derived from our numerical simulations. The analytical predictions are normalized at
Ns(τ0) = 200. Right: The typical occupation number as a function of the number of fields, for a fixed
number of scatterings Ns = 1000 and with ntyp,0 ≡ ntyp(τ0). We see excellent agreement between our
analytical prediction and the numerical results.
We see that the rate of growth has a weak dependence onNf , which disappears in the limitNf  1.
We also note that the late time growth of ntyp for Nf  1 is the square of that for Nf = 1.
Taking the same limits in the evolution equation (4.22), we find
1
µk
∂〈[ln(1 + n)]2〉
∂τ
nNf−−−−−→ 4Nf
Nf + 1
〈
ln(1 + n)
[
1 +

Nf
]〉
+
4(1− )
Nf + 1
→0−−−−−→ 4Nf
Nf + 1
〈ln(1 + n)〉+ 4
Nf + 1
. (4.26)
Substituting (4.24) and integrating, we find
∆Var[ln(1 + n)] =
4
Nf + 1
µk(τ − τ0) , (4.27)
which reduces to (3.26) in the special case Nf = 1. Notice that while 〈[ln(1 + n)]2〉 contains a
term proportional to (τ − τ0)2, this has cancelled in the variance.
4.4 Examples of Universality
The results of this section depended only on two parameters: the mean particle production rate µk
and the number of fields Nf . In certain limits and for certain quantities the dependence on these
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parameters simplifies. This corresponds to an enhanced universality of the results. Let us give a
few examples for this phenomenon:
• Using eqs. (4.19) and (4.20), we can compute the variance of the occupation number. In
the limit of a large number of fields, Nf  1, this becomes
Var[n] =
1
8
[
1− e4µkτ (1− 4µkτ − 8(µkτ)2) ]+O(N−1f ) . (4.28)
We notice that the leading term is independent of the number of fields. (The O(Nf 2) terms
in (4.20) have exactly cancelled against the Nf -dependence of (4.19).) This universality is
similar to the famous effect of universal conductance fluctuations [41, 42] in multi-channel
wires.19
• The variance and the mean of ln(1 + n) are both proportional to µk(τ − τ0), cf. eqs. (4.27)
and (4.24). Their ratio then is time independent and determined purely by the number of
fields
∆Var[ln(1 + n)]
∆〈ln(1 + n)〉 =
Nf
2
. (4.29)
Of course, it is not clear whether the universality of this specific ratio is physically relevant
or just a coincidence.
4.5 Random Matrix Theory
We conclude this section with a few comments on possibility of using random matrix the-
ory (RMT) techniques to gain further insights into the statistics of stochastic particle production.
As we have seen, stochastic particle production with multiple fields can involve two large num-
bers: the number of fields Nf and the number of non-adiabatic events (or scatterings) Ns. Both
of these large N ’s can potentially lead to powerful applications of RMT:
• Nf :
If the number of fields is large, Nf  1, then the random transfer matrices Mj have high
dimensionality. A lot is known about the spectrum of eigenvalues of large random matrices
(see [63] for a review). Moreover, from (4.12), we see that the eigenvalues of MjM
†
j determine
the “local” change in the occupation number nj and then via (4.14), the particle production
rate µk. It would be interesting to use RMT to explore the probability distribution P (µk).
• Ns:
Throughout, we have assumed that the number of scatterings is large, Ns  1. In that
case, the total transfer matrix M is a product of many random transfer matrices, i.e. M =∏Ns
j=1 Mj . A lot is known about the asymptotic behavior of products of random matrices
(see [64] for a review). Here, we highlight Oseledec’s “multiplicative ergodic theorem” [65]:
For Ns →∞, the 2Nf random eigenvalues e±νa of MM† tend to the non-random
values e±γaNs , with γa independent of Ns. For finite Ns, the νa’s have small
Gaussian fluctuations around their asymptotic limit γaNs.
19In fact, the more exact analogy to universal conductance fluctuations is Var[n−1] = const. (independent of
both Ns and Nf).
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The parameters γa in this theorem are the Lyapunov exponents. The fact that they are
independent of Ns means that asymptotically the growth is purely exponential.
20 This is
consistent with the asymptotical scalings we derived from the Fokker-Planck equation, but
this time it does not assume that the scattering is weak.
We note that some aspects of RMT (specifically for Ns  1, but Nf = 1) have been used in [30, 31]
to understand the effects of noise on parametric resonance. We leave a more detailed exploration
of the RMT treatment of stochastic particle production to future work.
5 Conclusions and Outlook
In this paper, we have developed a theoretical framework for characterizing stochastic particle
production in the early universe. Our approach is particularly useful when the dynamics are
complex and the interactions are poorly constrained, but only coarse-grained, statistical infor-
mation is of interest. In our analysis, we exploited a precise mapping between stochastic particle
production in cosmology and current conduction in wires with impurities. This allowed us to
import many powerful results from the condensed matter literature to the cosmological context.
Concretely, we derived Fokker-Planck equations to describe the evolution of the particle occupa-
tion numbers and discussed their solutions. We checked that our solutions are consistent with
numerical simulations of stochastic particle production in complex scenarios. We have seen hints
of universality21 emerging in the evolution of the particle occupation numbers in systems with a
large number of non-adiabatic events22 and/or a large number of fields. We have also sketched
how such universal behavior can be understood in terms of random matrix theory.
It remains to be seen if (and how) the emergent universality in the particle production is
reflected in cosmological observables. To analyze this, we will study the backreaction of the
density of produced particles on the cosmological dynamics. The stress-energy of the particles
can influence both the background dynamics [4, 67] and the evolution of the long-wavelength
curvature perturbations ζ. As explained in [68], we expect the evolution of ζ to be sourced
both by a stochastic noise term (which is uncorrelated with ζ) and a linear response (which is
correlated with ζ). Both effects need to be taken into account to derive the late-time correlation
functions for ζ, and hence the effects on cosmological observables. It will be interesting to follow
20It is possible that exponential particle production (localization) can be avoided when the matrices Mj are
drawn from ensembles belonging to certain symmetry classes [66].
21We should caution the reader that the universality of our results partially relies on the assumption that the
interacting fields are statistically equivalent and maximally mixed with a random but uniform distribution of
non-adiabatic events. Relaxing this assumption forms an interesting avenue for future work.
22Our asymptotic results apply to the limit of large occupation numbers, nk  1. Associated with the exponential
growth of nk are an increase in the energy density, ρχ, and the dispersion, 〈χ2〉, of the χ-field(s). In a specific
model, this might eventually lead to a backreaction on both the evolution of the homogeneous background and on
the dynamics of the fluctuations. At what point these effects will be significant is model-dependent: for instance,
the smaller the self-interactions of χ the longer our assumption of linearity of the equations of motion will be a good
approximation. In [46], it was argued that large occupation numbers can occur during preheating, 108 & nk  102,
without causing a large backreaction and/or a violation of the linearity assumption. We also note that by ignoring
Hubble expansion in our treatment we did not capture the dilution in the occupation numbers which competes
with the particle production rate.
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up on the suggestion of [25] that weak disorder during inflation could lead to additional noise in
the power spectrum and bispectrum of ζ. Finally, once the effects on the curvature perturbations
have been calculated, it will also be useful to compare our analytical predictions with those of
existing works involving multi-field inflation with complex potentials (e.g. [11, 18]).
Our statistical approach may also be of interest for studies of the early stages of nonperturba-
tive (p)reheating. Given the complexity of the dynamics, most previous works in the preheating
literature only dealt with a few components governed by relatively simple interactions. For exam-
ple, the treatments in the seminal papers on the subject [44–46] were restricted to daughter fields
that coupled to a single inflaton field. Even in these simplified scenarios, additional stochasticity
in the effective masses of the daughter fields (beyond that due to expansion) can lead to novel
effects such as enhanced particle production [24, 30, 31]. Particle production in the context of
coupled multi-field dynamics (which can naturally lead to stochasticity during reheating), remains
relatively unexplored. Based on our present work, it is conceivable that the preheating dynam-
ics in such complex scenarios can be parametrized by a few effective parameters (see also [69]).
On the more practical side, our framework will allow us to determine when a linear treatment
becomes a poor approximation to the dynamics, and full nonlinear simulations are needed. Our
formalism would be an efficient way to determine the initial conditions for these simulations.
We end with some speculative remarks. Recent observations [70] have revealed a remarkably
simple universe. Only two numbers (As, ns) are required to describe a nearly scale-free and
Gaussian spectrum of adiabatic curvature perturbations [71, 72]. At the same time, fundamental
theories of the early universe can be quite complex. It is therefore natural to wonder how the
simplicity of the data emerges from the apparent complexity of the underlying theories. Emergent
universal behaviour is common in condensed matter systems and is what allows predictive power
in spite of the underlying complexity of materials [73]. It is intriguing to ask whether the simplicity
of the cosmological data is similarly emergent from complexity rather than reflecting the simplicity
of the underlying theory. Our framework can be thought of as a first modest step towards
exploring this possibility.
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A Fokker-Planck for Multiple Fields
In this appendix, we derive the Fokker-Planck equation for stochastic particle production with
multiple fields.
A.1 Polar Form of the Transfer Matrix
Consider the transfer matrix
M =
(
(t†)−1 −(t†)−1r†
−(tT )−1r (tT )−1
)
. (A.1)
We wish to write this in the so-called ‘polar form’ [57]. First, note that the ‘singular value
decomposition’ of the matrix t is given by
t = u
√
Tˆv , (A.2)
where u and v are unitary matrices and Tˆ is a diagonal matrix whose entries are the eigenvalues
of tt†. The columns of the matrices u and vT are the eigenvectors of tt† and t†t, respectively.
Note that the choice of u and v is not unique. For future convenience, we define another unitary
matrix z = vu, such that
t = u
√
Tˆzu† . (A.3)
As discussed in §2.4 and §4.1, the reflection and transmission matrices r and t satisfy r†r + t†t = 1
and r = rT . These properties allow us to write
r = −vT
√
1− Tˆv = −u∗zT
√
1− Tˆ zu† . (A.4)
In terms of the diagonal number density matrix nˆ ≡ Tˆ−1 − 1, we get
t = u
√
(1 + nˆ)−1 zu† ,
r = −u∗zT
√
nˆ(1 + nˆ)−1 zu† .
(A.5)
The polar form of the transfer matrix is then obtained by substituting (A.5) into (A.1),
M =
(
u 0
0 u∗
)(√
1 + nˆ
√
nˆ√
nˆ
√
1 + nˆ
)(
v 0
0 v∗
)
=
(
u
√
1 + nˆ zu† u
√
nˆ z∗uT
u∗
√
nˆ zu† u∗
√
1 + nˆ z∗uT
)
. (A.6)
In the single-field case, the above definitions reduce to
u = eiφ , nˆ = n , z = eiθ, t = t =
√
(1 + n)−1eiθ , r = r = −
√
n(1 + n)−1e2i(θ−φ) , (A.7)
and, hence, we find
M =
(
eiθ
√
1 + n ei(2φ−θ)
√
n
e−i(2φ−θ)
√
n e−iθ
√
1 + n
)
. (A.8)
This is the form of the transfer matrix that we used in §3.1.
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A.2 Derivation of the Fokker-Planck Equation
In terms of the parameterization of the previous section, the Smoluchowski equation (3.1) reads
P ({nˆ, z, u}; τ + δτ) =
∫
P ({nˆ1, z1, u1}; τ)P ({nˆ2, z2, u2}; δτ) dnˆ2du2dz2
= 〈P ({nˆ1, z1, u1}; τ)〉δτ .
(A.9)
To derive the FP equation, we proceed as in the single-field case (cf. §3.1), except that the algebra
will be a bit more involved. As before, we need to express the elements of the transfer matrix M1
in terms of the elements of M and M2 (see Fig. 4), using M1 = M
−1
2 M.
First, we consider n1 = (t
†
1t1)
−1 − 1 [see eq. (4.10)], which can be written as
n1 = [M1]
†
11 [M1]11 − 1 , (A.10)
where
[M1]11 = u1
√
1 + nˆ1v1 = v
†
2
[√
1 + nˆ2 u˜
†
2
√
1 + nˆ−
√
nˆ2 u˜
T
2
√
nˆ
]
v , (A.11)
with u˜2 ≡ u†u2. The result can be expressed in the following form
n1 = n + v
†∆nv , (A.12)
where
∆n =
√
1 + nˆ u˜2nˆ2u˜
†
2
√
1 + nˆ−√1 + nˆ u˜2
√
(1 + nˆ2)nˆ2 u˜
T
2
√
nˆ
+
√
nˆ u˜∗2nˆ2u˜
T
2
√
nˆ−
√
nˆ u˜∗2
√
nˆ2(1 + nˆ2) u˜
†
2
√
1 + nˆ .
(A.13)
Note that nˆ1, nˆ are diagonal, but n, n1,∆n are not. Thinking of n + v
†∆nv as a perturbed Hamil-
tonian, we will use perturbation theory to find the eigenvalues of n1 in terms of the eigenvalues
of n and the matrix elements of ∆n in the basis that diagonalizes n. Let the eigenvalues of the
matrices n1, n, ∆n be n1a, na, δna, respectively. Perturbation theory then leads to
n1a = na + δna , (A.14)
where
δna = (∆n)aa +
∑
a6=b
(∆n)ab(∆n)ba
na − nb + · · · . (A.15)
The single-field analog of this expression does not require perturbation theory and is given exactly
by (3.8). Similar manipulations allow us to express {z1, u1} in terms of {nˆ, z, u} and {nˆ2, z2, u2}.
This step is cumbersome and readers interested in the gory details can find them in [29].
As in the single-field case, we use the maximum entropy ansatz (see Appendix B) to put
physical constraints on the form of P2 ≡ P ({nˆ2, u2, z2}; δτ). This time one finds that P2 is
independent of u2, i.e. P2 = P ({nˆ2, z2}; δτ),23 and the persistence property yields P = P ({nˆ, z}; τ+
δτ). Integrating over z on both sides of the Smoluchowski equation, we get
P (nˆ; τ + δτ) = 〈P (nˆ1; τ)〉δτ . (A.16)
23The particular form of P2({nˆ2, z2}; δτ) is not important. The derived FP equation is more general, and does
not rely on the details related to the maximum entropy ansatz. The results of our numerical simulations are also
found to be insensitive to the particular choice of P2.
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Taylor expanding the left-hand side of equation (A.16) with respect to δτ and the right-hand side
with respect to δna, we find
∂τP (na; τ) =
Nf∑
a=1
∂P
∂na
〈δna〉δτ
δτ
+
1
2
Nf∑
a,b=1
∂2P
∂na∂nb
〈δnaδnb〉δτ
δτ
+ · · · . (A.17)
Our final task is to find expressions for 〈δna〉δτ and 〈δnaδnb〉δτ using equation (A.15). Cal-
culating the expectation values 〈δna〉δτ and 〈δnaδnb〉δτ is aided by properties of the unitary
matrices and also by expanding in powers of µδτ , where µ is the local mean particle production
rate defined as
µ ≡ 1
Nf
〈Tr[nˆ2]〉δτ
δτ
. (A.18)
The result of a tedious computation is
〈δna〉δτ = µδτ
[
(1 + 2na) +
1
Nf + 1
∑
b 6=a
na + nb + 2nanb
na − nb
]
,
〈δnaδnb〉δτ = µδτ
[
4
Nf + 1
na(1 + na)
]
δab .
(A.19)
All higher-order moments vanish at linear order in µδτ . Note that 〈δnaδnb〉δτ ∝ δab. This isotropy
is a consequence of the maximum entropy ansatz. Putting everything together, we obtain the
multi-field Fokker-Planck equation
1
µ
∂
∂τ
P (na; τ) =
drift︷ ︸︸ ︷
Nf∑
a=1
(1 + 2na) + 1
Nf + 1
∑
b 6=a
na + nb + 2nanb
na − nb
 ∂P
∂na
+
2
Nf + 1
Nf∑
a=1
na(1 + na)
∂2P
∂n2a︸ ︷︷ ︸
diffusion
.
(A.20)
We made extensive use of this equation in §4.2.
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B Maximum Entropy Ansatz
In this appendix, we briefly describe the maximum entropy ansatz for constraining the form of
the probability distribution P (M2; δτ) used in Appendix A. For a more detailed discussion we
refer the reader to [29].
B.1 Single-Field Case
We first consider the single-field case. Let us define the Shannon entropy of the probability
distribution as
S ≡ −〈lnP ({n2, θ2, φ2}; δτ)〉δτ
− γ1 [〈1〉δτ − 1]− γ2 [〈n2〉δτ − µδτ ] + γ3 [〈f(θ2)〉δτ −Θδτ ] ,
(B.1)
where f(θ2) is an arbitrary function with an extremum at e
iθ2 = 1. The three constraints in (B.1)
serve the following purposes:
• The first constraint simply enforces the normalization of the distribution.
• The second constraint fixes the local mean particle production rate
µ ≡ 〈n2〉δτ
δτ
. (B.2)
• The third constraint is slightly non-trivial. Recall the polar form of the transfer matrix,
M2 =
(
eiθ2
√
1 + n2 e
i(2φ2−θ2)√n2
e−i(2φ2−θ2)
√
n2 e
−iθ2√1 + n2
)
. (B.3)
In the limit δτ → 0, we expect M2 → 1, or {n2 → 0, eiθ2 → 1}. A way of imposing this
constraint is to assume that the expectation value of some real, positive-definite function
f(θ2) is fixed as δτ decreases. In other words, the function f(θ2) has to have an extremum
at eiθ2 = 1. An example of such a function is
f(θ2) = |eiθ2 − 1|2 = 4 sin2(12θ2) . (B.4)
This guarantees that the probability density peaks at θ2 → 0 when δτ → 0. Note that φ2
is not determined by this constraint.
Extremizing the entropy in (B.1) yields
P ({n2, θ2, φ2}; δτ) = e
−γ2n2
Z(γ2)
e−γ3f(θ2)
Z(γ3)
, (B.5)
where
Z(γ2) ≡
∫
dn2 e
−γ2n2 = γ−12 , (B.6)
Z(γ3) ≡
∫
dθ2
2pi
e−γ3f(θ2) . (B.7)
27
Imposing that 〈n2〉δτ = µδτ and 〈f(θ2)〉δτ = Θδτ , we get
P ({n2, θ2, φ2}; δτ) = 1
µδτ
exp
(
− n2
µδτ
)
exp [−γ3(Θδτ)f(θ2)]
Z(Θδτ)
= P (n2; δτ)P (θ2; δτ)
= P ({n2, θ2}; δτ) . (B.8)
We see that, within the maximum entropy ansatz, the probability distribution is independent
of φ2. This is the only fact that we need from this analysis. In particular, although we have
provided an explicit form of the distribution above, we do not need these details for the derivation
of the FP equation. As an aside, we note that for the particular choice f(θ2) = 4 sin
2(12θ), we
have Z(γ3) = e
−2γ3I0(2γ3) and
2
[
1− I1(2γ3)
I0(2γ3)
]
= Θδτ , (B.9)
where In(z) are modified Bessel functions of the first kind. The left-hand side of (B.9) is a
positive-definite, monotonically decreasing function of γ3. Hence, as Θδτ → 0, we have γ3 →∞
and the probability density develops a delta function at θ2 → 0.
B.2 Multi-Field Case
Let us comment on the generalization of the maximum entropy ansatz to the case with multiple
fields. The Shannon entropy of the probability distribution now is
S ≡ −〈lnP ({nˆ2, z2, u2}; δτ)〉δτ
− γ1 [〈1〉δτ − 1]− γ2
[
Nf
−1〈Tr[nˆ2]〉δτ − µδτ
]
+ γ3 [〈f(z2)〉δτ −Θδτ ] ,
(B.10)
where f(z2) is an arbitrary function with an extremum at z2 = 1; for instance, we may have f(z2) =
Tr
[
(z2 − 1)(z2 − 1)†
]
. All constraints in (B.10) have the same meanings as in the single-field case.
As before, the last constraint enforces that M2 → 1 in the limit δτ → 0. To see this, we consider
the polar form of the transfer matrix
M2 =
(
u2
√
1 + nˆ2 z2u
†
2 u2
√
nˆ2 z
∗
2u
T
2
u∗2
√
nˆ z2u
†
2 u
∗
2
√
1 + nˆ2 z∗2uT2
)
, (B.11)
which becomes the identity for {nˆ2 → 0, z2 → 1}. Maximizing the entropy, we find that the
probability density is independent of u2. As in the single-field case, the persistency property holds:
the convolution of two probability densities which are independent of u, is itself independent of u.
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C Explicit Scattering Computations
In this appendix, we will show how the transfer matrices and the occupation numbers are com-
puted in concrete examples.
C.1 Single-Field Case
When the wavelength of the incoming mode is much longer than the coherence interval of the
non-adiabatic event, then the profile of the mass evolution, m(τ), cannot be resolved by the wave.
In that limit, “delta-function”-scatterers are a good approximation
m2(τ) =
Ns∑
j=1
mj δD(τ − τj) . (C.1)
We write the mode function before the j-th scattering as
χj−1(τ) =
1√
2k
[
βj−1eikτ + αj−1e−ikτ
]
, (C.2)
where βj−1 and αj−1 are the standard Bogoliubov coefficients. A similar expansion applies for
the mode function χj after the scattering. The mode functions before and after the scattering
satisfy the following junction conditions
χj(τj) = χj−1(τj) ,
χ ′j(τj) = χ
′
j−1(τj)−mjχj−1(τj) .
(C.3)
A transfer function Mj relates the Bogoliubov coefficients before and after the scattering(
βj
αj
)
= Mj
(
βj−1
αj−1
)
. (C.4)
Using (C.3), we find
Mj =
[
1 + iλj
(
1 e−2ikτj
−e2ikτj −1
)]
, λj ≡ mj
2k
. (C.5)
Comparison with the general transfer matrix Mj in (2.5) yields tj = (1− iλj)−1 and Tj ≡ |tj |2 =
(1+λ2j )
−1. We label by nj the “local” change in the occupation number due to the j-th scattering.
It is related to the transmission coefficient (and hence λj) via
nj = T
−1
j − 1 = λ2j . (C.6)
Notice that the local change in the occupation number is large only for k  mj . Also note
that a comparison with the polar form of the transfer matrix (A.8) implies θj = tan
−1(λj) and
φj = tan
−1(λj)− kτj + pi/4.
We caution the reader that nj is not the total occupation number after j scatterings. The
latter we denote by n(j). The total occupation numbers before and after the j-th scattering are
related by
n(j) = n(j − 1) +λ2j
[
1 + 2n(j − 1) + 2
√
n(j − 1) {1 + n(j − 1)} cos ∆j
]
+ 2λj
√
n(j − 1) {1 + n(j − 1)} sin ∆j ,
(C.7)
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Figure 8. Particle production for sech-scattering as a function of kwj and mj/k.
where ∆j ≡ −arg [αj−1] + arg [βj−1] − 2kτj . Starting from vacuum initial conditions, n(0) = 0,
we can use this formula iteratively to describe the occupation number after many scatterings.
Alternatively, we can also obtain the occupation number after Ns scatterings by first chaining
together the transfer matrices M(Ns) = MNs . . .M2M1 and then deriving the final occupation
number via
n(Ns) = [M(Ns)]
∗
11[M(Ns)]11 − 1 . (C.8)
To model a situation in which the finite “width” (i.e. duration) of the scattering event is
relevant, we consider “sech”-scatterers:
m2(τ) =
N∑
j=1
mj
2wj
sech2[(τ − τj)/wj ] . (C.9)
This reduces to (C.1) in the limit wj → 0. Using the results for transmission probabilities
from [43], we get
nj ≡
cos2(12pi
√
1 + 2mjwj )
sinh2(pikwj)
. (C.10)
Figure 8 shows a plot of nj(k,mj , wj). We see that nj depends on two dimensionless ratios:
kwj and mj/k. The first ratio determines whether the wavelength is large or small compared to
the duration of the event. To be in the non-adiabatic regime and get significant local particle
production, we require kwj < 1, i.e. the wavelength is large compared to the duration of the
non-adiabatic event. For mj < 0, there is a significant amount of particle production even
with kwj ∼ 1. This is the result of a temporary tachyonic instability. In the limit wj → 0 the
amount of particle production is independent of the sign of mj . To obtain the occupation number
30
after Ns scatterings, we repeat the procedure described for the δ-function scatterers, i.e. we chain
together the transfer matrices and read of the final occupation number from M(Ns).
For another method to calculate particle production, see Appendix B.2 and B.3 of [22]. The
authors use a heat kernel method to calculate particle production, and discuss an analytic example
similar to the one discussed above.
C.2 Multi-Field Case
The generalization to multiple fields is straightforward. For simplicity, let us restrict ourselves to
δ-function scatterers and consider the following form of the coupled equations of motion for the
mode functions
~¨χ+
[
k21 + m
]
~χ = 0 , where m ≡
Ns∑
j=1
mj δD(τ − τj) . (C.11)
The solutions between scatterings are
~χj(τ) =
1√
2k
[
~βje
ikτ + ~αje
−ikτ
]
. (C.12)
Matching these solutions at τ = τj , we get(
~βj
~αj
)
=
(
(1 + iΛj) ie−2ikτjΛj
−ie2ikτjΛj (1− iΛj)
)
︸ ︷︷ ︸
Mj
(
~βj−1
~αj−1
)
, (C.13)
where Λj ≡ mj/(2k). Comparing this result with the general expression for the transfer matrix
Mj =
(
(t†j)
−1 −(t†j)−1r∗j
−(tTj )−1rj (tTj )−1
)
, (C.14)
we find that the transmission coefficient matrix for a single scattering event is given by (t†j)
−1 =
1 + iΛj . The matrix representing the local change in the occupation numbers for that single
scattering event is then given by
nj = (t
†
jtj)
−1 − 1 = Λ2j . (C.15)
The trace of this matrix provides the total change in the occupation number for the scattering
event. As before, we chain together the transfer matrices to obtain the result for multiple scat-
terings, M(Ns) = MNs . . .M2M1. From this we can extract t(Ns) and derive the total occupation
number matrix n(Ns).
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