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Préface 
 La couche d’ozone, située entre 15 et 20 km d’altitude dans la stratosphère, est 
nécessaire au maintien de la vie sur Terre. Elle filtre le rayonnement solaire incident, 
empêchant les radiations ultraviolettes de plus haute énergie d’atteindre la biosphère. La 
découverte du trou dans la couche d’ozone au-dessus du continent antarctique [Farman et al., 
1985] a provoqué un émoi d’ampleur internationale et a entraîné  une mobilisation de la 
communauté scientifique pour en comprendre les mécanismes responsables. L’identification 
des chlorofluorocarbures (CFCs) comme molécules principalement responsables de la 
destruction de la couche d’ozone a conduit en 1987 au protocole de Montréal puis à des 
amendements successifs visant à supprimer définitivement leur émission dans l’atmosphère 
[WMO, 2011]. Grâce à la ratification du protocole de Montréal, une importante réduction des 
émissions anthropiques de ces substances détruisant l’ozone (ODS pour Ozone Depleting 
Substance) a pu être obtenue. 
 Les nombreux instruments spatiaux et réseaux de surveillance, développés afin de 
suivre l’évolution du budget d’ozone, ont permis de mettre en évidence le recouvrement 
éventuel de la couche d’ozone depuis le début des années 1990 [WMO, 2011]. Une étude 
récente a montré qu’avant 1997, la destruction d’ozone était majoritairement due à 
l’augmentation des ODS [Nair, 2012] mais qu’en revanche, depuis 1996, la diminution de ces 
composés n’est pas suffisante pour expliquer le recouvrement progressif de l’ozone : en effet, 
les influences du flux solaire et des phénomènes de transport dans l’atmosphère moyenne 
jouent un rôle prépondérant. De manière similaire, Manney et al. [2011] ont conclu, suite à 
l’étude de la destruction record d’ozone enregistrée en Arctique durant l’hiver 2010/2011 
[Lindenmaier et al., 2012 ; Adams et al., 2012a], que l’un des enjeux scientifiques majeurs 
actuel est d’améliorer notre compréhension des processus dynamiques de la stratosphère dans 
le contexte des changements climatiques pour mieux appréhender et prévoir l’évolution du 
budget d’ozone dans les prochaines décennies. 
 Au cours du 21ème siècle, alors qu’une augmentation de l’ozone et une diminution 
importante des ODS est attendue, l’augmentation des gaz à effet de serre (GES) principaux (le 
dioxyde de carbone, l’oxyde nitreux et le méthane), due aux activités humaines, devrait se 
poursuivre [IPCC, 2007]. Les modifications du bilan radiatif de la stratosphère, induites par 
l’augmentation des GES, pourraient avoir des conséquences importantes sur le budget de 
l’ozone et sur les processus dynamiques dans la stratosphère [Waugh and Plovani, 2010]. En 
particulier, une modification de la circulation dans la stratosphère pourrait avoir lieu [Garcia 
and Randel, 2008]. Dans ce contexte de changement climatique, les études de modélisation 
réalisées en vue d’évaluer les tendances à long terme présentent des incertitudes trop 
importantes pour estimer d’une part, l’évolution future de la dynamique stratosphérique et 
d’autre part, l’impact de la stratosphère sur le système climatique global [Baldwin et al., 
2007]. 
Préface 
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 En ce sens, de nombreux travaux ont été réalisés, visant à mieux comprendre les 
phénomènes de couplages existant entre les différentes couches de l’atmosphère ; comme les 
couplages troposphère/stratosphère [Holton et al., 1995 ; Martius et al., 2009], ou encore 
stratosphère/mésosphère [Liu and Robble, 2002 ; Manney et al., 2009]. Ces phénomènes de 
couplages ont aussi été décelés au sein même de la stratosphère, entre les régions tropicales et 
les régions polaires [Holton and Tan, 1980 ; 1982 ; Baldwin et al., 2001]. À l’heure actuelle, 
les mécanismes responsables de telles connexions restent peu compris par les scientifiques. 
 
 Ce mémoire est dédié à l’étude d’un aspect de ces phénomènes de couplages, 
matérialisé par le transport rapide de masses d’air, au sein de la stratosphère, depuis les 
régions tropicales/subtropicales vers les régions polaires. Ces phénomènes, qui peuvent 
survenir au moment de la transition entre le régime dynamique d’hiver et le régime 
dynamique d’été en région polaire arctique, sont encore mal connus et peu documentés. Ils 
sont à explorer, caractériser et quantifier, car ils conditionnent la répartition de l’énergie à 
l’échelle globale, et le transport de masses d’air riches en ozone vers la région polaire, 
conduisant à une destruction irréversible pouvant affecter le budget global de l’ozone. 
 Pour cela, les données des instruments MLS (Microwave Limb Sounder) et MIPAS 
(Michelson Interferometer for Passive Atmospheric Sounding), embarqués à bord des 
plateformes satellitaires Aura et ENVISAT (ENVIronment SATellite) sont utilisées afin de 
détecter et caractériser ces échanges dans les champs de traceurs à longue durée de vie. Les 
mesures ponctuelles de l’instrument SPIRALE, embarqué sous ballon stratosphérique, 
permettent de sonder ces structures avec une très haute résolution verticale. Enfin, les modèles 
FLEXTRA et MIMOSA (Modélisation Isentrope du transport Méso-échelle de l'Ozone 
Stratosphérique par Advection) sont utilisés pour analyser les processus de transport des 
masses d’air et définir leurs origines géographiques. Ces modèles sont initialisés et forcés à 
l’aide des données météorologiques (vents, températures, pressions et altitudes 
géopotentielles), analysées et réanalysées, de l’ECMWF (European Centre for Medium-
Range Weather Forecasts). 
 Le premier chapitre donne une présentation détaillée de la dynamique stratosphérique, 
se focalisant plus particulièrement sur les phénomènes d’échanges rapides de masses d’air 
entre les différentes régions stratosphériques, dus à la propagation d’ondes planétaires au sein 
de la stratosphère. L’accent est porté sur la période de transition entre le régime dynamique 
d’hiver et le régime dynamique d’été où des évènements particuliers ont été récemment 
détectés. 
 Le second chapitre présente les différents outils instrumentaux et de modélisation 
utilisés au cours de cette thèse. Les données météorologiques nécessaires à l’initialisation et 
au forçage des modèles ainsi qu’à l’analyse dynamique de la stratosphère sont également 
décrites. 
 Le troisième chapitre se consacre à l’identification et à la description de ces 
phénomènes d’intrusions de masses d’air en région polaire à l’aide d’observations 
d’instruments embarqués sous ballons stratosphériques et sur plateformes satellites. Ces 
mesures sont comparées avec des résultats de modèles de transport. 
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 Le quatrième chapitre est dédié à la description d’une méthodologie développée pour 
détecter en région polaire la présence de masses d’air venant des latitudes tropicales et 
subtropicales. Par une série de tests de sensibilité l’algorithme développé est validé. Il est 
ensuite utilisé dans le dernier chapitre pour mener une étude climatologique de ces 
phénomènes de transport de masses d’air au printemps. Les résultats obtenus permettent 
d’établir un état des lieux du couplage tropiques-pôle au cours des trois dernières décennies, 
d’en analyser sa variabilité interannuelle et de caractériser les processus dynamiques 
responsables. Enfin, les conclusions générales et les perspectives de cette étude sont 
recueillies dans la dernière partie de ce mémoire. 
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I Chapitre I 
Dynamique stratosphérique 
 Depuis les années 1950, des efforts scientifiques considérables ont permis d’améliorer 
la compréhension de la moyenne atmosphère située entre 10 et 90 km. Des enjeux humains 
très importants liés à la problématique de la couche d’ozone stratosphérique ont conduit à des 
avancées majeures dans la compréhension des processus chimiques et dynamiques 
responsables du budget de l’ozone. La plupart de ces processus stratosphériques sont 
aujourd’hui modélisés de manière acceptable. Néanmoins, de nombreuses incertitudes 
subsistent concernant leur évolution dans le temps : en effet, la dynamique de la stratosphère 
est essentiellement contrôlée par l’activité de différents types d’ondes dont la longueur d’onde 
varie d’une centaine de mètres à plusieurs milliers de kilomètres. L’activité de ces ondes, qui 
se propagent essentiellement depuis la troposphère, est très hétérogène dans le temps ayant 
pour conséquence de rendre la variabilité dynamique de la stratosphère délicate à appréhender 
et à prévoir. Par ailleurs, les avancées scientifiques au cours du temps ont permis de montrer 
que d’importants phénomènes de couplages existaient entre la stratosphère et la troposphère, 
puis entre la stratosphère et la mésosphère. Ces phénomènes de couplages ont aussi été 
décelés entre les différentes régions méridionales stratosphériques, notamment entre les 
régions tropicales et les régions polaires. Ces différents éléments illustrent bien la complexité 
du système dynamique stratosphérique que nous allons, en partie, détailler dans ce chapitre. 
 Au cours de ce chapitre sont, en premier lieu, décrits la structure verticale de 
l’atmosphère puis les caractéristiques propres à la stratosphère tels que la chimie de l’ozone et 
les grands régimes de circulations. Par la suite, l’accent est porté sur l’activité des ondes et 
son influence sur le transport horizontal rapide et sur les réchauffements stratosphériques. Un 
aperçu des couplages existant entre les régions tropicales et polaires est ensuite introduit. 
Enfin, un état des lieux de la transition entre le régime dynamique d’hiver et le régime 
dynamique d’été est présenté, se focalisant plus particulièrement sur l’identification de 
structures spécifiques dans la moyenne stratosphère durant cette transition. La dernière partie 
est consacrée à la problématique développée dans ce manuscrit. 
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I.1 Structure verticale de l’atmosphère 
 L’atmosphère terrestre désigne l’enveloppe gazeuse entourant la Terre. Elle est 
composée à 78% de diazote, 20% de dioxygène et 1% d’argon. Le pourcent restant contient 
principalement une multitude de gaz donc ceux à effet de serre (H2O, CO2, CH4, N2O, ...). 
L’atmosphère est conventionnellement divisée en quatre couches : la troposphère, la 
stratosphère, la mésosphère et la thermosphère, en accord avec l’évolution du gradient de 
température vertical (figure 1.1). Ces couches sont séparées par des zones de transition 
étroites (pauses) : la tropopause, la stratopause et la mésopause. 
 
 
 
Figure 1.1. Structure 
thermique de l’atmosphère en 
fonction de l’altitude basée 
sur les données U.S. Standard 
Atmosphere (1976). 
 
 
 La troposphère constitue la couche inférieure, située entre la surface terrestre et la 
tropopause, dont l’altitude varie en fonction de la latitude (8-10 km aux pôles, 16-18 km à 
l’équateur) et la saison (altitudes plus élevées l’été que l’hiver). Elle est la couche 
atmosphérique la plus dense contenant une forte teneur en vapeur d’eau qui diminue 
progressivement avec l’altitude. La troposphère se caractérise par d’importants mouvements 
verticaux localisés, aussi appelés mouvements convectifs qui contribuent à la complexité de la 
dynamique troposphérique où les effets turbulents sont très importants. Le sommet de la 
troposphère, la tropopause, peut-être considéré comme l’altitude où un minimum de 
température est atteint (~220 K/-58°C, figure 1.1) aussi appelé « point froid » (cold point). Ce 
minimum de température, plus ou moins marqué mais pouvant s’étendre sur plusieurs 
kilomètres verticalement, contribue à imperméabiliser les échanges entre la troposphère et la 
stratosphère. 
 De ce fait, la stratosphère est très sèche, contenant en moyenne 5 parties par million de 
vapeur d’eau en rapport de mélange volumique (5 ppmv). Elle est comprise entre la 
tropopause et la stratopause qui se situe à environ 50 km d’altitude. La stratosphère a un 
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gradient de température positif en fonction de l’altitude qui a pour conséquence d’inhiber le 
transport vertical : elle peut donc être vue comme une succession de strates stabilisées en 
fonction de l’altitude. À partir de la stratopause, débute la mésosphère, où le gradient de 
température décroît de nouveau avec l’altitude, jusqu’à atteindre un minimum vers 80 km 
(mésopause). Enfin, le gradient de température croît au-delà dans la thermosphère. 
 Les trois couches comprises dans la gamme d’altitude [10 ; 100] km constituent ce qui 
a été défini par Andrews et al. [1987] comme l’atmosphère moyenne. En particulier, 
l’influence de la surface terrestre ainsi que celle des effets liés au changement de phase de 
l’eau, et la libération de chaleur latente associée peuvent y être négligés, à la différence de la 
troposphère. Au-delà de 100 km, la densité d’air devient si faible que le transport est dominé 
par les interactions moléculaires à petite échelle, rendant l’utilisation de la mécanique des 
fluides à grande échelle inapplicable. De plus, dans les plus hautes couches atmosphériques, 
l’ionisation des espèces augmentant avec l’altitude, du fait d’un rayonnement solaire 
ultraviolet de moins en moins filtré et d’une densité d’air de plus en plus faible, il est 
nécessaire de tenir compte des effets électromagnétiques ou même magnétohydrodynamiques. 
Dans ce mémoire, on se focalisera sur l’étude de la stratosphère où l’air peut-être considéré 
homogène (ou well-mixed) aux petites échelles et électriquement neutre [Haynes, 2005]. 
I.2 L’ozone stratosphérique 
 L’ozone est un composant minoritaire de l’atmosphère, dont 90% se situe dans la 
région stratosphérique nommée couche d’ozone. Dans cette couche, l’ozone peut atteindre 
une concentration maximale de 7×1012 molécules par cm3 d’air (figure 1.2). Elle se situe 
autour de 18 km d’altitude aux pôles et 25 km dans la zone intertropicale. L’origine de la 
couche d’ozone provient de l’absorption d’une grande partie du rayonnement 
électromagnétique solaire dans l’ultraviolet (continuum de Hartley entre 200 et 300 nm et 
bande de Huggins entre 300 et 350 nm) et en moindre importance dans le visible (bande de 
Chappuis entre 450 et 650 nm). Ce phénomène d’absorption du rayonnement UV permet de 
protéger la surface terrestre des radiations énergétiques pouvant porter atteinte à la vie dans la 
biosphère. Par ailleurs, il est responsable du gradient positif de température stratosphérique. 
 
 
 
Figure 1.2. Profils 
verticaux de concentration 
d’ozone (en molécules·   
cm-3) mesurés en janvier 
2001 en région arctique 
(noir continu), aux 
moyennes latitudes (noir 
discontinu) et en région 
tropicale (gris continu). 
D’après Delmas et al. 
[2005]. 
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 L’ozone est essentiellement produit dans la stratosphère tropicale, puis transporté 
jusque dans les régions polaires. Au début des années 1980, les mesures des colonnes d’ozone 
(en Dobson Unit ou DU) au-dessus de la base Halley Bay située en Antarctique, ont révélé la 
présence d’un « trou d’ozone » [Farman et al., 1985]. Ce bouleversement a contribué à 
l’intérêt croissant porté par les scientifiques sur les mécanismes dynamiques et chimiques 
régissant le budget de l’ozone stratosphérique. 
I.2.1 Le cycle de Chapman 
 La chimie de l’ozone stratosphérique est régie par des réactions de production et 
destruction dominées principalement par des interactions entre le rayonnement et les 
molécules d’air. Le premier mécanisme réactionnel photochimique de l’ozone stratosphérique 
fut proposé par Chapman [1930], qui montre que la source d’ozone provient de la 
photodissociation des molécules de dioxygène O2 par le rayonnement UV suivie de la 
recombinaison d’un radical oxygène avec une molécule de dioxygène :  
 
O2 + hν → O + O  (λ<242 nm)  (R.1.1) 
O + O2 + M → O3 + M  (R.1.2) 
 
où M est une molécule d’air non réactive. La réaction R.1.2, exothermique, contribue à 
l’échauffement dans la stratosphère. 
 Cette production d’ozone est balancée par les réactions de destruction photolytique 
suivantes : 
 
O3 + hν → O2 + O(1D)  (λ<310 nm) (R.1.3) 
O(1D) + M → O(3P) + M  (R.1.4) 
O3 + hν → O2 + O(3P)  (λ>310 nm) (R.1.5) 
O + O3 → 2O2  (R.1.6) 
 
La molécule d’ozone peut donc être détruite par réaction avec l’oxygène atomique pour 
former du dioxygène (R.1.6) où par photodissociation (R.1.3 et 1.5). Par ailleurs, si le 
rayonnement est suffisamment énergétique (λ<310 nm), la photodissociation de l’ozone 
(R.1.3) conduit à la production d’un atome d’oxygène excité O(1D) qui retourne rapidement à 
son état fondamental O(3P) via la réaction R.1.4. 
 Néanmoins, le mécanisme réactionnel de Chapman seul, ne parvient pas à expliquer 
les quantités d’ozone mesurées dans la stratosphère, qui sont en réalité bien plus faibles que 
celles prédites par ce cycle. Il a été par la suite découvert que l’ozone n’était pas seulement 
détruit par l’oxygène atomique, et qu’il fallait tenir compte de cycles catalytiques de 
destruction. 
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I.2.2 Les cycles catalytiques de destruction de l’ozone 
 Les cycles catalytiques de destruction impliquent de nombreuses espèces dont 
l’hydrogène atomique [Bates and Nicolet, 1950], les oxydes d’azote [Crutzen, 1970] et les 
halogènes (Cl, Br, I et F). Molina and Rowland [1974] ont identifié les chlorofluorocarbures 
(CFCs) d’origine anthropique comme une source majeure d’espèces chlorées dans la 
stratosphère et participant activement à la destruction d’ozone. Les cycles catalytiques de 
destruction de l’ozone ont la forme générale suivante : 
 
 X + O3 → XO + O2  (R.1.7) 
 XO + O → X + O2  (R.1.8) 
 ------------------------- 
 O3 + O → 2O2  (R.1.9) 
 
où l’espèce X correspond au catalyseur qui accélère la vitesse du cycle, récupéré intact à la fin 
du cycle. Les espèces X (XO) correspondent aux radicaux OH, NO, Cl et Br (HO2, NO2, ClO 
et BrO). 
 Les processus chimiques relatifs à la destruction de l’ozone ne sont pas détaillés dans 
ce manuscrit car n’en sont pas l’objet. Néanmoins, il est important de noter que la destruction 
principale de l’ozone a lieu lors des printemps polaires (boréal et austral) au sein du vortex 
polaire qui constitue un réacteur chimique très efficace. Durant l’hiver polaire, des nuages 
stratosphériques polaires (PSCs pour Polar Stratospheric Clouds) se forment au sein du 
vortex polaire lorsque celui-ci est suffisamment froid. Des réactions chimiques hétérogènes 
ont lieu à la surface des PSCs, permettant l’activation des espèces réservoir de chlore en 
espèces réactives. Puis, au retour de l’ensoleillement, ces espèces actives sont photodissociées 
et agissent alors comme catalyseur lors des cycles catalytiques de destruction de l’ozone. Les 
avancées majeures sur ces thématiques ont fait l’objet de nombreux articles dans la revue 
Nature [Solomon et al., 1986 ; Brasseur et al., 1990]. 
I.3 Les principaux régimes de circulation dans la 
stratosphère 
 Du fait du gradient vertical de température positif dans la stratosphère, les 
mouvements verticaux y sont très faibles (cf partie I.1). Dans l’hypothèse d’une absence de 
forçage extérieur, la stratosphère serait très proche de l’équilibre radiatif et par conséquent 
l’écoulement serait majoritairement zonal tandis, que la circulation méridienne serait 
négligeable [Shepherd, 2007]. En réalité, d’importants écarts à l’équilibre radiatif dans la 
stratosphère sont provoqués principalement par la propagation depuis la troposphère d’ondes 
transférant du moment angulaire et de l’énergie. Ce transfert de moment angulaire est alors 
compensé/équilibré par la force de Coriolis produisant des déplacements latitudinaux de 
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masses d’air. La distribution méridienne de température dans la stratosphère résulte donc de 
l’équilibre entre le bilan radiatif et le transport induit par les ondes [Kirgis, 2008]. Dans cette 
section, les différents aspects relatifs à la circulation horizontale dans la stratosphère sont 
détaillés. 
I.3.1 La circulation zonale 
 La circulation zonale est étroitement liée à la distribution de température qui est elle-
même dépendante du chauffage radiatif. Celui-ci, exprimé en K/jour, provient essentiellement 
dans la stratosphère de l’absorption des rayonnements ultraviolets par l’ozone [Brasseur and 
Solomon, 2005]. À l’inverse, le refroidissement radiatif est du à l’émission de rayonnement 
infrarouge associé aux espèces présentant des raies rovibrationnelles intenses comme le 
dioxyde de carbone (CO2), la vapeur d’eau (H2O) et l’ozone (O3). Le taux de chauffage 
radiatif net varie donc fortement en fonction des saisons, avec un maximum de chauffage au 
pôle en été, où l’ensoleillement est maximal et l’absorption par l’ozone prévaut. Au pôle en 
hiver, durant la nuit polaire, l’absence d’ensoleillement induit la domination du 
refroidissement radiatif par le rayonnement infrarouge. 
 La relation entre la distribution de température et la circulation zonal est un résultat 
découlant de l’approximation géostrophique, qui précise qu’en l’absence de frottements et en 
dehors des zones tropicales, le vent résulte de l’équilibre entre le gradient de pression et la 
force de Coriolis. Les équations générales du mouvement peuvent alors être simplifiées 
permettant d’exprimer le vent géostrophique (en m·s-1) : 
 
1
g pV kf= ∧ ∇ Φ
  
 (1.1) 
où f = 2Ω sinφ est le paramètre de Coriolis, correspondant à composante verticale du vecteur 
rotation de la Terre et s’exprimant en rad·s-1. Le vecteur k

 est le vecteur vertical unitaire 
porté par la verticale locale et l’opérateur nabla p∇

est le gradient sur des surfaces à pression 
constante. 
 Le terme Φ désigne le géopotentiel exprimé de la manière suivante : 
 
0
h
gdzΦ = ∫  (1.2) 
où g est l’accélération de pesanteur et z l’altitude. Il correspond au travail requis pour élever 
une unité de masse depuis le niveau de la mer jusqu’à l’altitude h. 
 Notons par ailleurs qu’en divisant l’équation (1.2) par g0, constante de gravité au 
niveau moyen de la mer, on obtient la hauteur (ou l’altitude) du géopotentiel Z. Pour un 
niveau de pression donné, l’altitude géopotentielle correspond à l’altitude, par rapport au 
niveau de la mer, de ce niveau de pression. Cette grandeur est notamment très utile pour 
localiser les cellules cycloniques et anticycloniques, correspondant respectivement à une 
altitude géopotentielle basse et haute. 
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 L’équation du vent géostrophique (1.1), montre que les vents stratosphériques 
soufflent, approximativement, parallèlement aux contours de géopotentiel et sont d’autant 
plus forts que le gradient de géopotentiel est important. On peut exprimer le géopotentiel à 
partir de l’équation d’approximation hydrostatique :  
 ( )lnd RTd pΦ = −  (1.3) 
où R est la constante des gaz parfaits exprimée en J·K·mol-1, et T la température exprimée en 
K. 
 Si l’équation 1.1 est différentiée en fonction de la pression puis intégrée entre les 
surfaces de pression constante p0 et p1 (avec p0>p1), on obtient l’équation du vent thermique, 
 
0
1
lnT p
pRV k Tf p
 
= ∧ ∇ 
 
  
 (1.4) 
où T est la température moyenne dans la couche entre p0 et p1. Cette équation statue que le 
cisaillement vertical du vent horizontal est proportionnel au gradient de température 
horizontal. 
 Dans la stratosphère, le gradient de température le long des méridiens est beaucoup 
plus prononcé que le gradient le long des parallèles. L’équation (1.4) montre bien que le vent 
résultant est dominé par la composante zonale. Par exemple, dans l’hémisphère nord en hiver, 
le gradient méridien de température étant négatif, le vent thermique résultant est dirigé vers 
l’est. En revanche en été, le gradient de température étant inverse, le vent est dirigé vers 
l’ouest. 
 
 
Figure 1.3. Moyenne zonale des champs de température et de vitesse du vent zonal en fonction de 
l’altitude pour les mois de janvier, moyennés de 1979 à 1998. Les contours blancs continus (pointillés) 
indiquent la vitesse des vents (en m·s-1) d’ouest (d’est) par pas de 10 m·s-1. Les contours pleins 
indiquent la valeur de la température (en K) par pas de 10 K. D’après Cordero et al. 
[http://www.ccpo.odu.edu/~lizsmith/SEES/ozone/oz_class.htm]. 
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 La circulation zonale est illustrée sur la figure 1.3 ainsi que la distribution de 
température. Elle est conventionnellement positive pour les vents d’ouest et négative pour les 
vents d’est. Dans la moyenne et haute stratosphère, le gradient de température est négatif 
depuis le pôle été vers le pôle hiver. Un fort courant d’ouest (vent positif) est observé dans 
l’hémisphère nord, centré vers 60°N dans la moyenne et haute stratosphère. Il est 
communément nommé polar night jet (ou PNJ, acronyme anglais pour désigner le courant jet 
de la nuit polaire). Le PNJ matérialise la frontière entre les moyennes latitudes et le vortex 
polaire, où des températures très faibles sont relevées. À l’inverse, le pôle estival est dominé 
dans la moyenne et haute stratosphère par une circulation d’est. On parle alors de la 
circulation anticyclonique d’été. Dans la basse stratosphère, la situation est différente car 
l’ensemble des deux hémisphères est dominé par une circulation d’ouest avec, en particulier, 
la présence du courant jet subtropical localisé à l’interface entre la troposphère et la 
stratosphère et centré vers 30-40°N. La distribution de température montre aussi l’existence 
d’une région très froide centrée à 16 km d’altitude, au-dessus de l’équateur. 
 
 
Figure 1.4. Évolution au cours de l’année de la moyenne zonal du vent zonal (m·s-1) en fonction de la 
latitude à 10 hPa (environ 31 km) sur la base de données climatologiques. D’après Waugh and Polvani 
[2010]. 
 
 La figure 1.4 illustre l’évolution saisonnière de la circulation zonale dans la moyenne 
stratosphère à 10 hPa (environ 31 km). Dans l’hémisphère nord, la cellule d’ouest, 
caractéristique du vortex polaire, commence à se former au cours du mois d’août puis 
s’intensifie progressivement jusqu’au début du mois de janvier, atteignant un maximum 
climatologique d’environ 30 m·s-1. La circulation d’ouest décroît alors progressivement 
jusqu’au mois d’avril où le régime anticyclonique d’été, de moindre intensité, prend place. 
Dans l’hémisphère sud, la même oscillation, déphasée d’environ six mois est détectée. 
Néanmoins, la vitesse du vent dans le PNJ atteint des vitesses climatologiques jusqu’à deux 
fois supérieures (70 m·s-1) et le régime d’ouest persiste environ dix mois, la durée du régime 
d’été étant nettement plus courte que dans l’hémisphère nord. Cette figure permet de 
souligner l’importante dissymétrie qui existe entre la circulation zonale de l’hémisphère nord 
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et celle de l’hémisphère sud, qui montre que la stratosphère n’est pas à l’équilibre radiatif, et 
qu’en particulier, le vortex polaire boréal est plus perturbé que le vortex austral. Cela est une 
conséquence directe de la propagation d’ondes planétaires qui sera détaillée dans la section 
prochaine. 
I.3.2 La circulation méridienne 
 Les premières évidences de circulation méridienne ont été apportées par Brewer 
[1949] puis Dobson [1956] à l’aide de mesures de vapeur d’eau et d’ozone. Depuis, de 
nombreux instruments, mesurant différentes espèces à longue durée de vie ont été développés, 
et ont permis d’affiner la compréhension des phénomènes de transport méridien dans la 
stratosphère. 
I.3.2.1 Les traceurs 
 Pour évaluer le transport et les phénomènes de mélange dans l’atmosphère, il est 
nécessaire de pouvoir suivre des quantités qui disposent d’une durée de vie conséquente et 
dont les sources et les puits sont identifiés. Il peut s’agir aussi bien des espèces chimiques à 
l’état de traces (traceurs) que des quantités se conservant calculées à partir des grandeurs 
météorologiques. 
I.3.2.1.1 Les espèces chimiques à longue durée de vie 
 Le diagramme présenté sur la figure 1.5 montre le temps de vie dans l’atmosphère de 
différentes espèces chimiques et l’échelle de répartition spatiale correspondante, c'est-à-dire la 
distance potentiellement parcourue par ces molécules avant qu’elles ne soient transformées. 
Pour les espèces telles que OH ou HO2 qui sont des radicaux très réactifs, la durée de vie est 
de l’ordre de la seconde. Il n’est donc pas possible de suivre l’évolution de ces espèces d’un 
point de vue dynamique. En revanche, les espèces telles que le méthane (CH4) ou le 
protoxyde d’azote (N2O) disposent d’une durée de vie chimique de l’ordre de plusieurs 
dizaines d’années et peuvent ainsi parcourir plusieurs milliers de kilomètres avant d’être 
transformées. 
 Ces gaz émis depuis le sol sont d’excellents traceurs dans la stratosphère où ils 
disposent d’une distribution spécifique. Ils ont en outre été utilisés pour examiner les 
échanges de masses d’air en fonction de la latitude dans la stratosphère à l’aide de mesures 
ballons et spatiales [Herman et al., 1998 ; Michelsen et al., 1998 ; Huret et al., 2006]. Ces 
espèces sont mesurées par de nombreux instruments spatiaux, ce qui permet d’en avoir une 
bonne couverture globale. 
 Notons par ailleurs, que la durée de vie des espèces chimiques dépend de l’altitude et 
de la latitude, la photochimie étant plus ou moins active. Par exemple, l’ozone a une durée de 
vie de l’ordre de plusieurs mois dans la troposphère tandis qu’elle chute à seulement quelques 
jours dans la moyenne stratosphère [Brasseur and Solomon , 2005]. 
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Figure 1.5. Durée de vie de 
différentes espèces chimiques 
dans l’atmosphère. D’après 
Delmas et al. [2005]. 
 
 
 Au cours de ce travail de thèse, les traceurs N2O et H2O ont été utilisés pour l’étude du 
transport méridien dans la stratosphère et le CO et l’O3 ont été utilisés pour l’étude des 
échanges troposphère/stratosphère. Leurs distributions spatiales sont détaillées par la suite. 
 
• Distribution de N2O et H2O 
 
 La figure 1.6 montre les distributions en coupe latitude/pression de H2O et N2O dans 
la stratosphère et l’hémisphère nord. Dans la stratosphère, la durée de vie de la vapeur d’eau 
est de l’ordre de plusieurs années [Zahn et al., 2006] et de ce fait, elle constitue un excellent 
traceur dynamique. Le minimum de températures au voisinage de la haute tropopause 
tropicale (cf figure 1.3) provoque une importante déshydratation des masses d’air, limitant 
ainsi l’entrée de la quantité de vapeur d’eau dans la stratosphère. Une fois dans la 
stratosphère, la quantité de vapeur d’eau augmente progressivement par la réaction 
d’oxydation du méthane (CH4) [Le Texier et al., 1988]. La vapeur d’eau (figure 1.6, gauche) 
présente donc un minimum dans la basse stratosphère tropicale (dans la gamme de pression 
[100 ; 50] hPa), puis croît progressivement dans les plus hautes couches. Elle affiche 
également un gradient méridien positif (allant des faibles concentrations aux tropiques vers 
les fortes concentrations en région arctique). 
 À l’inverse de la vapeur d’eau, la distribution du protoxyde d’azote (figure 1.6, droite) 
présente un maximum au-dessus de la haute tropopause tropicale, puis décroît graduellement 
dans les hautes couches où il est progressivement photodissocié. Le protoxyde d’azote affiche 
quant à lui un gradient méridien négatif. Les gradients méridiens prononcés de la vapeur 
d’eau et du protoxyde d’azote et leur longue durée de vie dans la stratosphère font de ces 
espèces des traceurs pertinents pour l’analyse des échanges de masses d’air entre les basses et 
les hautes latitudes. Notons enfin que la forme de leur distribution (figure 1.6) est contrôlée 
par la circulation méridienne à grande échelle, détaillée dans le paragraphe I.3.2.2. 
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Figure 1.6. Moyennes zonales dans l’hémisphère nord, entre le 16 juin et le 15 septembre, des 
rapports de mélange (gauche) de vapeur d’eau (en ppmv) et (droite) de protoxyde d’azote (en ppbv) 
mesurés par l’instrument satellitaire MLS durant la période 2007-2009. 
 
• Distribution de CO et O3 et corrélations 
 
 Les corrélations entre traceurs fournissent aussi un excellent diagnostic des 
phénomènes de transport et de mélange. La figure 1.7 montre la distribution de rapports de 
mélange d’ozone qui présente un maximum (minimum) dans la stratosphère (troposphère). À 
l’inverse, la distribution de monoxyde de carbone (CO) montre que les rapports de mélange 
sont importants dans la troposphère, où le CO est émis, et chutent fortement dans la 
stratosphère. Par conséquent, les corrélations entre l’ozone et le CO ont été très souvent 
utilisées pour étudier les échanges entre la troposphère et la stratosphère [Hoor et al., 2002 ; 
Brioude et al., 2006 ; Krysztofiak et al., 2012]. 
 
 
Figure 1.7. Moyennes zonales en décembre-février des rapports de mélange (a) d’ozone et (b) de 
monoxyde de carbone mesurés par l’instrument satellitaire ACE-FTS durant la période 2004-2008. La 
position de la tropopause (thermique) est représentée par la ligne noire. Les contours pointillés blancs 
indiquent la distribution de la température potentielle (cf. §I.3.2.1.2). D’après Gettelman et al. [2011]. 
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I.3.2.1.2 La vorticité potentielle 
 La vorticité potentielle (ou tourbillon potentiel de Ertel) est une quantité qui a été 
utilisée à de maintes reprises pour l’étude de phénomènes de transport. Avant d’en donner 
l’expression, il est nécessaire d’introduire la température potentielle θ (exprimée en K) : 
 
/ pR c
refpT
p
θ  =  
 
 (1.5) 
où T, p, pref, R et cp correspondent, respectivement, à la température (K), la pression (hPa), la 
pression standard (1000 hPa), la constante des gaz parfaits (J·mol-1·K-1) et la chaleur massique 
à pression constante (J·mol-1·K-1), respectivement. Le rapport R/Cp est égal à 0,286. 
 La température potentielle d’une masse d’air est la température qu’elle aurait si elle 
était ramenée de manière adiabatique jusqu’au niveau de pression p0. En effet, la plupart des 
mouvements atmosphériques peuvent être considérés comme des mouvements adiabatiques 
sur de courtes échelles de temps : quelques jours dans la troposphère en l’absence de 
phénomènes convectifs et jusqu’à 10 à 20 jours dans la stratosphère. Cette grandeur est très 
utilisée dans la stratosphère où la température potentielle augmente avec l’altitude, traduisant 
sa grande stabilité verticale. En d’autres termes, les mouvements de masses d’air dans la 
stratosphère s’effectuent principalement le long des surfaces de température potentielle 
constante, sans échange de chaleur avec le milieu extérieur. 
 
 La vorticité potentielle, nommé PV pour potential vorticity, s’exprime de la manière 
suivante : 
 
v uPV g f
x y pθ
θ  ∂ ∂ ∂ 
= − +  ∂ ∂ ∂   
 (1.6) 
où g, f, v et u sont, respectivement, l’accélération de pesanteur (m·s-2), le paramètre de 
Coriolis (s-1), la vitesse du vent méridien et la vitesse du vent zonal (m·s-1). L’unité de la PV 
communément utilisée est le PVU (Potential Vorticity Units) tel que                                         
1 PVU = 1×10-6 K·m2·s-1·kg-1. 
 La PV correspond en réalité au produit du rotationnel du vent horizontal additionné au 
paramètre de Coriolis (terme entre crochets correspondant à la vorticité absolue) par la 
stabilité verticale exprimée comme la dérivée partielle de la température potentielle θ par 
rapport à pression p. En l’absence de frottements et de processus diabatiques, la vorticité 
potentielle est conservée lors du transport isentrope ; elle permet alors d’identifier et de suivre 
le déplacement d’une masse d’air. Dans la basse stratosphère, la PV se conserve durant une 
dizaine de jours [Orsolini, 1995]. La démonstration de la conservation de la vorticité 
potentielle au cours du transport isentrope est fournie dans l’annexe A. Par ailleurs, une 
discussion approfondie sur l’utilisation de la PV et sa conservation est développée dans 
l’article de Haynes and McIntyre [1990]. 
 La figure 1.8 illustre la distribution de la vorticité potentielle en coupe 
latitude/pression. À partir de la tropopause et dans la stratosphère, la stabilité verticale 
augmente très fortement. Par conséquent, la vorticité potentielle a une valeur beaucoup plus 
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importante dans la stratosphère que dans la troposphère plus instable où la valeur de la 
vorticité potentielle est généralement inférieure à 1 PVU. En utilisant cette propriété, Reed 
[1955] a introduit la notion de tropopause dynamique basée sur un seuil de vorticité 
potentielle qui varie entre 1,5 à 2 PVU (figure 1.8, contour vert pointillé). Cette quantité est 
donc très utile pour différencier les masses d’air troposphériques des masses d’air 
stratosphériques. 
 Du fait de l’intervention du paramètre de Coriolis dans l’équation de la vorticité 
potentielle (1.6), lui-même proportionnel au sinus de la latitude, la valeur absolue de la 
vorticité potentielle augmente fortement à mesure que l’on se déplace vers les régions 
polaires. Réciproquement, la valeur de la vorticité potentielle est, quelque soit l’altitude 
considérée, très proche de 0 au voisinage de l’équateur où le paramètre de Coriolis est nul 
(figure 1.8). Cette propriété de fort gradient méridien de la vorticité potentielle est très utile 
pour analyser le transport horizontal dans la stratosphère. 
 
 
Figure 1.8. Moyenne 
zonale, en août 2009, de 
la valeur de la vorticité 
potentielle (en PVU) en 
fonction de la latitude et 
de la pression. Les 
contours pointillés blancs 
indiquent la distribution 
de la température 
potentielle. Le contour 
pointillé vert indique la 
position de la valeur de 
PV égale à 2 PVU, 
définissant la tropopause 
dynamique. 
 
 Danielsen [1968] fut l’un des premiers auteurs à montrer la relation existante entre la 
PV et les traceurs chimiques en étudiant une foliation de tropopause (injection d’air 
stratosphérique dans la troposphère). McIntyre and Palmer [1983] utilisèrent pour la première 
fois la PV afin d’étudier la dynamique du vortex polaire. Depuis, de nombreux articles sont 
parus en utilisant ce diagnostic pour identifier les mécanismes de transport dans la 
stratosphère et les échanges troposphère/stratosphère. 
I.3.2.2 La circulation de Brewer-Dobson 
 La circulation méridienne moyenne, ou circulation de Brewer-Dobson, est illustrée sur 
la figure 1.9 à l’aide de la distribution en latitude et altitude du traceur CH4 et en fonction des 
saisons. La source de méthane est située dans la troposphère tandis que ses puits se trouvent 
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dans la stratosphère par réaction d’oxydation avec les radicaux OH et les atomes d’oxygène. 
Les contours de rapport de mélange de méthane dans la stratosphère ont une altitude plus 
élevée en région tropicale, indiquant la branche ascendante de la circulation de Brewer-
Dobson. En région polaire, les contours s’affaissent avec l’altitude, indiquant, à l’inverse, la 
branche descendante de la circulation de Brewer-Dobson. Aux mois de janvier et juillet, 
correspondant respectivement à l’hiver boréal et austral, la subsidence dans la région du pôle 
d’hiver est très intense comme l’indique le fort gradient vertical de méthane. À l’inverse, le 
transport vertical au pôle d’été dans la moyenne stratosphère est très faible. Dans la haute 
stratosphère et la mésosphère, le pôle d’été est marqué par des mouvements ascendants 
relativement forts. Le mois de mars correspond approximativement à la période de formation 
du vortex polaire austral et de destruction du vortex polaire boréal, et inversement pour le 
mois d’octobre. Durant ces périodes, la subsidence domine les régions polaires, bien que 
l’intensité soit inférieure à celle des hivers polaires. 
 
 
Figure 1.9. Distribution de la moyenne zonale des rapports de mélanges de méthane (en ppmv) en 
fonction de la latitude et de la pression pour les mois de janvier, mars, juillet et octobre. Les flèches 
blanches matérialisent le transport des constituants. D’après Cordero et al. 
[http://www.ccpo.odu.edu/~lizsmith/SEES/ozone/oz_class.htm]. 
 
 La figure 1.9 révèle par ailleurs une asymétrie du gradient méridien de méthane en 
fonction de l’hémisphère et de la saison considérée. Les graphes de janvier et mars montrent 
un très fort gradient méridien de méthane autour de 30°N dans l’hémisphère nord, 
matérialisant la barrière dynamique stratosphérique entre la région intertropicale (nommée 
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aussi « tropical pipe ») et les moyennes latitudes. Cette barrière dynamique limite fortement 
les échanges de masses d’air entre les tropiques et les moyennes latitudes. En octobre, vers 
60°N, le gradient méridien s’intensifie à nouveau, indiquant la présence d’une barrière 
dynamique entre les moyennes latitudes et le pôle, correspondant au bord du vortex polaire. 
Ainsi, peu d’échanges entre les moyennes latitudes et les pôles ont lieu durant l’hiver, ce qui 
est la cause dynamique principale de la formation du trou d’ozone. 
 
• La circulation induite par les ondes 
 
 La zone des moyennes latitudes, où le gradient méridien des rapports de mélange des 
traceurs est le plus faible (figure 1.9), est appelée « zone de surf » ou surf zone [McIntyre and 
Palmer, 1984]. L’existence de la zone de surf provient du phénomène de déferlement d’ondes 
planétaires responsable de la circulation induite par les ondes (ou wave-driven circulation) 
schématiquement représentée sur la figure 1.10. Le déferlement d’ondes planétaires aux 
moyennes latitudes du pôle hiver entraîne un pompage (ou extratropicale pump [Holton et al., 
1995]) à grande échelle, permettant le transport des constituants depuis les basses vers les 
hautes latitudes à travers la zone de surf. En effet, durant leur déferlement, la dissipation des 
ondes conduit à un phénomène d’entraînement dans la direction opposée à l’écoulement 
d’ouest. La force de Coriolis compense alors cet entraînement en induisant des mouvements 
méridiens dirigés vers le pôle. Le faible gradient méridien de traceurs aux moyennes latitudes 
résulte des phénomènes de mélanges de masses d’air provoqués par le déferlement de ces 
ondes planétaires. La circulation de Brewer-Dobson est donc le résultat des effets cumulés du 
chauffage radiatif (ascendance ou subsidence lentes aux tropiques et aux pôles) et du 
pompage par les ondes planétaires entraînant le transport méridien. L’intensité de la 
circulation de Brewer-Dobson est estimée en calculant l’âge moyen de l’air [Waugh and Hall, 
2002]. Pour donner un ordre de grandeur, le cycle complet présente une durée d’environ 5 ans 
[Schmidt and Khedim, 1991] 
 La comparaison des distributions de rapport de mélange du méthane (figure 1.12) en 
fonction de l’hémisphère montre que dans l’hémisphère sud, le gradient méridien durant 
l’hiver vers 60°N est plus fort que dans l’hémisphère nord, et le rapport de rapport de mélange 
de méthane plus faible au sein du vortex polaire. En effet, l’activité ondulatoire est plus faible 
dans l’hémisphère sud ; ainsi le transport horizontal et les phénomènes de mélange sont moins 
intenses que dans l’hémisphère nord. De plus, durant la saison estivale, quel que soit 
l’hémisphère, les gradients méridiens de traceurs n’indiquent plus la présence de la zone de 
surf et la circulation méridienne est fortement ralentie. Cette observation est une conséquence 
directe de la diminution drastique de l’activité des ondes planétaires à grande échelle dans  
l’hémisphère d’été. 
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Figure 1.10. Représentation 
schématique de la circulation induite 
par les ondes (lignes noires fléchées) 
dans la stratosphère polaire en 
fonction de la latitude et de l’altitude. 
La zone grise indique la zone de surf. 
Les longs tirets indiquent les surfaces 
isentropes. La ligne pointillée en gras 
(fine) représente la surface de rapport 
de mélange constant d’un traceur à 
longue durée de vie (la tropopause). 
D’après Holton and Alexander [2000]. 
 
I.3.2.3 Les ondes planétaires 
 Les ondes sont un facteur clé de la compréhension de la dynamique atmosphérique. 
Elles peuvent être définies comme une perturbation de contours matériels se propageant et 
dont l’accélération est équilibrée par une force de rappel. Dans le cas des ondes à l’échelle 
planétaire (ou ondes de Rossby), la force de rappel mise en jeu est la force de Coriolis. Les 
ondes de Rossby sont une conséquence de la propriété de conservation de la vorticité absolue 
dans un fluide barotrope (où les surfaces isobares sont parallèles aux surfaces de masse 
volumique égale) qui s’exprime de la manière suivante : 
 a f csteζ ζ= + =  (1.7) 
où ζa et ζ correspondent, respectivement, au tourbillon absolu et relatif. Cette équation montre 
que la somme du tourbillon relatif et du paramètre de Coriolis se conserve. 
 De manière simplifiée, lors d’un déplacement méridien d’une masse d’air, la variation 
du paramètre de Coriolis f induit une variation du tourbillon relatif pour satisfaire la 
conservation de la vorticité absolue. Ceci crée des mouvements ondulatoires autour d’un 
cercle de latitude d’équilibre. Il se forme alors des ondes de Rossby qui se manifestent dans la 
troposphère par des successions d’anticyclones et de dépressions que l’on observe aisément 
dans les champs de hauteur géopotentielle aux moyennes latitudes. Ces ondes se propagent 
vers l’ouest relativement à la circulation zonale moyenne et sont d’amplitude variable. Les 
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ondes planétaires de plus grande amplitude sont quasi-stationnaires car elles sont créées par 
des sources de perturbations stationnaires tels les reliefs à grande échelle (chaînes 
montagneuses) et les contrastes thermiques terre-mer. 
 Les ondes planétaires de plus grande longueur d’onde se propagent depuis la 
troposphère vers la stratosphère où elles jouent un rôle majeur. Charney and Drazin [1961] 
ont montré que pour que des ondes planétaires puissent se propager verticalement dans la 
stratosphère, il est nécessaire que leur échelle horizontale soit suffisamment étendue et que la 
circulation soit d’ouest. Par conséquent, les ondes planétaires de grande amplitude ne peuvent 
se propager dans la moyenne stratosphère que durant l’hiver. En pratique, le théorème de 
Charney-Drazin est satisfait dans la moyenne stratosphère, seulement pour les ondes de 
nombre d’onde 1 à 3. Dans la basse stratosphère en revanche, une extension des systèmes 
ondulatoires troposphérique de nombre d’onde 5 à 15 peut être observé. 
 
 
Figure 1.11. Champs d’altitude géopotentielle (en km) calculés à 10 hPa dans l’hémisphère nord le 18 
février 1999 (gauche) et le 9 juillet 1999 (droite). D’après Brasseur and Solomon [2005]. 
 
 Sur la figure 1.11, la carte de gauche illustre la présence d’une onde de Rossby de 
nombre d’onde k=1 durant l’hiver, caractérisée par une cellule cyclonique à grande échelle 
centrée au nord de l’Europe (vortex polaire) et une cellule anticyclonique située au dessus de 
l’océan pacifique nord. Durant l’été (carte de droite), les champs d’altitude géopotentielle 
montrent la présence d’un anticyclone très étendu centré et quasi-symétrique autour du pôle 
nord. Cette figure souligne bien l’absence d’ondes planétaires de grande échelle durant l’été 
dans la moyenne stratosphère. Par ailleurs, il a été constaté précédemment une asymétrie dans 
les champs de traceurs en fonction de l’hémisphère considéré. La plus faible propagation des 
ondes planétaires dans la stratosphère australe en hiver est due principalement à la présence 
plus faible de surfaces continentales [van Loon and Jenne, 1972]. 
 Dans la stratosphère, les ondes interagissent avec l’environnement en transférant de 
l’énergie et du moment cinétique, ce qui éloigne considérablement la stratosphère de son état 
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d’équilibre radiatif [Waugh and Polvani, 2010]. Pour comprendre et décrire l’interaction des 
ondes avec l’écoulement, il a fallu développer un formalisme mathématique adéquat. Parmi 
les nombreux formalismes existants, le plus communément utilisé est le formalisme TEM 
(Transformed Eulerian Mean ou formalisme Eulérien transformé) décrit en détail dans 
l’ouvrage de Andrews et al. [1987]. 
I.3.2.4 Le formalisme Eulérien transformé 
 La recherche d’un formalisme Eulérien transformé a été motivée pour décrire la 
structure de l’atmosphère moyennée zonalement de façon à fournir une séparation du 
mouvement moyen et de ses fluctuations (eddies). Les termes moyennés zonalement sont, 
pour toute quantité atmosphérique A(λ, φ, z, t), calculés de la manière suivante : 
 ( ) ( )
2
0
1
, , , , ,
2
A z t A z t d
pi
ϕ λ ϕ λ
pi
= ∫  (1.8) 
où λ, φ, z, t sont respectivement la longitude, la latitude, l’altitude et le temps. La barre dénote 
la moyenne zonale. Ainsi, la quantité peut être décomposée en un terme moyen A  et un terme 
de perturbation A’ : 
 ( ) ( ) ( ), , , , , ' , , ,A z t A z t A z tλ ϕ ϕ λ ϕ= +  (1.9) 
 Dans les approximations quasi-géostrophique et du plan bêta – variation linéaire du 
paramètre de Coriolis f le long de l’axe y – on obtient l’équation du mouvement suivante 
[Edmon et al., 1980] : 
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où le terme *v désigne la composante méridienne de la circulation méridienne résiduelle, le 
vent zonal moyen u , F est un terme de friction et E
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 est le flux d’Eliassen-Palm. La 
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l’apostrophe indiquant la déviation d’une quantité par rapport à sa moyenne zonale et la barre 
indiquant la moyenne zonale. θ est la température potentielle (équation 1.5). 
 Les deux composantes du flux d’Eliassen-Palm sont définies de la manière suivante : 
 0 cos ' 'E a u vϕ ρ ϕ= −  (1.12a) 
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 Comme l’ont montré Edmon et al. [1980], le flux d’Eliassen-Palm constitue une 
mesure de la propagation des ondes de Rossby. Sa divergence (équation 1.10) permet 
d’estimer le forçage induit par les ondes sur l’écoulement moyen. Les composantes Eφ et Ep 
sont respectivement proportionnelles au flux de moment ' 'u v  et au flux de chaleur ' 'v T  (où 
T est la température) qui sont de très bons indicateurs de l’activité ondulatoire [Andrews et al., 
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1987]. Notons par ailleurs qu’il est possible de filtrer les anomalies ondulatoires par nombre 
d’onde (k=1 à 3 dans la moyenne stratosphère) appliquant un filtre à transformée de Fourier 
sur les champs de hauteur géopotentielle. 
I.4 Filaments et déferlements d’ondes 
 Lorsque les ondes planétaires atteignent un environnement dans lequel les effets non 
linéaires ne peuvent plus être négligés, les déferlements d’ondes ont lieu. Dans ce cas, les 
ondulations réversibles des contours matériels (rapports de mélange de traceurs, vorticité 
potentielle) décrits par la théorie linéaire des ondes sont remplacées par une déformation 
rapide et irréversible de ces contours. Ces phénomènes se déroulent au voisinage d’une 
surface critique le long de laquelle, la vitesse de phase de l’onde c est égale à celle du vent 
zonal moyen <u> [Brasseur and Solomon, 2005]. Ils conduisent alors à la formation de 
filaments, le long des surfaces isentropes, qui se mélangent ensuite par l’action de la diffusion 
tendant à homogénéiser les concentrations des espèces chimiques. Ces déferlements sont 
responsables de la formation de la zone de surf aux moyennes latitudes de la stratosphère 
moyenne [McIntyre and Palmer, 1983 ; 1984] et permettent ainsi les échanges de masses d’air 
aux travers des barrières dynamiques subtropicales et polaires. 
I.4.1 Observations et modélisations de filaments 
 Randel et al. [1993] ont montré que des déformations à l’échelle planétaire des 
barrières conduisaient à l’intrusion de langues d’air tropical vers les moyennes latitudes. La 
figure 1.12 montre un des ces évènements ayant lieu dans la moyenne stratosphère durant 
l’hiver austral à partir des champs de N2O (en ppbv) où un lobe se détache des latitudes 
tropicales, conduisant à un mélange irréversible au sein des moyennes latitudes. Cet 
évènement de septembre 1992 fut analysé à l’aide d’un modèle d’advection de contours haute 
résolution montrant un parfait accord [Waugh, 1993]. Leovy et al. [1985] ont montré que ces 
déferlements avaient un impact significatif sur le transport méridien de l’ozone. Des 
évènements inverses – des moyennes latitudes vers les tropiques - ont aussi été détectés à 
l’aide de mesures sous ballon stratosphérique [Jost et al., 1998]. 
 Dans l’hémisphère nord, et en particulier au niveau des régions polaires, de nombreux 
phénomènes de ce type, mettant en jeu des déferlements d’ondes planétaires, ont été observés 
et modélisés à différentes altitudes et différentes saisons. 
 Waugh and Plumb [1994a] ont développé un modèle haute résolution d’advection de 
contour (CAS : Contour Advection with Surgery) permettant de suivre le transport de 
constituants à travers les barrières dynamiques le long de surfaces isentropes. Ce modèle leur 
a permis de modéliser, d’une part, les déferlements d’ondes conduisant à l’érosion du vortex 
polaire [Waugh et al., 1994b] en structures filamentaires se déplaçant vers les moyennes 
latitudes, comme le montre la figure 1.13 ; et d’autre part, les phénomènes tels que l’intrusion 
d’air des moyennes latitudes à l’intérieur du vortex polaire [Plumb et al., 1994]. La présence 
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de ces structures à fine échelle a été confirmée par les mesures de traceurs chimiques 
effectuées à bord d’avions [Waugh et al., 1994c]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.12. Évolution d’une langue d’oxyde 
nitreux (N2O) pénétrant depuis les tropiques 
jusqu’aux moyennes latitudes de l’hémisphère 
sud entre le 6 et le 10 septembre 1992. Les cartes, 
issues des observations de l’instrument CLAES à 
bord du satellite UARS, sont montrées à 1100 K 
(~38 km ou 5 hPa). D’après Randel et al. [1993]. 
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Figure 1.13. Résultats de simulation 
effectuée à l’aide du modèle CAS et 
initialisée le 31 janvier 1989 à 440 K. Les 
contours de PV advectés sont supérieurs à 
18 10-6 K·m2·s-1·kg-1 et choisis par pas de 2 
10-6 K·m2·s-1·kg-1. Les résultats sont 
montrés les 31 janvier, 4 février, 7 février, 
08 février, 9 février et 10 février (de 
gauche à droite et de haut en bas). D’après 
Waugh et al. [1994b]. 
 
 Plus récemment, Godin et al. [2002] et Hauchecorne et al. [2002] ont utilisé le modèle 
haute résolution d’advection de vorticité potentielle MIMOSA (développé par Alain 
Hauchecorne et détaillé dans le chapitre II) pour identifier la présence d’air polaire aux 
moyennes latitudes de la basse stratosphère (au voisinage de 450 K). Ces résultats de 
simulations ont permis d’interpréter la présence de structures laminaires observées dans les 
profils verticaux d’ozone mesurés par le LIDAR de l’observatoire de Haute Provence (OHP). 
 L’extension verticale de ces filaments a été étudiée à plusieurs reprises. En particulier, 
Orsolini [1995] et Schoeberl and Newman [1995] l’ont examinée à partir de résultats de 
simulations de modèles de transport. Schoeberl and Newman [1995] ont montré que les 
filaments pouvaient avoir une structure verticale étendue, capable de connecter les hautes et 
basses couches de la stratosphère. En ce sens les observations de Godin et al. [2002] montrent 
que l’épaisseur de ces filaments peut atteindre plusieurs kilomètres. 
 Des études de la variabilité saisonnière et géographique des filaments ont permis 
d’identifier des chemins d’échanges préférentiels. Ainsi, Orsolini and Grant [2000] ont étudié 
la répartition saisonnière et géographique de structures laminaires (« laminae ») d’oxyde 
nitreux (N2O) à partir d’un modèle tridimensionnel de chimie transport stratosphérique. Ils ont 
notamment relevé que durant l’hiver et le printemps boréal, ces structures introduites depuis 
les moyennes latitudes vers les tropiques, ont lieu principalement à travers l’océan Pacifique, 
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au sud de l’anticyclone des îles aléoutiennes (ou Aleutian High [Harvey and Hitchman, 
1996]). Ils ont enfin noté la présence de ces structures laminaires dans les régions 
extratropicales de l’hémisphère d’été. Waugh [1996] a regardé, toujours au moyen de son 
modèle d’advection, la variation saisonnière du transport isentrope vers l’extérieur de la 
stratosphère tropicale. Il a montré que la formation de filaments produits par déferlement 
d’ondes planétaires avait lieu essentiellement de l’automne au printemps, lorsque les 
moyennes latitudes sont dominées par un régime d’ouest. Dans chacune de ces études, il est 
souligné que la plus faible activité ondulatoire dans l’hémisphère sud entraîne une forte 
diminution de ce type de transport au travers des barrières dynamiques. 
I.4.2 Description des déferlements d’ondes planétaires 
 Les déferlements d’ondes planétaires, qui comme nous l’avons vu précédemment, 
conduisent à la formation de filaments permettant l’échange et le mélange de masses d’air 
d’origine différente en latitude, sont décrits en détail dans cette section. 
I.4.2.1 Climatologie 
 Baldwin and Holton [1988] ont établi une climatologie des déferlements d’ondes dans 
la moyenne stratosphère polaire (850 K ou ~10 hPa, 31 km) entre 1964 et 1982 à partir des 
champs de vorticité potentielle. Les déferlements d’ondes sont caractérisés par l’inversion du 
gradient méridien de vorticité potentielle. Les résultats illustrés sur la figure 1.14 indiquent 
que la plupart des déferlements ont lieu au voisinage de la position climatologique de 
l’anticyclone des îles aléoutiennes (figure 1.15) atteignant un maximum de 65% vers 180°E.  
 
 
 
 
 
 
Figure 1.14. Fréquence des déferlements 
d’ondes planétaires à 850 K entre 1964 et 
1982 calculés pour l’ensemble des mois de 
décembre, janvier et février dans 
l’hémisphère nord en fonction de la 
longitude. Seuls ceux situé au sud de 60°N 
sont pris en compte. D’après Baldwin and 
Holton [1988]. 
Figure 1.15. Coupe en longitude/altitude de la 
fréquence de présence climatologique (1991-2001) 
entre 50° et 60°N de l’anticyclone des Aléoutiennes 
(contours remplis) et du vortex polaire (contours). Les 
résultats sont donnés pour l’ensemble des mois de 
décembre, janvier et février. D’après Harvey et al. 
[2002]. 
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 L’aspect climatologique des déferlements d’ondes a par la suite été étudié au voisinage 
de la tropopause subtropicale [Postel and Hitchman, 1999] afin de quantifier les échanges 
entre la basse stratosphère subtropicale et la haute troposphère tropicale. Il a notamment été 
souligné que ces évènements pouvaient fortement impacter la convection profonde en région 
tropicale [Waugh and Polvani, 2000]. Knox and Harvey [2005] ont présenté une climatologie 
plus complète de ces phénomènes en examinant leurs caractéristiques et leur évolution dans la 
haute stratosphère (2000 K), la moyenne stratosphère (1000 K) et enfin la basse stratosphère 
(340 K). Cette climatologie a montré des résultats cohérents avec les études précédentes. 
I.4.2.2 Différents types de déferlements 
 Thorncroft et al. [1993] ont étudié le comportement des déferlements d’ondes en 
direction de l’équateur aux abords de la tropopause à partir d’un modèle idéalisé. En 
particulier, ils ont noté que le cycle de vie dépend fortement du cisaillement horizontal de 
vent. Dans le cas d’un cisaillement anticyclonique (type LC1), le déferlement d’onde se 
traduit, en amont, par un enroulement cyclonique associé à une pénétration de l’anomalie de 
vorticité potentielle (PV) au travers du maximum de vent zonal du jet vers le sud qui devient 
alors affectée par le cisaillement anticyclonique (figure 1.16a). L’anomalie de PV déplacée au 
sud du jet développe alors un comportement anticyclonique pouvant provoquer le 
détachement d’un lobe. Dans le cas d’un scénario LC2 (cyclonique, figure 1.16b), 
l’enroulement cyclonique reste confiné au nord du jet bien que, comme pour le type LC1, une 
anomalie de forte PV soit déplacée vers le sud lors de l’enroulement. 
 
 
 
 
 
 
Figure 1.16. Représentation schématique sur une 
surface isentrope au voisinage de la tropopause d’un 
déferlement d’onde de type (a) LC1 et (b) LC2. La 
ligne pointillée indique la position du jet. D’après 
Thorncroft et al. [1993]. 
 
 De manière similaire, Peters and Waugh [1996] ont classifié les déferlements dirigés 
cette fois-ci vers le nord en fonction de l’écoulement moyen. Les déferlements de type P1 
sont attendus du côté cyclonique du jet, tandis que ceux de types P2 sont attendus du côté 
anticyclonique. Ces deux classes sont illustrées sur la figure 1.17 où un déferlement P1 est 
observé au voisinage du Pacifique (fin filament qui disparaît rapidement) et un déferlement P2 
à l’aplomb de l’Europe (filament plus large s’enroulant anticycloniquement). Les auteurs 
soulignent par ailleurs que la durée de vie de ces lobes dans un environnement dépend 
fortement du cisaillement de vent. Par exemple, un lobe à circulation anticyclonique injecté en 
région polaire sera en mesure de perdurer dans un environnement anticyclonique et sera en 
revanche étiré puis diffusé rapidement dans un environnement cyclonique.  
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 Ces évènements, analysés dans la basse stratosphère où la dynamique est complexe, 
ont lieu dans des couches relativement fines et ont des impacts localisés. Dans la moyenne et 
haute stratosphère, où le vortex domine durant l’hiver polaire, les déferlements d’ondes de 
grande amplitude peuvent s’étendre dans une très large gamme verticale et horizontale 
comme nous le décrivons dans section suivante. 
 
 
 
 
Figure 1.17. 
Contours de vorticité 
potentielle advectée à 
l’aide du modèle 
CAS à 330 K entre le 
13 et 20 février 1993. 
Le déferlement de 
type P1 (P2) est 
entouré en vert 
(rouge). D’après 
Peters and Waugh 
[1996]. 
 
I.4.2.3 Description des déferlements d’ondes en 3 dimensions. 
 Les simulations en 3 dimensions d’un vortex forcé par des ondes de Rossby montre 
deux classes de déferlements : les déferlements « à retardement » (« remote »), où les ondes 
se propagent vers le haut le long du bord du vortex et déferlent dans les plus haut niveaux, et 
les déferlements dits « locaux », qui ont lieu dans les bas niveaux, inhibant la propagation des 
ondes dans les plus hauts niveaux [Dritschel and Saravanan, 1994]. 
 La figure 1.18 montre un exemple de simulation de déferlement « à retardement » 
d’onde de Rossby de nombre d’onde k=1 [Polvani and Saravanan, 2000] dans la stratosphère 
polaire durant l’hiver, évaluée à partir d’un modèle sphérique idéalisé utilisant les équations 
primitives du vent. Deux cas de forçages sont étudiés : par impulsion (en haut) et constant (en 
bas). Dans le premier cas, la propagation de l’onde conduit à la formation d’un filament, en 
forme de virgule, se détachant du vortex depuis les hauts niveaux et se propageant avec un 
léger retard dans les bas niveaux. Puis le filament subit un étirement s’enroulant comme un 
anneau autour du vortex qui se trouve fortement érodé à la fin de l’évènement, formant une 
pointe. Les filaments sont ensuite dissipés. Dans le cas du forçage constant, les mêmes 
caractéristiques sont observées sauf que le déferlement se propage jusqu’aux plus bas 
niveaux, affaiblissant considérablement le vortex sur l’ensemble de son extension verticale. 
Ces études, bien qu’issues de modèles simplifiés, sont conformes aux observations [Schoeberl 
and Newman, 1995]. 
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Figure 1.18. Évolution de la surface du vortex (définie pour une valeur constante de Lait-PV, cf. 
Chapitre II) durant le déferlement d’une onde de Rossby. La ligne du haut (bas) montre le cas d’un 
forçage par impulsion (constant). Initialement, le vortex est cylindrique. D’après Polvani and 
Saravanan [2000]. 
 
 Dans les cas les plus extrêmes, la propagation de ces ondes de grande amplitude et de 
nombre d’onde k=1 à 3, peut conduire à l’occurrence de réchauffements stratosphériques. Ces 
phénomènes remarquables sont les principaux responsables de la variabilité annuelle du 
vortex polaire et ont des conséquences importantes sur l’ensemble de la moyenne atmosphère. 
I.4.3 Les réchauffements stratosphériques 
 Le premier réchauffement stratosphérique fut reporté par Scherhag [1952]. Ces 
évènements ont lieu dans la stratosphère polaire durant l’hiver, lorsque le vortex polaire est 
formé. Ils sont associés à une brusque augmentation de la température allant jusqu’à plusieurs 
dizaines de degrés et conduisent à un fort affaiblissement du vortex polaire qui peut, dans les 
cas les plus extrêmes, être disloqué.  
 
 Selon leur intensité, les réchauffements stratosphériques peuvent être qualifiés soit de 
« majeurs », correspondant, d’après la définition du WMO [2007], à la transition temporaire à 
10 hPa et 60°N de la moyenne zonale du vent zonal d’une circulation d’ouest vers une 
circulation d’est ; soit de « mineurs », caractérisant les cas moins intenses. Par ailleurs, en 
fonction de leur échéance, ils peuvent être qualifiés de « soudains » (SSW pour « Sudden 
Stratospheric Warming ») s’ils ont lieu au milieu de l’hiver et qu’ils sont suivis par une 
reformation du vortex polaire, ou de « finaux » (SFW pour « Stratospheric Final Warming ») 
s’ils entraînent la dislocation irréversible du vortex polaire. 
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Figure 1.19. Évolution temporelle 
durant l’hiver 1987/1988 et à 10 hPa de 
(a) l’anomalie de température (en K) 
moyennée dans la gamme de latitudes 
[60 ; 90]°N, de (b) la moyenne zonale 
de la vitesse du vent zonal (en m·s-1) à 
60°N, et des amplitudes de l’altitude 
géopotentielle (en m) des ondes de 
nombre d’onde (c) k=1 et (d) k=2. 
D’après Baldwin and Dunkerton 
[1989]. 
 
 La figure 1.19 illustre l’évolution de l’anomalie de température, du vent et des 
altitudes géopotentielles durant l’hiver 1987/1988 à 10 hPa. Au cours du mois de décembre, 
une très nette augmentation transitoire de la température moyenne d’environ 20°C est détectée 
en région polaire de l’hémisphère nord, accompagnée d’un renversement du régime des vents 
d’ouest vers d’est. Ce réchauffement soudain est très bien corrélé avec une forte 
augmentation, progressive, de l’amplitude des ondes de nombre d’onde k=1, observées à 
l’aide de l’altitude géopotentielle. Cette figure permet donc d’identifier le réchauffement 
stratosphérique majeur du 8 décembre 1987 [Baldwin and Dunkerton, 1989], entraîné par une 
forte augmentation de l’activité ondulatoire. 
 
 Les réchauffements stratosphériques sont classés en deux catégories : les 
«déplacements de vortex » caractérisés par un déplacement rapide du vortex depuis le pôle 
vers les plus basses latitudes conduisant à la production de filaments de vortex, et les « splits 
du vortex » caractérisés par le scindement du vortex polaire en deux lobes [Charlton and 
Polvani, 2007]. Ces deux types d’évènements sont souvent associés à l’amplification d’ondes 
planétaires de nombre d’onde k=1 et k=2, respectivement, illustrées dans les champs 
d’altitude géopotentielle montrés sur la figure 1.20. Le réchauffement majeur de l’hiver 
2008/2009 a été dominé par un nombre d’onde k=2 comme le montre l’alternance en 
longitude de deux cellules anticyclonique/cyclonique, tandis que celui de l’hiver 2009/2010 a 
été dominé par un nombre d’onde k=1 caractérisé par la présence du vortex et d’un 
anticyclone. Les réchauffements majeurs sont, par ailleurs, caractérisés par une forte 
augmentation du flux de chaleur <v’T’> entre les moyennes latitudes et les régions polaires 
[Charlton and Polvani, 2007 ; Ayarzagüena et al,. 2011] , caractéristique de la forte 
augmentation de l’activité ondulatoire. 
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Figure 1.20. Cartes de l’altitude 
géopotentielle à 10 hPa moyennées 
sur 5 jours et centrées le (à gauche) 
26 janvier 2009 et le (à droite) 29 
janvier 2010. D’après Ayarzagüena et 
al. [2011]. 
 
 Les travaux de Matsuno [1970, 1971] sont à l’origine de la compréhension des 
réchauffements stratosphériques. Il montra notamment, à l’aide d’un modèle linéaire, que 
l’amplification d’ondes planétaires se propageant depuis la troposphère jusque dans la 
stratosphère était à l’origine des réchauffements soudains. Par la suite, il fut montré que, bien 
que la propagation d’ondes soit une condition nécessaire, elle n’était pas suffisante. En effet, 
il a été souligné dans de nombreux articles [Labitzke, 1981 ; McIntyre, 1982 entre autres] que 
l’écoulement zonal dans la stratosphère devait être « pré conditionné », de façon à ce que 
l’activité ondulatoire soit orientée vers le vortex polaire. Le vortex polaire est généralement 
déplacé vers le pôle puis se resserre, initié par des ondes planétaires qui déferlent au niveau de 
sa périphérie. L’analyse des réchauffements majeurs des hivers 1967/1968, 1970/1971 et 
1978/1979 [Dunkerton et al., 1981 ; Labitzke, 1981], a notamment mis en évidence 
l’importance de l’amplification des ondes de nombre d’onde k=1 sur le déplacement du 
vortex vers le pôle (préconditionnement). Par ailleurs, alors que les réchauffements 
stratosphériques n’avaient jusqu’alors été observés que dans l’hémisphère nord, un split du 
vortex antarctique a eu lieu en 2002 [Allen et al., 2003 ; Sinnhuber et al., 2003 ; Roscoe et al., 
2005 et références du numéro spécial du Journal of Atmospheric Sciences de mars 2005]. 
 
 Les causes dynamiques de cet évènement particulier de l’hémisphère sud et de la forte 
variabilité intra et inter annuelle des réchauffements stratosphériques dans l’hémisphère nord 
sont encore mal comprises [Waugh and Polvani, 2010]. 
 La climatologie établie par Charlton and Polvani [2007] montre par exemple que les 
réchauffements stratosphériques soudains ont été très peu fréquents lors des années 90 
(seulement 2 en 10 ans) alors que la fréquence moyenne depuis qu’ils sont observés est de 1 
tous les 2 ans. En outre, la preuve de l’existence de couplages entre l’état dynamique de la 
stratosphère polaire et des régions environnantes a été mise en évidence dans de nombreux 
travaux. Par exemple, Martius et al. [2009] ont montré que l’occurrence et le type de 
réchauffement stratosphérique semblait être étroitement liés à des évènements de blocages 
troposphériques. De nombreuses études ont aussi montré d’importants phénomènes de 
couplages entre la mésosphère et la stratosphère durant les réchauffements stratosphériques 
soudains, comme notamment le refroidissement de la mésosphère dû à un forçage par les 
ondes de gravité [Liu and Roble, 2002]. Von Zahn et al. [1998] ont montré, à partir de 
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mesures LIDAR, que lors des réchauffements stratosphériques soudains, la stratopause 
pouvait subir une descente rapide pouvant atteindre 30 km d’altitude (au lieu de 50 km). Des 
observations récentes de l’instrument satellite MLS/Aura ont montré que ces descentes de 
stratopause pouvaient, suite à des réchauffements intenses, être accompagnées d’un saut 
abrupt de la stratopause de plusieurs dizaines de kilomètres pouvant atteindre jusqu’à 75 km 
d’altitude [Manney et al., 2009]. Dans cette thèse, nous nous sommes intéressés plus 
particulièrement aux couplages entre les régions tropicales et les régions polaires au moment 
du réchauffement stratosphérique final. 
I.5 Les phénomènes de couplages entre les régions tropicales 
et polaires dans la stratosphère. 
 Le régime de circulation zonal dans la stratosphère tropicale est dominé par 
l’oscillation quasi-biennale (QBO pour Quasi Biennial Oscillation) correspondant à une 
alternance dans le temps de la circulation de l’écoulement zonal, passant d’un régime d’est à 
un régime d’ouest sur une période variant de 24 à 36 mois (figure 1.21). Le signal de la QBO 
est principalement présent, aux latitudes tropicales, depuis la moyenne/haute stratosphère (~5 
hPa soit 36 km) et se propage vers le bas à une vitesse d’environ 1 km/mois vers la haute 
tropopause tropicale où il se dissipe. La phase d’est (en bleu sur la figure 1.21) persiste 
généralement plus longtemps dans la haute et moyenne stratosphère tandis que la phase 
d’ouest (en rouge) persiste plus longtemps dans la basse stratosphère. 
 
 
Figure 1.21. Évolution en fonction du temps et de l’altitude de la moyenne zonale du vent zonal à 
l’équateur entre 1964 et 1990. Les vents d’est sont colorés en bleu et les vent d’ouest en rouge. 
D’après Baldwin et al. [2001]. 
I.5.1 Mécanismes responsables de la QBO 
 Nous décrivons ici le mécanisme très simplifié, proposé par Plumb [1977], qui met en 
jeu l’interaction, aux latitudes tropicales, des ondes de gravité se propageant vers le haut avec 
l’écoulement zonal moyen. La représentation schématique de ce mécanisme est illustrée sur la 
figure 1.22. 
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Figure 1.22. Représentation 
schématique de l’évolution de la 
vitesse de l’écoulement zonal 
moyen en fonction de l’altitude (axe 
vertical) par interaction avec des 
ondes de gravité monochromatiques 
de vitesse de phase –c (d’est) et +c 
(d’ouest). Les flèches doubles 
représentent l’accélération contrôlée 
par les ondes et les flèches simples, 
l’accélération induite par la 
diffusion. Les flèches ondulées 
représentent la propagation relative 
des ondes d’est et d’ouest. D’après 
Baldwin et al. [2001]. 
 
 La figure 1.22a montre une situation dans laquelle les hautes couches sont dominées 
par un vent zonal moyen (noté <u>) d’est (de vitesse de vent négative), tandis que les basses 
couches sont dominées par un vent zonal moyen d’ouest (vitesse de vent positive). Lorsque 
les ondes d’est (notées –c) atteignent la région où |<u> -c| est proche de zéro, c'est-à-dire 
lorsque la vitesse de phase de l’onde d’est est proche de la vitesse de l’écoulement moyen 
d’est, elles déferlent en entraînant une accélération du vent zonal moyen d’est. De ce fait, le 
maximum de vent zonal moyen d’est se propage vers le bas, et réciproquement pour les ondes 
d’ouest en présence d’un vent zonal moyen d’ouest (à droite de l’axe vertical). Lorsque la 
couche de maximum de vent devient suffisamment fine dans les bas niveaux, elle se dissipe 
par les phénomènes de diffusion à petite échelle (figure 1.22a). Une fois que la cellule d’ouest 
dans les bas niveaux a disparu (figure 1.22b), les ondes d’ouest peuvent alors se propager 
dans les hautes couches, tandis que les ondes d’est restent piégées dans les bas niveaux. Dans 
les hautes couches, le vent zonal moyen n’est donc plus accéléré par le déferlement des ondes 
d’est, mais l’est en revanche par celui des ondes d’ouest, qui permettent à l’écoulement 
d’ouest d’atteindre un maximum qui va se propager vers le bas (figure 1.22c et 1.22d). Ainsi 
on retrouve la situation symétrique à la figure 1.22a. 
 Notons cependant que le mécanisme décrit ici est très simplifié. À l’heure actuelle, 
bien que les causes responsables d’une telle oscillation semblent identifiées, la représentation 
de la QBO dans les modèles de circulation atmosphérique reste très contrainte par leur 
résolution verticale, qui doit être suffisamment fine pour permettre la genèse des ondes de 
gravité et leur interaction avec l’écoulement [Baldwin et al., 2001]. Par ailleurs, bien que 
certaines études aient montré que la QBO pouvait avoir des effets sur les régions 
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extratropicales [Baldwin et al., 2001 ; Baldwin and Dunkerton, 1998], son influence reste 
encore mal comprise. 
I.5.2 La relation de Holton et Tan 
 En se basant sur une étude statistique durant la période 1962-1977, Holton and Tan 
[1980, 1982] ont suggéré que lors de la phase d’est de la QBO dans la basse stratosphère, le 
vortex polaire est plus faible et plus chaud (et réciproquement pour la phase d’ouest de la 
QBO). En d’autres termes, ces études indiquent que la phase d’est conduirait à une activité 
ondulatoire plus intense et à des réchauffements soudains plus fréquents. Ils énoncèrent un 
mécanisme selon lequel, la phase de la QBO serait à même de moduler l’efficacité du guide 
d’onde à moyenne latitude, pouvant faciliter la propagation des ondes planétaires vers les 
régions polaires. En effet, les ondes planétaires se propagent depuis la troposphère 
extratropicale à travers un guide d’onde de vent d’ouest. Durant la phase d’est de la QBO, la 
ligne de vent zonal nul est déplacée vers les régions subtropicales de l’hémisphère d’hiver. En 
conséquence, la largeur du guide d’onde d’ouest s’amincit conduisant à la réfraction des 
ondes planétaires loin des latitudes subtropicales, donc vers les pôles. 
 La relation de Holton et Tan (notée HT par la suite) a depuis été réexaminée par des 
études statistiques observationnelles ou de modélisation. Naito and Hirota [1997] ont déduit, 
en se basant sur une étude couvrant la période 1962-1994, que la relation HT n’était 
statistiquement significative qu’au début de l’hiver (en novembre et décembre). En utilisant 
les réanalyses NCEP-NCAR, Hu and Tung [2002] répétèrent l’analyse originale de HT entre 
1952 et 2001 à 50 hPa. Les résultats furent très proches de ceux de Naito and Hirota [1997] ; 
la relation HT restait valide uniquement pour le début de l’hiver mais échouait à la fin de 
l’hiver. Labitzke and van Loon [1988] ont suggéré que les périodes où la relation HT était 
vérifiée coïncidaient avec un minimum d’activité solaire tandis qu’elle s’inversait durant les 
périodes de maxima d’activité solaire. Ces résultats furent examinés et confirmés par une 
étude de modélisation effectuée par Gray et al. [2004]. Ils proposèrent notamment un 
mécanisme selon lequel les effets de la QBO et du flux solaire sur la circulation zonale 
tropicale/subtropicale seraient en mesure de s’additionner dans certaines configurations (i.e. 
QBO-Est/minimum solaire ou QBO-Ouest/maximum solaire), favorisant ainsi le 
développement de l’anticyclone des Aléoutiennes et donc les réchauffements soudains. 
Néanmoins, ils notèrent que ces résultats obtenus à partir de simulations n’étaient retrouvés 
dans les données réanalysées que de manière peu significative 
 Récemment, les travaux de Gray et coauteurs, réalisés à partir de modèles [Gray et al., 
2001a, Gray, 2003], d’analyses et de fusées sondes [Gray et al., 2001b], ont montré que la 
haute stratosphère tropicale influençait les températures polaires et la circulation hivernale 
stratosphérique. Ils ont noté qu’au regard de la structure étendue des ondes planétaires sur 
l’ensemble de l’épaisseur de la stratosphère, il semblait relativement improbable que seule la 
QBO dans la basse stratosphère équatoriale soit le facteur principal, comme le suggérait 
initialement la relation HT. 
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 Toutes ces conclusions furent réexaminées par Lu et al. [2008] à partir d’une étude 
statistique sur 49 années (1958-2006). Ils conclurent ainsi que globalement, la relation HT 
n’était acceptable que ponctuellement, mais pas sur l’ensemble de la période. Ils ont en outre 
remarqué que cette relation n’était plus vérifiée sur la période 1977-1997 ni lors des maxima 
solaires, comme le suggèrent certaines études antérieures (voir références précédentes). 
 Enfin, concernant le mécanisme proposé par la relation HT, Naoe and Shibata [2010] 
montrèrent à l’aide d’un modèle de climat que, bien que la relation HT (vortex affaibli, 
stratosphère polaire plus chaude) était statistiquement significative durant la phase d’est de la 
QBO, les diagnostics sur le flux d’Eliassen-Palm ne statuaient pas en faveur d’une 
propagation plus prononcée des ondes planétaires vers le pôle. 
 Ces différentes études montrent bien la complexité des couplages entre la stratosphère 
tropicale et les régions polaires, et que des études complémentaires sont nécessaires. En outre, 
les différents mécanismes proposés pour expliquer ces interactions restent à ce jour peu 
nombreux et relativement spéculatifs. 
I.6 État dynamique de la stratosphère au printemps et en été 
 Jusqu’à présent, la communauté scientifique internationale s’est majoritairement 
intéressée à la description et à la compréhension des processus dynamiques propres à la 
stratosphère en hiver. En effet, les études liées à la compréhension du budget de l’ozone, et 
par conséquent à la dynamique du vortex polaire, ont permis de grandes avancées dans la 
connaissance scientifique. À l’inverse, les études concernant la transition entre le régime 
hivernal dans la stratosphère (cyclonique) et le régime d’été (anticyclonique) et, son impact 
sur la stratosphère en été, restent peu nombreuses. Cette transition printanière correspond au 
moment où le vortex, lors d’un réchauffement stratosphérique final, est détruit de manière 
irréversible pour laisser place à la circulation d’été. Durant cette période, des échanges entre 
les régions tropicales/subtropicales et polaires ont lieu et la dynamique de ces échanges est 
encore mal connue. 
I.6.1 Les réchauffements stratosphériques finaux 
 Il existe dans l’hémisphère nord une très forte variabilité interannuelle, dans 
l’échéance et les caractéristiques des réchauffements stratosphériques finaux comme le 
montre la figure 1.23, qui retrace au cours des années 1960 à 2010, le moment du délitement 
du vortex. Une telle variabilité reste à ce jour, une importante source d’interrogations. À la fin 
des années 90, des climatologies examinant la date des réchauffements stratosphériques 
finaux dans la basse stratosphère [Zurek et al., 1996 ; Waugh et al., 1999 ; Zhou et al., 2000] 
ont montré que le vortex polaire semblait persister de plus en plus longtemps dans 
l’hémisphère sud comme dans l’hémisphère nord. La cause d’une telle persistance provenant 
d’un refroidissement du vortex. Dans l’hémisphère sud, ce refroidissement a été attribué à la 
forte diminution d’ozone, tandis que celui de l’hémisphère nord semblait être à la fois 
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d’origine chimique (diminution d’ozone) mais aussi dynamique (baisse de l’activité 
ondulatoire). Shindell et al. [1998] ont par ailleurs souligné qu’une tendance à des délitements 
du vortex de plus en plus tardifs aurait pour conséquence de retarder la reconstitution 
complète de la couche d’ozone, malgré la diminution du chlore dans la stratosphère. Par 
ailleurs, la figure 1.23 révèle que ces tendances observées à la fin des années 90 et dans 
l’hémisphère nord, ne le sont plus au cours des années 2000. 
 Plus récemment, Black et al. [2006] et Ayarzagüena and Serrano [2009] ont étudié les 
couplages troposphère/stratosphère durant les réchauffement finaux et ont montré qu’ils 
influençaient fortement la circulation troposphérique aux latitudes polaires. Une analyse 
climatologique détaillée de l’évolution de la dynamique durant les réchauffements finaux a 
été publiée par Black and McDaniel [2007]. Ils ont regardé l’influence de la propagation de 
l’activité ondulatoire à travers la stratosphère et examiné les conséquences sur les régimes de 
circulations dans la troposphère et la stratosphère. 
 
 
 
 
 
 
Figure 1.23. Variation 
annuelle de la date du 
réchauffement strato-
sphérique final en 
Arctique (axe de gauche) 
et en Antarctique (axe de 
droite) entre 1958 et 2008. 
Waugh and Polvani 
[2010]. 
 
 L’intérêt d’étudier les réchauffements finaux réside aussi dans la compréhension des 
processus de mélange des débris de vortex avec l’air environnant et leur impact sur l’ozone 
des moyennes latitudes [Knudsen and Grooss, 2000]. Hess [1991] fut l’un des premiers à 
examiner les processus de mélange au moment du délitement du vortex arctique dans la 
moyenne stratosphère. Il remarqua, à partir d’observations et de résultats de modèles, la 
présence de structures dites « frozen in », visibles dans les champs de traceurs et perdurant 
dans la circulation d’est estivale. 
I.6.2 Les rémanences de vortex « frozen in » 
 Hess [1991] a suggéré que la persistance des rémanences de vortex (« frozen in ») dans 
la circulation d’été était due au faible cisaillement de vent (horizontal et vertical) ne 
permettant pas de réduire ces anomalies à des échelles suffisamment fines pour qu’elles soient 
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dispersées par diffusion. En utilisant la vorticité potentielle dans un modèle de transport, une 
climatologie des délitements de vortex entre 1958 et 2000 [Waugh and Rong, 2002] a montré 
que la persistance des rémanences à 500 K (~20 km) dépendait fortement de l’échéance du 
délitement du vortex : après un délitement précoce (« early breakup » en février et mars), les 
anomalies de PV peuvent persister environ 2 mois tandis que lors des délitements tardifs 
(« late breakup » en avril et mai), elles se dissipent rapidement. Orsolini [2001], à partir de 
résultats de modèles, a suggéré l’existence de rémanences dans la stratosphère polaire en été 
comme le montre la figure 1.24, où une structure à grande échelle, présentant une faible 
quantité de N2O, est modélisée le 30 juillet 1998. Il précise notamment que des mesures sont 
nécessaires pour confirmer ce résultat dans l’atmosphère réelle. Des mesures in situ effectuées 
en été (20 juin 2000) par la plateforme ballon SDLA dans le sud de la France [Durry and 
Hauchecorne, 2005] ont permis d’observer des rémanences de vortex entre 22 et 25 km dans 
les profils de CH4 et de H2O. Dans l’hémisphère sud, Manney et al. [2005b] ont reporté, à 
l’aide des observations de l’instrument satellite MLS/Aura, la présence intacte d’air polaire 
dans la moyenne stratosphère (850 K ~ 31 km) un mois après le délitement du vortex. 
 
 
 
Figure 1.24. Carte de N2O du 30 juillet 1998 à 
585 K (~24 km) modélisée à partir du modèle de 
chimie transport SLIMCAT. D’après Orsolini 
[2001]. 
Figure 1.25. Cartes de l’hémisphère nord 
représentant les rapports de mélange de N2O et 
H2O (en ppbv et ppmv), mesurés par l’instrument 
MLS à 850 K (~31 km) les 30 mars, 27 avril et 2 
juillet 2005. D’après Manney et al. [2006]. 
I.6.3 Les anticyclones « frozen-in » 
 Très récemment, basés sur les mesures de N2O et H2O du satellite MLS/Aura Manney 
et al. [2006] ont reporté pour la première fois un cas de « frozen in » anticyclone (FrIAC) en 
2005 dans la stratosphère arctique persistant jusqu’au mois d’août (figure 1.25). Cet 
évènement résulte de l’advection rapide d’une masse d’air des basses latitudes (rapports de 
mélange forts en N2O et faible en H2O) durant un fort et abrupt réchauffement final. Cette 
Chapitre I : Dynamique stratosphérique 
 50 
intrusion se retrouve alors piégée au sein d’un anticyclone s’étendant dans la gamme verticale 
[650 ; 1400] K et persistant en région polaire jusqu’en été. Les mesures d’ozone au cœur de la 
structure ont montré que celui-ci était rapidement relaxé aux valeurs caractéristiques des 
hautes latitudes [Manney et al., 2006] de façon analogue aux évènements de « low-ozone 
pockets » [Harvey et al., 2004 ; Harvey et al., 2008] correspondant au piégeage de masses 
d’air riches en ozone dans les anticyclones stationnaires (par exemple l’anticyclone des îles 
aléoutiennes) durant la nuit polaire. 
 
 En 2003, un nouvel évènement de type FrIAC a été identifié en utilisant les données 
de l’instrument satellite MIPAS/ENVISAT de CH4 [Lahoz et al., 2007]. Allen et al. [2011] 
ont utilisé différents modèles pour analyser en détail le cycle de vie du FrIAC de 2005. Ils ont 
pu identifier trois phases durant son évolution : 
 
• la phase de « spin-up », durant laquelle le FrIAC est introduit puis s’établit en région 
polaire. Cette phase dure seulement quelques jours entre fin mars et début avril. 
• la phase « anticyclonique » durant laquelle les anomalies de traceurs sont piégées dans 
une anomalie anticyclonique permettant au FrIAC de résister aux effets de 
cisaillement de vent. Cette phase, bien plus longue que la première, s’étend de début 
avril à fin mai. 
• Puis la phase « de cisaillement », débutant fin mai, est initiée par la disparition de 
l’anomalie anticyclonique soumettant alors les masses d’air du FrIAC aux effets de 
cisaillement de vents verticaux et horizontaux. Ainsi, la structure se dissipe 
progressivement en s’étirant horizontalement et en s’inclinant verticalement. 
 
 Bien que l’étude de Allen et al. [2011] ait permis de mieux comprendre le cycle de vie 
des FrIACs, aucune étude n’a été réalisée sur les conditions dynamiques initiales, favorisant 
leur développement. 
I.7 Conclusion et problématique 
 Au cours de ce chapitre, la circulation à grande échelle dans la stratosphère et sa 
variation saisonnière ont été décrites ainsi que les mécanismes sous-jacents. Durant l’hiver 
polaire, la stratosphère est dominée par une circulation d’ouest associée à la présence du 
vortex polaire. Les études de la stratosphère se sont, jusqu’à présent, focalisée sur cette 
période. Elles ont permis d’améliorer considérablement la compréhension des processus 
chimiques, microphysiques et dynamiques conduisant à la destruction d’ozone. 
 Nous avons aussi montré l’importance de l’activité ondulatoire sur la dynamique de la 
stratosphère. Dans les régions tropicales, les ondes de gravité jouent un rôle essentiel en 
interagissant avec l’écoulement zonal moyen et sont responsables de la QBO. Aux moyennes 
et hautes latitudes, la propagation des ondes planétaires depuis la troposphère, puis pénétrant 
dans la stratosphère, est le moteur du transport méridien et du mélange des composés 
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originaires de différentes régions en latitude. En effet, les déferlements de ces ondes 
conduisent à des phénomènes irréversibles d’échanges au travers des barrières dynamiques. 
Lorsque l’activité ondulatoire est suffisamment intense durant l’hiver, les réchauffements 
stratosphériques soudains peuvent avoir lieu, conduisant à un réchauffement très abrupt de la 
stratosphère polaire et à un fort affaiblissement du vortex. Bien que ces phénomènes soient 
relativement bien modélisés, les conditions favorables à leur développement sont encore mal 
connues. Leur fréquence, très variable, illustre bien la difficulté à comprendre et modéliser la 
variabilité interannuelle et décennale du vortex polaire arctique [Waugh and Polvani, 2010 ; 
Manney et al., 2011 ; WMO, 2011]. Dans ce contexte, l’un des principaux axes de recherche 
actuel est de déceler des phénomènes de couplages ; d’une part, internes à la stratosphère, en 
examinant les couplages entre les différentes régions en latitudes (couplages 
tropiques/pôles) [Garfinkel et al., 2012] ; et d’autre part, les couplages entre la stratosphère et 
les couches environnantes (troposphère/stratosphère ou stratosphère/mésosphère) [Yoden et 
al., 2012]. 
 À l’inverse de la période hivernale, les études examinant la transition dynamique 
associée au réchauffement stratosphérique final et l’état dynamique de la stratosphère en été 
sont beaucoup moins documentées. Durant cette transition, des débris de vortex « frozen in », 
pouvant jouer un rôle important sur le transport de masses d’air appauvries en ozone aux 
moyennes latitudes après la destruction du vortex, polaire ont été de nombreuses fois 
documentés [Hess, 1991 ; Newman et al., 1996 ; Orsolini, 2001 ; Durry and Hauchecorne, 
2005]. Cependant, les phénomènes de transport de masses d’air depuis les basses latitudes 
vers les régions polaires ont été peu étudiés. Des études récentes ont révélé l’existence 
d’anticyclones « frozen-in » [Manney et al., 2006 ; Lahoz et al., 2007] correspondant à 
l’intrusion, dans la moyenne stratosphère au printemps, de masses d’air issues des basses 
latitudes qui se retrouvent piégées dans un anticyclone en région polaire et dont la signature 
peut perdurer jusqu’en été. Cependant, la fréquence de ces phénomènes n’est pas connue. 
 Entre les mois de mars et septembre 1997, la campagne POLARIS [Newman et al., 
1999], conduite par la NASA, a été dédiée à l’étude des processus photochimiques et 
dynamiques responsables de l’importante décroissance d’ozone stratosphérique durant l’été. 
Lors de cette campagne, des mesures in situ ont été faites depuis l’Alaska au mois de juin 
[Pierce et al., 1999], révélant notamment la présence de structures laminaires dans la basse 
stratosphère. Le projet StraPolÉté (ANR décision BLAN08–1_316271) et le projet européen 
ENRICHED, tous deux coordonnés par le LPC2E, ont été consacrés à l’étude de la 
stratosphère arctique en été et au printemps. Le projet StraPolÉté a fait l’objet d’une 
campagne de mesures sous ballons stratosphériques opérées par le CNES depuis la base 
d’Esrange (Suède). Huit vols ont été réalisés au cours du mois d’août 2009. Le projet 
ENRICHED a fait l’objet d’une campagne de mesures, également depuis la base d’Esrange, 
entre les mois de février et mai 2011. 
 
 L’un des volets commun à ces deux projets est l’étude dynamique de la stratosphère au 
printemps et en été, contexte dans lequel cette thèse s’inscrit. L’objectif des études présentées 
dans ce mémoire est, à partir de différents outils de mesures et de modélisation, d’analyser les 
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processus de transport au printemps et en été, à petite et grande échelle. Les masses d’air 
advectées depuis les régions tropicales/subtropicales jusqu’en région polaire sont caractérisées 
et les processus dynamiques mis en jeu sont identifiés. Un accent particulier est porté sur les 
évènements de type FrIACs qui ont été à ce jour très peu analysés et dont la fréquence 
d’apparition et les caractéristiques intrinsèques ne sont pas connues. Manney et al. [2006] 
posent notamment la question « How common are these occurrences ? ». Parmi les questions 
développées dans ce mémoire, nous tâcherons de comprendre si des conditions dynamiques 
particulières dans la stratosphère peuvent favoriser le développement de FrIACs en examinant 
les couplages des régions polaires avec les latitudes tropicales (influence de l’oscillation 
quasi-biennale) et les liens avec les ondes planétaires se propageant dans la stratosphère au 
cours de l’hiver et du printemps polaire. Les résultats obtenus seront analysés dans un cadre 
climatologique afin de mieux comprendre la variabilité interannuelle des phénomènes 
observés et de déceler d’éventuelles évolutions à long terme. En d’autres termes, nous 
essaierons de comprendre si ces évènements sont le résultat d’une signature bien particulière 
de l’état dynamique de la stratosphère qui est à même d’être modifié à des échelles de temps 
multiannuelles. 
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II Chapitre II 
Outils et développements 
 L’analyse du transport de masses d’air dans la stratosphère depuis les basses latitudes 
vers les régions polaires nécessite l’emploi conjugué de différents outils. Les mesures 
effectuées par des instruments spatiaux permettent de les observer à partir des champs de 
traceurs, tandis que les modèles de transport permettent de suivre leur évolution, de cibler leur 
origine géographique et d’étudier leurs mécanismes de formation et dissipation. Pour 
initialiser puis forcer ces modèles et établir des diagnostics dynamiques liés aux phénomènes 
de transport, les champs météorologiques de pression, vent, température et hauteur 
géopotentielle sont utilisés. 
 Dans ce chapitre sont présentées, en premier lieu, les données météorologiques du 
centre européen pour les prévisions météorologiques à moyen terme, utilisées pour 
l’initialisation et le forçage des modèles de transport. La seconde partie, quand à elle, est 
dédiée à la description du modèle haute résolution d’advection de masses d’air MIMOSA. 
Enfin, la troisième partie est consacrée, d’une part, à la description des données 
observationnelles des instruments MLS (Microwave Limb Sounder) et MIPAS (Michelson 
Interferometer for Passive Atmospheric Sounding), embarqués respectivement à bord des 
plateformes satellites AURA et ENVISAT, et d’autre part, à la description de l’instrument 
embarqué sous ballon stratosphérique SPIRALE, effectuant des mesures de profils d’espèces 
chimiques in situ. 
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II.1 Données météorologiques du centre européen 
 Le centre européen pour les prévisions météorologiques à moyen terme (ECMWF 
pour European Centre for Medium-Range Weather Forecasts) fournit un large panel de 
données météorologiques prévisionnelles (forecasts), analysées et réanalysées, dont la 
pression (p), le vent horizontal (zonal u et méridien v), la température (T) et l’altitude 
géopotentielle (GPH). Ces données couvrent l’ensemble de la troposphère et la stratosphère. 
Au cours de cette thèse, plusieurs types de données de l’ECMWF ont été utilisés pour, d’une 
part l’initialisation de modèles, et d’autre part le calcul de grandeurs diagnostiques pour les 
études dynamiques. 
 Les données analysées ont été principalement utiles lors des campagnes ballons 
StraPolÉté et ENRICHED, permettant notamment d’aider à la décision de vols en identifiant 
des situations dynamiques particulières dans la stratosphère. 
 Les données réanalysées ERA-INTERIM ont en revanche été utilisées pour les 
analyses scientifiques ultérieures aux campagnes ; elles ont permis l’initialisation et le forçage 
des modèles de transport, ainsi que le calcul des grandeurs diagnostiques introduites dans le 
chapitre I. 
II.1.1 Les données analysées 
 Dans sa version actuelle (CY37r3 depuis le 15 novembre 2011), le modèle 
opérationnel du centre européen ECMWF-IFS (IFS : acronyme anglais pour Integrated 
Forecast System) fonctionne avec une troncature spectrale1 T799 (i.e. résolution horizontale à 
l’équateur ~25 km) et sur 91 niveaux verticaux hybrides avec un pas de temps de 12 minutes. 
Les 91 niveaux s’étendent de la surface du sol à 80 km d’altitude. ECMWF-IFS2 est le résultat 
de couplages de trois composantes : atmosphère, surface et océan. 
 
 
 
 
 
 
 
Figure 2.1. Diagramme représentant le 
principe de l’assimilation météo-
rologique 4D-Var (Source : Météo-
France). 
                                                 
 
1
  La relation entre la résolution horizontale à l’équateur (notée ∆xy) et la troncature spectrale (notée Ts) est 
∆xy ≈ 40000 / (2Ts) où ∆xy est exprimée en km. 
2
  Les documents descriptifs de chacun des cycle du modèle ECMWF-IFS sont disponibles à l’adresse : 
http://www.ecmwf.int/research/ifsdocs/. 
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 Le modèle utilise un système d’assimilation variationnelle à quatre dimensions (4D-
Var) sur une fenêtre temporelle de 12 h [Meynadier, 2010]. Ce système met à jour l’ancienne 
prévision du modèle en utilisant les observations disponibles dans la fenêtre temporelle pour 
produire une nouvelle trajectoire passant au plus près des observations (figure 2.1). 
 Les archives issues du modèle comportent différentes résolutions horizontales, la plus 
fine étant 0,25°/0,25° en longitude/latitude résolue verticalement selon les 91 niveaux 
hybrides (cf. annexe B). La résolution de ce jeu d’archives est la plus proche de celle de la 
configuration du modèle. Les données peuvent être fournies suivant deux formats : 
• Le format ASCII (extension .ECMR) correspondant aux données résolues 
verticalement en niveaux de pression. 
• Le format GRIB (extension .GRIB) correspondant aux données résolues verticalement 
en niveaux hybrides (ou niveaux modèle). 
Parmi les données disponibles, celles que nous avons utilisées sont archivées avec une 
résolution horizontale de 1,125°/1,125° et sont réparties selon 25 niveaux verticaux de 
pression : 1000, 950, 925, 900, 850, 800, 700, 600, 500, 400, 300, 250, 200, 150, 100, 70, 50, 
30, 20, 10, 7, 5, 3, 2 et 1 hPa ou 60 niveaux hybrides. Les fichiers de données sont disponibles 
aux heures synoptiques 00, 06, 12 et 18 UTC. Les données prévisionnelles à 10 jours 
disposent des mêmes résolutions verticales et horizontales. En revanche, elles ne sont 
disponibles qu’aux heures synoptiques 00 et 12 UTC. 
II.1.2 Les données réanalysées 
 Depuis septembre 1996, l’ECMWF fournit des produits réanalysés. Le premier jeu de 
réanalyses, ERA-15, s’est étendu de 1979 à 1993. Les réanalyses ERA-40, couvrant la période 
septembre 1957 à août 2002, sont le fruit de collaborations entre le centre européen et de 
nombreuses institutions [Uppala et al., 2005]. Les données utilisées pour ERA-40 incluent en 
particulier les données opérationnelles de l’ECMWF mais aussi celles du NCEP (National 
Centers for Environmental Prediction) et de JMA (Japanese Meteorological Agency). De 
plus, un important nombre de données in situ et satellitaires a été utilisé, permettant 
d’améliorer les résultats dans la stratosphère. Les réanalyses ERA-40, n’étant pas utilisées 
dans ce manuscrit, elles ne sont pas détaillées. Des informations complètes les concernant 
sont disponibles dans la publication de référence Uppala et al. [2005]. 
II.1.2.1 Les réanalyses ERA-Interim 
 Les données ERA-Interim constituent la dernière version de réanalyses produites à 
partir du modèle de l’ECMWF, visant à remplacer les réanalyses ERA-40 et améliorer la 
représentation du cycle de l’eau, la qualité de la circulation stratosphérique et la prise en 
compte des biais observationnels [Berrisford et al., 2011 ; Dee et al., 2011]. Le modèle ERA-
Interim est basé sur la version CY31r2 actuelle du modèle opérationnel de l’ECMWF et 
fonctionne avec une résolution T255L60 (~79 km, 60 niveaux), plus élevée que celle de ERA-
40 (T159L60). La différence majeure avec ERA-40 réside dans le choix d’un système 
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d’assimilation à quatre dimensions au lieu de trois et la prise en compte du biais dans la 
radiance des satellites [Dee and Uppala, 2009]. Les réanalyses ERA-Interim, initialement 
disponibles à partir de 1989, ont été depuis peu étendues à l’année 1979, correspondant au 
début de l’ère satellitaire. La figure 2.2 illustre le nombre de mesures assimilées 
quotidiennement dans le modèle ERA-Interim. Leur nombre a augmenté d’environ 106 en 
1989 à 107 par jour en 2010, essentiellement grâce à l’augmentation du nombre 
d’observations satellitaires. 
 
 
Figure 2.2. Volume des observations journalières assimilées dans la composante d’analyse 
atmosphérique de ERA-Interim. D’après Dee et al., [2011]. 
 
 Les produits ERA-Interim, utilisés par la suite, disposent d’une résolution horizontale 
de 1,125°/1,125° et d’un nombre de niveaux verticaux égal à 37 pour les données en niveaux 
pression (fichiers ASCII) et 60 en niveaux hybrides (fichiers GRIB). Les niveaux de pression 
sont les suivants : 1000, 975, 950, 925, 900, 875, 850, 825, 800, 775, 750, 700, 650, 600, 550, 
500, 450, 400, 350, 300, 250, 225, 200, 175, 150, 125, 100, 70, 50, 30, 20, 10, 7, 5, 3, 2 et 1 
hPa. La figure 2.3 illustre les différences entre les niveaux pression (bleus) et hybrides 
(rouges) pour les données opérationnelles et ERA-Interim. Les données en niveaux pression 
des analyses opérationnelles ne présentent pas de différence dans la moyenne stratosphère par 
rapport aux données ERA-Interim. En revanche, dans la région de l’UTLS [300 ; 100] hPa, 
les réanalyses ERA-Interim offrent un plus grand nombre de niveaux, permettant une 
meilleure représentation des échanges troposphère/stratosphère. À l’inverse, les 91 niveaux 
hybrides des données opérationnelles permettent une meilleure résolution de la stratosphère 
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par rapport aux données ERA-Interim. Notons par ailleurs la prise en compte du relief par les 
niveaux hybrides, qui ne l’est pas dans les niveaux pression, permet de s’affranchir 
considérablement les problèmes de conditions limites dans la troposphère. Dans la 
stratosphère, les niveaux hybrides sont équivalents à des niveaux isobares. 
 
 
Figure 2.3. Représentations schématiques des niveaux de pression (en bleu) et hybrides (en rouge) de 
l’ECMWF pour les données opérationnelles (à gauche) et réanalysées ERA-Interim (à droite) 
II.1.2.2 Validation des réanalyses ERA-Interim dans la stratosphère 
 Dans la stratosphère, l’évaluation de l’âge de l’air [Waugh and Hall, 2002], qui 
mesure le temps moyen de résidence d’une parcelle d’air imaginaire, est étroitement liée à 
l’intensité de la circulation de Brewer-Dobson. Ce diagnostic fournit une bonne mesure de la 
qualité des champs de vents analysés (ou réanalysés) et, en particulier, permet d’évaluer leur 
capacité à reproduire les phénomènes de transport dans la stratosphère et les échanges 
troposphère/stratosphère. La figure 2.4 représente l’âge de l’air moyen calculé à 20 km en 
fonction de la latitude. Les résultats montrent que l’utilisation des réanalyses ERA-Interim 
permet un bien meilleur accord avec les observations par comparaison avec les données ERA-
40 qui conduisent à une accélération de la circulation. Il apparaît qu’à partir de la simulation 
ERA-40 TOMCAT, l’âge de l’air moyen à 60°N est de 2 années inférieur à l’âge moyen 
observé. Cependant, la simulation ERA-Interim TOMCAT semble en meilleur accord dans 
l’hémisphère sud que dans l’hémisphère nord, où l’écart avec les observations augmente à 
mesure que l’on se déplace vers le pôle. 
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Figure 2.4. Âge de l’air moyen 
(en années) à 20 km et en 
fonction de la latitude, 
déterminé à partir de simulations 
de transport avec le modèle 
TOMCAT forcé par les champs 
de vents de ERA-40 (bleue 
continue) et ERA-Interim (noire 
continue). Les observations sont 
issues de mesures par avion 
(noires pointillées) et de leurs 
erreurs (barres grises). Les 
résultats sont montrés pour 
l’année 2000. D’après Dee et al. 
[2011]. 
 
 
 Par ailleurs, le transport vertical dans la stratosphère tropicale, examiné à l’aide du 
« stratospheric tape-recorder » [Schoeberl et al., 2008], a révélé que malgré une meilleure 
représentation à l’aide des réanalyses ERA-Interim, la vitesse reste deux fois supérieure aux 
observations [Dee et al., 2011]. Enfin, les comparaisons entre les observations et les 
réanalyses montrent que la qualité des analyses d’ozone s’est fortement améliorée dans les 
champs ERA-Interim. La représentation de la QBO ne présente en revanche pas de différence 
notable. Ces considérations permettent donc de conclure en une meilleure représentation de la 
dynamique stratosphérique par le modèle ERA-Interim. Ces résultats améliorés sont 
principalement attribués au schéma de correction des biais des observations satellitaires 
implémenté dans le système d’assimilation pour ERA-Interim ainsi qu’à une meilleure qualité 
des données assimilées [Dee et al., 2011]. 
II.2 Le modèle haute résolution d’advection de vorticité 
potentielle MIMOSA 
 Plusieurs modèles d’advection ont vu le jour, utilisant des méthodes différentes. 
Waugh and Plumb [1994] ont développé le modèle d’advection CAS (Chirurgical Advection 
Contour) où la technique consiste à advecter des isocontours de vorticité potentielle. Lorsque 
les structures deviennent trop fines, elles sont découpées. La méthode RDF (Reverse Domain 
Filling) consiste à effectuer des rétrotrajectoires à partir de chaque point de la grille initiale en 
associant la valeur finale de la vorticité potentielle à la valeur initiale [Pierce et al., 1993]. 
Ces méthodes se sont avérées être très efficaces pour représenter les phénomènes de transport 
et mélange de traceurs dans la stratosphère. L’inconvénient est que les simulations ne peuvent 
être effectuées que sur un temps relativement court, les effets diabatiques étant négligés. 
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II.2.1 Description du modèle  
 Le modèle MIMOSA (Modélisation Isentrope du transport Méso-échelle de l’Ozone 
Stratosphérique par Advection) est un modèle d’advection à haute résolution de la vorticité 
potentielle [Hauchecorne et al., 2002]. Initialement, ce modèle a été développé dans le cadre 
du projet européen METRO (MEridional TRansport of Ozone in the lower stratosphere), 
partie intégrante des campagnes THESEO 2000 [Newman et al., 2002], visant à étudier la 
variabilité de l’ozone dans la stratosphère. Ce modèle a notamment permis d’identifier 
l’origine de filaments d’ozone, détectés dans la basse stratosphère à moyennes latitudes, à 
l’aide d’un lidar aéroporté [Heese et al., 2001] et de lidars au sol [Godin et al., 2002 ; Leblanc 
et al., 2004]. MIMOSA a aussi été employé à plusieurs reprises pour comprendre l’origine de 
structures laminaires observées dans les profils verticaux, mesurés in situ par des instruments 
sous ballons, de traceurs à longue durée de vie [Durry and Hauchercorne, 2005 ; Huret et al., 
2006]. Lors des campagnes StraPolÉté (août 2009) et ENRICHED (février à mai 2011), le 
modèle MIMOSA a permis de fournir quotidiennement un aperçu des prévisions à 10 jours 
des conditions dynamiques dans la stratosphère. De ce fait, il a été un outil majeur pour les 
scientifiques dans l’aide à la décision de vol. 
II.2.1.1 Principe 
 En l’absence d’effets diabatiques, une masse d’air se déplace le long d’une surface 
isentrope et sa vorticité potentielle est conservée. À l’échelle synoptique, la vorticité 
potentielle est une variable qui se conserve sur des périodes de plusieurs jours dans la 
stratosphère [Orsolini, 1995]. Elle constitue ainsi un traceur dynamique très efficace pour 
l’étude du transport isentrope dans la stratosphère. Basé sur ce principe, le modèle MIMOSA 
a donc été développé afin de suivre le déplacement des masses d’air en suivant l’évolution 
spatio-temporelle des champs de vorticité potentielle advectée3 (APV). 
 À l’initialisation, les données météorologiques ECMWF (u, v, T et p) de résolution 
horizontale 1,125°/1,125° (T106) sont interpolées verticalement sur une surface isentrope 
choisie θ0. La PV est ensuite calculée à partir de ces champs, puis interpolée horizontalement 
sur une grille orthogonale centrée sur le pôle, en projection azimutale équidistante, d’une 
résolution horizontale de 18,5 km (ou 37 km) équivalente à 6 (ou 3) points par degré, 
respectivement. Le modèle fonctionne par hémisphère en considérant les bandes de latitudes 
[10°S ; 90°N] ([90°S ; 10°N]) pour l’hémisphère nord (sud), respectivement. Des simulations 
sur l’ensemble du globe sont effectuées en considérant chaque hémisphère séparément, puis 
en le raccordant dans la bande de latitudes [5°S ; 5°N]. 
                                                 
 
3
 Dans ce manuscrit la notation PV a été utilisée pour désigner la vorticité potentielle advectée par le modèle 
MIMOSA. 
Chapitre II : Outils et développements 
 60 
II.2.1.2 Schéma d’advection et remaillage 
 Après l’initialisation, la PV est advectée, par pas de temps de 1 h, en chaque point de 
grille du modèle, à l’aide des champs de vent zonal et méridien fournis par l’ECMWF. Pour 
les données réanalysées et opérationnelles de l’ECMWF, le modèle sera forcé par des champs 
de vent aux heures 00, 06, 12 et 18 UTC. En revanche, pour les données prévisionnelles, le 
modèle ne sera forcé par de nouveaux champs que toutes les 12 h, ce qui contribue à 
augmenter l’erreur. La grille initiale, formant des mailles carrées, est déformée au cours de 
l’advection (figure 2.5). Après un certain temps, il est donc nécessaire de ré-interpoler le 
champ de la PV advectée (en bleu) sur la grille originale (en rose), afin de conserver la 
distance entre deux points adjacents à peu près constante, et ne pas déséquilibrer la couverture 
géographique de la grille. Ce processus de remaillage s’effectue toutes les 6 heures, 
correspondant à l’intervalle de temps induisant un écart de distance moyen entre deux points 
adjacents d’environ 10 à 15 % dans la gamme de température potentielle comprise entre 400 
et 675 K [Hauchecorne et al., 2002]. Afin de limiter les effets de diffusion numérique induits 
par le remaillage, un schéma d’interpolation de conservation du moment d’ordre 2 de la PV a 
été implémenté. Il confère des valeurs de diffusion proches de la diffusion atmosphérique 
réelle estimée par Waugh et al. [1997], atteignant ~1000 m2·s-1 [Montoux, 2008]. Notons par 
ailleurs qu’un module de diffusion explicite a été développé. Il est détaillé dans la publication 
de référence [Hauchecorne et al., 2002]. 
 
 
Figure 2.5. Représentation schématique de l’advection et du remaillage du modèle MIMOSA 
(Source : A. Hauchecorne, communication personnelle) 
II.2.1.3 Relaxation de la vorticité potentielle 
 Pour des périodes de plus de deux semaines, le transport entre les surfaces isentropes 
dû à l’action de phénomènes diabatiques sur la PV doit être considérée. Pour cela, une 
relaxation vers le champ de PV, calculée à partir des données ECMWF, est réalisée ; 
communément, la constante de temps de 240 h (10 jours) est employée. Afin de conserver la 
structure filamentaire du champ de PV, la relaxation n’est appliquée que pour des structures 
spatiales d’échelle supérieure à 300 km en lissant les champs ECMWF et MIMOSA à la 
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même résolution spatiale. La différence entre les deux est alors utilisée pour calculer le terme 
de relaxation. Cette méthode permet de faire fonctionner le modèle sur plusieurs mois 
consécutifs pour suivre l’évolution des barrières dynamiques stratosphériques (comme le bord 
du vortex). 
II.2.2 Version en niveaux hybrides du modèle MIMOSA 
 Depuis le développement du modèle MIMOSA, de nombreuses évolutions en ont vu le 
jour, principalement développées au LATMOS. L’ajout de la dimension verticale dans le 
modèle MIMOSA et le couplage avec la chimie du modèle REPROBUS [Lefèvre et al., 1994] 
a donné lieu au modèle MIMOSA-CHIMIE [Marchand et al., 2003; Tripathi et al.,2006]. 
Plus récemment, il a été développé au LPC2E une version de MIMOSA pouvant être 
initialisée à l’aide des niveaux hybrides de l’ECMWF, tandis que le modèle était jusqu’alors 
forcé à l’aide des niveaux pression. Cette modification a été motivée par la résolution 
verticale dans la stratosphère deux fois supérieure pour les niveaux hybrides (figure 2.3). Par 
la même occasion, le modèle MIMOSA a été converti dans le langage fortran 95 [Drouin et 
al., 2011]. 
 
 La comparaison à partir des champs de PV, entre la version niveaux hybrides et 
niveaux pression est illustrée figure 2.6. Deux simulations ont été effectuées au niveau 
isentrope 850 K et initialisées le 1er mars 2011. Les valeurs de PV obtenues à partir de la 
simulation en niveaux hybrides montre qu’elles sont généralement voisines de celles qu’on 
obtient avec la simulation en niveaux pression ; les résultats sont donc cohérents. De plus, les 
structures à grande échelle, telles que le vortex polaire au nord (fortes valeurs de PV) ou 
l’intrusion de faible valeur de PV au voisinage de 180°E, 60°N, sont très bien représentées 
quelle que soit la simulation considérée. En revanche, aux échelles plus fines, des écarts 
relatifs de PV pouvant atteindre jusqu’à 500 PVU sont détectés dans certaines structures. Ceci 
se constate principalement au niveau du pôle d’hiver, où la filamentation est maximale au 
voisinage du vortex polaire. Par ailleurs, les valeurs de PV au sein du vortex semblent plus 
élevées à partir de la simulation en niveaux hybrides. La différence de résolution verticale 
entre les deux jeux de données montre donc qu’elle a un impact direct sur les résultats du 
modèle, bien qu’ils restent cohérents. La validation de la version en niveaux hybrides sera 
discutée au cours du chapitre III. 
 Les modifications du modèle MIMOSA ont aussi permis d’en améliorer les 
performances de calculs. De nombreux tests effectués sur différents compilateurs ont montré 
un gain de temps de calcul pour les simulations utilisant la version en niveaux hybrides. Selon 
les compilateurs, le temps de calcul de la version en niveaux hybrides peut-être de 1,5 à 2,6 
fois plus rapide que celui de la version en niveaux pression. Ces différences sont 
principalement dues à l’utilisation du format GRIB plutôt que du format ASCII (.ECMR). 
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Figure 2.6. Valeur absolue de la différence entre les champs de PV (PVU) produite par MIMOSA 
compilé avec pgf95-11.8 sur la surface isentrope 850 K. D’après Drouin et al. [2011]. 
II.2.3 Grandeurs diagnostiques calculées à partir des résultats du 
modèle MIMOSA 
 À partir des résultats du modèle MIMOSA, plusieurs grandeurs, calculées depuis les 
champs de PV peuvent être extraites. Notamment la Lait-PV et la latitude équivalente. 
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II.2.3.1 La Lait-PV 
 La PV est un traceur dynamique très efficace pour suivre le déplacement d’une masse 
d’air au cours de processus de transport isentrope, notamment parce qu’elle dispose d’un fort 
gradient méridien. Cependant, la PV, du fait de sa dépendance à la pression qui décroît 
exponentiellement avec l’altitude, dispose aussi d’un très fort gradient vertical, comme le 
montre la figure 2.7. Cette caractéristique rend la comparaison entre différentes surfaces 
isentropes assez compliquée. Afin de s’affranchir de la dépendance verticale de la PV, Lait 
[1994] a introduit la PV modifiée aussi nommée « Lait-PV ». 
 
 
 
 
 
 
 
 
Figure 2.7. Profils verticaux de PV (noir) et de 
Lait-PV (rouge) obtenus à partir du modèle 
MIMOSA le 4 avril 2011 au-dessus d’Esrange. 
Les simulations MIMOSA sont effectuées à 
l’aide de la version en niveaux hybrides avec un 
pas vertical de 10 K entre 350 et 950 K. 
 
 
 En remarquant que le terme ∂θ/∂p dans l’équation de PV, évolue en θ9/2, la 
multiplication par θ-9/2 permet de s’affranchir de la dépendance en fonction de l’altitude. La 
Lait-PV est donc exprimée de la façon suivante : 
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LPV PV
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θ
θ
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 
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 (2.1) 
où le terme PV correspond à la vorticité potentielle calculée à une température potentielle θ. 
Le terme θ0 correspond à une valeur de température potentielle de référence, prise 
généralement dans la basse stratosphère, permettant d’adimensionner le facteur d’échelle. 
L’exposant ε est pris égal à 4,5. 
 L’exemple du 4 avril 2011 (figure 2.7) montre deux profils verticaux de PV et Lait-PV 
au-dessus d’Esrange (Suède). La température potentielle de référence θ0 a été prise égale à 
350 K. Le profil de PV (graphe de gauche) apparaît très lissé et sa valeur croît avec l’altitude 
passant de quelques PVU à 400 K pour atteindre plus de 900 PVU à 950 K. Il est donc 
difficile d’identifier d’éventuelles structures laminaires provenant du transport horizontal, tout 
signal étant masqué par le fort gradient vertical. Sur ce même graphe, le profil vertical de 
Lait-PV a été superposé (en rouge). Les valeurs de Lait-PV, normalisées en fonction de la 
température potentielle, n’indiquent plus de gradient vertical mais sont trop faibles (avec 
Chapitre II : Outils et développements 
 
 64 
l’échelle horizontale choisie pour le graphe de gauche) pour permettre l’indentification de 
structures fines. 
 Le profil de Lait-PV (graphe de droite) est représenté en utilisant une échelle plus 
adaptée selon l’axe des abscisses. Il permet de révéler la présence d’une structure laminaire de 
forte valeur dans la gamme de température potentielle [450 ; 500] K. Cette structure, 
correspondant, à priori, à un filament d’air polaire (la valeur de Lait-PV étant élevée), est 
certes détectée dans le profil de PV, mais le signal est très faible. Par ailleurs, une couche de 
grande étendue verticale au-dessus de 600 K apparaît dans le profil de Lait-PV. Elle 
correspond en réalité (avec l’aide des cartes MIMOSA), à la présence du vortex polaire dans 
cette région à partir de 650 K environ. En dessous, les cartes MIMOSA (non montrées) 
révèlent que l’air dans cette région est situé en dehors du vortex. 
 La quantité Lait-PV permet donc d’identifier plus facilement les structures laminaires, 
de caractériser leur épaisseur. Elle constitue donc, un diagnostic efficace pour les 
comparaisons avec les profils verticaux dérivés des mesures ballons. Notons cependant que la 
détermination du facteur d’échelle (θ/θ0)-ε où ε = 9/2, est basée sur l’hypothèse d’une 
atmosphère isotherme. Müller and Günther [2003] ont proposé une formule plus générale de 
la Lait-PV permettant d’ajuster le terme ε au profil de température moyen en ajoutant un 
degré de liberté supplémentaire. Ils ont constaté que pour les conditions stratosphériques, la 
valeur ε = 2 semblait plus représentative. Néanmoins, les différences étant minimes, nous 
considérerons par la suite la valeur communément utilisée ε = 9/2. 
II.2.3.2 Latitude équivalente 
 La latitude équivalente d’un traceur atmosphérique [Allen and Nakamura, 2003 ; Nash 
et al., 1996 ; Butchart and Remsberg, 1986], correspond au cercle de latitude enfermant la 
même surface (depuis le pôle) que l’isocontour d’une espèce trace dont on cherche à 
caractériser le gradient méridional. Typiquement, les meilleurs candidats à cette 
transformation sont les traceurs chimiquement quasi-inertes dans la stratosphère tels que N2O 
et CH4, qui ont un gradient méridional positif ou le traceur dynamique PV. 
 Dans notre cas, la latitude équivalente a été obtenue à partir des champs de PV du 
modèle MIMOSA le long d’une surface isentrope donnée par la relation : 
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 (2.2) 
où Aq (en m2) correspond à la surface enfermée par un isocontour de PV (en PVU) nommé ici 
q a un temps donné t et une surface isentrope θ. Le terme a représente le rayon de la Terre pris 
ici égal à 6371×103 m. 
 Numériquement, le calcul consiste à imposer initialement que la valeur maximale de q 
à l’instant t correspond à l’aire Aq = 0 ou au point qui a la latitude équivalente la plus au nord, 
à savoir 90°N. À l’inverse, le point de l’hémisphère nord doté de la plus faible valeur de q, 
sera celui qui englobe la totalité de la surface hémisphérique Aq = 255 millions de km2, 
correspondant à une latitude équivalente égale à 0°N. L’étape suivante consiste à créer un 
tableau unidimensionnel de valeurs q comprises entre le minimum et le maximum de q puis 
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de calculer pour chaque valeur du tableau l’aire enfermée. On obtient finalement la 
distribution de la PV (variable q) en fonction de la latitude équivalente Φeq,q, comme le 
montre la figure 2.8, le 1er février 2011. 
 
 
 
Figure 2.8. Distribution de la PV 
(en PVU) en fonction de la latitude 
équivalente (en degrés) à partir des 
résultats du modèle MIMOSA du 
1er février 2011. 
 
 
 Ce type de distribution permet notamment d’identifier facilement les barrières 
dynamiques où les gradients méridionaux des traceurs sont très marqués. Sur la figure 2.8, le 
très fort gradient de PV centré autour de la latitude équivalente Φeq≈67°N (q≈650 PVU ; ligne 
noire pointillée) matérialise la barrière dynamique du vortex arctique. Il est alors possible de 
déduire la surface du vortex polaire en millions de km2. Dans le cas présenté, elle est 
équivalente (pour Φeq≈67°N) à une valeur de environ 20,2 millions de km2, soit environ 10 
fois la taille du Groënland. 
 La région comprise entre 30°N et 60°N où le gradient de PV est faible constitue la 
zone de surf des ondes planétaires. Ce faible gradient indique en outre qu’un fort mélange s’y 
déroule. Enfin ce gradient s’accentue à mesure que l’on se déplace vers l’équateur constituant 
la seconde barrière dynamique entre les tropiques et les moyennes latitudes. La latitude 
équivalente est donc un diagnostic très utile pour déterminer l’évolution des barrières 
dynamiques dans la stratosphère en fonction du temps. 
II.3 Instruments de mesures spatiales 
 Deux types de mesures spatiales ont été utilisés pour la détection des intrusions de 
masses d’air depuis les basses latitudes vers les régions polaires. Les mesures effectuées par 
les instruments embarqués sur satellites ont permis d’identifier et de suivre l’évolution au 
cours du temps de la distribution spatiale des intrusions sur l’ensemble de l’hémisphère nord. 
Les mesures in situ effectuées par l’instrument SPIRALE ont permis de sonder ce type 
d’évènement de manière ponctuelle et de les caractériser de manière très fine en raison de la 
très haute résolution verticale qu’offre cet instrument. 
Chapitre II : Outils et développements 
 66 
II.3.1 Les instruments embarqués sur plateformes satellites 
 Les mesures satellitaires offrent, par jour, une très bonne couverture spatiale et 
temporelle permettant notamment le suivi en temps réel de l’évolution des différentes espèces, 
et cela durant plusieurs années. L’inconvénient demeure leurs résolutions horizontales et 
verticales relativement faibles ; les ordres de grandeur sont d’environ quelques kilomètres 
verticalement et plusieurs centaines de kilomètres horizontalement. Dans la stratosphère, où 
les structures à grande échelle sont de l’ordre de plusieurs dizaines de millions de km2 (vortex 
polaire, anticyclones à grande échelle), les mesures satellitaires peuvent donner un très bon 
aperçu de leur signature chimique et dynamique. 
 Durant cette thèse, les données satellitaires des instruments MLS et MIPAS embarqués 
à bord des plateformes Aura et ENVISAT ont été utilisées. Ces deux instruments et leurs 
produits sont décrits dans la partie qui suit. 
II.3.1.1 L’instrument MLS Aura 
 La plateforme spatiale Aura (figure 2.9) a été lancée par la NASA le 15 juillet 2004, 
avec à son bord l’instrument Microwave Limb Sounder (MLS). Cet instrument, qui fait suite à 
la mission MLS/UARS, a pour but de [Waters et al., 2006] : 
• déterminer et suivre l’état de rétablissement de l’ozone stratosphérique 
• examiner l’impact de la composition chimique atmosphérique sur le climat 
• étudier la pollution dans la haute troposphère. 
 
 
 
 
 
 
Figure 2.9. Représentation schématique de 
l’instrument MLS à bord de la nacelle Aura 
(Source : http://mls.jpl.nasa.gov/) 
Figure 2.10. Illustration de la trajectoire de Aura 
le 18 mai 2006. 
 
 
 La plateforme Aura évolue selon une orbite quasi-polaire à une altitude de 705 km. 
Environ 13 orbites sont parcourues par jour (figure 2.10). L’instrument MLS/Aura dispose de 
cinq radiomètres qui observent, par pointage au limbe, l’émission thermique de l’atmosphère. 
Les régions spectrales utilisées se situent dans le domaine des micro-ondes et sont centrées 
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autour des fréquences 118, 190, 240, 640 GHz et 2,5 THz. Des balayages du limbe (par le 
radiomètre sub-mm) sont effectués toutes les 25 s avec des altitudes tangentes depuis le sol 
jusqu’à 90 km. Cette technique de mesure permet ainsi de dériver des profils verticaux, 
espacés de 165 km le long de la trajectoire du satellite. La géométrie de la mesure permet de 
couvrir l’ensemble de la bande de latitudes [82°S ; 82°N]. Par jour, environ 3495 profils 
verticaux sont produits. 
 L’instrument mesure les profils verticaux des espèces chimiques OH, HO2, H2O, O3, 
HCl, ClO, HOCl, BrO, HNO3, N2O, CO, HCN, CH3CN et SO2 volcanique, les nuages de 
glace, la température et la hauteur géopotentielle. Il offre une très bonne couverture dans la 
stratosphère, alors que les mesures de la mésosphère et de la haute troposphère sont plus 
éparses. Dans le cadre de notre étude, les espèces les plus utilisées ont été H2O, N2O, HCl et 
O3, ainsi que la température, qui sont bien représentées dans la stratosphère. 
 Les données MLS/Aura sont en libre accès depuis le site internet 
http://mirador.gsfc.nasa.gov/ à partir du 8 août 2004. Deux versions des données sont à ce 
jour disponibles ; la v2.2 et la v3.3. La version 3.3 (dernière en date) a permis en outre 
d’améliorer la résolution verticale de certaines espèces, de réduire les biais du CO dans la 
haute troposphère (215 et 143 hPa) et d’augmenter l’extension verticale des données d’ozone. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.11. Illustration des niveaux 
verticaux des données MLS Aura 
pour la version v3.3. 
II.3.1.1.1 Niveaux verticaux 
 Les données sont distribuées par niveaux de pression selon le produit considéré ; 55 
niveaux pour la température, la hauteur géopotentielle, H2O et O3 et 37 niveaux pour les 
autres produits (figure 2.11). Du sol à la stratopause (~1 hPa), l’écart entre chaque niveau est 
d’environ 1,3 km (2,6 km) pour les données à 55 (37) niveaux de pression. Entre 1 et 0,1 hPa, 
l’espacement est de ~2,6 km pour les deux types de données. Enfin, au-delà de 0,1 hPa, 
l’espacement est dégradé à ~ 6 km. 
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II.3.1.1.2 Qualité des mesures 
 Chaque type de donnée dispose de caractéristiques spécifiques, dont les principales 
sont résumées dans le tableau 2.1. La résolution verticale est déduite à partir de la largeur des 
noyaux moyens [Rodgers, 2000], dont les représentations sont disponibles dans le document 
EOS MLS Version 3.3 Level 2 data quality and description document [Livesey et al., 2011]. 
Les données sont, dans les fichiers de sortie, triées pour chaque profil vertical. Chaque jour, 
environ 3495 profils verticaux sont inversés, couvrant l’ensemble du globe. Cependant, parmi 
ce grand nombre, certains doivent être exclus car ils ne disposent pas d’une qualité suffisante. 
Il existe donc des informations nommées « flags » associées à chaque profil : 
 
• Le flag « quality » est relatif à la qualité du fit des radiances par l’algorithme 
d’inversion par rapport à la radiance observée par MLS. Les fortes (faibles) valeurs du 
flag « quality » indiquent un bon (faible) fit des radiances. Ce flag doit être considéré 
comme un seuil en dessous duquel les profils ne doivent pas être retenus (tableau 2.1). 
Ce seuil varie d’un produit à l’autre. 
• Le flag « convergence » permet de quantifier l’écart entre le fit des radiances obtenu 
par l’algorithme d’inversion et celui espéré. Cette valeur est à nouveau un seuil qui 
cette fois-ci, ne doit pas être dépassé, et qui varie en fonction du produit (tableau 2.1). 
• Le flag « status » correspond à une combinaison de plusieurs flags encodés en 32 bits 
résumant des effets pouvant affecter la qualité des profils, comme la présence de 
nuages à haute altitude. De plus amples détails sur ce flag sont disponibles dans la 
publication de Livesey et al. [2011]. Afin de nous affranchir de ces problèmes 
spécifiques, tous les profils dont le status était différent de 0 ont été exclus. 
 
 Température H2O N2O O3 HCl 
Gamme verticale 
d’utilisation (hPa) 261-1,0×10
-3
 316-2,0×10-3 100-4,6×10-1 261-2,0×10-2 100-3,2×10-1 
Nombre de niveaux 
pression 
55 55 37 55 37 
Résolution 
verticale 
stratosphérique 
(km) 
3-5 km 2,0-3,7 km 4-6 km 2,5-3 km 2,7-3 km 
100 hPa 2,5 K 0,3 ppmv 25 ppbv 0,03 ppmv 0,2-0,6 ppbv 
Erreurs 
0,1 hPa 2,5 K 0,3 ppmv 16 ppbv 0,3 ppmv >0,6 ppbv 
Seuil de qualité 0,65 1,3 1,4 0,6 1,2 
Seuil de 
convergence 
1,2 2,0 1,01 1,18 1,05 
Validation Schwartz et 
al., [2008] 
Lambert et 
al., [2007] 
Lambert et 
al., [2007] 
Froidevaux et 
al., [2008a] 
Froidevaux et 
al., [2008b] 
Tableau 2.1. Récapitulatif des caractéristiques des MLS Aura de température, H2O, N2O, O3 et HCl. 
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 Cette première batterie de filtrage effectuée sur chaque profil conduit à un nombre de 
profils retenus variable en fonction du produit considéré. Typiquement, on obtient environ 
3000, 3000, 2700, 3000 et 2700 / 3495 profils pour la température, H2O, N2O, O3 et HCl, 
respectivement. Par ailleurs, au sein de chaque profil, un tri est aussi nécessaire afin de 
supprimer les valeurs négatives de rapports de mélange et les valeurs négatives d’erreurs qui 
correspondent généralement à des mesures dans la troposphère et dans la mésosphère pour les 
produits utilisés ici. 
II.3.1.2 L’instrument MIPAS ENVISAT 
 MIPAS (Michelson Interferometer for Passive Atmospheric Sounding) est un 
spectromètre à transformée de Fourier effectuant des mesures au limbe de l’émission 
infrarouge de l’atmosphère terrestre. Il est embarqué à bord de la plateforme satellitaire 
ENVISAT (ENVIronment SATellite) dont le lancement, opéré par l’ESA (European Space 
Agency), eu lieu le 1er mars 2002 depuis la base de Kourou en Guyane (mais dont la mission 
s’est terminée en avril 2012). En relation avec les sujets scientifiques traités dans ce 
manuscrit, l’instrument MIPAS [Fisher et al., 2008] est, entre autres, dédié à : 
 
• l’approfondissement de la compréhension des processus dynamiques et chimiques 
dans la stratosphère. Cela dans le but d’améliorer les estimations futures du 
rétablissement de la couche d’ozone et de déceler les effets dus à l’augmentation des 
gaz à effet de serre 
• l’étude des divers moyens d’échanges entre la troposphère et la stratosphère, et en 
particulier, améliorer la compréhension des processus dynamiques qui ont lieu dans la 
TTL (Tropical Transition Layer) 
• fournir des données à l’ECMWF nécessaires aux calculs d’assimilations, permettant 
d’améliorer les prévisions. 
 
 L’instrument MIPAS ENVISAT observe dans le moyen infrarouge, entre 4,15 µm et 
14,6 µm, lui permettant de mesurer une très large gamme d’espèces. Les produits prioritaires, 
dits « opérationnels », qui nous intéressent particulièrement sont : la pression, la température, 
O3, N2O, NO2, HNO3, H2O et CH4. Les autres produits dérivés à l’aide des mesures MIPAS 
sont décrits dans la publication de Fisher et al. [2008]. Au total, 25 espèces peuvent être 
dérivées des mesures de MIPAS. Les mesures sont effectuées selon 17 lignes de visée dont les 
altitudes des points tangents sont situées entre 8 et 68 km. L’espacement vertical entre deux 
mesures est d’environ 3 km dans la stratosphère et 5 km au-delà. Après la prise en compte des 
noyaux moyens, la résolution verticale des produits est d’environ 3 km [Lahoz et al., 2007 ; 
von Clarmann et al., 2009]. La plateforme ENVISAT effectue environ 14,4 orbites polaires 
héliosynchrones par jour lui permettant de couvrir l’ensemble de la planète et de produire 
environ 1000 profils verticaux en une journée. L’espace entre deux mesures le long de la 
trajectoire est de environ 3,5° en latitude (soit environ 400 km). Notons cependant que 
l’instrument MIPAS ENVISAT a fonctionné de manière optimale entre juillet 2002 et mars 
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2004. Après cette date, des défauts liés à l’interféromètre sont apparus et la production de 
données a été stoppée jusqu’en janvier 2005. À partir du 27 janvier 2005, les données ont été 
à nouveau produites avec une plus faible résolution spectrale mais un meilleur 
échantillonnage vertical [Stiller et al., 2012]. Les mesures sont restées éparses jusqu’en 2007 
où la couverture spatio-temporelle est redevenue importante. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.12. Illustration des 
niveaux verticaux des données 
MIPAS/ENVISAT pour la 
version v5R, fournie par 
l’IMK. 
 
 Les données de niveau L2 utilisées dans les travaux présentés ici sont issues de la 
version v5R, fournie par l’IMK (The Institute for Meteorology and Climate Research). La 
version v5R, la plus récente, est disponible du 27 janvier 2005 au 30 avril 2011 à l’adresse 
suivante http://www-imk.fzk.de/asf/sat/envisat-data/. La température s’étend sur 69 niveaux 
verticaux tandis que les autres données s’étendent sur 60 niveaux verticaux (figure 2.12). Les 
niveaux verticaux sont donnés à des altitudes constantes, contrairement aux données MLS 
Aura fournies selon des niveaux isobares. Dans la stratosphère, qui nous intéresse plus 
particulièrement, le pas vertical est de 1 km. Les incertitudes systématiques pour les espèces 
considérées varient dans la gamme 5-15 % [Sinnhuber et al., 2011]. De manière analogue au 
tri effectué sur les données MLS Aura, les données MIPAS ENVISAT de l’IMK associées à 
une précision inférieure ou égale à 0 ne sont pas retenues. 
II.3.1.3 Méthodes d’interpolation 
 Pour représenter les données satellitaires en fonction de la température potentielle, il 
est nécessaire d’effectuer une interpolation depuis les niveaux isobares initiaux. Les profils de 
température étant fournis aux mêmes niveaux de pression que les espèces, la température 
potentielle en chaque point du profil est calculée dans un premier temps. L’espèce est ensuite 
interpolée à la température potentielle voulue θref pour chaque profil selon l’équation : 
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où n et k sont les indices relatifs au numéro de profil et au niveau vertical, respectivement. Le 
terme X désigne le rapport de mélange de l’espèce considérée. L’interpolation est effectuée en 
considérant les deux niveaux les plus proches θn,k et θn,k+1, respectivement en dessous et au 
dessus du niveau d’interpolation θ0. 
 
 
Figure 2.13. Exemple d’interpolation horizontale avec les données MLS/Aura de H2O (ppmv) le 1er 
janvier 2007 à 850 K. 
 
 Les données étant fournies le long des orbites du satellite, une interpolation 
horizontale doit être effectuée pour obtenir une représentation selon une grille en 
longitude/latitude régulière. Pour chaque point de cette grille, une pondération en fonction de 
la distance avec les deux points les plus proches de la grille initiale (irrégulière) permet de 
réaliser l’interpolation. Les résultats de ce type d’interpolation linéaire sont montrés sur la 
figure 2.13 avec un pas de 3°/3° en longitude/latitude, le 1er janvier 2007 à 850 K à partir des 
données de H2O de MLS/Aura. La carte de gauche montre les données brutes, calculées le 
long des orbites du satellite après un filtrage prenant en considération les flags décrits dans la 
partie II.3.1.2 ; sur 3495 profils, 2975 ont été retenus ce jour-ci. Les conséquences du tri sont 
notamment illustrées par l’absence de points (le long de l’orbite) au nord de l’Irlande ou 
encore au dessus de la Mauritanie. Malgré cela, l’hémisphère nord reste bien couvert par les 
mesures. Par ailleurs, le tracé des orbites montre bien l’absence de données au nord de 82°N. 
Les résultats de l’interpolation sont représentés par des isocontours sur la carte de droite. La 
structure à grande échelle située au pôle (fortes valeurs de H2O), correspondant au vortex 
polaire, est en très bon accord avec la position et la valeur des points relevés le long des 
orbites (graphe de gauche). La structure fine (fortes valeurs de H2O) situées vers 40°N au 
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dessus du Pacifique correspond à un filament se détachant du bord du vortex polaire. Les 
résultats de l’interpolation sur de fines structures montrent bien la cohérence de l’interpolation 
effectuée. Notons qu’une telle interpolation est avantageuse pour représenter les champs de 
données sur une carte. En revanche, dans le cadre d’analyses quantitatives plus détaillées 
telles que des comparaisons avec des ballons, il est préférable d’utiliser les données avant 
l’interpolation horizontale qui est, dans les régions non couvertes, une source importante 
d’erreurs. 
II.3.2 L’instrument de mesures in situ SPIRALE 
 L’instrument de mesures in situ SPIRALE (SPectroscopie Infra-Rouge par Absorption 
de Lasers Embarqués) est une nacelle embarquée (figure 2.14) sous ballon stratosphérique qui 
a été développée au LPC2E [Moreau et al., 2005]. L’instrument SPIRALE est un 
spectromètre comportant six diodes laser accordables pouvant mesurer différentes espèces 
chimiques depuis la haute troposphère jusque dans la moyenne stratosphère (environ 34 km 
d’altitude), cette limite étant le plafond atteint par le ballon. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.14. Photographie de l’instrument 
SPIRALE vu du dessous lorsque le mat optique 
est déployé. 
 
 L’absorption des faisceaux laser dans l’infrarouge moyen (3-8 µm) a lieu entre deux 
miroirs placés aux extrémités d’un mât pouvant se déployer, constituant ainsi une cellule 
optique multipassage de Herriott. Lorsque le mât est déployé, la distance entre les deux 
miroirs atteint 3,5 m conférant à la cellule un chemin optique de 430,5 m. Les espèces 
chimiques O3, N2O, CH4, HCl, NO2, HNO3, CO ou encore OCS sont mesurées à une 
fréquence d’échantillonnage égale à 1 Hz, ce qui correspond environ à une résolution 
verticale de 3 à 5 m, dépendant de la vitesse verticale du ballon. L’incertitude totale des 
mesures tient compte des erreurs aléatoires et des erreurs systématiques combinées en la 
racine carrée de leur somme quadratique. Les erreurs aléatoires sont essentiellement d’origine 
instrumentale. Elles sont dues aux fluctuations du signal émis par le laser (lumière parasite et 
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variations d’émission du laser) ainsi qu’à des phénomènes d’interférences (spectre cannelé 
résiduel) et au bruit des détecteurs [Mébarki, 2009]. Ces erreurs sont maximales dans les 
basses couches (inférieures à 20 km) où le rapport signal/bruit est élevé. Les erreurs 
systématiques sont principalement dues à la fonction d’appareil qui est elle-même dépendante 
des caractéristiques intrinsèques du laser et contribue majoritairement dans le domaine des 
basses pressions (dans les hautes couches). La publication de référence de l’instrument 
SPIRALE [Moreau et al., 2005] indique qu’à basse pression, une erreur de 10% sur la 
fonction d’appareil est responsable d’une erreur de 5% sur les rapports de mélange. Enfin les 
erreurs systématiques tiennent aussi compte des paramètres spectroscopiques (intensité des 
raies d’absorption, coefficient d’élargissement collisionnel…) fournies dans les bases de 
données. Pour le monoxyde de carbone (CO), les incertitudes augmentent de 2,5% en dessous 
de 15 km d’altitude croissant régulièrement jusqu’à 6% vers 17 km d’altitude. L’oxyde 
nitreux (N2O) et le méthane (CH4) ont des incertitudes inférieures à 3% sur l’ensemble du 
profil. 
 Depuis sa première mise en oeuvre, l’instrument SPIRALE a volé à de nombreuses 
reprises en région arctique, aux moyennes latitudes et en région tropicale. En utilisant les 
corrélations d’espèces chimiques, des processus de transport et de mélange de masses d’air 
ont pu être mis en évidence dans la basse et moyenne stratosphère aux moyennes latitudes 
[Huret et al., 2006 ; Pirre et al., 2008]. En région polaire, les processus de 
dénitrification/renitrification ont été étudiés au sein du vortex polaire [Grossel et al., 2010] 
ainsi que les descentes mésosphériques [Huret et al., 2006]. Les données de l’instrument 
SPIRALE ont aussi permis d’évaluer la capacité des modèles à reproduire la distribution 
d’espèces chimiques dans la stratosphère [Berthet et al., 2006] et à valider des mesures 
satellites [Payan et al., 2009]. Plus récemment, les mesures de HCl en région tropicale 
(Teresina, Brésil) ont été utilisées afin d’estimer la contribution des substances à très courte 
durée de vie (VSLS pour Very Short-Lived Substances) au budget total de chlore dans la 
stratosphère [Mébarki et al., 2010]. 
II.4 Conclusion 
 Les outils présentés au cours de ce chapitre apportent un nombre conséquent de 
moyens d’analyse. Durant les campagnes de mesures ballons effectuées en région polaire, le 
rapatriement quotidien des données météorologiques analysées et des prévisionnelles de 
l’ECMWF ont permis d’effectuer un grand nombre de simulations du modèle MIMOSA et de 
ce fait, de contribuer de manière importante utile pour les scientifiques à la décision de vol. 
 Pour analyser plus finement les mesures SPIRALE et pour les études climatologiques, 
les données réanalysées ERA-Interim ont été préférées aux données analysées, disposant 
d’une plus grande résolution verticale. Ainsi, 32 années consécutives entre 1980 et 2011 de 
données de vent, température, pression et altitude géopotentielle ont été rapatriées. Par 
ailleurs, l’ensemble des données de MLS/Aura de N2O, H2O et O3 ont été analysées. Les 
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données MIPAS/ENVISAT de l’IMK ont en revanche été utilisées selon des périodes bien 
ciblées. 
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III Chapitre III 
Observations & modélisation 
d’intrusions de masses d’air vers la 
stratosphère polaire au printemps et en 
été 
 Les campagnes de mesures sous ballons des projets ENRICHED et StraPolÉté, 
opérées au printemps 2011 et en été 2009 à Esrange (Suède, 67,9°N ; 21,1°E), ont permis 
d’obtenir des mesures de différentes espèces chimiques à haute résolution verticale dans la 
stratosphère. Plus particulièrement, les profils verticaux des traceurs à longue durée de vie 
N2O et CO mesurés par l’instrument SPIRALE ont révélé d’importantes structures laminaires. 
Par ailleurs, les observations de traceurs de l’instrument SPIRALE et des instruments 
satellites MLS/Aura et MIPAS/ENVISAT, ont permis d’identifier la présence, en région 
polaire, d’air provenant des basses latitudes. Ce chapitre est dédié, d’une part à la description 
de ces intrusions et d’autre part à l’identification des causes dynamiques sous-jacentes. 
 Le chapitre est organisé de la manière suivante : dans un premier temps, la description 
des profils SPIRALE, obtenus en région polaire au printemps et en été, est effectuée, suivie 
dans un second temps, de leur interprétation à partir d’outils de modélisation. La troisième 
partie est consacrée à la caractérisation de la transition de régime dynamique dans la moyenne 
stratosphère entre l’hiver et l’été. En particulier, les intrusions à grande échelle de masses 
d’air issues des basses latitudes et, pouvant perdurer jusqu’en été en région polaire, sont 
identifiées par observations satellitaires, puis modélisées. Enfin, la quatrième partie est dédiée 
à l’analyse des conditions dynamiques favorables dans la stratosphère conduisant à de tels 
évènements. 
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III.1 Observations locales de structures laminaires dans la 
stratosphère polaire : mesures de l’instrument SPIRALE 
 Au cours de la campagne ENRICHED, l’instrument SPIRALE a effectué un vol 
(nommé par la suite SP20_P) entre le 20 avril 2011 à 20:35 UT et le 21 avril à 00:08 UT. Les 
mesures ont été effectuées entre 9 et 34 km d’altitude. Lors de la campagne StraPolÉté, 
l’instrument SPIRALE a volé à deux reprises ; le 7 août 2009 de 01:25 à 06:40 UT entre 9 et 
34 km (SP07_E) et le 24 août 2009 de 20:30 à 02:10 UT à nouveau entre 9 et 34 km 
(SP24_E). Tous ces vols ont été opérés depuis la base d’Esrange (67,9°N ; 21,1°E) en Suède. 
III.1.1 Mesures locales au printemps (SP20_P) 
 Le profil vertical du rapport de mélange d’oxyde nitreux N2O (en ppbv) en fonction de 
la température potentielle, obtenu par l’instrument SPIRALE le 20 avril 2011 (SP20_P), est 
présenté sur la figure 3.1. À titre de comparaison, le profil du 24 août 2009 (SP24_E) est 
superposé. L’erreur, inférieure à 3% sur l’ensemble du profil [Moreau et al., 2005] n’est pas 
représentée. En raison de la très haute résolution verticale de l’instrument (~5m), de fines 
oscillations sont visibles sur l’ensemble des deux profils. Le rapport de mélange pour les deux 
profils de N2O décroît avec l’altitude de ~300 ppbv à 350 K (~12,5 km) contre ~40 ppbv vers 
900 K (~32 km) ce qui est bon accord général avec les observations satellitaires [Randel et 
al., 1994 ; Waugh et al., 1997]. Les deux structures les plus remarquables sont les deux 
couches du profil SP20_P comprises entre les surfaces isentropes [590 ; 660] K (notée C1) et 
[700 ; 820] K (notée C2). Elles indiquent une forte augmentation du rapport de mélange de 
N2O atteignant des maxima locaux de  ~200 ppbv et ~150 ppbv respectivement, soit des 
anomalies positives d’environ 80 ppbv par rapport au profil SP24_E correspondant à un profil 
de N2O d’air polaire non perturbé. 
III.1.2 Mesures locales en été (SP07_E et SP24_E) 
 Les mesures de monoxyde de carbone (CO) effectuées par SPIRALE les 7 et 24 Août 
2009, SP07_E et SP24_E respectivement, sont illustrées figure 3.2. Les deux profils verticaux 
présentent des allures très différentes. Le profil SP24_E, obtenu fin août, décroît de manière 
quasi-monotone avec l’altitude allant de ~30 ppbv à la tropopause jusqu’à ~18 ppbv à 17 km 
d’altitude. Ces résultats sont en bon accord avec les rapports de mélange de CO mesurés dans 
la basse stratosphère polaire à partir de mesures du satellite MLS Aura en été [Filipiak et al., 
2005 ; Pumphrey et al., 2007]. Par ailleurs, ce profil ne présente aucune structure laminaire 
particulièrement prononcée. En comparaison, le SP07_E, mesuré début août, est pourvu de 
deux épaisses couches aux gammes d’altitudes [10,6 ; 12,6] km (notée L1) et [12,6 ; 14,2] km 
(notée L2) montrant de fortes augmentations de CO atteignant des maxima de locaux de 85 et 
45 ppbv respectivement. Au-delà de 14,2 km d’altitude, les deux profils en été ont des valeurs 
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de CO similaires, caractéristiques de l’air polaire stratosphérique. Le profil SP07_E montre 
aussi de très fines structures laminaires comprises entre quelques dizaines et quelques 
centaines de mètres enveloppées dans les deux couches principales L1 et L2. 
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Figure 3.1. Profil vertical de N2O (en ppbv) en 
fonction de la température potentielle mesuré par 
SPIRALE durant le vol du 20 avril 2011 (noir) et 
du 24 août 2009 (orange) au dessus d’Esrange. 
 
Figure 3.2. Profils verticaux des rapports de 
mélange de CO (en ppbv) mesurés par 
l’instrument SPIRALE au-dessus d’Esrange les 7 
(vert) et 24 (orange) août 2009. Les lignes 
horizontales pointillées représentent la hauteur de 
la tropopause pour chaque vol. Les carrés A, B et 
C représentent les altitudes des boîtes pour le 
calcul des rétrotrajectoires (cf figure 3.7). 
D’après Krysztofiak et al. [ 2012]. 
 
 Les mesures de traceurs à longue durée de vie effectuées par SPIRALE au printemps 
et en été révèlent donc la présence de structures laminaires. Celles-ci s’étendent sur 
l’ensemble du profil printanier (SP20_P) avec deux couches (C1 et C2) particulièrement 
prononcées dans la moyenne stratosphère, et se limitent à la haute troposphère/basse 
stratosphère en été (SP07_E). Les productions et destructions chimiques de ces espèces étant 
très lentes aux altitudes considérées, les causes vraisemblablement dynamiques de ces 
variations de rapport de mélange sont étudiées dans la section 2, et en particulier les 
phénomènes de transport à l’aide d’outils de modélisation. 
Chapitre III : Observations et modélisation d’intrusions 
 78 
III.2 Modélisation du transport 
 Le transport à grande échelle est examiné en utilisant les modèles d’advection le long 
des surfaces isentropes MIMOSA [Hauchecorne et al., 2002], décrit en détail dans le chapitre 
II, et FLEXTRA [Stohl et al., 1995] qui est un modèle lagrangien permettant le calcul de 
rétrotrajectoires tridimensionelles de masses d’air à partir des champs météorologiques de 
l’ECMWF.  
III.2.1 Analyse du transport isentrope 
III.2.1.1 Profil vertical au printemps SP20_P 
 Les champs de vorticité potentielle (PV) issus du modèle MIMOSA, initialisé et forcé 
à partir des données en niveau de pression des réanalyses ERA-INTERIM, sont montrés sur la 
figure 3.3 dans la région d’Esrange à différents niveaux isentropes pour le 21 avril à 00 UT. 
Les valeurs de PV colorées en bleu caractérisent les masses d’air provenant des moyennes et 
basses latitudes, tandis que les valeurs colorées en rouge indiquent que les masses d’air sont 
d’origine polaire. Dans les plus bas niveaux, les résultats révèlent que l’instrument SPIRALE 
a sondé des masses d’air de valeurs de PV égales à 20 et 44 PVU aux niveaux isentropes 450 
K (~17,5 km) et 550 K (~21,5 km), respectivement. L’air sondé n’est donc pas typiquement 
polaire comme le révèle la structure contenant des valeurs de PV supérieures à 28 et 65 PVU 
localisées au nord-est des deux cartes. Par ailleurs, à ces deux niveaux, l’instrument n’apparaît 
pas sonder une structure particulièrement définie telle qu’une intrusion. Ceci est notamment 
révélé au regard des cartes à l’échelle de l’hémisphère nord qui montrent que les contours de 
20 PVU (à 450 K) et 44 PVU (à 550 K), couvrent la quasi-totalité de l’hémisphère. 
 À partir de la surface isentrope 650 K (~25,5 km) et au-dessus, les cartes de PV 
montrent des structures dynamiques bien distinctes de celles observées pour les niveaux 
inférieurs. Sur les cartes à 650 K, 750 K (~29 km) et 850 K (~31 km), l’instrument SPIRALE 
se situe dans une langue de PV ayant des valeurs caractéristiques inférieures à 80, 120 et 200 
PVU, tandis que l’air environnant indique des valeurs de PV supérieures à, respectivement, 
108, 216, et 300 PVU. Cela indique donc que l’instrument SPIRALE a sondé une masse d’air 
provenant initialement des basses latitudes puis advectée en région polaire. À 950 K (~33-34 
km), cette même langue apparaît aussi, mais en décalage par rapport aux niveaux inférieurs, et 
n’est donc pas sondée par SPIRALE. Qualitativement, ces résultats semblent cohérents avec 
le profil de N2O (figure 3.1) qui indique que les principales couches (C1 et C2) où les valeurs 
fortes de N2O sont détectées, sont situées entre les surfaces isentropes 600 et 820 K ; les fortes 
valeurs de N2O correspondent aux faibles valeurs de PV. 
 
III.2 Modélisation du transport 
 79 
 
Figure 3.3. Cartes de PV (en PVU) du modèle MIMOSA dans la région d’Esrange (triangle blanc) le 
21 avril 2011 à 00 UT. Les niveaux représentés vont de 450 à 950 K par pas de 100 K. 
 
 
Figure 3.4. Profil vertical du (a) rapport de mélange de N2O (en ppbv) mesuré par l’instrument 
SPIRALE le 20 avril 2011 (SP20_P) et lissé à une résolution verticale de 10 K (losanges). (b) SP20_P 
lissé et profil vertical de Lait-PV (croix bleues) calculé au-dessus d’Esrange par MIMOSA initialisé 
avec les niveaux de pression de l’ECMWF. (c) SP20_P dégradé et profil vertical de Lait-PV (triangles 
bleus) calculé au-dessus d’Esrange par MIMOSA initialisé avec les niveaux hybrides de l’ECMWF. 
Les profils de Lait-PV (en PVU) de MIMOSA sont calculés le 21 avril 2011 à 00 UT et normalisés à 
partir de la surface isentrope 350 K. 
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 Afin d’affiner l’analyse précédente, nous avons réalisé une comparaison du profil de 
PV et de N2O. Pour cela, deux sortes de simulations MIMOSA ont été effectuées, l’une à 
l’aide des niveaux de pressions de ERA-INTERIM et l’autre à l’aide des niveaux hybrides. 
Les simulations ont été effectuées tous les 10 K entre 350 K et 950 K, soit selon 61 niveaux 
verticaux. Le profil de N2O de SPIRALE a été lissé à une résolution verticale de 10 K et ré-
échantillonné sur les mêmes niveaux que MIMOSA pour que la comparaison soit cohérente 
(cf Chapitre II). Pour dégrader le profil, une fonction de poids de forme triangulaire et de 
largeur à mi-hauteur égale à la résolution verticale 10 K est appliquée. Les résultats de PV ont 
été convertis en Lait-PV (éq 2.1) afin de s’affranchir de leur dépendance verticale. Ils sont 
montrés sur la figure 3.4. 
 Le profil de Lait-PV obtenu à partir de la simulation en niveaux de pression (en bleu 
figure 3.4a) montre que le modèle MIMOSA conduit à de faibles valeurs dans la gamme 
verticale [600 ; 770] K, relativement au reste du profil ; il y a donc présence d’une intrusion 
venant des plus basses latitudes. Cette structure est assez cohérente avec le profil de N2O qui 
montre deux fortes augmentations dans les couches [590 ; 660] et [700 ; 820] K. Bien que la 
présence de l’intrusion soit identifiable, la différence d’ordre de grandeur de la gamme 
verticale et l’absence de structure en bicouche (C1 et C2) montre que les résultats ne sont pas 
très concordants. 
 Une très nette amélioration de l’anticorrélation PV/N2O est obtenue à partir des 
simulations effectuées à l’aide des niveaux hybrides. Les résultats MIMOSA obtenus au-
dessus d’Esrange montrent une intrusion comprise dans la gamme verticale [630 ; 860] K. Par 
comparaison avec la simulation en niveaux de pression, la signature dans la Lait-PV est plus 
prononcée par rapport au reste du profil et plus facilement identifiable. L’intrusion présente 
une structure en trois couches, respectivement centrées à 650, 750 et 830 K. Les deux 
premières montrent une bonne anticorrélation avec les couches relevées dans le profil de N2O 
centrées à 640 et 760 K. En revanche, la couche la plus haute obtenue par MIMOSA 
n’apparaît pas dans les mesures de SPIRALE, la signature de l’intrusion s’estompant à ce 
niveau de température potentielle. Malgré ce désaccord, on constate que la simulation en 
niveaux hybrides présente, qualitativement, une meilleure anticorrélation avec les mesures 
que la simulation en niveaux de pression. 
 Les résultats obtenus montrent donc que les structures laminaires observées par 
SPIRALE dans la nuit du 20 au 21 avril 2011 proviennent bien de phénomènes de transport 
isentrope à grande échelle depuis les plus basses latitudes. Ils permettent aussi de démontrer la 
capacité de MIMOSA à représenter ce type d’évènement dans la moyenne stratosphère 
[Durry and Hauchecorne, 2005 ; Huret et al., 2006]. En revanche, les structures plus fines 
relevées grâce à la très haute résolution de SPIRALE, telles que la couche en « dents de scie » 
à 760 K, ne sont pas résolues par MIMOSA. 
III.2.1.2 Profils verticaux en été SP07_E et SP24_E 
 Les cartes sur la figure 3.5 montrent les champs de PV au moment des vols SP07_E et 
SP24_E aux niveaux isentropes où une partie des couches L1 (340 K) et L2 (380 K) est 
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située. Ces cartes révèlent donc que lors du vol SP07_E, l’instrument a sondé une large 
intrusion venant des moyennes/basses latitudes (< 3PVU) à 340 K et le bord d’une intrusion 
de faible valeur de PV à 380 K. Par ailleurs, MIMOSA permet de visualiser l’évolution de ces  
phénomènes d’intrusion résultant directement d’évènements de déferlements d’ondes 
planétaires vers le pôle (où « poleward ») [Peters and Waugh, 1996], repérés dans un plan 
horizontal (le long de surfaces isentropes). La carte du 24 août indique en revanche qu’un fin 
filament d’air polaire est situé à l’aplomb de la zone de lancement de l’instrument (340 K). À 
380 K, une large zone d’air polaire recouvre le site de lancement.  
 Cette première analyse du transport isentrope permet donc d’illustrer les conditions de 
mesures très différentes entre SP07_E et SP24_E. Néanmoins, les résultats du modèle 
MIMOSA ne permettent pas de fournir de détails sur l’origine exacte des masses d’air, ni sur 
d’éventuels déplacements verticaux, nécessaires à l’interprétation des valeurs de CO relevées 
au sein des couches L1 et L2. En effet, dans la basse stratosphère à ces latitudes, les valeurs 
de rapports de mélange de CO n’excèdent pas 50 ppbv [Filipiak et al., 2005]. En présence 
d’intrusions d’air troposphérique, en revanche, ces valeurs peuvent atteindre 200 ppbv 
[Seinfeld and Pandis, 2006]. 
 
 
Figure 3.5. Cartes de PV du modèle MIMOSA dans la région d’Esrange (croix blanche) à 340 (à 
gauche) et 380 K (à droite) les 7 août 2009 à 00 UT (en haut) et 24 août 2009 à 18 UT (en bas). 
D’après Krysztofiak et al. [2012]. 
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III.2.2 Analyse du transport par les trajectoires tridimensionnelles 
 La description de la méthode d’intégration des trajectoires du modèle FLEXTRA et 
des erreurs induites par la résolution et l’interpolation spatio-temporelles des champs 
météorologiques sont détaillées dans la publication de référence [Stohl et al., 1995]. Notons 
par ailleurs que la validation de FLEXTRA, effectuée à partir des données récoltées lors de 18 
vols ballons, a permis de montrer que l’erreur moyenne pour des trajectoires à deux jours était 
inférieure 20% [Baumann and Stohl, 1998]. 
III.2.2.1 Mesures au printemps (SP20_P) 
 Les rétro-trajectoires tridimensionnelles à 10 jours associées au profil vertical SP20_P 
sont illustrées sur la figure 3.6. Elles ont été calculées sur l’ensemble du profil en respectant la 
localisation, à chaque altitude, de la nacelle embarquée sous ballon. Le pas vertical entre deux 
trajectoires est de 500 m. Le graphe, non illustré ici, de la variation de la température 
potentielle le long de ces trajectoires montre qu’elle est quasiment constante pour chaque 
rétro-trajectoire, en bon accord avec l’approximation du transport isentrope dans la 
stratosphère. 
 Les rétro-trajectoires 52 à 39 (comprises dans le rectangle rouge) caractérisent la haute 
troposphère/basse stratosphère et correspondent aux altitudes allant de 8,5 à 15,0 km. Elles 
proviennent de l’Asie centrale et de l’Est asiatique dans une gamme de latitudes comprise 
entre 35°N et 60°N. Elles sont ensuite rapidement déplacées vers l’est, traversant l’Amérique 
du nord vers 50°N. Ces trajectoires sont cohérentes avec la circulation d’ouest, à ces latitudes 
et cette saison, dans la basse stratosphère de l’hémisphère nord. 
 Les rétro-trajectoires 38 à 25, correspondant à la gamme d’altitude [15,5 ; 22] km, ont 
parcouru une distance plus faible que pour les trajectoires dans les couches inférieures (en 
particulier les rétro-trajectoires 38 à 30). Elles sont, pour la plupart, originaires des latitudes 
polaires (supérieures à 60°N) et transportées dans un régime d’ouest relativement lent.  
 Les rétro-trajectoires calculées au sein des couches C1 et C2 (figure 3.6), situées entre 
590 K et 820 K sur le profil de verticale N2O (figure 3.1), correspondent aux altitudes allant 
de 22 km à 28,5 km (numérotées de 24 à 12). Leur région d’origine, sur la figure 3.6, est 
marquée par le rectangle bleu. Dans les couches C1 et C2, les masses d’air sont originaires de 
la région comprise dans l’intervalle de latitudes [25 ; 40]°N et de longitudes [80 ; 150]°E. 
Cette région coïncide avec la frontière sud-ouest de la position climatologique de 
l’anticyclone stationnaire des îles aléoutiennes [Harvey et al., 1996 ; Harvey and Hitchman, 
2002]. Les rétro-trajectoires révèlent que les masses d’air sont introduites en région polaire le 
long d’une cellule cyclonique centrée vers 55°N et 55°E. Les cartes MIMOSA de 
l’hémisphère nord (non montrées ici) indiquent que cette région encerclée par les rétro-
trajectoires est associée à de fortes valeurs de PV caractérisant un débris du vortex polaire 
encore bien identifiable. Comme attendu, les augmentations de N2O dans les couches C1 et 
C2 sont associées à un transport de masses d’air depuis les basses latitudes. 
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 Aux plus hautes altitudes (trajectoires 10 à 1), les masses d’air sont aussi transportées 
le long de la cellule cyclonique, correspondant au débris de vortex précédemment mentionné. 
À la différence des rétro-trajectoires correspondant aux couches C1 et C2, leur région 
d’origine n’est pas située aux latitudes subtropicales mais plutôt à la limite entre les moyennes 
latitudes et la région polaire. 
III.2.2.2 Mesures en été (SP07_E et SP24_E) 
 L’origine des masses d’air est examinée en effectuant des rétro-trajectoires de 10 jours 
depuis les trois régions, choisies le long du profil vertical de CO à l’intérieur des couches L1 
et L2 (figure 3.2), matérialisées par les boîtes A, B et C. Ces trois boîtes ont été choisies au 
niveau du maximum de CO de la couche L2 (C), centrée à 13,50 km, et de part et d’autre de la 
tropopause dans la couche L1 (A et B), centrées respectivement à 11,25 et 12,00 km. La taille 
des boîtes est de 500 m en altitude et 1° en longitude et latitude. La résolution verticale 
(horizontale) à l’intérieur d’une boîte est de 50 m (0,5 degré), permettant d’obtenir un 
ensemble de 99 rétro-trajectoires par boîte. Les résultats du modèle sont illustrés sur la figure 
3.7 où les graphes A, B et C correspondent aux boîtes A, B et C, respectivement. 
 Les trajectoires des masses d’air montrées sur les six figures révèlent que les parcours 
empruntés sont très différents en fonction de l’altitude et de la date considérée. Pour le vol 
SP24_E (colonne de droite), durant les 10 jours, les masses d’air sont restées confinées du 
côté nord du courant jet, matérialisés sur la carte par les isocontours de vent (en noir). De 
plus, peu de variations d’altitude sont observées le long des rétro-trajetoires 11,25 (A), 12,00 
(B) et 13,50 (C) km. Ces résultats suggèrent que les faibles valeurs de CO du profil vertical 
SP24_E résultent de transport isentrope au sein dans la stratosphère et en région polaire. 
 Les rétro-trajectoires associées au vol SP07_E (colonne de gauche) ont un aspect très 
différent. La figure A (11,25 km, L1) montre qu’un fort transport vertical est détecté à l’est de 
l’Amérique du nord et à l’est de l’Asie permettant aux masses d’air de s’élever depuis le sol 
jusqu’à 10 km en seulement quelques jours. Les masses d’air sont ensuite rapidement 
advectées vers l’est dans le courant jet de la haute troposphère. Sur la figure B (12,0 km, L1), 
l’influence du jet permet aux masses d’air d’être rapidement transportées depuis les moyennes 
latitudes vers la région d’Esrange. En revanche, dans cette gamme d’altitudes, située au-
dessus de la tropopause, le transport vertical reste relativement faible par comparaison avec la 
figure A, qui est lui situé en dessous de la tropopause. La figure C (13,5 km, L2) révèle que 
les masses d’air sont sujettes à un régime de transport différent. L’influence du jet sur le 
transport est toujours présente bien que sa signature dans les champs de vents commence à 
s’affaiblir à de telles altitudes. Les 10 à 20 ppbv supplémentaires de CO, mesurés dans la 
couche L2, apparaissent être dus à l’échantillonnage d’une intrusion d’air venant des 
moyennes latitudes (Amérique du nord), et transportée de manière isentrope vers les régions 
polaires dans la gamme de température potentielle [350 ; 380] K. 
 Cette analyse utilisant les calculs de rétro-trajectoires du modèle FLEXTRA montre 
que l’instrument SPIRALE a détecté, le 7 août 2009, des parcelles d’air en région polaire 
venant de régions très différentes. La présence de ces deux couches résulte de processus de 
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transport à grande échelle bien distincts et de la composition de différents régimes de 
circulation. Dans la troposphère, un transport rapide s’effectue depuis le sol aux moyennes 
latitudes jusque dans la troposphère libre, suivi d’un déplacement isentrope rapide (L1).  
 
 
Figure 3.6. Rétro-trajectoires isentropes calculées à l’aide du modèle FLEXTRA [Stohl et al., 1995] le 20 
avril 2011 au-dessus d’Esrange de 21h01 UT (à 9000 m) à 23h25 UT (à 33319 m). Chaque couleur est 
associées à une rétro-trajectoire. 
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Figure 3.7. Rétro-trajectoires calculées sur 10 jours à partir du modèle FLEXTRA les 7 (gauche) et 24 
août (droite) 2009 pour des boîtes centrés à A : 11.25 km, B : 12.0 km et C : 13.5 km. Les isocontours 
noirs (30 et 50 m.s-1) représentent le module du vent horizontal à A : 225 hPa, B : 200 hPa et C : 150 
hPa calculés à partir des données ERA-Interim les 07 et 24 Août 2009. D’après Krysztofiak et al. 
[2012]. 
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 Dans la stratosphère, des phénomènes de transport isentrope ont été détectés depuis les 
moyennes latitudes vers les régions polaires (L2). Pour ces deux couches, l’influence du jet 
s’avère prépondérante. Des analyses complémentaires ont été effectuées pour déterminer la 
proportion d’air troposphérique et stratosphérique dans chacune de ces deux couches et 
caractériser finement les sources anthropiques de monoxyde de carbone [Krysztofiak et al., 
2012]. À l’inverse, le vol SP24_E a permis de sonder de l’air polaire, soumis à un transport 
isentrope lent au nord de la localisation du courant jet, typique du régime dynamique durant 
l’été polaire dans la basse stratosphère. 
 
 Les résultats d’observations et de simulations montrés dans ces deux premières parties 
révèlent la présence d’intrusions depuis les basses latitudes vers les régions polaires au 
printemps et en été. Au printemps, la transition entre le régime d’hiver et d’été est marquée 
par des intrusions pouvant avoir lieu jusque dans la moyenne stratosphère. En été en 
revanche, ces intrusions se limitent à la basse stratosphère (altitudes inférieures à 14,5 km 
dans le cas du profil SPIRALE de la figure 3.2), corrélées avec la présence du courant jet. Les 
intrusions résultent de déferlements d’ondes qui ne peuvent se propager qu’en présence d’une 
circulation d’ouest. Cette condition, satisfaite au printemps, ne l’est plus dans la moyenne 
stratosphère en été où un régime d’est domine (anticyclone polaire d’été). 
 Les phénomènes d’intrusions ont été jusqu’ici détectés à partir de mesures locales. 
Dans la section suivante, les mesures satellitaires sont analysées afin de caractériser les 
intrusions spécifiques durant la transition entre le régime dynamique d’hiver et le régime d’été 
dans la moyenne stratosphère. 
III.3 Caractérisation de la transition hiver/été dans la moyenne 
stratosphère 
 Comme l’analyse des rétro-trajectoires précédente l’a montré, au moment de la 
transition entre le régime dynamique d’hiver (cyclonique) et d’été (anticyclonique) en 
Arctique dans la moyenne stratosphère, des masses d’air provenant des basses latitudes 
peuvent être rapidement advectées en région polaire. 
III.3.1 Détection d’intrusions à l’aide de mesures satellitaires au 
printemps 
 Les travaux de Manney et al. [2006] et Lahoz et al. [2007] ont montré que dans 
certains cas, la signature dans les champs de traceurs de ces intrusions est en mesure de 
perdurer jusqu’en été (cf Chapitre I). Ces évènements particuliers sont nommés «Frozen-In 
Anticyclones » ou FrIACs. Ils n’ont jusqu’alors été observés qu’en 2003 et 2005. Les données 
MLS/Aura et MIPAS/ENVISAT ont permis d’examiner l’ensemble des printemps depuis 
2005. 
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III.3.1.1 Les printemps 2007 et 2011 
 La détection des intrusions dans la stratosphère polaire au printemps est examinée à 
l’aide des champs de traceurs chimiques à longue durée de vie mesurés par les instruments 
embarqués à bord des satellites MLS/Aura et MIPAS/ENVISAT. Les évolutions des champs 
de traceurs H2O et N2O durant les printemps 2007 et 2011, ont montrés des structures 
particulières dans la moyenne stratosphère (à 850 K ou ~10 hPa). Elles sont illustrés sur les 
figures 3.8 et 3.9.  
III.3.1.1.1 Printemps 2007 
 Le 28 avril 2007 (figure 3.8), une large intrusion de faible quantité de vapeur d’eau 
(inférieure à 5,4 ppmv) est détectée à l’est de l’Asie, caractérisant une intrusion de masses 
d’air venant des basses latitudes (inférieures à 40°N). Une masse d’air indiquant une faible 
quantité de vapeur d’eau est aussi détectée en région polaire, au-dessus de la côte nord 
sibérienne. Le reste de la région polaire est, quand à lui, dominé par des valeurs de vapeur 
d’eau supérieures à 5,8 ppmv. Dans certaines régions relativement étendues, de fortes 
quantités de vapeur d’eau (supérieures à 6,0 ppmv) suggèrent la présence de rémanences de 
vortex. 
 
 
Figure 3.8. Projection orthographique des champs de vapeur d’eau (en ppmv) de l’instrument MLS 
Aura interpolés à la température potentielle 850 K. Les cartes correspondent aux 28 avril, 1er et15 mai, 
1er et 15 juin et 1er et 15 juillet 2007. 
 
 Le 1er mai 2007, la signature de l’intrusion identifiée précédemment est détectée au 
nord de l’Atlantique, marquée en son cœur par des rapports de mélange inférieurs à 4,6 ppmv. 
La présence de rémanences est toujours visible, en particulier au-dessus de l’Europe et de 
l’Amérique du nord, bien que leur signature commence à s’affaiblir. Le 15 mai, la structure 
est localisée au nord de l’Asie de l’est ; elle s’est donc déplacée depuis son intrusion de 360° 
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en longitude par le régime des vents d’est, tout en conservant sa faible teneur en vapeur d’eau 
initialement observée. Les rémanences, en revanche, se dissipent.  
 Le 1er juin, les valeurs de vapeur d’eau contenues à l’intérieur de la structure étudiée 
commencent à augmenter, le minimum étant désormais supérieur à 4,6 ppmv. De plus, 
initialement concentrée dans une région circulaire, la structure apparaît s’étaler 
progressivement comme l’indiquent les deux lobes secondaires localisés à l’est du lobe 
principal. Les 15 juin puis 1er juillet, cette tendance s’accentue, comme le montre l’étalement 
en longitude des lobes qui augmente, ainsi que la valeur des rapports de mélange de vapeur 
d’eau qui continue d’augmenter. L’évolution révèle aussi qu’au cours du temps, la structure a 
été progressivement déplacée vers les moyennes latitudes. Le 15 juillet, la signature des trois 
lobes, bien que très faible, est encore observée aux moyennes latitudes au-dessus de la région 
atlantique et finit par disparaître totalement des champs de vapeur d’eau le 21 juillet 2007. 
III.3.1.1.2 Printemps 2011 
 L’évolution des champs de N2O à 850 K lors du printemps 2011 est illustrée sur la 
figure 3.9. Les données MIPAS/ENVISAT sont disponibles jusqu’au 17 avril 2011. Le 20 
avril 2011 correspond au jour de reprise optimale des mesures de MLS qui fut en veille entre 
le 27 mars et le 18 avril 2011 en raison d’une panne instrumentale. L’interpolation horizontale 
des données MLS est effectuée sur une grille de résolution de 3°/3° en longitude/latitude. Les 
données MIPAS ne sont pas interpolées horizontalement pour éviter l’apparition 
d’oscillations dues au nombre de profils relativement faible. 
 
Figure 3.9. Projection orthographique des champs de N2O (en ppbv) interpolés à la température 
potentielle 850 K. Les cartes du haut (bas) sont obtenues à partir des données MIPAS (MLS) et 
correspondent au 3 avril, 8 avril et 15 avril (20 avril, 15 mai et 15 juin 2011). L’échelle de couleurs est 
la même pour les données MIPAS et MLS. 
III.3 Caractérisation de la transition hiver/été dans la moyenne stratosphère 
 89 
 Le 3 avril, les faibles valeurs de rapports de mélange de N2O (inférieures à 30 ppbv) 
sont centrées au-dessus du pôle nord, indiquant la position du vortex polaire. Au dessus de 
l’Asie de l’est, un lobe de forte teneur en N2O (supérieure à 120 ppbv) est détaché des 
latitudes tropicales. Un maximum de N2O secondaire, est détecté à l’ouest de l’Amérique du 
nord. 
 Le 8 avril, la signature d’air polaire est fortement atténuée suite au délitement du 
vortex et des débris sont observés principalement au-dessus de l’Asie centrale, marqués par 
des valeurs de rapports de mélange de N2O inférieurs à 50 ppbv. Le lobe précédemment 
identifié a été advecté jusqu’en région polaire et est désormais localisé au nord ouest de 
l’Amérique du nord. La trace du maximum secondaire de N2O n’est plus visible, suggérant 
une dissipation aux moyennes latitudes. 
 Le 15 avril, les traces de rémanences de vortex dans les champs de N2O de 
l’instrument MIPAS sont bien atténuées. L’anomalie de forte teneur de N2O se trouve au nord 
de l’Amérique du nord et n’a pas perdu de son intensité. 
 Le 20 avril, les fortes valeurs de N2O (supérieures à 120 ppbv) dans les données 
MLS/Aura sont détectées au nord de l’Amérique du nord, à une position identique de celle du 
15 avril. Les rémanences de vortex sont observées principalement au-dessus du continent 
asiatique. Une intrusion venant des basses latitudes où la teneur en N2O est similaire à celle au 
lobe situé au pôle, est observée traversant le continent asiatique du sud-est vers le nord-ouest. 
Cette fine structure correspond à l’intrusion que l’instrument SPIRALE a sondée le 21 avril 
2011 au-dessus d’Esrange. 
 Le 15 mai, les observations révèlent que le lobe de forte teneur en N2O est centré à 
l’aplomb du pôle nord. La géométrie de mesure de l’instrument MLS/Aura ne permettant pas 
d’observer la région au nord de 82°N, le cœur de l’anomalie ne peut être représenté ; seuls ses 
bords sont détectés, montrant un rapport de mélange de N2O proche de 100 ppbv. 
 Le 15 juin, les mesures de N2O indiquent que la structure a été déplacée vers les 
latitudes proches de 75°N, au-dessus du Groënland. Elles révèlent aussi qu’elle commence à 
être étirée en longitude, comme pour le cas de 2007. Par la suite, les données MLS/Aura 
permettent de suivre cette structure jusqu’à mi-juillet. 
 
 Les données MLS/Aura et MIPAS/ENVISAT ont donc permis d’identifier aux 
printemps 2007 et 2011, des intrusions en région polaire de masses d’air provenant des plus 
basses latitudes, dont la signature dans les champs de traceurs perdure jusqu’en été. Ces 
évènements correspondent à deux nouveaux cas de FrIACs qui présentent des cycles de vie 
similaires. Peu après leur intrusion en région polaire, ils forment une structure circulaire 
persistant en l’état jusqu’à mi-mai, en conservant dans les champs de traceurs, une signature 
très forte. Puis, ils commencent à s’affaiblir par étirement et la signature dans les champs de 
traceurs se dissipe. 
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III.3.1.2 Évolution des FrIACs 
 Afin de parfaire la caractérisation du FrIAC de 2007, une comparaison de son 
évolution par rapport à celui de 2005 est effectuée. Cette comparaison n’inclut pas le cas de 
2011 qui, remarquablement centré sur le pôle nord, rend son analyse très limitée à partir des 
données MLS/Aura. 
III.3.1.2.1 Localisation des FrIACs  
 Les localisations des cœurs des FrIACs de 2005 et 2007 en fonction du temps et à 10 
hPa sont montrées sur la figure 3.10. Ces localisations sont identifiées en prenant le maximum 
de N2O dans les données MLS/Aura au nord de 60°N pour chaque jour du 28 avril au 30 juin 
2007, et du 29 mars au 11 août 2005. Cela permet ainsi de définir le trajet des FrIACs tout au 
long de leur évolution en région polaire. Ces localisations sont calculées à partir des données 
MLS/Aura sans interpolation horizontale (i.e. données le long des orbites), afin de limiter les 
imprécisions. 
 L’évènement de 2007 se déplace autour du cercle de latitude 70°N avant d’être 
progressivement transféré vers les plus basses latitudes au cours du mois de juin. Il effectue, 
en deux mois de persistance, quatre rotations autour du pôle. L’évènement de 2005 possède 
une trajectoire localisée entre 70 et 80°N, effectuant sept rotations autour du pôle en quatre 
mois et demi. La trajectoire du FrIAC de 2005 révèle que depuis son intrusion à la mi-avril, le 
FrIAC est advecté dans un régime de vents d’ouest avant d’être advecté par le régime d’est 
caractérisant l’été. Cette phase de transition, appelée spin-up phase [Allen et al., 2011] 
n’apparaît pas pour le cas de 2007 qui, suite à son intrusion, est immédiatement advecté dans 
le régime de vents d’est au cours de la phase anticyclonique. 
 
 
Figure 3.10. Représentation de la trajectoire des cœurs des FrIACs à 10 hPa (~ 850 K) de 2007 (à 
gauche) et 2005 (à droite). L’échelle de couleur représente la date, allant du 28 avril au 30 juin 2007 et 
du 29 mars au 11 août 2011. 
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III.3.1.2.2 Comparaison des cas en 2005 et 2007 
 En appliquant le critère de détermination des coordonnées du cœur du FrIAC 
(maximum de N2O au nord de 60°N) pour chaque niveau vertical dans la gamme de niveaux 
de pression MLS 100,0 ; 68,1 ; 46,4 ; 31,6 ; 21,5 ; 14,5 ; 10,0 ; 6,8 et 4.6 hPa, il est possible 
de suivre l’évolution verticale de différentes espèces chimiques le long du trajet du FrIAC en 
fonction du temps. Les résultats sont montrés pour N2O, H2O et O3 (figure 3.11). 
 
 
Figure 3.11. Évolution en fonction du temps et selon la pression (hPa) des rapports de mélanges de 
N2O (en ppbv), H2O (en ppmv) et O3 (en ppmv) aux cœurs des FrIACs (cf figure 3.10) de 2007 (à 
gauche) et 2005 (à droite). 
 
• Évolution dans les traceurs à longue durée de vie 
 
 Les isocontours 140 et 180 ppbv de N2O, qui est l’espèce utilisée pour l’application du 
critère, sont ajoutés sur chaque figure afin de mieux visualiser l’enveloppe du FrIAC. 
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Initialement, l’extension verticale des deux évènements est proche ; comprise dans la gamme 
de pressions [21,5 ; 7] hPa pour 2007 et la gamme [21,5 ; 5] hPa pour 2005. Bien que les 
signatures des FrIACs semblent s’étendre en dessous de 21,5 hPa, aucun signal n’est détecté 
au niveau inférieur égal à 31,6 hPa. La résolution verticale de l’instrument permet seulement 
d’établir que la base du FrIAC est donc comprise entre 31,6 hPa et 21,5 hPa. Pour la suite, 
nous considérerons le niveau 21,5 hPa comme base du FrIAC (ligne noire horizontale). 
 Les profils verticaux de N2O (figure 3.11a et b) révèlent un comportement similaire 
des FrIACs avec l’altitude. L’extension verticale décroît avec le temps tandis que les signaux 
les plus intenses sont observés à 10 hPa et 14 hPa pour l’évènement de 2007 et 2005, 
respectivement, comme le montre l’isocontour 180 ppbv. L’érosion des FrIACs avec l’altitude 
débute principalement vers la fin du mois de mai (ligne noire verticale) ; cette échéance 
marque le début de la phase de cisaillement (« shearing phase ») où le FrIAC commence à 
s’incliner avec l’altitude et s’affaiblir. La région à gauche de cette ligne de transition 
correspond donc à la phase anticyclonique où le FrIAC persiste de manière cohérente sur 
l’ensemble de son extension verticale. Cette phase est beaucoup plus longue en 2005, 
l’intrusion ayant eu lieu un mois avant celle de 2007. 
 La faible valeur de rapport du mélange de vapeur d’eau, 5 ppmv (figure 3.11b et e), est 
en bon accord avec l’isocontour 140 ppbv de N2O (contour pointillé). De manière analogue le 
signal du FrIAC de 4,4 ppmv de vapeur d’eau est en bon accord avec l’enveloppe 180 ppbv 
de N2O. La bonne coïncidence entre les deux espèces qui sont des traceurs stratosphériques à 
longue durée de vie (H2O et N2O) au cœur du FrIAC montre que l’une comme l’autre 
s’avèrent très efficaces pour décrire de tels évènements. 
 La comparaison entre les cas de 2005 et 2007 montre donc que l’échéance de la phase 
de cisaillement est très peu variable d’un FrIAC à l’autre. Ces résultats sont en très bon accord 
avec les arguments avancés par Allen et al. [2011], montrant que la durée de la phase 
anticyclonique est du même ordre de grandeur que l’échelle de temps de l’amortissement 
radiatif. En revanche, la durée de la phase de cisaillement diffère d’environ un mois et demi 
entre les deux FrIACs. Des études complémentaires sont donc nécessaires pour la 
compréhension d’une telle différence. 
 
• Évolution de l’ozone au sein des FrIACs 
 
 Des rapports de mélange d’ozone supérieurs à 7 ppmv sont détectés dans les gammes 
verticales [21,5 ; 7] hPa (2007) et [21,5 ; 5] hPa (2005) au moment de l’intrusion des FrIACs 
en région polaire. À ces altitudes, de telles valeurs d’ozone correspondent aux latitudes 
subtropicales/tropicales. En seulement une dizaine de jours, les rapports de mélange élevés 
associés au FrIAC disparaissent, par comparaison avec les traceurs à longue durée de vie. De 
plus, il apparaît que l’ozone décroît plus rapidement dans les hautes couches (10 hPa) que 
dans les basses couches (20 hPa). Cela révèle que la concentration en ozone au sein du FrIAC 
dépend plus des processus chimiques réactifs et photochimiques que des effets de mélanges 
(dynamiques) constatés pour les traceurs à longue durée de vie, notamment lors de la phase de 
cisaillement. 
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 La comparaison montre donc que ces deux évènements présentent des caractéristiques 
dynamiques bien distinctes en terme de persistance, localisation et phases d’évolution 
[Thiéblemont et al., 2011]. En revanche, dans les deux cas, une destruction très rapide et 
irréversible de l’ozone est constatée, indépendante des aspects dynamiques. Très récemment, 
Adams et al. [2012a ; 2012b] ont montré que la forte décroissance d’ozone au sein du FrIAC 
de 2011 résultait de sa réaction avec les NOx transportés au moment de l’intrusion du FrIAC. 
Ces résultats montrent donc qu’il serait intéressant d’évaluer les processus chimiques 
gouvernant ces différents phénomènes à l’aide de modèles de chimie stratosphérique afin, 
d’une part, de mieux comprendre l’influence de ces phénomènes sur le budget de l’ozone 
stratosphérique et, d’autre part, d’évaluer la capacité des modèles à les représenter. 
III.3.2 Modélisation dynamique des FrIACs à l’aide du modèle 
MIMOSA 
 Les deux cas de 2007 et 2011 observés à l’aide des données MLS/AURA sont simulés 
à partir du modèle haute résolution MIMOSA à 850 K (~10 hPa ou 30 km), niveau pour 
lequel le signal des FrIACs est le plus intense et persiste le plus longtemps. 
III.3.2.1 Comparaison entre les mesures MLS/Aura et les résultats du 
modèle MIMOSA 
 Les simulations effectuées pour les années 2007 et 2011 sont initialisées les 1er janvier 
2007 et 2011, respectivement, à partir de la version de MIMOSA en niveaux pression. Afin de 
fournir la représentation dynamique de la vorticité potentielle la plus réaliste, une constante de 
temps de relaxation de 10 jours (vers le champ ECMWF) a été choisie. Les résultats obtenus 
sont illustrés sur la figure 3.12 et choisis aux dates définies sur les figure 3.8 et 3.9, afin 
d’effectuer la comparaison entre les résultats du modèle et les observations MLS. 
 Le 28 avril 2007, l’intrusion observée à l’aide des données MLS est fidèlement 
reproduite par MIMOSA, comme l’indique la faible langue de PV (inférieure à 150 PVU) 
observée au-dessus de l’Asie de l’est. La fine résolution du modèle permet de révéler, que les 
deux structures séparées dans les résultats MLS appartiennent à la même intrusion de masse 
d’air. Le modèle MIMOSA reproduit aussi les rémanences de vortex (de valeur de PV 
supérieure à 400 PVU). Le centre de ces rémanences, au nord de la région atlantique, au nord 
de l’Europe et au nord du continent asiatique, est en bon accord avec les mesures satellite 
(figure 3.8). 
 Le 15 mai 2007, le FrIAC apparaît au nord est de l’Asie, mais commence 
progressivement à s’estomper dans les résultats de PV à la différence des mesures de H2O où 
le signal reste clairement visible. Enfin, le 15 juin 2007, la trace du FrIAC dans la PV n’est 
plus dissociable de l’air environnant, tandis qu’elle perdure dans le champ de vapeur d’eau. 
Les effets du chauffage diabatique, pris en compte par la relaxation de la PV, conduisent donc 
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à une homogénéisation de cette grandeur beaucoup plus rapidement que les traceurs 
chimiques tels que la vapeur d’eau ou encore le N2O.  
 
 
Figure 3.12. Projection orthographique de la PV issue des résultats de simulations MIMOSA en 2007 
(en haut) et 2011 (en bas), à 850 K. Les colonnes du milieu et de droite correspondent au 15 mai et 15 
juin, respectivement. La colonne de gauche correspond au 28 avril 2007 et 20 avril 2011 en haut et en 
bas, respectivement. 
 
 Toutes ces caractéristiques identifiées pour le cas de 2007 sont retrouvées pour les 
résultats MIMOSA du cas de 2011 (figure 3.12 en bas) par comparaison avec les observations 
MLS (figure 3.9). Le 20 avril 2011, le FrIAC est localisé au nord du continent américain, et 
l’intrusion détectée par l’instrument SPIRALE le 21 avril 2011 est localisée au dessus 
d’Esrange. Cette intrusion fine est entourée de rémanences d’air polaire (valeurs de PV 
supérieures à 400 PVU) dont la localisation est en bon accord avec les observations 
MLS/Aura (figure 3.9). Par la suite (15 mai et 15 juin), la signature des rémanences dans la 
PV disparaît très rapidement tandis que, bien que fortement affaiblie, celle du FrIAC persiste 
jusqu’à la mi juin. 
 
 Ces comparaisons mesures/modèle montrent donc un très bon accord en ce qui 
concerne la localisation des FrIACs. Bien que les champs de PV issus du modèle ne 
permettent pas l’étude complète de l’évolution des FrIACs (contrairement aux champs de 
traceurs à longue durée de vie), ils permettent de les identifier et de décrire les processus 
d’intrusion avec précision. Par conséquent, durant la période où les données MLS/Aura sont 
absentes, les résultats du modèle MIMOSA sont utilisés afin de mieux comprendre l’intrusion 
du FrIAC de 2011. Les résultats obtenus sont décrits dans la section suivante en donnant une 
représentation en trois dimensions du cas de 2011. 
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III.3.2.2 Évolution tridimensionnelle 
 L’utilisation de la série de simulations du modèle MIMOSA effectuée dans la gamme 
de surfaces isentropes [350 ; 950] K par pas de 10 K a permis de fournir une représentation 
tridimensionnelle de l’évolution du FrIAC ainsi que du vortex polaire. Pour identifier les 
masses d’air des régions polaires et des basses latitudes, un critère sur la Lait-PV normalisée à 
380 K a été appliqué : une masse d’air est considérée d’origine polaire si sa Lait-PV est 
supérieure à 11 PVU, et de basses latitudes si sa Lait-PV est inférieure à 5.5 PVU, ce qui 
correspond à des valeurs de PV égales à 400 et 200 PVU à 850 K, respectivement. En 
sélectionnant ses isocontours de Lait-PV, il est possible de reconstruire un volume à 
l’intérieur duquel les conditions précédemment décrites sont réalisées. 
 Le 30 mars, le vortex polaire (figure 3.13a en bleu) est toujours bien identifié entre 
350 K et 950 K et commence à être déplacé vers le sud le long du méridien de Greenwich. 
Des filaments de vortex sont localisés au-dessus de l’Amérique du nord dans les couches les 
plus élevées comme le révèle l’isocontour bleu projeté sur le fond de carte. Ce même type de 
structure apparaît aussi dans les basses couches. Cinq jours plus tard (figure 3.13b), le vortex 
polaire (en bleu) est distordu, alors qu’une large intrusion issue des basses latitudes est 
advectée vers les régions polaires, en traversant la région de l’Asie de l’est dans la gamme 
verticale [650 ; 950] K (en rouge). Dans les hautes couches (~700 K), un lobe venant des 
basses latitudes est visualisé au-dessus de l’Amérique du nord. Il correspond à une intrusion 
précédemment advectée en région polaire qui a été déplacée vers les moyennes latitudes par la 
nouvelle intrusion. En dessous de 650 K, le vortex est plus distordu, présentant de nombreux 
filaments. Les intrusions des basses latitudes sont aussi très présentes, réparties en de 
nombreux filaments de tailles inférieures à ceux identifiés dans les plus hautes couches. 
 Du 4 au 9 avril 2011, l’intrusion à grande échelle identifiée précédemment s’enroule 
de manière anticyclonique en restant bloquée au-dessus de la région Asie du nord-
est/Amérique du nord-ouest (figure 3.13b). Cette localisation de l’anticyclone concorde avec 
la position climatologique de l’anticyclone des îles aléoutiennes (AH : Aleutian High) 
[Harvey and Hitchman, 1996 ; Harvey et al., 2002]. Durant cette période, le vortex polaire est 
fortement affaibli et se délite en de nombreux filaments. Le 10 avril, le FrIAC juste formé, est 
advecté au-dessus du pôle nord tandis que le vortex est irréversiblement disloqué. Le 20 avril 
(figure 3.13c), le FrIAC (en rouge) est piégé dans la circulation anticyclonique, à l’aplomb du 
pôle nord. Il s’étend de 700 K à plus de 950 K et persiste jusqu’en mai dans les champs de PV 
MIMOSA. La fine langue rouge localisée au voisinage du FIAC correspond à l’intrusion 
sondée par SPIRALE. 
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 Les deux nouveaux cas de FrIACs ont donc été identifiés puis modélisés avec succès ; 
l’un issu d’une intrusion le 28 avril 2007 et l’autre d’une intrusion le 4 avril 2011. En utilisant 
les cas reportés dans la littérature en 2003 [Lahoz et al., 2007] et en 2005 [Manney et al., 
2006], une étude dynamique sur la genèse de ces quatre évènements est effectuée. 
III.3.3 Genèse des FrIACs 
III.3.3.1 Analyse des intrusions 
 Les intrusions induisant les cas de FrIACs précédemment identifiés sont examinées à 
l’aide des résultats du modèle MIMOSA et des champs de vent zonal ERA-Interim interpolés 
à 850 K (figure 3.14). Les dates choisies coïncident avec le début de l’intrusion, quelques 
jours avant que le FrIAC ne s’établisse durablement en région polaire. Parmi les cas étudiés, 
ceux de 2003, 2005 et 2007 montrent que le vortex est déjà brisé au moment des intrusions. 
Des rémanences (vert) sont alors réparties sur l’ensemble de l’hémisphère nord entre les 
moyennes et les hautes latitudes. Lors de l’intrusion de 2011, le vortex est encore bien 
identifié et doté de fortes valeurs de PV pouvant être supérieures à 700 PVU, alors qu’elles 
n’excèdent pas 600 PVU au sein des rémanences pour les autres cas. Sur les cartes de PV, les 
déferlements d’ondes de Rossby (échelle planétaire) sont observés dans la zone de surf des 
moyennes latitudes [McIntyre and Palmer, 1983 ; 1984], indiqués par l’inversion du gradient 
méridien de PV le long des surfaces isentropes [Baldwin and Holton, 1988 ; Hitchman and 
Huesmann, 2007]. Ils sont localisés dans les régions [135°E–145°E ; 40°N–60°N], [45°E–
90°E ; 25°N–60°N], [135°E–170°E ; 30°N–60°N] et [45°E-135°E ; 30°N-60°N] pour les cas 
de 2003 (figure 3.14a), 2005 (figure 3.14b), 2007 (figure 3.14c) et 2011 (figure 3.14d), 
respectivement. 
 En 2003 (figure 3.14a), l’intrusion de faible valeur de PV commence à se développer 
depuis l’est de l’Afrique, directement au sud de la rémanence majeure, puis est advectée en 
région polaire à l’interface entre la rémanence et l’AH vers 120°E aux moyennes latitudes. 
 L’intrusion de 2007 (figure 3.14c) a lieu au même endroit que celle de 2003 et se 
produit durant la même période de l’année. Malgré ces caractéristiques communes, les 
rémanences de vortex apparaissent plus fines et plus étalées, couvrant l’ensemble des 
moyennes latitudes. À nouveau, une rémanence est localisée directement au nord de 
l’intrusion [135°E ; 40°N]. 
 En 2005 (figure 3.14b), un réchauffement final de forte intensité a eu lieu mi-mars 
[Manney et al., 2006]. Ce réchauffement est caractérisé par le déplacement du vortex polaire 
vers les moyennes latitudes et a conduit à l’intrusion de masses d’air des basses latitudes vers 
les régions polaires, suivi du délitement du vortex. La signature de l’intrusion conduisant à la 
formation de l’anticyclone localisé à 135°E et 65°N (figure 3.14b) est encore visible. Au 
même moment, deux intrusions se développent directement au sud des deux principales 
rémanences de vortex. L’intrusion située au-dessus de l’Afrique conduit à la formation du 
FrIAC en étant d’abord advectée en région polaire, puis en fusionnant avec l’anticyclone déjà 
présent [Allen et al., 2011]. L’autre intrusion, située au-dessus de l’océan Atlantique reste 
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confinée à moyenne latitude puis se dissipe au bout de quelques jours, n’atteignant jamais les 
latitudes polaires. 
 
 
Figure 3.14. (colonne de gauche) Cartes de PV (en PVU) issues de MIMOSA calculées à 850 K et 
représentées dans les gammes de latitude [10°S ; 90°N] et de longitude [180°O ; 180°E], le 13 avril 
2003, 24 mars 2005, 25 avril 2007 et 31 mars 2011. (colonne de droite) Vent zonal (en m·s-1) obtenu à 
partir des données ERA-INTERIM à 10 hPa (~850 K) pour la même date que les cartes de PV. 
 
 La carte de PV du cas de 2011 montre que l’intrusion débute depuis l’ouest de 
l’Afrique de manière similaire à celle de 2005. Les fortes valeurs de PV indiquent que le 
vortex est déplacé vers le sud, son bord atteignant les moyennes latitudes (45°N) au-dessus de 
l’Europe. Comme en 2005, un petit anticyclone piégeant de l’air venant des basses latitudes 
est discernable dans la région [100°O ; 55°N] ; il correspond au lobe précédemment identifié 
sur la figure 3.13b. 
III.3 Caractérisation de la transition hiver/été dans la moyenne stratosphère 
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 L’analyse de ces quatre cartes de PV révèle donc des caractéristiques dynamiques très 
similaires : 
 
• Les intrusions ont une origine commune, débutant depuis la région africaine aux 
basses latitudes (inférieures à 30°N). 
• Elles sont advectées vers les plus hautes latitudes en étant déviées vers l’est, traversant 
le continent asiatique aux moyennes latitudes. 
• Elles sont systématiquement associées à de fortes valeurs de PV (rémanences ou 
vortex polaire) déplacées vers les moyennes latitudes, directement au nord de l’endroit 
où l’intrusion se développe. 
 
 Les cartes de vent zonal (figure 3.14e, f, g et h) montrent aussi des caractéristiques 
comparables entre elles. Pour chaque cas, la circulation zonale est divisée en trois régions 
bien distinctes. La bande intertropicale est dominée par la phase d’est de la QBO entre 
environ 0 et 30°N ; les moyennes latitudes [30°N ; 55°N] affichent une « ceinture » dominée 
par un fort régime d’ouest pouvant être déplacé vers la région polaire dans la région de 
l’anticyclone des îles aléoutiennes (en particulier en 2003 et 2011) ; enfin la région arctique 
montre une alternance de régime d’est et d’ouest en fonction de la longitude marquant la 
transition vers le régime dynamique d’été (aux périodes considérées). La ceinture de vents 
d’ouest a été précédemment identifiée par Waugh [1996] comme une condition nécessaire 
pour le développement d’intrusions depuis les basses latitudes vers les régions polaires. Par 
ailleurs, le gradient méridien de vent zonal est très prononcé entre les latitudes tropicales et 
les moyennes latitudes, suggérant un fort cisaillement anticyclonique. 
 Entre les moyennes et les hautes latitudes, où sont localisées les valeurs élevées de PV, 
une forte cellule de régime cyclonique se développe. Par opposition, là où l’intrusion prend 
forme, une forte cellule anticyclonique se développe entre les moyennes latitudes et les 
régions subtropicales/tropicales. La ligne de vent nul de cette dernière cellule coïncide avec la 
trajectoire de l’intrusion. La cellule cyclonique est donc associée aux rémanences tandis que 
l’anticyclonique est associée à l’intrusion ; la combinaison de ces deux circulations associées, 
nommée par la suite « cellule dipolaire », est commune aux quatre cas et apparaît nécessaire 
au développement des FrIACs. 
III.3.3.2 Activité ondulatoire lors des intrusions 
 L’activité ondulatoire, dans la moyenne stratosphère aux moyennes latitudes, 
diagnostiquée par le flux de chaleur <v’T’> à 30 hPa et moyennée dans la bande de latitudes 
[45 ; 55]°N, est illustrée sur la figure 3.15 entre le mois de mars et le mois de juin pour les 
années 2003, 2005, 2007 et 2011. Le flux de chaleur est calculé à partir des données 
réanalysées ERA-Interim de l’ECMWF. La surface isobare 30 hPa a été choisie en accord 
avec la base des FrIACs (précédemment observés) et qui se situe dans la gamme verticale 
[30 ; 20] hPa (cf figure 3.11). 
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Figure 3.15. Évolution du flux de chaleur méridien (en K·m·s-1) moyenné dans la bande de latitudes 
[45 ; 55]°N à 30 hPa. Les lignes verticales continues sont associées aux dates des cartes de la figure 
3.14. 
 
 Avant les intrusions conduisant à l’établissement des FrIACs en région polaire, des 
pics de flux de chaleur sont systématiquement détectés. Ces pics atteignent des valeurs de 30, 
50, 30 et 40 K·m·s-1, les 13 avril 2003, 24 mars 2005, 20 avril 2007 et 3 avril 2011, 
respectivement. À la suite de ces pics, qui sont des proxis de l’activité ondulatoire, les flux de 
chaleur diminuent progressivement pour atteindre une valeur proche de 0. Pour ces quatre cas 
de FrIAC, le comportement de l’activité ondulatoire est similaire ; un pic de l’activité 
ondulatoire entraîne l’intrusion vers les régions polaires de masses d’air issues des basses 
latitudes. La décroissance de l’activité ondulatoire, après les pics, traduit la mise en place de 
la circulation d’est estivale dans la stratosphère, ne permettant pas aux ondes planétaires de se 
propager (théorème de Charney-Drazin). 
III.3.3.3 Étude de cas : Intrusion du FrIAC de 2007 
 Afin de mieux comprendre l’évolution des intrusions conduisant aux FrIACs, quatre 
étapes du développement initial du FrIAC de 2007 sont illustrées sur la figure 3.16. En 
parallèle, est illustrée l’évolution de l’activité ondulatoire, diagnostiquée par le flux de chaleur 
<v’T’> à 30 hPa et aux moyennes latitudes (figure 3.17). 
 Le 17 avril 2007 (figure 3.16a), le vortex polaire (vert/jaune) commence à s’affaiblir 
comme l’indiquent les filaments de fortes valeur de PV s’étalant depuis l’Atlantique nord vers 
l’Amérique du nord puis le nord/est de l’Asie. À ce stade, le flux de chaleur (figure 3.17) 
commence à croître fortement. Le 22 avril (figure 3.16b), le vortex polaire a été déplacé vers 
les moyennes latitudes et disloqué en rémanences, à cause de la forte activité ondulatoire. Le 
flux de chaleur atteint alors 30 K·m·s-1. Dans la région de l’Asie de l’est, vers 40°N, la cellule 
dipolaire identifiée précédemment est formée avec au nord la rémanence de vortex et au sud 
l’intrusion des basses latitudes. L’intrusion résulte d’un évènement de déferlement d’onde 
planétaire (inversion du gradient méridien de PV dans le plan horizontal) dont on constate 
encore la signature au sud de la cellule dipolaire dans la gamme de longitudes [80 ; 140]°E. 
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Figure 3.16. Cartes de champs vorticité potentielle calculés à partir du modèle MIMOSA à 850 K les : 
(a) 17 avril 2007 à 00 UT, (b) 22 avril 2007 à 00 UT, (c) 27 avril 2007 à 00 UT et (d) 4 mai 2007 à 00 
UT. Les cartes couvrent l’ensemble de l’hémisphère nord. 
 
 
Figure 3.17. Évolution, entre 12 avril et le 9 mai 2007, du flux de chaleur <v’T’> moyenné dans la 
bande de latitudes [45 ; 55]°N à 30 hPa. Les barres verticales a,b,c et d indiquent les dates des cartes 
représentées figure 3.15. 
 
 Les caractéristiques dynamiques identifiées précédemment apportent une bonne 
compréhension à méso-échelle, des mécanismes régissant les intrusions des basses vers les 
hautes latitudes, processus conduisant à la formation de FrIACs, suite à un phénomène de 
déferlement d’onde intense. Pour les quatre cas étudiés, nous avons pu identifier le 
déplacement de parcelles d’air polaire (fortes valeurs de PV) vers les moyennes latitudes. Ce 
déplacement, induit par une augmentation de l’activité des ondes planétaires, entraîne le 
développement, au sud du débris de vortex, d’une intrusion venant des basses latitudes. Il se 
forme alors une cellule dipolaire, caractérisée au nord par une circulation cyclonique (air 
polaire) et au sud, par une circulation anticyclonique (air des basses latitudes). Lorsque 
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l’activité ondulatoire atteint son maximum, les masses d’air issues des basses latitudes sont 
rapidement advectées en région polaire, puis s’enroulent anticycloniquement pour former le 
FrIAC. 
III.4 Évolution de la circulation zonale dans la stratosphère 
 Dans cette section, nous examinons l’évolution du vent zonal dans la stratosphère (à 
10 hPa) depuis le mois de janvier jusqu’au mois de juin. L’objectif est de déceler des 
similitudes de l’évolution dynamique de la stratosphère au cours de l’hiver, les années où les 
FrIACs ont eu lieu (2003, 2005, 2007 et 2011). 
III.4.1 Évolution en fonction de la latitude 
 L’évolution en fonction du temps, du vent zonal (en moyenne zonale) dans 
l’hémisphère nord et à 10 hPa pour les quatre années identifiées est montrée sur la figure 3.18. 
Les lignes verticales continues blanches indiquent les dates où les FrIACs sont présents en 
région polaire. Les lignes verticales pointillées blanches correspondent aux dates du début des 
intrusions (cf figure 3.14). 
 Au cours de l’hiver, la région polaire est dominée par une intense circulation d’ouest 
(figure 3.18) atteignant parfois jusqu’à 60 m·s-1 en moyenne zonale, comme l’indiquent les 
graphes de 2005 (figure 3.18b) et 2011 (figure 3.18d). Cette cellule de vent intense 
correspond au vortex polaire, le maximum permettant d’identifier son bord. En 2003 (figure 
3.18a) et 2007 (figure 3.18d), des lobes de vent d’est (bleu) apparaissent transitoirement aux 
hautes latitudes (par exemple à la fin février 2007), persistant seulement quelques jours, à la 
suite de quoi le régime d’ouest se rétablit. Ces évènements indiquent généralement un 
déplacement du vortex vers les basses latitudes ou, dans les cas les plus extrêmes, un 
délitement de celui-ci. On parle alors de réchauffement stratosphérique dont l’intensité 
conditionne ce renversement du régime de vent. Ces évènements seront examinés plus en 
détail par la suite (cf Chapitre V). En se déplaçant des régions polaires vers les latitudes 
tropicales, le régime de vent s’atténue progressivement tout en restant majoritairement d’ouest 
aux moyennes latitudes. Aux latitudes tropicales (inférieures à 20°N), le régime de vent zonal 
moyen montre alors une forte circulation d’est pour les années où les FrIACs ont lieu. 
 Au moment des intrusions, période identifiée par deux lignes blanches verticales, la 
circulation subit de profondes modifications. En 2003 et 2011 (figure 3.18a et d), un brutal 
renversement du vent a lieu en région polaire. Lorsque le FrIAC est établi durablement, le 
régime de vent est alors d’est. La situation en 2005 est assez particulière puisque le régime de 
vent s’inverse assez tôt au cours du mois de mars lors du réchauffement final majeur décrit 
par Manney et al. [2006], soit environ un mois plus tôt que lors des années 2003, 2007 et 
2011. Le FrIAC est donc introduit alors qu’un régime d’est est déjà dominant aux latitudes 
polaires. Enfin, en 2007, le FrIAC est, par comparaison, introduit assez tardivement alors que 
le régime d’été vient juste de s’établir. 
III.4 Évolution de la circulation zonale dans la stratosphère 
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Figure 3.18. Moyenne zonale du vent zonal (en m·s-1) calculée à 10 hPa dans l’hémisphère nord entre 
le 1er janvier et le 31 mai pour les années 2003, 2005, 2007 et 2011. Les lignes verticales pointillées 
(continues) indiquent les dates d’intrusion (établissement en région polaire) des FrIACs. Les dates 
d’intrusions sont reliées aux dates de la figure 3.14. 
 
 Cette analyse montre que les quatre cas étudiés ici se sont produits à la période de 
transition entre le régime dynamique d’hiver et celui d’été. En particulier, le début de leur 
établissement durable en région polaire (ligne verticale continue) coïncide avec le début du 
régime durable d’été. En effet, l’anomalie anticyclonique associée aux FrIACs est à même de 
perdurer dans un régime d’est environnant par limitation des effets de cisaillement [Manney et 
al., 2006 ; Allen et al., 2011]. Bien que le FrIAC puisse être introduit en région polaire alors 
que la circulation moyenne est d’est, les moyennes latitudes sont dominées par un régime 
d’ouest (ceinture) qui perdure jusqu’à la fin du mois de mai. On retrouve ainsi la condition 
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nécessaire introduite par Waugh [1996]. Enfin, les régions tropicales sont, dans chaque cas, 
dominées par un régime d’est. 
III.4.2 Évolution en fonction de la longitude 
 Les diagrammes Hovmöller à 10 hPa (figure 3.19) montrent l’évolution du vent zonal 
à moyenne latitude (50°N) du 1er janvier au 31 mai 2003, 2005, 2007 et 2011. Ils permettent 
notamment de déceler les asymétries en fonction de la longitude masquées par les moyennes 
zonales. Les années 2003, 2005 et 2007 montrent que le vent zonal aux moyennes latitudes, 
du 1er janvier à l’intrusion du FrIAC, évolue de façon similaire avec: 
 
• Une circulation d’ouest (rouge) domine le secteur de longitudes [280°E ; 100°E], 
marquant la présence du vortex polaire. 
• Une circulation d’est (bleu) domine le secteur de longitudes [100°E ; 280°E], 
marquant la présence de l’anticyclone des îles aléoutiennes (AH). 
 
 
Figure 3.19. Diagrammes Hovmöller (longitude/temps) du vent zonal (en m·s-1) ERA-INTERIM à 10 
hPa et 50°N entre le 1er janvier et le 31 mai 2003, 2005, 2007 et 2011. Les lignes horizontales 
pointillées et continues ont la même signification que pour la figure 3.19. 
 
 La présence de la paire vortex/AH (nombre d’onde k=1) persiste donc tout au long de 
l’hiver, suggérant une activité ondulatoire maintenue jusqu’à la dissolution du vortex. Pour le 
cas de 2011, la signature en nombre d’onde k=1 durant l’hiver est plus faible. Cela est en bon 
accord avec les récents résultats montrant que l’activité ondulatoire au cours de cet hiver a été 
particulièrement faible [Hurwitz et al., 2011]. Cette très faible activité ondulatoire, durant 
l’hiver 2011, est l’une des principales causes ayant conduit au record de destruction d’ozone 
enregistré [Manney et al., 2011]. 
III.5 Conclusion 
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 Durant la période de genèse des FrIACs (entre les deux lignes blanches horizontales), 
l’alternance localisée entre la circulation d’est et d’ouest, correspondant à la cellule dipolaire 
identifiée figure 3.14, est située vers 100°E, 50°E, 130°E et 110°E pour les cas de 2003, 2005, 
2007 et 2011 (figure 3.19), respectivement. À la fin de ces périodes (identifiées par les lignes 
blanches), cette structure convergente disparaît rapidement, laissant place à un régime de vent 
plus homogène et plus faible sur l’ensemble des longitudes, et marquant la transition lente 
vers le régime d’est d’été aux moyennes latitudes. Notons que la zone de convergence des 
vents oscille autour de la longitude 100°E tout au long de l’hiver. Cette région a été identifiée 
précédemment par Harvey and Hitchman [1996] comme un passage préférentiel d’échange 
entre les zones tropicales et extratropicales. Il correspond au bord ouest de l’AH. 
III.5 Conclusion 
 Différents types d’intrusions de masses d’air issues des basses latitudes en région 
polaire, au printemps et en été, ont été observés et modélisés. L’instrument SPIRALE a 
permis de détecter des intrusions de masses d’air riches en monoxyde de carbone venant des 
plus basses latitudes, dans la haute troposphère et la basse stratosphère polaire en été. 
Krysztofiak et al. [2012] ont identifié des phénomènes dynamiques responsables du transport 
de pollution anthropique vers les régions polaires. Ces évènements n’ont en revanche pas lieu 
dans la moyenne stratosphère en été, où l’absence de propagation d’ondes planétaires inhibe 
le transport méridien. 
 L’analyse de la transition printanière, durant laquelle le vortex polaire se rompt pour 
laisser place à la circulation d’été, révèle l’existence de phénomènes de couplages entre les 
basses latitudes et les régions polaires. Lors de la campagne de mesures ENRICHED, une 
intrusion venant des régions tropicales/subtropicales a pu être mise en évidence à l’aide des 
données de SPIRALE ainsi que des résultats du modèle MIMOSA d’advection de PV. 
 Certaines de ces intrusions sont en mesure de persister plusieurs mois, piégées à 
l’intérieur d’un anticyclone se déplaçant autour du pôle nord (FrIAC). Au total, quatre de ces 
évènements ont été identifiés entre 2003 et 2011. Les deux premiers, en 2003 et 2005, furent 
initialement identifiés par Lahoz et al [2007] et Manney et al [2006], respectivement, par 
l’analyse d’observations satellitaires. Basés sur leurs travaux, nous avons pu mettre en 
évidence un cas en 2007 [Thiéblemont et al., 2011] et le caractériser en utilisant les données 
du satellite MLS/Aura ainsi que les résultats du modèle MIMOSA. Il nous a aussi permis de 
valider l’utilisation de MIMOSA pour l’étude des FrIACs qui les reproduit fidèlement et 
permet de suivre leur évolution depuis leur introduction en région polaire, jusqu’à leur 
dissipation dans les champs de PV au début du mois de juin. En 2011, un nouveau cas a pu 
être identifié. 
 Les résultats du modèle MIMOSA et les données de l’ECMWF nous ont par ailleurs 
permis d’analyser les conditions dynamiques stratosphériques associées à la genèse des 
FrIACs. D’une part, à méso-échelle lors des intrusions et d’autre part à l’échelle globale, 
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temporelle et spatiale, permettant d’identifier des conditions dynamiques communes pour 
chaque cas. 
 L’analyse des intrusions conduisant aux FrIACs a révélé qu’elles se développaient 
systématiquement au voisinage (au sud) de parcelles d’air comportant de forte valeurs de PV 
(rémanences de vortex ou vortex) déplacées vers les moyennes latitudes, formant ainsi une 
cellule dipolaire ; circulation anticyclonique au sud associée à l’intrusion d’air des basses 
latitudes et cyclonique au nord associée aux rémanences. Ces intrusions, associées à des 
déferlements intenses d’ondes planétaires, ont lieu lors d’un pic de l’activité ondulatoire aux 
moyennes latitudes, pic au cours duquel la cellule dipolaire se forme. Il a aussi été montré que 
les intrusions, conduisant à la formation de FrIACs, empruntent un chemin préférentiel pour 
atteindre les régions polaires, correspondant au bord ouest de l’anticyclone des îles 
aléoutiennes. 
 Nous avons montré que pour les quatre cas, ces évènements s’établissent durablement 
alors que le régime de vent d’est domine la stratosphère polaire, et sont injectés dans la 
circulation générale alors qu’une ceinture de vents d’ouest domine les moyennes latitudes. De 
plus, il est constaté qu’au moment des intrusions de FrIAC, la phase de la QBO est 
systématiquement d’est.  
 Ces résultats nécessitent cependant plus d’investigations dans le but de mieux 
comprendre l’influence éventuelle de la QBO et de l’activité des ondes planétaires sur ces 
évènements. 
 Nous proposons dans la suite de ce travail d’établir une climatologie détaillée de ces 
évènements sur une période couvrant les années 1980 à 2011. Pour cela, une méthode 
permettant d’identifier de manière systématique les intrusions issues des basses latitudes en 
région polaire a été développée. Cette méthode est décrite dans le chapitre suivant. 
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IV Chapitre IV 
Méthode de détection des intrusions 
d’air de basses latitudes en région 
polaire 
 Afin de suivre l’évolution de la position et la taille du vortex polaire, Butchart and 
Remsberg [1986] ont introduit la latitude équivalente, calculée à partir des champs de vorticité 
potentielle et notée PVEL [Allen and Nakamura, 2003]. Plus récemment, Waugh [1997] a 
développé un diagnostic elliptique permettant de définir le contour du vortex avec précision 
puis d’en calculer son aire à l’aide de la latitude équivalente. Les travaux de Harvey et 
coauteurs sur les cellules cycloniques et anticycloniques à grande échelle dans la stratosphère 
[cf Harvey et al., 2002 ; 2004] ont été menés à l’aide d’un diagnostic (noté Q) permettant de 
quantifier la contribution relative de l’étirement et la rotation d’un champ de vent afin de 
déterminer la position de ces différentes cellules. Ils ont ainsi pu en déduire la taille en 
utilisant la latitude équivalente. 
 Dans le cadre de notre étude sur les échanges de masses d’air entre les basses latitudes 
et la région arctique, une méthode de détection systématique de ces intrusions a été 
développée puis appliquée aux résultats du modèle de transport de vorticité potentielle 
MIMOSA. Le principe est basé sur la conversion de la vorticité potentielle en latitude 
équivalente, ce qui présente de nombreux avantages. D’une part, si la latitude équivalente est 
calculée à partir d’un traceur aux propriétés conservatives, elle le devient à son tour et permet 
ainsi d’estimer l’origine géographique en latitude des masses d’air. D’autre part, la latitude 
équivalente étant associée à une aire, elle offre la possibilité de déduire la surface de ces 
intrusions. Bien entendu, certaines précautions doivent être prises du fait des phénomènes 
diabatiques agissant sur la vorticité potentielle qui vont influencer le calcul de la latitude 
équivalente, ainsi que d’autres effets que nous décrivons dans ce chapitre. 
 Ce chapitre est donc, dans un premier temps, dédié à la description de la méthode 
développée pour détecter les intrusions depuis les basses latitudes vers les régions polaires. 
Dans une seconde partie, des tests de sensibilité sont effectués sur la méthode afin de la 
valider et d’estimer sa robustesse pour la détection et la caractérisation des FrIACs. 
Chapitre IV : Méthode de détection des intrusions 
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IV.1 Principe général de la méthode 
 Cette section est consacrée à la description générale de la méthode de détection et de 
calcul de surface des intrusions, i.e. des masses d’air advectées depuis les basses latitudes en 
région polaire. Pour illustrer l’algorithme développé, nous prendrons l’exemple du 1er février 
2011 déjà mentionné dans le chapitre II (cf figure 2.8). La situation géophysique à cette date 
présente un intérêt certain puisque des masses d’air venant des basses latitudes ont été 
rapidement advectées en région polaire. 
 
 
Figure 4.1. Distribution de la PV en fonction de la latitude équivalente, comme pour la figure 2.8. La 
ligne bleu (rouge) indique l’équivalence entre la latitude équivalente Φeq,lim=30°N (40°N) et la valeur 
de PVlim associée. 
 
 La figure 4.1 illustre la distribution de la vorticité potentielle en fonction de la latitude 
équivalente pour le 1er février 2011 calculé à 850 K. À titre d’exemple, deux valeurs de 
latitudes équivalentes limites sont identifiées : elles ont pour valeur Φeq,lim=30°N et 
Φeq,lim=40°N. Ainsi, les valeurs de PV (notées PVlim) associées, déduites du graphe, sont 200 
PVU et 250 PVU, respectivement. Cette correspondance signifie donc que si les iscocontours 
de PV sur l’ensemble de l’hémisphère nord étaient concentriques, comme les parallèles 
géographiques (cercles de latitudes), les valeurs de PV au sud de 30°N (40°N) seraient 
inférieures à 200 PVU (250 PVU). 
 Les résultats du modèle MIMOSA (figure 4.2) illustrent les zones qui correspondent 
aux valeurs de PV inférieures à ces deux seuils : elles sont colorées en bleu (PV30°N=200 
PVU ;Φeq,30°N ) et en rouge (PV40°N=250 PVU ; Φeq,40°N). Sur l’une et l’autre des cartes, les 
zones ayant ces caractéristiques sont présentes depuis les basses latitudes jusqu’en région 
polaire. Elles dénotent une intrusion centrée au-dessus de l’Alaska (soit environ 
155°W/60°N), dans la zone préférentielle de localisation de l’anticyclone des îles aléoutiennes 
[Harvey and Hitchman, 1996]. La trace de l’intrusion est encore fortement marquée à l’est de 
l’Asie pour Φeq,40°N. Comme attendu, la différence entre les deux cartes montre que, plus le 
seuil Φeq,lim est choisi proche l’équateur, plus l’aire de la surface associée est faible. 
IV.1 Principe général de la méthode 
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Figure 4.2. Cartes MIMOSA de l’hémisphère nord le 1er février 2011 à 850 K. Le contour plein bleu 
(rouge) indique les valeurs de PV telles que le seuil PVlim correspond à Φeq,lim<30°N (40°N). 
 
 
Figure 4.3. Comme pour la figure 4.1 mais en calculant la distribution de la vorticité potentielle en 
fonction de la latitude équivalente au nord de (a) Φcircle=60°N et (b) Φcircle=70°N. Les lignes de couleur 
indiquent l’équivalence entre les PVlim calculés (figure 4.1) et la latitude équivalente Φ’eq,lim du 
nouveau référentiel. 
 
 L’étape suivante consiste à déterminer si ces masses d’air, correspondant au seuil de 
latitude équivalente Φeq,lim, sont présentes au nord d’un cercle de latitude donné. Pour cela 
nous recalculons la distribution de la PV en fonction de la latitude équivalente au nord d’un 
certain cercle de latitude Φcircle pris comme référence (à l’inverse de l’équateur qui est la 
référence prise précédemment). Deux cas sont présentés ; pour Φcircle=60°N (trait plein) et 
Φcircle=70°N (trait pointillé), illustrés sur la figure 4.2. En utilisant cette nouvelle distribution, 
il est possible de déterminer la latitude équivalente nommée Φ’eq,lim, associée au PVlim défini 
en amont. Les résultats sont montrés sur la figure 4.3. Cette valeur Φ’eq,lim peut alors être 
convertie en l’aire Slim, calculée au nord des cercles de latitude Φcircle=60°N et Φcircle=70°N, 
associée aux intrusions dont la PV est inférieure au seuil PVlim. 
 La surface des intrusions calculée au nord de Φcircle s’exprime selon la relation : 
 ( ) ( )( )2lim ,lim2 sin ' sineq circleS api φ φ= −  (4.1) 
où Slim est exprimée en m2. Si le terme 2πa² est omis, et que Slim est multipliée par 100, la 
surface est alors exprimée en fraction de la surface totale de l’hémisphère nord (notée %NH). 
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 Les résultats obtenus pour le 1er février 2011 sont récapitulés dans le tableau 4.1. La 
superficie (0,38 106 km2) de l’intrusion au-delà de Φcircle=70°N calculée pour le seuil de 
latitude équivalente Φeq,30°N est très faible (inférieure à la superficie du Royaume-Uni), ce qui 
est en bon accord avec la figure 4.2, montrant qu’une faible partie seulement de l’intrusion est 
localisée au nord de 70°N. En comparaison, l’aire de l’intrusion calculée au nord de 
Φcircle=60°N et pour le seuil de latitude équivalente Φeq,40°N vaut environ 8,75 millions de km2, 
étant donc légèrement inférieure à la surface couverte par les terres canadiennes ce qui est en 
bon accord qualitatif avec la figure 4.2. 
 
Φcircle 
Φeq,lim 
60°N 70°N 
%NH 1,20 % < 0,10 % 30°N 
106 km² 3,26 < 0,22 
%NH 3,40 % 1,14 % 
40°N 
106 km² 8,75 2,90 
Tableau 4.1. Surface Slim de l’intrusion du 1er février 2011 calculée au nord de 60°N et 70°N 
 
 Il faut noter, par ailleurs, que des diagnostics performants mais plus complexes [cf 
Waugh, 1997 ; Harvey et al., 2002 ; 2004] permettent d’évaluer précisément les surfaces des 
structures cycloniques ou anticycloniques durant l’hiver polaire. La méthode développée ici 
est différente au sens où son but est de détecter de manière systématique, des intrusions de 
masses d’air en régions polaires en fonction de leur origine en latitude à partir de la PV seule. 
Ceci est notamment bien illustré sur la figure 4.2 où la surface calculée n’est pas celle de la 
structure complète dont une partie s’étend vers les moyennes latitudes, mais celle de 
l’intrusion présente à un instant donné au nord du cercle de latitude Φcircle.  
IV.2 Détection de masses d’air des basses latitudes en région 
polaire 
 La méthode décrite précédemment est utilisée pour détecter la présence de masses 
d’air venant des basses latitudes en région polaire. L’objet de ce travail est de repérer ce type 
d’intrusions à la transition entre le régime dynamique d’hiver et le régime dynamique d’été, 
dans le but de détecter des FrIACs qui peuvent perdurer plusieurs semaines en région polaire 
[Manney et al., 2006 ; Lahoz et al., 2007 ; Thiéblemont et al., 2011] lorsque le régime 
anticyclonique d’été est établi.  
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IV.2.1 Définition de la date de transition vers le régime 
dynamique d’été 
 Il a été montré précédemment, à partir de l’analyse des cas de FrIACs de 2003, 2005, 
2007 et 2011 (cf Chapitre III) que ceux-ci avaient lieu au voisinage du changement de régime 
des vents, où la circulation hivernal (cyclonique) s’inverse irréversiblement vers la circulation 
estival (anticyclonique). Cette date, qui sera par la suite nommée turnover, est définie lorsque 
la moyenne zonale de la vitesse du vent zonal à 10 hPa et 60°N devient irréversiblement 
négative (vent moyen d’est) jusqu’à la transition automnale, i.e. sans retour, même transitoire, 
à des vitesses positives (vent moyen d’ouest) jusqu’au début du mois d’août. Les dates des 
turnovers ont été calculées systématiquement de 1980 à 2011, à partir des données 
réanalysées ERA-Interim (figure 4.4). 
 
 
Figure 4.4. Dates des turnover calculées pour les années 1980 à 2011. 
 
 Il apparaît immédiatement qu’il existe une importante variabilité interannuelle du 
turnover, allant pour les cas extrêmes, de mi-mars (en 1986) à mi-mai (en 2009). La 
variabilité interannuelle de la date du délitement du vortex dans l’hémisphère nord (où date du 
réchauffement stratosphérique final) est du même ordre de grandeur [Black and McDaniels, 
2007 ; Ayarzagüena et al., 2009 ; Waugh and Polvani, 2010 ]. Notons néanmoins que la 
définition de la date de délitement du vortex, introduite par Black et al. [2006], est telle que la 
moyenne glissante sur 5 jours de la moyenne zonale du vent zonal à 50 hPa et 70°N devient 
négative, sans retour ultérieur à des valeurs supérieures à 5 m·s-1. Bien que cette date soit 
communément utilisée (voir références citées précédemment), elle n’est pas adaptée dans le 
cas des FrIACs qui, d’une part, ne sont pas détectés à 50 hPa et dont le signal est le plus 
intense à 10 hPa (cf Chapitre III), et d’autre part, correspondent physiquement, à un piégeage 
de masses d’air subtropicales/tropicales dans la circulation d’été. 
 
 Ainsi, la définition du turnover sera utilisée comme date de référence pour la détection 
systématique d’intrusions de masses d’air en région polaire, pouvant potentiellement conduire 
à des évènements de type FrIACs. 
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IV.2.2 Tests de sensibilité de la méthode de détection d’intrusions 
 Les FrIACs, une fois introduits en région polaire, évoluent indépendamment de leur 
région d’origine (basses latitudes). Ils ont donc, au moment de leur formation, la signature en 
vorticité potentielle de la région depuis laquelle ils ont été extraits plusieurs jours auparavant. 
Par ailleurs, dans cette région d’origine, la vorticité potentielle varie en fonction du temps. En 
d’autres termes, pour une latitude équivalente donnée, la valeur de la vorticité potentielle est à 
même de varier. Dans la méthode développée, il est donc nécessaire, à un instant donné, de 
fixer la valeur limite PVlim. Dans ce cas on parle, non pas de latitude équivalente, dont la 
distribution de PV associée varie au cours du temps, mais de traceur de latitude équivalente 
[Allen et al., 2003].  
 L’autre élément important à prendre en compte est le choix de la valeur de la latitude 
équivalente limite Φeq,lim. De manière simple, si l’intrusion est originaire d’une bande de 
latitudes comprise entre 35°N et 40°N en latitude équivalente, et que la limite Φeq,lim est prise 
égale à 30°N, l’intrusion ne sera pas détectée. Enfin, le dernier paramètre susceptible d’avoir 
un impact sur les résultats est le jour d’initialisation de la simulation MIMOSA (tinit). 
 
 Les tests de sensibilité effectués sur les différents paramètres sont résumés dans le 
tableau 4.2. En considérant en première approche que les FrIACs sont injectés dans la 
circulation générale de moyenne et haute latitude après le turnover, l’influence du jour 
d’initialisation de la latitude équivalente limite Φeq,lim est testée entre -15 et 0 jours avant le 
turnover ; intervalle de temps selon lequel, l’intrusion est susceptibles d’être extraite de sa 
région d’origine. La valeur de la latitude équivalente limite Φeq,lim est testée entre 30°N et 
50°N. Enfin, le jour d’initialisation du modèle MIMOSA est testé entre le 1er janvier et 1er 
mars, le turnover ayant au minimum lieu le 15 mars (figure 4.4). 
 
Paramètre 
Choix de la date 
d’initialisation de Φeq,lim 
Valeur de 
Φeq,lim 
tinit 
Test 
Entre -15 et 0 jours avant 
le turnover 
Entre 30°N 
et 50°N 
Entre le 1er janvier et 
le 1er mars 
 
Tableau 4.2. Résumé des différents paramètres testés relativement à la méthode de détection des 
intrusions en région polaire. 
IV.2.2.1 Test de sensibilité sur le jour d’initialisation de la latitude 
équivalente limite 
 Afin d’illustrer l’influence de la valeur de la latitude équivalente limite, choisie en 
fonction du jour d’initialisation, on a considéré les années 2011, où un FrIAC a été observé, et 
2009, où aucun FrIAC n’est reporté. La figure 4.5 montre la dépendance, en fonction du 
temps, de la valeur PV40°N associée à la latitude équivalente fixée à Φeq,40°N. La ligne 
pointillée, en gris rose (vert) montre la valeur minimum (maximum) de PVlim obtenue avant le 
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turnover. La ligne bleue continue correspond à la valeur PVlim, moyennée sur les 15 jours 
précédent le turnover. L’écart entre la valeur minimum et maximum de PVlim permet de 
définir un intervalle de sensibilité ∆PVlim. Il permet de tenir compte de l’erreur commise sur la 
date d’initialisation de la latitude équivalente limite Φeq,lim. En 2011 et 2009, les valeurs de 
ces intervalles valent 6 PVU et 18 PVU, respectivement.  
 
 
Figure 4.5. Évolution, entre -15 et 0 jours avant la date du turnover, de la valeur de vorticité 
potentielle PVlim (en PVU), calculée pour la latitude équivalent limite Φeq,40°N en (à gauche) 2011 et (à 
droite) 2009. Les échelles des axes de PV (en ordonnées) ne sont pas les mêmes en 2011 et en 2009. 
 
 
Figure 4.6. Cartes de vorticité potentielle obtenues à partir du modèle MIMOSA les (à gauche) 25 
avril 2011 et (à droite) 30 mai 2009 à 850 K. Les contours gris clair, noir et gris foncés pleins 
correspondent aux valeurs de PV40°N maximale, moyenne, et minimale, respectivement. 
 
 Cet intervalle est illustré spatialement sur la figure 4.6 au 20ème jour après le turnover, 
correspondant aux 25 avril 2011 et 30 mai 2009. Les contours vert, bleu, et rose, 
correspondent aux champs de PV dont la valeur est inférieure à la valeur PV40°N maximale, 
moyenne, et minimale, respectivement. En 2009, aucune intrusion n’est détectée au pôle. En 
2011 en revanche, l’intrusion correspondant au FrIAC est localisée au nord de 60°N. 
Qualitativement, il apparaît que la variation de l’étendue spatiale de l’intrusion est faible sur 
l’intervalle [PV40°N min ; PV40°N max]. Le remplissage de la très fine structure en forme de 
virgule à l’intérieur du FrIAC et les fins contours bleus et verts enveloppant les contours 
pleins roses en sont la meilleure illustration. En d’autres termes, la méthode semble peu 
sensible au jour d’initialisation du paramètre PVlim. 
 La figure 4.7 montre les résultats obtenus à partir de la méthode de calcul de la surface 
des intrusions Slim pour les années 2011 et 2009, relativement aux valeurs de PV40°N définies 
sur la figure 4.5. Les courbes pointillées en rose (vert) correspondent aux calculs de pour les 
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valeurs de PV40°N minimales (maximales) et la courbe bleue continue correspond à la valeur 
PV40°N moyenne. En 2011, l’aire des intrusions augmente rapidement au voisinage du 
turnover (jour 0), pour atteindre un maximum d’environ 5,2 %NH au jour 5 avant de décroître 
lentement. Cette importante augmentation est la signature du FrIAC. À l’inverse, en 2009, une 
aire très faible d’intrusion est obtenue entre les jours -10 et 0 (inférieure à 0,3 %NH), 
cohérente avec l’absence de FrIACs. L’intervalle de sensibilité ∆PV40°N, défini 
précédemment, se répercute sur le calcul de l’aire des intrusions S40°N. Cet écart, noté ∆S40°N, 
vaut en moyenne 0,2%NH (0,1%NH) en 2011 (2009), ce qui correspond à un intervalle de 
sensibilité relatif d’environ 0,2/5,2×100 ≈ 4% (0,1/0,3×100 ≈ 33%). 
 
 
Figure 4.7. Évolution en fonction du temps (exprimée en jours, où 0 correspond à la date du turnover) 
de l’aire des intrusions Slim, exprimée en % de l’aire de l’hémisphère nord (axe de gauche) ou en 
millions de km2 (axe de droite). Ces aires sont calculées au nord de 60°N (Φcircle=60°N) le long de la 
surface isentrope 850 K pour les valeurs minimales, maximales et moyennes de PVlim (cf figure 4.5) 
des années (gauche) 2011 et (droite) 2009. 
 
 Les tests de sensibilité effectués sur le choix de la valeur initiale PVlim (i.e. la date 
d’initialisation de la latitude équivalente limite Φeq,lim) montrent que son influence est faible 
sur le résultat obtenu pour la surface d’intrusion. De plus, en calculant les surfaces 
d’intrusions Slim dans l’intervalle de sensibilité défini, nous pouvons définir un écart ∆Slim, 
traduisant l’intervalle de sensibilité sur les surfaces calculées à partir de l’algorithme 
développé. 
IV.2.2.2 Tests de sensibilité sur le choix de la latitude équivalente limite 
 Les résultats obtenus par l’algorithme de détection d’intrusions des basses latitudes en 
région polaire sont à présent testés en fonction de la valeur de la latitude équivalente limite 
Φeq,lim, choisie à 30°N, 40°N et 50°N. La dépendance en fonction de Φeq,lim est illustrée sur la 
figure 4.8, au 20ème jour après le turnover en 2011 et 2009. Dans le cas de 2011, il apparaît 
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clairement que plus la valeur de Φeq,lim choisie est grande, plus l’aire du FrIAC est importante. 
En revanche, en 2009, alors qu’aucune intrusion associée à Φeq,30°N et Φeq,40°N (bleu et noir) 
n’est détectée, des structures larges et éparses apparaissent pour la valeur Φeq,50°N . Cela 
montre que la valeur limite Φeq,50°N n’est pas adaptée pour suivre les masses d’air 
subtropicales que nous souhaitons sélectionner. 
 
 
Figure 4.8. Cartes de vorticité potentielle obtenues à partir du modèle MIMOSA les (gauche) 25 avril 
2011 et (droite) 30 mai 2009 à 850 K. Les contours bleu, noir et rouge correspondent aux valeurs de 
PVlim moyennes, associées aux Φeq,30°N, Φeq,40°N, et Φeq,50°N, respectivement. 
 
 
Figure 4.9. Évolution, en fonction du temps, de l’aire des intrusions Slim au nord de 60°N 
(Φcircle=60°N) et à 850 K et en fonction de la latitude équivalente de référence Φeq,lim. Les valeurs de 
S30°N, S40°N et S50°N, associées aux latitudes équivalentes limites Φeq,30°N, Φeq,40°N, et Φeq,50°N, 
correspondent aux courbes rouges, noires et bleues, respectivement. Les courbes en pointillées 
indiquent les intervalles de sensibilité. 
 
 L’évolution temporelle de la surface des intrusions Slim, calculées autour du turnover 
des années 2011 et 2009, est illustrée sur la figure 4.9. L’intervalle de sensibilité ∆Slim, décrit 
dans la section précédente, est reporté pour chaque courbe. 
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 Pour 2011, on constate que les trois courbes ont des allures similaires montrant une 
forte augmentation de l’aire des intrusions au moment du turnover, suivie d’un palier plus ou 
moins court, puis d’une décroissance progressive. Ces allures de courbes sont cohérentes avec 
la présence d’un FrIAC en région polaire qui persiste après le turnover et dont le signal 
s’atténue progressivement par l’effet d’échauffement diabatique sur la vorticité potentielle. 
Par ailleurs, ce graphe indique que, plus la latitude équivalente limite Φeq,lim est choisie au 
sud, plus l’aire des intrusions correspondante est petite ; ce qui est cohérent avec la carte de la 
figure 4.8. 
 En 2009, l’algorithme détecte une augmentation progressive de l’aire des intrusions 
contraintes par la latitude équivalente limite Φeq,50°N (courbe rouge), n’apparaissant pas pour 
les valeurs de Φeq,lim inférieures. Ce résultat est en bon accord avec la carte de la figure 4.8. 
Aucun FrIAC n’ayant été observé en 2009, ce résultat indique que la valeur Φeq,50°N  n’est pas 
suffisamment contraignante pour l’année 2009, entraînant la détection importante d’intrusions 
qui ne sont pas associées à des FrIACs mais à un mélange global entre les masses d’air des 
moyennes latitudes et celles des latitudes polaires après la destruction du vortex polaire. Ce 
phénomène se traduit par une forte chute du gradient méridien de vorticité potentielle et une 
homogénéisation des valeurs de vorticité potentielle en région polaire. 
 Enfin, l’analyse des intervalles de sensibilité ∆Slim (écarts matérialisés par les courbes 
pointillées sur la figure 4.9) montrent que ceux-ci restent cohérents pour les valeurs Φeq,30°N et 
Φeq,40°N. En effet, ils convergent à mesure que le temps progresse. En revanche pour la valeur 
Φeq,50°N, une forte divergence est observée, quelle que soit l’année. 
 
 En conclusion, les tests sur les différentes valeurs de Φeq,lim, combinés à l’allure des 
intervalles de sensibilité montrent, pour les exemples de 2009 et 2011, que la valeur         
Φeq,lim =40°N semble être la plus adéquate pour la détection de FrIACs. 
 
 
 
 
 
 
 
 
Figure 4.10. Évolution, en fonction du 
temps et de la date d’initialisation du 
modèle MIMOSA, de l’aire des 
intrusions. La latitude équivalente de 
référence, Φeq,lim, est prise égale à 40°N. 
La valeur de PVlim correspond au PVlim 
moyenné entre -15 et 0 jours avant le 
turnover. 
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IV.2.2.3 Test de sensibilité sur le jour d’initialisation de la simulation 
MIMOSA 
 Le dernier test de sensibilité réalisé tient compte du jour de l’initialisation du modèle 
MIMOSA tinit. Les trois simulations, à 850 K, ont été initialisées le 1er janvier, 1er février et 1er 
mars 2011. Les résultats obtenus pour calcul de l’aire des intrusions sont montrés sur la figure 
4.10. Ils indiquent que l’aire obtenue est très peu dépendante de la date d’initialisation du 
modèle. Seule la simulation débutant le 1er mars présente un écart visible, qui cependant, est 
de 0,1%NH en valeur absolue, soit un écart de 2% en relatif. Par la suite, les simulations 
effectuées pour établir la climatologie des FrIACs ont toutes été initialisées à partir du 1er 
janvier de chaque année. 
IV.2.3 Résumé des tests 
 Le but de l’algorithme étant de détecter, de manière systématique, les intrusions en 
région polaire et après le turnover entre 1980 et 2011, les tests sur la valeur des latitudes 
équivalentes limites Φeq,lim ont été effectués sur l’ensemble des années. De la même manière, 
la détermination des intervalles de sensibilité associés a été effectuée, afin d’estimer la 
sensibilité sur le calcul de la surface ∆Slim. Les résultats sont résumés par la figure 4.11. 
 Le graphe de gauche donne la moyenne sur toutes les années de l’aire des intrusions en 
région polaire autour du turnover pour différentes latitudes équivalentes limites. On constate 
deux allures bien distinctes : 
 
• les courbes obtenues pour Φeq,30°N et Φeq,40°N (bleue et noire), indiquent une croissance 
des surfaces Slim au moment du turnover puis une diminution progressive vers 0. Cela 
indique que les masses d’air introduites en région polaire persistent puis disparaissent. 
Cette disparition du signal des intrusions après le turnover peut être envisagée selon 
deux scénarios. Les intrusions peuvent, soit être advectées en dehors de la région 
polaire délimitée par le cercle de latitude Φcircle=60°N, soit se dissiper progressivement 
par l’action du chauffage diabatique sur la vorticité potentielle. 
• les courbes obtenues pour Φeq,45°N et Φeq,50°N (verte et rouge) indiquent une croissance 
de la surface Slim au moment du turnover, qui s’accentue après les jours 30 et 20, 
respectivement. Ce phénomène est similaire à celui illustré par l’analyse détaillée du 
cas de 2009. Les valeurs de latitude équivalente limite 45°N et 50°N ne sont donc pas 
assez contraignantes, et peuvent entraîner la détection de nombreuses intrusions, qui 
ne sont pas forcément issues des régions subtropicales. En effet, l’activité ondulatoire 
diminuant progressivement après le turnover [Andrews et al., 1987], il n’est 
physiquement pas envisageable que des intrusions en région polaire, liées à des 
déferlement d’ondes, puissent avoir lieu plusieurs semaines après le turnover. Le choix 
de ces valeurs est donc exclu car il entraîne une confusion possible entre les 
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phénomènes de type FrIAC et le mélange global entre les masses d’air des moyennes 
latitudes et des régions polaires après le délitement du vortex polaire. 
 
 Le graphe de droite montre l’évolution temporelle climatologique de l’intervalle de 
sensibilité, ∆Slim, pour les différentes valeurs de la latitude équivalente limite, Φeq,lim, 
examinées précédemment. Il apparaît que plus la valeur de Φeq,lim est prise au nord, plus 
l’intervalle de sensibilité est étendue (incertitude plus grande). Pour la valeur Φeq,40°N , 
l’intervalle de sensibilité climatologique reste stable à une valeur inférieure à 0,5 %NH et vaut 
en moyenne 0,3 %NH entre les jours -15 et 50. Pour la valeur Φeq,30°N, l’intervalle de 
sensibilité est inférieur à 0,3 %NH. Au regard de l’évolution des intervalles de sensibilité, il 
semble, à nouveau, que la valeur de latitude équivalente limite Φeq,40°N soit la plus adéquate. 
 
 
Figure 4.11. (gauche) Évolution journalière de la surface des intrusions moyennée sur l’ensemble des 
années 1980 à 2011 pour les latitudes équivalentes de référence Φeq,lim=30°N, 40°N, 45°N et 50°N (en 
bleu, noir, vert et rouge, respectivement). La valeur de PVlim correspond au PVlim moyen calculé pour 
chaque année. (droite) Évolution journalière de la valeur de l’intervalle de sensibilité (exprimé en 
%NH) moyennée sur l’ensemble des années 1980 à 2011 pour les mêmes valeurs de Φeq,lim que sur le 
graphe de gauche. 
IV.3 Conclusion 
 Au regard de ces différents tests, il apparaît nettement, que les latitudes équivalentes 
limites les plus appropriées pour la détection d’air subtropical en région polaire, et par voie de 
conséquence, pour la détection des FrIACs, sont situées dans la gamme testée [30 ; 40]°N. Cet 
intervalle permet, d’une part, d’éviter toute confusion entre la détection de FrIACs et celle du 
mélange global entre les masses d’air des moyennes latitudes et de la région polaire après le 
délitement du vortex. D’autre part, il présente un intervalle de sensibilité suffisamment faible 
et peu variable dans le temps. Ces conditions ne sont pas vérifiées pour les valeurs de Φeq,lim 
plus élevées. 
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 Par ailleurs, puisqu’il n’existe pas de critère précis sur l’origine des masses d’air 
piégées au sein des FrIACs (i.e. masses d’air tropicales/subtropicales), nous choisirons par la 
suite, la valeur de latitude équivalente limite Φeq,40°N. Cette valeur, moins restrictive que 
Φeq,30°N, permet de détecter l’ensemble des intrusions pouvant potentiellement entraîner des 
phénomènes de FrIACs. La valeur de vorticité potentielle limite (PV40°N), correspondra au 
PV40°N moyen calculé entre -15 et 0 jours avant le turnover. Enfin, le modèle MIMOSA sera 
initialisé au 1er janvier pour chaque année considérée dans notre étude. 
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V Chapitre V 
Climatologie des FrIACs 
 En conclusion de leur article, Manney et al. [2006] suggèrent que des cas de FrIAC 
pourraient, après analyse des champs de PV, avoir eu lieu en 1982, 1994, 1997 et 2002, ce qui 
néanmoins, nécessite confirmation. Dans ce chapitre, nous proposons d’établir une 
climatologie détaillée de ces évènements depuis 1980 afin d’en déceler la variabilité, à la fois 
temporelle (interannuelle, décennale, etc) et structurelle (taille, origine, etc). Cela dans le but 
de mieux comprendre les processus dynamiques associés à ces évènements qui, nous l’avons 
vu dans le chapitre précédent, sont étroitement liés à l’activité ondulatoire et à la distribution 
du vent zonal en fonction du temps et de l’espace. En d’autres termes, la question scientifique 
est de savoir si les années où les FrIACs ont lieu présentent des caractéristiques spécifiques, 
qui les distinguent des autres, et si, l’établissement d’une série temporelle fiable de ces 
évènements peut apporter des indications sur l’évolution dynamique de la stratosphère dans 
un contexte climatique. 
 Cette climatologie des FrIACs est essentiellement basée sur les résultats du modèle 
MIMOSA qui s’avère très efficace dans la représentation de tels phénomènes. La première 
partie est consacrée à l’établissement de leur fréquence interannuelle et leur caractérisation 
structurelle. Dans la seconde partie, les liens entre les FrIACs et l’activité ondulatoire sont 
analysés en détail. Puis, l’analyse des liens existants entre la phase de la QBO et les FrIACs et 
plus généralement les intrusions provenant des basses latitudes, est traitée. Enfin, la dernière 
partie est consacrée à un bilan des différents résultats obtenus et à leur discussion. 
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V.1 Fréquence des FrIACs entre 1980 et 2011 
 Les simulations MIMOSA ont été réalisées en continu entre le 1er janvier et le 30 juin, 
pour chaque année entre 1980 et 2011. L’initialisation est effectuée à partir des champs de 
vents, température et pression des données réanalysées ERA-Interim de l’ECMWF. Notons 
que ces simulations ont toutes été effectuées à la température potentielle 850 K correspondant 
au niveau où le signal des FrIACs est le plus intense (cf Chapitre III). 
V.1.1 Identification des intrusions de basses latitudes en région polaire 
 Pour déceler la présence de FrIACs dans la stratosphère polaire, l’algorithme de 
détection d’intrusions de masses d’air (cf Chapitre V) est appliqué autour du turnover de 
chaque année entre 1980 et 2011, en utilisant les paramètres définis dans le chapitre IV. 
V.1.1.1 Détection systématique d’intrusions en région polaire 
 L’évolution à 850 K de l’aire des intrusions en région polaire (au nord de Φcircle=60°N) 
est montrée sur la figure 5.1 et divisée en quatre graphes (a, b, c et d) correspondant aux 
quatre décennies, pour plus de lisibilité. Pour les raisons mentionnées dans le chapitre 
précédent, la valeur de la latitude équivalente limite Φeq,lim a été choisie égale à 40°N. Les 
intervalles de sensibilité pour chaque année ne sont pas représentés, pour plus de lisibilité. En 
revanche la valeur d’aire 0.3 %NH est marquée par une ligne horizontale sur chaque graphe. 
Elle correspond à l’intervalle de sensibilité climatologique moyen ∆Slim, calculée pour la 
latitude équivalente limite Φeq,40°N (cf figure 4.11 et section IV.2.2.4). 
 Quelle que soit l’année considérée (figure 5.1), la période avant le turnover est 
caractérisée par une très forte variabilité de l’aire des intrusions issues des basses latitudes. 
Les intrusions sont advectées en région polaire mais n’y demeurent pas, étant rapidement, soit 
distordues soit déplacées hors du cercle de latitude Φcircle=60°N. L’apparition de telles 
perturbations est cohérente avec la propagation des ondes planétaires ayant lieu en présence 
de la circulation d’ouest hivernale [Andrews et al., 1987]. Après le turnover, les surfaces des 
intrusions affichent des oscillations de moindre amplitude avant de décroître progressivement 
au cours de la saison. Comme attendu, la présence d’air des basses latitudes en région polaire 
devient moins fréquente puisque les ondes planétaires, initiant leur intrusion, se dissipent avec 
l’arrivée de la circulation d’été. 
 La valeur de l’intervalle de sensibilité climatologique de la surface, ∆S40°N, égale à 0.3 
%NH (ligne horizontale pointillée), permet d’établir un seuil de détectabilité des intrusions 
venant des basses latitudes en région polaire. Notons que cette valeur d’aire est équivalente à 
la superficie de la péninsule ibérique, et qu’en dessous de celle-ci, les intrusions sont trop 
faibles pour être significative. 
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Figure 5.1. Évolution de l’aire des intrusions au nord de 60°N et à 850 K entre -15 et 50 jours autour 
du turnover (jour 0). Les années de type A (B) sont représentées en par un dégradé noir (couleurs). Les 
graphes a, b, c et d représentent, respectivement, les années 1980, 1990, 2000 et 2010. 
 
 On peut ainsi classifier les années en deux catégories. Les années sont dites de type A 
(courbes noires et grises) lorsque l’aire des intrusions détectées en région polaire est inférieure 
au seuil de détectabilité ∆S40°N=0.3 %NH après le turnover (jour 0). Les années sont dites de 
type B (courbes colorées) lorsque l’aire des intrusions détectées en région polaire est 
supérieure au seuil de détectabilité après le turnover. Une importante variabilité décennale est 
aussi observée ; le cadran des années 1990 montre qu’elles sont largement dominées par le 
type B tandis que les autres décennies montrent une répartition plus équilibrée des deux 
catégories. Notons que l’année 2010 a été classée dans la catégorie A où un phénomène de 
forte augmentation de l’aire des intrusions apparaît. Dans ce cas particulier, la vorticité 
potentielle augmente fortement pour la latitude équivalente Φeq,40°N après le turnover. Des 
masses d’air en région arctique associées, à tort, à des intrusions de masses d’air venant des 
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basses latitudes sont donc progressivement détectées. Ce phénomène correspond en réalité à 
la détection du mélange global entre les masses d’air des moyennes latitudes et celles de la 
région polaire après le délitement du vortex polaire comme nous l’avons montré au Chapitre 
IV. Ce cas de valeurs aberrantes pour la latitude équivalente limite 40°N est le seul recensé 
sur la période 1980-2011. 
 Dans la catégorie B, sont retrouvées les années 2003, 2005, 2007 et 2011 où des cas de 
FrIACs ont été identifiés. De plus, les années 1982 et 1994 classées dans cette même 
catégorie, sont en bon accord avec les suggestions de cas FrIACs émises par Manney et al. 
[2006]. Ces années particulières de la catégorie B sont marquées par la persistance 
exceptionnellement longue, au dessus du seuil de détectabilité, des intrusions en région 
polaire au-delà d’une trentaine de jours. Réciproquement, les années de catégorie A, où les 
signatures d’intrusions au nord de 60°N sont infimes voir nulles après le turnover, permettent 
d’exclure la présence d’évènement de type FrIAC. La persistance des intrusions dans la 
catégorie B étant très variable, il est cependant nécessaire d’affiner l’analyse pour statuer sur 
la présence de FrIACs. 
V.1.1.2 Analyse de la corrélation altitude géopotentielle/intrusion 
 Pour confirmer les occurrences de FrIACs, les champs d’altitude géopotentielle sont 
examinés. Dans leur article, Allen et al [2011] montrent que durant la phase anticyclonique, 
les anomalies détectées dans les traceurs (fortes valeurs de N2O) sont associées à la présence 
d’un anticyclone cohérent en région polaire (identifié à 850 K), persistant plusieurs mois 
après l’intrusion, les protégeant ainsi des effets de cisaillement du vent environnant. La figure 
5.2 montre la localisation climatologique en latitude, du maximum d’altitude géopotentielle 
au nord de 50°N par rapport au turnover (jour 0). Avant le turnover, la position moyenne du 
maximum de l’altitude géopotentielle est située autour 60°N. En effet, les latitudes polaires 
sont dominées par une cellule cyclonique associée au vortex polaire et donc à des altitudes 
géopotentielles plus faibles. À la transition du turnover, ce maximum est déplacé vers le nord, 
indiquant la mise en place du régime d’été pour atteindre, environ 30 jours après le turnover 
une latitude de 85°N en moyenne. Cela confirme que la recherche d’anomalies 
anticycloniques associées aux FrIACs doit être effectuée au nord de 60°N. 
 
 
Figure 5.2. Moyenne entre 1980 et 2011 de la latitude du maximum d’altitude géopotentielle (courbe 
noire continue) au nord de 50°N calculée entre -10 et 30 jours autour du turnover (ligne verticale). Les 
courbes pointillées bleues (cyan) représentent la médiane (l’écart type). 
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V.1.1.2.1 Années avec FrIACs 
 La figure 5.3 montre les cartes de vorticité potentielle à 850 K, telles que la PV est 
inférieure à la valeur de PV40°N moyenne (contour gris), calculée pour la latitude équivalente 
limite Φeq,40°N. Les anomalies de forte/faible altitude géopotentielle sont indiquées par les 
contours rouges/bleus. Ces cartes illustrent les années de type B, 1982, 1994, 2003, 2005, 
2007 et 2011, où des surfaces d’intrusions importantes ont été détectées après le turnover, 
persistant au moins 30 jours au-dessus du seuil de détectabilité (∆S40°N=0.3 %NH). Chaque 
carte est tracée peu après le turnover, lorsqu’une importante surface d’intrusion est détectée 
en région polaire (figure 5.1). 
 
 
Figure 5.3. Cartes de vorticité potentielle issues des résultats du modèle MIMOSA, telle que la PV est 
inférieure à la limite PV40°N à 850 K les : (a) 26 avril 1982 à 12 UT, (b) 23 avril 1994 à 12 UT, (c) 22 
avril 2003 à 00 UT, (d) 31 mars 2005 à 00 UT, (e) 2 mai 2007 à 00 UT et 10 avril 2011 à 12 UT. Les 
contours rouges (bleus) représentant les anomalies anticycloniques (cycloniques) sont tracés par pas 
de 100 m (50 m) depuis le maximum (minimum) d’altitude géopotentielle. 
 
 L’ensemble de ces cartes montre bien la présence de FrIACs, matérialisés par une 
large intrusion de masses d’air dont la vorticité potentielle est typique des basses latitudes. 
Ces intrusions sont piégées au sein de l’anomalie anticyclonique (contour rouge) en région 
polaire, confirmant les résultats de Allen et al. [2011]. Pour analyser les conditions de mise en 
place des FrIACs après le turnover, l’évolution temporelle de la distance entre le minimum de 
PV (cœur de l’intrusion des basses latitudes) et le maximum d’altitude géopotentielle (cœur 
de l’anomalie anticyclonique), notée LGPH-PV, est calculée au nord de 60°N pour ces 
différentes années. 
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Figure 5.4. Calcul de la distance LGPH-PV séparant le maximum d’altitude géopotentielle et le minimum 
de PV entre le 1er mars et le 30 juin des années 1982, 1994, 2003, 2005, 2007 et 2011. La distance 
LGPH-PV est calculée au nord de 60°N, 65°N et 70°N (courbes noires continues, pointillées et tiretées). 
Les courbes rouges indiquent le flux de chaleur (<v’T’>) moyenné zonalement puis dans la bande de 
latitudes [40 ; 70]°N. La ligne verticale indique la date du turnover. 
 
 La distance LGPH-PV calculée du 1er mars au 30 juin est montrée figure 5.4. Sur chacun 
des graphes, les trois distances LGPH-PV, calculées au nord des trois latitudes 60°N, 65°N et 
70°N, sont similaire et diminuent considérablement au voisinage du turnover. Elles sont 
maintenues à une valeur inférieure à 1000 km durant 1 mois (1994, 2003, 2007) jusqu’à 2 
mois (1982, 2005, 2011) avant de croître à nouveau. Elles forment ainsi une structure prenant 
l’aspect d’une « cuvette ». Par ailleurs, au sein de chaque cuvette, les trois courbes (continue, 
pointillée et tiretée) sont parfaitement corrélées, indiquant que la distance LGPH-PV est la 
même, quelle que soit la latitude seuil choisie (60°N, 65°N et 70°N) pour faire le calcul. Ce 
minimum de distance LGPH-PV signifie donc qu’il y a coïncidence entre la position du 
maximum de la hauteur géopotentielle et celle du minimum de PV en région polaire. Cette 
caractéristique permet d’expliquer que la structure dynamique de type FrIAC peut perdurer. 
 Ces graphes permettent, en outre, de déterminer la date d’établissement du FrIAC en 
région polaire, qui correspond à la date de mise en phase du maximum d’altitude 
géopotentielle et du minimum de PV (i.e. date à laquelle on peut identifier la cuvette). En 
2005 et 2011, la mise en place du FrIAC en région polaire a lieu, exactement au moment du 
turnover (ligne verticale). En revanche, en 1982, 2003 et 2007, le FrIAC s’établit entre 10 et 
30 jours après le turnover. En 1994, deux cuvettes successives apparaissent. La première, 
identifiée quelques jours avant le turnover, se dissipe 10 jours après, tandis que la seconde 
apparaît fin avril. La carte de la figure 5.3b illustre très bien cette situation. Deux lobes de 
faible valeur de PV sont détectés au nord de 60°N, l’un au-dessus du Canada et l’autre au 
dessus de l’océan arctique. Lors de l’intrusion du premier lobe, la première cuvette est visible 
jusqu’au moment de la seconde intrusion, qui entraîne l’apparition de la seconde cuvette. Le 
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premier lobe étant à l’extérieur de l’anomalie anticyclonique, il ne peut perdurer aussi 
longtemps que le FrIAC (second lobe), piégé dans l’anomalie anticyclonique. 
 Par ailleurs, l’évolution de la distance LGPH-PV est mise en relation avec l’activité 
ondulatoire. Les courbes de flux de chaleur moyennés dans la bande de latitude [40 ; 70]°N 
(figure 5.4) sont superposées sur chacun des graphes. Systématiquement, un pic de flux de 
chaleur est détecté au moment de l’apparition de la cuvette. Après cela, suite à l’établissement 
du régime d’été, l’activité ondulatoire s’estompe. 
 
 L’analyse des distances LGPH-PV s’avère donc être un bon diagnostic pour détecter la 
présence de FrIACs, qui se matérialise par l’apparition d’une cuvette dans la série temporelle 
LGPH-PV(t), après le turnover et qui perdure au moins un mois. Cette analyse permet 
notamment de confirmer six cas de FrIACs en 1982, 1994, 2003, 2005, 2007 et 2011. Pour 
ces six cas, un pic de l’activité ondulatoire est détecté avant l’apparition de la cuvette, en bon 
accord avec les résultats montrés à la fin du chapitre III. Ce diagnostique est donc appliqué 
aux autres années de type A et B afin de détecter la présence d’autres cas de FrIACs. 
V.1.1.2.2 Années de type A 
 
 
Figure 5.5. Comme pour la figure 5.4 mais en 2009. 
 
 La figure 5.5 représente la distance LGPH-PV et le flux de chaleur l’année 2009 qui est 
une année de type A. Immédiatement, on constate qu’aucune structure en forme de cuvette 
durable n’est détectée dans le graphe LGPH-PV(t) après le turnover. Les graphes représentant les 
distances LGPH-PV pour les autres années de type A sont disponibles dans l’annexe C. À 
nouveau, aucune structure en forme de cuvette n’est détectée. Il n’y a donc aucun FrIAC 
détecté lors des années de type A : 1981, 1983, 1984, 1987, 1989, 1990, 1991, 1999, 2001, 
2006, 2008 et 2010 
V.1.1.2.3 Les années de type B 
 Le reste des années de type B est examiné dans cette section. Deux cas particuliers, en 
1986 et 2002 sont détaillés. Une attention est aussi portée sur les années 1990, où un 
important nombre d’années de type B a été détecté (figure 5.1c). 
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V.1.1.2.3.1 1986 
 L’année 1986 (type B) présente des conditions particulières car comme l’indique la 
figure 5.1a, l’aire des intrusions après le turnover atteint jusqu’à 5 %NH et persiste, au-dessus 
du seuil de détectabilité, pendant au moins 35 jours. Ces résultats sont, à première vue, en 
faveur d’un évènement de type FrIAC. 
 
 
Figure 5.6. Comme pour la figure 5.4 mais en 1986. 
 
 
Figure 5.7. Cartes de vorticité potentielle à 850 K issues des résultats du modèle MIMOSA, telle que 
la PV est inférieure à la référence PV40°N calculée pour la latitude équivalente de limite Φeq,40°N  les : (a) 
12 avril 1986 à 12 UT, (b) 20 avril 1986 à 12 UT et (c) 26 avril 1986 à 12 UT. Les contours 
d’anomalie d’altitudes géopotentielles sont affichés comme pour la figure 5.3. 
 
 Le diagnostic utilisant la distance LGPH-PV (figure 5.6) est couplé aux cartes de vorticité 
potentielle (figure 5.7) afin de suivre l’évolution des intrusions en 1986 après le turnover. 
Vers le début du mois d’avril (figure 5.6) la cuvette commence à être identifiable suite à un 
pic de flux de chaleur très intense atteignant une valeur de 110 K·m·s-1 au moment du 
turnover. Le 12 avril, lorsque la distance LGPH-PV est minimale, l’intrusion de faible PV est 
localisée au cœur de l’anomalie anticyclonique (figure 5.7a). Peu après, un nouveau pic du 
flux de chaleur est détecté (figure 5.6). Le 20 avril 1986, un déferlement d’onde (figure 5.7b) 
est observé au-dessus de l’Asie tandis que l’intrusion précédemment identifiée est localisée 
au-dessus de l’Amérique du nord. L’anomalie anticyclonique est alors déformée par ce 
déferlement d’onde. L’intrusion initiale se trouve alors déphasée de l’anomalie anticyclonique 
la protégeant des effets de cisaillement de vent. Le 26 avril, alors que la structure en cuvette a 
disparu (figure 5.6), la carte (figure 5.7c) indique que les anomalies de PV et de hauteur 
géopotentielle ne coïncident plus ; l’anomalie de PV située au dessus de l’Asie commence à 
s’étirer dû aux effets de cisaillement répertoriés par Allen et al [2011]. Finalement, l’intrusion 
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est complètement étirée et s’estompe très rapidement. Ce cas ne sera donc pas considéré 
comme un FrIAC par la suite. 
V.1.1.2.3.2 2002 
 
 Après le turnover en 2002 (figure 5.1c) des intrusions d’aire relativement faible 
(inférieure à 1 %NH) et persistant moins de 10 jours sont détectées. Ces résultats, par 
comparaison avec les cas de FrIACs détectés, ne semblent pas indiquer la présence d’un 
« vrai » FrIAC. 
 
Figure 5.8. Comme pour la figure 5.4 mais en 2002. 
 
 En revanche, le diagnostic sur la distance LGPH-PV(t) permet d’identifier une cuvette 
persistant du début à la fin du mois de mai (figure 5.8). Afin d’examiner ce cas plus en détail, 
l’évolution des intrusions après le turnover a été tracée sur la figure 5.9. Cependant, la latitude 
équivalente limite utilisée jusqu’alors (Φeq,40°N) ne permet pas de visualiser ces intrusions 
suffisamment longtemps pour ce cas en particulier de 2002. Pour cette raison, la latitude 
équivalente limite pour définir le PVlim a été prise égale à 45°N. 
 
 
Figure 5.9. Cartes de vorticité potentielle à 850 K issues des résultats du modèle MIMOSA, telle que 
la PV est inférieure à la limite PV45°N calculée pour la latitude équivalente de limite Φeq,45°N les : (a) 8 
mai 2002 à 00 UT, (b) 18 mai 2002 à 00 UT et (c) 3 juin 2002 à 00 UT. Les contours sont colorés en 
gris clair (au lieu de gris foncé pour les figures 5.3 et 5.7 où Φeq,40°N). 
 
 Le 08 mai 2002 (figure 5.9a), après une identification non ambiguë de la cuvette, une 
intrusion est présente en région polaire et est bien corrélée avec le maximum d’altitude 
géopotentielle. Le 18 mai, cette structure persiste (figure 5.9b) pour finalement disparaître au 
début du mois de juin (figure 5.9c) par l’action des phénomènes diabatiques sur la PV. La 
signature de l’intrusion dans les champs de PV reste donc corrélée (jusqu’à sa disparition) 
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avec l’anomalie d’altitude géopotentielle. Par conséquent, cet évènement de 2002 sera par la 
suite considéré comme un cas limite de FrIAC, puisque bien qu’une intrusion des basses 
latitudes ait lieu après le turnover et persiste jusqu’à sa disparition dans la PV au sein d’une 
anomalie anticyclonique, sa région originelle aux moyennes latitudes est située beaucoup plus 
au nord que pour les cas de 1982, 1994, 2003, 2005, 2007 et 2011. 
V.1.1.2.3.3 Les années 1990 
 
 Les diagnostics sur les distances LGPH-PV(t) pour les autres années de type B, en 
particulier l’important nombre durant les années 1990 sont montrés dans l’annexe C. Parmi 
ces cas, aucun ne présente de cuvette permettant d’identifier des FrIACs de manière évidente. 
Bien que certaines cuvettes, aux alentours des turnover, soient indentifiables (années 1992, 
1995 et 1997), elles sont de courte durée et se disparaissent lors d’un second pic du flux de 
chaleur comme pour le cas de 1986. Par conséquent aucun FrIAC supplémentaire n’a été 
recensé. 
V.1.1.3 Bilan de la fréquence des FrIACs entre 1980 et 2011 
 La fréquence des FrIACs, sur l’ensemble des années 1980 à 2011, est résumée dans le 
tableau 5.1. Au cours des années 1980 à 2011, six cas de FrIAC ont pu être identifiés sans 
ambiguïté en 1982, 1994, 2003, 2005, 2007 et 2011. Dans chaque cas, ils sont associés à un 
pic de l’activité ondulatoire au moment du turnover, ou quelques jours après. Nous avons pu 
montrer que l’activité ondulatoire joue aussi un rôle dans la persistance des intrusions de 
basse latitude en région polaire puisque, comme le montrent les cas des années 1986, 1992, 
1995 et 1997, le maintient de l’activité ondulatoire après l’intrusion peut conduire à leur 
affaiblissement puis à leur dissipation. Un septième évènement, bien que plus discutable, a 
aussi été identifié au cours du printemps 2002.  
 
Années Type A Type B 
Avec FrIAC - 
1982, 1994, 2002, 2003, 2005, 2007 
et 2011 
Sans FrIAC 
1981, 1983, 1984, 1987, 1989, 1990, 
1991, 1999, 2001, 2006, 2008, 2009 
et 2010 
1980, 1985, 1986, 1988, 1992, 1993, 
1995, 1996, 1997, 1998, 2000 et 2004 
Tableau 5.1. Fréquence des FrIACs en fonction du type d’année (A ou B). 
 
 Finalement, ces résultats montrent que le nombre de FrIACs a augmenté au cours de 
ces 32 dernières années, en particulier entre 2002 et 2011, où cinq évènements ont été 
recensés. Ces résultats sont en bon accord avec les suggestions de Manney et al. [2006]. 
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Figure 5.10. Aire des intrusions associées aux FrIACs (en %NH) calculées les 26 avril 1982, 23 avril 
1994, 7 mai 2002, 22 avril 2003, 31 mars 2005, 2 mai 2007 et 10 avril 2011, au nord, respectivement, 
des cercles de latitude Φcircle=70, 70, 60, 60, 60, 65 et 60°N. Les aires ont été calculées en fonction des 
latitudes équivalente de référence Φeq,lim comprises entre 15 et 45 °N. Les courbes pointillées indiquent 
l’intervalle de sensibilité. 
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V.1.2 Caractérisation intrinsèque des FrIACs 
 Les surfaces et les origines en latitude des intrusions tropicales/subtropicales associées 
aux FrIACs recensés dans la section précédente, sont estimées à partir de l’algorithme de 
détection des intrusions en région polaire. Pour cela, les paramètres propres à l’algorithme, 
Φeq,lim et Φcircle doivent être ajustés. 
V.1.2.1 Aire des intrusions associées FrIACs 
 Une estimation plus précise de l’aire des intrusions des latitudes 
tropicales/subtropicales associées aux FrIACs est effectuée en ajustant le paramètre Φcircle de 
manière à exclure un maximum de filaments d’intrusions se situant en dehors du FrIAC. Les 
valeurs de Φcircle sont alors redéfinies, (figure 5.3 et 5.9), à 70, 70, 60, 60, 60, 65 et 60°N pour 
les années 1982, 1994, 2002, 2003, 2005, 2007, et 2011, respectivement. En particulier, 
l’évènement de 1994 (figure 5.3b) montre deux lobes situés au-dessus de l’Amérique du nord. 
Comme nous l’avons vu précédemment, seul le lobe le plus au nord correspond au FrIAC. La 
valeur limite Φcircle=70°N a donc été choisie afin d’exclure le lobe le plus au sud. Les dates 
choisies pour le calcul des surfaces coïncident avec les dates où la structure en forme de 
cuvette commence à être identifiable (figure 5.4 et 5.8).  
 Les résultats obtenus (figure 5.10) montrent que l’évènement de 2011 (rouge) est le 
plus étendu jamais enregistré avec une surface, enfermant des masses d’aires telles que la 
latitude équivalente limite vaut 45°N, atteint 6.6% NH, soit environ 16 millions de km2. Le 
cas de 2003, très étendu également, atteint une surface de 6.1 % NH. Les aires en 1982, et 
2007 sont les plus faibles, valant moins de 2% NH et les aires en 1994, 2002 et 2005 sont 
comprises dans l’intervalle [2 ; 4] % NH. Ces résultats illustrent bien la grande variabilité de 
l’étendue horizontale des FrIACs, l’évènement de 2011 étant plus de trois fois plus grand que 
celui de 2007. 
 La figure 5.10 montre aussi que la distribution de l’aire des masses d’air à l’intérieur 
des FrIACs varie fortement en fonction du cas et de la latitude équivalente considérée. Par 
exemple, en 2002, les masses d’air proviennent exclusivement des moyennes latitudes 
(supérieure à 36°N en latitude équivalente) tandis qu’en 2011 et 2005, l’origine tropicale/sub-
tropicale (inférieure à 30°N en latitude équivalente) est flagrante. Dans la section suivante, les 
fonctions de densité de probabilité ou PDFs (Probability Density Functions) sont calculées 
pour analyser en détail l’origine en latitude des masses d’air contenues dans les FrIACs. 
V.1.2.2 Origine des masses d’air au sein des FrIACs 
 Les fonctions de densité de probabilité sont basées sur l’aire totale de chaque FrIAC 
calculée pour Φeq,45°N. Les aires sont réparties selon des intervalles de 2° de latitude 
équivalente compris entre 15°N et 45°N. Elles sont ensuite divisée par l’aire totale du FrIAC 
et exprimée en pourcentages (figure 5.11). Une telle représentation permet d’estimer l’origine 
en latitude des masses d’air piégées à l’intérieur du FrIAC. 
V.1 Fréquence des FrIACs entre 1980 et 2011 
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Figure 5.11. Fonction de densité de probabilité (en %) de l’air contenu dans les FrIACs en fonction de 
leur origine en latitude équivalente. L’aire totale, affichée en %NH pour chaque histogramme est l’aire 
des intrusions associées au FrIAC calculée pour la latitude équivalente de limite Φeq,45°N. 
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 Les distributions (figure 5.11) montrent qu’en 2002, les masses d’air proviennent des 
latitudes équivalentes supérieures à 35°N, avec un maximum dans l’intervalle ]41 ; 43]°N. En 
2003, les masses d’air ont une latitude équivalente supérieure à 29°N, le FrIAC est donc 
originaire des moyennes latitudes, avec un maximum dans la gamme de latitudes équivalentes 
]37 ; 39]°N. En comparaison avec les autres évènements, ceux de 2002 et 2003 sont les moins 
intenses. En 1982 et 1994, les FrIACs ont une signature commençant à 25°N et 27°N, 
respectivement, typique des régions tropicales/subtropicales. Cependant leur distribution 
montre des formes bien distinctes, bimodale en 1982 et monomodale en 1994. En 1982, les 
deux modes sont concentrés dans les gammes de latitudes ]29 ; 35]°N et ]39 ; 45]°N en 1982. 
En 1994, le maximum est centré dans la gamme de latitudes ]37 ; 39]. Le FrIACs de 2005 
présente un maximum dans la gamme de latitudes ]33 ; 35]°N et celui de 2007 présente, 
comme en 1982, une distribution bimodale avec un premier maximum dans la gamme de 
latitudes ]33 ; 35] et un second dans la gamme ]43 ; 45]°N. Par ailleurs, le cas de 2005 montre 
une signature tropicale prononcée à partir de la gamme ]17 ; 19]°N. Celui de 2007, bien 
qu’essentiellement originaire des moyennes latitudes, présente aussi des masses d’air 
d’origine tropicales/subtropicales. L’histogramme de 2011 montre une distribution similaire à 
celle 2005 sauf que le maximum est déplacé vers l’équateur dans l’intervalle [27 ; 29]°N. 
 Les proportions d’air tropical/subtropical (proportions dans la gamme de latitudes 
]15 ; 31]°N) sont affichées dans le tableau 5.2. Il apparaît que le FrIAC de 2011 est un cas 
exceptionnel, comportant environ 40% d’air d’origine tropicale/subtropicale. Les FrIACs de 
2005 et 1982 affichent aussi une proportion significative d’air tropical d’environ 24 et 20 % 
respectivement. Enfin les cas de 1994 et 2007 présentent aussi de l’air tropical en plus faible 
proportion (<10%). Les cas de 2002 et 2003, montrent des intrusions moins intenses qui ne 
contiennent pas d’air tropical. Par ailleurs, les trois derniers cas (2005, 2007 et 2011) ont des 
origines en latitude très déplacées vers l’équateur. 
 
Année 1982 1994 2002 2003 2005 2007 2011 
Proportion d’air 
tropical/subtropical 
(en %) 
19.7 9.8 0.0 0.33 24.46 5.4 39.7 
Gamme de latitude 
minimum (en °N) ]25;27] ]27;29] ]35;37] ]29;31] ]15;17] ]19;21] ]17;19] 
Tableau 5.2. Proportion en taille, en fonction du FrIAC considéré, de l’air originaire de la bande de 
latitudes équivalentes ]15 ; 31]°N et gamme de latitude minimum détectée. 
 
 Cette analyse détaillée de la taille des intrusions associées aux FrIACs et de leur 
région d’origine (exprimée en latitude équivalente) indique que, d’une part, ces deux 
caractéristiques sont très variable d’un cas à l’autre et d’autre part, qu’elles ne sont pas 
forcément corrélées. En d’autre terme, un FrIAC comportant des intrusions de taille 
importante n’est pas forcément associé à des masses d’aires d’origine tropicale plus 
prononcée (comme par exemple en 2003). Le cas de 2011, exceptionnel, a été caractérisé par 
la taille la plus grande détectée, et la proportion d’air tropical la plus importante. 
V.2 Influence de l’activité ondulatoire 
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V.2 Influence de l’activité ondulatoire 
 Jusqu’alors, sept cas de FrIACs présentant des caractéristiques (taille et origine des 
intrusions) très variables ont été identifiés. Nous avons aussi montré que leurs occurrences 
sont étroitement liées à l’activité ondulatoire au moment du turnover. En particulier un ultime 
pic de flux de chaleur est détecté avant chaque intrusion de FrIAC. Nous proposons dans cette 
partie d’étudier plus en détail l’influence de l’activité ondulatoire afin de mieux comprendre 
la variabilité temporelle de la fréquence des FrIACs, mais aussi la variabilité de leurs 
caractéristiques propres identifiées dans la partie précédente. 
V.2.1 Caractéristiques intrinsèques des FrIACs 
V.2.1.1 Origine des masses d’air 
 Pour examiner le lien entre l’origine des masses d’air piégées dans les FrIACs et 
l’activité ondulatoire, l’évolution des flux de chaleurs à 30 hPa en fonction de la latitude est 
examinée (figure 5.12). Pour cette figure, le jour central (jour 0) correspond aux dates 
auxquelles les FrIACs se forment en région polaire, associées à l’établissement de la structure 
en forme de cuvette (figures 5.4 et 5.8). Notons que cette référence, utile pour étudier chaque 
FrIAC séparément, diffère de la date du turnover, plus utile pour définir la transition 
saisonnière. 
 Comme attendu, une bande de flux de chaleur couvrant une large gamme de latitudes 
est détectée durant les jours qui précèdent le développement du FrIAC (avant le jour 0) en 
région polaire. Le cas de 2011, contenant une forte proportion en masses d’air d’origine 
tropicale/subtropicale (tableau 5.2), montre le maximum de flux de chaleur le plus fort au jour 
-5, atteignant une valeur supérieure à 100 K·m·s-1 à 70°N (figure 5.12). Pour les cas de 1982 
et 2005, indiquant une proportion d’air tropical/subtropical à hauteur d’environ 20%, les pics 
de flux de chaleur (supérieur à 40 K·m·s-1) détectés au jour -7 atteignent des latitudes de 55°N 
et 50°N, respectivement. En 1994, où la proportion d’air tropical/subtropical est d’environ 
10%, le maximum de flux de chaleur est situé à une latitude proche de 60°N. Pour 
l’évènement de 2007, qui présente des signatures tropicales fortement déplacées vers le sud 
(jusqu’à ]19 ; 21]°N) mais en faible proportion (5%), le maximum de flux de chaleur est 
relativement faible (inférieur à 30 K·m·s-1) mais atteint une latitude de 45°N le jour -9. Les 
cas de 2002 et 2003, qui présentent des masses d’air venant des moyennes latitudes (figure 
5.10) affichent des flux de chaleur dont le maximum est situé autour de 75°N et 65°N, 
respectivement. En revanche pour 2003, le flux de chaleur est plus intense qu’en 2002 
(jusqu’à 70 K·m·s-1 en 2003 contre 30 K·m·s-1 en 2002). 
 Cette association entre l’origine des masses d’air dans les FrIACs et l’évolution du 
flux de chaleur suggère que l’origine des masses d’air dans les FrIACs dépend de la 
combinaison de l’intensité du flux de chaleur et de sa position au moment de l’intrusion. En 
d’autres termes, plus le flux de chaleur est intense et déplacé vers l’équateur, plus l’origine 
Chapitre V : Climatologie des FrIACs 
 136
tropicale sera prononcée et plus la masse d’air correspondante sera abondante au sein des 
FrIACs. 
 
 
Figure 5.12. Évolution du flux de chaleur <v’T’> à 30 hPa en fonction du temps et de la latitude pour 
les années où les FrIACs ont été détectés. Le jour 0 correspond à la date où les cuvettes sont 
identifiables (figures 5.4 et 5.8). La courbe noire indique la latitude du maximum de flux de chaleur. 
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V.2.1.2 Surface des intrusions associées aux FrIACs 
 Comme nous l’avons mentionné précédemment, il ne semble pas qu’une corrélation 
existe entre l’origine des masses d’air piégées à l’intérieur des FrIACs et leur surface. Les 
différentes analyses effectuées précédemment révèlent que la surface des intrusions 
conduisant à la formation de FrIACs semble, d’après la figure 3.14 (cf Chapitre III), du même 
ordre de grandeur que la taille de la rémanence aidant à la formation de la cellule dipolaire. 
Ce résultat, déduit de façon qualitative, est aussi visualisé sur les cartes illustrant les 
anomalies d’altitude géopotentielle lors les FrIACs de 2005 (figure 5.3d), 2011 (figure 5.3f) et 
2002 (5.9a). Sur ces trois cartes, la surface de l’anomalie cyclonique (contour bleu), associée 
à la rémanence formant la cellule dipolaire, est très proche de la surface de l’anomalie 
anticyclonique (contour rouge) associée au FrIAC. Par ailleurs, cette interprétation est en bon 
accord avec les résultats publiés par Harvey et al. [2002] qui ont montrés, que plus le vortex 
polaire présente une aire importante, plus l’aire des anticyclones associés l’est également. 
Néanmoins, cette interprétation purement qualitative requerrait un diagnostique quantitatif 
adapté pour être confirmée. 
 
 Une interrogation demeure concernant la fréquence interannuelle des FrIACs. 
Précédemment, les années ont été classées en deux catégories, de type A ou B. La première 
(la seconde) indique l’absence (la présence) d’intrusions d’air des basses latitudes en région 
polaire après le turnover. Il a notamment été montré que les années où les FrIACs ont lieu 
font toutes parties de la catégorie B et pour la plupart correspondent à celles où les intrusions 
persistent le plus longtemps en région polaire. Dans la section suivante, nous proposons 
d’examiner les conditions dynamiques (vent zonal et activité ondulatoire) aux cours des 
hivers des années 2000 à 2011 afin de déceler si elles sont susceptibles d’avoir un impact sur 
les évènements d’intrusions au printemps et en particulier sur les FrIACs. 
V.2.2 Le rôle des réchauffements stratosphériques majeurs 
 Les réchauffements stratosphériques majeurs sont définis par le WMO [2007] lorsque 
le régime d’ouest de vent zonal (en moyenne zonale) à 60°N et 10 hPa, s’inverse vers un 
régime d’est. Les évolutions du vent zonal moyen à 60°N et 10 hPa (30 hPa) du 1er janvier au 
31 mai des années 2000 à 2011 sont illustrées sur la figure 5.13 par les courbes continues 
(pointillées), respectivement. Cette période a été choisie car elle présente un nombre 
important à la fois d’années de catégories A mais aussi de FrIACs. 
V.2.2.1 Études des années 2000 à 2011 
 Trois réchauffements majeurs particulièrement intenses apparaissent en 2001 (jours 45 
à 55), 2006 (jours 20 à 37) et 2009 (jours 23 à 50). Ils sont caractérisés par un renversement 
temporaire de la circulation moyenne à 30 hPa. Ils sont suivis par un retour à une circulation 
d’ouest plutôt lente (inférieure à 30 m·s-1), ce qui indique un vortex polaire faible et très peu 
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perturbé. Durant les hivers 2001/2002 et 2003/2004, des réchauffements soudains ont lieu tôt 
durant l’hiver ; avant le jour 0 et entre les jours 4 et 14, respectivement. L’année 2008 montre 
une très forte circulation d’ouest affaiblie lors d’un réchauffement  tardif (jour 52 à 60), 
empêchant la reformation du vortex polaire. Enfin en 2010, la circulation d’ouest enregistrée à 
50 m·s-1 au début du mois de janvier, subit un ralentissement très abrupt (jour 20) puis reste 
très faible jusqu’à la fin de l’hiver. Les printemps de chacune de ces années (2001, 2002, 
2004, 2006, 2008, 2009 et 2010) sont caractérisés par une transition lente vers le régime d’été 
et un turnover tardif qui intervient au début du mois de mai (après le jour 120). 
 À l’inverse, les hivers 2000, 2003, 2005 et 2007 montrent des caractéristiques 
communes ; un vortex fort et assez perturbé, et la vitesse du vent zonal moyen qui décroît 
progressivement jusqu’au moment d’un turnover abrupt qui a lieu avant mi-avril (avant le jour 
110). Lors de ces années, le régime d’ouest hivernal est perturbé mais ne disparaît jamais 
complètement en comparaison avec les années où de forts réchauffements ont lieu et 
conduisent à la reformation d’un vortex très faible. Par exemple, le vent zonal en 2003 montre 
de nombreuses oscillations à partir du jour 20 suggérant des déplacements importants du 
vortex sans pour autant qu’il ne disparaisse. Ce type de comportement apparaît aussi en 2005 
et 2007. En 2011, le vortex polaire très fort et se déplace peu au cours de l’hiver jusqu’au jour 
94 où la circulation se renverse brutalement. Cette figure illustre à nouveau l’hiver 
exceptionnel en comparaison avec les hivers 2000 à 2010. 
 
 L’activité ondulatoire est examinée aux moyennes latitudes en utilisant la quantité 
<v’T’> calculée à 30 hPa et moyennée dans la bande de latitude [40 ; 70]°N. Avant et durant 
les réchauffements majeurs de 2001, 2006 et 2009, l’activité ondulatoire est très intense : de 
larges bandes de flux de chaleur, détectées entre les jours 18 à 50 (2001), 0 à 30 (2006) et 10 à 
40 (2009) atteignent des maxima de 100, 80 et 150 K·m·s-1, respectivement. Lorsque le vortex 
polaire se reforme suite à ces évènements, l’activité ondulatoire est fortement atténuée comme 
le montrent les faibles valeurs de flux de chaleur (inférieures à 25 K·m·s-1) après les jours 50, 
30 et 40, respectivement. De manière similaire, la figure 5.13 montre qu’en 2008 et 2010, le 
flux de chaleur décroît progressivement après le réchauffement (jour 55 et 20 respectivement) 
atteignant une valeur proche de 0 K·m·s-1 environ 30 jours avant le turnover. Ces cinq années, 
qui présentent une très faible activité au moment du turnover correspondent en outre à des 
années de catégorie A (figure 5.1) où aucune intrusion n’est détectée au moment du turnover. 
 Les années 2002 et 2004, de catégorie B, indiquent aussi que la propagation des ondes 
planétaires diminue progressivement alors que le vortex a été considérablement affaibli 
(figure 5.13) par des réchauffements soudains aux jours 0 et 10, respectivement. En 2004 
cependant, un faible pic de flux de chaleur est détecté au moment du turnover conduisant à 
l’intrusion d’une très faible quantité d’air des basses latitudes qui n’est détectée seulement 
qu’une dizaine de jours (figure 5.1). En 2002, où comme nous l’avons vu précédemment, un 
FrIAC a eu lieu, une augmentation du flux de chaleur est détectée en région polaire (latitudes 
supérieures à 70°N, figure 5.12) conduisant à l’advection d’air venant des moyennes latitudes.  
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Figure 5.13. Évolution temporelle (en jours à partir du premier janvier) de la moyenne zonale du vent 
zonal (en m·s-1) à 60°N et 10 hPa (courbe noire continue) et 30 hPa (courbe noire pointillée) et du flux 
de chaleur <v’T’> (courbe rouge) calculé à 30 hPa et moyenné dans la bande de latitudes [40 ; 70]°N 
(en K·m·s-1). Les années montrées vont de 2000 à 2011. 
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 Les années 2003, 2005, 2007 et 2011, où des FrIACs ont eu lieu, sont caractérisées par 
une activité ondulatoire qui se maintient jusqu’au turnover, au moment duquel un pic de flux 
de chaleur est détecté. Ce pic est associé à la formation du FrIAC en région polaire. Lors des 
années correspondantes, le vortex n’est pas disloqué par des réchauffements stratosphériques 
soudains. Enfin, l’année 2000 présente des caractéristiques très proches des années où des 
FrIACs ont été détectés. D’une part, la moyenne du vent zonal (figure 5.13) décroît 
progressivement et le flux de chaleur est maintenu tout au long de l’hiver jusqu’au turnover 
(jour 100) où un est pic est observé. En utilisant une approche similaire à l’étude de 
l’intrusion de 2007 (cf III.3.3.3), les résultats montrent que, bien qu’une cellule dipolaire se 
forme au moment du turnover, le pic d’activité ondulatoire ne semble pas assez intense pour 
permettre à la masse d’air subtropicale d’être advectée en région polaire. Les figures associées 
sont montrées dans l’annexe D. 
V.2.2.2 Étude climatologique et discussion 
 Durant les années 2000 à 2011, plusieurs réchauffements soudains ont été détectés et 
reportés dans la littérature : en février 2001 [Jacobi et al., 2003], janvier 2004 [Manney et al., 
2005a ; Liu et al., 2009], janvier 2006 [Manney et al., 2009], février 2008 [Coy et al., 2009], 
janvier 2009 [Manney et al., 2009] et février 2010 [Ayarzagüena et al., 2010]. En particulier, 
les cas de 2006, 2008 et 2009 ont été étudiés par Orsolini et al. [2010], utilisant les analyses 
GOES-5 et les données de la plateforme satellite ODIN. Ils ont montré que la propagation 
vers le bas du régime d’est lors des réchauffements soudains conduit à déplacer le ligne de 
vent nul (critical line) vers les plus basses couches stratosphériques. Ce phénomène contribue 
ainsi à inhiber la propagation des ondes de Rossby dans la stratosphère moyenne [Tomikawa, 
2010] et ces ondes jouent un rôle crucial dans le développement des FrIACs. Au regard des 
hivers 2001, 2006 et 2009 (figure 5.13) mais aussi 1984, 1987, 1989 et 1999 (cf annexe E), 
les réchauffements stratosphériques ont contribué à inverser la circulation d’ouest jusque dans 
les basses couches (30 hPa) inhibant ainsi la propagation d’ondes (faible flux de chaleur) 
après la reformation du vortex. Dans ces cas le turnover a lieu alors que l’activité ondulatoire 
est très faible conduisant à une absence d’intrusions de masses d’air des basses latitudes en 
région polaire. En effet, les années précédemment citées sont de type A. 
 Cette analyse suggère donc que dans les cas de réchauffements soudains 
particulièrement intenses au cours de l’hiver, les évènements de type FrIAC n’ont pas lieu. 
Par ailleurs, les hivers des années 90 qui ont été marqués par une très faible fréquence de 
réchauffements soudains [Charlton and Polvani, 2007] montrent en parallèle une grande 
proportion d’années de type B (70%) comme nous l’avons illustré sur la figure 5.1. 
Cependant, les FrIACs n’ont pas été plus fréquents pour autant. Pour l’occurrence de FrIACs, 
la condition d’absence de réchauffement stratosphérique soudain intense est donc nécessaire 
mais pas suffisante. 
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V.3 Influence de la circulation en région tropicale sur 
l’existence d’évènements de type FrIAC 
 Comme nous l’avons mentionné dans le chapitre I, des études ont montré que 
l’oscillation quasi-biennale (QBO) pouvait avoir des effets sur les régions extratropicales 
[Baldwin et al., 2001, Baldwin and Dunkerton, 1998]. Certaines études ont été menées afin 
d’établir un lien entre la phase de la QBO et son influence sur la stratosphère polaire arctique. 
En se basant sur une étude statistique durant la période 1962-1977, Holton and Tan [1980, 
1982] ont suggéré que lors de la phase d’est de la QBO dans la basse stratosphère, le vortex 
polaire est plus faible, plus chaud, et plus perturbé. En d’autres termes, que les 
réchauffements seraient plus fréquents. Dans cette section, la relation éventuelle entre la 
phase de la QBO et l’occurrence des FrIACs est examinée. 
V.3.1 Évolution de la QBO entre 1980 et 2011 
 L’évolution de la moyenne zonale du vent zonal à 10 hPa, de 1980 à 2009 et dans 
l’hémisphère nord est représentée figure 5.14. Les régimes de circulation sont très différents 
en fonction de la gamme de latitudes considérée. La gamme [0 ; 15]°N est dominée par le 
signal de QBO indiquée par l’oscillation de la direction du vent zonal sur une période 
d’environ 2 ans (de 24 à 30 mois). On constate aussi qu’à cette altitude (~31 km), la phase 
d’est (en bleue) persiste plus longtemps que la phase d’ouest (en rouge). Aux plus hautes 
latitudes (supérieures à 45°N) l’oscillation annuelle traduisant l’alternance vortex 
hivernal/anticyclone estival domine. Cette oscillation présente une variabilité nettement moins 
prononcée que celle de la QBO. Enfin aux latitudes intermédiaires, le régime de circulation 
semble provenir de la combinaison de l’influence de la QBO et de l’oscillation annuelle. 
Néanmoins, une décomposition du signal afin de déceler les harmoniques principales serait 
nécessaire pour en fournir une description précise. En région polaire, cette représentation 
(figure 5.14) permet aussi de déceler les réchauffements stratosphériques soudains, traduits 
par une inversion temporaire de la circulation au cours de l’hiver. En particulier, on distingue 
des langues de circulation d’est (se propageant jusqu’aux moyennes latitudes) durant les 
hivers 1980/1981, 1982/1983, 1983/1984, 1986/1987, 1988/1989, 1998/1999, 2000/2001, 
2005/2006, 2007/2008 et 2008/2009 correspondant tous à des années de catégorie A (figure 
5.1). Réciproquement, ce type de structure n’est que très peu présent au cours des années 90 
qui ont été dominées par la catégorie B, et lors desquels, très peu de réchauffements 
stratosphériques ont été détectés. 
 Les lignes blanches verticales (figure 5.14) indiquent les dates auxquelles les FrIACs 
se sont développés en région polaire (analogues aux dates des figures 4.12 et 4.16). Aux 
latitudes polaires, comme attendu, les FrIACs apparaissent lors de l’inversion du régime des 
vents. Aux moyennes latitudes, un résidu de la circulation d’ouest d’hiver est encore visible, 
ce qui correspond à la ceinture d’ouest. Enfin, aux latitudes tropicales, dans la gamme 
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[0,25]°N, la circulation d’est (en bleu) domine avant l’intrusion sauf pour le cas de 2002 qui 
montre la période d’inversion de la phase de la QBO d’ouest vers d’est à 10 hPa. 
 
 
Figure 5.14. Évolution de la moyenne zonale de la vitesse du vent zonal à 10 hPa dans l’hémisphère 
nord au cours du 1er janvier 1980 au 31 décembre 2009. 
 
 Pour confirmer cette observation, la moyenne spatiale (zonale) et temporelle (du jour -
10 à 0 avant le turnover) du vent zonal a été tracée figure 5.15 en fonction de la latitude et de 
l’altitude pour les années où les FrIACs ont eu lieu. Il apparaît qu’avant les intrusions des 
FrIACs, la cellule d’est de la QBO s’étendait dans les gammes verticales [70 ; 3], [50 ; 2], 
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[10 ; 3], [40 ; 4], [30 ; 2], [40 ; 3] et [20 ; 2] hPa pour les années 1982, 1994, 2002, 2003, 
2005, 2007 et 2011 respectivement. La gamme verticale d’extension des FrIACs a été 
observée dans la l’intervalle [30 ; 3] hPa (cf III.3.1.2) et [Manney et al., 2006 ; Lahoz et al., 
2007]) ce qui est en bon accord avec l’extension verticale des cellules d’est observées sur la 
figure 5.15. 
 
 
Figure 5.15. Coupe en latitude/pression de la moyenne zonale et temporelle de la vitesse du vent 
zonale (en m·s-1). La moyenne temporelle est calculée entre -10 et 0 jours avant l’établissement du 
FrIAC en région polaire. 
 
 La présente analyse semble indiquer que les FrIACs ont préférentiellement lieu lors de 
la phase d’est de la QBO. Afin de confirmer cette hypothèse, nous proposons d’examiner plus 
en détail les fréquences des intrusions de basses latitudes vers les régions polaires en fonction 
de la phase de la QBO. 
V.3.2 Influence de la QBO 
V.3.2.1 Fréquence des intrusions en fonction de la phase de la QBO 
 La fréquence de présence des masses d’air des basses latitudes est calculée pour 
chaque mois entre janvier et mai et est établie sur la période 1980-2011 en fonction de la 
phase de la QBO. Pour cela, la série de simulations MIMOSA à 850 K est à nouveau utilisée 
ainsi que les données de vent zonal des réanalyses ERA-Interim. Le calcul s’effectue de la 
manière suivante ; toutes les 12 h sur la période considérée, les champs de PV du modèle 
MIMOSA sont convertis en latitudes équivalentes sur l’ensemble de l’hémisphère nord. Sur 
deux grilles annexes (QBO-E et QBO-W), à la même résolution horizontale que MIMOSA, 
les points correspondant à des masses d’air ayant une latitude équivalente inférieure à un 
Φeq,lim choisi (ici 40°N) sont recensés en fonction de la phase de la QBO déterminée à 0°N à 
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partir de la moyenne zonale de la vitesse du vent zonal. Pour chaque mois de la période de 31 
années couvertes, on obtient ainsi le nombre de fois où des masses d’air avec une latitude 
équivalente inférieure à Φeq,40°N ont été recensées pour chaque point de grille MIMOSA. En 
divisant par le nombre total de pas de temps par mois, on en déduit la fréquence de présence 
d’intrusions de masses d’air (en %) originaires des basses latitudes sur l’ensemble de la grille 
MIMOSA. Les résultats sont montrés sur la figure 5.16. 
 Durant le mois de janvier, le maximum d’intrusions des moyennes et des basses 
latitudes est localisé (figure 5.16), quelque soit la phase de la QBO, à 180°E et 55°N 
correspondant à la localisation climatologique du centre de l’anticyclone des îles aléoutiennes 
(AH) [Harvey et al., 2002]. Ce maximum atteint 60% (50%) sur le graphe de phase QBO-E 
(QBO-W). La zone dépourvue d’intrusions indique la position climatologique du vortex 
polaire. Par ailleurs, le maximum de fréquence des intrusions pour le graphe de QBO-E est 
bien centré, montrant un détachement de ce maximum depuis les basses latitudes sous forme 
de lobe. À l’inverse, pour le graphe QBO-W, le maximum est plus étendu en latitude et 
couvre la gamme [30 ; 60]°N. Enfin, les graphes de QBO-E font apparaître un maximum 
secondaire le long du méridien de Greenwich qui est absent pour les graphes de QBO-W. Ce 
maximum secondaire est la signature d’une propagation d’onde planétaire de nombre d’onde 
k=2. 
 Les figures du mois de février (figure 5.16) présentent la même allure que celle du 
mois de janvier. Les maxima, toujours coïncidant avec la position de l’AH, sont plus faibles et 
ne dépassent pas 40%. En revanche, le contour 10% indique que des intrusions sont détectées 
jusqu’à 85°N quelle que soit la phase de la QBO. 
 Au mois de mars (figure 5.16), les structures précédemment identifiées apparaissent 
encore mais sont très atténuées. Les maxima sont supérieurs à 20% quelle que soit la phase de 
la QBO, bien que le graphe QBO-E montre un maximum plus étendu au sein de l’AH. Le 
contour 10% est toujours présent jusqu’à 85°N, quelle que soit la phase de la QBO. Au sud de 
la latitude 40°N, le gradient méridien de la fréquence des intrusions s’intensifie indiquant que 
les intrusions sont de moins en moins advectées vers les hautes latitudes. Ces résultats sont 
cohérents avec la baisse de l’activité ondulatoire vers le mois de mars correspondant au début 
de la période de transition entre le régime dynamique d’hiver et celui d’été. 
 Au mois d’avril, la signature du piégeage des intrusions dans l’AH a disparu sur les 
deux graphes. Le déplacement vers le nord des contours de plus forte fréquence des intrusions 
dans la région [45 ; 135]°E et [40 ; 50]°N, indique la région préférentielle d’advection des 
intrusions vers les régions polaires. Sur le graphe QBO-E, le contour de 10% révèle une 
langue traversant les moyennes latitudes ([50 ; 70]°N) dans la gamme de longitudes [105 ; 
145]°E pour atteindre la région arctique, où il s’étend alors à l’ensemble des longitudes. Cette 
structure bien définie montre donc, qu’au printemps, les intrusions empruntent 
préférentiellement la frontière ouest de l’AH puis atteignent le pôle où elles peuvent persister. 
Cette signature typique est principalement due aux FrIACs. Par ailleurs elle n’apparaît pas sur 
le graphe QBO-W, où plus au nord, la fréquences des intrusion est négligeable au nord de 
60°N, au voisinage de la position de l’AH. 
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Figure 5.16. Fréquence de présence des intrusions de masses d’air, définie par la latitude équivalente 
limite Φeq,40°N , calculées en fonction du mois et de la phase de la QBO (QBO-E pour la phase d’est et 
QBO-W pour la phase d’ouest) à 850 K. Ces statistiques sont montrées sur l’ensemble de la période 
1980-2011. Des précisions sur la méthode de calcul sont données dans le texte. 
 
 Ce graphe montre donc, à partir d’une climatologie basée sur 32 années, que la phase 
d’est de la QBO semble favoriser le développement d’intrusions des basses latitudes en région 
polaire. 
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 Enfin en mai, les intrusions affichent une fréquence très faible en région polaire 
(<10%) quelque soit la phase de la QBO. Le fort gradient méridien de la fréquence des 
intrusions situé vers 40°N indique que les échanges méridiens sont alors très faibles, en bon 
accord avec la mise en place du régime d’été et la diminution d’activité ondulatoire. 
V.3.2.2 Comparaison QBO-E/QBO-W 
 Afin de mieux estimer l’influence de la phase de la QBO sur la fréquence des 
intrusions, les quantités précédemment montrées (figures 5.16), ont été soustraites (QBO-E 
moins QBO-W) et tracées sur la figure 5.17. 
 En janvier, la région polaire est dominée par des intrusions lors de la phase QBO-W. 
Le cœur de l’AH est dominé par des intrusions lors de la phase QBO-E tandis que 
l’environnement est dominé par des intrusions lors de la phase QBO-W. On retrouve donc les 
résultats précédents montrant que durant la phase QBO-E les régions affectées par les 
intrusions sont plus localisées que durant la phase QBO-W où les régions affectées sont plus 
étendues. Par ailleurs, la signature du nombre d’onde k=2 lors de la phase QBO-E est très 
prononcée, comme l’indique la fréquence des intrusions en phase QBO-E au dessus de 
l’océan atlantique et de l’Europe. 
 
 
Figure 5.17. Différence (en %) entre la fréquence des intrusions lors des phases QBO-E et QBO-W. 
Les valeurs positives en bleues (négatives en rouge) indiquent une prédominance des intrusions lors de 
la phase QBO-E (QBO-W) de la QBO. Les graphes sont donnés pour Φeq,40°N en (a) janvier, (b) 
février, (c) mars et (d) avril. 
 
 Ces mêmes caractéristiques sont retrouvées en février sauf que les régions polaires 
commencent à être dominées par des intrusions ayant eu lieu lors de la phase QBO-E, comme 
l’indique la région colorée en bleue au nord de l’Europe. 
 Au mois de mars la signature d’ondes planétaires de nombre d’onde k=2 est fortement 
atténuée. En revanche dans la région de l’AH (gamme de longitudes [45 ; 225]°E), les 
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intrusions lors de la phase QBO-E sont prédominantes au nord (en comparaison à la situation 
pour la phase QBO-W), favorisant l’accès vers les latitudes polaires. 
 En avril, les intrusions lors de la phase QBO-E dominent l’ensemble de la région 
polaire (au nord de 70°N) tandis que celles lors de la phase QBO-W restent majoritairement 
confinées aux moyennes latitudes. Notons que les résultats calculés pour la latitude 
équivalente limite Φeq,30°N  sont montrés dans l’annexe F et sont cohérents avec ceux présentés 
dans la cette section. 
V.3.2.3 Interprétation des résultats 
 L’analyse des couplages entre le régime dynamique aux latitudes tropicales et la 
fréquence des intrusions en région polaire révèle que sur la période 1980-2011, lors de la 
phase d’est de la QBO, les régions polaires ont été en général affectées par des intrusions 
entre les mois de février et avril. Cette analyse montre aussi que lors de la phase QBO-E, les 
intrusions sont d’avantage concentrées au cœur de la position climatologique de l’AH. 
L’identification d’une dépendance de la localisation des intrusions en fonction de la phase de 
la QBO est cohérente avec les travaux de Knox and Harvey [2005]. Ils ont suggéré que les 
déferlements d’ondes pouvaient être modulés par le cisaillement de vent zonal induit par la 
phase de la QBO. Ces résultats s’inscrivent également dans le contexte de la relation d’Holton 
et Tan qui indique que la stratosphère est plus chaude et le vortex polaire plus faible lorsque la 
QBO est en phase d’est, bien que les mécanismes sous-jacents ne soient pas encore clairement 
identifiés. En effet, les intrusions modélisées, qui dominent lorsque la phase QBO-E, 
contribuent à un réchauffement de la stratosphère polaire et un affaiblissement du vortex. En 
ce sens, nos résultats semblent cohérents avec la relation d’Holton et Tan. 
 Peters and Waugh [1996] ont classifié les déferlements d’ondes dirigés vers le pôle 
dans la haute troposphère/basse stratosphère selon deux catégories. Les déferlements de type 
P2 induisent de larges filaments qui s’enroulent de manière anticyclonique lors de leur 
advection vers le pôle. Pour cela, le déferlement doit avoir lieu dans une zone de cisaillement 
anticyclonique. À l’inverse, les déferlements de type P1 auraient lieu en présence d’un 
cisaillement cyclonique où les intrusions seraient étirées et advectées de manière cyclonique 
vers le pôle. En se basant sur leur classification mais pour la moyenne stratosphère, les 
FrIACs seraient favorisés lors de déferlements de type P2. Cette interprétation est cohérente 
avec la présence de la phase d’est de la QBO, augmentant le cisaillement anticyclonique entre 
les latitudes tropicales et les moyennes latitudes et donc favorisant les déferlements de type 
P2. 
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V.4 Bilan et discussion de synthèse 
V.4.1 Bilan des résultats obtenus 
 En utilisant l’algorithme de détection des masses d’air issues des basses latitudes puis 
advectées en région polaire ainsi qu’un diagnostic de corrélation entre le minimum de PV et le 
maximum de hauteur géopotentielle, nous avons pu établir une climatologie détaillée des 
FrIAC entre les années 1980 et 2011. Les différentes années ont été classée en deux 
catégories A et B : la catégorie B correspondant aux années où les intrusions persistent en 
région polaire après le turnover, à l’inverse des années de catégorie A. Cette climatologie a 
permis de recenser 7 cas non ambigus de FrIACs en 1982, 1994, 2002, 2003, 2005, 2007 et 
2011, appartenant tous, comme attendu, aux années de catégorie B. Elle souligne par ailleurs 
l’importante variabilité interannuelle de la fréquence de ces évènements qui ont 
majoritairement eu lieu depuis les années 2000. Par ailleurs, l’analyse de leurs caractéristiques 
intrinsèques a révélé que la taille et les latitudes d’origine des intrusions associées pouvaient 
être très variables. Le cas de 2011 a été le plus intense présentant à la fois une très grande 
surface (~6.5 %NH ou 16 millions de km2) d’intrusions tropicales/subtropicales et une forte 
proportion d’air tropical/subtropical (~40%). 
 Afin d’interpréter cette grande variabilité intrinsèque et interannuelle des FrIACs, une 
analyse détaillée de l’activité ondulatoire a été effectuée en diagnostiquant les flux de chaleur 
<v’T’>. Cela a permis de montrer qu’une forte augmentation de l’activité ondulatoire est 
détectée peu avant l’établissement du FrIAC en région polaire. Une fois piégés dans 
l’anomalie anticyclonique, ils peuvent alors perdurer plusieurs semaines en région polaire 
tandis que l’activité ondulatoire s’atténue rapidement. L’analyse du printemps 1986 a aussi 
montré que dans le cas où un second pic de l’activité ondulatoire avait lieu après l’intrusion, 
des déferlements d’ondes pouvaient interférer avec l’anomalie anticyclonique déjà présente et 
contribuer à sa dislocation. Cette interprétation pourrait notamment expliquer l’absence de 
FrIAC en 1992, 1995 et 1997 (année de type B) où des intrusions ont persisté en région 
polaire une vingtaine de jours après le turnover. 
 L’évolution de l’activité ondulatoire en fonction de la latitude semble suggérer que 
plus le maximum du flux de chaleur est intense et déplacé vers le sud, plus les masses d’air 
piégées dans le FrIAC seront d’origine tropicale. Il semble aussi que plus la surface de la 
rémanence (ou du vortex affaibli participant à la genèse du FrIAC) est grande, plus l’aire du 
FrIAC sera importante. Néanmoins ces interprétations, basées sur des analyses géophysiques 
qualitatives, nécessitent des analyses quantitatives plus approfondies pour être confirmées. 
 Enfin, l’analyse de l’évolution de l’activité ondulatoire entre les mois de janvier et juin 
sur la période où les FrIACs ont été les plus fréquents (2000-2011) a montré que lorsque des 
réchauffements stratosphériques soudains suffisamment intenses ont lieu durant l’hiver, 
l’activité ondulatoire est fortement atténuée empêchant la genèse des FrIACs. 
 La fréquence des FrIACs a aussi été mise en relation avec la circulation tropicale à 10 
hPa contrôlée essentiellement par la QBO. Nous avons constaté que sur l’ensemble des 
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printemps où des FrIACs ont été observés, la phase de la QBO avait été d’est dans 6 cas sur 7. 
Le cas de 2002, qui n’indique pas la présence d’air d’origine tropicale, a eu lieu alors la QBO 
était en phase d’ouest. Ces résultats semblent donc suggérer que la phase d’est de la QBO 
favorise la formation des FrIACs. L’étude plus générale des intrusions en région polaire de 
masses d’air venant latitudes tropicales et subtropicales, effectuée sur les 32 années, a montré 
qu’à partir du mois de février jusqu’au mois d’avril, la proportion d’air des basses latitudes 
atteignant les pôles était plus importantes lorsque la QBO était en phase d’est. Ces résultats 
semblent cohérents avec des études précédemment réalisées sur les déferlements d’ondes 
[Peters and Waugh, 1996 ; Knox and Harvey, 2005]. Il faut cependant noter que ces résultats 
sur l’influence de la QBO sont à confirmer et que la prise en compte d’une période plus 
étendue est nécessaire pour séparer variabilité interannuelle et tendance climatique. 
V.4.2 Discussion de synthèse 
 La figure 5.18 illustre la variabilité interannuelle des différents printemps durant la 
période 1980 à 2011 en représentant, notamment, la persistance des intrusions d’air provenant 
des basses latitudes et parvenant en région polaire, la date du turnover, la phase de la QBO et 
le flux de chaleur. La persistance des intrusions correspond à la date (relative au turnover) où 
la surface des intrusions évaluées pour Φeq,40°N devient inférieure au seuil de détectabilité 
climatologique ∆S40°N=0.3 %NH. Par conséquent, la persistance des intrusions est négative 
lorsque leur surface chute en dessous du seuil de détectabilité avant le turnover (i.e. 
caractérisant les années de type A). Cette analyse globale fournit un résumé des différents 
résultats obtenus et les replace dans un contexte climatologique plus général. 
 Les années où des réchauffements stratosphériques soudains intenses ont eu lieu entre 
le mois de janvier et février durant l’hiver (années 1981, 1984, 1987, 1989, 1990, 1999, 2001, 
2006, 2008, 2009 et 2010), correspondent à des années de catégorie A (colorée en noir) où les 
intrusions provenant des latitudes tropicales/subtropicales n’ont pas été détectées en région 
polaire après le turnover (figure 5.18a). Dans ces cas, le turnover a eu lieu tardivement, 
généralement fin avril/début mai (figure 5.18b) et le flux de chaleur correspondant est très 
faible (figure 5.18c). En se basant sur l’interprétation proposée (section V.2), lors des ces 
réchauffements stratosphériques, le vortex est très affaibli (voir détruit) et l’activité 
ondulatoire dans la stratosphère diminue fortement. La transition vers le régime d’été 
s’effectue donc de manière lente, dominée par le chauffage radiatif et non par l’activité 
ondulatoire. 
 Réciproquement, les années où les FrIACs ont eu lieu, la persistance des intrusions 
venant des latitudes tropicales/subtropicales a été maximale (symbole étoile de la figure 
5.18a). Le cas particulier de 2002 est lié à un FrIAC avec un caractère très prononcé d’air 
venant des moyennes latitudes, et qui perdure logiquement moins longtemps que les autres en 
prenant le seuil Φeq,40°N. Ces années indiquent un turnover qui a lieu généralement avant mi-
avril (figure 5.18b) et qui coïncident avec une activité ondulatoire relativement forte (figure 
5.18c) due à l’absence de réchauffement stratosphérique intense durant l’hiver. Les années au 
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cours desquelles les intrusions persistent le plus longtemps coïncident avec la phase d’est de 
la QBO. 
 
 
Figure 5.18. Résumé de l’étude des intrusions d’air provenant des basses latitudes et parvenant en 
région polaire lors des turnovers 1980 à 2011. Les quantités évaluées en fonction des années sont : (a) 
la persistance (en jours) des intrusions évaluées pour Φeq,40°N au dessus du seuil 0.3%NH (figure 5.1), 
(b) la date du turnover et (c) le flux de chaleur moyenné dans la bande de latitudes [40 ; 70]°N à 30 
hPa et entre -10 et +10 jours autour du turnover. Les graphes de droite indiquent les corrélations (en 
haut) entre la date des turnovers et de la persistance des intrusions ainsi (en bas) qu’entre les flux de 
chaleur et de la persistance des intrusions. Les bandes bleues et rouges en haut des graphes de gauche 
indiquent la phase de la QBO (d’est et d’ouest, respectivement) au moment du turnover. Les étoiles 
(points) colorées correspondent aux années avec (sans) FrIACs. Les symboles noirs (rouges) indiquent 
les années de type A (B). 
 
 Les calculs de corrélations effectués entre la persistance des intrusions et la date du 
turnover (la valeur du flux de chaleur) confirment bien ces résultats, affichant un coefficient 
de corrélation de -70 (73). Plus le turnover est tardif et l’activité ondulatoire faible, moins les 
intrusions persistent ; et réciproquement. 
 La figure 5.18 montre aussi une très forte variabilité décennale ; les années 1980 et 
2000 affichent de très fortes variations d’amplitude dans chacun des paramètres calculés alors 
que les années 1990 sont beaucoup plus homogènes. En première approche, cette variabilité 
peut être liée à la très faible fréquence de réchauffements stratosphériques soudains dans les 
années 1990. Cependant, seul un FrIAC a été détecté ces années là. Donc, bien que des 
conditions dynamiques favorables aient été identifiées en lien avec la fréquence des FrIACs, 
de nombreux paramètres déterminants restent à analyser en détail pour bien comprendre la 
variabilité de ces phénomènes à l’échelle climatologique. 
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 Dans leur article récent de revue sur le vortex polaire, Waugh and Polvani [2010] ont 
souligné l’intérêt actuel pour l’évolution future du vortex polaire, notamment dans le contexte 
du changement climatique. En particulier, l’impact de l’augmentation des gaz à effet de serre 
sur la dynamique du vortex est encore très peu étudié. Dans un contexte analogue, des études 
récentes [Charlton-Perez et al., 2008 ; Ayarzagüena et al., 2011] ont examiné la question du 
possible changement de la fréquence et de l’intensité des réchauffements stratosphériques 
soudains. Il est donc raisonnable de s’interroger sur l’évolution future de la fréquence et des 
caractéristiques des FrIACs, qui comme nous l’avons montré, ont été fréquemment détectés 
depuis les années 2000 et qui bien qu’étant des phénomènes de méso-échelle, sont les 
indicateurs d’un état dynamique de la stratosphère bien particulier au cours de l’hiver. 
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Conclusion générale 
 Ce travail de thèse a été consacré à l’étude dynamique d’intrusions de masses d’air 
issues des basses latitudes vers la région polaire arctique, au printemps et en été dans la 
stratosphère. Pour ce faire, différents outils d’analyse ont été utilisés. Les mesures d’espèces 
traces de l’instrument SPIRALE, embarqué sous ballon stratosphérique, et les données de 
N2O et H2O des instruments satellitaires MLS/Aura et MIPAS/ENVISAT, ont permis la 
détection et la caractérisation de ces intrusions dans la basse stratosphère en été et la moyenne 
stratosphère au printemps. Des simulations, à l’aide des modèles FLEXTRA et MIMOSA, ont 
été effectuées afin d’analyser le transport de ces masses d’air et de déterminer leur origine 
géographique. Ces modèles ont été initialisés et forcés à partir des données météorologiques 
(champs de vent, température et pression) analysées et réanalysées de l’ECMWF. Ces 
données ont également permis de suivre l’évolution de l’état dynamique de la stratosphère. 
 
 Durant la campagne StraPolÉté, les mesures de CO de l’instrument SPIRALE en 
région polaire (Esrange, 67,53°N-21,06°E) ont permis de détecter la présence de panaches de 
pollution, dans la basse stratosphère et haute troposphère. L’analyse des rétro-trajectoires à 10 
jours du modèle FLEXTRA a montré que les masses d’air de la plus haute couche découlent 
de processus de transport isentrope depuis l’Amérique du nord. Pour la couche inférieure, le 
panache de pollution s’est élevé depuis le sol jusque dans la haute troposphère à l’est de 
l’Amérique du nord et à l’est de l’Asie. Suite à cette ascension rapide, les panaches ont été 
transportés horizontalement au sein du courant jet d’ouest de la haute troposphère/basse 
stratosphère. Au-dessus de l’océan Atlantique, un déferlement d’onde planétaire identifiable 
dans les simulations du modèle d’advection MIMOSA, a entraîné le déplacement rapide du 
panache depuis les moyennes latitudes vers la région d’Esrange. Ces résultats ont donc permis 
d’identifier le transport rapide de polluants issus d’émissions anthropogéniques, vers la basse 
stratosphère polaire. Ils ont été soumis au journal Atmospheric Chemistry and Physics 
[Krysztofiak et al., 2012]. 
 
 L’analyse des champs de N2O et H2O du satellite MLS/Aura nous a permis de 
détecter, après le réchauffement stratosphérique final de 2007 en région arctique, l’intrusion 
de masses d’air venant des basses latitudes dont la signature a perduré jusqu’au mois de 
juillet. Ce type d’évènement avait été détecté à deux reprises par Manney et al. [2006] en 
2005 et Lahoz et al. [2007] en 2003. 
 Afin de mieux comprendre les processus dynamiques associés aux FrIACs qui étaient 
jusqu’alors méconnus, 10 années de simulations MIMOSA (2000/2009) entre le 1er janvier et 
le 30 juin ont été effectuées à la surface isentrope de température potentielle 850 K (environ 
31 km). Les résultats du modèle ont montré que les intrusions de FrIACs en région polaire 
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résultaient d’évènements de déferlements d’ondes planétaires depuis les moyennes latitudes. 
En effet, une forte augmentation de l’activité ondulatoire, diagnostiquée par le flux de chaleur 
<v’T’>, conduit au déplacement de débris encore cohérents du vortex polaire vers les 
moyennes latitudes. Une intrusion d’air venant des basses latitudes est alors advectée au sud 
de la rémanence, conduisant à la formation d’une cellule dipolaire 
(cyclonique/anticyclonique). Lorsque l’activité ondulatoire est suffisamment intense, les 
masses d’air issues des basses latitudes sont rapidement advectées en région polaire où elles 
s’enroulent anticycloniquement pour former le FrIAC [Thiéblemont et al. [2011]. 
 En particulier nous avons montré, lors de notre étude portant sur une période de 10 ans 
(2000 à 2009), que ces évènements semblaient favorisés lorsqu’aucun réchauffement 
stratosphérique majeur n’avait eu lieu au cours de l’hiver et que la phase de l’oscillation 
quasi-biennale était d’est. 
 Lorsque les réchauffements stratosphériques sont très intenses, le régime de vent d’est 
se propage dans les basses couches de la stratosphère (en dessous de 30 hPa ou 24 km), 
empêchant les ondes planétaires de se propager dans les plus hautes couches. Ainsi, le vortex 
polaire se reforme au milieu de l’hiver avec une très faible intensité tandis que l’activité 
ondulatoire reste elle aussi très faible. En raison de cette faible activité ondulatoire, le 
renversement du régime de vent a lieu très tard, contrôlé essentiellement par les processus de 
chauffage radiatif, et les FrIACs n’ont pas lieu. À l’inverse, les années où le vortex n’est pas 
perturbé pas un réchauffement majeur au milieu de l’hiver et que la propagation des ondes 
planétaires est maintenue tout au long de l’hiver, des FrIACs peuvent apparaître lors d’un 
réchauffement final abrupt, entraîné par une intensification de l’activité ondulatoire. 
 En nous appuyant sur une étude théorique des déferlements d’ondes dirigés vers le 
pôle dans la basse stratosphère [Peters and Waugh, 1996], nous avons remarqué que les 
FrIACs étaient apparentés à des déferlements de type P2, favorisés dans une zone de 
cisaillement anticyclonique entre les moyennes latitudes et les régions tropicales. Ceci 
explique que les intrusions de FrIACs soient favorisées lorsque la phase de la QBO est de 
type QBO-E. 
 
 Durant l’hiver 2010/2011, les conditions favorables au développement d’un FrIAC ont 
été réunies et, effectivement, un FrIAC d’une remarquable intensité s’est formé en région 
arctique au début du mois d’avril 2011, corroborant les résultats publiés dans Thiéblemont et 
al. [2011]. Ce nouveau cas a motivé l’élaboration d’une climatologie de ces évènements afin 
de d’examiner leur variabilité temporelle et de comparer leurs caractéristiques. Cette 
climatologie a été effectuée à l’aide de simulations du modèle MIMOSA sur la période 
couverte par les données ERA-Interim (entre 1980 et 2011). 
 Pour identifier les FrIACs, un algorithme de détection des intrusions de masses d’air 
des basses latitudes en région polaire a été élaboré, basé sur la transformation de la vorticité 
potentielle de MIMOSA en un traceur latitude équivalente. Il permet de calculer en région 
polaire (au nord de 60°N), la superficie de masses d’air dont la signature de vorticité 
potentielle est inférieure à une valeur de vorticité potentielle limite (notée PVlim) 
correspondant, elle-même, à une valeur de latitude équivalente limite (Φeq,lim) que l’on fixe. 
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Les différents tests de sensibilité effectués avec cette méthode ont montré que la latitude 
équivalente limite la mieux adaptée pour la détection de FrIAC est égale à 40°N. Les tests 
effectués sur le jour d’initialisation de la latitude équivalente limite, pris dans l’intervalle       
[-15 ; 0] jours avant la mise en place du régime anticyclonique d’été (turnover), ont permis de 
déterminer un intervalle de sensibilité sur la valeur calculée des surfaces d’intrusions. 
 L’application systématique de l’algorithme à l’ensemble des années 1980 à 2011 a 
conduit à une classification des années en deux catégories ; les années de type A où aucune 
masse d’air issue des basses latitudes n’est détectée en région polaire après le turnover et les 
années de type B caractérisées, en revanche, par la présence de celles-ci. Cette classification 
nous a permis d’exclure tout cas de FrIAC durant les années de type A (1981, 1983, 1984, 
1987, 1989, 1990, 1991, 1999, 2001, 2006, 2008, 2009 et 2010). Pour les années de type B, la 
détection de FrIAC a été affinée en examinant la distance (notée LGPH-PV) entre le minimum 
de vorticité potentielle et le maximum d’altitude géopotentielle en région polaire. En effet, les 
FrIACs correspondant au piégeage de masses d’air venant des basses latitudes au cœur d’une 
anomalie anticyclonique, cette distance doit être faible durant leur évolution en région polaire. 
Les résultats ont montré que lors des années où les FrIACs ont lieu, cette distance décroît de 
manière abrupte après le turnover, et persiste à des valeurs inférieures à 1000 km durant 
plusieurs semaines, formant une structure identifiable par son aspect  « cuvette » dans la série 
temporelle LGPH-PV(t). Ainsi les années de type B, 1982, 1994, 2002, 2003, 2005, 2007 et 2011 
ont été effectivement marquées par la présence de FrIACs. Ces résultats suggèrent une très 
forte augmentation du nombre de FrIACs depuis les années 2000 (5 cas en 9 années contre 2 
cas entre 1980 et 1999). 
 À partir de l’algorithme de détection des intrusions provenant des basses latitudes, 
nous avons pu déduire la surface de chaque FrIAC et la région d’origine des masses d’air 
piégées en son sein. Les résultats ont confirmé les caractéristiques exceptionnelles du cas de 
2011, doté de la plus grande surface (6,60 %NH soit environ 16 millions de km2) et d’une 
proportion en air tropical/subtropical de 40%. Le cas de 1982 a été le plus petit et le cas de 
2002 n’a contenu aucune masse d’air issue des régions tropicales/subtropicales. Ces résultats 
montrent que les FrIACs affichent une très grande variabilité de leurs caractéristiques 
intrinsèques. 
 Par ailleurs, l’analyse climatologique des conditions semblant favoriser les FrIACs a 
été effectuée sur l’ensemble de la période 1980-2011. Nous avons ainsi pu confirmer, que les 
cas de FrIACs ont eu lieu alors qu’aucun réchauffement stratosphérique majeur n’a été détecté 
durant l’hiver. Réciproquement, nous avons montré que lorsque ces réchauffements majeurs 
ont été détectés, aucune intrusion de masses d’air tropicales/subtropicales en région polaire 
n’a été rencontrée (années 1981, 1984, 1987, 1989, 1990, 1999, 2001, 2006, 2008, 2009 et 
2010). De plus, une analyse statistique de la fréquence des intrusions issues des régions 
tropicales/subtropicales en région polaire en fonction de la QBO a été effectuée. Il apparaît 
qu’au mois de février, mars et avril, ces intrusions sont plus fréquentes en région polaire 
lorsque la phase de la QBO de type QBO-E. Ces résultats ont permis de compléter et 
confirmer ceux que nous avions publiés dans l’article Thiéblemont et al. [2011]. Les résultats 
Conclusion générale 
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de la climatologie des FrIACs ont été soumis à la revue Journal of Geophysical Research, et 
sont présentement en révision. 
 Ces travaux ont permis de montrer que des connexions existent entre l’état de la 
dynamique stratosphérique durant l’hiver et les caractéristiques de la transition du régime de 
circulation zonale aux pôles. Par ailleurs, notre analyse climatologique sur les intrusions 
issues des régions tropicales/subtropicales vers la région arctique suggère l’existence d’une 
téléconnexion entre la circulation aux tropiques et la stratosphère polaire. L’analyse de ces 
phénomènes de couplages entre les tropiques et les pôles, nous a donc permis d’améliorer la 
compréhension de la variabilité interannuelle, temporelle et structurelle, de la stratosphère 
polaire au printemps. Ces résultats contribuent de manière générale à une meilleure 
compréhension des processus dynamiques dans la stratosphère, phénomènes jouant un rôle 
majeur dans le rétablissement de la couche d’ozone. 
 L’un des résultats les plus surprenant, est l’apparente augmentation de la fréquence des 
FrIACs depuis le début des années 2000. Rappelons que nous avons détecté cinq cas entre 
2000 et 2011 et seulement deux entre les années 1980 et 1999. Les résultats obtenus dans 
cette thèse permettent de comprendre en partie la variabilité interannuelle de ces évènements 
mais ne permettent pas de déceler les causes d’une telle variabilité décennale. En d’autres 
termes, les évènements de type FrIACs sont symptomatiques d’une évolution de la 
stratosphère bien particulière durant l’hiver. Il est donc raisonnable de se demander si 
l’augmentation de la fréquence de ces évènements est l’indicateur de tendances à plus long 
terme, comme une accélération potentielle de la circulation stratosphérique, en particulier 
dans le contexte du changement climatique et celui du rétablissement de la couche d’ozone. 
 Notons enfin qu’au début de ce travail de thèse les évènements de type FrIAC, 
n’avaient été identifiés qu’à deux reprises [Manney et al., 2006 ; Lahoz et al., 2007], et que 
ces études n’avaient pas traité de l’aspect dynamique associé. Depuis, quatre articles ont été 
publiés [Allen et al., 2011 ; Thiéblemont et al., 2011 ; Adams et al., 2012a ; 2012b], et très 
récemment, un nouvel article traitant de la climatologie des FrIACs à partir des données 
MERRA [Allen et al., 2012]. Ceci montre un intérêt grandissant de la communauté 
scientifique pour ces phénomènes, qui restent encore à comprendre et à explorer. 
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Perspectives 
 Dans ce mémoire, deux régions de la stratosphère à des saisons différentes ont été 
observées, modélisées et décrites d’un point de vue dynamique ; la basse stratosphère polaire 
en été et la moyenne stratosphère au printemps. Nous avons pu souligner que la composition 
de la basse stratosphère en été pouvait être affectée par des polluants émis depuis le sol et 
injectés très rapidement dans la basse stratosphère polaire sous l’influence du courant jet et du 
déferlement associé d’ondes de Rossby. Cependant, les mesures effectuées ici sont 
ponctuelles et ne permettent pas d’estimer la fréquence de tels évènements. Une climatologie 
effectuée sur plusieurs années serait nécessaire afin d’évaluer la quantité de polluants 
pénétrant dans la stratosphère polaire. 
 L’étude de la moyenne stratosphère au printemps et en particulier, l’étude des 
intrusions de masses d’air depuis les tropiques vers la région polaire arctique a soulevé de 
nombreuses interrogations. Ces évènements, qui correspondent à des processus transport 
irréversible, apportent en région polaire une importante quantité d’ozone qui diminue très 
rapidement. Une étude en cours, effectuée à l’aide des modèles REPROBUS, OSLO CTM et 
MIPLASMO (Microphysical Photochemical Lagrangian Stratospheric Model of Ozone), vise 
à déterminer la contribution de ces phénomènes au budget total de l’ozone. Pour cela, les 
FrIACs de 2007 et 2011 ont été modélisés. Un volet de cette étude, dédié à l’évaluation des 
modèles à représenter les champs de traceurs à longue durée de vie, révèle d’ores et déjà leur 
difficulté à reproduire l’évolution du N2O au cœur de FrIAC de 2011. 
 Par ailleurs, comme nous l’avons vu par le biais de l’étude climatologique effectuée 
entre les années 1980 et 2011, les FrIACs sont de bons indicateurs de la variabilité 
interannuelle des processus dynamiques dans la stratosphère. En ce sens, l’étude de la 
variabilité sur une période décennale doit être étendues pour évaluer d’éventuelles tendances à 
long terme. De nombreuses études ont notamment montré que la fréquence des 
réchauffements soudains semblait étroitement liée à l’activité solaire (voir l’ensemble des 
travaux de Karin Labitzke). Par conséquent, il serait très intéressant d’évaluer la fréquence des 
FrIACs en relation avec la variation de flux solaire. Pour ce type d’étude, il est impératif 
d’étendre la durée de l’analyse climatologique à de plus longues périodes. Dans ces 
conditions, deux types d’études peuvent être envisagées. 
 Dans un premier temps, il est intéressant d’étendre cette climatologie aux années 1960 
et 1970 à l’aide des données ERA-40. Après un rapide aperçu, aucune évidence de nouveau 
cas de FrIAC n’a été relevée. Cela pose l’importante question de la capacité de ce jeu de 
données réanalysées à représenter les phénomènes dynamiques dans la moyenne atmosphère, 
en particulier avant les années 1980 où les mesures satellitaires sont très peu nombreuses. 
 Dans un second temps, il serait intéressant d’estimer la fréquence et l’intensité de ces 
phénomènes dans un modèle de climat. À ce jour, aucune étude ne reporte de cas de FrIAC 
dans ce type de modèle. Par exemple, une étude future pourrait consister à l’application, à des 
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simulations à long terme du modèle WACCM (Whole Atmosphere Community Climate 
Model), de la méthode que nous avons développée pour détecter les intrusions de masses d’air 
issues des basses latitudes vers les régions polaires. 
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Annexe A : Conservation de la vorticité 
potentielle 
 L’équation complète de la vorticité absolue s’écrit selon l’équation : 
 ( ) 21abs abs V Ptξ ξ ρρ∂ + ∇ ∧ ∧ = ∇ ∧ ∇∂

   
 (A.1) 
où : 
• absξ

 est la vorticité absolue égale à 2V∇ ∧ + Ω
  
 avec V

 est la vitesse horizontale du 
vent (en m·s-1) et Ω  est la vitesse de rotation angulaire de la Terre (en s-1). ρ est la 
masse volumique de l’air (en kg·m-3) 
• Pρ∇ ∧ ∇
 
 est le terme barocline qui traduit une instabilité lors du croisement des 
isobares et des isothermes. 
 
 À partir de l’équation A.1, il est possible d’introduire la température potentielle θ qui 
dépend uniquement de la densité et de la pression afin de supprimer le terme barocline :  
 ( ) 0Pθ ρ∇ ⋅ ∇ ∧ ∇ =    (A.2) 
 L’équation de la vorticité absolue (A1.1) devient alors : 
 
( ) ( ) ( ) 0abs abs abs abs dV Vt dt
ξ θ θθ ξ ξ θ ξ∂ ⋅∇ + ∇ ⋅∇ ∧ ∧ + ⋅∇ ⋅∇ − ⋅∇ =
∂
 
        
 (A.3) 
avec  ( )d Vdt tθ θ θ∂∇∇ = − ∇ ⋅∇∂

   
 (A.4) 
En utilisant l’identité ( )A B A B B A∇ ⋅ ∧ = ∇ ∧ ⋅ − ∇ ∧ ⋅        , l’équation A.4 devient : 
 
( ) ( )abs abs abs dVt dt
ξ θ θξ θ ξ∂ ⋅∇ + ⋅∇ ∇ ⋅ = ⋅∇
∂
 
    
 (A.5) 
En considérant l’équation de continuité 0d dt Vρ ρ+ ∇ ⋅ =
 
, on obtient : 
 
1abs
abs
d d
dt dt
ξ θ θξ
ρ ρ
 ⋅∇
= ⋅∇ 
 
 
 
 (A.6) 
Dans cette équation, le terme absξ θ
ρ
⋅∇
 
 correspond à la vorticité potentielle (PV). 
 L’équation A.6 montre que la PV se conserve dans les conditions adiabatiques 
0d dtθ = . Or dans la basse et moyenne stratosphère, les masses d’air sont considérées en 
évolution adiabatique sur une dizaine de jours [Orsolini, 1995]. Par conséquent la PV 
constitue un traceur efficace pour suivre l’évolution spatio-temporelle d’une masse d’air.  
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Annexe B : Niveaux hybrides de 
l’ECMWF 
 Les niveaux hybrides de l’ECMWF résultent de la combinaison des niveaux de 
pressions et du système de coordonnées sigma. L’atmosphère est donc divisée en un nombre 
N de niveaux verticaux ou couches. La pression au niveau de ces couches est donnée par 
l’équation : 
 k k k sp A B p= + ⋅  (B.1) 
où pk (en Pa) est la valeur du champ de pression au kième niveau et ps est le champ de pression 
à la surface. Les coefficients Ak (en Pa) et Bk (sans unité) sont des paramètres qui définissent 
les coordonnées verticales. Ces coefficients permettent, notamment aux niveaux proches du 
sol, de suivre le relief terrestre. Dans les plus hautes couches, en revanche, les niveaux sont 
associés à des surfaces isobares. La coordonnée hybride s’exprime alors de la sorte : 
 
0
k
k k
A Bpη = +  (B.2) 
où p0 est la pression de référence, égale à 1013,25 hPa. 
 La coordonnée hybride η décroît avec l’altitude, valant 1 au niveau de la surface 
terrestre, et 0 au sommet de l’atmosphère. Elle permet de cumuler les avantages des 
coordonnées sigma pour les niveaux inférieurs, et des coordonnées isobares pour la 
stratosphère. Sur les serveurs de l’ECMWF, ces données sont stockées au format GRIB. 
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Annexe C : Climatologie des distances 
LGPH-PV 
 
Figure C.1. Série temporelle de la distance LGPH-PV(t) séparant le maximum d’altitude géopotentielle et 
le minimum de PV entre le 1er mars et le 30 juin des années de type A : 1981, 1983, 1984, 1987, 1989, 
1990, 1991, 1999, 2001, 2006, 2008 et 2010. La distance LGPH-PV est calculée au nord de 60°N, 65°N et 
70°N (courbes noires continues, pointillées et tiretées). Les courbes rouges indiquent le flux de chaleur 
(<v’T’>) moyenné zonalement puis dans la bande de latitudes [40 ; 70]°N. La ligne verticale indique 
la date du turnover. 
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Figure C.2. Comme pour la figure C.1 mais pour les années de type B : 1980, 1985, 1988, 1992, 
1993, 1995, 1996, 1997, 1998, 2000 et 2004. 
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Annexe D : Turnover durant l’année 
2000 en région arctique à 850 K 
 
Figure D.1. Cartes de champs vorticité potentielle calculés à partir du modèle MIMOSA à 850 K les : 
(a) 8 avril 2000 à 00 UT, (b) 18 avril 2000 à 00 UT, (c) 28 avril 2000 à 00 UT et (d) 8 mai 2000 à 00 
UT. Les cartes couvrent l’ensemble de l’hémisphère nord. 
 
 
Figure D.2. Évolution, entre le 3 avril et le 12 mai 2000, du flux de chaleur <v’T’> moyenné dans la 
bande de latitudes [45 ; 55]°N à 30 hPa. Les barres verticales a,b,c et d indiquent les dates des cartes 
représentées figure D.1. 
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Annexe E : Climatologie du vent zonal 
et de l’activité ondulatoire dans la 
moyenne stratosphère arctique. 
 
Figure E.1. Évolution temporelle (en jours à partir du premier janvier) de la moyenne zonale du vent 
zonal à 60°N et 10 hPa (courbe noire continue) et 30 hPa (courbe noire pointillée) et du flux de 
chaleur <v’T’> (courbe rouge) calculé à 30 hPa et moyenné dans la bande de latitudes [40,70]°N. Les 
années vont de 1980 à 1989. 
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Figure E.2. Comme pour la figure E.1 mais pour les années 1990 
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Annexe F : Fréquence des intrusions 
d’air tropical dans la stratosphère 
arctique en fonction de la phase de la 
QBO. 
 
Figure F.1. Fréquence des intrusions d’air tropical, en utilisant une latitude équivalente limite 
Φeq,lim=30°N, calculées en fonction du mois et de la phase de la QBO (QBO-E pour la phase d’est et 
QBO-W pour la phase d’ouest) à 850 K. Ces statistiques sont montrées sur l’ensemble de la période 
1980-2011. Des précisions sur la méthode de calcul sont données dans le texte. 
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Figure F.2. Différence (en %) entre la fréquence des intrusions d’air tropical lors des phases QBO-E 
et QBO-W. Les valeurs positives en bleues (négatives en rouge) indiquent une prédominance des 
intrusions lors de la phase QBO-E (QBO-W) de la QBO. Les graphes sont donnés pour Φeq,lim=30°N 
en janvier, février, mars et avril. 
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Abstract 
 During springtime, after the stratospheric final warming, intrusions from low latitudes 
can become trapped at polar latitudes in long-lived anticyclones. Such FrIACs have been 
observed to persist sometime as late as August, advected by summer easterlies. 
 In this study, the high-resolution advection contour model MIMOSA is used to advect 
a pseudo-potential vorticity tracer. The model is driven by ERA-40 and the ERA-Interim 
reanalyses over the period 1960-2011. We first identify in the 2011 spring a remarkable 
FrIAC event. In addition, we developed a method to detect the characteristic size of low-
latitude intrusions into the polar region at the time of the spring transition over the 1960-2011 
period. Years are classified as either Type-A when the intrusions are small, or as Type-B 
when intrusions are large, and potentially evolving into FrIACs. For a FrIAC to occur, an 
additional criterion is based on the in-phase character of the core of the intrusions and the 
anticyclone. 
 During the 52 analysed years, 9 events have been identified: 1 in the 1960s, 1 in the 
1980s, 2 in the 1990s and 5 from 2002. After the 1980s, the decadal and inter-annual 
variability of FrIACs occurrences are consistent with a previous study, which showed that 
FrIACs seem to be favored if (i) no major sudden stratospheric warming has occurred during 
winter, and if (ii) the Quasi-Biennal Oscillation is in its easterly phase. However, the 
exceedingly low frequency of occurrence during the pre-satellite era likely points to issues in 
the quality of stratospheric re-analyses in that period. 
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1 Introduction 
 The onset of the stratospheric final warming (hereinafter SFW) marks the winter-to-
summer transition in the Arctic stratosphere, when the summer easterly circulation begins to 
develop. During this transition, the polar vortex breaks up into “remnants” which can persist 
as coherent vortices for several months [Hess, 1991] due to the weak horizontal and vertical 
wind shears. Orsolini [2001] found evidence of “fossil” debris from the polar vortex 
persisting until August in three-dimensional transport simulations of the long-lived nitrous 
oxide (N2O) tracer. Durry and Hauchecorne [2005] detected the presence of long-lived vortex 
remnants in the mid-latitude summer stratosphere between 20 and 25 km, using balloon-borne 
observations of several trace species by a diode laser spectrometer, hence confirming these 
results. 
 
Recent studies have shown that, following the spring onset, low-latitude air could similarly be 
transported to high latitudes and remain confined, persisting for a long time within a stable 
anticylone embedded in the summer easterlies. Manney et al. [2006] reported for the first time 
such a long-lived “frozen-in” anticyclone (FrIAC) in the polar stratosphere, using water 
vapour (H2O) and N2O measurements from the Microwave Limb Sounder (MLS) aboard the 
AURA satellite. This FrIAC event started as a low-latitude intrusion which was quickly 
advected poleward during an abrupt and strong SFW. This intrusion then developed into an 
anticyclone extending in the vertical range 650-1400 K, advected by high-latitude easterlies 
and persisting until late August 2005. Based on examination of analysed potential vorticity 
(PV) maps, they suggested that other cases occurred in 1982, 1994, 2003, and possibly in 
1997 and 2002. Subsequently, other FrIACs have been confirmed in the spring 2003 in 
MIPAS (Michelson Interferometer for Passive Atmospheric Sounding) observations [Lahoz et 
al., 2007], and again in MLS observations in the spring 2007 [Thiéblemont et al.2011]. 
Thiéblemont et al. [2012] 
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Several model studies focused on the occurrence of FrIACs. Allen et al. [2011] further 
modelled the evolution and decay of the 2005 FrIAC using 2D and 3D models of varying 
complexity. Thiéblemont et al. [2011] also used the PV contour advection model MIMOSA 
[Hauchecorne et al., 2002] over the last decade (2000-2010) to show that FrIACs are favored 
if (i) no deep sudden stratospheric warming occurs during winter and if (ii) the Quasi-Biennal 
Oscillation (QBO) is in easterly phase. Recently, Allen et al. [2012] performed a climatology 
of tracer transport during SFW using the tracer equivalent latitude (hereinafter TrEL) 
diagnostic over a 33-year period (1979-2011). By examining the decrease of TrEL averaged 
northward of 80°N from 10 May to 20 June, they found evidences of FrIACs in 1982, 1994, 
1997, 2000, 2002, 2003, 2004, 2005 and 2011. 
 
Occurrences of FrIAC events are closely linked to planetary wave activity, sudden 
stratospheric warmings (SSWs) and SFWs [Manney et al., 2006; Thiéblemont et al., 2011]. 
Albeit our knowledge of these phenomena has greatly advanced over the last few decades 
[Black et al., 2006; Black and McDaniels, 2007; Charlton and Polvani, 2007; Matthewman et 
al., 2009; Ayarzagüena and Serrano, 2009; Waugh and Polvani, 2010], the origin of the 
planetary wave variability in the stratosphere is not always known, and Nishii et al. [2011] for 
example, recently showed that tropospheric blockings can either lead to a strong or weak 
stratospheric vortex, depending of their longitudinal location. 
 
In this paper, we systematically investigate the characteristics of FrIACs (i.e. frequency of 
occurrence, spatial extent and origin of low-latitude air masses) in a climatological context 
from 1960 to 2011. The study is based on advected PV by the contour advection model 
MIMOSA [Hauchecorne et al., 2002], and on wind, temperature, pressure and geopotential 
Publications & Communications 
 
 192
height fields from ERA-40 and ERA-Interim reanalyses. The section 2 described the 
modeling tools used. In section 3, we investigate the spring 2011, during which a remarkable 
FrIAC event occurred. In section 4, we carry out a systematic study over the 1960-2011 
period of low-latitude intrusions to the polar region during the winter-to-summer transition. 
Such intrusions can occasionally lead to the development of a FrIAC. The occurrences and 
characteristics of FrIACs are further examined in section 5. The sections 6 and 7 are devoted 
to discussion and concluding remarks. 
2. MIMOSA Model 
 PV fields have been calculated using the MIMOSA contour advection model 
[Hauchecorne et al., 2002]. This model performs high-resolution, isentropic advection of PV 
based on the analyzed wind, pressure and temperature fields. PV is initially computed at a 
resolution of 1.125° in latitude and longitude (T106), and vertically interpolated on an 
isentropic surface. This field is then interpolated on the model x-y grid centered on the North 
Pole with a horizontal resolution of 37 × 37 km (three grid points/degree), and advected with 
a time step of one hour. 
 
To preserve the homogeneity of the field, a re-gridding of the PV field on the original grid is 
made every 6 h. This re-gridding lead to numerical diffusion which is minimized by using an 
interpolation scheme based on the preservation of the second-order momentum of the PV 
perturbation. Diabatic changes in the PV field at large scales are accounted by applying a 
relaxation toward the European Centre for Medium-Range Forecast (ECMWF) ERA-Interim 
(or ERA-40) PV field with a time scale of ten days. In order to preserve the filamentation 
structure, the relaxation term is only applied to scales larger than 300 km. This technique 
allows MIMOSA to run continuously over periods of several months and to follow the 
evolution of dynamical barriers and fine-scale structures such as vortex remnants and tropical 
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intrusions [Godin et al., 2002; Marchand et al., 2003 ; Leblanc et al., 2004 and Huret et al., 
2006 ]. Hence, the quantity advected by the model is not the true dynamical PV but a “quasi-
passive PV” which correlates well with the long-lived trace species in the stratosphere 
[Hauchecorne et al., 2002].  
 
The MIMOSA simulations are initialized and forced using the meteorological fields of the 
ERA-40 reanalyses [Uppala et al., 2005] from 1960 to 1979. We then use ERA-Interim 
reanalyses [Dee et al., 2011] from 1980 to the present. ERA-40 reanalyses are distributed on 
23 pressure levels, while ERA-Interim are distributed on 37 pressure levels from 1000 hPa to 
1 hPa, with a vertical resolution of 3 km approximately in the stratosphere. Those covering 
the middle stratosphere are the same in both reanalyses. Comparisons between ERA-40 and 
ERA-Interim reanalyses have revealed that the stratospheric circulation has been considerably 
improved in ERA-Interim, essentially due to the use of a 4-D variational assimilation scheme 
(instead of 3-D), a correction of biases in satellite radiance observations, and a much higher 
horizontal resolution model [Dee et al., 2011]. This motivates our use of ERA-Interim in the 
overlapping period. 
 
To investigate the dynamical conditions associated with FrIACs and with low-latitude 
intrusions occurring in the winter and spring Arctic stratosphere, six-month runs starting the 
1st of January were performed for every year for the period 1960-2011. The series of 52 runs 
has been made on the 850 K (~31 km, ~10 hPa) isentropic surface. To investigate in more 
detail the vertical evolution of the FrIAC in 2011, we performed 61 additional runs, which 
have been initialized the 1st of March 2011 between 350 K and 950 K isentropic levels, and 
with a regular vertical step of 10 K. Zonal and meridional winds, as well as temperature fields 
from the ERA-40 and ERA-Interim reanalyses have also been used to establish a climatology 
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of the Northern Hemisphere zonal-mean zonal winds and meridional heat fluxes over the last 
decade.  
3 Spring 2011: Dynamical Investigations 
 Figure 1a shows the evolution of the zonally-averaged zonal wind over the Northern 
Hemisphere from the 1st January to the 1st June 2011 at 10 hPa, approximately corresponding 
to the 30 km altitude. As a diagnostic of the wave activity in the middle stratosphere [Andrews 
et al., 1987], Figure 1b shows the evolution of the zonal-mean meridional eddy heat flux 
(<v’T’> expressed in K·m·s-1) at 30 hPa and averaged in the [40,70]°N latitude range. At high 
latitudes, a strong westerly circulation associated with the Arctic polar vortex prevails in early 
winter. By late January, a weakening of the polar vortex (dashed line) coincides with a strong 
enhancement of the meridional eddy heat flux. While the strongest wave events can lead to a 
SSW, a zonal wind reversal at 60°N did not occur in this case. Note that a major SSW is 
defined as the reversal of the westerlies at 10 hPa and 60°N [WMO, 2007]. The wave activity 
remained unusually weak during the rest of the winter [Hurwitz et al., 2011], allowing the 
westerlies to recover, and leading to an extraordinary strong and persisting cold polar vortex 
in February and March, well-centered above the North Pole [Manney et al., 2011]. In late 
March, the heat flux anomaly sharply increased, reaching values close to 100 K·m·s-1 by early 
April. This wave activity enhancement contributed to decelerate and reverse the polar 
westerlies (Figure 1a). Such conditions of abrupt reversal are similar to those occurring during 
the 2005 SFW [Manney et al., 2006]. In addition, at tropical latitudes, the QBO was well-
established in an easterly phase, leading to a strong anticyclonic zonal wind shear between the 
tropical and mid-latitudes. In these favorable dynamical conditions, i.e. absence of a mid-
winter major SSW and a QBO in easterly phase [Thiéblemont et al., 2011], a FrIAC occurred 
during the SFW in early April. 
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Figure 2 displays the three-dimensional evolution of the polar vortex and of low-latitude 
intrusions from the end of March to April, from 350 to 950 K. Simulations are initiated on 
March 1 and continued until June 30, 2011. In these plots, polar or low-latitudes air masses 
correspond to the Lait-PV [Lait, 1994] normalized at 380 K higher than 11 or lower than 5.5 
PV units (1 PVU = 10-6
.
m
2
.
s-1.K.kg-1) respectively. These values correspond roughly to 
400/200 PVU at 850 K respectively.  
 
On March 30, the polar vortex (Figure 2a in blue) is still well formed from 350 to 950 K and 
begins to be displaced southward along the Greenwich meridian. Thin, elongated filaments 
eroded from the vortex by wave breaking are seen above North America at the higher levels. 
Five days later (Figure 2b), the polar vortex is distorted while a large low-latitude intrusion 
occurs above East Asia in the [650,950] K vertical range (in red). The low-latitude air mass in 
the anticyclone above the North America results from a previous, thinner intrusion which has 
been pushed away from polar latitudes by the above-mentioned intrusion above East Asia. 
Below 650 K, a more strongly distorted polar vortex prevails along with several low-latitude 
intrusions. 
 
From April 4 to 9, the large-scale intrusion identified previously further develops into an 
anticyclone which remains located above North-East Asia/North-West America4, near the 
longitude of the climatological Aleutian High [Harvey and Hitchman, 1996; Harvey et al., 
2002]. At the same time, the polar vortex further sheds filaments. By April 10, the polar 
vortex irreversibly breaks up while the anticyclone is advected above the North Pole1. On 
April 20 (Figure 2c, in red), the anticyclone is well-located above the North Pole, trapped into 
the polar anticyclonic circulation and persisting until late May (see the auxiliary material). 
                                                 
 
4
 See animations on the auxilary material which corresponds to the vortex, vortex/FrIAC and FrIAC evolution 
(Figure 2a,b and c) respectively. 
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The thin tongue in the vicinity of what has become the FrIAC anticylone, opposite to the pole, 
results from an intrusion originating around April 18, at the time of the last peak in the 
meridional heat flux (Figure 1b).  
 
To compare the characteristics of the 2011 FrIAC event to those of previous events (i.e. 
frequency of occurrence, spatial extent and origin of low-latitude air masses), we perform in 
the next two sections a FrIAC climatology over the 1960 to 2011 period. 
4 Detection of Low-latitude Air Masses in the Polar Region 
 To identify the low-latitude intrusion pulled toward polar latitudes, and to estimate 
their spatial extent, we established a systematic method based on the concept of equivalent 
latitude [Allen and Nakamura, 2003] and applied it to the PV advected by the MIMOSA 
model. Since the previous studies of FrIAC events in 2003, 2005 [Manney et al., 2006 ; Allen 
et al., 2011], 2007 [Thiéblemont et al., 2011] and 2011 (this study) have shown that they 
occur as the high-latitude westerlies turn irreversibly to the summer easterlies, we begin by 
defining more precisely this “turnover” date. In the rest of this paper, it is defined as the day 
when the zonal-mean zonal wind at 10 hPa and 60°N becomes irreversibly lower than 0 m·s-1, 
and it will be referred to as the “day 0”. Figure 3 reveals that this turnover date displays a high 
degree of inter-annual variability over the period 1960-2011, and in particular during the 
1980s and 2000s. However, between 1991 and 1996, the turnover dates are always included 
between April 5 and 15. Such a low inter-annual variability in the mid-nineties was also 
observed in the vortex break-up dates [Waugh and Rong, 2002]. 
 
The relation between the distribution of a tracer q and the TrEL is given by [Allen and 
Nakamura, 2003]: 
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 (1) 
, where Aq (in m²) corresponds to the surface enclosed by a given tracer isoline (here the 
advected PV) at a time t and an isentropic surface θ, a represents the earth radius (in m). 
 
This relation allows obtaining the PV distribution as a function of the equivalent latitude Φeq 
over the whole Northern Hemisphere. We first calculate a PV threshold (hereinafter PVlim) 
corresponding to a threshold of equivalent latitude (hereinafter Φeq,lim ) marking the upper 
limit of the intrusion latitudinal origin (e.g. originating from latitude equatorward of 40°N or 
30°N for example). This relation is established when the equivalent latitude is initially 
calculated. The next step consists in calculating the spatial extent of these low-latitude air 
parcels northward of a given latitude circle, hereinafter Φcircle. At each time step, we calculate 
the distribution of the PV equivalent latitude between the pole and the Φcircle. Thus using the 
PVlim threshold, we can define the Φ’eq,lim associated to the new distribution of equivalent 
latitude northward of the Φcircle. Finally the spatial extent within the latitude circle (hereinafter 
Slim) of the air parcels characterized by PV lower or equal to PVlim is: 
 ( ) ( )( )lim 22 sin ' sin,lima eq circleS pi −= Φ Φ  (2) 
, Slim is expressed in m2. If the term 2πa2 is omitted and the result multiplied by 100, Slim is 
expressed in percentage of the Northern Hemisphere area (hereinafter %NH). The latitude 
Φcircle circumscribing the polar region is here chosen as 60°N. The tracer that we use is the 
MIMOSA-advected PV (hence is not the true dynamical PV), and it does not allow following 
a FrIAC until summer because of the applied diabatic relaxation. Due to these processes, we 
lose the PV signature of a FrIAC more quickly than if using a long-lived chemical tracer 
[Manney et al., 2006; Allen et al., 2011] or a TrEL [Allen and Nakamura, 2003; Allen et al., 
2012]. Nevertheless, it allows following intrusions and their potential development into 
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FrIACs, as shown for the 2007 case by [Thiéblemont et al., 2011], and for the 2011 case in 
section 3. 
4.1 Sensivity Tests 
 Tests have been performed to evaluate the method sensivity to the choice of the 
equivalent latitude threshold Φeq,lim (i.e. 50°N, 40°N or 30°N for example), and are illustrated 
here for the 2011 FrIAC case, when the turnover occurred on April 5. Maps of advected PV 
lower or equal to the PVlim are represented 20 days after the turnover date on Figure 4a, for 
the three equivalent latitude thresholds Φeq,lim mentioned above. At that time, the FrIAC is 
strongly established over the North Pole. Clearly, the choice of the Φeq,lim strongly influences 
the spatial extent of the air masses trapped in the FrIAC. Moreover, the PV field is not 
constant during the evolution of the simulation, and PV varies around the turnover period in 
particular. We use the interval ∆PVlim of these (small) variations to define a “confidence 
interval” ∆Slim on the spatial extent Slim. 
 
Figure 4b shows the evolution of Slim for the three equivalent latitude thresholds along with 
the confidence interval ∆Slim. At the onset of the turnover (vertical dashed line), a rapid 
enhancement of the intrusion spatial extent is observed for Φeq,lim=30°N, 40°N and 50°N, 
increasing from 0 %NH to 2.5 %NH, from 0.5%NH to 5.0%NH and from 2.0%NH to 
7.5%NH, respectively. This enhancement characterizes the development and poleward 
extension of the intrusion associated to the FrIAC. Subsequent brief enhancements (for 
example on the day 16) are due to thin intrusions penetrating into the polar region. The 
confidence interval ∆Slim is depicted by the difference between the dashed curves. The ∆Slim is 
the smallest for the Φeq,lim=40°N, close to 0.3%NH, while it is the largest for Φeq,lim=50°N. 
Furthermore, in the latter case, ∆Slim is seen to increase with time. While we have illustrated 
the sensivity of the method for the 2011 FrIAC case, we have further tested Φeq,lim and ∆Slim 
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for the whole period covered 1960-2011 (not shown for brevity). For the rest of this paper, we 
use Φeq,lim=40°N and ∆Slim=0.3%NH, which corresponds to the climatological confidence 
interval obtained. 
4.2 Low-latitude Intrusions over 1960 to 2011  
 Given the results above, we apply the method for each year between 1960 and 2011 
using Φeq,lim=40°N. The spatial extents Slim (in %NH) are grouped in decades in Figure 5. 
Regardless of the year considered, the period before the turnover is characterized by a strong 
variability of the Slim, as low-latitude intrusions are pulled out northward of 60°N but do not 
remain at polar latitudes, being either quickly distorted or displaced southward due to wave 
activity. After the turnover, Slim depicts smoother oscillations and finally decreases slowly in 
the easterly summer regime. 
 
From examination of Figure 5, it appears that years can be classified in two types. For type-A 
years, (gray-colored curves) Slim is lower than the 0.3%NH threshold (horizontal dashed line) 
at day 0. Several type-A years have been identified in each decade: 3 in the 1960s, 3 in the 
1970s, 5 in the 1980s, 3 in the 1990s, 4 in the 2000s, 1 in the current decade, i.e. 19 in total. 
Since no low-latitude air masses are then detected after the turnover, these years are not 
considered as favorable for the formation of a FrIAC. 
 
In type-B years, low-latitude intrusions are higher than the threshold 0.3%NH after the 
turnover. Again, several type-B years have been identified in each decade: 7 in the 1960s, 7 in 
the 1970s, 5 in the 1980s, 7 in the 1990s, 6 in the 2000s, and 1 in the current decade, i.e. 33 in 
total. In type-B years, the duration over which Slim remains above the detection threshold 
displays a high degree of inter-annual variability, from 3 days in 2004 until over 45 days in 
1982, 2005, 2007 and 2011. The long persistence of the intrusions, for example largely 
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exceeding 20 days in 1966 (Figure 5a), 1978 (Figure 5b), in 1982 or 1986 (Figure 5c), in 1994 
(Figure 5d), in 2003, 2005, 2007 or 2011 (Figure 5e,f), is a first indication of FrIAC 
occurrences. Thus, it would appear that, besides the 4 FriACs observed in satellite data in the 
2000s (as mentioned in Section 1), 5 additional FrIACs could have occurred in 1966, 1978, 
1982, 1986 and 1994. However, additional diagnostics are needed to confirm this statement: 
FrIACs correspond to long-lived coherent anticyclones which indeed need to be identified. In 
the next section, we further investigate the type-B years, and establish a FrIAC climatology 
by examining the ERA-40 and ERA-Interim geopotential height fields associated with the 
low-latitude intrusions. 
5 FrIACs Climatology 
5.1 Occurrences  
 In their paper, Allen et al. [2011] showed that, for several weeks after the intrusion, 
during what they termed the “anticyclonic phase”, the FrIAC tracer anomaly (high N2O in 
their case) is associated with a long-lived coherent anticyclone with the same shear as the 
background wind. By comparing the evolution of the vertical structure of FrIACs in 2005 and 
2007, Thiéblemont et al. [2011] showed that the onset of the shearing phase, when the FrIAC 
starts to stretch and mix with the background air, is similar in both cases occurring around 
mid-May. This transition coincides with the decay of the anticyclonic eddy due to diabatic 
processes [Allen et al., 2011], which merges with the large summer anticyclone. Thus, to 
confirm that the low-latitude intrusions described in the previous section led to FrIAC 
occurrences, we examine if they co-existed with a long-lived anticylonic eddy. This is done 
by calculating the distance (hereinafter LGPH-PV) between the core of the intrusion (i.e. the 
lowest advected-PV values) and the core of the anticyclone (i.e. the maximum eddy 
geopotential height). The LGPH-PV is calculated northward of 70°N, where the core of FrIACs 
in 2003, 2005 and 2007 has been observed in previous studies. We expect to find a high 
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correlation between these two quantities at least until the beginning of the shearing phase that 
we define on May 15, following the arguments of Allen et al. [2011] and Thiéblemont et al. 
[2011]. 
 
Figure 6 shows the LGPH-PV in 1966, 1982, 1994, 1997, 2002, 2003, 2005, 2007 and 2011. The 
first vertical dashed line corresponds to the turnover day. The horizontal dashed line marks 
LGPH-PV equal to 1000 km, the distance which approximately separates the 100 m contours of 
eddy geopotential height as revealed in the Figure 7. When LGPH-PV is lower than 1000 km, the 
PV minimum and geopotential height eddy are assumed to be “in-phase”. 
 
On each panel, a sharp decrease of LGPH-PV below 1000 km is indeed observed following the 
turnover on May 1, 1966, April 26, 1982, April 23, 1994, May 8, 1997, May 7, 2002, April 
22, 2003, March 31, 2005, May 2, 2007 and April 4, 2011. Such decreases indicate that the 
anticyclonic anomaly and the low-latitude intrusion are getting in-phase. Figure 7 shows maps 
of advected PV and geopotential height on these dates. On each map, the low PV (with 
equivalent latitude below Φeq,lim=40°N) is trapped inside the anticyclone core (red contours).  
 
Figure 6 reveals that, following the sharp decrease, LGPH-PV values remain low during several 
weeks, before gradually increasing in mid-May when the shearing phase starts (i.e. when the 
large summer anticyclone forms). This sharp decrease followed by a gradual increase hence 
forms a “bowl–shaped” structure which characterizes the anticyclonic phase. The 1982, 2005 
and 2011 FrIACs display the largest of such “bowls”, which last 1.5, 2 and 2 months, 
respectively. The 1994, 2002, 2003 and 2007 “bowls” last between 3 weeks and 1 month. The 
1966 and 1997 “bowls” are the shortest, with durations not exceeding 2 weeks. As mentioned 
above, we consider that a FrIAC occurs if LGPH-PV remains lower than 1000 km until the 
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beginning of shearing phase which we define as May 15 of each year. After examining the 
Type-B years, we found 9 FrIAC events in 1966, 1982, 1994, 1997, 2002, 2003, 2005, 2007 
and 2011 when using this criterion. 
 
The 1994 LGPH-PV evolution shows a particular behaviour since two bowls form, separated by 
a period when LGPH-PV reaches 1800 km: the first starting in late March and the second in late 
April. This indicates that two successive low-latitude intrusions occurred, over the North East 
America and then over the Arctic Ocean, as illustrated by the map of April 23, 1994 (Figure 
7c). On this date, the first intrusion is no longer trapped into an anticyclone, and starts to be 
sheared and stretched. Consequently, only the second intrusion defines a FrIAC. 
 
The zonal-mean meridional eddy heat fluxes averaged over the latitude band [40,70]°N are 
also shown in Figure 6, to follow the wave activity during the FrIAC evolution. Sharp pulses 
of eddy heat flux associated to the rapid displacement of warm, low-latitude air to the polar 
region are seen before the formation of the bowls in 1982, 1994, 1997, 2003, 2005, 2007 and 
2011, peaking at maximum values of 38, 40, 40, 80, 20 and 80 K·m·s-1, respectively. When 
the bowl starts, the eddy heat flux slightly decreases, as expected, following the establishment 
of the summer easterlies in polar region. Among the years with FrIAC occurrences, 1966 and 
2002 are characterized by the lowest heat fluxes and also by a small spatial extent (Figure 7a 
and e).  
 
From the 33 type-B years, we only consider that FrIACs occurred in 9 cases, as most of the 
type-B years do not reveal a “bowl-shaped” structure persisting after May 15 (using the 1000 
km LGPH-PV threshold). Note that if the shearing phase onset was chosen 10 days earlier, only 
one more FrIAC would have been included (1998). In the next section, we investigate in 
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detail the type-B year 1986, which reveals one of the strongest low-latitude intrusion after the 
turnover (Figure 5c), but yet did not lead to a FrIAC, according to our criterion. 
5.2 A Case Study: 1986 
 Figure 8 shows the LGPH-PV evolution and the associated eddy heat flux for 1986. As 
for other events (Figure 6), a strong pulse of eddy heat flux reaching 100 K·m·s-1 is detected at 
the turnover day (around the 20 March). This wave activity enhancement is followed by the 
establishment of a bowl in early April. However, a second pulse of heat flux, albeit weak (not 
higher than 10 K·m·s-1) occurred in mid-April. Shortly after, the LGPH-PV increases sharply, 
indicating the end of the bowl structure, around one month before the onset of the shearing 
phase.  
 
The evolution of PV and geopotential height is shown as a series of maps for three dates in 
Figure 9. When the bowl is formed by April 12, the low-PV anomaly and the geopotential 
height are in phase (Figure 9a). On 20 April (Figure 9b), a second low-PV intrusion crosses 
the 60°N latitude circle above Eastern Europe following a heat flux pulse, hence contributing 
to destroy the phasing. On April 26 (Figure 9c), the low-PV lobe is no more trapped in the 
anticyclonic eddy, and is quickly advected to mid-latitudes and distorted by the wind shear. 
We do not identify such a case as a FrIAC since its signature is removed from the polar region 
before the beginning of the shearing phase. The absence of FrIACs during the mid-nineties 
could be explained by a wave activity characterized by such several consecutive pulses, and 
we will return to this point in the Discussion section. 
5.3 Characterization of the latitudinal origin of air masses in the intrusion  
 We next calculate the latitudinal origin of air masses with the low-PV intrusions 
associated to the 9 FrIACs. Since the PV rapidly relaxes due to diabatic processes, we 
estimate the latitudinal origin at the beginning of the bowl formation. Thus, the PVlim 
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threshold is initialized by calculating the PVlim averaged between -15 and 0 days before this 
new reference day. The spatial extents have been calculated northward of the Φcircle=60°N 
except in 1994 when the Φcircle=70°N has been chosen to remove a second lobe over the North 
East America, which is not associated with the FrIAC as shown previously (see section 5.1). 
 
Figure 10 presents the probability distribution functions (hereinafter PDFs) of latitudinal 
origin, expressed in percents. The spatial extent of the air masses such as Φeq,lim is lower or 
equal to 40°N is indicated on each histogram (in %NH). The 2003 and 2011 FrIACs events 
are characterized by the largest amount of low-latitude air masses into the polar region 
(4.1%NH and 5.4%NH, respectively). Hence, the 2011 FrIAC has been the largest recorded 
over the 1960-2011 period. Inversely, the 1966 and 2002 cases have the smallest spatial 
extents, 0.9%NH and 0.4%NH respectively. 
 
The PDFs show that in 1966 and 2002, the air masses originate from regions located 
northward of 38°N and 34°N, respectively. Thus, these FrIACs contain air masses of mid-
latitude origin exclusively, and not from a deep tropical origin. They are consequently the 
weakest recorded. In 1997 and 2003, the low-latitude air masses originate at the boundary 
between the subtropics and the mid-latitudes (i.e. northward of 28°N and 30°N). The 1982, 
1994, 2005, 2007 and 2011 events show an appreciable amount of air masses coming deeper 
in the tropics (e.g. latitudes below 30°N). 
 
These results show that the origin of the low-latitude air masses associated with FrIACs 
displays a high degree of inter-annual variability. By cumulating the PDFs for latitudes lower 
than 30°N, we obtain that 0.0, 13.5, 9.4, 0.8, 0.0, 0.1, 26.6, 6.4 and 43.0 % of 
tropical/subtropical air masses in years 1966, 1982, 1994, 1997, 2002, 2003, 2005, 2007 and 
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2011. This shows that the 2011 FrIAC has been the strongest since 1960, supporting the 
finding in Allen et al. [2012] over a longer period.  
6. Discussion  
 These FrIAC occurrences are largely consistent with those in Allen et al. [2012]. 
Exceptions are in 2000 and 2004, when they found weak TrEL reductions at high latitudes. 
Although we classified these two years as type-B, these anticyclones trapped air masses from 
the mid-latitudes rather from the low latitudes. By examining LGPH-PV for both years, we also 
found that no bowl-shaped structure developed, so that we do not classify these events as 
FrIACs. Furthermore, the 2007 event led to a very weak TrEL reduction at the pole in Allen et 
al. [2012], yet we do classify it clearly as a FrIAC, albeit of small spatial extent (Figure 7h, or 
Thieblemont et al.,[2011]). These small discrepancies between the two studies are mostly due 
to the criteria used to define what a FrIAC is. It appears to us that low TrEL at the pole does 
not necessarily imply the occurrence of a FrIAC, that is, the coexistence of an anticyclone and 
a low-latitude air mass in the polar region. In the real atmosphere, there is a whole continuum 
of intrusions of varying durations or spatial extents, trapping air from either low or mid-
latitudes, some extending north of 60°N. Hence, there is no unique way to describe these 
slightly different phenomena. In our case, to classify an event as a FrIAC, we require that the 
intrusion contains air masses from low latitudes (below Φeq,lim=40°N), reaches beyond 60°N, 
and is collocated with an anticyclonic eddy. The duration per se is not included in the criteria 
although, as we shall see, the years with FrIACs have a persistence of intrusions beyond 20 
days in all but one case (i.e. 2002). However, we do require that a FrIAC persists until the 
mean date of the shearing phase (May 15). 
 
To place occurrences of FrIAC events in a climatological context, an overview of the 
dynamical conditions around the turnover date is shown on Figure 11. These dynamical 
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conditions are characterized in terms of: (a) the persistence of low-latitude intrusions into the 
polar region, (b) the turnover date (as in Figure 3), and (c) the eddy heat flux at the onset of 
the turnover, averaged in the [40,70]°N latitude band and at 30 hPa. The persistence of the 
low-latitude intrusions is defined as the date (relatively to the turnover) for which the spatial 
extent of the air masses Slim falls below the 0.3%NH threshold (see also the figure 5). Note 
that if the low-latitude intrusion disappears before the turnover, the persistence defined above 
as a relative date is a negative number; for the years 1971, 1979, 1981, 1984, 1987, 1999 and 
2009, the intrusions disappeared more than a month before the turnover and are not 
represented on the diagram. This persistence displays a very degree of high inter-annual 
variability (Figure 11a), especially during the 1980s and after 2000 when the highest 
amplitude variations from one year to the next are found. Conversely, during the mid-1970s 
and the 1990s, the inter-annual variability is quite weak, the persistence not lasting beyond 20 
days. It is also anti-correlated with the time series of the turnover date (Figure 11b, left). 
Moreover, the eddy heat flux at the onset of the turnover (Figure 11c, left) is also correlated 
with the intrusion persistence (Figure 11c, right). On the scatter diagrams on Figure 11b,c 
(right), linear regression lines are drawn, and these correlations are calculated to be -0.65 and 
0.68 respectively. In other words, a long persistence of intrusions is generally associated with 
an early turnover date, and vice versa. Hence, a long persistence of intrusions is generally 
associated with a strong heat flux pulse.  
 
On Figure 11, the type-A years are marked with black dots. Type-B years without FrIAC are 
marked with grey dots, and those with a FrIAC with a colored star. Summarising Figure 11, 
given the position of FrIACs with respect to the regression lines (Figure 11, left), it appears 
that FrIACs are overwhelmingly persistent intrusions that tend to occur for early turnover 
dates and accompanied by strong heat flux pulses.  
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We suggest that these correlations can be linked to the occurrence of mid-winter major SSWs. 
During the 1971, 1973, 1979, 1984, 1987, 1989 and 1999 winters, major SSWs occurred 
[Charlton and Polvani, 2007]; they also occurred in more recent years, such as 2001 [Jacobi 
et al., 2003], 2006, 2008, 2009 [Orsolini et al., 2010] and 2010 [Ayarzagüena et al., 2011]. 
All these years are characterized by an unusual weak persistence of the low-latitude 
intrusions, a late turnover (i.e. late April/early May) and a weak eddy heat flux value. In other 
words, when a major SSW occurs in mid-winter and a wind reversal occurs, the upward 
propagation of wave activity is prohibited by the easterlies [Tomikawa et al., 2010]. While the 
westerlies recover due to radiative cooling, the wave activity remains weak, hindering the 
intrusion of low-latitude air masses to the polar region, and consequently the occurrence of 
FrIACs. Reciprocally, in the absence of a major SSW, the upward wave propagation can be 
maintained until spring and drive the turnover, leading to strong low-latitude intrusions which 
are able to form FrIACs. These results confirm those published in Thiéblemont et al. [2011] 
over a more extended period going back to 1960. 
 
Thiéblemont et al. [2011] also showed that low-latitude intrusions to polar latitudes were 
favored under an easterly phase of the QBO, based on calculations over the period 2000-2010. 
We indicated the QBO phase over the 1960-2011 period on the top of Figure 11 (blue or red 
stripes for easterly or westerly phase, respectively).It appears that the easterly phase coincides 
with over 70% of the turnover dates. Furthermore, from a total of 9 FrIACs recorded, 6 
occurred under the easterly phase, i.e. 66% of all cases. These results do not suggest a one-to-
one relation between the QBO and FrIAC occurrence. Rather, the easterly phase would favor 
the presence of tropical air masses inside FrIACs. Furthermore, FrIACs occurring in the 
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easterly phase contain air masses originating closer to the equator (i.e. 1982, 1994, 2005 2007 
and 2011 as seen in Figure 10). 
 
Our FrIACs climatology reveals that their occurrence is highly sporadic before the 1990s 
when only two cases are detected over 30 years. On the other hand, their frequency 
considerably increased since 1994. Since 2002 in particular, 5 events occurred. Given the 
relationship between mid-winter major SSWs and the occurrence of FrIACs, we would expect 
more events during the 1970s and the 1990s [Charlton and Polvani, 2007]. For the 1990s, as 
we mentioned before, we observe an in-phase relationship between low-latitude intrusion and 
anticyclones, but the eddy heat fluxes time series reveal secondary pulses which contribute to 
dissociate the intrusion from the anticyclonic anomaly, hence preventing a FrIAC to occur. In 
1970s however, no “bowls” characterizing FrIACs are diagnosed despite the large pulse of 
eddy heat flux at the onset of the turnover and the absence of secondary ones. After 
examining qualitatively all the MIMOSA PV maps and the associated eddy geopotential 
height anomalies for these years, we did not find evidence of FrIACs. 
 
The low FrIAC frequency of occurrences from 1960 to 1980 is puzzling. We surmise that the 
absence of satellite measurements in the assimilation systems during this period, is probably 
an important factor for the quality of stratospheric analyses in general and for the tropical to 
polar stratospheric transport in particular. Low FrIAC occurrences in the pre-satellite era 
could be due to a poor representation of winds and wind shears in the critical subtropical 
region, or of high-latitude coherent eddies. 
7 Conclusion 
 The winter 2010-2011 has been characterized by an unusual cold and undisturbed 
polar vortex which led to the highest ozone depletion ever recorded [Manney et al., 2011]. 
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The spring 2011 was also characterized by the occurrence of an exceptionally large FrIAC 
event, whereby, at the onset of the transition to the easterly regime, a large intrusion of warm, 
low-latitude air was pulled toward the polar region, and remained there confined in a strong 
anticyclone for several weeks. The evolution of this intrusion into a FrIAC event is nicely 
captured by PV advection model MIMOSA. As the QBO was in its easterly phase and no 
major stratospheric warming occurred during mid-winter in 2011, the dynamical conditions 
were identified as propitious to the development of a FrIAC [Thiéblemont et al. 2011]. 
 
The exceptional characteristics of this new event, i.e. the spatial extent and the tropical origin 
of the air masses within the FrIAC, motivated us to establish a detailed climatology of FrIACs 
over the period 1960-2011. To cover the whole period, it was necessary to use both ERA-40 
and ERA-Interim reanalyses, as the latter only start in 1979. Analysed fields have been used 
to initialize and force the MIMOSA PV advection model from January to June in each year. 
To detect low-latitude intrusions in the spring polar stratosphere and to quantify their 
characteristics (spatial extent, duration), we developed a method based on the equivalent 
latitude diagnostic calculated from the advected PV by the MIMOSA model. While strong, 
lasting intrusions are observed in many years (33 out of 52), not all developed into FrIAC 
events, which correspond to a characteristic trapping of low-latitude air masses into a 
relatively long-lived anticyclone. To confirm the FrIAC occurrences, we calculated the 
distance between geopotential height positive anomalies and the low-PV in the intrusion, and 
determined when they were in-phase. We thus were able to detect 9 FrIACs events: in 1966, 
1982, 1994, 1997, 2002, 2003, 2005, 2007 and 2011. 
 
We also studied the latitudinal origin of the air masses captured in the FrIACs. The results 
show that the 2011 event was not only the largest in spatial extent but also contained the 
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largest amount of tropical air (meaning air originating equatorwards of 30°N), again in 
agreement with the results of Allen et al. [2012]. Conversely, the 1966 and 2002 events have 
been the weakest, predominantly capturing mid-latitude air masses. Our climatology confirms 
that the strongest FrIACs containing air masses originating closer to the equator (1982, 1994, 
2005, 2007 and 2011) are favored by the two conditions proposed in Thiéblemont et al. 
[2011], namely, absence of mid-winter major warming and a QBO in easterly phase. These 
two conditions are not necessary conditions however. We also show that, in some cases, a 
prolonged heat flux pulse a few days after the turnover can displace potential FrIAC events 
from the polar region to mid-latitudes, where their signature dissipate. In particular, it appears 
that this phenomenon is responsible of the low frequency of FrIAC during the mid-nineties. 
 
The most surprising result is that FrIAC occurrences seem to have greatly increased since the 
1990s: we found 7 events after 1994, against only 2 from 1960 to 1994. Furthermore, a higher 
frequency of occurrence is found in the more recent years, between 2002 and 2011 (5 events). 
Such decadal variability can be partly explained by the patterns of wave activity in winter and 
around the turnover date, as mentioned above for the nineties. However, the low FrIAC 
occurrences from 1960 to 1980 is puzzling. We surmise that the absence of satellite 
measurements in the assimilation systems during this period, is probably an important factor, 
affecting the quality of the middle stratosphere re-analyses. 
 
While we recognize that (i) FrIACs are relatively rare events, and hence the above-mentioned 
decadal and inter-annual variability in frequency of occurrences have low significance in a 
trend estimation context, and that (ii) reanalyses are not entirely appropriate to examine trend 
issues, it appears to us that such decadal variability in the coupling of low and high latitudes 
in the Northern Hemisphere spring stratosphere deserves further investigations. 
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Figures 
 
Figure 1. (a) Time series of the ERA-Interim zonal-mean zonal wind (in m/s) from the 01 
January to the 01 June 2011 at 10 hPa over the Northern Hemisphere  (b) zonal-mean 
meridional eddy heat flux averaged on the [40,70]°N latitude range at 30 hPa. The vertical 
dashed lines correspond to the turnover date of April 6.  
 
Figure 2. 3D representation of the evolution of the polar vortex and of low-latitude air masses 
against potential temperature (in K) in spring 2011 on (a) March 30 (b) April 4 and (c) April 
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20. The blue/red colors correspond to a Lait-PV of 11 PVU/5.5 PVU, displaying the polar 
vortex and low-latitude air, respectively. The blue surface on the panel (c) has been removed 
for more clarity. The dark/light blue contour on the projected map depicts the 11 PVU at 950 
K/450 K, respectively. The red/orange contour on the projected map depicts the 5.5 PVU at 
950 K/650 K, respectively. 
 
Figure 3. Turnover dates of the Northern Hemisphere calculated over the 1960-2011 period at 
10 hPa and 60°N using ERA-Interim and ERA40.  
 
Figure 4. (a) MIMOSA PV fields with values lower than PVlim for Φeq,lim=30°N, 40°N and 
50°N (in blue, black and red, respectively) on April 25, 2011 at 850 K. (b) Time evolution of 
the spatial extent Slim northward of 60°N obtained for Φeq,lim=30°N, 40°N and 50°N 
respectively, at 850 K. Spatial extent is expressed either in %NH (left axis) and in millions 
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squared kilometers (right axis). In (b), the vertical dashed (solid) line denotes the tunover date 
(see text), and the vertical solid line denotes April 25, the date of the map in (a). 
 
Figure 5. Time evolution of the spatial extent Slim during the (a) 1960s, (b) 1970s, (c) 1980s, 
(d) 1990s, (e) 2000s and (f) 2010s, computed northward of 60°N and for Φeq,lim=40°N. The 
horizontal dashed line at 0.3%NHA denotes the climatological confidence interval. Type-A 
years are shown in black or grey, while type-B years are shown in color. 
 
Figure 6. Distance LGPH-PV  (in km) between the geopotential height maximum and the PV 
minimum northward of 70°N (black curve) at 850 K from the March 1 to June 30 for the 
years 1966, 1982, 1994, 1997, 2002, 2003, 2005, 2007 and 2011. Also shown is the zonal-
Publications & Communications 
 
 220
mean meridional eddy heat flux (red curve, in K·m·s-1) averaged on the [40,70]°N latitude 
range at 30 hPa. The two vertical dashed lines denotethe tunover dates, and the mean onset of 
shearing phase (May 15). 
 
Figure 7. MIMOSA PV fields (gray filled contours) with values lower than PVlim for 
Φeq,lim=40°N on (a) May 1, 1966 00 UTC, (b) April 26, 1982 12 UTC, (c) April 23, 1994 12 
UTC, (d) May 8, 1997 00 UTC, (e) May 7, 2002 00 UTC, (f) April 22, 2003 00 UTC, (g) 
March 31, 2005 00 UTC, (h) May 2, 2007 00 UTC and (i) April 4, 2011 12 UTC. Also shown 
are isocontours of geopotential height anomalies; red (blue) curves indicate the departure of -
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100, -200 and -300 m (+50, +100 and +150 m) from the maximum (minimum) eddy 
geopotential height over the Northern Hemisphere. 
 
Figure 8. As on Figure 6 but for 1986. 
 
Figure 9. MIMOSA PV fields (gray filled contours) lower than PVlim calculated for 
Φeq,lim=40°N in 1986, on (a) April 12 at 12 UTC, (b) April 20 at 12 UTC and (c) April 26 at 
12 UTC. Geopotential height anomalies are represented as for Figure 7. 
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Figure 10. Probability distribution functions (PDF, in %) based on the spatial extent of the 
low-latitude air masses at Φeq,lim=40°N, also indicated for each histogram is %NH. Colors are 
chosen for different years for easy matching with Figure 5. 
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Figure 11. (a) Low-latitude intrusion persistence (in days, relative to the turnover date, see 
text) from 1960 to 2011. The black dots correspond to type-A years, while non-FrIAC type-B 
years are represented by grey dots. The stars correspond to type-B years when FrIACs 
occurred. (b, left) Turnover date over the same period. (c, left) Meridional eddy heat flux 
averaged over the [40,70]°N latitude range and from -10 to 10 days around the turnover date, 
at 30 hPa. Also shown are scatter plots of the turnover date (b, right) and of the heat flux (c, 
right) with the persistence shown in (a). correlations of the turnover date (b, right) with the 
corresponding quantity in (a). Black lines display a linear regression with respect to time. The 
coefficient of correlation with respect to persistence is indicated on the two plots on the right. 
The easterly and westerly phases of the QBO (at 10 hPa and 0°N) on the turnover date are 
displayed in blue and red, respectively, on top of panel (a).  
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Rémi Thiéblemont 
 
Dynamique de la stratosphère au printemps et en été : étude des couplages 
tropiques/pôles 
Résumé : 
 La dynamique de la stratosphère au printemps et en été reste à ce jour largement inexplorée. 
Or dans les contextes actuels du recouvrement de la couche d’ozone et de l’augmentation des 
émissions de gaz à effet de serre, une amélioration de la compréhension des processus dynamiques 
contrôlant la stratosphère s’avère nécessaire, afin de mieux appréhender l’évolution du climat dans le 
futur. Des observations satellitaires récentes du printemps/été arctique ont montré l’existence de 
phénomènes de transport irréversibles depuis les régions tropicales vers la région arctique. 
Cependant, les mécanismes associés à ces évènements restent mal connus. 
 Ce travail de thèse consiste en l’analyse dynamique et climatologique de ces phénomènes, 
afin d’évaluer les mécanismes responsables de leur développement et de leur fréquence d’apparition. 
Une attention particulière est donnée aux rares évènements, où la signature de l’intrusion persiste 
dans une anomalie anticyclonique jusqu’en été, soit plusieurs mois après son établissement en région 
polaire. Les données des instruments satellitaires MLS/Aura et MIPAS/ENVISAT, de l’instrument 
ballon SPIRALE, et le modèle d’advection MIMOSA ont permis d’identifier, caractériser et quantifier 
ces évènements. L’analyse des conditions dynamiques a été faite à partir des données 
météorologiques réanalysées de L’ECMWF. Enfin, le développement d’un algorithme de détection 
systématique de ces intrusions a permis d’en établir une climatologie entre les années 1980 et 2011. 
 Parmi les résultats majeurs de cette étude, il apparaît que la fréquence de ces évènements, 
contrôlés par l’activité ondulatoire, a fortement augmenté depuis les années 2000. Nous montrons 
aussi que leur développement au printemps est fortement lié à l’évolution dynamique de la 
stratosphère durant l’hiver et au régime de circulation intertropicale. 
 
Mots clés : stratosphère, intrusions, modèle de transport, activité ondulatoire, anticylone, printemps. 
On the stratospheric dynamics in spring and summer: a tropics/poles coupling 
study 
Abstract: 
 The stratosphere dynamics remains largely unexplored in summer and spring. In the context 
of the ozone layer recovery and the increasing of greenhouse gases emissions, efforts must be 
provided to improve our knowledge of the dynamical processes driving the stratosphere. Such 
improvements would lead to better future climate trends estimates. Recently, spring and summer 
satellites observations revealed occurrences of irreversible air masses transport from the tropics to the 
Arctic region. However, the associated mechanisms are poorly understood. 
 The present work consists of dynamical and climatological analyses of these events in order to 
identify their causes and their occurrence frequency. In particular, we focused on the sporadic events, 
where the intrusion signal persists several months in the polar region, trapped within an anticyclonic 
anomaly before disappearing in summer. We used MLS/Aura and MIPAS/ENVISAT satellites data, the 
SPIRALE balloon borne data and the results of the advection model MIMOSA to identify, characterize 
and quantify these events. Stratospheric dynamical conditions are investigated using the reanalyses 
data of the ECMWF. Finally, a systematic algorithm to detect low-latitude intrusions has been 
developed and applied on MIMOSA results to perform a climatology between 1980 and 2011 
 The results suggest that the frequency of these events, driven by the planetary wave activity, 
is increasing since the 21st century. Furthermore, their occurrence in spring appears to depend on the 
stratospheric dynamical evolution during winter and on the tropical region dynamical regime. 
 
Keywords : stratosphere, intrusions, advection model, wave activity, anticyclone, spring. 
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