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THE MINIMAL MEASUREMENT NUMBER FOR LOW-RANK MATRICES
RECOVERY
ZHIQIANG XU
Abstract. The paper presents several results that address a fundamental question in low-rank matrices
recovery: how many measurements are needed to recover low rank matrices? We begin by investigating the
complex matrices case and show that 4nr−4r2 generic measurements are both necessary and sufficient for the
recovery of rank-r matrices in Cn×n by algebraic tools developed in [10]. Thus, we confirm a conjecture which
is raised by Eldar, Needell and Plan for the complex case. We next consider the real case and prove that the
bound 4nr− 4r2 is tight provided n = 2k + r, k ∈ Z+. Motivated by Vinzant’s work, we construct 11 matrices
in R4×4 by computer random search and prove they define injective measurements on rank-1 matrices in R4×4.
This disproves the conjecture raised by Eldar, Needell and Plan for the real case. Finally, we use the results in
this paper to investigate the phase retrieval by projection and show fewer than 2n− 1 orthogonal projections
are possible for the recovery of x ∈ Rn from the norm of them, which gives a negative answer for a question
raised in [1].
1. Introduction
1.1. Problem setup. The problem of low-rank matrix recovery attracted many attention recently since it is
widely used in image processing, system identification and control, Euclidean embedding, and recommender
systems. Suppose that the matrix Q ∈ Hn×n with rank(Q) ≤ r, where H is either R or C. The information
we gather about Q is
bj := 〈Aj , Q〉 := trace(A
∗
jQ), j = 1, . . . ,m
where Aj ∈ H
n×n, j = 1, . . . ,m. The aim of the low-rank matrix recovery is to recover Q from b =
[b1, . . . , bm] ∈ H
m.
For a given A := {A1, . . . , Am} ⊂ H
n×n, we define the map MA : H
n×n → Hm by
MA(Q) = [b1, . . . , bm].
Set
LHr := {X ∈ H
n×n : rank(X) ≤ r}.
We say the matrices set A := {A1, . . . , Am} has the low-rank matrix recovery property for L
H
r if the map
MA is injective on L
H
r . Naturally, we are interested in the minimal m for which the map MA is injective on
LHr .
There are many convex programs for the recovery of the low-rank matrix Q from MA(Q). A well-known
one is nuclear-norm minimization which requires m = Cnr random linear measurements for the recovery of
rank-r matrices in Hn×n [6–8,17]. Despite many literatures on low-rank matrices recovery, there remains a
fundamental lack of understanding about the theoretical limit of the number of the cardinality of A which
has the low-rank matrix recovery property for LHr . This paper focusses on the problem of the minimal
measurements number for the recovery of low-rank matrix. We state the problem as follows:
Problem 1 What is the minimal measurement number m for which there exists A = {A1, . . . , Am} ⊂ H
n×n
so that MA is injective on L
H
r ?
The aim of this paper is to addresses Problem 1 under many different settings.
Zhiqiang Xu was supported by NSFC grant (11171336, 11422113, 11021101, 11331012) and by National Basic Research
Program of China (973 Program 2015CB856000).
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1.2. Related work. A related problem to low-rank matrices recovery is phase retrieval, which is to recover
the rank-one matrix xx∗ ∈ Hn×n from the measurements |〈φj , x〉|
2 = 〈φjφ
∗
j , xx
∗〉, j = 1, . . . ,m, where
φj ∈ H
n and x ∈ Hn. In the context of phase retrieval, one is interested in the minimal measurement
number m for which the map MΦ is injective on S
H
1 where Φ := {φ1φ
∗
1, . . . , φmφ
∗
m} and S
H
r := {X ∈
Hn×n : rank(X) ≤ r,X∗ = X}, r ∈ Z. It is known that in the real case H = R one needs at least
m ≥ 2n − 1 vectors so that MΦ is injective on S
R
1 [2]. For the complex case H = C, the same problem
remain open. Balan, Casazza and Edidin in [2] show that MA is injective on S
C
1 if m ≥ 4n − 2 and
φ1, . . . , φm are generic vectors in C
n. In [3], Bandeira, Cahill, Mixon and Nelson conjectured the following
(a) if m < 4n− 4 then MΦ is not injective on S
C
1 ; (b) if m ≥ 4n− 4 then MΦ is injective on S
C
1 for generic
vectors φj , j = 1, . . . ,m. The part (b) of the conjecture is proved by Conca, Edidin, Hering and Vinzant
in [10] by employing algebraic tools. They also confirm part (a) for the case where n is in the form of
2k + 1, k ∈ Z. Recently, in [19], a counterexample is presented disproving part (a) of this conjecture. In
fact, [19] gives 11 = 4n − 5 < 4n − 4 vectors φ1, . . . , φ11 ∈ C
4 and prove that MΦ is injective on S
C
1 by
algebraic computation where Φ = {φ1φ
∗
1, . . . , φ11φ
∗
11}.
In context of low-rank matrix recovery, it is Eldar, Needell and Plan [11] that show that m ≥ 4nr − 4r2
Gaussian matrices A1, . . . , Am has low-rank matrix recovery property for L
H
r with probability 1 (see also
[14, 15, 18]) provided r ≤ n/2. Naturally, one may be interested in whether the number 4nr − 4r2 is tight.
In [11], the authors made the following conjecture:
Conjecture 1.1. [11] If m < 4nr − 4r2 then MA is not injective on L
H
r .
1.3. Our contribution. The aim of this paper is to address Problem 1 by employing algebraic tools which
are developed in [10, 19]. In Section 2, we consider the case H = C and prove that MA is injective on L
C
r
if A contains m ≥ 4nr − 4r2 generic matrices [A1, . . . , Am] ∈ C
mn2 . Compared to the results of [11], we
do not require the m matrices are Gaussian matrices. Hence, our result does not suffer from probabilistic
qualifiers on the injective (E.g., injective “with probability 1”). We also show that the bound 4nr − 4r2 is
tight which means MA is not injective on L
C
r provided m < 4nr− 4r
2 and hence confirm Conjecture 1.1 for
the complex case, i.e., H = C. We turn to the real case in Section 3 and prove the bound 4nr− 4r2 is tight
provided n is in the form of 2k+r. Inspired by the work of [19], we use computer random search to construct
a counterexample for the case n = 4, r = 1. In fact, we present 11 = 4n − 5 matrices A1, . . . , A11 ∈ R
4×4
and prove MA is injective on L
R
1 using Vinzant’s test with disproving Conjecture 1.1 for the real case. We
next consider the recovery of the symmetric matrix and investigate the minimal measurement number m
for which there exists A = {A1, . . . , Am} ⊂ R
n×n so that MA is injective on S
R
r . In Section 4, we apply the
results to study the phase retrieval by projection. Set Wj := span{uj,1, . . . , uj,dj} ⊂ R
n and Pj : R
n → Wj
is an orthogonal projection. Following [1, 5], phase retrieval by projection is to recover x ∈ Rn up to a
unimodular constant from ‖Pjx‖2 . We say that {Wj}
m
j=1 yields phase retrieval if for all x, y ∈ R
n satisfying
‖Pjx‖ = ‖Pjy‖ for all j = 1, . . . ,m then x = ±y. In [5], Cahill, Casazza, Peterson and Woodland proved
that 2n − 1 projections are enough for phase retrieval. Particularly, they showed that phase retrieval can
be done in Rn with 2n− 1 subspaces each of any dimension less than n− 1. A question is also raised in [1]
which states can phase retrieval be done in Rn with fewer than 2n− 1 projections? Using the results in this
paper, we present a positive answer for the question provided n is in the form of 2k + 1. We also give a
negative answer for the case n = 4 by constructing 6 = 2n − 2 subspaces W1, . . . ,W6 ⊂ R
4 and prove they
are phase retrieval by computational algebra.
2. The recovery of complex low rank matrices
We first recall the following lemma
Lemma 2.1. [11] Suppose that r ≤ n/2. The map MA is not injective on L
H
r if and only if there is a
nonzero Q ∈ LH2r for which
MA(Q) = 0.
According to Lemma 2.1, the set LCr plays an important role in the investigation of the MA. Recall that
rank(Q) ≤ r is equivalent to the vanishing of all (r+1)× (r+1) minors of Q. Hence, LCr is an affine variety
in Cn
2
with the dimension 2nr − r2 [12, Prop. 12.2] and the degree dn,r :=
∏n−r−1
i=0
(n+i)!·i!
(r+i)!·(n−r+i)! [12, Ex.
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19.10]. Note these (r + 1) × (r + 1) minors are homogeneous polynomials in the entries of Q. Thus the
projectivization of LCr is a projective variety in P(C
n2) and it is called as determinant variety. Throughout
the paper, by m generic matrices in Hn×n we mean [A1, . . . , Am] corresponds to a point in a non-empty
Zariski open subset of Hmn
2
which is also open and dense in the Euclidean topology (see [10, Section 2.2]).
We next state the main result of this section:
Theorem 2.1. Suppose that r ≤ n/2. Consider m matrices A = {A1, . . . , Am} ⊂ C
n×n and the mapping
MA : C
n×n → Cm. The following holds
(a) If m ≥ 4nr − 4r2 then MA is injective on L
C
r for generic matrices A1, . . . , Am.
(b) If m < 4nr − 4r2, then MA is not injective on L
C
r .
Proof. We use Gm,n to denote the matrices set ([A1, . . . , Am], [Q]) ∈ P(C
n×n × Cn×n × · · · × Cn×n︸ ︷︷ ︸
m
)×P(Cn×n)
which satisfies the following property:
rank(Q) ≤ 2r and 〈Aj , Q〉 = 0, for all 1 ≤ j ≤ m.
Note that Gm,n is defined by the vanish of homogeneous polynomials in the entries of Aj and Q. Thus Gm,n
is a projective variety of P(Cn×n × Cn×n × · · · × Cn×n︸ ︷︷ ︸
m
) × P(Cn×n). We next consider the dimension of the
projective complex variety Gm,n. We let π1 and π2 be projections onto the first and the second coordinates,
respectively, i.e.,
π1([A1, . . . , Am], [Q]) = [A1, . . . , Am], π2([A1, . . . , Am], [Q]) = Q.
We claim that π2(Gm,n) = PL
C
2r where
PLC2r := {Q ∈ P(C
n×n) : rank(Q) ≤ 2r}.
Indeed, for any fixed Q0 ∈ PL
C
2r, there exists a matrix A0 ∈ C
n×n satisfying 〈A0, Q0〉 = 0 since 〈A0, Q0〉 is a
linear equation about the entries of A0. This implies that ([A0, . . . , A0], [Q0]) ∈ Gm,n and π2([A0, . . . , A0], [Q0]) =
Q0. Thus we have π2(Gm,n) = PL
C
2r. Note that PL
C
2r ⊂ P(C
n×n) is a projective variety with dim(π2(Gm,n)) =
4nr − 4r2 − 1.
We next consider the dimension of the preimage π−12 (Q0) ⊂ P(C
n×n × · · · × Cn×n︸ ︷︷ ︸
m
) for a fixed Q0 ∈
P(Cn×n). A simple observation is that
(2.1) 〈Aj , Q0〉 = 0
defines a nonzero linear equation on the entries of Aj . For each Aj the linear equation (2.1) defines a
hyperplane of dimension n2 − 1 in Cn
2 ∼= Cn×n. Hence, after projectivization, the preimage π−12 (Q0) has
dimension m(n2 − 1)− 1 = mn2 −m− 1. Then, according to [12, Cor.11.13]
dim(Gm,n) = dim(π2(Gm,n))+dim(π
−1
2 (Q0)) = (4nr− 4r
2− 1)+ (mn2−m− 1) = mn2+4nr− 4r2−m− 2.
If m ≥ 4nr − 4r2, then
(2.2) dim(π1(Gm,n)) ≤ dim(Gm,n) = mn
2 + 4nr − 4r2 −m− 2 < mn2 − 1.
Here, we use the result which states the dimension of the projection is less or equal to the dimension of the
original variety [12, Cor.11.13]. Note the dimension of the P(Cn×n × · · · × Cn×n︸ ︷︷ ︸
m
), which is the target of the
projection π1, is mn
2 − 1. The (2.2) shows the dimension of π1(Gm,n) is strictly less than mn
2 − 1 provided
m ≥ 4nr − 4r2. This means the image of the projection π1 lies in a hyper-surface which is defined by the
vanish of some polynomials. We arrive at (a).
We next turn to (b). For A = {A1, . . . , Am}, we set
ZA := {Q ∈ P(C
n×n) : 〈Aj , Q〉 = 0, j = 1, . . . ,m}.
Note that ZA is a linear subspace in P(C
n×n) with dim(ZA) ≥ n
2 − 1 −m. The projective variety PLC2r ⊂
P(Cn×n) has dimension 4nr − 4r2 − 1. If m ≤ 4nr − 4r2 − 1, then
dim(ZA) + dim(PL
C
2r) ≥ n
2 − 1,
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which implies that (see [12, Prop.11.4])
ZA ∩ PL
C
2r 6= ∅.
Hence, if m ≤ 4nr − 4r2 − 1 there exits a non-zero matrix Q0 ∈ ZA ∩ PL
C
2r satisfying
〈Aj , Q0〉 = 0, j = 1, . . . ,m
which implies MA is not injective on L
C
r . 
Remark 1. We also can use the technology in the proof of Theorem 2.1 to study the weak recovery , which
means to recover a fixed Q0 ∈ L
C
r from MA(Q0) (see also [11]). As shown in [11], to ensure MA has the
weak recovery property, we only need show that Q = Q0 if MA(Q−Q0) = 0 and Q ∈ L
C
r . Note that
{Q−Q0 : Q ∈ L
C
r } ⊂ C
n×n
is an affine variety with dimension 2nr − r2. Then using a similar method with the proof of Theorem 2.1,
we can show that MA is injective on {Q −Q0 : Q ∈ L
C
r } ⊂ C
n×n if m ≥ 2nr − r2 + 1 and A1, . . . , Am are
m generic matrices.
Remark 2. It will be very interesting to construct m = 4nr − 4r2 deterministic matrices A1, . . . , Am so
that MA is injective on L
C
r . In the context of phase retrieval, such constructions are presented in [4]
and [16]. In fact, [4] and [16] present 4n − 4 deterministic Hermite matrices and prove they define an
injective measurement on SC1 . It will be interesting to extend the results and methods of [4] and [16] to
low-rank matrices recovery.
3. The recovery of real low rank matrices
In this section, we consider the case where H = R. Then we have
Theorem 3.1. Suppose that r ≤ n/2. Consider m matrices A = {A1, . . . , Am} ⊂ R
n×n and the mapping
MA : R
n×n → Rm. The following holds
(a) If m ≥ 4nr − 4r2 then MA is injective on L
R
r for generic matrices A1, . . . , Am.
(b) Suppose that n = 2k + r, k ∈ Z+, or n = 2r + 1. If m < 4nr − 4r
2, then MA is not injective on L
R
r .
Proof. The proof of Part (a) is similar with the proof of (a) in Theorem 2.1 and hence we omit it here. We
next turn to (b). Following the notation from the proof of Theorem 2.1, we set
ZA := {Q ∈ P(C
n×n) : 〈Aj , Q〉 = 0, j = 1, . . . ,m}.
Note that ZA is a linear space and dim(ZA) ≥ n2 − 1−m. To state conveniently, set
PLC2r := {Q ∈ P(C
n×n) : rank(Q) ≤ 2r}.
The PLC2r is a projective variety in C
n2 and dim(PLC2r) ≥ 4nr− 4r
2− 1. Note that when m ≤ 4nr− 4r2− 1,
dimZA + dim(PL
C
2r) ≥ n
2 − 1,
which implies that PLC2r∩ZA 6= ∅ [12, Prop.11.4]. According to Lemma 3.1, the variety PL
C
2r has odd degree
provided n = 2k + r. Note that ZA is a linear space hence the intersection between PL
C
2r and ZA also has
odd degree, which implies that the intersection PLC2r ∩ZA has a real point since any projective variety with
odd degree defined over R has real point. Thus there exists a nonzero real matrix Q0 ∈ PL
C
2r ∩ ZA, which
implies that MA is not injective on L
R
r .

According to [12, Ex. 19.10], the degree of the projective variety of PLC2r is
dn,2r :=
n−2r−1∏
i=0
(n+ i)! · i!
(2r + i)! · (n− 2r + i)!
.
Then
Lemma 3.1. For n = 2k + r, k ∈ Z+ or n = 2r + 1, dn,2r is an odd integer.
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Proof. We first consider the case where n = 2r + 1. A simple calculation shows that
d2r+1,2r =
(2r + 1)!
(2r)!
= 2r + 1,
which implies that dn,2r is odd provided n = 2r + 1.
We next assume that n = 2k + r, k ∈ Z+. Note that
dn,2r =
n−2r−1∏
i=0
(n+ i)! · i!
(2r + i)! · (n− 2r + i)!
=
n−2r−1∏
i=0
(n+ i) · · · (n+ i− (2r − 1))
(i+ 1) · · · (i+ 2r)
=
2k−r−1∏
i=0
(2k + i+ r) · · · (2k + i− r + 1)
(i+ 1) · · · (i+ 2r)
.
Here, in the last equality, we use the assumption of n = 2k + r. To state conveniently, we use p2(m) to
denote the highest power of 2 dividing m ∈ Z. Then
p2(dn,2r) =
2k−r−1∑
i=0

 r∑
j=−(r−1)
p2(2
k + i+ j)−
2r∑
j=1
p2(i+ j)


=
2k−r−1∑
i=0

 r∑
j=1
p2(2
k + i+ 1− j)−
r∑
j=1
p2(i+ j + r)

 .(3.3)
Here, in the last equality, we use the fact of p2(i + j) = p2(2
k + i + j) provided i + j ≤ 2k − 1. We first
consider the first term in (3.3), i.e.,
2k−r−1∑
i=0
r∑
j=1
p2(2
k + i+ 1− j) =
2r−1∑
i=0
r∑
j=1
p2(2
k + i+ 1− j) +
2k−3r−1∑
i=0
r∑
j=1
p2(2
k + i+ 2r + 1− j)
=
2r−1∑
i=0
r∑
j=1
p2(2
k + i+ 1− j) +
2k−3r−1∑
i=0
r∑
j=1
p2(i+ 2r + 1− j)
=
2r−1∑
i=0
r∑
j=1
p2(2
k + i+ 1− j) +
2k−3r−1∑
i=0
r∑
j=1
p2(i+ j + r).(3.4)
Then, combining (3.3) and (3.4), we obtain that
p2(dn,2r) =
2r−1∑
i=0
r∑
j=1
p2(2
k + i+ 1− j)−
2k−r−1∑
i=2k−3r
r∑
j=1
p2(i+ j + r)
=
2r−1∑
i=0
r∑
j=1
p2(2
k + i+ 1− j)−
2r−1∑
i=0
r∑
j=1
p2(2
k + i+ j − 2r)
=
2r−1∑
i=0
r∑
j=1
p2(2
k + i+ j − r)−
2r−1∑
i=0
r∑
j=1
p2(2
k + i+ j − 2r)
=
2r−1∑
i=r
r∑
j=1
p2(2
k + i+ j − r)−
r−1∑
i=0
r∑
j=1
p2(2
k + i+ j − 2r)
=
r−1∑
i=0
r∑
j=1
p2(2
k + i+ j)−
r−1∑
i=0
r∑
j=1
p2(2
k + i+ j − 2r)
=
2r−1∑
s=1
(bsp2(2
k + s)− b2r−sp2(2
k − s)) = 0.
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Here, in the last equality, bs := #{(i, j) : i+ j = s, 0 ≤ i ≤ r−1, 1 ≤ j ≤ r} and we use the fact of bs = b2r−s
and p2(2
k + s) = p2(2
k − s). 
Theorem 3.1 shows the bound 4nr − 4r2 is tight provided n is in the form of 2k + r or 2r + 1. One may
be interested in whether the bound 4nr − 4r2 is tight in general. The next counterexample shows that for
the case where (n, r) = (4, 1) there exist 11 = 4n − 5 matrices A = {A1, . . . , A11} ⊂ R
4×4 so that MA is
injective on LR1 ⊂ R
4×4. And hence the bound is not tight provided n = 4, r = 1. We list the 11 matrices as
follows which are obtained by computer random search:
(3.5)
A1 =


−4 1 3 4
−4 4 4 3
4 −3 0 −3
0 −4 2 1

A2 =


0 3 −1 −1
0 −2 −1 2
0 3 −2 3
1 −1 −3 2

A3 =


−1 −4 −1 −1
4 0 −1 1
−2 0 0 2
0 −1 2 2

A4 =


−2 −2 4 1
−2 0 2 3
1 −2 −4 3
−3 3 4 −2


A5 =


4 2 −4 −4
−4 −3 0 0
1 −4 4 −2
3 0 2 0

A6 =


2 2 3 4
2 −4 3 1
0 −2 1 −2
−1 0 −1 −4

A7 =


2 1 4 0
−1 −3 0 −1
4 −1 −4 3
0 3 0 4

A8 =


0 3 −1 2
4 2 1 1
−2 −1 3 4
3 0 3 3


A9 =


2 −1 4 −4
−2 2 3 −1
−1 1 4 −1
−3 −4 4 3

A10 =


−4 2 0 −1
4 1 0 4
−1 −3 4 1
−3 2 4 −4

A11 =


1 1 −2 0
3 0 −2 −4
2 −4 −2 4
4 3 2 −2

 .
We show the map MA associated with the 11 matrices is injective on L
R
1 :
Theorem 3.2. Set A = {A1, . . . , A11} where Aj, j = 1, . . . , 11, are defined in (3.5). Then the map MA is
injective on LR1 ⊂ R
4×4.
Proof. To this end, we only need prove the set
{Q ∈ R4×4 : 〈Aj , Q〉 = 0, j = 1, . . . , 11, rank(Q) ≤ 2}(3.6)
has only zero matrix.
We build the proof following the ideas of Vinzant [19, Theorem 1]. In fact, we use Vinzant’s test, which
is stated in Algorithm 1, to verify the map MA is injective on L
R
1 ⊂ R
4×4. We next explain the reason why
Algorithm 1 works. Any 4× 4 real matrix can be written as
Q =


x11 x12 x13 x14
x21 x22 x23 x24
x31 x32 x33 x34
x41 x42 x43 x44

 ,
where xjk, 1 ≤ j ≤ 4, 1 ≤ k ≤ 4, are 16 variables. Set
ℓj := 〈Aj , Q〉, j = 1, . . . , 11
and we use mjk to denote the determinant of the sub-matrix formed by deleting the jth row and kth column
from the matrix Q. Note that both ℓj and mjk are polynomials about x11, . . . , x44. We recall the fact
rank(Q) ≤ 2 is equivalent to the vanish of mjk, j = 1, . . . , 4, k = 1, . . . , 4. Hence, he map MA is injective if
and only if the polynomial system
(3.7) m11 = m12 = · · · = m44 = ℓ1 = · · · = ℓ11 = 0
has no nonzero real solution (x11, . . . , x44) ∈ R
16. A simple observation is that if x0 := (x011, x
0
12, . . . , x
0
44) ∈
R16 is a root of (3.7) then f(x0) = 0 for any f in the ideal generated by the set of polynomials {m11, . . . ,m44, ℓ1, . . . , ℓ11}.
To state conveniently, we use the notation 〈m11, . . . ,m44, ℓ1, . . . , ℓ11〉 to denote the ideal. We use the com-
puter algebra software maple to compute a Gro¨bner basis of the ideal and elimination. The result is a
polynomial f0 ∈ Q[x43, x44] (see Appendix A), which is a homogeneous polynomial of degree 20. Then
f0(x
0
43, x
0
44) = 0 if x
0 = (x011, x
0
12, . . . , x
0
44) ∈ R
16 is a root of (3.7) since f0 ∈ 〈m11, . . . ,m44, ℓ1, . . . , ℓ11〉. We
claim that f0 has only real root (0, 0). Indeed, if f0 has a nonzero real solution (x
0
43, x
0
44) then x
0
44 6= 0
(otherwise, x043 = x
0
44 = 0 since f0 is a homogeneous polynomial). Note that if f0(x
0
43, x
0
44) = 0 then
f0(λx
0
43, λx
0
44) = 0 for any λ ∈ C. Without loss of generality, we suppose that x
0
44 = 1. Then using Sturm
sequences, we can verify the univariate polynomial f0(x43, 1) has no real solutions, which implies that the
real roof of f0(x43, x44) is only (0, 0).
We claim that there is nonzero root to (3.7) with x43 = 0, x44 = 0. We can verify the claim still
by Gro¨bner basis. For any λ ∈ C, (λx011, λx
0
12, . . . , λx
0
44) is a solution to (3.7) if (x
0
11, x
0
12, . . . , x
0
44) is a
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root to (3.7). Hence if (3.7) has a nonzero solution, then (3.7) will have a solution with some coordi-
nate equal to 1. We first consider the case where x11 = 1. By computing a Gro¨bner basis of the ideal
〈x11 − 1, x43, x44,m11, . . . ,m44, ℓ1, . . . , ℓ11〉, we can verify
1 ∈ 〈x11 − 1, x43, x44,m11, . . . ,m44, ℓ1, . . . , ℓ11〉 ,
which implies that (3.7) has no solution with x11 = 1, x43 = 0 and x44 = 0. We can verify the case xjk = 1
with (j, k) ∈ [1, 4]2 \ {(4, 3), (4, 4)} one by one.
We post the code for these computation in Maple at http://lsec.cc.ac.cn/∼xuzq/LowRank.htm. 
Algorithm 1 Vinzant’s test for injective of the map MA
Inputs: m=11, the matrices A1, . . . , Am which are given in (3.5),
Q =


x11 x12 x13 x14
x21 x22 x23 x24
x31 x32 x33 x34
x41 x42 x43 x44

 .
1: Set Qjk, 1 ≤ j, k ≤ 4 is the sub-matrix of Q formed by deleting jth column and kth row from Q.
2: Set ℓj = 〈Aj , Q〉, j = 1, . . . ,m and mjk = det(Qjk), 1 ≤ j, k ≤ 4.
3: Computer Gro¨bner basis of the ideal 〈ℓ1, . . . , ℓm,m11,m12, . . . ,m44〉 and obtain that f0 ∈ Q[x4,3, x4,4].
4: Use Sturm Sequence to compute the number of real roots of f0(x4,3, 1).
5: if the number of real roots of f0(x4,3, 1) is 0 then
6: for all j, k ∈ [1, 4] × [1, 4] do
7: Check whether 1 ∈ 〈xj,k − 1, x4,3, x4,4, ℓ1, . . . , ℓm,m11, . . . ,m44〉 by computing Gro¨bner basis
8: if 1 ∈ 〈xj,k − 1, x4,3, x4,4, ℓ1, . . . , ℓm,m11, . . . ,m44〉 then
9: rj,k = 1
10: else
11: rj,k = 0, “FAIL”
12: end if
13: if rj,k = 1 for all j, k ∈ [1, 4] × [1, 4] then
14: “INJECTIVE”
15: end if
16: end for
17: else
18: “FAIL”
19: end if
3.1. Symmetric matrix. We next consider the symmetric matrix which will be helpful for the investigation
of phase retrieval by projection. Recall that
SRr := {X ∈ R
n×n : rank(X) ≤ r,X⊤ = X}.
Theorem 3.3. Suppose that r ≤ n/2. Consider m matrices A1, . . . , Am ∈ R
n×n and the mapping MA :
Rn×n → Rm where A = {A1, . . . , Am}. The following holds
(a) If m ≥ 2nr + r − 2r2 then MA is injective on S
R
r for generic matrices A1, . . . , Am.
(b) If n = 2k + r and m < 2nr + r − 2r2, then MA is not injective on S
R
r .
Proof. A simple observation is that the map MA is injective on S
R
r if and only if there is a nonzero Q ∈ S
R
2r
for which MA(Q) = 0. Thus, we only need show that Q = 0 provided Q ∈ SR2r and MA(Q) = 0. Recall that
SRr is an affine algebraic variety with dimension
(
n+1
2
)
−
(
n−r+1
2
)
, which implies that dim(SR2r) = 2nr+r−2r
2.
The proof of Part (a) is similar with the proof of (a) in Theorem 2.1 and we omit it here. We next turn to
(b). We set
ZA := {Q ∈ P(C
n×n) : 〈Aj , Q〉 = 0, Q
⊤ = Q, j = 1, . . . ,m},
PSC2r := {X ∈ P(C
n×n) : rank(X) ≤ 2r,X⊤ = X}.
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Then dim(ZA) ≥
n(n+1)
2 −1−m and dim(PS
C
2r) ≥ 2nr+ r−2r
2−1. Note that when m ≤ 2nr+ r−2r2−1,
dimZA + dim(PS
C
2r) ≥
n(n+ 1)
2
− 1,
which implies that PSC2r ∩ ZA 6= ∅ [12, Prop.11.4]. Note that PS
C
2r = PL
C
2r
⋂
1≤j,k≤mHjk, where
Hjk := {X ∈ P(C
n×n) : xjk = xkj}.
According to Lemma 3.1, the variety PLC2r has odd degree provided n = 2
k + r, which implies that the
degree of PSC2r is odd if n = 2
k + r since PSC2r is the intersection of PL
C
2r and some linear spaces. Note that
ZA is a linear space hence the intersection between PS
C
2r and ZA also has odd degree, which implies that
the intersection PSC2r ∩ZA has a real point since any projective variety with odd degree defined over R has
real point.

Remark 3. When r = 1, the bound 2nr + r − 2r2 is reduced to 2n − 1. A natural question is whether
the bound 2n − 1 is tight for the recovery of the symmetric rank-1 matrix. For the case n = 4, one can
construct 6 = 2n − 2 matrices which are injective on PSR1 (see Theorem 4.2), which implies that the bound
2nr + r − 2r2 is not tight for n = 4, r = 1.
Remark 4. If we require Aj is in the form of aja
⊤
j with aj ∈ R
n, then the bound 2n − 1 is tight. In fact,
〈Aj , Q〉 = |〈aj , x〉|
2 provided Q = xx⊤ ∈ Rn×n. According to the result from phase retrieval [2], MA is
injective on SR1 if and only if {a1, . . . , am} ⊂ R
n satisfies the finite complement property, i.e., for every
subset I ⊂ {1, . . . ,m} either {aj}j∈I or {aj}j∈Ic spans R
n, which implies the bound 2n− 1 is tight provided
the measurement matrices Aj is in the form of aja
⊤
j .
4. phase retrieval by projections
Recall that we use Pj : R
n → Wj to denote an orthogonal projection where Wj ⊂ R
n is a subspace.
As introduced in Section 1.3, we say that {Wj}
m
j=1 yields phase retrieval if for all x, y ∈ R
n satisfying
‖Pjx‖ = ‖Pjy‖ for all j = 1, . . . ,m then x = ±y. The following theorem shows that 2n − 1 projections are
enough for phase retrieval by projection.
Theorem 4.1. [5] Phase retrieval can be done in Rn with 2n−1 subspaces each of any dimension less than
n− 1.
The problem is also raised in [1] which states can phase retrieval be done in Rn with fewer than 2n − 1
projections? Based on Theorem 3.3, we show that the bound 2n − 1 is tight provided n = 2k + 1, k ∈ Z≥1.
Particularly, we have
Corollary 4.1. Suppose that n is in the form of 2k+1. Given any subspaces {Wj}
m
j=1 in R
n with m < 2n−1,
there exist x, y ∈ Rn with x 6= ±y so that ‖Pjx‖ = ‖Pjy‖, j = 1, . . . ,m.
Proof. Suppose that {uj,1, . . . , uj,dj} is an orthonormal basis of Wj . Then for any x ∈ R
n
‖Pjx‖
2 = 〈Aj , xx
⊤〉, j = 1, . . . ,m
where
(4.8) Aj := uj,1u
⊤
j,1 + · · · + uj,dju
⊤
j,dj
.
Then {Wj}
m
j=1 allow phase retrieval if and only if the map MA is injective on S
R
1 where A = {A1, . . . , Am}
and Aj , j = 1, . . . ,m are defined in (4.8). The part (b) in Theorem 3.3 shows that MA is not injective if
m < 2n− 1 and n = 2k + 1 which implies the corollary. 
Naturally, one may be interested in whether the bound 2n−1 is tight when n 6= 2k+1. We give a negative
answer by presenting a counterexample for the case where n = 4. In fact, we present 7 subspaces in R4,
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which is obtained by the computer search. Set
U := [u1, u2, . . . , u6] =


1 0 0 0 1 1
0 1 0 0 0 1
0 0 1 0 −4 2
0 0 0 1 −3 3

V := [v1, v2, . . . , v6] =


0 5 −1 −1 −17 −5
−5 0 0 5 4 4
2 −2 0 −3 −2 2
−2 1 0 0 −3 −1


(4.9)
and
(4.10) Wj := span{uj , vj} ⊂ R
4, j = 1, . . . , 6.
Theorem 4.2. Suppose that W1, . . . ,W6 are defined in (4.10). Then the phase retrieval by projection can
be done in R4 with the 6 subspaces W1, . . . ,W6.
Proof. To this end, we only need show that the set
{Q ∈ R4×4 : rank(Q) ≤ 2, Q⊤ = Q, 〈Aj , Q〉 = 0, j = 1, . . . , 6},
has only zero matrix, where
(4.11) Aj =
1
‖uj‖2
uju
⊤
j +
1
‖vj‖2
vjv
⊤
j , j = 1, . . . , 6.
Any symmetric 4× 4 matrix can be written as
(4.12) Q =


x11 x12 x13 x14
x12 x22 x23 x24
x13 x23 x33 x34
x14 x24 x34 x44

 .
Then we can verify MA is injective on S
R
1 with A = {A1, . . . , A6} by using a similar method with Algorithm
1. In fact, we verify MA is injective by Algorithm 1 with inputting m = 6, A1, . . . , Am, and Q, which are
given in (4.11) and (4.12), respectively. In Line 3 of Algorithm 1, we obtain f0 ∈ Q[x34, x44] by computing
the Gro¨bner basis, which is shown as follows:
f0(x3,4, x44) =519966562263643554945384191703616165395119112637573956248783182163623419737152512 · x
10
3,4
+ 328579249789044588040378180884308246920612283125532941525689039614516382331655616 · x9
3,4
x4,4
− 1488937659336445964244382640314269130820570919591539086664937634093065289567722168 · x8
3,4
x
2
4,4
− 1233940048680917718690405606336150050552321029972511785557378326694535160186545716 · x7
3,4
x
3
4,4
+ 560830252887171704842938122056614428129006430576409737097486332815580249915632343 · x4
4,4
x
6
3,4
+ 862820282355455834964156023668088334391251839891193308388567471700918807326409512 · x5
3,4
x
5
4,4
+ 775754320104988082038883422728415511210018447819392679061447643613437650180479290 · x4
3,4
x
6
4,4
+ 470277354383117587803315722906687832056957450220672159363137099743786021781725000 · x3
3,4
x
7
4,4
+ 200124465435786576051259835347973959273830283051981724273474893893577713039639000 · x
2
3,4
x
8
4,4
+ 61607571777035859344852037093432432693206774944581030976959966534882027371910000 · x3,4x
9
4,4
+ 8636626929016108140668606241999544716256996255890976455134579423688060066275000 · x
10
4,4
.
We post the code for these computation in Maple at http://lsec.cc.ac.cn/∼xuzq/LowRank.htm. 
1
0
Z
H
IQ
IA
N
G
X
U
Appendix A. The f0(x43, x44) which is used in the proof of Theorem 3.3
2190263004585315683793318506387418373659624458975581329201799757712208390076105396569258443797012006452503150042124624662199923225090229659511210975239970888153158 · x20
43
− 5179707489822384879036242558259786010072295064540826084187984072746733580158433711332940236665034062027211264655232956957554594817844803752968192178160111903891202 · x19
43
· x44
+ 104071221401293380524956365920042489098771733321199438016744999668692081362055409793426884690158057202713862628185799201076501114793572262681595311459946577333645090 · x2
44
· x
18
43
− 216072112689014792523323463032129738500684274319297996378543592789980269601501663337459487098688654806444070799488716026096089429093895413888228401366614027073502628 · x17
43
· x
3
44
+ 1506562144328487055693534203183911104916668715247578761088924017461651365975213502582759543845149440400615462712082632653065176076585726822027093617595286061839632576 · x4
44
· x
16
43
+ 299875005069982324464737232616434147573270672330608059881367750159691634086066489001056800936147027757951078101083160502892144438351541377231003456448761936746488414 · x15
43
· x
5
44
− 1636431767115105327642256045480119509672356313030010174315380376677183306233846137064478853453247718135097465652724300959059943528386729354809058562415946730020759127 · x14
43
· x
6
44
+ 70489634113319253768763757912759898026710660340641300929928752453490269002171013933930144336191577512046605593483286614555698346489612902425503079679048677581991711201 · x13
43
· x
7
44
− 283751287394281768108474277868081817466454341406327892806652230754293253147841681814080607157039305908660160071769777195753654904454306097800824447679379474504152094942 · x12
43
· x
8
44
+ 995932712734255470529235127196212532582344056670644822018459702834698228411481231741127911879071226987664884637125259887532399285303825908296757977886041651714696917778 · x11
43
· x
9
44
− 2584458086079533131646796521320320364297153684788530093798620123480675624699445010883408904534924229135680077907702814316249852918453383284308052222356363717915656742284 · x10
43
· x
10
44
+ 5722961393302102292758678488211850165342295398495413012439722250125847472613133015046362267108099705458400660879775196934139225875722766167526818738883868235472207295318 · x9
43
· x
11
44
− 630903666163102044269305678828872932653200564493312344178612822228642037237561527877847065585168126464704141871730257087486167130917377572099708190266736488397171274544 · x
8
43
· x
12
44
− 66044655033880585342698995668204656740186018128340889546801734092786485152939244784658016013861989847047384410257733754028999986653323322558108522264030232060720866849482 · x7
43
· x
13
44
+ 331710411979734991930045202128494805001764789107926958310437527724295580780866217730043775840527356748728419672335038312502974307254601559883712666369538857008427480797489 · x6
43
· x
14
44
− 965845696733814029786999463978506859651818142902503987920109518394356204424235798108650852569849782624138330160838049982847845141054922144933695186034515159397327737110595 · x
5
43
· x
15
44
+ 1910472054626214661171014521853950396829436381820503787956311058855103556898420463438512319957613171396422456016287996033426353168337725276189486781016250884277767002962296 · x4
43
∗ x
16
44
− 2572438761515126654331167975391717741834396831399029211381124450074460431446556299914852071543732665803310127498229219581211443279655430825498112043444924243569330420969108 · x3
43
· x
17
44
+ 2317118396824473116957993520633692645043414501959594440441532677816205844606801169352009501563550170576981690146529499525917896571663586948450976618053393044056987915792096 · x
2
43
· x
18
44
− 1266178703505322402605611812456953754907639982077075593911044325271865979988606348124211651128143828443791667351751806483036900444172736400483269837445165843264333005502240 · x19
44
· x43
+ 341017021380913068697699063908437633507458704746930441702955178001151569680017455954493009794352676756966784216718914427692248083290003365728420621063417637683002937388800 · x20
44
.
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