One of the major tasks of product development is to collect the opinions of potential customers and to then find out the status of certain product features. The status of a product feature means whether or not it must, should, or could be included in the product, or even avoided. In doing so, a simple relative frequency-based computing approach is not sufficient. Rather, a logical computing approach is a better option. Based on this contemplation, this study describes a methodology to identify the status of a product feature in terms of must-be, should-be, or could-be categories, where the collected customer opinions are computed using a logical approach. Possibility distributions (i.e., fuzzy numbers) play a significant role in the logical computation. A Kano-model-based questionnaire is employed to collect the customer opinions. Through a case study, it is demonstrated that the proposed approach is effective in dealing with both the subjectivity and controversy that the customer opinions may exhibit. The results of this study are useful for making decisions in the early stage of a product development process in a lucid manner.
Introduction
Product development is a field of study where the activities underlying a product life cycle are studied in a concurrent manner [1] [2] [3] . The internal customers (personnel of the concerned organization) first determine the needs of the external customers (the real potential customers who will use the product for their own ends). At the same time, the internal customers suggest numerous solutions for satisfying the needs of the external customers. Therefore, a customer needs assessment and product solution identification have been two critical problems of product development and studied by numerous authors [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] . In certain cases, the issues of mass customization, growing and variable customer demands, and optimal mix of products have been emphasized in dealing with customer needs [4] [5] [6] [7] . The issue of sustainability has also been integrated with the aforementioned activities [8, 17] . Some authors have put an emphasis on the customer needs models, e.g., the Kano model [9] , and other related issues, e.g., the issue of customer preferences aggregation [10] [11] [12] [13] [14] [15] 18] , the issue of missing customer opinion simulation [16] , and the issue of uncertainty quantification in customer needs assessment [11] [12] [13] [14] [15] .
However, as mentioned, a product development process must start by elucidating the customer needs. The elucidated customer needs must assist the subsequent processes of product realization (design, manufacturing, and assembly). Usually, a selected segment of potential customers (hereinafter referred to as respondents) is asked to answer a set of questions. Afterward, a computational approach is applied for aggregating the respondents' answers to identify which features of the product (or a family of products) are useful and to what extent they satisfy the customers' needs. Since the personal taste and motivation of the respondents are not the same, a great deal of variability in the answers is found [16, 18] . Sometimes, the answers of certain respondents are unavailable because the respondents did not answer on time or at all [13, 16] . Sometimes, the answers do not make sense (i.e., controversial or questionable answers). Sometimes, the answers are less informative, i.e., the respondents just took a neutral position (less opinionative answers). Therefore, the frequency-based simple calculation may be misleading in aggregating the answers of the respondents. As an alternative, customer answers can logically be analyzed. This article aims to show how this can be done.
The remainder of this article is organized as follows: Section 2 describes the mathematical entities needed for the better understanding of the arguments used in this article. Section 3 describes the logical formulations by which the answers regarding customer needs are aggregated toward a decisive conclusion. Section 4 describes, and discusses the implications of, the results. Section 5 concludes this study.
Preliminaries
This section describes the mathematical entities needed to better understand the arguments used in this article.
State of a Product Feature
In this study, a product feature takes one of the following states: must-be, should-be, could-be, and unreliable. A must-be feature means that the feature must be included in the product. Similarly, a should-be feature means that the feature should be included in the product. A could-be feature means that the feature could be included in the product. Finally, an unreliable feature means that the feature entails controversial answers from the respondents. Therefore, the following set of states denoted as State = {must-be feature, should-be feature, could-be feature, unreliable feature} is considered in this study.
Numerical and Linguistic Truth-Value or Degree of Belief of a Feature
Let p(F i ,S j ) be a proposition of the form F i is S j where F i is the i-th feature of a product and S j P State. Let T be a process as follows:
The process T defined in Equation (1) determines the Degree of Belief (DoB) of each proposition p(F i ,S j ), i = 1,2, . . . , j = 1,...,4, DoB(.) P [0,1]. This means that each proposition p(F i ,S j ) has a truth-value (or DoB) in the interval [0, 1] , and the process denoted as T determines it.
The DoB of a compound proposition can be determined as follows:
In Equation (2), S k is a state drawn from State, and h is a hedge called "more or less" or "somewhat."
However, the truth-value or DoB of the above-mentioned propositions can be assigned either numerically or linguistically. The description is as follows.
Let F i be sedan (a feature of a car), i.e., F i = sedan. Using the states defined in State, the following four propositions can be considered: p 1 (sedan, must-be feature), p 2 (sedan, should-be feature), p 3 (sedan, could-be feature), and p 4 (sedan, unreliable feature). A numerical value that lies in the interval [0, 1] can be assigned to each proposition subjectively or following a computation approach as its truth-value or DoB. Let, for instance, DoBs of the propositions be DoB(sedan, must-be feature) = 0.2, DoB(sedan, should-be feature) = 0.7, DoB(sedan, could-be feature) = 0.95, and DoB(sedan, unreliable feature) = 0.05. Linguistically, DoB = 0.2 means that "it is quite false that sedan is a must-be feature of a car," i.e., DoB = 0.2 refers to a linguistic truth-value "quite false." Similarly, DoB = 0.7 means that "it is somewhat true that sedan is a should-be feature of a car," i.e., DoB = 0.7 refers to a linguistic truth-value "somewhat true." Similarly, DoB = 0.95 means that "it is mostly true that sedan is a could-be feature of a car," i.e., DoB = 0.95 refers to a linguistic truth-value "mostly true." Finally, DoB = 0.05 means that "it is mostly false that the opinions obtained on the car feature called sedan is unreliable," i.e., DoB = 0.05 refers to a linguistic truth-value "mostly false."
Thus, a crisp DoB, i.e., a numerical value in the interval [0, 1], can be interpreted in terms of a linguistic expression (e.g., mostly false, somewhat true, and alike), which is referred to as linguistic truth-value. This means that a linguistic truth-value of a crisp DoB is its linguistic interpretation or counterpart. The linguistic counterpart (L(c)) of a crisp DoB (c = DoB(F i ,.)) is given as c " DoB pF i , .q max
Using a set of fuzzy numbers defined in the universe of discourse [0, 1], the linguistic truth-values LT i , i = 1, 2, ... can be defined. In this study, a set of seven linguistic truth-values are considered that are given by the membership functions (or DoBs) of the seven fuzzy numbers [16, [19] [20] [21] [22] labeled "mostly false (mf )," "quite false (qf )," "somewhat false (sf )," "neither true nor false (tf )," "somewhat true (st)," "quite true (qt)," and "mostly true (mt)." The membership functions are illustrated in Figure 1 . 
Using a set of fuzzy numbers defined in the universe of discourse [0, 1], the linguistic truthvalues LTi, i = 1, 2, ... can be defined. In this study, a set of seven linguistic truth-values are considered that are given by the membership functions (or DoBs) of the seven fuzzy numbers [16, [19] [20] [21] [22] labeled "mostly false (mf)," "quite false (qf)," "somewhat false (sf)," "neither true nor false (tf)," "somewhat true (st)," "quite true (qt)," and "mostly true (mt)." The membership functions are illustrated in Figure  1 . In Equations (4)- (10), a numerical truth-value is denoted as c, i.e., c P [0, 1]. Let the linguistic counterpart of c be L(c). If the condition underlying Equation (1) 
Logical Aggregation Process
Based on the concept of possibility [19] [20] [21] [22] [23] [24] [25] and the formulations described in Sections 2 and 3 this section describes the logical processes (i.e., T defined in Equation (1)) needed to aggregate the answers of the respondents. The goal is to determine the state of a product feature taking a state from State. The aggregation process relies on DoBs, as defined in Equation (1) . The DoBs can also be processed by the formulations in Equations (2) and (3) and thereby the formulations in Equations (4)- (10) . Since the answers of the respondents are obtained by using a definite customer needs model, the logical formulations must be consistent with an underlying customer needs model. This means that the logical aggregation processes are customer-needs-model dependent. In this study, the Kano model [9, 16, 18 ] is used to obtain the answers of the respondents. Therefore, the logical formulations for aggregating the Kano-model-based answers of the respondents are considered in this study.
The Kano Model
As mentioned, in this study to obtain customer opinion a customer needs model called the Kano model [9, 16, 18] is used. This subsection describes this model. It consists of both a classification scheme of customer needs and a matrix defining the relations among different types of customer needs. These two constituents of the Kano model are described in Figure 2 and Table 1 .
As shown from Figure 2 and Table 1 , the Kano model classifies a product feature F i into one of the following types: Class = {One-dimensional (O), Attractive (A), Must-be (M), Indifferent (I), Reverse (R), Questionable (Q)}. As seen from Figure 2 , a feature is considered Must-be if its absence produces absolute dissatisfaction, and its presence does not increase the satisfaction. A feature is considered One-dimensional if its fulfillment helps increase the satisfaction and vice versa. A feature is considered Attractive if it leads to a greater satisfaction but is not expected to be in the product. A feature is considered Indifferent if its presence or absence does not contribute to the customers' satisfaction. A feature is considered Reverse if its presence causes dissatisfaction and vice versa [10, 19, 26] . To know whether F i is one of the classes drawn from Class, a respondent needs to answer two questions. One of the questions deals with the scenario that refers to F i being present in the product, and the other deals with the scenario that refers to F i being not present in the product. The respondent needs to choose an answer drawn from Answer = {Like, Must-be, Neutral, Live-with, Dislike} for both questions [16, 18] . The relationship between the two-answer and classification is listed in Table 1 [16, 18] . Note the row and column in Table 1 marked by dark colors that refer to the answer called Neutral for both cases (Present and Not Present). Dislike} for both questions [16, 18] . The relationship between the two-answer and classification is listed in Table 1 [16, 18] . Note the row and column in Table 1 marked by dark colors that refer to the answer called Neutral for both cases (Present and Not Present). 
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Probability-Possibility Transformation
There is a relationship between the concept of probability and possibility, and the degree of possibility can be interpreted in terms of probability and vice versa [19] [20] [21] [22] [23] [24] [25] . In this study, the concept of probability means a relative frequency-based probability. However, if we know the answers of the respondents, we know the relative frequencies of a feature Fi in terms of O, A, M, I, R, and Q. A relative frequency denoted as fr(Fi,Ck) of a feature Fi in terms of Ck  {O, A, M, I, R, Q} is not the truthvalue or DoB of the proposition "Fi is Ck". It is possible to determine the DoB using the information of the relative frequency. To do this, the probability-possibility consistency principle can be used [19] [20] [21] [22] [23] [24] [25] . The probability-possibility consistency principle implies that the degree of possibility (or degree of belief) is always greater than or equal to the degree of probability, i.e., what is probable must be possible with a higher or equal degree of possibility, prob(.) ≤ π(.). The degree of possibility π(.) is, in fact, the Degree of Belief (DoB) or truth-value of a proposition [20] [21] [22] . The degree of probability, prob(.), is difficult to determine and in most real-life cases, the relative frequencies are taken as an estimation of the degree of probability. Based on this contemplation, the DoB of Ck is given as Table 1 . Classification of F i based on present-not-present answers [16] .
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Probability-Possibility Transformation
There is a relationship between the concept of probability and possibility, and the degree of possibility can be interpreted in terms of probability and vice versa [19] [20] [21] [22] [23] [24] [25] . In this study, the concept of probability means a relative frequency-based probability. However, if we know the answers of the respondents, we know the relative frequencies of a feature F i in terms of O, A, M, I, R, and Q. A relative frequency denoted as f r (F i ,C k ) of a feature F i in terms of C k P {O, A, M, I, R, Q} is not the truth-value or DoB of the proposition "F i is C k ". It is possible to determine the DoB using the information of the relative frequency. To do this, the probability-possibility consistency principle can be used [19] [20] [21] [22] [23] [24] [25] . The probability-possibility consistency principle implies that the degree of possibility (or degree of belief) is always greater than or equal to the degree of probability, i.e., what is probable must be possible with a higher or equal degree of possibility, prob(.) ď π(.). The degree of possibility π(.) is, in fact, the Degree of Belief (DoB) or truth-value of a proposition [20] [21] [22] . The degree of probability, prob(.), is difficult to determine and in most real-life cases, the relative frequencies are taken as an estimation of the degree of probability. Based on this contemplation, the DoB of C k is given as
In Equation (4), f r (F i ,C k ) denotes the relative frequency of the classification C k for the feature probability-possibility consistency principle holds if the Equation (4) is used. Other formulations of probability-possibility transformation are not considered in this study.
Logical Transformation
Using DoB(F i ,C k ), it is possible to find out the DoBs of the members of State (must be included, should be included, could be included, and unreliable). In doing so, it is important to understand the semantics of the classifications in Table 1 as follows:
As described above, if a feature is classified as One-dimensional (O) or Must-be (M) and it is not included in the product, then the customers are not satisfied. Therefore, that a feature "must be included" in the product means that it is "either O or M." This leads to the following formulation:
On the other hand, if a feature is classified as Attractive (A), it is an unexpected but customer-satisfaction-enriching feature. Thus, it "should be included" in the product to increase the level of customer satisfaction. This yields the following formulation:
F i is a should be f eature Ñ pF i is Aq DoB pF i , should be f eatureq " DoB pF i , Aq
If a feature is classified as Indifferent (I), it is not helpful for increasing customer satisfaction. In addition, if the feature is Reverse (R), its inclusion in the product creates a great deal of dissatisfaction. This means that, if a feature is "not I or not R," it could be included in the product. This yields the following formulation:
F i is a could be f eature Ñ pF i is Iq _ pF i is Rq DoB pF i , could be f eatureq " max pp1´DoB pF i , Iqq , p1´DoB pF i , R(14) Lastly, if a feature is classified as Questionable (Q), then the answer does not make sense, i.e., the answer is unreliable. From this viewpoint, a feature is unreliable means that it is classified as Q. This yields the following formulation:
Results and Discussions
This section describes how the logical formulation described in the previous sections has been implemented to deal with the customer needs. For the implementation, a customer needs aggregation framework is considered, as illustrated in Figure 3 .
As seen from Figure 3 , seven steps underlie the aggregation process. The steps are described as follows.
Step 1 Considering plausible product features (e.g., the features called Sedan, SUV, and Van for a product called car) and a customer needs model (e.g., the Kano model) Step 2 Developing a questionnaire
Step 3 Sending the developed questionnaire to certain respondents Step 4 Collecting the respondents' opinions based on the developed questionnaire
Step 5 Performing logical aggregation through the Degree of Belief (DoB) of all features in terms of must-be, should-be, and could-be features
Step 6 Ranking the features based on the compliance analysis using the quantity called certainty and requirement compliances denoted as CC and RC, respectively Step 7 Making final decision on the features Systems 2016, 4, 17 7 of 13
Step 6 Ranking the features based on the compliance analysis using the quantity called certainty and requirement compliances denoted as CC and RC, respectively Step 7 Making final decision on the features 
Implementation
This subsection describes the results obtained by executing the aforementioned seven steps. The results obtained by executing Steps 1-5 are described first, which is followed by the descriptions of the results obtained by executing the Steps 6-7.
Execution of Steps 1-5
A total of 100 respondents were asked to answer a set of questions. The questions deal with different aspects of a small passenger vehicle. Certain questions were formatted using the presentnot-present style of questioning as shown in Table 1 .
The results related to three features, namely, Sedan, SUV, and Van, are reported in this article. Needless to say, the questions regarding these features were formulated using a present-not-present style of questioning, as shown in Table 1 . The study was conducted in Bangladesh in the months of December 2011-March 2012. The answers of the 50 respondents selected at random out of 100 responded have been analyzed for this study. A plot in Figure 4 shows the relative frequencies of Sedan, SUV, and Van, i.e., the product features considered. 
Implementation
Execution of Steps 1-5
A total of 100 respondents were asked to answer a set of questions. The questions deal with different aspects of a small passenger vehicle. Certain questions were formatted using the present-not-present style of questioning as shown in Table 1 .
The results related to three features, namely, Sedan, SUV, and Van, are reported in this article. Needless to say, the questions regarding these features were formulated using a present-not-present style of questioning, as shown in Table 1 . The study was conducted in Bangladesh in the months of December 2011-March 2012. The answers of the 50 respondents selected at random out of 100 responded have been analyzed for this study. A plot in Figure 4 shows the relative frequencies of Sedan, SUV, and Van, i.e., the product features considered.
Consider first the relative frequencies of Sedan shown in Figure 4 . Most of the respondents consider Sedan to be an indifferent (I) feature. This conclusion does not make sense because a large number of customers in Bangladesh prefer to use sedans and are quite satisfied with sedan-type vehicles. Consider the relative frequencies of SUV, as shown in Figure 4 . Similar to the previous case, most of the respondents consider SUV to be an indifferent (I) feature. This conclusion also does not make any sense because numerous vehicle users prefer SUVs due to the suboptimal road conditions in Bangladesh. According to the relative frequencies shown in Figure 4 , Van is a reverse feature, i.e., most of the respondents hate this type of vehicle. This conclusion is somewhat unrealistic because certain users prefer vans because it helps them travel with a large family-a common scenario in Bangladesh. Therefore, it is not appropriate to make a decision based on the relative frequency, as mentioned above. Consider first the relative frequencies of Sedan shown in Figure 4 . Most of the respondents consider Sedan to be an indifferent (I) feature. This conclusion does not make sense because a large number of customers in Bangladesh prefer to use sedans and are quite satisfied with sedan-type vehicles. Consider the relative frequencies of SUV, as shown in Figure 4 . Similar to the previous case, most of the respondents consider SUV to be an indifferent (I) feature. This conclusion also does not make any sense because numerous vehicle users prefer SUVs due to the suboptimal road conditions in Bangladesh. According to the relative frequencies shown in Figure 4 , Van is a reverse feature, i.e., most of the respondents hate this type of vehicle. This conclusion is somewhat unrealistic because certain users prefer vans because it helps them travel with a large family-a common scenario in Bangladesh. Therefore, it is not appropriate to make a decision based on the relative frequency, as mentioned above.
The alternative is to use the logical process as described in the previous sections. To apply the logical process, first, the DoBs of Sedan, SUV, and Van were determined, as shown in Figure 5 . To do this, the procedure defined in Equation (11) was used. Afterwards, the DoBs of the statuses (see State in Section 2) of the features Sedan, Van, and SUV were calculated, as shown in Figure 6 , using the procedure defined in Equations (12)- (15) . The DoBs shown in Figure 6 can be used to make a final decision by executing the steps 6-7, as described in the following subsection. The alternative is to use the logical process as described in the previous sections. To apply the logical process, first, the DoBs of Sedan, SUV, and Van were determined, as shown in Figure 5 . To do this, the procedure defined in Equation (11) was used. Afterwards, the DoBs of the statuses (see State in Section 2) of the features Sedan, Van, and SUV were calculated, as shown in Figure 6 , using the procedure defined in Equations (12)- (15) . The DoBs shown in Figure 6 can be used to make a final decision by executing the steps 6-7, as described in the following subsection. Consider first the relative frequencies of Sedan shown in Figure 4 . Most of the respondents consider Sedan to be an indifferent (I) feature. This conclusion does not make sense because a large number of customers in Bangladesh prefer to use sedans and are quite satisfied with sedan-type vehicles. Consider the relative frequencies of SUV, as shown in Figure 4 . Similar to the previous case, most of the respondents consider SUV to be an indifferent (I) feature. This conclusion also does not make any sense because numerous vehicle users prefer SUVs due to the suboptimal road conditions in Bangladesh. According to the relative frequencies shown in Figure 4 , Van is a reverse feature, i.e., most of the respondents hate this type of vehicle. This conclusion is somewhat unrealistic because certain users prefer vans because it helps them travel with a large family-a common scenario in Bangladesh. Therefore, it is not appropriate to make a decision based on the relative frequency, as mentioned above.
The alternative is to use the logical process as described in the previous sections. To apply the logical process, first, the DoBs of Sedan, SUV, and Van were determined, as shown in Figure 5 . To do this, the procedure defined in Equation (11) was used. Afterwards, the DoBs of the statuses (see State in Section 2) of the features Sedan, Van, and SUV were calculated, as shown in Figure 6 , using the procedure defined in Equations (12)- (15) . The DoBs shown in Figure 6 can be used to make a final decision by executing the steps 6-7, as described in the following subsection. 
Execution of Steps 6-7
The final evaluation of the features called Sedan, SUV, and Van was done based on the concept of information content for the multi-valued logical situations (a situation similar to that of this study). The information content means here an ordered-pair (CC, RC), which has been found effective in quantifying the epistemic uncertainty in design [16,2628] . The results are summarized in Table 2 . The values of (CC, RC) listed in Table 2 underlie the following calculation process. In this study, CC is called the certainty compliance that measures the variability in the DoBs of the members of State for a given feature (Sedan, SUV, or Van) and RC is called the requirement compliance that quantifies the degree of fulfillment of a given requirement. In particular, one of the following propositions (RE) sets the requirement: X is a must-be included feature, X is a should-be included feature, X is a could-be included feature, X is a somewhat should-be included feature, and X is a must-be or should-be included feature. The user interface of a system, presented elsewhere [2627] and shown in Figure 7 , is used to calculate the information content in terms of (CC, RC). In this system, the information content in terms of (CC, RC) is defined as follows. 
The final evaluation of the features called Sedan, SUV, and Van was done based on the concept of information content for the multi-valued logical situations (a situation similar to that of this study). The information content means here an ordered-pair (CC, RC), which has been found effective in quantifying the epistemic uncertainty in design [16, [26] [27] [28] . The results are summarized in Table 2 . The values of (CC, RC) listed in Table 2 underlie the following calculation process. Table 2 . Information content of the features. In this study, CC is called the certainty compliance that measures the variability in the DoBs of the members of State for a given feature (Sedan, SUV, or Van) and RC is called the requirement compliance that quantifies the degree of fulfillment of a given requirement. In particular, one of the following propositions (R E ) sets the requirement: X is a must-be included feature, X is a should-be included feature, X is a could-be included feature, X is a somewhat should-be included feature, and X is a must-be or should-be included feature. The user interface of a system, presented elsewhere [26, 27] and shown in Figure 7 , is used to calculate the information content in terms of (CC, RC). In this system, the information content in terms of (CC, RC) is defined as follows. 
Requirement (R E
As defined in Equations (16) and (17), the values of DoB(Fi,Sj) and DoB(RE) are needed for calculating the values of CC and RC for each feature Fj  {Sedan, SUV, Van}. In doing so, the numerical degrees of beliefs shown in Figure 6 are first converted to their respective linguistic counterparts, as described in Section 2.2. The expected values of the respective linguistic truth-values based on the centriod method (E(.), see Section 2.2) are considered the degrees of belief of the respective features and used while executing Equations (16) and (17) . Therefore, the DoBs corresponding to Equations (16) and (17) refer to the expected values of the linguistic counterparts of the DoB shown in Figure 6 . For example, consider the feature called SUV. For SUV, the linguistic truth-value of must-be included is mostly true (mt) because its numerical truth-value is equal to 1 (Figure 6 ), which belongs to the linguistic truth-value called mostly true more than it belongs to other linguistic truth-values, as illustrated in Figure 1 . Since the expected value of mostly true (mt) is E(mt) = 0.967 (based on the centriod method), this value is considered the degree DoB(Fi = SUV, Sj = mustbe included) of SUV when it is a must-be included feature.
Recall Table 2 , which lists the information content of the three features for different requirements (RE). The results listed in Table 2 are also plotted in Figure 8 . As seen from Figure 8 , the variability in the information content of SUV is low compared to those of Sedan and Van. Van exhibits low information content when it is considered could-be included feature. When the requirement is set to must-be included feature or should-be included feature, Sedan's information content becomes low. The same nature is seen for the feature called SUV. As such, the customers in Bangladesh prefer SUV and Sedan more than they prefer Van. SUV and Sedan must be included in the passenger vehicle CC pF i q "
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As defined in Equations (16) and (17), the values of DoB(F i ,S j ) and DoB(R E ) are needed for calculating the values of CC and RC for each feature F j P {Sedan, SUV, Van}. In doing so, the numerical degrees of beliefs shown in Figure 6 are first converted to their respective linguistic counterparts, as described in Section 2.2. The expected values of the respective linguistic truth-values based on the centriod method (E(.), see Section 2.2) are considered the degrees of belief of the respective features and used while executing Equations (16) and (17) . Therefore, the DoBs corresponding to Equations (16) and (17) refer to the expected values of the linguistic counterparts of the DoB shown in Figure 6 . For example, consider the feature called SUV. For SUV, the linguistic truth-value of must-be included is mostly true (mt) because its numerical truth-value is equal to 1 (Figure 6 ), which belongs to the linguistic truth-value called mostly true more than it belongs to other linguistic truth-values, as illustrated in Figure 1 . Since the expected value of mostly true (mt) is E(mt) = 0.967 (based on the centriod method), this value is considered the degree DoB(F i = SUV, S j = must-be included) of SUV when it is a must-be included feature.
Recall Table 2 , which lists the information content of the three features for different requirements (R E ). The results listed in Table 2 are also plotted in Figure 8 . As seen from Figure 8 , the variability in the information content of SUV is low compared to those of Sedan and Van. Van exhibits low information content when it is considered could-be included feature. When the requirement is set to must-be included feature or should-be included feature, Sedan's information content becomes low. The same nature is seen for the feature called SUV. As such, the customers in Bangladesh prefer SUV and Sedan more than they prefer Van. SUV and Sedan must be included in the passenger vehicle population. On the other hand, Van could be included in the passenger vehicle population but not as many as SUV and Sedan. This decision is schematically illustrated in Figure 9 . population. On the other hand, Van could be included in the passenger vehicle population but not as many as SUV and Sedan. This decision is schematically illustrated in Figure 9 . The above results imply that the presented logical aggregation process leads to a reliable conclusion and is thereby effective in making decisions in the early stages of the product development process.
Concluding Remarks
To deal with the intrinsic complexity of customer needs, the logical aggregation of customer opinions is a better choice compared to that of a relative frequency-based analysis. This faculty of thought is demonstrated to be true by logically aggregating the field data of customer needs collected from Bangladesh regarding small passenger vehicles. Here, the concept of possibility plays a vital role rather than the concept of probability. Thus, multi-valued logic or fuzzy logic plays an important role in the computation. For the sake of a clearer understanding, customer opinion data was obtained using a Kano-model-based questionnaire. One may reformulate the logical operations to define the categories (must-be, should-be, could-be, and unreliable) in accordance with the underlying customer needs model. Further studies can be carried out to customize the methodology presented in this study for other customer needs models. population. On the other hand, Van could be included in the passenger vehicle population but not as many as SUV and Sedan. This decision is schematically illustrated in Figure 9 . The above results imply that the presented logical aggregation process leads to a reliable conclusion and is thereby effective in making decisions in the early stages of the product development process.
To deal with the intrinsic complexity of customer needs, the logical aggregation of customer opinions is a better choice compared to that of a relative frequency-based analysis. This faculty of thought is demonstrated to be true by logically aggregating the field data of customer needs collected from Bangladesh regarding small passenger vehicles. Here, the concept of possibility plays a vital role rather than the concept of probability. Thus, multi-valued logic or fuzzy logic plays an important role in the computation. For the sake of a clearer understanding, customer opinion data was obtained using a Kano-model-based questionnaire. One may reformulate the logical operations to define the categories (must-be, should-be, could-be, and unreliable) in accordance with the underlying customer needs model. Further studies can be carried out to customize the methodology presented in this study for other customer needs models. The above results imply that the presented logical aggregation process leads to a reliable conclusion and is thereby effective in making decisions in the early stages of the product development process.
To deal with the intrinsic complexity of customer needs, the logical aggregation of customer opinions is a better choice compared to that of a relative frequency-based analysis. This faculty of thought is demonstrated to be true by logically aggregating the field data of customer needs collected from Bangladesh regarding small passenger vehicles. Here, the concept of possibility plays a vital role rather than the concept of probability. Thus, multi-valued logic or fuzzy logic plays an important role in the computation. For the sake of a clearer understanding, customer opinion data was obtained using a Kano-model-based questionnaire. One may reformulate the logical operations to define the categories (must-be, should-be, could-be, and unreliable) in accordance with the underlying customer needs model. Further studies can be carried out to customize the methodology presented in this study for other customer needs models. 
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