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GREATEST COMMON DIVISORS OF ANALYTIC FUNCTIONS AND
NEVANLINNA THEORY ON ALGEBRAIC TORI
AARON LEVIN AND JULIE TZU-YUEH WANG
Abstract. We study upper bounds for the counting function of common zeros of
two meromorphic functions in various contexts. The proofs and results are inspired
by recent work involving greatest common divisors in Diophantine approximation,
to which we introduce additional techniques to take advantage of the stronger in-
equalities available in Nevanlinna theory. In particular, we prove a general version
of a conjectural “asymptotic gcd” inequality of Pasten and the second author, and
consider moving targets versions of our results.
1. Introduction
We prove upper bounds for the counting function of common zeros of two meromorphic
functions in various contexts. A starting point for such results (in a geometric formula-
tion) comes from the study of holomorphic curves in semi-abelian varieties by Noguchi,
Winkelmann, and Yamanoi, who proved the following:
Theorem 1.1 (Noguchi, Winkelmann, Yamanoi [12, Th. 5.1] (see also [11, §6.5])). Let
f : C → A be a holomorphic map to a semi-abelian variety A with Zariski-dense image.
Let Y be a closed subscheme of A with codimY ≥ 2 and let ǫ > 0.
(a) Then
Nf (Y, r) ≤exc ǫTf (r).
(b) There exists a compactification A of A, independent of ǫ, such that for the Zariski
closure Y of Y in A,
TY ,f (r) ≤exc ǫTf (r)
Here Nf (Y, r) is a counting function associated to f and Y , TY ,f (r) is a Nevanlinna
characteristic (or height) function associated to f and Y , and Tf (r) is any characteristic
function associated to an appropriate ample line bundle (see [12] for more discussion
and Section 2 for the relevant definitions from Nevanlinna theory). The notation ≤exc
means that the estimate holds for all r outside a set of finite Lebesgue measure, possibly
depending on ǫ.
More generally, Noguchi, Winkelmann, and Yamanoi proved a result for k-jet lifts of
holomorphic maps to semi-abelian varieties. The case when A is an abelian variety was
proved by Yamanoi [24].
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A first goal of our work is to obtain a new proof of Theorem 1.1 when A = (C∗)n is the
complex algebraic torus. In this case we obtain the following refinement of Theorem 1.1.
Theorem 1.2. Let Y be a closed subscheme of (C∗)n of codimension at least 2. Let
g = (g1, · · · , gn) be a holomorphic map from C to (C
∗)n with Zariski dense image (equiv-
alently, g1, . . . , gn are entire functions without zeros, and g
i1
1 · · · g
in
n /∈ C for any index set
(i1, . . . , in) ∈ Z
n \ {(0, . . . , 0)}). Let ǫ > 0.
(a) Then
Ng(Y, r) ≤exc ǫTg(r).
(b) Let X be a nonsingular projective toric compactification of (C∗)n. Let Y be the
Zariski closure of Y in X, and suppose that Y is in general position with the
boundary of (C∗)n in X. Then
TY ,g(r) ≤exc ǫTg(r).
Here, we say that Y ⊂ X is in general position with the boundary X \ (C∗)n if Y does
not contain any point of intersection of n distinct irreducible components of X \ (C∗)n.
Alternatively, the counting function Ng(Y, r) can be expressed as a counting function
of common zeros of functions obtained by composing g with polynomials generating the
defining ideal of Y . In this context, we prove the following:
Theorem 1.3. Let F, G ∈ C[x1, . . . , xn] be nonconstant coprime polynomials. Let g1, . . . , gn
be entire functions without zeros. Assume that gi11 · · · g
in
n /∈ C for any index set (i1, . . . , in) ∈
Z
n \ {(0, . . . , 0)}. Let ǫ > 0.
(a) Then
Ngcd(F (g1, . . . , gn), G(g1, . . . , gn), r) ≤exc ǫ max
1≤i≤n
{Tgi(r)}.
(b) If F and G do not both vanish at the origin (0, . . . , 0), then
Tgcd(F (g1, . . . , gn), G(g1, . . . , gn), r) ≤exc ǫ max
1≤i≤n
{Tgi(r)}.
Here, as will be discussed in more detail later, Ngcd(f, g, r) and Tgcd(f, g, r) are ana-
logues of the greatest common divisor of two integers. The function Ngcd(f, g, r) is simply
the counting function of common zeros of f and g.
A particularly simple consequence of Theorem 1.3 is the following result.
Corollary 1.4. Let f and g be multiplicatively independent non-constant entire functions
without zeros. Then for any ǫ > 0,
Ngcd(f − 1, g − 1, r) ≤exc ǫmax{Tf (r), Tg(r)}.(1)
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An elementary proof of Corollary 1.4 was previously obtained in [14] by adapting the
number-theoretical arguments of [4] to Nevanlinna theory.
It is natural to try to extend Theorem 1.3 (and Corollary 1.4) in an appropriate way
to entire functions, or more generally, to meromorphic functions. In this direction, by
adapting the ideas and methods of Silverman [19] to a pair of meromorphic functions, the
following estimate was established by Pasten and the second author in [14, Proposition
7.2] under the assumption of Vojta’s conjecture for a blow-up of P1×P1 at a single point: If
f and g are algebraically independent complex meromorphic functions, then for all ǫ > 0,
Ngcd(f − 1, g − 1, r) ≤exc ǫmax{Tf (r), Tg(r)}
+
1
1 + ǫ/4
(Nf (0, r) +Ng(0, r) +Nf (∞, r) +Ng(∞, r)).(2)
Again under the assumption of Vojta’s conjecture (as for (2)), the following asymp-
totic gcd estimate is formulated in [14, Proposition 7.4]: If f and g are multiplicatively
independent meromorphic functions, then for any ǫ > 0, there exists n0 such that for all
n ≥ n0,
Ngcd(f
n − 1, gn − 1, r) ≤exc ǫmax{Tfn(r), Tgn(r)}.(3)
A second goal of this article is to prove (unconditional) asymptotic gcd estimates in a
more general context:
Theorem 1.5. Let F, G ∈ C[x1, . . . , xn] be nonconstant coprime polynomials such that
not both of them vanish at (0, . . . , 0). Let g1, . . . , gn be meromorphic functions such that
gi11 · · · g
in
n /∈ C for any index set (i1, . . . , in) ∈ Z
n \ {(0, . . . , 0)}. Then for any ǫ > 0, there
exists k0 such that for all k ≥ k0,
(a)
Ngcd(F (g
k
1 , . . . , g
k
n), G(g
k
1 , . . . , g
k
n), r) ≤exc ǫ max
1≤i≤n
{Tgk
i
(r)};
(b)
Tgcd(F (g
k
1 , . . . , g
k
n), G(g
k
1 , . . . , g
k
n), r) ≤exc ǫ max
1≤i≤n
{Tgk
i
(r)},
if g1, . . . , gn are entire functions.
In particular, we prove the conjectured inequality (3):
Corollary 1.6. Let f and g be multiplicatively independent meromorphic functions. Then
for any ǫ > 0, there exists k0 such that for all k ≥ k0,
Ngcd(f
k − 1, gk − 1, r) ≤exc ǫmax{Tfk(r), Tgk(r)}.
When f and g are algebraically independent meromorphic functions, Corollary 1.6 was
recently obtained by Guo and the second author in [8] with ǫ replaced by 1
2
+ ǫ. We
refer to [14] for further discussion of gcd problems for both complex and non-archimedean
meromorphic functions.
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Even in the special case when g1, . . . , gn are complex polynomials, Theorem 1.5 gives
new results.
Remark 1.7. Let F, G ∈ C[x1, . . . , xn] be nonconstant coprime polynomials such that
not both of them vanish at (0, . . . , 0). Let g1, . . . , gn ∈ C[z] be complex polynomials such
that gi11 · · · g
in
n /∈ C for any index set (i1, . . . , in) ∈ Z
n \ {(0, . . . , 0)}. It is elementary that
in this case,
Ngcd(F (g
k
1 , . . . , g
k
n), G(g
k
1 , . . . , g
k
n), r) = (deg gcd(F (g
k
1 , . . . , g
k
n), G(g
k
1 , . . . , g
k
n))) log r +O(1)
(4)
and
max
1≤i≤n
{Tgk
i
(r)} = k max
1≤i≤n
{deg gi} log r +O(1),
where the gcd on the right-hand side of (4) is the greatest common divisor in the polyno-
mial ring C[z]. Then Theorem 1.5 implies that for any ǫ > 0, there exists k0 such that for
all k ≥ k0,
deg gcd(F (gk1 , . . . , g
k
n), G(g
k
1 , . . . , g
k
n)) < ǫk.
More generally, Theorem 1.5 gives a similar statement for rational functions g1, . . . , gn ∈
C(z). When n > 2, the only previous result in this direction appears to be a result of
Ostafe [13, Th. 1.3], which considers special polynomials such as F = x1 · · ·xr − 1, G =
xr+1 · · ·xn − 1, but proves a stronger uniform bound independent of k. It is noted in
[13] that it appears to be difficult to extend the techniques used there to obtain results
for general F and G. In the n = 2 case, previous results include the original theorem of
Ailon-Rudnick [1] in this setting and extensions of Ostafe [13] (both with uniform bounds).
We will use Theorem 1.3 and Theorem 1.5 to solve the following quotient problem,
which can be considered an analogue of the“Hadamard quotient theorem” for recurrence
sequences proved by van der Poorten (see [17] and [20], and see [3] and [25] for an overview
of the existing improvements). To state the result we make the following definitions: Let
G ∈ C[x1, . . . , xn] be a nonconstant polynomial such that G(0, . . . , 0) 6= 0. Since G has a
non-zero constant term, after arranging the index set in some order, we may write
G = ai(0) +
ℓ∑
j=1
ai(j)x
i(j),
where ai(j) 6= 0 for 0 ≤ j ≤ ℓ. Then for entire functions g1, . . . , gn, we let
gG := (1,g
i(1), . . . ,gi(ℓ)) : C→ Pℓ.
For functions hi : R≥0 → R≥0, i = 1, 2, we write h1(r) ≍ h2(r) if there exist positive
numbers a and b such that ah1(r) ≤ h2(r) ≤ bh1(r) for all sufficiently large r.
Corollary 1.8. Let F, G ∈ C[x1, . . . , xn] be nonconstant coprime polynomials such that
G(0, . . . , 0) 6= 0. Let g1, . . . , gn be entire functions such that TgG(r) ≍ max1≤i≤n{Tgi(r)}.
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(a) If F (gk1 , . . . , g
k
n)/G(g
k
1 , . . . , g
k
n) is an entire functions for infinitely many positive
integers k; or
(b) g1, . . . , gn are entire functions without zeros and F (g1, . . . , gn)/G(g1, . . . , gn) is an
entire function,
then there exists an index set (i1, . . . , in) ∈ Z
n \ {(0, . . . , 0)} such that gi11 · · · g
in
n ∈ C.
Remark 1.9. The case where (gk1−1)/(g
k
2−1) is entire for infinitely many positive integers
k (i.e., F = −1+x1 and G = −1+x2) is treated in [8] under the assumption that Tg1(r) ≍
Tg2(r). The case G = 1 + a1x1 + . . .+ anxn, F = b0 + b1xn+1 + . . .+ bmxn+m (aibj 6= 0
for 1 ≤ i ≤ n and 0 ≤ j ≤ m) with the assumption that max{Tg1(r), . . . , Tgn(r)} ≍
max{Tgn+1(r), . . . , Tgn+m(r)} is studied in [6] when ai and bj are constants and in [7]
when ai and bj are “small functions”, with a proof obtained by adapting the argument
of [3], where Corvaja and Zannier proved a stronger version of the Hadamard quotient
theorem through a sophisticated application of Schmidt’s subspace theorem. The result
in [6] can be obtained from Corollary 1.8 since in this situation
TG(g1,...,gn)(r) = T1+a1g1+···+angn(r) = T(1,g1,...,gn)(r) +O(1)
and
max{Tg1(r), . . . , Tgn(r)} ≤ T(1,g1,...,gn)(r) ≤ nmax{Tg1(r), . . . , Tgn(r)}.
Remark 1.10. The growth condition on characteristic functions is essential, at least in
part (b). For instance, let g(z) = exp(2πiz) and f(z) = exp(2πip(z)), where p(x) ∈ Z[x]
is a polynomial of degree at least 2. Then (g − 1)|(f − 1), but f and g are algebraically
independent.
Finally, we will consider the case when the coefficients of F and G are functions. More
precisely, let g be a holomorphic map from C to Pn. We say a meromorphic function a is
a small function with respect to g if Ta(r) = o(Tg(r)). Let Kg be the field containing all
small functions with respect to g. Let F,G ∈ Kg[x1, . . . , xn] be nonconstant coprime poly-
nomials. We establish results analogous to Theorem 1.3, Theorem 1.5, and Corollary 1.8
in this situation. The results are stated in Section 5.
The proofs of Theorem 1.2 and Theorem 1.3 are inspired by recent work of the first
author [10] on analogous inequalities in Diophantine approximation involving greatest
common divisors of multivariable polynomials evaluated at S-unit arguments. The proofs
of Theorem 1.5 and Corollary 1.6 go well beyond what is possible in the arithmetic setting,
as they take advantage of inequalities involving truncated counting functions and Wron-
skian terms, whose analogues are still largely conjectural in Diophantine approximation.
It will be useful to give a brief overview of the analogous results in Diophantine ap-
proximation involving greatest common divisors. The first general result in this direction
is due to Bugeaud, Corvaja, and Zannier, who in 2003 proved:
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Theorem 1.11 (Bugeaud, Corvaja, Zannier [2]). Let a, b ∈ Z be multiplicatively indepen-
dent integers. Then for every ǫ > 0,
log gcd(an − 1, bn − 1) ≤ ǫn
for all but finitely many positive integers n.
Let k be a number field, Mk the set of places of k, S ⊂ Mk a finite set of places
containing the archimedean places, Ok,S the ring of S-integers of k, and O
∗
k,S the group of
S-units. Let Gnm be the n-dimensional algebraic torus and G
n
m(Ok,S) = (O
∗
k,S)
n. To state
more general results, for α, β ∈ k, we define the generalized logarithmic greatest common
divisor and the gcd counting function (depending on a choice of S), respectively, by
log gcd(α, β) = −
∑
v∈Mk
log−max{|α|v , |β|v} = h([1 : α : β]) − h([α : β]),(5)
Ngcd,S(α, β) = −
∑
v∈Mk\S
log−max{|α|v , |β|v},(6)
where | · |v is an appropriately normalized absolute value associated to v, h is the standard
(absolute logarithmic) Weil height on projective space, and log− x = min{0, log x} (see
[10] for details). After work of Corvaja and Zannier [4] in the 2-dimensional case, the first
author generalized Theorem 1.11 as follows.
Theorem 1.12 (Corvaja, Zannier [4] (n = 2), Levin [10] (n > 2)). Let F,G ∈ k[x1, . . . , xn]
be coprime polynomials. Let ǫ > 0.
(a) There exists a finite union Z of translates of proper algebraic subgroups of Gnm
such that
Ngcd,S(F (u1, . . . , un), G(u1, . . . , un)) < ǫmax{h(u1), h(u2), . . . , h(un)}
for all (u1, . . . , un) ∈ G
n
m(Ok,S) \ Z.
(b) Suppose additionally that not both of F and G vanish at the origin (0, 0, . . . , 0).
Then there exists a finite union Z of translates of proper algebraic subgroups of
G
n
m such that
log gcd(F (u1, . . . , un), G(u1, . . . , un)) < ǫmax{h(u1), h(u2), . . . , h(un)}
for all (u1, . . . , un) ∈ G
n
m(Ok,S) \ Z.
One can also give a geometric version of Theorem 1.12.
Theorem 1.13. Let Gnm ⊂ X be a nonsingular projective toric variety of dimension n,
and let Y be a closed subscheme of X of codimension at least 2, both defined over a number
field k. Let A be a big divisor on X. Let S be a finite set of places of k containing the
archimedean places. Let ǫ > 0.
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(a) There exists a finite union Z of translates of proper algebraic subgroups of Gnm
such that
NY,S(P ) ≤ ǫhA(P ) +O(1)
for all P ∈ Gnm(Ok,S) \ Z ⊂ X(k).
(b) Suppose that Y is in general position with the boundary of Gnm in X. Then there
exists a finite union Z of translates of proper algebraic subgroups of Gnm such that
hY (P ) ≤ ǫhA(P ) +O(1)
for all P ∈ Gnm(Ok,S) \ Z ⊂ X(k).
All of the described arithmetic inequalities rely on Schmidt’s Subspace Theorem in
Diophantine approximation. The proofs of Theorem 1.2 and Theorem 1.3 are adapted from
the proofs in [10], and use the analogue of Schmidt’s Subspace Theorem in Nevanlinna
theory: Cartan’s second main theorem (in a form due to Vojta). The proofs of the
asymptotic gcd inequalities of Theorem 1.5 and Corollary 1.6 combine techniques from
[10] along with new ideas in order to take advantage of the stronger error terms known in
the second main theorem in Nevanlinna theory.
After giving the relevant background material in the next section, in Section 3 we prove
the key technical results underlying the paper. In Section 4, we apply these results to prove
our main theorems. In Section 5, we review some fundamental results in Nevanlinna theory
with moving targets, and we state and prove the main theorems when the coefficients of
F and G are small functions.
2. Background material
2.1. Nevanlinna theory over C. We will set up some notation and definitions in Nevan-
linna theory for complex meromorphic functions and recall some basic results. We refer
to [9, Chapter VI ] or [16, Chapter 1] for details.
Let f be a meromorphic function and z ∈ C. Define vz(f) := ordz(f),
v+z (f) := max{0, vz(f)}, and v
−
z (f) := −min{0, vz(f)}.
Let nf (∞, r) (respectively, n
(Q)
f (∞, r)) denote the number of poles of f in {z : |z| ≤ r},
counting multiplicity (respectively, ignoring multiplicity larger than Q ∈ N). The counting
function and truncated counting function of f of order Q at ∞ are defined respectively by
Nf (∞, r) :=
∫ r
0
nf (∞, t)− nf (∞, 0)
t
dt+ nf (∞, 0) log r
=
∑
0<|z|≤r
v−z (f) log |
r
z
|+ v−0 (f) log r,
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and
N
(Q)
f (∞, r) :=
∫ r
0
n
(Q)
f (∞, t)− n
(Q)
f (∞, 0)
t
dt+ n
(Q)
f (∞, 0) log r
=
∑
0<|z|≤r
min{Q, v−z (f)} log |
r
z
|+min{Q, v−0 (f)} log r.
Then define the counting function Nf (r, a) and the truncated counting function N
(Q)
f (r, a)
for a ∈ C as
Nf (a, r) := N1/(f−a)(r,∞) and N
(Q)
f (a, r) := N
(Q)
1/(f−a)
(∞, r).
The proximity function mf (∞, r) is defined by
mf (∞, r) :=
∫ 2π
0
log+ |f(reiθ)|
dθ
2π
,
where log+ x = max{0, log x} for x ≥ 0. For any a ∈ C, the proximity function mf (a, r) is
defined by
mf (a, r) := m1/(f−a)(∞, r).
Finally, the characteristic function is defined by
Tf (r) := mf (∞, r) +Nf (∞, r).
We recall the following version of Jensen’s formula.
Lemma 2.1. Let f be a meromorphic function on {z : |z| ≤ r} which is not the zero
function. Then ∫ 2π
0
log |f(reiθ)|
dθ
2π
= Nf (r, 0)−Nf (r,∞) + log |cf |,
where cf is the leading coefficient of f expanded as Laurent series in z, i.e., f = cfz
m+· · ·
with cf 6= 0.
Jensen’s formula implies the first main theorem of Nevanlinna theory.
Theorem 2.2 (First Main Theorem). Let f be a non-constant meromorphic function on
C. Then for every a ∈ C, and any positive real number r,
mf (a, r) +Nf (a, r) = Tf (r) +O(1),
where O(1) is independent of r.
2.2. Nevanlinna theory for Cartier divisors. We recall some notation and properties
from [22, Section 9 and 12]. Let D be a Cartier divisor on a complex variety X. A Weil
function for D is a function λD : (X \ SuppD)(C)→ R such that for all x ∈ X(C), there
is an open neighborhood U of x in X, a nonzero function f ∈ K(X) such that D|U = (f),
and a continuous function α : U(C)→ R such that
λD(x) = − log |f(x)|+ α(x)
for all x ∈ (U \ Supp)(C). We note that when D is effective λD can be extended to a
function X → R ∪ {∞}. Let f : C → X be a holomorphic map whose image is not
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contained in the support of the divisor D on X. The proximity function of f with respect
to D is defined by
mf (D, r) =
∫ 2π
0
λD(f(re
iθ))
dθ
2π
.
Let nf (D, t) (respectively, n
(Q)
f (D, t)) be the number of zeros of ρ ◦ f inside {|z| < t},
counting multiplicity, (respectively, ignoring multiplicity larger than Q ∈ N) with ρ a local
defining function for D. The counting function and truncated counting function of f of
order Q at ∞ are defined, respectively, by
Nf (D, r) =
∫ r
1
nf (D, t)
t
dt,
and
N
(Q)
f (D, r) =
∫ r
1
nQf (D, t)
t
dt.
The characteristic function relative to D is defined, up to O(1), by
TD,f (r) = mf (D, r) +Nf (D, r).
The following is the first main theorem.
Theorem 2.3. Let D and D′ be Cartier divisors on X whose supports do not contain the
image of f , and suppose that D′ is linearly equivalent to D. Then
TD′,f (r) = TD,f (r) +O(1).
In particular, let D be a hypersurface in Pn(C) defined by a homogeneous polynomial
F of degree d. The Weil function for D can be taken as
λD(x) = − log
|F (x)|
max{|x0|, . . . , |xn|}d
for x = [x0 : · · · : xn] ∈ P
n(C). Let f : C → Pn(C) be a holomorphic map and (f0, . . . , fn)
be a reduced representation of f , i.e. f0, . . . , fn are entire functions on C without common
zeros such that for all z ∈ C we have f(z) = [f0(z) : · · · : fn(z)]. The characteristic
function Tf (r) is defined by
Tf (r) =
∫ 2π
0
log ‖f(reiθ)‖
dθ
2π
,
where ‖f(z)‖ = max{|f0(z)|, . . . , |fn(z)|}. This definition is independent, up to an additive
constant, of the choice of the reduced representation of f . In this context, the First Main
Theorem reads as follows.
Theorem 2.4. Let f : C → Pn(C) be a holomorphic map, and let D be a hypersurface in
P
n(C) of degree d. If f(C) 6⊂ D, then for r > 0,
dTf (r) = mf (r,D) +Nf (r,D) +O(1),
where O(1) is bounded independently of r.
We will make use of the following elementary inequality.
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Lemma 2.5. Let g1, . . . , gn be meromorphic functions. Let g := [1 : g1 : · · · : gn] : C →
P
n. Then
Tg(r) ≤
n∑
i=1
Tgi(r) +O(1).
Proof. Let H be the hyperplane in Pn defined by x0 = 0. Then clearly
λH(g(z)) = logmax{1, |g1(z)|, . . . , |gn(z)|} ≤
n∑
i=1
log+ |gi(z)|
and
ng(H, r) ≤
n∑
i=1
ngi(∞, r).
After integrating, it follows from the definitions that
Tg(r) = mg(H, r) +Ng(H, r) +O(1) ≤
n∑
i=1
(mgi(∞, r) +Ngi(∞, r)) +O(1)
≤
n∑
i=1
Tgi(r) +O(1).

We now recall the following general form of the second main theorem from [16, Theorem
A3.1.3] which was proved by Vojta in [21, Theorem 1] and Ru in [15, Theorem 2.3].
Theorem 2.6. Let f = (f0, . . . , fn) : C → P
n(C) be a holomorphic curve whose image is
not contained in any proper linear subspace, and where f0, . . . , fn are entire functions with
no common zeros. Let H1, . . . ,Hq be arbitrary hyperplanes in P
n(C). Denote by W (f) the
Wronskian of f0, . . . , fn. Then for any ε > 0, we have the inequality∫ 2π
0
max
J
∑
k∈J
λHk(f(re
iθ))
dθ
2π
+NW (f)(0, r) ≤exc (n+ 1 + ε)Tf (r) + o(Tf (r)),
where the maximum is taken over all subsets J of {1, . . . , q} such that the hyperplanes Hj,
j ∈ J, are in general position.
Finally, we recall Cartan’s second main theorem with truncated counting functions.
(See [16, Theorem A3.2.2].)
Theorem 2.7. Let H1, . . . , Hq be hyperplanes in P
n(C) in general position. Let f =
(f0, . . . , fn) : C → P
n(C) be a holomorphic curve whose image is not contained in any
proper linear subspace. Then for any ε > 0, we have the following inequality:
(q − n− 1− ε)Tf (r) ≤exc
q∑
i=1
N
(n)
f (Hi, r).
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2.3. Counting functions and proximity functions for closed subschemes. We first
recall some basic properties of Weil functions associated to closed subschemes from [18,
Section 2]. Let Y be a closed subscheme on a projective variety X defined over C. Then
one can associate to it a function
λY : X(C) \ Supp(Y )→ R
satisfying some functorial properties (up to a O(1)) analogous to the arithmetic case as
described in [18, Theorem 2.1]. Intuitively, for each point P ∈ X(C),
λY (P ) = − log(distance from P to Y ).
The following lemma will be used to define Weil functions for closed subschemes.
Lemma 2.8. Let Y be a closed subscheme of X. There exist effective divisors D1, · · · , Dr
such that
Y = ∩ri=1Di.
Proof. See Lemma 2.2 from [18]. 
Definition 2.9. LetX be a projective variety over C and let Y ⊂ X be a closed subscheme
of X. We define the Weil function for Y as
λY = min
i
{λDi},
where Y = ∩Di (such Di exist according to the above lemma).
As usual, the Weil function λY is well-defined up to O(1). Let f : C → X be an
analytic map. The proximity function of f with respect to Y is defined by
mf (Y, r) =
∫ 2π
0
λY (f(re
iθ))
dθ
2π
;
the counting function of f with respect to Y is defined by
Nf (Y, r) =
∫ r
0
nf (Y, t)− nf (Y, 0)
t
dt+ nf (Y, r) log r,
where nf (Y, t) is the minimum of the number of zeros of ρi ◦f , 1 ≤ i ≤ m inside {|z| < t},
counting multiplicity, with ρi, 1 ≤ i ≤ m, being local defining functions of Y . We note
that the definition of the counting function extends without difficulty to the case when Y
is a closed subscheme of a quasi-projective variety. The characteristic function of f with
respect to Y is defined by
TY,f (r) = mf (Y, r) +Nf (Y, r).
The proximity functions and counting functions of closed subschemes of X satisfy addi-
tivity and functoriality properties as in the classical setting of Cartier divisors.
Recall the following definition which gives an analogue of the notion of gcd in the
context of meromorphic functions. Let f and g be meromorphic functions. We write
n(f, g, r) :=
∑
|z|≤r
min{v+z (f), v
+
z (g)}
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and
Ngcd(f, g, r) :=
∫ r
0
n(f, g, t)− n(f, g, 0)
t
dt+ n(f, g, 0) log r.
Let F,G ∈ C[x0, · · · , xn] be coprime homogeneous polynomials and let Y be the closed
subscheme of Pn defined by the ideal I = (F,G). Let f = (f0, . . . , fn) : C→ P
n(C), where
f0, . . . , fn are entire functions with no common zeros. The counting function of Y agrees
with the gcd counting function of F (f) and G(f), i.e.,
Nf (Y, r) = Ngcd(F (f),G(f), r) +O(1).
We also define gcd proximity and characteristic functions, in analogy with (5) and (6).
Let
mgcd(f, g, r) := −
∫ 2π
0
log−max{|f(reiθ)|, |g(reiθ)|}
dθ
2π
,
Tgcd(f, g, r) := T[1:f :g](r)− T[f :g](r).
We have the expected relationship between mgcd, Ngcd, and Tgcd.
Lemma 2.10. Let f and g be meromorphic functions. Then
Tgcd(f, g, r) = mgcd(f, g, r) +Ngcd(f, g, r) +O(1).
Proof. Let h0 be an entire function such that (h0, fh0, gh0) is a reduced representation of
[1 : f : g], i.e., h0, fh0, and gh0 are entire and have no common zeros. Similarly, let h1 be
an entire function such that [fh0/h1, gh0/h1] is a reduced representation of [f : g]. Then
from the definitions,
Tgcd(f, g, r) =
∫ 2π
0
logmax{|h0(re
iθ)|, |(fh0)(re
iθ)|, |(gh0)(re
iθ)|}|
dθ
2π
−
∫ 2π
0
logmax{|(fh0/h1)(re
iθ)|, |(gh0/h1)(re
iθ)|}
dθ
2π
.
It is elementary that for any real numbers a, b > 0,
log
max{1, a, b}
max{a, b}
= − log−max{a, b}.
Then we find that
Tgcd(f, g, r) = −
∫ 2π
0
log−max{|f(reiθ)|, |g(reiθ)|}
dθ
2π
+
∫ 2π
0
|h1(re
iθ)|
dθ
2π
= mgcd(f, g, r) +Nh1(0, r) +O(1),
where the second line follows from the definition of mgcd and Jensen’s formula. To
complete the proof, we note that from its definition, one easily finds that Nh1(0, r) =
Ngcd(f, g, r). 
2.4. Polynomial rings and monomial orderings. Let A = C[x0, . . . , xn] be the poly-
nomial ring in n+ 1 variables over C. For i = (i0, . . . , in) ∈ N
n+1, we define
x
i = xi10 · · ·x
in
n ,
GREATEST COMMON DIVISORS AND NEVANLINNA THEORY ON ALGEBRAIC TORI 13
and write
|i| := i0 + · · ·+ in = degx
i.
Let
Mon = Mon(A) = {xi : i ∈ Nn+1}
be the set of monomials of A. We note that we use the convention that N is the set of
nonnegative integers.
Recall that a monomial ordering on A is a total ordering > on Mon such that
(a) If xi > xj, then xixk > xjxk for all i, j, k ∈ Nn+1.
(b) xi ≥ 1 for all i ∈ Nn+1.
We describe two monomial orderings that we will use. The lexicographic ordering on
A is the monomial ordering >lex such that x
i >lex x
j if the left-most non-zero entry of
i − j is positive. Let u ∈ Nn+1. We call u a weight vector and define the weight order
associated to u as follows:
x
i >u x
j if u · i > u · j, or u · i = u · j and xi >lex x
j.
If > is a monomial ordering and F ∈ C[x0, . . . , xn] is a nonzero polynomial, we let
TM(F ) denote the trailing monomial of F (the smallest monomial appearing in F with a
nonzero coefficient). If F and G are nonzero polynomials, then TM(FG) = TM(F )TM(G).
For every nonnegative integer m and subset T ⊂ C[x0, . . . , xn], we let
Tm = {P ∈ T |P is a homogeneous polynomial of degree m }
and let TM(T ) = {TM(F ) : F ∈ T}. We will use the following key lemma.
Lemma 2.11. Let F1, F2 ∈ k[x0, . . . , xn] be coprime homogeneous polynomials of degree d,
where k is a field. Let I1, I2, I3 be the principal ideals I1 = (F1), I2 = (F2), I3 = (F1F2).
Let m ≥ d and let V = (F1, F2)m := k[x0, . . . , xn]m ∩ (F1, F2), a k-subspace of the ideal
(F1, F2). Let Vj = (F1, F2)m ∩ Ij, j = 1, 2, 3. Let
B1 = {F1x
i : |i| = m− d},
B2 = {F2x
i : |i| = m− d},
B′1 = {F1TM(F2)x
i : |i| = m− 2d}.
Then
B = (B1 \B
′
1) ∪B2
is a basis for (F1, F2)m. Moreover,
∑
s∈Bj
ordxi
s
Fj
=
(
m+ n− d
n+ 1
)
for j = 1, 2, and
∑
s∈B′1
ordxi
s
F1
=
(
m+ n− 2d
n+ 1
)
+
(
m+ n− 2d
n
)
ordxiTM(F2).
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Proof. Since f1 and f2 are coprime, we have I1∩ I2 = I3 and V1 ∩V2 = V3. For any finite-
dimensional subspace W ⊂ k[x0, . . . , xn], it is easy to see that #TM(W ) = dimW . Since
V = V1+V2 and dimV = dimV1+dimV2−dimV3, we have dimV = #B1+#B2−#B
′
1.
Let V ′1 be the span of B1 \ B
′
1. Then TM(V
′
1) = TM(B1 \ B
′
1) = TM(B1) \ TM(B
′
1). If
p ∈ V ′1 ∩ V2, p 6= 0, then p ∈ V3 and TM(p) ∈ TM(V3) = TM(B
′
1), a contradiction. So
V ′1 ∩ V2 = 0. Since dimV
′
1 +dimV2 = #B1 −#B
′
1 +#B2 = dimV as well, it follows that
B = (B1 \ B
′
1) ∪B2 is a basis for V .
As is well-known, the number of monomials of degree δ in x0, . . . , xn is
(
n+δ
n
)
. Then
∑
|i|=m−d
n∑
i=0
ordxix
i =
n∑
i=0
∑
|i|=m−d
ordxix
i = (m− d)
(
m+ n− d
n
)
.
By symmetry, we have
∑
|i|=m−d
ordxix
i =
m− d
n+ 1
(
m+ n− d
n
)
=
(
m+ n− d
n+ 1
)
for i = 0, . . . , n. This yields the first summation formula. The second summation formula
follows similarly. 
3. Key Theorem
In this section, we prove a fundamental result underlying the proofs of our main theo-
rems.
Theorem 3.1. Let F,G ∈ C[x0, · · · , xn] be coprime homogeneous polynomials of the
same degree d > 0. Let I be the set of exponents i such that xi appears with a nonzero
coefficient in either F or G. Let m ≥ d be a positive integer. Let g0, g1, . . . , gn be entire
functions without common zeros such that the set {gi00 · · · g
in
n : i0+ · · ·+in = m} is linearly
independent over C. Then for any ǫ > 0, there exists a positive integer L such that the
following holds:
MNgcd(F (g), G(g), r)
≤exc cm,n,d
n∑
i=0
N (L)gi (0, r) +
(
m
n+ 1
(
m+ n
n
)
− cm,n,d −M
′m
)
n∑
i=0
Ngi(0, r)
+
(
m+ n− 2d
n
)
Ngcd({g
i}i∈I , r) + (M
′mn+ ǫm)Tg(r) +O(1),
where g = (g0, g1, . . . , gn) : C → P
n, cm,n,d = 2
(
m+n−d
n+1
)
−
(
m+n−2d
n+1
)
, M = Mm,n,d =
2
(
m+n−d
n
)
−
(
m+n−2d
n
)
, and M ′ is an integer of order O(mn−2).
Proof of Theorem 3.1. Let {φ1, . . . , φM} be a basis of the C-vector space (F,G)m, where
M = dim(F,G)m. For each z ∈ C, we construct a basis Bz for Vm = C[x0, . . . , xn]m/(F,G)m
as follows. For i = (i0, · · · , in) ∈ N
n+1, we let g(z)i = g0(z)
i0 · · · gn(z)
in . Choose
a monomial xi1 ∈ C[x0, . . . , xn]m so that |g(z)
i1 | is minimal subject to the condition
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xi1 /∈ (F,G). Suppose now that xi1 , . . . ,xij have been constructed and are linearly in-
dependent modulo (F,G)m, but don’t span C[x0, . . . , xn]m modulo (F,G)m. Then we
let xij+1 ∈ C[x0, . . . , xn]m be a monomial such that |g(z)
ij+1 | is minimal subject to the
condition that xi1 , . . . ,xij+1 are linearly independent modulo (F,G)m. In this way, we
construct a basis of Vm with monomial representatives x
i1 , . . . ,xiM′ , whereM ′ = dimVm.
Let Iz = {i1, . . . , iM′}. Then for each i, |i| = m, we have
x
i +
M′∑
j=1
ci,jx
ij ∈ (F,G)m
for some choice of coefficients ci,j ∈ C. Then for each such i there is a linear forms Lz,i
over C such that
Lz,i(φ1, . . . , φM ) = x
i +
M′∑
j=1
ci,jx
ij .
We note that since there are only finitely many choices of a monomial basis of Vm,
there are only finitely many choices of ci,j , even as z runs through all of C. Note also
that {Lz,i(φ1, . . . , φM ) | |i| = m, i /∈ Iz} is a basis for (F,G)m. From the definition of
xi1 , . . . ,xiM′ , we have the key inequality
log |Lz,i(Φ(g(z))| ≤ log |g(z)
i|+ C,(7)
where Φ(g(z)) = (φ1(g(z)), . . . , φM (g(z))), and the constant C is independent of z as the
choice of ci,j is finite. The map (φ1(g), . . . , φM (g)) may not be a reduced presentation
of Φ(g). Let h be an entire function such that F (g)/h and G(g)/h are entire and have
no common zeros, i.e., h is a gcd of F (g) and G(g). Let ψi := φi(g)/h, 1 ≤ i ≤ M . As
φi ∈ (F,G), the function ψi is entire for 1 ≤ i ≤ M . Moreover, since FX
m−d
i , GX
m−d
i ∈
(F,G)m, 0 ≤ i ≤ n, and g0, . . . , gn have no common zero, the functions ψi, 1 ≤ i ≤ M ,
have no common zero. Hence Ψ := (ψ1, . . . , ψM ) is a reduced form of Φ(g).
Applying Theorem 2.6, the second main theorem, to the map Ψ(g(z)) with the choice
of linear forms Lz,i, |i| = m, i /∈ Iz, z = re
iθ ∈ C, we get for any ǫ > 0,∫ 2π
0
∑
|i|=m,i/∈Iz
(− log |Lz,i(Φ(g(re
iθ))|+ log ‖Φ(g(reiθ))‖)
dθ
2π
+NW (Ψ)(0, r)
≤exc (M + ǫ)TΦ(g)(r).(8)
Next, we will derive a lower bound for the left hand side of (8). By definition of the
characteristic function, Lemma 2.1 and the choice of h, we have∫ 2π
0
log ‖Φ(g(reiθ)))‖
dθ
2π
=
∫ 2π
0
logmax{|ψ1(re
iθ), . . . , ψM (re
iθ)|}+ log |h(reiθ)|
dθ
2π
= TΦ(g)(r) +Ngcd(F (g), G(g), r) +O(1).
On the other hand, since φi ∈ C[x0, . . . , xn]m,
log |φi(g(z))| ≤ m logmax{|g0(z)|, . . . , |gn(z)|}+O(1),
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and hence ∫ 2π
0
log ‖Φ(g(reiθ))‖
dθ
2π
≤ mTg(r) +O(1).
In conclusion, we have
Ngcd(F (g), G(g), r) + TΦ(g)(r) =
∫ 2π
0
log ‖Φ(g(reiθ))‖
dθ
2π
+O(1) ≤ mTg(r) +O(1).(9)
To estimate the first term of (8), we use the key inequality (7) to derive
−
∑
|i|=m,i/∈Iz
log |Lz,i(Φ(g(z))|+ c ≥ −
∑
|i|=m,i/∈Iz
log |g(z)i|
≥ −
∑
|i|=m
log |g(z)i|+
∑
|i|=m,i∈Iz
log |g(z)i|
≥ −
∑
|i|=m
log |g(z)i|+M ′m logmin{|g0(z)|, . . . , |gn(z)|}(10)
where c is a constant independent of z. Note that
∑
|i|=m
log |g(z)i| =
m
n+ 1
(
m+ n
n
)
n∑
i=0
log |gi(z)|,
and
logmin{|g0(z)|, . . . , |gn(z)|} ≥
n∑
i=0
log |gi(z)| − nmax{log |g0(z)|, . . . , log |gn(z)|}.
By Lemma 2.1, Jensen’s formula, the integration of (10) from 0 to 2π over dθ gives∫ 2π
0
∑
|i|=m,i/∈Iz
− log |Lz,i(Φ(g(re
iθ)))|
dθ
2π
≥ −
(
m
n+ 1
(
m+ n
n
)
−M ′m
)
n∑
i=0
Ngi(0, r)−M
′mnTg(r) +O(1).(11)
It then follows from (8), (9), and (11) that
MNgcd(F (g), G(g), r)
≤exc
(
m
n+ 1
(
m+ n
n
)
−M ′m
)
n∑
i=0
Ngi(0, r)−NW (Ψ)(0, r) + (M
′mn+ ǫm)Tg(r) +O(1).
(12)
By direction calculation, we find that M ′ =
(
m+n
n
)
−M = O(mn−2). Alternatively,
since F and G are coprime, the ideal (F,G) defines a closed subset of Pn of codimension
at least 2, and it follows from the theory of Hilbert functions and Hilbert polynomials
that M ′ = O(mn−2).
It’s clear from (12) that it suffices to show that there exists a large integer L (to be
determined later) such that
(13)
cm,n,d
n∑
i=0
Ngi(0, r)−
(
m+ n− 2d
n
)
Ngcd({g
i}i∈I , r)−NW (Ψ)(0, r) ≤ cm,n,d
n∑
i=0
N (L)gi (0, r).
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The above inequality can be deduced from the inequality
(14)
cm,n,d
n∑
i=0
v+z (gi)−
(
m+ n− 2d
n
)
min
i∈I
v+z (g
i)− v+z (W (Ψ)) ≤ cm,n,d
n∑
i=0
min{L, v+z (gi)},
for all z ∈ C. The inequality holds trivially if v+z (gi) ≤ L for each 0 ≤ i ≤ n. Therefore,
we only need to consider the case where v+z (gi) > L for some 0 ≤ i ≤ n.
For z ∈ C, we define a monomial ordering >g(z) on A = C[x0, · · · , xn] using the weight
vector u = (vz(g0), . . . , vz(gn)). Let
B1 = {F1x
i : |i| = m− d},
B2 = {F2x
i : |i| = m− d},
B′1 = {F1TMg(z)(F2)x
i : |i| = m− 2d},
where {F1, F2} = {F,G} and TMg(z)(F2) ≤ TMg(z)(F1). By Lemma 2.11
B = (B1 \B
′
1) ∪B2
is a basis for (F,G)m. Write B = {β1, . . . , βM}. Let ηj = βj(g)/h (note that the βj
depend on z.) From the definition of >g(z) and F2, it follows that
v+z (TMg(z)(F2)) = min
i∈I
v+z (g
i),
where I is the set of exponents i such that xi appears with a nonzero coefficient in either
F or G. Then by the second part of Lemma 2.11, we have for each z ∈ C,
M∑
j=1
v+z (ηj) ≥
n∑
i=0

∑
s∈B1
ordxi
s
F1
+
∑
s∈B2
ordxi
s
F2
−
∑
s∈B′1
ordxi
s
F1

 · v+z (gi)
≥ cm,n,d
n∑
i=0
v+z (gi)−
(
m+ n− 2d
n
)
min
i∈I
v+z (g
i),(15)
where
cm,n,d = 2
(
m+ n− d
n+ 1
)
−
(
m+ n− 2d
n+ 1
)
.
On the other hand, from the basic properties of Wronskians, we have
(16) v
+
z (W (Ψ)) ≥
M∑
j=1
v+z (ηj)−
1
2
M(M − 1).
Combining (15) and (16), we obtain that
cm,n,d
n∑
i=0
v+z (gi)−
(
m+ n− 2d
n
)
min
i∈I
v+z (g
i)− v+z (W (Ψ)) ≤
1
2
M(M − 1).
Let L = 1
2
M(M − 1)c−1m,n,d. The assumption that v
+
z (gi) > L for some 0 ≤ i ≤ n implies
that
1
2
M(M − 1) = cm,n,dL ≤ cm,n,d
n∑
i=0
min{L, v+z (gi)}.

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4. Proof of the Main Theorems
We recall Borel’s lemma. (See [16, Theorem A.3.3.2]).
Lemma 4.1 (Borel’s Lemma). Let f0, . . . , fn+1 be entire functions without zeros, satis-
fying
f0 + . . .+ fn + fn+1 = 0.
Define an equivalence relation i ∼ j if fi/fj is constant. Then for each equivalence class
S we have ∑
i∈S
fi = 0.
We also recall the following result of Green [5] (See [9, Chapter VII, Theorem 4.1]).
Lemma 4.2. Let f0, . . . , fn be entire functions with no common zeros satisfying
fk0 + · · ·+ f
k
n = 0.
Suppose that none of the fi are identically 0. Define an equivalence relation i ∼ j if fi/fj
is constant. If k ≥ n2, then for each equivalence class S we have∑
i∈S
fki = 0.
We will also make use of the following result on proximity functions.
Theorem 4.3. Let G ∈ C[x1, · · · , xn] be a polynomial that does not vanish at the origin
(0, . . . , 0). Suppose that g1, . . . , gn are entire functions such that g
i1
1 · · · g
in
n /∈ C for any
index set (i1, . . . , in) ∈ Z
n \ {(0, . . . , 0)}. For all ǫ > 0,
(a) there exists a positive integer k0 such that for all k ≥ k0,
mG(gk1 ,...,gkn)
(0, r) ≤exc ǫ max
1≤i≤n
{Tgk
i
(r)};
(b) if in addition each gi, 1 ≤ i ≤ n, has no zero, then
mG(g1,...,gn)(0, r) ≤exc ǫ max
1≤i≤n
{Tgi(r)}.
Proof. By Lemma 4.2, the set {gki := gki11 · · · g
kin
n | i = (i1, . . . , in) ∈ N
n, |i| ≤ d} is
linearly independent for k ≥
(
d+n
n
)2
. Since G(0, . . . , 0) 6= 0, G must have a non-zero
constant term, and by arranging the index set in some order, we may write
G = ai(0) +
ℓ∑
j=1
ai(j)x
i(j),
where ai(j) 6= 0 for 0 ≤ j ≤ ℓ. Then we have
G(gk1 , . . . , g
k
n) = ai(0) +
ℓ∑
j=1
ai(j)g
ki(j).
We apply Theorem 2.7, Cartan’s truncated second main theorem, to the holomorphic
map
g(k) := (1, gki(1), . . . ,gki(ℓ)) : C→ Pℓ
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associated with the above expression (k ≥
(
d+n
n
)2
), and with the set of hyperplanes given
by the coordinate hyperplanes of Pℓ and the one defined by
∑ℓ
i=0 ai(j)Xj . Then for any
ǫ > 0, we have
(1−
ǫ
2
)Tg(k) ≤exc N
(ℓ)
G(gk1 ,...,g
k
n)
(0, r) +
ℓ∑
j=1
N
(ℓ)
gki(j)
(0, r).(17)
We note that
N
(ℓ)
gki(j)
(0, r) ≤
ℓ
k
Ngki(j) (0, r) ≤
ℓ
k
Tgki(j)(r) ≤
ℓ
k
Tg(k)(r),
where the last inequality is due to the definition of characteristic functions and that
g(k) = (1,gki(1), . . . ,gki(ℓ)). Then for k > max{ 2ℓ
2
ǫ
,
(
d+n
n
)2
},
(1− ǫ)Tg(k)(r) ≤exc NG(gk1 ,...,gkn)
(0, r) = TG(gk1 ,...,gkn)
(r)−mG(gk1 ,...,gkn)
(0, r) +O(1).(18)
Since G(gk1 , . . . , g
k
n) is an entire function,
TG(gk1 ,...,gkn)
(r) = mG(gk1 ,...,gkn)
(∞, r) ≤ Tg(k)(r) +O(1).
Consequently,
mG(gk1 ,...,gkn)
(0, r) ≤exc ǫTg(k)(r) ≤exc dǫT(1,gk1 ,··· ,gkn)
(r) ≤ dnǫ max
1≤i≤n
{Tgk
i
(r)}.
When the gi are entire functions without zeros, we may assume that the set {g
i :=
gi11 · · · g
in
n | i = (i1, . . . , in) ∈ N
n, |i| ≤ d} is linearly independent by Lemma 4.1. Then we
can repeat the previous argument for k = 1 with the additional condition Ngi(0, r) = O(1),
1 ≤ i ≤ n, to conclude the proof. 
Proof of Theorem 1.2 and Theorem 1.3. We first claim that g1, . . . , gn are algebraically
independent over C under the assumption that gi11 · · · g
in
n /∈ C for any index set (i1, . . . , in) ∈
Z
n \ {(0, . . . , 0)}. If not, then they satisfy a non-trivial C-linear relation, say∑
i
aig
i1
1 · · · g
in
n = 0,(19)
where the sum is over finitely many index sets i = (i1, . . . , in) and ai ∈ C
∗. We may further
assume that no proper sub-sum of the left hand side of (19) is zero. Since g1, . . . , gn are
entire functions without zeros, Borel’s Lemma implies that we have a pair of indices
i = (i1, . . . , in) 6= j = (j1, . . . , jn) such that aig
i1
1 · · · g
in
n is a constant multiple of some
ajg
j1
1 · · · g
jn
n appearing on the left hand side of (19), and hence g
i1−j1
1 · · · g
in−jn
n ∈ C
∗,
contradicting our assumption.
We prove part (a) of both theorems first. Consider (C∗)n ⊂ Pn, where we identify
(x1, . . . , xn) ∈ (C
∗)n with [1 : x1 : · · · : xn], and let Y be the Zariski closure of Y in P
n.
Then Ng(Y, r) = Ng(Y , r), and we may assume that Y is a closed subscheme of P
n (of
codimension at least 2).
Let I ⊂ C[x0, . . . , xn] be a homogeneous ideal associated to Y . We can find homoge-
neous polynomials F˜ , G˜ ∈ I of the same degree d such that F˜ and G˜ are coprime. Let Y ′
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be the closed subscheme defined by the ideal (F˜ , G˜). Then
Ng(Y, r) ≤ Ng(Y
′, r)
for all r > 0. Therefore, we may assume that Y is defined by the ideal (F˜ , G˜) after
replacing Y by Y ′. Then for any ǫ > 0, Theorem 3.1 for any (large) m implies that
MNg(Y, r) =MNgcd(F˜ (g), G˜(g), r) ≤exc (M
′mn+ ǫm)Tg(r) +O(1)(20)
as the gi are entire functions with no zeros. Let ǫ
′ > 0. Since M ′ = O(mn−2) and
M = m
n
n!
+O(mn−1), choosing m large enough, depending only on ǫ′, (20) implies that
Ngcd(F˜ (g), G˜(g), r) ≤exc ǫ
′Tg(r).(21)
This completes the proof of Theorem 1.2(a).
To show Theorem 1.3(a), we note that we may assume degF = degG = d since
Ngcd(F (g1, . . . , gn), G(g1, . . . , gn), r) ≤ Ngcd(F
e(g1, . . . , gn), G
h(g1, . . . , gn), r),
where e = degG and h = degF . Then Theorem 1.3(a) follows from (21) by taking
F˜ (x0, . . . , xn) = x
d
0F
(
x1
x0
, . . . ,
xn
x0
)
, G˜(x0, . . . , xn) = x
d
0G
(
x1
x0
, . . . ,
xn
x0
)
,
and using Lemma 2.5.
Suppose in addition that, say, G does not vanish at the origin (0, . . . , 0). It is immediate
from the definitions that
mgcd(F (g1, . . . , gn), G(g1, . . . , gn), r) ≤ mG(g1,...,gn)(0, r),
and so Theorem 4.3 implies that
mgcd(F (g1, . . . , gn), G(g1, . . . , gn), r) ≤exc ǫ max
1≤i≤n
{Tgi(r)}.
Combined with part (a) above and Lemma 2.10, we obtain Theorem 1.3(b).
It remains to prove Theorem 1.2(b). Let X be a nonsingular projective toric com-
pactification of (C∗)n. Let Y be the Zariski closure of Y in X, and suppose that Y is
in general position with the boundary of (C∗)n in X. Since Ng(Y, r) = Ng(Y , r), by
part (a) it suffices to show that mg(Y , r) ≤exc ǫTg(r). In fact, we will show the stronger
statement with Y replaced by an effective divisor D on X in general position with the
boundary of (C∗)n in X. We follow the proof of [10, Theorem 4.4], which shows that
there exist embeddings φi : (C
∗)n → An (which extend an automorphism of (C∗)n) and
polynomials pi ∈ C[x1, . . . , xn] nonvanishing at the origin, i = 1, . . . , t, such that for every
P ∈ (C∗)n ⊂ X(C), there exists i ∈ {1, . . . , t} satisfying
λD(P ) = − log |pi(φi(P ))|+O(1).
Thus,
λD(P ) ≤ −
t∑
i=1
log− |pi(φi(P ))|+O(1)
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for all P ∈ (C∗)n ⊂ X(C). By Theorem 4.3, this implies that for any ǫ > 0,
mg(D, r) ≤
t∑
i=1
mpi(φi(g1,...,gn))(0, r) +O(1)
≤exc ǫTg(r) +O(1),
completing the proof.

Proof of Theorem 1.5. By replacing F and G by suitable linear combinations of F and G,
we may assume that F and G have the same degree d, and that neither F nor G vanishes
at the origin. We now consider the two related homogeneous polynomials
F1(x0, x1, . . . , xn) = x
d
0F
(
x1
x0
, . . . ,
xn
x0
)
,
G1(x0, x1, . . . , xn) = x
d
0G
(
x1
x0
, . . . ,
xn
x0
)
.
Since F and G are coprime, it follows easily that F1 and G1 are coprime. Let g1, . . . , gn
be meromorphic functions. Then there exists an entire function h0 such that h0 and hi :=
gi · h0, 1 ≤ i ≤ n, are entire functions without a common zero. Therefore, (h0, h1, . . . , hn)
is a reduced form of the holomorphic map g := [1 : g1 : · · · : gn] : C → P
n. Assume that
gj11 . . . g
jn
n is not constant for any (j1, . . . , jn) 6= (0, . . . , 0) ∈ Z
n. Let
k ≥
(
m+ n
n
)2
.(22)
Then the set {(hk0)
i1 · · · (hkn)
in : i0 + · · · + in = m} is linearly independent over C by
Lemma 4.2. Let hk = (hk0 , · · · , h
k
n) : C → P
n. Let I be the set of exponents i such that
xi appears with a nonzero coefficient in either F1 or G1. Note that
F1(h
k) = hkd0 F (g
k
1 , . . . , g
k
n), and G1(h
k) = hkd0 G(g
k
1 , . . . , g
k
n),
and so for any z ∈ C,
vz(F1(h
k)) = vz(h
kd
0 ) + vz(F (g
k
1 , . . . , g
k
n)) ≥ min
i∈I
vz(h
ki) + vz(F (g
k
1 , . . . , g
k
n)),
vz(G1(h
k)) = vz(h
kd
0 ) + vz(G(g
k
1 , . . . , g
k
n)) ≥ min
i∈I
vz(h
ki) + vz(G(g
k
1 , . . . , g
k
n)),
since xd0 is a monomial appearing nontrivially in F1 and G1 as F and G don’t vanish at
the origin. Then
vz(F1(h
k))−min
i∈I
vz(h
ki) ≥ v+z (F (g
k
1 , . . . , g
k
n)),
vz(G1(h
k))−min
i∈I
vz(h
ki) ≥ v+z (G(g
k
1 , . . . , g
k
n)),
and it follows that
Ngcd(F1(h
k), G1(h
k), r)−Ngcd({h
ki}i∈I , r) ≥ Ngcd(F (g
k
1 , . . . , g
k
n), G(g
k
1 , . . . , g
k
n), r).
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Then by Theorem 3.1, for any ǫ > 0 there exists a positive integer L such that for all
positive integers k satisfying (22), we have the following:
MNgcd(F (g
k
1 , . . . , g
k
n), G(g
k
1 , . . . , g
k
n), r) ≤ M(Ngcd(F1(h
k), G1(h
k), r)−Ngcd({h
ki}i∈I , r))
≤exc cm,n,d
n∑
i=0
N
(L)
hk
i
(0, r) +
(
m
n+ 1
(
m+ n
n
)
− cm,n,d −M
′m
)
n∑
i=0
Nhk
i
(0, r)
+
((
m+ n− 2d
n
)
−M
)
Ngcd({h
ki}i∈I , r) + (M
′mn+ ǫm)Thk (r) +O(1),
where cm,n,d = 2
(
m+n−d
n+1
)
−
(
m+n−2d
n+1
)
, M = 2
(
m+n−d
n
)
−
(
m+n−2d
n
)
, and M ′ is an integer
of order O(mn−2). Elementary computations give that(
m+ n
n
)
=
mn
n!
+
(n+ 1)mn−1
2(n− 1)!
+O(mn−2),
cm,n,d =
mn+1
(n+ 1)!
+
mn
2(n− 1)!
+O(mn−1),
M =
mn
n!
+O(mn−1).(23)
Then
m
n+ 1
(
m+ n
n
)
− cm,n,d = O(m
n−1),
(
m+ n− 2d
n
)
−M = O(mn−1).
Furthermore,
n∑
i=0
N
(L)
hk
i
(0, r) ≤
L
k
n∑
i=0
Nhk
i
(0, r),
and
n∑
i=0
Nhk
i
(0, r) =
n∑
i=0
Nhk (Hi, r) ≤ (n+ 1)Thk (r) = (n+ 1)Tgk(r),
where Hi is the coordinate hyperplane defined by xi = 0. Then we find that after choosing
m sufficiently large, for all sufficiently large k (depending on m),
Ngcd(F (g
k
1 , . . . , g
k
n), G(g
k
1 , . . . , g
k
n), r) ≤exc ǫTgk(r).(24)
This concludes the proof of Theorem 1.5 (a). If in addition g1, . . . , gn are entire functions
and, say, G does not vanish at the origin, then
mgcd(F (g
k
1 , . . . , g
k
n), G(g
k
1 , . . . , g
k
n), r) ≤ mG(gk1 ,...,gkn)
(0, r),
and so Theorem 4.3 implies that
mgcd(F (g
k
1 , . . . , g
k
n), G(g
k
1 , . . . , g
k
n), r) ≤exc ǫ max
1≤i≤n
{Tgk
i
(r)}
for k large enough. Together with (24), we reach the conclusion of (b). 
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Proof of Corollary 1.6 . If f igj /∈ C for any (i, j) 6= (0, 0) ∈ Z2, then then the assertion
follows from Theorem 1.5 for the meromorphic functions f and g with the polynomials
F = x1 − 1 and G = x2 − 1. Suppose that f
igj = c ∈ C for some (i, j) ∈ Z2 \ {(0, 0)}. If
fk− 1 and gk− 1 have no common zero for all k sufficiently large, then the gcd inequality
(3) holds trivially. Otherwise, we may find z0 ∈ C such that f
k(z0) = g
k(z0) = 1 for some
k. This implies that ck = 1 and hence f ikgjk = 1, contradicting the assumption that f
and g are multiplicatively independent. 
The proof of Corollary 1.4 is similar (with k = 1) to the proof of Corollary 1.6, and so
we omit it.
Proof of Corollary 1.8. We prove part (a). The proof of part (b) is similar.
Suppose that gi11 · · · g
in
n /∈ C for any index set (i1, . . . , in) ∈ Z
n+1 \{(0, . . . , 0)} and that
F (gk1 , . . . , g
k
n)/G(g
k
1 , . . . , g
k
n) is an entire function. Then
NG(gk1 ,...,gkn)
(0, r) = Ngcd(F (g
k
1 , . . . , g
k
n), G(g
k
1 , . . . , g
k
n), r),
and by Theorem 1.5 (a), for any ǫ > 0, there exists a positive integer k0 such that
NG(gk1 ,...,gkn)
(0, r) ≤exc ǫ max
1≤i≤n
{Tgk
i
(r)},(25)
if k ≥ k0. On the other hand, using the same notation as in the proof of Theorem 4.3 and
recalling the first part of (18),
(1− ǫ)Tg(k)(r) ≤exc NG(gk1 ,...,gkn)
(0, r)(26)
for k > k1 := max{
2ℓ2
ǫ
,
(
d+n
n
)2
}. Together with (25), we get
Tg(k)(r) ≤exc 2ǫ max
1≤i≤n
{Tgk
i
(r)}+O(1)
for k ≥ max{k0, k1}. Hence,
TgG(r) ≤exc 2ǫ max
1≤i≤n
{Tgi(r)}+O(1),
contradicting the assumption that TgG(r) ≍ max1≤i≤n{Tgi(r)}. 
5. GCD with Moving Targets
5.1. Statement of the main results. Let g be a holomorphic map from C to Pn. Let
Kg be the set containing all meromorphic functions a such that Ta(r) = o(Tg(r)). By the
basic properties of characteristic functions, Kg is a field.
Theorem 5.1. Let g1, . . . , gn be entire functions without zeros and g = (1, g1, . . . , gn). Let
F,G ∈ Kg[x1, . . . , xn] be nonconstant coprime polynomials. Assume that g
i1
1 · · · g
in
n /∈ Kg
for any index set (i1, . . . , in) ∈ Z
n \ {(0, . . . , 0)}. Let ǫ > 0.
(a) Then
Ngcd(F (g1, . . . , gn), G(g1, . . . , gn), r) ≤exc ǫ max
1≤i≤n
{Tgi(r)}.
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(b) If F and G are not both identically zero at the origin (0, . . . , 0) and the coefficients
of F and G are entire functions in Kg, then
Tgcd(F (g1, . . . , gn), G(g1, . . . , gn), r) ≤exc ǫ max
1≤i≤n
{Tgi(r)}.
Theorem 5.2. Let g1, . . . , gn be meromorphic functions and g = [1 : g1 : · · · : gn]
a holomorphic map from C to Pn. Let F,G ∈ Kg[x1, . . . , xn] be nonconstant coprime
polynomials such that not both of them are identically zero at (0, . . . , 0). If gi11 · · · g
in
n /∈ Kg
for any index set (i1, . . . , in) ∈ Z
n \ {(0, . . . , 0)}, then for any ǫ > 0, there exists k0 such
that for k ≥ k0
(a)
Ngcd(F (g
k
1 , . . . , g
k
n), G(g
k
1 , . . . , g
k
n), r) ≤exc ǫ max
1≤i≤n
{Tgk
i
(r)};
(b)
Tgcd(F (g
k
1 , . . . , g
k
n), G(g
k
1 , . . . , g
k
n), r) ≤exc ǫ max
1≤i≤n
{Tgk
i
(r)},
if g1, . . . , gn are entire functions and the coefficients of F and G are entire func-
tions in Kg.
Let g1, . . . , gn be entire functions and g = (1, g1, . . . , gn). Let G ∈ Kg[x1, . . . , xn] be
a nonconstant polynomial such that G(0, . . . , 0) is not identically zero. Since G has a
non-zero constant term, after arranging the index set in some order, we may write
G = ai(0) +
ℓ∑
j=1
ai(j)x
i(j) ∈ Kg[x1, . . . , xn],
where ai(j) 6= 0 for 0 ≤ j ≤ ℓ. We then let gG := (1,g
i(1), . . . ,gi(ℓ)) : C→ Pℓ.
Corollary 5.3. Let g1, . . . , gn be entire functions and g = (1, g1, . . . , gn). Assume that
TgG(r) ≍ max1≤i≤n{Tgi(r)}. Let F, G ∈ Kg[x1, . . . , xn] be nonconstant coprime polyno-
mials with coefficients that are entire functions. Assume that G(0, . . . , 0) is not identically
zero.
(a) If F (gk1 , . . . , g
k
n)/G(g
k
1 , . . . , g
k
n) are entire functions for infinitely many positive in-
tegers k; or
(b) g1, . . . , gn are entire functions without zeros and F (g1, . . . , gn)/G(g1, . . . , gn) is an
entire function,
then there exists an index set (i1, . . . , in) ∈ Z
n \ {(0, . . . , 0)} such that gi11 · · · g
in
n ∈ Kg.
5.2. Nevanlinna Theory with Moving Targets. Let f = (f0, . . . , fn) be a holomor-
phic map from C to Pn where f0, f1, . . . , fn are holomorphic functions without a common
zero. Let a0, · · · , an ∈ Kf , and let L := a0X0 + · · · + anXn. Then L defines a hyper-
plane H in Pn(Kf ). We note that H(z) is the hyperplane determined by the linear form
L(z) = a0(z)X0 + · · · + an(z)Xn for z ∈ C that is not a common zero of a0, · · · , an, or a
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pole of any ak, 0 ≤ k ≤ n. The definition of the Weil function, proximity function and
counting function can be easily extended to moving hyperplanes. For example,
λH(z)(P ) = − log
|(ha0)(z)x0 + · · ·+ (han)(z)xn|
max{|x0|, . . . , |xn|}max{|(ha0)(z)|, . . . , |(han)(z)|}
,
where h is a meromorphic function such that ha0, · · · , han are entire functions without
common zeros, P = (x0, . . . , xn) ∈ P
n(C) and z ∈ C. It’s clear that
λH(z)(P ) = − log
|a0(z)x0 + · · ·+ an(z)xn|
max{|x0|, . . . , |xn|}max{|a0(z)|, . . . , |an(z)|}
,(27)
for z ∈ C which is not a a common zero of a0, · · · , an, or a pole of any ak, 0 ≤ k ≤ n. The
first main theorem for a moving hyperplane H can be stated as
(28) Tf (r) = Nf (H, r) +mf (H, r) + o(Tf (r)).
We will reformulate the second main theorem with moving targets stated in [16, Theo-
rem A4.2.1] to suit our purpose. Let aj0, . . . , ajn ∈ Kf , and let Lj := aj0X0+ · · ·+ajnXn.
Without loss of generality, we will normalize the linear forms Lj , 1 ≤ j ≤ q, such that for
each 1 ≤ j ≤ q, there exists 0 ≤ j′ ≤ n such that ajj′ = 1. Let t be a positive integer and
let V (t) be the complex vector space spanned by the elements{∏
a
njk
jk : njk ≥ 0,
∑
njk = t
}
,
where the product and sum runs over 1 ≤ j ≤ q and 0 ≤ k ≤ n. Let 1 = b1, · · · , bu be a
basis of V (t) and b1, · · · , bw a basis of V (t+ 1). It’s clear that u ≤ w. Moreover, we have
[23, Lemma 6]
lim inf
t→∞
dimV (t+ 1)/dimV (t) = 1.(29)
The following formulation of the second main theorem with moving targets follows from
the proof of [16, Theorem A4.2.1] by adding the Wronskian term when applying the second
main theorem.
Theorem 5.4. Let f = (f0, . . . , fn) : C→ P
n(C) be a holomorphic curve where f0, f1, . . . , fn
are entire functions without common zero. Let Hj, 1 ≤ j ≤ q, be arbitrary (moving) hy-
perplanes given by Lj := aj0X0 + · · ·+ ajnXn where aj0, · · · , ajn ∈ Kf . Denote by W the
Wronskian of {hbmfk | 1 ≤ m ≤ w, 0 ≤ k ≤ n}, where h is a meromorphic function such
that hb1, . . . , hbw are entire functions without common zero. If f is linearly non-degenerate
over Kf , then for any ε > 0, we have the following inequality:∫ 2π
0
max
J
∑
k∈J
λHk(reiθ)(f(re
iθ))
dθ
2π
+
1
u
NW (0, r) ≤exc
(w
u
(n+ 1) + ε
)
Tf (r) + o(Tf (r)),
where the maximum is taken over all subsets J of {1, . . . , q} such that Hj(re
iθ), j ∈ J,
are in general position.
The following two lemmas are moving targets versions of the Borel Lemma and Green’s
theorem.
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Lemma 5.5. Let f0, . . . , fn be entire functions with no zeros and f := (f0, . . . , fn) be a
holomorphic map from C to Pn(C). Suppose that f0, . . . , fn are linearly dependent over
Kf . Then for each fi, there exists j 6= i such that fi/fj ∈ Kf .
The proof of this lemma is similar to the next one, therefore it is omitted.
Lemma 5.6. Let f0, . . . , fn be non-zero entire functions without a common zero and let
f = (f0, . . . , fn) be a holomorphic map from C to P
n. Assume that for an integer k ≥ n2
the following holds:
a0f
k
0 + · · ·+ anf
k
n = 0,(30)
where ai 6= 0 ∈ Kf , 0 ≤ i ≤ n. Then for each fi, there exists j 6= i such that (fi/fj)
k ∈ Kf .
The proof of this lemma can be found in [7]. We include a slightly different proof for
completeness.
Proof. By reindexing the fi, we may assume that f
k
0 , f
k
1 , · · · , f
k
m−1, for some 1 ≤ m ≤ n,
is a basis of the Kf -vector space spanned by f
k
0 , f
k
1 , · · · , f
k
n . It suffices to show that for
m ≤ i ≤ n, there exists 0 ≤ j ≤ m − 1 such that (fi/fj)
k ∈ Kf as f
k
0 , f
k
1 , · · · , f
k
m−1 are
Kf -linearly independent and the fi satisfy (30). Letm ≤ i ≤ n. After possibly reindexing,
we obtain
fki = α0f
k
0 + α1f
k
1 + · · ·+ αℓf
k
ℓ ,
where 0 ≤ ℓ ≤ m − 1 and α0, . . . , αℓ ∈ Kf \ {0}. If ℓ = 0, then (fi/fj)
k ∈ Kf for
some 0 ≤ j ≤ m − 1. Suppose that ℓ ≥ 1. Let β be an entire function such that
f˜0 = f0/β, . . . , f˜ℓ = fℓ/β have no common zero, let f˜i = fi/β, and let
f˜k := [f
k
0 : f
k
1 : · · · : f
k
ℓ ] = (f˜
k
0 , f˜
k
1 , . . . , f˜
k
ℓ ).
Let h be a meromorphic function such that hα0f˜
k
0 , . . . , hαℓf˜
k
ℓ are entire functions with no
common zeros, and let
Fk := (hα0f˜
k
0 , · · · , hαℓf˜
k
ℓ )
be a holomorphic map from C to Pℓ(C). Then
TFk(r) ≤ Tf˜k (r) +
ℓ∑
j=0
mαj (∞, r) +Nh(0, r)
≤ Tf˜k (r) +
ℓ∑
j=0
Tαj (r) +
ℓ∑
j=0
Nαj (∞, r)
≤ Tf˜k (r) + o(Tf (r)).
Similarly, by writing f˜k = ((hα0)
−1hα0f˜
k
0 , . . . , (hαℓ)
−1hαℓf˜
k
ℓ ), we have
Tf˜k(r) ≤ TFk(r) + o(Tf (r)).(31)
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Moreover, the map Fk is linearly non-degenerate over C, since f
k
0 , f
k
1 , · · · , f
k
ℓ are Kf -
linearly independent. Applying Theorem 2.7 to the map Fk with the coordinate hyper-
planes {Xj = 0}, 0 ≤ j ≤ ℓ, and the diagonal hyperplane {X0 + · · ·+Xℓ = 0} of P
ℓ(C),
for any ǫ > 0 we have
TFk (r) ≤exc
ℓ∑
j=0
N
(ℓ)
hαj f˜
k
j
(0, r) +N
(ℓ)
hf˜k
i
(0, r) + ǫTFk(r)
≤exc
ℓ∑
j=0
Nαj (0, r) + ℓ
ℓ∑
j=0
Nf˜j (0, r) + ℓNf˜i(0, r) + (ℓ+ 2)Nh(0, r) + ǫTFk(r)
≤exc
ℓ
k
(ℓ+ 2)Tf˜k (r) + ǫTFk(r) + o(Tf (r)).
Together with (31), for all ǫ > 0 we have
kTf˜k (r) ≤exc (ℓ
2 + 2ℓ+ ǫ)Tf˜k (r) + o(Tf (r)).
Hence,
(k − ℓ2 − 2ℓ− ǫ)Tf˜k (r) ≤exc o(Tf (r)).
If k ≥ n2 ≥ (ℓ + 1)2 > ℓ2 + 2ℓ, then this implies that T fj
f0
(r) ≤ Tf˜k (r) ≤exc o(Tf (r)) for
1 ≤ j ≤ ℓ, and hence
fj
f0
∈ Kf for 1 ≤ j ≤ ℓ, contradicting that f
k
0 , f
k
1 , · · · , f
k
ℓ are linearly
independent over Kf . 
5.3. Key Theorem. The following fundamental result is the analogue of Theorem 3.1.
Theorem 5.7. Let g0, g1, . . . , gn be entire functions without common zeros and let g =
(g0, g1, . . . , gn). Let F,G ∈ Kg[x0, x1, . . . , xn] be coprime homogeneous polynomials of the
same degree d > 0. Let I be the set of exponents i such that xi appears with a nonzero
coefficient in either F or G. Let m ≥ d be a positive integer. Suppose that the set
{gi00 . . . g
in
n : i0+ · · ·+ in = m} is linearly independent over Kg. Then for any ǫ > 0, there
exists a positive integer L such that the following holds:
MNgcd(F (g), G(g), r)
≤exc cm,n,d
n∑
i=1
N (L)gi (0, r) +
(
m
n+ 1
(
m+ n
n
)
− cm,n,d −M
′m
)
n∑
i=1
Ngi(0, r)
+
(
m+ n− 2d
n
)
Ngcd({g
i}i∈I , r) +
(
M ′mn+ ǫm+
Mǫ
2
)
Tg(r) + o(Tg(r)),
where cm,n,d = 2
(
m+n−d
n+1
)
−
(
m+n−2d
n+1
)
, M = 2
(
m+n−d
n
)
−
(
m+n−2d
n
)
, and M ′ is an integer
of order O(mn−2).
The basic ideas used to prove the theorem are similar to the ideas used in the proof of
Theorem 3.1. We will make explicit the important differences in the moving target case
and omit whatever is identical or obvious from the proof of Theorem 3.1.
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Proof of Theorem 5.7. Let (F,G) be the ideal generated by F and G in Kg[x0, · · · , xn]
and (F,G)m := Kg[x0, · · · , xn]m ∩ (F,G). We choose {φ1, . . . , φM} to be a basis of the
Kg-vector space (F,G)m consisting of elements of the form Fx
i and Gxj.
For each z ∈ C, we construct a basis Bz for Vm = Kg[x0, . . . , xn]m/(F,G)m as follows.
For i = (i0, · · · , in) ∈ N
n+1, we let g(z)i = g0(z)
i0 · · · gn(z)
in . Choose a monomial
xi1 so that |g(z)i1 | is minimal subject to the condition xi1 /∈ (F,G). Suppose now that
xi1 , . . . ,xij have been constructed. Then we let xij+1 ∈ Kg[x0, . . . , xn]m be a monomial
such that |g(z)ij+1 | is minimal subject to the condition that xi1 , . . . ,xij+1 are linearly
independent modulo (F,G)m. In this way, we construct a basis of Vm with monomial
representatives xi1 , . . . ,xiM′ , where M ′ = dimVm. Let Iz = {i1, . . . , iM′}. Then for each
i, |i| = m, we have
x
i +
M′∑
j=1
bi,j,zx
ij ∈ (F,G)m
for some choice of coefficient bi,j,z ∈ Kg. Then for each such i there is a linear form Lz,i
over Kg such that
Lz,i(φ1, . . . , φM ) = x
i +
M′∑
j=1
bi,j,zx
ij .(32)
We note that there are only finitely many choice of bi,j,z even as z runs through all of
C, and {Lz,i(φ1, . . . , φM ) | |i| = m, i /∈ Iz} is a basis for (F,G)m. From the definition of
xi1 , . . . ,xiM′ , we have the key inequality
log |Lz,i(Φ(g(z))| ≤ log |g(z)
i|+ log ‖Lz,i(z)‖+O(1),(33)
where Φ(g(z)) = (φ1(g(z)), . . . , φM (g(z))), ‖Lz,i(z)‖ = max0≤j≤M′ |bi,j,z(z)|, and bi,0,z =
1. The map (φ1(g), . . . , φM (g)) may not be a reduced presentation of Φ(g). Let h be
a meromorphic function such that F (g)/h and G(g)/h are entire and have no common
zeros, i.e.,
Nh(0, r) = Ngcd(F (g), G(g), r).(34)
Moreover, since gi, 0 ≤ i ≤ n, are entire functions, the poles of h comes from the poles of
the coefficients of F and G, and hence
Nh(∞, r) ≤ o(Tg(r)).(35)
Let ψi := φi(g)/h, 1 ≤ i ≤ M . By the choice of φi, the function ψi is entire for 1 ≤
i ≤ M . Furthermore, since FXm−di , GX
m−d
i ∈ (F,G)m, 0 ≤ i ≤ n, and g0, . . . , gn
have no common zero, the functions ψi, 1 ≤ i ≤ M , have no common zero. Hence
Ψ := (ψ1, . . . , ψM ) is a reduced form of Φ(g).
Let V be the complex vector space spanned by 1, the coefficients of F and G, and all
possible (finitely many) choices of bi,j,z in (32). Let t be a large positive integer and let
V (t) be the finite-dimensional vector space spanned by products of t elements in V .
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Let b1 = 1, b2, · · · , bu be a basis of V (t) and b1, · · · , bw be a basis of V (t+ 1). We will
choose t sufficiently large so that w
u
≤ 1+ ǫ
2m
. Denote byW the Wronskian of {abmψk | 1 ≤
m ≤ w, 1 ≤ k ≤ M}, where a is an entire function such that a = ab1, ab2, · · · , abw are
entire and have no common zeros. Applying Theorem 5.4 to the holomorphic map Φ(g)
with the reduced form Ψ = (ψ1, . . . , ψM ) and the set of linear forms {Lz,i | |i| = m, i /∈ Iz},
we have the following inequality:
∫ 2π
0
∑
|i|=m,i/∈Iz
λLz,i(Ψ(reiθ))(Ψ(re
iθ))
dθ
2π
+
1
u
NW (0, r) ≤exc (
w
u
M + ε)TΨ(r) + o(TΨ(r)),
(36)
where
λLz,i(Ψ(reiθ))(Ψ(re
iθ)) = − log |Lz,i(Φ(g(z))|+ log ‖Φ(g(z))‖+ log ‖Lz,i(z)‖,(37)
if z = reiθ is not a pole of any coefficient of Lz,i. We note that such z is in a discrete
subset of C, and hence its radius r ∈ (0,∞) is in a set of finite Lebesgue measure. In the
following computation, we will only consider z which is not a pole of any bi,j,z from (32).
Next, we will derive a lower bound for the first term of the left hand side of (36). By the
definition of the characteristic function, Lemma 2.1, (34) and (35), we have∫ 2π
0
log ‖Φ(g(z)))‖
dθ
2π
=
∫ 2π
0
logmax{|ψ1(z), . . . , ψM (z)|}+ log |h(z)|
dθ
2π
= TΨ(r) +Ngcd(F (g), G(g), r) + o(Tg(r)).
On the other hand, since φi =
∑
I αIx
I ∈ Kg[x0, . . . , xn]m,
log |φi(g(z))| ≤ m logmax{|g0(z)|, . . . , |gn(z)|}+
∑
I
log+ |αI(z)|+O(1),
and hence ∫ 2π
0
log ‖Φ(g(z))‖
dθ
2π
≤ mTg(r) + o(Tg(r)).
In conclusion, we have
Ngcd(F (g), G(g), r) + TΨ(r) =
∫ 2π
0
log ‖Φ(g(z))‖
dθ
2π
+ o(Tg(r)) ≤ mTg(r) + o(Tg(r)).
(38)
Now, we use the key inequality (33), the estimates in (10) and the two equations
following it to derive
∑
|i|=m,i/∈Iz
(− log |Lz,i(Φ(g(z)))|+ ‖Lz,i(z)‖) ≥ −
∑
|i|=m,i/∈Iz
log |g(z)i|+O(1)
≥ −
m
n+ 1
(
m+ n
n
)
n∑
i=0
log |gi(z)|+M
′m
n∑
i=0
log |gi(z)|
−M ′mnmax{log |g0(z)|, . . . , log |gn(z)|}+O(1),(39)
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for z ∈ C that is not a pole of any bi,j,z from (32). By Lemma 2.1, Jensen’s formula, the
integration of (39) from 0 to 2π over dθ gives∫ 2π
0
∑
|i|=m,i/∈Iz
(− log |Lz,i(Φ(g(z)))|+ ‖Lz,i(z)‖)
dθ
2π
≥exc −
(
m
n+ 1
(
m+ n
n
)
−M ′m
)
n∑
i=0
Ngi(0, r)−M
′mnTg(r) + o(Tg(r)).
Together with (36) and (38), we have
MNgcd(F (g),G(g), r) +
1
u
NW (0, r) ≤exc
((w
u
− 1
)
M +M ′n+ ǫ
)
mTg(r)
+
(
m
n+ 1
(
m+ n
n
)
−M ′m
)
n∑
i=0
Ngi(0, r) + o(Tg(r)).(40)
Since F and G are coprime, the ideal (F,G) defines a closed subset of An of codimension
at least 2. As is well-known from the theory of Hilbert functions and Hilbert polynomials,
this implies that M ′ = O(mn−2).
It then suffices to show that there exists a large integer L (to be determined later) such
that
(41)
cm,n,d
n∑
i=0
Ngi(0, r)−
(
m+ n− 2d
n
)
Ngcd({g
i}i∈I , r)−
1
u
NW (0, r) ≤ cm,n,d
n∑
i=0
N (L)gi (0, r).
The above inequality can be deduced from the inequality
(42)
cm,n,d
n∑
i=0
v+z (gi)−
(
m+ n− 2d
n
)
min
i∈I
v+z (g
i)−
1
u
v+z (W ) ≤ cm,n,d
n∑
i=1
min{L, v+z (gi)},
for z ∈ C. The inequality holds trivially if v+z (gi) ≤ L for each 1 ≤ i ≤ n. Therefore, we
only need to consider the case where v+z (gi) > L for some 1 ≤ i ≤ n.
For z ∈ C, we define a monomial ordering >g(z) on A = Kg[x0, · · · , xn] using the
weight vector u = (vz(g0), . . . , vz(gn)), where we set g0 = 1. Let
B1 = {F1x
i : |i| = m− d},
B2 = {F2x
i : |i| = m− d},
B′1 = {F1TMg(z)(F2)x
i : |i| = m− 2d},
where {F1, F2} = {F,G} and TMg(z)(F2) ≤ TMg(z)(F1). By Lemma 2.11, B = (B1 \
B′1) ∪ B2 is a basis for (F,G)m. Write B = {β1, . . . , βM}, which depends on z, although
there are only a finite number of choices of such a basis. Let ηj = βj(g)/h (note that the
coefficients of the βj come from the coefficients of F and G). From the definition of >g(z)
and F2, it follows that
v+z (TMg(z)(F2)) = min
i∈I
v+z (g
i),
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where I is the set of exponents i such that xi appears with a nonzero coefficient in either
F or G. Then similar to (15), by the second part of Lemma 2.11, we have for each z ∈ C,
M∑
j=1
v+z (ηj) ≥ cm,n,d
n∑
i=1
v+z (gi)−
(
m+ n− 2d
n
)
min
i∈I
v+z (g
i).(43)
On the other hand, from the definition of the φi and βi, we see that ηj is a V -linear
combination of ψk, 1 ≤ k ≤ M . Therefore, abmηj , 1 ≤ m ≤ u, 1 ≤ j ≤ M , is a C-linear
combination of {abmψk | 1 ≤ m ≤ w, 1 ≤ k ≤ M}. AsW is the Wronskian of {abmψk | 1 ≤
m ≤ w, 1 ≤ k ≤ M}, where a is an entire function such that a = ab1, ab2, · · · , abw are
entire and have no common zeros, from the basic properties of Wronskians we have
(44)
v+z (W ) ≥
u∑
m=1
M∑
j=1
v+z (abmηj)−
1
2
Mw(Mw − 1)
≥ u
M∑
j=1
v+z (ηj)−
1
2
Mw(Mw − 1) (since abm is entire for each m).
Combining (43) and (44), we obtain that
(45)
cm,n,d
n∑
i=0
v+z (gi)−
(
m+ n− 2d
n
)
min
i∈I
v+z (g
i)−
1
u
v+z (W (Ψ))
≤
1
2u
Mw(Mw − 1).
Let L = 1
2u
Mw(Mw − 1)c−1m,n,d. The assumption that v
+
z (gi) > L for some 0 ≤ i ≤ n
implies that
1
2u
Mw(Mw − 1) = cm,n,dL ≤ cm,n,d
n∑
i=0
min{L, v+z (gi)}.(46)
Therefore, the inequality (42) can be deduced from (45) and (46). 
5.4. Proof of the main theorems. The following theorem is the moving target version
of Theorem 4.3. Denote by Rg ⊂ Kg, the subring of entire functions
Theorem 5.8. Let g1, . . . , gn be entire functions without common zeros and g = (1, g1, . . . , gn).
Let G ∈ Rg[x1, . . . , xn] be a nonconstant polynomial of degree d such that G(0, . . . , 0)
is not identically zero. Assume that gi11 · · · g
in
n /∈ Kg for any index set (i1, . . . , in) ∈
Z
n \ {(0, . . . , 0)}. For all ǫ > 0,
(a) there exists a positive integer k0 such that for all k ≥ k0,
mG(gk1 ,...,gkn)
(0, r) ≤exc ǫ
n∑
i=1
Tgk
i
(r);
(b) if in addition each gi has no zero, 1 ≤ i ≤ n, then
mG(g1,...,gn)(0, r) ≤exc ǫ
n∑
i=1
Tgi(r).
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Proof. By Lemma 5.6, the set {gki := gki11 · · · g
kin
n | i = (i1, . . . , in) ∈ N
n, |i| ≤ d} is Kg-
linearly independent for k ≥
(
d+n
n
)2
. Since G(0, . . . , 0) 6= 0, by arranging the index set in
some order, we may write
G = ai(0) +
ℓ∑
j=1
ai(j)x
i(j),
where ai(j) ∈ Rg \ {0} for 0 ≤ j ≤ ℓ. Then we have
G(gk1 , . . . , g
k
n) = ai(0) +
ℓ∑
j=1
ai(j)g
ki(j).
Let h be an entire function such that h−1ai(0), h
−1ai(1)g
ki(1), . . . , h−1ai(ℓ)g
ki(ℓ) have no
common zero. Hence,
Nh(0, r) ≤ Nai(0)(0, r) ≤ Tai(0)(r) ≤ o(Tg(r)).
We apply Theorem 2.7, Cartan’s truncated second main theorem, to the holomorphic map
g(k) := (h−1ai(0), h
−1ai(1)g
ki(1), . . . , h−1ai(ℓ)g
ki(ℓ)) : C→ Pℓ
associated with the above expression (k ≥
(
d+n
n
)2
), and with the set of coordinate hyper-
planes of Pℓ and the diagonal hyperplane
∑ℓ
i=0Xj . Then for any ǫ > 0, we have
(1−
ǫ
2
)Tg(k) ≤exc N
(ℓ)
G(gk1 ,...,g
k
n)
(0, r) +
ℓ∑
j=1
N
(ℓ)
gki(j)
(0, r) + o(Tg(r)).
We note that
Nℓ
gki(j)
(0, r) ≤
ℓ
k
Ngki(j) (0, r) ≤
ℓ
k
Tgki(j) (r) ≤
dℓ
k
max
1≤i≤n
{Tgk
i
(r)}+ o(Tg(r)).
Then for k > max{ 2ℓ
2
ǫ
,
(
d+n
n
)2
},
(1− ǫ)Tg(k)(r) ≤exc NG(gk1 ,...,gkn)
(0, r) + o(Tg(r))
= TG(gk1 ,...,gkn)
(r)−mG(gk1 ,...,gkn)
(0, r) + o(Tg(r)).(47)
Since G(gk1 , . . . , g
k
n) is an entire function,
TG(gk1 ,...,gkn)
(r) = mG(gk1 ,...,gkn)
(∞, r)
≤ Tg(k) +Nh(0, r) +O(1) ≤ Tg(k) + o(Tg(r)).(48)
Consequently,
mG(gk1 ,...,gkn)
(0, r) ≤exc ǫTg(k)(r) ≤exc dǫT(1,gk1 ,··· ,gkn)
(r).
When the gi are entire functions without zeros, we may assume that the set {g
i :=
gi11 · · · g
in
n | i = (i1, . . . , in) ∈ N
n, |i| ≤ d} is linearly independent over Kg by Lemma
5.5. Then we can repeat the previous argument for k = 1 with the additional condition
Ngi(0, r) = O(1), 1 ≤ i ≤ n, to conclude the proof. 
The proofs of Theorem 5.1, Theorem 5.2 and Corollary 5.3 are similar to their constant
analogues as the necessary tools have been developed. Therefore, we will not repeat the
proofs here.
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