INTRODUCTION
Intrusion detection is the second Line of defense in network security. Intrusion Detection System can be divided into three categories according to protecting objects: network intrusion detection system, host intrusion detection system and hybrid intrusion detection system. Network-based intrusion detection system is used to protect the local network or whole network segment, monitor the network packets and find out attacks from data packets. Then these attack actions are dealt with correspondingly, such as cut the connection, send out an alarm signal and so on. Host-based intrusion detection system is used to protect the critical computer. It recognizes penetration behavior by fetching and analyzing internal system auditable events, system logs, system status, and logs of application program, and then makes the appropriate response. Depending on the type of analysis carried out, intrusion detection systems are classified as either signature-based or anomaly-based. Signature-based schemes (also denoted as misuse-based) seek defined patterns, or signatures, within the analyzed data. For this purpose, a signature database corresponding to known attacks is specified a priori. On the other hand, anomaly detection needs to establish the user's normal behavior patterns in the protected system, and generate an alarm wherever the deviation between a given observation at an instant and the normal behavior exceeds a predefined threshold. Another possibility of anomaly detection is to model the "abnormal" behavior of the system and to raise an alarm when the difference between the observed behavior and expected one falls below a given limit. Anomaly detection is used to detect unknown attacks. Both methods need to establish profiles of user behaviors. Of course they can also be used to classify the user's behavior. There are machine learning methods for pattern recognition such as neural networks, Bayesian theory and genetic algorithm and so on. Support vector machine (SVM) is also a new machine learning method and is widely applied to the field of pattern recognition. It will be widely applied in intrusion detection Support Vector Machine is a popular topic based on statistical machine learning [1] . In a nutshell, a SVM is an algorithm that works as follows [2] . It uses a nonlinear mapping to transform the original training data into a higher dimension. Within this new dimension, it searches for the linear optimal separating hyperplane (that is, a "decision boundary" separating the tuples of one class from another). With an appropriate nonlinear mapping to a sufficiently high dimension, data from two classes can always be separated by a hyperplane. The SVM finds this hyperplane using support vector (training tuples) and margins (defined by the support vectors). Especially in high-dimensional data space, the effective overcome of the dimension disaster and excessive learning problems are very important. SVM has widely been applied in pattern recognition fields [3, 4] . Network connection includes much information of user behavior. The traditional SVM-based intrusion detection methods are rarely taken into considering the differences among different network protocols. They found SVM by adopting unified data formats. That takes much time and leads to low efficient. In addition, there are also two problems which need to been solved: processing capability of large-scale training set and eliminating the impact of noise data. On the one hand with increasing the number of training samples, training time and storage space will increase dramatically (the time complexity of SVM is O(k 3 )). On the other hand, the ultimate decisionmaking function depends on the small number of support vectors of training samples. Therefore SVM is very sensitive to outlier and noise sample. Accordingly, this paper presents a cooperative network intrusion detection based on fuzzy SVMs. According to different network protocols, the text shows to build a different network behavior detection classifier. The experimental results show that this method can reduce evidently the training time and storage space and improve the classification accuracy.
The rest of this paper is organized as follows. Section 2 presents related work on intrusion detection based on FSVM. Section 3 gives a cooperative network intrusion detection model of FSVMs. Section 4 describes v-FSVM, fuzzy membership functions and their calculation. Section 5 presents a detailed process of building a detection agent about TCP attacks, and proposes a new incremental learning algorithm of support vector machine. Section 6 presents some experiment results done in KDD CUP 99 data set. It verifies that our method is efficient. Section 7 draws conclusions and outlines future work.
II. RELATED WORK
Intrusion detection can be seen as a classification problem. According to the network information, network behavior can be divided into to normal behavior and abnormal behavior. Therefore intrusion detection problem transforms into pattern recognition problem. Paper [4] presents a SVM-based intrusion detection model, and discussed the work process of the model. Paper [5] builds a lightweight intrusion detection system by using a feature selection algorithm, which can reduce training time and storage space. Experiments show that the method improves the detection efficiency of the system. Paper [6] combines the C-SVM-based supervision algorithm and unsupervised algorithm of One-Class SVM, and defines the RBF kernel function bases based on HVDM distance. The method is used to deal with heterogeneous data sources. Paper [7] gives a SVM based on the fuzzy C-means algorithm. Fuzzy membership functions computed iteratively forms a member matrix, which is used as power weight of inputting samples. This method improves the effect of detecting intrusion.
To reduce the impact of noise data，Lin and et al [8] [9] [10] [11] apply fuzzy technology to support vector machine, called FSVM. Categories of these samples and measures belonging different classes decide the effects on the objective function. That assures eliminating or reducing the impact of the noise and outlier samples for the objective function. Paper [9] presents a new kernel function which is constructed through fuzzy cluster method. That improves the classification effect by fuzzy measures of the samples. Paper [10] gives two membership functions to each sample point. These functions present respectively the degree of positive and negative instances. Based on the multi-SVM classifier that is proposed by Weston and Watkins [12] , Lin and Li [8, 11] give an effective method that can eliminate the impact from noise and outlier points for training dataset by applying fuzzy member function. Paper [8] [9] [10] [11] describes how to optimize FSVM by adopting different membership functions. In this paper, fuzzy membership functions are used in V-SUM, called v-FSVM. By setting samples different power weights in the object functions, samples play different roles during training. That increases FSVM efficient. Incremental learning arises out of solving two kinds of problem. One is the training of large-scale data sets, lack of memory and too much time. The other is unable to obtain a complete data set. We have to use learning on line. Data samples are accumulated during continuous applications to improve the learning accuracy. The key of incremental learning is to retain the information of original samples and how to cope with the increased samples. Syed [13] , who is the first man, proposed an incremental algorithm of SVM. The idea is to acquire the support vectors by training initial sample set. Both the new data sets and the previous support vectors form new samples, and train them to produce new support vectors. In order to reduce training time, paper [13] [14] eliminates samples outside support vectors. That leads to lower SVM accuracy due to lack of efficient learning. Paper [15] analyzes the relationship between KKT conditions and sample distribution and presents an increment learning algorithm. Author thinks that the initial sample set and the new sample set have the same impact of the final hyperplane. Paper [16] summarizes the current study and application of incremental support vector machine and the gives the generalized KKT conditions. The sample points near the hyperplane may be new support vectors in the new case due to increment samples. Paper [17] proposed redundant incremental learning. It means that some samples near the hyperplane are added to participate in new training according to predefined rules. That can reduce the loss of information and improve training efficiency. In order to solve the problem of incremental learning and large-scale learning, paper [18] proposed a rapid incremental SVM learning algorithm based on active set iteration. Iterations contain the results of previous work of the active set.
III. A COOPERATIVE INTRUSION DETECTION MODEL BASED ON FSVMS

A. The Architecture of Cooperative Intrusion Detection
Network intrusion detection is essentially a classification problem. Network data is classified as normal and anomaly data. The network intrusion detection can be transformed into a network behavior classifier. The recognition of the network behavior is related to network protocols. The different network protocols have different formats of the network packets, which lead to different network connections, such as connection oriented TCP protocol and unconnection oriented UDP protocol. Therefore this paper use different classifiers for different network protocol data. The detection model is shown in flag1, which includes data collector, data preprocessor, detection agent and decision response and saving unit. The architecture of intrusion detection system based on multi-FSVM
B. Components
A cooperative network intrusion detection model based on fuzzy SVMs includes data collector, data preprocessor, detecting agent and response unit, shown as figure 1. Data collector is used to collect network data. Data preprocessor is used for filtering, cleaning, integrating, preprocessing data, attribute selection and format conversion. After data preprocessor completes data preprocessing, data is sent to corresponding detecting agent according to TCP, UDP or ICMP protocol. Because SVM just accesses numerical data, non-numerical data must be transformed into numerical type. SVM requires that all of data have the same dimension. So we extract the effective network connection information, and the original network data has to transform into digital vector. Detection agent analyzes the data submitted by data preprocessor, and decides intrusion or not. Response unit makes corresponding decision according to the result of detecting agent.
IV. V-FSVM
A. V-SVM
In the C-SVM, there are two contradictory objectives: maximize margin and minimize the training mistakes. The constant C plays the role to reconcile these two objectives, however it is difficult to select C. To solve this problem, many scholars proposed v-SVM algorithm in 2000 [19] , which by introducing parameter v replace the classical C-SVM algorithm [1] . Parameter V has the practical significance: v is up-border of the proportion of classification error samples and low-border of support vector samples in the training data sets. Although v-SVM and C-SVM may get the same classification hyperplane by choosing the appropriate parameters, the parameter v in v-SVM has a specific and intuitive meaning. It is easier to select it than C in the C-SVM. This will avoid the shortcomings of the choice of parameter C relying mainly on experience in the C-SVM.
B. Introducing membership into v-SVM
Suppose a training data set labeled by class with associated fuzzy membership
is given a label {1, 1} u x ε is a measure of error with different weighting. We transform the input data x i into a high-dimensional approximately linearly separable feature space using a nonlinear mapping Z =Φ(x). Then the optimal hyperplane problem is regarded as the following solution:
From (2), we can see that a smaller u i reduces the effect of the parameter ε i in problem (2) such that the corresponding point is treated as less important. Those also reduce the importance of the corresponding samples x i . In order to solve the problem (2) with constrained optimization problem, define as follows function for the Lagrange:
δ ≥ （2） Solving (3) the minimum, respectively w, b, ε i , ρ for the partial derivative, and let its equivalent be 0
Apply (4)- (7) into (3). Transform the Optimal classification of the problem based on the fuzzy membership Support Vector Machine into its dual form:
After solving this quadratic programming problem, we obtain the following classifier: 
C. Membership terms
In FSVM, many scholars do a deal of research work for the fuzzy membership. The literature [20] defines membership function to use samples to the class centre distance; because there is the lack of distance membership function because of no taking account to the number of samples in one class, the literature [21] gives the density of membership functions; The literature [22] uses the theory of rough set to define membership functions. The method can avoid the problem that radius are difficult to compute.
The principles of determining the size of membership base on the importance of the samples in the category, or the samples contribution to the category. Class samples to the centre distance are one of the measures of the contribution for sample category. To determine the membership based on the distance, the membership of the samples is known as the distance from the sample to the centre in feature space Given x + and x − are the centers of tow classes, and we can get radius: Every detection agent has three processes: construction, adaptive and detection. We give the TCP detection agent as follows. The UDP and ICMP detection agent are similar with TCP detection agent. The architecture of TCP detection agent is shown in figure 2 .
From figure 2, there are tow stages to construct every agent in the model: training and predicting. The data after preprocessing is divided into training data set and testing data set. The training stage trains support vector machine based on the samples of known types applying (7). According to (2), we can obtain support vectors and the corresponding parameters. Predicting stage is a process. It is implemented by using support vector machines to classify the network data processed with above method. According to the discriminant function (8), we can get the computing results of network behavior. The results are submitted to the decision-making system. The appropriate decision is made. The TCP detection agent based on FSVM is generated after FSVM is tested with testing data set.
The self-adaptive module learns the new knowledge through incremental learning to improve the detection ability of detection agents; the detecting module gets the network data and predicts results with FSVM, and then sends them to deciding and responding module to make decisions. The architecture of TCP detection agent
B Data Preprocess of TCP Trainer
For every classifier, data preprocessing is similar in training stage and predicting stage. Taking the classifier of TCP data flow as an example, we discuss the realization process of every detection agent. Data preprocessing is shown in figure 3 . After preprocessing, we can get data to meet SVM training. And then go to the next process. Data preprocessing Figure 3 is described as follow: Data cleaning is a process to deal with the problem of data inconsistency through filling in missing values, smoothing noise data, recognizing or deleting the data including very small information.
Attribute selection reduce the size of analyzed data set through deleting the unrelated attributes or redundant attributes. For example, the formats of TCP, UDP, and ICMP are different, so detection agent of UDP does not need the specific attributes of TCP. And it ensures that the experiment results with smaller data set are similar or same with the original data set.
Data integration combines the data that comes from different data source. Data is stored respectively according to TCP, UDP and ICMP protocol.
Data transformation transforms the non-numerical values into numerical attributes in order to meet FSVM training.
Data discretization is used to generalize data. It discretizes the attributes to reduce the amount of analyzed data through After preprocessing, we select 32 attributes for TCP detection agent, 21 attributes for UDP detection agent and 18 attributes for ICMP detection agent from 41 attributes. Experiments verify that the results are the same as before discretization.
Cluster chooses the simple unsupervised clustering algorithm (UC).
C. The SVM based on clustering
Based on above analyzing, this paper presents a new incremental learning algorithm combined SVM with clustering algorithm. In this algorithm, first, we deal with training set using clustering algorithm (Class label is looked as an attribute of data set. And the samples that belong to the same cluster have same class label if radius 1 r > ). Then we can get clusters ( , , )
n is the number of sample point; i o is the center of the cluster; i y is class label). Next, we construct new training data set using centers of clusters and i n are fuzzy membership function. Then we train new training data set with FSVM and obtain support vectors. There are two strategies to deal with new adding data set: one is to add new adding samples into the support vector set that is get in the first step using clustering algorithm; another is only to add samples that contrary to KKT condition using UC algorithm and thrown away the samples that are satisfied with KKT condition. At last we can get new training set and train it using FSVM again. In this paper, we will compare two treatment methods with experimental results and give the corresponding analysis.
1) UC algorithm
Literature [23] presents a simple UC algorithm. Compared with tradition K-means algorithm, the algorithm doesn't need to pre-specify the number of classification. There is a high speed of clustering, so we deal with the training data set using the UC algorithm in this paper. Given the training set
. Here, we look the label of the SVM training set as a dimension, so the number of dimensions is n+1. C_number is the number of cluster. Then algorithm can be described as follows:
Step 
where n is number of cluster particles and m is index of cluster particle； 
Step 4. If all samples are dealt with, then stop; otherwise go to 1.
2) Combining SVM with UC algorithm
In order to keep more classification information of original samples and have a high accuracy of classification, the clustering radius should be smaller. If r = 0, that is to say, we do not cluster. But in order to keep more boundary support vectors and improve the speed of training, we should make the radius larger. In this paper, we set r = 1. Given training sample set with label of categories {( , ), 1, 2, , } Incremental Learning SVM algorithm based on cluster can be described as follows:
Step 1. Deal with the data set A using the algorithm of section 2.2. Then we can get the clustering center set Step 3. There are two methods to deal with new adding set B. The first method is that we look the set SVs as the clustering center set and deal with set B using clustering algorithm of section 2.2. Then we can get new clustering center set O'. Second method, according to KKT condition, discard the samples that meet the KKT condition and deal with the samples that contrary to KKT using the first method;
Step 4．Do with O' using the method of step 2; then we 
D. An Adaptive mechanism
Adaptive mechanism for detecting agents mainly achieves through incremental learning for a new support vector set. During incremental learning of SVM, support vectors will change into none-support vectors and nonesupport vectors will change into support vectors to ensure the maximize margin and minimize error rate of classifier. Based on above analyzing, this paper presents a new incremental learning algorithm combining SVM with clustering algorithm. In this algorithm, first, we deal with training set using clustering algorithm (Class label is looked as an attribute of data set. And the samples that belong to the same cluster have same class label if radius 1 r > ). Then we can get clusters ( , , )
n is the number of sample point; i o is the center of the cluster; i y is class label). Next, we construct new training data set using centers of clusters and i n is fuzzy membership function. Then we train new training data set with FSVM and obtain support vectors. There are two strategies to deal with new adding data set: one is to add new adding samples into the support vector set that is get in the first step using clustering algorithm; another is only to add samples that contrary to KKT condition using UC algorithm and thrown away the samples that are satisfied with KKT condition. At last, we can get new training set and training it using FSVM again.
VI. EXPERIMENTS
KDD CUP 1999 [24] data are standard data sets for Intrusion Detection, including the training data sets and test data sets. The training data sets include 494,022 records and test data sets include 311030 records. There are 24 types of attacks in training data sets and increase of new 14 kinds of attacks in the test data sets. They can be divided into four major categories: Probing, Denial of Service (DoS), User-to-Root (U2R) and Remote-to-Local (R2L). Each a complete TCP connection is considered as a record, including four types of attributes collection: time-based traffic features, host-based traffic features, content features, basic features. A total of 41 different attributes, of which include 32 consecutive attributes and nine discrete attributes. In all experiments, we use personal computer (P4 3.0 GHZ, 512M RAM), and the operating system is Windows XP.
A. Selection experiment data sets
These attributes are the types of values, and others are types of characters, but SVM can only deal with numerical vector. Therefore, before training we must make the input data numerical and normal. This study uses a simple substitution of symbols with numerical data types. The protocol-type, service and flag replaced by digital attributes. For examples, three kinds of Protocoltype (TCP, UDP and ICMP) are instead with 1, 2, and 3. 71 kinds of service are substituted with 1, 2,…, 71. Label of attack instead of 1 or -1, where normal record is 1 and abnormal record is -1. Last, normalize the input data set with Libsvm [25] . In order to reduce the training time and ensure representation of the chosen data, use the same interval to selected data sets. We select four training sets: training set is that get one record every 15 records from first and all are 32935 records from 10 percent of the training data set of KDD CUP 1999; Test set is that get one record every 20 records from fifth and all are 15552 records from the Correct with label of KDD CUP 1999.
B. Experiments Results and Analysis
We select different attributes to experiment for different network protocol. Select 32 attributes from TCP data set and 21 attributes from UDP data set and 18 attributes from ICMP data set. The accuracy rates are exactly same with the experimental results obtained with the 41 attributes. The results are shown in table 1 and  table 2.  In table1 and table 2 , N-train is the number of records of training data set, N-test is the number of records of testing data set, TN is the number of correctly detected and TR is true rate of correctly classified and define as: TR (True rate) = numbers correctly classified / total numbers of samples R-error is the percentage of records that the corrected records are detected as attack. T-time is time of training FSVM. As shown in table 1 and table 2 , training set of ICMP is very larger than others, but training time is shorter and there is a higher accuracy rate of prediction. Analyzing the training data set of ICMP, we can see that there are 18819 attack records and only 96 normal records in training set of ICMP. There is a small computation to construct the hyperplane for this unbalance training set, and so the training time is short. And reducing attributes, the training time is not too large change. The records in training set of UDP are significantly less than TCP and ICMP. The accuracy rate is only 60.6785% after UDP training from the table. In order to increase the number of records of UDP training set, we select all 21865 records of UDP from 10% training set of KDD CUP 1999 data set and look as the training set to train the classifier. The accuracy rate of prediction is still only 61.6573% and still bellows the accuracy rate of TCP and ICMP. So the reason of low accuracy rate is not less records. Analyzing the UDP training set, we can find that there are only 77 attack records in 1346 records (the proportion of 5.7207%) and 1498 records in 21865 records (the proportion of 6.8511% ). But there are 18819 attack records in 18915 records (the proportion of 99.5925%) of ICMP training set and 7554 attack records in 12674 records (the proportion of 59.6023%) of TCP. So the accuracy rate of prediction for UDP is not because of training set but also because of unbalance training set of UDP. And it affects to construct the hyperplane of FSVM, and meanwhile it affects detection accuracy rate. 
VII. CONCLUSION
In this paper, we propose a cooperative network intrusion detection system based on multi FSVMs. Firstly, the v-FSVM reasoning process is given. And then construct the different detection agents according to different network protocol and give the process of adaptive learning. This method divides the network data flow with network protocol, so it can improve the speed of each detection agent and the accuracy rate of prediction. Meanwhile, experiment results prove the method. But the accuracy rate of the UDP detection agent is low because of too lack of attack records in training set. How to improve the accuracy of UDP detection agent in existing data set will be the major work of the next stage.
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