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Chapter 1 
Defect Correct Processes 
1.1 Introduction 
Many problems in numerical mathematics can be cast into the form of an equation 
Fz = y, 
Here zED is an unknow quantity or function; a right-hand-side yED and a mapping 
F : D c E _,. fJ c E are given; E and E are linear spaces. The element zED has 
to be found such that the equation Fz = y is satisfied. Frequently we cannot or do 
not want to solve the above mentioned equation directly, because this would exceed our 
computational capabilities. On the other hand we may be able solve simpler equations 
that are all similar to the previous equation: 
Fz = fj, 
for some approximation F: D _,. fJ of the operator F and for arbitrary f)ED. Sometimes 
this yields the possibility to solve the original equation by means of an iterative process 
known as a DCP: Defect Correction Process [69] [5]. 
Defect correction processes are based on the following idea: 
• let an initial approximation z0 for the solution to the original equation be given, 
• consider the defect d0 := F(z0 ) - y of this initial approximation as a quantity 
which indicates to what extent the problem has (not) been solved, 
• use this information in a simplified version of the problem, i.e. consider the ap-
proximate operator F, to obtain an appropriate correction quantity, 
• apply this correction to the initial approximation to obtain a new (hopefully better) 
approximation. 
Of course, the above process may now be repeated, using the newly obtained approxi-
mation as a new 'initial' approximation. 
A few instances of the basic principle are well known. We mention a few examples: 
Example 1.1 Newton's method 
We are interested in computing a zero of the nonlinear function F. The equation to be 
solved is then given by 
F(z) = 0. 
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Let an initial approximation z0 for the solution be given. A (hopefully convergent) 
sequence zi, z2, ... of approximations for the solution is then generated by 
i = 0,1,2, ... , 
where the defect di is defined by 
Note that in each step of this iterative process a different approximation ~ for the 
function F is used. In the i-th step this approximating function Fi is a local linearisation 
of F, given by: 
where F'(zi) is defined by 
Example 1.2 Iterative refinement 
A second example of a DCP is the iterative refinement of a given approximate solution 
for a linear system. Usually one obtains an approximate solution z0 for the linear system 
Az = y by computing a decomposition A = LU (Land U respectively lower and upper 
triangular matrices), and then solving the two triangular systems Lw = y, U z = w 
directly. The approximation z0 will be contaminated by rounding errors that affect the 
matrix-decomposition and the solution of the triangular systems; z0 can be improved by 
the following DCP: 
Zi+l = Zi - ei, i = 0, 1, 2, ... , 
with ei the solution of the system 
where di = Azi -y. 
1.2 Elementary Defect Correction Processes 
We consider the equation 
Fz = y, (1.1) 
where F : D c E ~ b C E is a bijective, continuous, generally nonlinear operator; E 
and E are Banach spaces. The domain D and the range b are closed subsets given with 
F; b contains an appropriate neighbourhood of y. Hence, for every yED there exists, in 
D, exactly one solution of Fz = y. The solution of the given equation (1.1) is denoted 
by z*. 
We call the problem of finding z such that Fz = jj (for a given yED) a neighbouring 
problem. In order to introduce the Defect Correction Processes to solve the equation 
(1.1), we make the following assumptions: 
• We assume that the defect indexdefect 
d(z):=Fz-ii 
can be evaluated for approximate solutions 'ZED to all neighbouring problems Fz = 
y. 
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• Furthermore, we assume that we can readily solve the approximate problem 
frz = y, (1.2) 
for yED, i.e. we assume that we can evaluate the solution operator G of (1.2). In 
other words, we assume the existence of G: fJ -t D, an approximate inverse of F 
such that (in some appropriate sense) 
GFz~z for zED, 
and 
FG fj ~ i) for fJED. 
DCPA: 
DCPB: 
z •z -GFz +Gy 
1+1 I I 
Figure 1.1: DCPA and DCPB 
The basic defect correction processes are described by the the following iterative algo-
rithms: 
(DCPA) { Zo Gy, 
Zi+I (I - GF)zi + Gy, 
and 
(DCPB) { lo y, 
li+l (I - FG) li + y. 
In the latter process we define approximations Zi by zi = Gli· 
Remarks: 
• In (DCPA) or (DCPB) we formulate both the iterative process and the (standard) 
initial approximant. 
• It is essential that G is relatively simple, i.e. it is much easier to find a solution for 
(1.2) than for (1.1). 
• It is the existence of the approximate inverse G which is essential, it is not the 
existence of the approximate operator fr. 
If and only if the mapping G : fJ -t D is injective, its left inverse fr exists. Similarly 
the right inverse fr : D -t fJ of G exists if and only if G is surjective. In general our 
approximate inverse G needs not to be linear and is neither necessarily injective nor 
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surjective. 
If G is injective, its left inverse F exists and we can write DCPB as 
(DCPB*) 
or, equivalently, 
{ zo = Gy, 
Zi+i = G[(F - F)zi + y]. 
In some applications, the operator F - F is much simpler to evaluate than F, so that 
there is an advantage in using this approach. 
In case of a linear operator G we can write both DCPA and DCPB as: 
(DCPL) { Zo = (; y, 
Zi+l = Zi - G (Fzi - y) = Zi - G d(zi)· 
Definition 1.3 A mapping f : X--+ Y is called affine if there exists a constant element 
cE Y such that f ( ·) - c : X --+ Y is a linear mapping. 
This definition implies: 
• f(O) = c, 
• f(x + y) = f(x) + J(y) - c, 
• f(x - y + z) = f(x) - f(y) + J(z), 
Theorem 1.4 If G is an affine mapping, then the sequences {zi} in DCPA and {zi} in 
DCPB are identical. 
Proof: Let {li}i=0,1,2,. .. , and {zi}i=0,1,2, ... , be defined as in DCPB, then: 
zo - G lo = G y , 
Zi+l - (; li+l = G (li - FG li + y) 
(;Li + Gy - (; (FGli) 
- Zi + Gy - GFzi = (I - GF)zi + Gy. 
This means that the values from this sequence {zi} satisfy exactly the generation rules 
for the sequence { zi} from DCPA. Hence both sequences are identical. D 
1.3 Convergence of the basic defect correction pro-
cesses 
In the following F : D C E --t fJ C E is a general nonlinear operator. 
Definition~ 1.5 Fis called bounded if bounded subsets of Dare mapped onto bounded 
subsets in D, and Fis called Lipschitz if 
:3 k > 0 'r/ x, y, ED llFx - FyJJE: :'.S k Jlx - YllE. 
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The Lipschitz constant lllFlll is defined by 
_ llFx - Fylle 
lllFlll - SUPz,yED,#y llx -yllE , 
Fis called a (strict) contraction {mapping) if lllFlll < 1; Fis non-expansive if lllFlll < 1. 
Apparently 
llFx - Fylle ~ lllFlllvcE-+DCE llx - YllE, 
and for a linear operator F 
lllFlll=llFll· 
Definition 1.6 An iterative process z(i+l) = H(z(i), z(i-l), ... ) has a fixed point z* if 
z* = H(z*, z*, ... ). 
Because D (or fJ) is a closed subset of a Banach space E (or E), the set D (or D) 
is a complete metric space. For contraction mappings of a complete metric space into 
itself, we have the following important theorem. 
Theorem 1. 7 {Banach 's contraction principle). Let M be a contraction mapping of a 
complete metric space D into itself. Then M has a unique fixed point u in D. Moreover, 
if x0 is an arbitrary point in D, and {xn} is defined by 
Xn+1 = Mxn, (n = 0, 1, 2, ... ), 
then limn-+oo Xn = u and 
lllMllln 
llxn - ull ~ l - lllMlll llx1 - Xoll (1.3) 
Proof: Let x 0ED and let Xn+I = Mxn, (n = 0, 1, 2, ... ),and set k = lllMlll· Then we 
have 
and hence 
llxr+l - Xrll ~ krllx1 - xoll· 
For given p and q with p > q we have 
llxP - Xqll ~ kqllxp-q - xoll 
~ kq{llxp-q - Xp-q-111+ ... +1lx1 - xoll} 
~ kq{kp-q-I + ... + k + l}llx1 - xoll 
~ 1~kllx1 - xoll· 
(1.4) 
The right-hand side of eq.(1.4) tends to zero as q ~ oo. Hence the sequence {xn} is 
Cauchy, and since Dis complete, {xn} converges to an element u of D. As llxn+l -Mull= 
11.Mxn-Mu,ll ~ kllxn-ull and llxn-ull ~ 0 for n ~ oo, we have Mu= limn-+00Xn+1 = u, 
i.e. u is a fixed point of M. 
For uniqueness, suppose v is another fixed point of M, vED, v # u, and v = Mv, 
then llu - vii= ll./\1u - Mvll ~ kllu- vii· This gives (1- k)llu-vll ~ 0. Since 1-k > 0 
we have llu - vii = 0, i.e. u = v. 
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To obtain eq.(1.3) we have 
for n < p by (1.4). Letting p - co, we obtain 
0 
kn 
llu-xnll5 1 _kllx1-xoll· 
For many generalisations of the Banach contraction principle see [35] 
1.3.1 Convergence of DCPA 
For DCPA we have Zi+I - z* = (I - GF)zi + GFz* - z*, hence 
zi+I - z* = (I - GF)zi - (I - GF)z*. 
Definition 1.8 We define the amplification operator of the error in DCPA to be 
MA= I - GF. 
The exact solution z* of (1.1) is a fixed point of the iteration DCPA, i.e. z* - (I -
GF)z* + Gy. Moreover, for any fixed point z of DCPA we have: 
z = (I - GF)z + Gy, 
and hence 
G F z = Gy = G Fz* . 
As a direct consequence of this we find the following 
Theorem 1.9 If DCPA has a fixed point zED with FzED and if G is injective, then 
Fz = y, i.e. then z is a solution of (1.1). 
The convergence of DCPA clearly depends on the contractivity of the amplification op-
erator MA = I - GF. We formulate the following 
Theorem 1.10 Let MA : D - D be a contraction and let G: b--+ D be injective. 
Then DCPA converges to the solution z* of (1.1). 
Proof: The DCPA iteration operator A: D - Dis given by: 
Az = (I - GF)z + Gy. (1.5) 
Clearly A is a contraction on (the complete metric space) Das well, hence a unique fixed 
point z for A exists and DCPA converges to this fixed point z. By theorem 1.9 we know 
that z is a solution of (1.1). By assumption Fis bijective, hence z is the unique solution 
of (1.1). O 
Remark: Even, if G is not injective, then the solution z* of (1.1) and the fixed point 
z of DCPA are mapped by GF onto the same element of G(D), although we have not 
necessarily Fz = y = Fz*. In other words: if G is not injective, G defines equivalence 
classes in D, viz. the classes of points that are all mapped to the same point of D. Now 
Fz and Fz* are elements of the same equivalence class. 
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1.3.2 Convergence of DCPB 
For DCPB we have, with Gl* = z*, 
li+1 - l* = (I - FG)li - (I - FG) l*. 
Definition 1.11 We define the amplification operator of the residual in DCPB to be 
Ms= I - FG. 
For any fixed point i of DCPB we have: [ = (I - FG) i + y, hence FG i = y = Fz*. 
As direct consequence of this, we find the following. 
Theorem 1.12 If DCPB has a fixed point fob then Gi is a solution of (1.1) in G(D). 
Because we have assumed F to be injective, we also know that Gf is the unique solution 
of (1.1). 
Remarks: 
• The convergence of DCPB depends on the contractivity of the amplification oper-
ator MB = I - FG. 
• If G : b ~ D is not surjective, it may occur that solutions z* of (1.1) have the 
property that z* f:.G(b) and hence no fob exists such that ci = z*. In that case 
no fixed point fob can exist. 
Theorem 1.13 Let MB : fJ ~ fJ be a contraction on the Banach space fJ. Then 
DCPB converges to an element l*ED such that z* = Gl* is the solution of (1.1). 
1.3.3 Convergence of DCPL 
For DCPL (with G linear) we have: 
Zi - GFzi + GFz* - z* 
Zi - z* - G(Fzi - Fz*) 
(I - GF)zi - (I - GF)z*. 
If F is linear as well, the amplification operator ML = I - GF of the error and the 
amplification operator ML = I - FG of the residual are both linear operators and for 
the convergence of the iteration we can consider llMdl, !IM ill, p(ML), p(M L) . (We 
notice that p(Jl.h) = p(M i) = limn_.00 (llM£ll 1fn) . 
Example 1.14 Relaxation methods 
All stationary, fully consistent iterative methods of degree one for the solution of linear 
systems Ax = b can be written as 
where P is a non-singular matrix (cf. (76]). These iterative methods are defect correc-
tion processes of type A with approximate inverse G = p-1. They are equivalent to 
the corresponding DCPBs, because p- 1 is linear. Many of these methods (known as 
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relaxation methods) are often used for the solution of special sparse linear systems. We 
introduce the following notation: 
A= L + D + U; 
Lis a strictly lower triangular matrix D = diag (A), a diagonal matrix, and U is a strictly 
upper triangular matrix. Using this notation, Table 1.1 summarises some possible choices 
for P = P, together with the name of the corresponding iterative method. 
F = p-1 Name of the method Remarks 
D J Jacobi 
w- 1n JOR w > 0 
D+L GS Gauss Seidel 
w- 1D + L SOR w>O 
p-lJ RF Stationary Richardson p scalar 
p-1 GRF Generalized Richardson P non-singular 
diagonal matrix 
Table 1.1: Relaxation methods 
1.4 More elaborate versions of the principle 
In this section we extend the idea of the defect correction process in several ways. First, 
we allow different approximate inverses to serve in one iteration process and we consider 
the process obtained when a fixed combination of approximate inverses is used repeatedly 
in a defect correction process. Secondly, it is possible to substitute different operators Fi 
for F during iteration. Further, we describe the iterative and the recursive application 
of the defect correction principle. 
1.4.1 Non-stationary DCPs 
We can use different approximate inverses in each iteration step and thus obtain non-
stationary DCPs. Then the iteration steps of DCPA and DCPB read respectively 
zi+l = (I - GiF)zi + Giy, 
and 
li+l = (I - FGi)li + y. 
In this way we are able to adapt the approximate inverse during the iteration and we 
can try to find proper sequences { Gi} to accelerate the convergence of the iteration. We 
mention three examples: (i), (ii) and (iii). 
Here the approximate inverse depends on the last iterand computed. This is the case 
e.g. in Newton's method for the solution of the non-linear equations, where G(z) = 
(F'(z))- 1, with F' the Frechet derivative of the operator F in the problem (1.1). See 
e.g. example 1.1 . 
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The approximate inverse depends on a single real parameter wi. This is the case e.g. in 
non-stationary relaxation processes for the solution of linear systems. The value wi can 
be taken from a fixed sequence of values or it can be computed adaptively during the 
iteration process. 
(iii) GiE{Gi,G2}. 
Here, in each iteration step the approximate inverse is chosen from a set of two (or 
possibly more) fixed approximate inverses. This is the case e.g. in Brakhage's and 
Atkinson's methods for the solution of Fredholm integral equations of the 2nd kind. 
(See [3] and [6]). 
1.4.2 Combined DCPs 
We now assume that F is linear and consider a fixed combination of two linear ap-
proximate inverse operators G and G. Then we consider two iteration steps in the 
non-stationary DCPA in which, in turn, the one and the other of the two approximate 
inverses is used. These two iteration steps 
Zi+1/2 = (I - GF)zi + Gy 
and 
Zi+i = (I - G F)zi+1/2 + Gy 
combine into a single iteration step of the form 
zi+1 = (I - GF)(I - GF)zi + (G - GFG + G)y = 
- - -
= (I - (G - GFG + G)F)zi + (G - GFG + G)y. 
This is again an iteration step of type (DCPA) with the approximate inverse 
- -G = c - GFG +c. 
The amplification operator of this new process is the product of the amplification oper-
ators of the elementary processes: 
NI = I - G F = (I - G F) (J - G F). 
Thus, the combination of two different DCP-steps (with linear F and G) can be seen as 
one "big" DCP-step. 
Again assuming that F and G are linear operators, we now consider <Y applications 
of the same approximate inverse. Using DCPA, this can be described in matrix notation 
as follows: 
= ( (I - ~F)<' I:~:}0 (J ~ GF)mG ) ( ~ ) . 
Thus, we see that these u applications of the same DCPA-step lead to the following 
process: 
u-1 
Zi+1 - (I-GF)uzi + ~(1-GF)mGy. 
m=O 
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Then the relation 
u-1 I: (I - GF)mc === [J - (I - GF) 11]F-1, 
m=O 
allows us to consider the above process as a new DCPA with amplification operator of 
the error 
M = (I-GFt, 
and approximate inverse 
u-1 
G:::::'L,(1-GFrc (1.6) 
m=O 
1.4.3 Iterative application of DCPs 
We will now pay attention to another possibility mentioned before, viz. the substitution 
of different operators Fi for F during iteration. This is important if we study discretised 
continuous problems. We consider all (discrete) ~ as approximations to one ( contin-
uous) 'target' operator F*. As long as the approximate solution is not a very good 
approximation, i.e. in the beginning of the iteration, we take operators {Fi} that are 
simple to evaluate and we will take better approximations that converge to F* in some 
sense as the iteration proceeds. 
If we apply this technique, we approximately solve a sequence of problems {Pk} k = 1,2, ... , 
of the form 
(H) 
where we use the approximate solution of (Pk-I) as a starting value for the iteration of 
(Pk). 
One possible application is to select {Fi} which are discrete approximations of higher 
and higher order to a continuous operator F. The approximate inverse G = F0- 1 may 
be kept constant during the process. 
Another example is the Mesh Continuation Method in which {Fi} are discretisations 
on finer and finer meshes of an analytic operator F. When combined with a multigrid 
technique for the solution of the discrete problems, this is called Nested Iteration ([17]) 
or Full Multigrid (FMG) [9]. 
1.4.4 Recursive application of DCPs 
Generally, the evaluation of the approximate inverse operator Gi implies the solution of 
an equation which is (essentially) of a simpler type than the original equation. However, 
also this simpler equation may be of a kind that we want to solve by means of a DCP. 
For this we need an even simpler equation to solve, etc .. Thus, the execution of a single 
iteration step may imply the activation of a new (simpler to solve) DCP. In this way we 
can construct a recursive application of DCP's in which on the lowest level of recursion a 
very simple equation is to be solved. Mnltigrid iteration is an example of this procedure. 
1.4.5 Generalisation for nonlinear problems: DCPN 
A generalisation of DCPA, specially for nonlincar problems, can be introduced via DCPL. 
Let us first consider the process DCPA and suppose that G is differentiable. Since G'(y), 
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yED, is a linear operator we can use it to obtain a linear approximation (linearisation) 
of the operator G. We then simply use DCPL with approximate inverse G'(y): 
Zi+I ~ Zi - G'(y) (Fzi - y). 
For µElR, µ =I- 0 and uEE we have: 
- - u - u -G'(y)u = µG'(y) - ~ µG(y + -) - µG(y). µ µ 
Because, in general, the Frechet derivative G'(y) is not available for computation, we 
replace (using the above with u = Fzi - y) the form G'(Y)(Fzi - y) by 
ttG(y + (Fzi - y)/ µ) - µG(y). 
We then obtain the following DCP: 
(DCPN) { Zo 
Zi+l 
- Gy 
- Zi - µG(y+ (Fzi -y)/µ) + µG(Y). 
Remarks: 
• In this new defect correction process one still has the freedom to choose the pa-
rametersµ and y. For the choice y = y andµ = 1, DCPN coincides with DCPA. 
• For a large enough µ, we may guarantee that for any defect F Zi - y, the operator 
G is evaluated only in a sufficiently small neighbourhood of y. 
• In the general case (i.e. for arbitrary values ofµ and y), the solution z* of (1.1) is 
a fixed point of DCPN. Sometimes the converse is also true: 
Theorem 1.15 Let z be a fixed point of DCPN and let G: fJ -t D be injective. Then 
i is the solution of (1.1). 
Proof: Because z is a fixed point of DCPN we immediately see that 
G(y + (Fz - y)/ µ) = G(Y). 
By the assumption that G is injective, we see that Fz - y = 0. D 
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Chapter 2 
Defect correction and discretisation 
2.1 Introduction 
In the foregoing chapters we discussed defect correction and discretisation. It will now be 
shown how these techniques can be combined to approximate efficiently the solution of 
a continuous problem. The basic principle is that less accurate discretisations accelerate 
the solution of more accurate discretisations. More precisely 
1. the solution of a lower order discretisation may accelerate the solution of a higher 
order discretisation, or 
2. the solution of a coarser discretisation may accelerate the solution of a finer dis-
cretisation. 
The first case will be considered in the next section, the latter will be treated in more 
detail in Section 2.3. 
2.2 A fundamental theorem 
Example 2.1 An accurate and an inaccurate discretisation 
We consider a two-dimensional second-order linear elliptic boundary value problem, e.g. 
problem 
{ - 6.u = Jn on D, u+E~~ =fr on f = oD, (2.1) 
and two discretisations of it, both obtained by the finite element method. The first 
discretisation with piecewise linear functions on a triangularisation, is denoted by 
(2.2) 
The other discretisation, with piecewise quadratics on the same triangularisation, is 
denoted by 
F* * F* E* EA * ( ) hZh = Yh' h : h ~ h. 2.3 
Because :ve use b~sicly the same triangularisation for both discretisations, we can identify 
Eh, Eii, Eh, and Eii all with JR,N(h}, and the matrices Fh and Ffi have the same dimension. 
If the solution of the boundary value problem is smooth, the operator F17 will yield a 
more accurate approximation than Fh. From this point of view, it seems advantageous 
to solve (2.3) to obtain an approximation of the solution of the continuous problem. 
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Naturally, Fh, has a more complex structure than Fh. Therefore we prefer to solve (2.2) 
and we shall use its solution as the initial value in a defect correction process for (2.3) 
as follows 
{ FhZk1) = Yh 
p (i+1) _ ( v F*) (i) * · _ J.'hZh - rh - h zh + Yh i - 1, 2, .... (2.4) 
A stationary point for the iteration (2.4) is a solution for (2.3). Later we shall see that 
in many cases one or a few of these iteration steps may be enough to obtain a sufficiently 
accurate approximation to the solution of the original problem. An approximation not 
less accurate than the one that will be obtained by direct solution of (2.3). 
We will now place the above example in a more general context. We consider the 
continuous problem 
Lu =J, (2.5) 
where L: E°' _, E°' is a linear operator, and {E0 I a 0 ::; a::; ai}, {E°'Ja0 ::; a S ai} are 
scales of Banach spaces. The solution of (2.5) is called it. We consider a less accurate 
discretisation of (2.5): 
Lhuh =Rh! 
and a more accurate discretisation of (2.5): 
(2.6) 
(2.7) 
where Lh, L'h: Ef: _, E'h are linear operators, and {E'hlao Sa S ai}, {E'hlao Sa::; ai} 
are scales of Banach spaces corresponding with {Ea lao S a ::; ai} and { E0 lao < a ::; 
ai} respectively. As in the example, the defect correction process 
(2.8) 
is used to approximate the solution of (2.7). When the defect correction process (2.8) 
converges slowly (or does not converge) the use of (2.8) will be less efficient than the 
immediate solution of (2.7). The following theorem will show under what conditions the 
use of (2.8) might be preferable. 
Theorem 2.2 Let the problem (2.5) he discretised by (2.6) and (2.7), and let 
l. Lh be a-stable for some a~ 0, 
2. Lh be consistent of order p, for all pE[O, p], 
3. L'h be consistent of order p*, for all p*E[O,p*], p* > p, 
4. Lh and Lii be relatively consistent of order p. 
Then the iterands in (2.8) satisfy the error estimate 
(2.9) 
with (Ji = min(o- + p*,i(O" + p)) and C independent of hand further w,i such that 
w, w + i (p + O") E [ a0 , a i] . 
Proof: 'We will first put the conditions 1) - 4) in a more explicit form: 
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2. p is a real number for which 
for all 0 s p s p and some C2 independent of h. This implies that 
for all 0 S p S p. 
3. p* is a real number for which 
4. 
for all 0 s p s p and some C3 independent of h. This implies that 
llR~Lu - L~Rhullei: = 1\1'.l~J - L~R~ulle;: s; C3hP\lul\s .. +fo 
for all 0 S p S p* 
\ILh - L~llEJ:.-E~+P s; C4hfi 
for all 0 S p S p and some C4 independent of h. 
Now we are in the position to prove the theorem by induction: 
u~1 ) - Rhu = L// Rhj - Rhu = Lh" 1 [-i~hL - LhRh]u. 
Hence 
\lu~l) - RhullEh' S 11Lh" 1 llsh'+-E~+cr llRhL- LhRh\ls~+cr.__-E< .. +cr+p llu\\E"'+"+P. 
With the use of 1) (a= w +a) and 2) (a= w +a) we find 
llu~1 ) - Rhu\\Eh' s C1C2hP\\ullE"'+"+P. 
Because (2.7) is a discretisation of higher order than (2.6) we have p* 2 p and it follows 
that 
and thus the theorem is proved for i = 1. 
Now, suppose that the theorem is proved for some i 2 l. We will prove it for i + 1: 
It now follows that 
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11Lh1 llEw..__Ew+a llLhRh - RhLllew+u.._Ew+a+p• llullEw+"'+P• · 
" h h 
Using 1) (a= w +a), 3) (a= w + u) and 4) (a= w +a) we find 
llu~i+l) - RhullEh' ~ C1C4hPllu~i) - RhullE"'+"+P + C1C3hP*llullE"'+"+1,.· 
h. . 
Application of the induction hypothesis leads to 
llu~+l) - RhullEh' ~ C1 C4hPCshmin(p*,ip)llullE"'+"+P+.Bi + C1C3hP" llullE"'+"+P* < 
~ C1 C4C5hmin(p* ,(i+l)p)llU.11Ew+.Bi+1 + C1 C3hmin(p•,(i+l)p)llullEw+.Bi+i 
< Chmin(p*,(i+l)p)lluhll . 
- E"'+.B.+1. 
In the one but last inequality we used the fact that 
II · Ila < II · lla+11 for T/ ~ 0. 
D 
Remarks: 
• The theorem requires no stability of Lii. 
• If Rh= Rii and the set of restrictions {Rhlhe1i} is stable, then the requirement 4) 
from the theorem follows from the requirements 2) and 3): 
~ llLhRh - LhRhll.eh.._Ea+P llPhllE"+P.._E~+P 
< C5i1LhRh - RhL + RhL - LhRhllE"+-E"+P 
- h 
~ C6{11LhRh - RhLllE";.-E<>+P + llRhL - LhRhllE"+-E"'+P} 
h h. 
2.3 DCP with an approximate inverse of deficient 
rank 
Example 2.3 A fine and a coarser discretisation 
Here we show how a coarser discretisation can be used to accelerate the solution pro-
cess for a finer discretisation. Again we take as a model problem the two-dimensional 
second-order linear elliptic boundary value problem. We are interested in a coarse and 
a fine finite-element discrctisation of this problem with piecewise linear functions on a 
triangularisation. Again the finer discretisation is denoted by 
(2.11) 
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and the coarser by 
(2.12) 
It is assumed that the two discretisations are nested (e.g. H = 2h), i.e. that there exist 
a prolongation PhH and a restriction RHh with property 
PH = PhPhH , Rn = RHhRh . 
It is clear that the solution of (2.11) is much more expensive to compute than the solution 
of ( 2 .12), because the size of matrix for Fh is larger than that for F H. For this reason we 
arc inclined to use the solution of (2.12) as an auxiliary problem in a defect-correction 
process for the solution of (2.11). It seems natural to use Phu Fi/ Rnh as an approximate 
inverse for Fh. This results in the coarse grid correction process 
(2.13) 
Notice that the operator Phu Fii 1 Rn h is not full rank: 
N(h). 
The following figure may illustrate this 
ITIJ D D 
Figure 2.1: The incomplete rank matrix 
From now on the above example will be generalised. The more general form of the 
iteration step in (2.13) is 
z(i+l) = z(i) - G(Fz(i) - y), (2.14) 
where 
G = PSR: Eh __, Eh is not full rank, 
S EH__, EH is full rank, 
R Eh __,EH is a restriction and, 
P EH __, Eh is a prolongation., 
F Eh __,Eh is full rank. 
Definition 2.4 Let S, R, P and F be as above. Then we call the operator E : EH --+ 
E u, defined by 
E = s- 1 -RFP 
' 
the deviation Jmrn the Galerkin approximation corresponding to (2.14). 
Notice that with the use of Galcrkin approximation S = (RF P)-1, we have E = 0. 
Definition 2.5 Let R be a restriction related to P, i.e. its left inverse, R = (PT P)- 1 pr_ 
Let e be the error in the approximation z(i), i.e. c = z(i) - F- 1y. Then we define c 8 , the 
smooth part of the error, and Cu, the unsmooth or rapidly varying part of the error by 
es = P Re; eu = (I - P R)e. 
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Remark: The operator PR represents the projection of Eh on Range(P) C Eh· The 
smooth part of the error is the part of the error lying in Range (P), the remaining part, 
eu, lying in its complement Range(P)r. 
We now want to examine the effect of the amplification operator of the error, M = 
I - GF, on an error e = e5 + eu. We examine e5 and eu separately. Since esE Range(P), 
we have e5 = P Re8 , and 
Mes= MPRes =(I - PSRF)PRes = P(I- SRFP)Res 
= P(J - S(s- 1 - E))Res = PSERes E Range(P), and 
Meu = (I - PSREF)eu = eu - PSRFeu. 
So we have the situation as shown in Figure 2.2. We can follow the same procedure for 
the residual. 
PSER e s Range(P) 
PSRFe 
u 
smooth 
..L Range(P) 
unsmooth 
Figure 2.2: The effect of the coarse grid correction on the error 
Definition 2.6 Let P be a prolongation related to R, i.e. a right inverse, e.g. P -
flT(RRT)- 1. Let T be the residual for some approximation z(i), i.e. T = Fz(i) -y. Then 
we define r 5 , the smooth part of the residual, and ru, the unsmooth or rapidly varying 
part of the residual by 
Ts = FRr; Tu= (I - FR)r. 
Remark: The operator PR represents the projection of Eh on the complement of 
Kernel(R) and ruE Kernel(R). 
The effect of the amplification operator of the residual, M =I - FG, on r = r8 +Tu, 
can now be derived from its effect on r s and r u: 
Mrs = (J - FPSR)rs 
= (/- PRFPSR+ PRFPSR-FPSR)r8 
=(I - ~(s- 1 - ~)SR+ (P~ - I)FPSR)rs 
= (J + f>ESR- PR- (1- f>R)FPSR)rs 
= PESRrs - (I - PR)FGrs, 
where (1--:PR)FGr8 EKern~eI(R), and PESRrsEKerneI(R)Y, the complement ofKernel(R), 
because f>R(f>ESRr5 ) = f>ESRrs . 
Furthermore, because ruEKerncl(R), we have 
\Ve summarise this in Figure 2.3. 
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_______ ...,... PESR r 9 ..L Kernel (R) 
smooth 
(PR-l)FG r s Kernel (R) 
ru unsmooth 
Figure 2.3: The effect of the coarse grid correction on the residual 
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Chapter 3 
M ultigrid algorithms 
3.1 Introduction 
In the framework of defect correction processes multigrid algorithms are easy to explain. 
For this purpose we consider a continuous problem (1.1) and two discretisations of this 
problem on grids with meshwidth hand H: 
(3.1) 
The operators Fh: Dh C Eh--+ bh C Eh and Fn: DH C Ell--+ bH C En are mappings 
between discrete spaces Eh, Eh, EH and Elf. Further a linear injection Phll : EH --+ Eh 
(prnlongation or interpolation) and a linear surjection Ruh : Eh --+ EH (restriction) 
arc given. A multigrid algorithm for the approximate solution of a discretised problem 
Fhzh = Y1i is an iterative process in which one iteration cycle consists of 
• p (pre-) relaxation steps (pEIN), 
• a coarse grid correction step, 
• q (post-) relaxation steps ( qEIN). 
The relaxation steps arc defect correction steps as e.g. damped Jacobi (JOR.), 
Gm1ss-Scidcl (GS), symmetric Gauss-Seidel (SGS), incomplete LU-decomposition iter-
ation (JLU) etc. Their main purpose is to reduce the unsrnooth part of the error (sec 
Section 2.3). The remaining, smooth error can be represented well on a coarser grid by 
means of some restriction. 
The coarse grid correction step is a defect correction step of type DCPA where the 
approximate inverse eh is given by 
- -1 -Gh = P1iHFH Rnh (3.2) 
(sec Figure 3.1). The use of the approximate inverse (3.2) implies that we solve the defect 
equation on a coarse grid, with the help of a coarse discretisation of our problem. This 
is only meaningful if (part of) the error before the defect correction step is representable 
on the coarse grid. 
Thus far we have only described an algorithm using two grids. If we do not solve 
the defect equation on a coarser grid directly, but if we approximate its solution by 
application of a few iteration steps of the same algorithm on the coarser level, we obtain 
a recursive process where we have to solve a discretised problem directly only on the 
very coarsest grid. The resulting process is a true multigrid-algorithm. One complete 
iteration step in a rnultigrid process is called a multigrid cycle. 
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3.2 Two-level algorithms 
Again we consider the two discretisations ( 3 .1). Their relation via restrictions and pro-
longations is shown in Figure 3.1. We present the algorithms in the form of ALGOL-like 
·~ 11 I ~. 
F h 
Figure 3.1: Relations between operators and spaces in a two-grid algorithm 
programmes. First we describe two auxiliary procedures: 
• proc solve = (operator Fh, ref vector zh, vector Yh) void: 
This procedure uses the operator Fh and the right-hand-side Yh to solve ( approxi-
mately) the equation 
Fhzh = Yh. 
On entry, zh should contain an appropriate initial value for the (possibly) itera-
tive solution process. On exit zh contains a (better approximate) solution of the 
problem Fhzh = Yh· 
• proc relax = (operator Fh, ref vector zh, vector Yh) void: 
This procedure performs one iteration step of a suitable relaxation method for the 
equation Fhzh = Yh· 
Now we explain the essential coarse grid correction step. Given an approximation zh to 
the true solution z;; of our discrete problem, we consider the residual 
\\Tith the error eh = Zh - zii, we have 
(3.3) 
For a linear operator Fh this reduces to 
(3.4) 
Instead of solving equation (3.3) directly, we compute the solution of a similar equa-
tion on a coarse grid 
(3.5) 
and then use I'1iH(wu Rrihzh) as an approximation for the error -eh, and hence as a 
correction quantity in the DCP. For a linear operator Fh the above reduces to 
which gives the correction quantity Ph 11 e11 • Now we describe one iteration step of the 
nonlinear two-level algorithm: 
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proc TGM = (int p, q, ref vector zh, Yh) void: 
begin 
top do relax (Fh, Z1t, Yh) ; 
vector r11 := Rnh(Yh - F1tz1t) + F11RHhzh; 
vector WH := RHhzh; 
solve (FH,WH,rH); 
Zh := Zh + phH(WH - RHhZh); 
to q do relax(Fh, zh, Yh); 
end; 
For a linear operator Fh we can use the following simplified version: 
proc TGML = (int p, q, ref vector z1i, Yh) void: 
begin 
top do relax (Fh, zh, Yh); 
vector rH := Ruh(Yh - Fhzh); 
vector WH := O; 
solve (Fu, wu, r11 ); 
Zh := Zh + phfIWH; 
to q do relax (Fh, zh, Yh); 
end; 
Remark: The coarse-grid correction in the two-level algorithm can easily be seen as 
the instantiation of a DCPN as treated in Section 1.4.5. Therefore we take in (DCPN): 
F := F'1t; y := uh; G := PhHFfi 1 RHh and fj := PhnFnRHhu~) with PhH such that 
R11hPh11 =In. Then we find Gy = PhuRJihU~i) and with u~ld = RHhu~i) and u}}ew the 
solution of 
the (DCPN) reads as 
U (i+l) _ u(i) _ µ n (unew _ uold) h - h rhH EI H · 
3.3 Multi-level algorithms 
Consider a sequence of grids with meshwidths hi, hi-l > hi, i = 0, 1, 2, ... . Often one 
uses hi-I = 2hi. We now describe one cycle of a multi-level algorithm to solve the 
problem Fh;Zh; = rh,. The algorithm uses a sequence of approximate solutions z = 
[ z1i;, z"i-1' ... , z11.0 ] and a sequence of right-hand-sides r = [rh;, rh;-1' ... , rh0 ]. At entrance 
these data are given only for the finest grid. 
proc I\·1GM = (int i,p,q,<T, ref vector z,r) void: 
begin 
operator F1i = F1i,, F11 = F1i;_ 1 ; 
vector z1i = z1i,, Yh = r1i,; 
top do relax (F1i, zh, y,i); 
vector rTT = rh,_ 1 := Rmi(Yh - Fhzh) + FH R111tz1i; 
vector wn = zh,_ 1 := Rmizh; 
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if i = 0 
then solve (FH, WH, TH) 
else to a do MGM (i-1,p,q,a,z,T) 
fi; 
zh := zh + PhH(wn - Rnhzh); 
to q do relax (Fh, Zh, Yh); end; 
For a linear operator Fh we have the following simplified version: 
proc MGML = (int i,p,q,a,ref []vector z,T) void: 
begin 
operator Fh = Fh,, FH = Fh,_ 1 ; 
vector zh = Zh;, Yh = Th, ; 
top do relax (Fh, zh, Yh); 
vector TH= Th,_ 1 := Rnh(Yh - Fhzh); 
vector wn = Zh;_ 1 := O; 
if i = 0 
then solve (Fn, wn, TH) 
else to u do MGML(i- l,p,q,a,z,T) 
fr 
' 
Zh := Zh + phHWH; 
to q do relax (Fh, zh, Yh); 
end; 
Multigrid methods based upon MGM, respectively MGML, are also know by the names 
FAS resp. CS. These names stand for Full Approximation Storage scheme and Correction 
Storage scheme respectively. As the names already indicate, with CS we only compute 
corrections on the coarser grid, whereas with FAS we compute approximate solutions 
on all levels. When the MGML-algorithm has converged we have Fhzh = Yh; when the 
MGM-algorithm has converged we have in addition zh;_ 1 = Rh,_ 1h,zh., i.e. on the coarse 
grids we find the restriction of the solution on the fine grid. 
Theorem 3.1 Consider an application of MGM where hi/hi+1 = H/h is constant for all 
i = 0, 1, 2, . .. . Let d be the dimension of the grid, i.e. the number of space dimensions. 
If u < ( H / h )d then the total amount of work in a multigrid cycle is proportional to the 
amount of the work on the fine grid. 
Proof: Let W be the amount of computational work needed to perform relaxations, 
operator evaluations, restriction and prolongation on the finest grid. On every next 
coarser grid the number of nodal points is reduced by a factor (h/ H)d. Hence the 
amount of work on the coarser grid is reduced by the same factor. If we consider an 
infinite number of grids, the total amount of work is given by 
The above series converges if and only if a< (H/h)d. This implies that Wtot is propor-
tional to W if a is sufficiently small. 0 
In the above multigrid algorithms (MGM, MGML) the fixed numbers p, q and a deter-
mine the strategy of the algorithm. Other multigrid algorithms may terminate iterations 
sooner or later, depending on the convergence or other conditions that can be checked 
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during the computation. Multigrid algorithms that make use of this possibility have 
an adaptive strategy; algorithms where the iterations are controlled only by the fixed 
numbers p, q and O" have a fixed strategy. MG-cycles with O" = 1 are called V-cycles, 
those with O" = 2 are called W-cycles. V-cycles that have either p = 0 or q = O are 
called sawtooth cycles. 
In the following figures we show for some fixed strategies how is switched between 
the different levels of discretisation. We see that -essentially- most relaxation sweeps are 
performed on the coarser levels. In all diagrams the number of the levels is 4, the coarsest 
level is denoted by 0. Segments between tick-marks on a level > 0 denote the execution 
of a relaxation step on this level; a segment on level 0 denotes the direct solution on 
REI -REL 
the coarsest level. Let Mh "" and M h denote the amplification operators of the 
The general structure with p=3, q=2, s=3. 
level =3 
=2 
=1 
=0 
Figure 3.2: A general multigrid cycle with p = 3, q = 2, O" = 3. 
h 
H 
level= 3 
=2 
=1 
=0 
Figure 3.3: A V-cycle with p = 3, q = 2. 
h 
H 
level= 3 
=1 
=0 
Figure 3.4: A saw-tooth cyde with p = O, q = 3, (J = 1. 
relaxation for error and residual respectively. For TGML the amplification operator for 
the error is given by 
111,;'GML,p,q = (MfEl,)q(h - P1i11Fi/ R11hF1i)(MfEl,)p 
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h 
H 
level= 3 
=2 
=0 
Figure 3.5: AW-cycle with p = 3, q = 0, a= 2 
= (M!!EL)q(F;: 1 - PhnFii 1 Rnh)(M:EL)P Fh. 
We denote the amplification operator of a multi-level iteration step (MGML) on the 
h-level of discretisation by Mt_1GML,p,q,u, or Mf:1GML for short. The same amplification 
operator on the next coarser level we denote by M:/GML,p,q,u or MtfGML. In the multigrid 
cycle the approximate inverse is not given by 
1 -PhnFii Ruh, 
because Fi/ is approximated by application of a steps of a DCP. The amplification 
operator of this DCP is given by MtfGML. Hence the approximate inverse of the a 
iteration steps together is given by 
(see Section 1.4.2). Consequently, the amplification operator of the coarse grid correction 
in MGML is 
and we have 
M:"GMI,,p,q,u = (M!!ED)q(h - Phu(Iu - (MtfGMLt)Fl/ 1 RnhFh)(M!!EL)P 
= M[GMT, + (M!!EJ,)q Phu(MtfGML)u Fi/ RllhFh(M!!EL)p. (3.6) 
3.4 Full multigrid method {FMG) 
The multigrid cycles we described in the previous section yield iterative improvement of 
a solution on a fine grid and therefore they need some initial estimate of the solution 
on this finest grid to start with. One possible algorithm is to obtain the initial estimate 
by interpolation from a solution on the next coarser grid, which has previously been 
calculated by a similar algorithm. Using this algorithm we start solving the problem on 
the coarsest grid. An algorithm of this type is called a Nested Iteration process: 
proc nested iteration= (int l,[] int i, ref [ ] vector z, y) void: 
begin 
solve (.F0 , z[O], y[O]); { sufficiently accurate - } 
fork to l 
begin 
z[k] := Pk',k-iz[k - 1]; 
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form to i[k] iteration (k, z[kJ, y[k]); 
end 
end 
Remarks: 
• l + 1 is the number of levels available; the coarsest level is denoted by 0. 
• y[k] is the right-hand-side for the equation to be solved on level k. 
• i[k] denotes the number of iteration steps needed on level k. 
• Pk. k-l is an interpolation from level k-1 to level k. This operator is not necessarily 
th~ same as the prolongation operator used in the the multigrid cycles; it is usually 
more accurate. 
The procedure "iteration" represents one step of a suitable iterative solution process. In 
the multigrid context we will use MGM (FAS) or MGML (CS) to replace "iteration". 
In this case we call the resulting method a full multigrid method (FMG). In an FMG-
algorithm the coarse grids have a double function: 
• providing the iterative process with an initial estimate; 
• speeding up the process on a finer grid. 
A typical FMG algorithm with one V-cycle (p = v1 ,q = 112 ,<J = 1) per coarse grid, is 
shown in figure 5.4.l. (i.e. we have i[k] = 1 for all k). 
Figure 3.6: A FMG starting phase and an additional V-cycle 
The strength of the FMG method is the combination of the sufficiently accurate 
initial estimate obtained by interpolation from the coarse grids, together with the con-
vergence rate of the MG cycling procedure that is independent of the meshwidth. This 
combination makes that finally a strategy is found by which the solution of the discrete 
system on the finest. grid is obtained with an accuracy that. is of the same order of mag-
nitude as the truncation error for this finest. grid, by an amount of work that is only 
directly proportional t.o the numher of degrees of freedom in the finest grid. Thus, the 
solution of the continuous problem is approximated up to truncation error accuracy by 
an amount of work that is proportional to the number of points in the finest grid. This 
is shmvn in the following theorem. 
Theorem 3.2 If we consider a Nested Iteration process with a sequence of discret.isa-
tions Fkzk = Yk, k = 0, 1, 2, ... , 
(3.7) 
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such that (i) hk-i/hk :::; C1 for all k, (ii) the discretisations Fkzk = Yk and Fk-IZk-l = 
Yk---I are relatively convergent of order p, i.e. 
(3.8) 
and (iii) the convergence factor of the iterative procedure "iteration" is independent of 
h, i.e. 
with C2 independent of h. Then, with i[k] = i independent of k, the result of the nested 
iteration procedure z1c = Zki) satisfies 
p . 
II - II C1C~ c hp Zk -- Zk Ek :::; 1 - Cf C~llPll 0 k' 
where llPll = supk l\Pk',k-ill and it is assumed that CfC~llP\I :::; 1. 
Proof: For each k 2 0 we know 
(3.9) 
In the nested iteration algorithm it is required that z0 is computed sufficiently accurate. 
We require 
llzo- zo\I:::; Cf C~ Cohb, 
i.e. we require that truncation error accuracy has been attained. Then the statement of 
the theorem is satisfied for k = 0. For an arbitrary k > 0 we use induction. We assume 
that the theoren1 is satisfied for k - 1, then 
so that 
0 
Jlzk0) - zk\I = llI'k',k-1Zk~1 - zkll 
:::; 11Pk',k-1'1 llzii21 - Zk-111 + llPk',k-IZk-1 - zkll 
:S llPll llzii21 - Zk-1 II + CohL1 
:::; c~ llPll llziil. J - Zk-1 II+ C~Cf Coh% 
:S C~CfCoh% + C~ llPIJ {C~CfCohL 1 + C~ IJPll { ... }} 
= CoCfq [h~ + C~l!Pi1{h%_ 1 + C~llPll{ ... } }] 
= CoCfC~h% [1 + C~llPll{Cf + C~llPll{ ... }}] 
= CaCfC~h% [1 + C~llPllCf + (C~llPllCf)2 + ... ] 
- ___qrq p 
- 1-cfq!IPll Cohk · 
Reniark: Notice that i11 the error estimate we recognise: C0h~ the truncation error 
on level k, and C2 the convergence factor of the iteration cycle. Usually, the mesh ratio 
C 1 = 2 and 
II J)ll II JJ II 11n,u:c H llEH 
· =sup hll =sup sup II . II .. = 1. 
ff ll xuEEu '.LIJ l~u 
Rernark: We notice that the definition of relative convergence is in terms of the inverse 
operator 
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We recognise the equivalence with the assumption in the above theorem by 
ll(PhHLn1 RHh - L;; 1)Yhll s; cHPllYhll 
~ llPh11Lf[1 RnhYh - Lh" 1Yhll ~ CHPllYhll 
~ llPhHZH - zhll s; C HPllYhll 
~ llPhHZH - zhll s; C HP 11~:1j 11 llYll 
If R11 is bounded and stable then ci!IYll s; llRuyll ~ c2llYll and we recognise the equiv-
alence immediately. We can derive the relative convergence of order p between two 
discretisations also from the convergence of both. This is shown in the following theo-
rem. 
Theorem 3.3 Consider the continuous equation Fz = y and let the sequence of dis-
cretisations Fhzh = Yh, hE1-l have an order of convergence p. If there exists a nested 
sequence of stable prolongations 
such that PhPhH = PH for h, H E1-l, H > h, then the discretisations Fhzh = Yh and 
FuzH = YH are relatively convergent of order p. 
Proof: 
llPhHZlf - zhll s; llRhPh(PhHZH - zh)ll 
s; llR1tll llP,,PhIJZH - Phzhll 
~ llRhll (llPuzH - zll + llz - Phzhll) 
s; C(CHP + ChP) ~ CHP. 
0 
Associated with a nested iteration is a particular type of multigrid iteration cycle. 
This iteration cycle consists of consecutive V- or W-cycles on a sequence of finer and 
finer grids. This is similar to the initial phase of an FMG process. This iteration cycle 
is called an F-cycle. It can be considered as the repeated execution of the FMG starting 
phase, first applied to the solution and later on the corrections to the solution. 
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Chapter 4 
Local mode analysis 
4.1 Fourier transforms of continuous functions 
In this section we collect well-known results with respect to Fourier transforms of func-
tions that arc defined (almost everywhere) on domains in the real n-dimensional space. 
All results mentioned in this section can be found in general texts as e.g. [36], [47], [56], 
[60]. 
Let uEL2(JRn), then its Fourier transform u is defined by 
u(y) = (27rtn/Z r e-ixy u(x) dx. }JRn 
Furthermore, a back-transformation formula is available: 
such that 11,( x) = u( x) almost everywhere on !Rn. Moreover 
(4.1) 
(4.2) 
We say that the Fourier transformation is a norm-invariant bijection L2 (1Rn) --t L2 (1Rn). 
The above definition of a Fourier transformation can be generalised to more general 
functions thau L2(R11')-functions. The same definition applies to the set of "tempered 
distributions" (sec e.g. [60] ); in this case -again- the back transformation is available. 
We sec that the Fourier transform (FT) of a function defined on IRn is a function 
defined on Inn itself. A Fourier transformation can also be defined for a finite set of 
equally spaced data. In this case the FT of a set of N data (the Finite Fourier transform) 
is again a set of N coefficients (sec e.g. [19]). 
The FT of a periodic function (or, what is the same, the FT of a function defined on 
a torus) is a countable infini tc set of coefficients. Analogously, in the following sections 
we shall introduce the Fourier transformation on an infinite set of equally spaced data. 
In this case the FT of such a ''gridfnnction" will be periodic function (a function defined 
on a torus). 
Definition 4.1 Let. h = (h 1, ... , h11 )Einn be giv<m, then the h-periodisation of a function 
11. : mn --+ ([}is defirn~d by 
1/,(:r) = L u(i: - kh), 
kf~n 
where kh = (k1h1, ... , l.:11 h,,). 
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We notice that u(x) is a periodic function on mn with period h; it is completely 
defined by a mapping [O, h) -7 <C, where [O, h) is defined by 
[O, h) = [O, h1) x [O, h2) x ... x [O, hn). 
The FT of a function u(x) defined on the torus [O,h) is (cf. [36]) a sequence {ckhEzn 
defined by 
( 4.3) 
from which it is dear that Ck= u(2~k)/hn. Also the Fourier transform on [O, h) has its 
back-transformation. From this we see that the knowledge of u(y) at only certain equally 
spaced points is enough to restore a periodisation of the original function u, whereas the 
complete definition of u(y) (almost everywhere on JRn) is needed to find the function 
u(x) itself. 
4.2 Gridfunctions 
For a fixed "mesh" h = (h 1, ... , hn) with hi > 0, i - 1, 2, ... , n, the regular infinite 
n-dimensional grid LZf: is defined by 
Further we introduce the notation 
We call T1~ an n-dimcnsional torus. 
Definition 4.2 A complex or a real grid/unction is a mapping ~h -7 (/j, respectively 
~h: -7 !Rd, where dis the dimension of the range of the mapping. 
Remark: We will restrict ourselves to the scalar real or complex gridfunction ~h -7 1R 
or ~h: -7 <E and, unless stated otherwise, we shall use the word gridfunction for this kind 
of gridfunction exclusively. It is immediate that, with the usual addition and scalar 
multiplication, the set of all gridfunctions is a vector space. This vector space we denote 
hy 
l1t(~~) 
or, shortly, by l1t. For any p;;:: 1 or p = oo the space l1t can be provided with a norm 
lluhllp = (hn L l1t1t(jh)jP)1fP, 1 ~ p < oo, ( 4.4) 
jE~n 
or 
(4.5) 
For a fixed p, 1 ~ p ~ oo, all gridfunctions with a finite norm II · llP form a subspace of 
l1i(Xf:), which is denoted by 
29 
It is obvious that for any p, 1 s p s oo, l~(LZ/:) is a Banach space (cf. [75] p.35). 
Moreover, for p = 2 we know that l~(LZ'f:) is a Hilbert space with the inner product 
<uh, Vh >h= hn L uh(jh)vh(jh). 
iE7Ln 
4.3 The Fourier transform of a gridfunction 
Let Uh : zz;: --+ (/)be a gridfunction. We give the following 
(4.6) 
Definition 4.3 The Fourier transform fihEL 2 (Ti:) of UhEl~(Zlj:) is a function rr: --+ (/), 
defined by 
U'h(w) = ( ~r I: e-iihw uh(jh). (4.7) 
Y 2?r jE7L" 
The inverse transformation is given by 
1 1 "h uh(jh) = ( ;;et e+zJ w fih(w) dw. 
y 27r wETJ: 
(4.8) 
Remarks: 
• We denote the Fourier transform also by 
• iih can also be considered as a [27r/h]n-periodic function fih: IRn--+ (/). 
• By the Parseval equality we have 
Hence the Fourier transformation operator FT: lk --+ L2 (T{:) is a unitary operator. 
• With the identity fr;: eihw(j-k)dw = (2:r8ik we easily verify the back-transformation 
formula. 
In the back-transformation formula ( 4.8) we see that any gridfunction uh El~ can be 
considered as a linear combination of gridfunctions eh,w of the form 
(4.9) 
i.e. a periodic gridfunction with period [~:Jn; such eh,w is called a simple mode . The 
parameter w is called the frequency of this mode and fih(w) is the amplitude of the 
component (mode) with frequency win uh. 
Because eh,w = eh,w+271k/h, for all kELZn, a frequency w cannot be distinguished from 
a frequency w + 2rrk/h. This phenomenon is called aliasing. 
It is clear from definition 4.3 that the range of frequencies that can be represented 
on a fine grid (small h) is larger than the range of those which can be represented on a 
coarser grid (large h). This explains why smooth gridfunctions (i.e. gridfunctions with 
relatively small amplitudes for the high frequencies) can be much better represented on 
a coarser grid than less smooth gridfunctions. 
Remarks: 
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• For functions Uh defined on a bounded domain nh, nh = [-Nh, NhJn n zth', with 
periodic boundary conditions, a similar definition can be given for the Fourier 
transform fih. The only difference is that the set of frequencies, Tf:, available for 
such gridfunction uh is discrete: 
r;: = {(7rki/Nh, ... , 1fkn/Nh) I - N < kj < N, j = 1, ... , n} (4.10) 
• Functions on a bounded domain with homogeneous Dirichlet or Neumann bound-
ary conditions can be considered as a special case of problems with periodic bound-
ary conditions. In this case the elementary components in these functions are all 
of the form 
and the Fourier analysis method gives an exact description of symmetric operators 
Bh : lh(nh) -+ lh(nh) because for symmetric operators we have (Bh)i,k = (Bh)k,i 
and hence Bh(w) = i!3ii(-w). (See Section 4.5 for a definition of ~). 
4.4 The relation between FTs of a function restricted 
to different grids 
In this section we will present two theorems. One gives the relation between the FT of 
a continuous function defined on !Rn and the FT of its restriction to the grid zt;:. The 
other gives the relation between the FT of a gridfunction and the FT of its canonical 
restriction to a coarser grid. 
Theorem 4.4 Let uEL2(1Rn) be a continuous function with FT u. Its restriction to the 
grid zt;: is defined by 
Then we have the following relation between u and fih: 
u;;(w) = I: u(w + 27rk/h), 
kEZf" 
i.e. iih is the [27r/h]n-periodisation of u (def. 4.1). 
Proof: 
fih(w) = (ji; r Lj e-ijhwu(jh) 
= (2:)n Lj e-ijhw Lk J:~~h eijh(y+21rk/h)u(y + 27rk/h)dy 
= (2:)n Lj e-ijhw r~)h eijhy Lk u(y + 2nk/h)dy 
Using (4.7) and (4.8) we see that this equals 
I: u(w + 2nk/h). 
kEZ" 
0 
( 4.11) 
( 4.12) 
Definition 4.5 Let uhElh(zt'f:) then its canonical q-restriction R~uh, (qEztn), is the 
gridfunction u 11 defined on ztii = zt~, defined by 
(R~uh)(jH) = uu(jH) = uh(jqh). (4.13) 
Sometimes we write R~ni' with H = qh, instead of R~. 
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Proof: 
0 
Theorem 4.7 
(R;V,h)(w) = L fih(w + 27rp/H), for all wET;}, H = qh,qE%n,q > 0. 
pf[O,q) 
Proof: The proof is left as an exercise. D 
( 4.14) 
Theorem 4.7 shows us that, using the restriction R~ with qE%n, q =(qi, ... , qn), we get 
aliasing of Q = q1 ... . qn frequencies onto one. 
4.5 Toeplitz operators and their FTs 
Let A : lh(~j:) be a linear operator. We are interested to know if for any given wET1~ 
the operator A has an eigenvalue >.w corresponding with an eigenfunction eh,w as de-
fined by (4.9). Suppose it to be true. Then, denoting A by its matrix representation 
(amj), m,jE~n, the following holds 
hence 
L O.mjeh,w(jh) = Aweh,w(mh) 
jE?Ln 
L O.mjeijhw = Aweimhw, 
jf;zn 
>-w = I: amjei(j-m)hw = I: am,m+keikhw 
jEzn kE7Ln 
Because Aw is independent of m, an a_k should exist such that am,m+k = a_k for all 
mE~n. These considerations give rise to the following. 
Definition 4.8 A linear operator A : lh(%'f:) ~ lh(%/:) whose matrix elements amj 
satisfy the relation am,m+k = a_k for all mE%n and certain a_k, is called a Toeplitz 
opera.tor. 
Lemma 4.9 Let A : l1i(%1:) ~ l,.(~h:) be a Toeplitz operator with matrix representa-
tion (amj). Then for any wET,:i 
Aw = L a_keikhw 
kf?Ln 
is an eigenvalue of A, corresponding with the eigenfunction eh,w· 
(4.15) 
Definition 4.10 Let ah, U1tEl1t(%/:) be two gridfunctions. The ah-convolv.tion of uh, 
denoted by ah* U1tEl1t(%J:), is defined by 
(ah* 11,1i)(mh) = L a1t((m - j)h) U1t(jh) for all mE%71 • 
jf7£n 
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( 4.16) 
We can identify the ah-convolution with a Toeplitz operator A1i on lh(zt;:) in the following 
sense: 
(4.17) 
I.e. the Toeplitz operator A1i is uniquely identified by the gridfunction ahEln(ZZ'h) as 
an a1i-convolution. The gridfunction ah is related to the matrix elements of A by the 
relation 
(4.18) 
By ( 4.18) follows 
(Auh)(mh) = LjEZ:-" amj u1i(jh) 
= LjEZ:-n a-(j-m) uh(jh) 
= LjEZ:-" ah((m - j)h) uh(jh) (4.19) 
= (a1i * uh)(mh), for all mEztn, uhElh. 
We say that the gridfunction ah generates the Toeplitz operator A= ah* . 
Definition 4.11 The Fourier transform Ah : Tf: ~ (/) of a Toeplitz operator Ah is 
defined by 
Aheh,w = A1i(w)eh,w· 
Using (4.15) we see that this means that 
~(w) =Aw= L ah(kh)e-ikhw. 
kEz:-n 
An immediate consequence of this is the following 
Lemma 4.12 
Ahuh(w) = Ah(w)iih(w). 
Combining ( 4.21) and definition 4.3 we obtain the following 
Lemma 4.13 
( 4.20) 
(4.21) 
(4.22) 
Examples of Tocplitz operators are linear difference operators with constant coeffi-
cients, defined on the space of gridfunctions, such that the same difference equation is 
applied at each gridpoint (i.e. the matrix elements of this operator satisfy am,m+k = a_k 
for all mEZZn). Another example is the translation operator Tkh 
(4.23) 
A typical property of, for example, the above mentioned linear difference operators, is 
that the difference equation applied to some gridpoint only relates a few neighbouring 
gridpoints. Examining the definition of a convolution product 
(ah* 1t1i)(mh) = L ah(kh) uh((m - k)h) 
kE~" 
we see that this means that the generating gridfunction ah has finite support: ah ( kh) =/= 0 
only for some kEztn in a neighbourhood of OEZZn. 
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Suppose now that the Toeplitz operator Ah is generated by a gridfunction ah with 
finite support, i.e. 
{ ah(-kh) = sk kEV, 
ah(-kh) = 0 k~V, 
for some finite set V C ~n, containing OE.Zn. Then we often associate Ah with a 
stencil. For n = 2 such a stencil is given by 
S-1,1 So,1 81,1 
Ah - S-1,0 so,o 81,0 
8-1,-1 80,-1 s1,-1 
h 
where only non-zero 8k are given. This notation (the stencil notation) is very convenient 
if V is small. 
We will now give a few detailed examples of Toeplitz operators and their FT. 
Example 4.14 
Consider a central difference discretisation of the Laplace operator ~ in one dimension 
on a regular infinite grid ~l. The stencil representation is: 
1 
Lh = h2 [1, -2, l]h. 
We can now, very easily, determine Eh, using (4.21): 
- 1 'h 'h 1 4 2 Lh(w) = h2 (e' w + e-i w - 2) = h2 (2cos(hw) - 2) = - h2 sin (hw/2). 
Example 4.15 
The translation operator Tkh (see (4.23)) can be written as a convolution: 
(Tkhuh)(mh) = uh((m - k)h) = L ah(jh) uh((m - j)h), 
iE~n 
( 4.24) 
where ah(kh) = 1, and ah(jh) = 0 if k =f j. Hence we can identify Tkh with the following 
stencil (n = 1): 
Tkh = [1,0, ... ,0,Q,O, ... ,O]. 
with k terms on either side of Q. 
Its FT is given by 
Jk(w) = e-ikhw = cos(khw) - i sin(khw). 
Because !'.Ik(w)I = 1 for all wETl we see that application of a translation operators to 
uh does not affect the absolute value of Uh. ( w). 
4.6 Consistency of a discrete operator 
For linear differential operators with constant coefficients we can use Fourier analysis 
to determine the order of consistency of a discretisation of this operator. First we recall 
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the following, well known property. A linear partial differential operator L of order N 
with constant coefficients, given by 
al al 
L = L Ca a °'I a ' (ial = a1 + ... + an)' ial:SN X1 ... x~n 
has the property that for any ~ E<I'1' the function lRn --+ (f} : x --+ eix·e is mapped by L 
onto a multiple of itself: 
Leix·~ = p(Oeix·e, 
with p(~) = 2=1al~N ca(iO°', the characteristic polynomial. Here x · ~ = I:~=l xk~k and 
r/' = rif 1 ••• TJ~n. The characteristic polynomial p is called the symbol of L. In analogy to 
definition 4.11 we can write 
L(w) = p(w). 
Consider a linear partial differential operator L with constant coefficients and its dis-
cretisation Lh on some grid ~;:. We are interested in the truncation error 
Th = LhRh - RhL, Th : E - Eh 
Rh and Rh are the canonical restriction. For this purpose we consider some arbitrary 
wET!: and the truncation error of Lh for the function 
We find 
hence 
Th(ew)(x) = (LhRhew - RhLew)(x) 
= Lheiwjh - RhL(w)eiw·x 
= (L1i(w) - L(w))eijhw, 
(4.25) 
For given L and Lh this expression can be developed in powers of h and the order of 
consistency of L1i can be determined. 
Example 4.16 Consistency order 
We take L = 6. (in two dimensions), 
'vVe find 
Hence 
L(w) 
~(w) 
1 
-4 
1 
- ~ 4 4 2 2 ILh(w)- L(w)I = \h2 sin2(w1h/2) + h2 sin2(w2h/2) - w1 - w2 I 
1 
= -h2 lwi + w~\ + O(h4 ) for h--+ 0. 12 
\Ve conclude that the order of consistency of L1i is 2. 
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4. 7 The smoothing factor for relaxation methods 
Consider a multigrid algorithm where for each coarser mesh the meshwidth is related to 
finer mesh by H = 2h. In Section 4.3 we saw that the range of frequencies that can be 
represented on the coarser grid is smaller than the range available on the finer grid. For 
H = 2h the frequencies that cannot be correctly transferred (i.e. without aliasing) to the 
next coarser grid are all wET!: \ T2h· 
If we want the coarse-grid-correction in the multigrid algorithm to be successful, 
the relaxation steps should damp the amplitudes of the error modes with frequencies 
wETf: \ T:.fh· This smoothing property of a given relaxation method with amplification 
operator Mf!ELfor the error, is expressed in terms of the so-called smoothing factor µ: 
(4.26) 
This smoothing factor 11, describes how well the high-frequency components in the error 
are reduced by the relaxation method. 
If Lh is a Toeplitz operator and Bh, an approximate inverse of Lh, is a Toeplitz 
operator as well, then 
is a Toeplitz operator, and 
M~1'(w) =I - Bh(w)4(w). 
Example 4.17 computation smoothing factor 
We return to Example 4.14 where we considered 
- 1 Lh(w) = h2 (2cos(hw) - 2). 
(4.27) 
As a relaxation method we choose damped Jacobi relaxation with parameter a, i.e. we 
use 
- h2 We find Bh(w) = - 2 °, hence 
Affn(w) = 1 - Bh(w)L,1 (w) = 1- a+ a cos(hw). 
One can show that a = 2/3 yields optimal smoothing of this relaxation method for the 
given problem. For a= 2/3 the smoothing factor isµ= 1/3. 
4.8 Restrictions and prolongations 
In section 4.4 we introduced the canonical restriction R~ and the canonical q-restrictions 
R~ : lh(~J:) -+ lqhUz;h). Now we show that an arbitrary restriction, where for each 
gridpoint the same stencil is used) can be described in terms of a Toeplitz operator. 
Definition 4.18 A homogeneous (weighted) q-restriction of a gridfunction uh defined 
on~;: to a gridfunctio11 nu, II= qh, defined on ~Ji, denoted by Rq(ah)uh, is defined by 
(Rq(ah)u1i)(jH) = uu(jH) = L ah(kh) uh((qj - k)h). (4.28) 
kE~" 
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The gridfunction ah generates a Toeplitz operator. If we denote this operator by Ah (i.e. 
Ah= ah*) the expression (4.28) can be written in the following form: 
(Rq(ah)uh)(jH) = (R~Ahuh)(jqh). (4.29) 
From this we may conclude, using theorem 4.7 and lemma 4.12, that 
FT(Rq(ah)uh)(w) = L k(w + 27rp/qh) 'ith(w + 27rp/qh) (4.30) 
pE[O,q) 
The frequencies w + 27rp/qh, p =f. 0, we call the higher harmonics of the frequency w. 
The total number of harmonics (w itself included) is 
Let us first consider the case n = 1, q = 2. Then we have 
1 
FT(Rq(ah)7Lh)(w) = L ~(w + 7rp/h) 'ilh(w + 7rp/h). 
p=O 
Another notation of this is 
- - ( 'ilh(w) ) Ufi(w) = FT(Rq(ah)uh)(w) = (Ah(w), Ah(w + 7r/h)) fih(w + 7r/h) 
=: FT(Rq(ah))(w) · FT(uh)(w), wETih· 
For general n = 1, q > 1, wET;h, we write also 
(4.31) 
where FT(Rq(ah))(w) is a 1 x Q-matrix with components ~(w + 27rp/qh), pE[O, q), 
and FT(u1J(w) a vector with Q components fih(w + 27rp/qh), pE[O, q). 
Example 4.19 (n = 1, q = 2) 
Ah= ah*= [1/4, 1/2, 1/4]h, 
Ah(w) = ~ + ~ cos(wh) = cos2(wh/2), 
2 2 
A1i(w + 7f /h) = sin2 (wh/2), 
FT(Rq(ah))(w) = (cos2(wh/2), sin2 (wh/2))· 
Example 4.20 (n = 2, q = 2) 
Ah= ah* = [ 1/8 ~~~ 1/8] , 
1/8 h 
Here ~(w) = ~ cos2(w1h/2) + ! cos2(w2h/2), and analogously we find ~(w1, W2 +7r/h), 
Ah(w1 + 7r /h, w2) and A,i(w1 + 7r /h, w2 + 7r /h). Thus, we find 
( 
cos2(w1h/2) + cos2 (w2h/2) ) 
i cos2 (w1h/2) + sin2 (w2h/2) 
FT(Rq(ah))(w) =; sin2(w1h/2) + cos2 (w2h/2) . 
sin2 (w1h/2) + sin2(w2h/2) 
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Definition 4.21 Let UHElH(;E/_J) be a gridfunction defined on ;Eji, then its flat q-
prolon_qation P~uH, qEEn, is the gridfunction uh, h = H/q, uhElh(E'f:), defined by 
uh(jh) = (PqouH)(jh) = { uOH(kqh), if j = kq, 
otherwise. 
One can easily verify the following 
Theorem 4.22 
Proof: The proof is left as en exercise. D 
(4.32) 
( 4.33) 
The interpretation of this theorem is that ith(w) is the periodic continuation of Ufi(w), 
except for the factor 
-n Q-1 q = . 
Analogous to definition 4.18 any homogeneous q-prolongation can be described in terms 
of a Toeplitz operator Ah= ah*: 
( 4.34) 
Example 4.23 Linear interpolation in one dimension {n = 1, q = 2} 
ith(w) = FT(AhP~u11)(w) = ~(w)FT(P;u11)(w) 
= q-1 ~(w)U[{(w) = ~(1 + cos(wh))Uli(w) = cos2(wh/2)U"jj(w), wETl. 
2 
(Notice that for U/i, originally defined on Tk, now its periodic continuation on Tl is 
used.) We can write this also as 
F .... T(u ) _ ( cos2(wh/2) ) _ h - sin2(wh/2) UH' 
Analogous to ( 4.31) we introduce the notation 
(4.35) 
Here FT(Pq{a.1i)) is a Q x 1- matrix, given by 
Ah(w) 
' WET;, 
and FT(1th)(w) a Q-vector. 
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4. 9 The order of a restriction or a prolongation 
In the previous section we saw that a restriction or a prolongation could be associated 
with a gridfunction ah, an operator Ah or its FT ~(w). Such a FT is a trigonometric 
polynomial in e = wh. If there is no possibility of confusion in this section we write A(O) 
instead of Ah(w) (for restrictions) or ~Ah(w) for prolongations. 
Definition 4.24 The (primary} order or low-frequency order of a prolongation Pq(ah) 
or of a restriction Rq(ah), is the largest number m 2 0 for which 
A(B) = 1 + 0(\0\m), for \fJ\ -t 0. 
Definition 4.25 For a given grid-coarsening factor qE~n, H = qh, the secondary order 
or high-frequency order of a prolongation Pq(ah) or of a restriction Rq(ah), is the largest 
number m 2 0 for which 
A(O + 27rp/q) = O(je\m) (\BI - o), 
for all pE[O,q)n C ~n,p #-on. 
The use of these two definitions will become clear in section 4.11 where primary and 
secondary orders play a role in the convergence of multigrid methods. We will now give a 
few examples of the computation of primary and secondary orders of some prolongations 
and restrictions. In all examples we assume q = 2. 
Example 4.26 Canonical q-restriction R~, n = 1 
Ah = ah* = [O, 1, O]h, 
A(O) = 1, hence the primary order is oo and the secondary order is 0. 
Example 4.27 Linear interpolation, n = l 
Ah =ah* = [1/2, 1, 1/2]h, 
l - 2 Q Ah(w) =cos (wh/2) (see example 4.23), 
l 
A(O) = cos2 (8/2) = 1 - -FJ2 + 0(04) for () - 0, 
4 
hence the primary order is also 2. 
8+1f . 1 
A(()+ 7r) = cos2(--) = sm2(0/2) = -82 + 0(04 ) for e - 0, 2 4 
hence the secondary order is also 2. 
Example 4.28 Linear interpolation, n = 2 
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1/2 
l 
1/2 
1/2 l 
1/2 h 
We write hw = ( </>, 8) and find 
4A(,1., 8) = 1 + leiifr + le-iifr + lei8 + lci8 + +lei(<f>-8) + !e-i(</>-8) 
'j/, 2 2 2 2 2 2 
= 4 cos((} /2) cos( </>/2) cos( ( </> - 0)/2). 
Expanding A( </J, 0) in a Taylor series yields 
A(</>, 8) = (1 - H~J2 + 0(1014)). (1 - Ht)2 + O(l</>14)). (1 - i(~)2 + O(I</> - 014)) 
= 1 - !( 82 + </>2 - <f>O) + 0( ( </>, 0)4), for ( </J, 0) -+ 0 . 
We conclude that the primary order of linear interpolation in two dimensions is 2. For 
the higher harmonics we find 
1 
A( 7r - </>, 0) = -( O</> - </>2) + 0( ( </>, 0)4), for ( </>, 0) --+ 0, 
4 
and similar expressions for A(</>, 7r - 0) and A( 7f - </J, 7f - 0). We conclude that the 
secondary order is 2. 
Remark: The same holds for the linear weighted restriction (7-point restriction). 
Example 4.29 Bilinear interpolation, n = 2 
Ah= ah* = [ ~j~ 1{2 ~j~ l 
1/4 1/2 1/4 h 
4A(</>, 0) = 1 +lei</>+ le-it/>+ lei8 + le-io+ 
+ fei(<f>-8)2 + le-i(~-8) + lei(</>+8) + le-i(</>+8) 
4 4 4 4 
= 4cos2 (</>/2)cos2 (0/2). 
Expanding A(</>, 8) in a Taylor series we find 
A(</>,O) = (1- (~)2 + O(l</>1 4))(1 - (~)2 + 0(1014)) 
= 1-:(</>2 +lJ2)+0((</>,8)4) for (</>,0)-+0. 
4 
The primary order of bilinear interpolation is 2. Similarly we find that the secondary 
order is also 2. 
Remark: The same holds for the full-weighting (FW) restriction (9-point restriction). 
Example 4.30 Cubic interpolation, n = 1 
[ 1 9 9 1] Ah= ah*= -16' 0, 16' 1, 16' 0, -16 h. 
A(</>) = *k(</>/h) = !k(</>/h) 
= 16 [8 + 9 cos</> - cos 3<,b] 
= (1 - !C<P/2)2 + .. .)2[1 + (1 + ... )((<P/2)2 + ... )) 
= 1 + O(l</Jl 4) for </J-+ 0. 
The primary order of cubic interpolation in 1-D is 4. Similar considerations for A(7r - </>) 
yield secondary order 4. 
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Remark: One can show that also for cubic interpolation in two dimensions, both pri-
mary and secondary order are 4. 
Example 4.31 Half-weighting, n = 2 
Ati(<P/h, () /h) 
A( </J, 0) 
Ah= ah* = [ 1/8 ~j~ 1/8 l 
1/8 h 
= ! + lei<P + le-i<f> + leio + !cio 
2 8 8 8 8 
= l + 1 cos </> + 1 cos e 2 _4 4 
= ~Ah(</>/h, 8/h) 
= ! Ati(</>/h, () /h) 
= 1- i4 (</>2 + 62) + O((</J, 0)4 ) for (</>, 0)-+ 0, 
hence the primary order is 2. 
A(7r - <jJ,O) = l(sin2 (</>/2) + cos2 (0/2)) 
= i(~(</>/2)2 +1- i)2 + 0((</>,6)4) 
= 1 + i4 ( </>2 - 02 ) + 0( ( </>, 8)4) for ( </J, 8) -+ 0, 
hence the secondary order is 0. 
4.10 Fourier analysis in the case of mutual influ-
encing frequencies 
In Section 4.8 we saw that U'h(w), wETi: could also be denoted by a Q-vector FT(uh)(w), 
wET/i by taking the harmonic frequencies together 
Ul;(w) 
iih(w + 27rp/qh) (4.36) 
Consistent with this notation we also introduce the notation 
FT(Ah)(w) = diag (Ati(w + 27rp/qh)), wET;/h, pE[O, q) (4.37) 
to replace Ah(w), wETt:. 
Remark: Ati(w)U'h(w), wETi:, is now denoted as FT(Ah)(w) FT(uh)(w), wETj[. 
The above notation enables us to apply the usual Fourier analysis in the case of mutual 
influencing of harmonic frequencies. For example, let An be a Galerkin-approximation 
of Ah, i.e. 
(4.38) 
where R11 1i and Ph11 arc homogeneous restrictions and prolongations, and Ah a Toeplitz 
operator. We find 
FT(Au)(u:) = FT(R 111i)(w) FT(Ah)(w) FT(P1in)(w), (4.39) 
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where FT(RHh)(w) is the (1 x Q)-matrix and FT(Phn)(w) the (Q x 1)- matrix (cf. 
(4.31) and (4.35)). 
Similarly we find for the coarse-grid-correction (CGC) operator 
(4.40) 
the following FT: 
FT(MfG0 )(w) =I - FT(Phn)(w) FT(Lii1)(w) FT(RHh)(w) FT(Lh)(w), wETji. 
(4.41) 
For n = 2,q = 2 (hence Q = 4) (4.41) is a (4 x 4)- matrix: 
Because II U'hllL2(T,:') = lluhlll~(~i:) , we have the following relation for the norms of the 
amplification operators: 
Since there is no coupling between non-harmonic-related frequencies we also have 
(4.42) 
4.11 Requirements for transfer operators 
Let L be an ordinary differential operator of order M: 
(4.43) 
Its FT or symbol is then given by 
M 
L(w) = I: em(iw)m, (4.44) 
m==O 
(Section 4.6). Let L1i and Ln be two discretisations of L of order p on ~;: and ~ii 
respectively. Then Lh(w) is a trigonometric polynomial of degree Min w: 
( 4.45) 
where Sm is the FT of the mth order part of the discrete operator Lh. Furthermore, we 
have 
(sec (4.25)) and 
I Lh(w) - L(w)I = O(hP) for h-+ 0, 
Sm(wh)-+ (wh)m, for wh-+ 0, 
Sm(wh) = 0(1), (-7r:::; wh ~ 7r). 
We consider a fixed w and h -+ 0 and we define () = wh. 
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(4.46) 
Using the above we find: 
II ~(w) II = II !(w) + O(hP} I= 1 + O(hP)(h---+ 0), LH(w) L(w) + O(HP) 
and 
L,.((w + 27rp/qh) 
'<;""']\,f Cm ( h)m 
L.m=O (qh)= Wq 
Now we arc interested in the behaviour of the CGC-amplification factors for harmonic 
frequencies in a neighbourhood of the origin. For simplicity we restrict ourselves to the 
case n = 1, q = 2. The amplification operator for the error in one CGC-step is given by 
(4.40), its FT, J.i[!ac(w), is given in (4.41) and can now be denoted as 
ll1(B) = ( 1 O )-( ~ P(w) ) L- 1(w)(R(w) R(w+7r/h)) ( L,.(w) O ) 
0 1 P(w+7r/h) TI ' 0 £,.(w+rr/h) · 
If we assume that the primary and secondary orders of the prolongation (restriction) are 
given by m 1 and m2 (n1 and n2 ), then we find for(} --t 0: 
M(O) = ( ~ ~ ) - ( 1 ~~~~!) ) (1 + o(en1 ), O((}n2)) ( 1 +~(BP) 0(()0-M) ) 
_ ( O((}m1) + O(()ni) + O(OP) O(()nrM) ) 
- O((}m2) 1 + O(en2+m2-M) · 
It is clear that convergence requires m1 > 0, n1 > 0 and j5 > 0. Further, for () -+ 0 the 
eigenvalues of 111(8) are 
For convergence of the CGC-process n2 +m2 2:: Mis required. Further, n2 > M, m2 2:: 0 
is required for llM(B)ll to be bounded. Similarly we derive the requirements m2 2 M, 
n2 2:: 0 for 11111(0)11 to be bounded. 
43 
Chapter 5 
M ultigrid approaches for 
compressible flow 
(with B. Koren) 
5.1 The equations of compressible flow 
The efficient solution of flow problems is one of the earliest aims for multigrid methods 
[7]. Most progress in the development of multigrid has, however, been made in the field 
of elliptic partial differential equations. For the more complex equations that describe 
flow problems, the development of multigrid was hanging back. Early work was done by 
Brandt [64, 9, 8] for the Stokes equations and both the incompressible and compressible 
Navier-Stokes equations. 
Still many more attempts were made to apply multigrid ideas to improve the efficiency 
of flow computations. Assuming the absence of rotation, flows are described by the 
potential equation, which -in the interesting case of transonic flow- is of mixed hyperbolic 
and elliptic type. By the use of multigrid, substantial improvements were made in the 
solution procedures for these equations [64, 4, 26, 48, 10, 51]. 
In Section 5.3 we give a small survey of the several multiple grid approaches used for 
the solution of the Euler and Navier-Stokes equations of compressible flow. Most of the 
work has been done for problems in two space dimensions. Only recently attempts are 
made to apply rnultigrid methods to problems in three space dimensions. First we make 
some brief remarks on the equations in two dimensions and their discretisations. 
5.1.1 The Navier-Stokes equations 
On a two-dimensional domain [2* c JR2 , the two-dimensional Navier-Stokes equations, 
describing the physical laws of conservation of mass, momentum and energy, can be 
written as 
a a a 
at q + 8x F(q) + 8y G(q) = O, (5.1) 
where 
F(q) = f(q) - Re- 1 r(q), G(q) = g(q) - Re- 1 s(q), (5.2) 
and 
q = (p, pu, pv, pe?, 
f = (pu, pu2 + p, puv, puhf, 
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g = (pv, pvu, pv2 + p, p11hf, 
T = (0, Txx, T.-ry, x:Pr- 1 ('-y -1)- 18(c2)/8x + UTxx + 1!Txy)T, 
8 = (0' Txy' Tyy' K:Pr- 1 h- lt 1D(c2 )/8y + UTxy + VTyyf . 
Here p , u , v , e and p respectively represent density, velocity in x- and y- direction, 
specific energy and pressure; h = e + p/ p is the specific enthalpy. For a perfect gas 
/ is the ratio of specific heats. The unknown vector q( t, x, y) describes the state of the 
gas as a function of time and space and f and g are the convective fluxes in the x- and 
y- direction respectively. Re and Pr denote the Reynolds and Prandtl number; thermal 
conductivity is given by K:; c = /Yi! p is the local speed of sound; and 
Txx = (,\ + 2µ) 8u/ox +A fJv/oy, 
Txy =JI, (ou/8x + ov /3x), 
Tyy = (,,\ + 2f1,) 8v/8y + >. fJv,/Dx, 
\vhcrc ,,\ and /I arc viscosity coefficients. Often Stokes' assumption of zero bulk viscosity 
is used: 3). + 2p = 0. 
5.1.2 The Euler equations 
The Euler· equations are obtained from (5.1),(5.2) by neglecting viscous and heat con-
duction effects in (5.2); then 
F(q) = J(q), G(q) = g(q). (5.3) 
The time dependent Euler equations form a hyperbolic system: written in the quasi-
linear form 
the matrix 
Dq + 8 f fJq + 8g 8q = 0 
at Dq Dx 8q Dy ' 
has real eigenvalues for all directions (k1, k2). 
(5.4) 
These eigenvalues are (k 11t + k2v) ± c and (k 1u + k2'v) (a double eigenvalue). The sign 
of the eigenvalues determines the direction in which the information about the solution 
is carried along the line with direction (k1, k2) as time develops. 
Because of the nonlincarity, solutions of the Euler equations may develop discontinu-
ities, even if the initial flow (t = t 0 ) is smooth. To allow discontinuous solutions, (5.1) is 
rewritten in its integral form 
~ I 1 q d.'E dy + r ( F nx + G ny) ds = 0, 
ut. n lan for all D c D*, (5.5) 
an is the boundary of n and (nx, ny) is the outward normal vector at the wall an. 
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The form (5.5) of equation (5.1) shows clearly the character of the system of conser-
vation laws: the increase of q in D can be caused only by the inflow of q over 80.. In 
symbolic form (5.5) is written as 
qt+ N(q) = 0. (5.6) 
The solution of the weak form (5.5) of (5.1), (5.3) is known to be non-unique and 
a physically realistic solution (which is the limit of a flow with vanishing viscosity) is 
known to satisfy the entropy condition ( cf. [45, 46]). 
Interested mainly in the steady state equations, obtained by the assumption 8q/8t = 
0, we can concentrate on the solution methods for the steady Euler equations: 
N(q) = 0. (5.7) 
Notice that N can be seen as a nonlinear mapping between two Banach spaces, N : 
X-tY. 
5.2 The discretisations 
For the discretisation of (5.1) or (5.5), two different approaches can be taken. First, 
the time and space discretisations can be made at once. This leads, for example, to 
discretisation schemes of Lax-Wcndroff type. An initial state of the fluid, Qhn), defined 
on a discrete grid, is advanced over one time-step. Using a second-order approximation 
in time, this yields 
(n+l) (n) 6 ( ) 1 (6 )2 ( ) qh = qh + t qh t + 2 t % tt . (5.8) 
With the equations (5.1), (5.3) we arrive at 
where A and B arc defined by (5.4). Using various difference approximations of the 
bracketed terms in the right-hand side, different Lax-Wendroff type discretisations may 
be obtained. 
Typically this type of discretisation is made on a rectangular grid. If the domain 
0* is not rectangular, a 1-1-mapping (x, y) ~ (~,rt) between the physical domain and 
a rectangular computational domain can be constructed. Then the differential equation 
and the boundary conditions are reformulated on this computational domain. 
A property of most of these Lax-Wendroff discretisations is that, when by time-
stepping a steady state is obtained, such that q~+i) = q~\ the discrete steady state still 
depends on 6t. This is caused by the fact that the discrete term with (6t)2 in (5.8) 
does not vanish in general. 
A second approach is to distinguish clearly between the time and the space discreti-
sation by the method of lines. First, a space discretisation is made for the partial differ-
ential equation (5.6), by which it is reduced to the large system of ordinary differential 
equations (ODEs), 
(5.9) 
Now, to find an approximation of the time-dependent solution of (5.6), any method can 
be used for the integration of this system of OD Es. The solution of the steady state can 
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be computed by solving (5.9) until all transients have died out. Alternatively, we can 
avoid the ODEs (5.9) and solve the nonlinear system 
(5.10) 
by other (more direct) means. In both cases (5.9) and (5.10), we find a steady approxi-
mate solution Qh which is independent of the choice of a time step. 
For the construction of the semidiscrete system (5.9) or (5.10) on a non-rectangular 
domain Q*, again a mapping (x, y) H (~, 17) can be introduced and finite difference ap-
proximations (of an arbitrarily high order) can be used to construct a space discretisation 
of the transformed steady equation 
Another way to construct the system (5.9) on a non-rectangular grid is by a finite volume 
technique. Here, the starting point for the discretisation is (5.5). Without an a-priori 
transformation, the domain Q* is divided into a set of disjoint (quadrilateral) cells nij· 
The discrete representation qh of q is given by the values Qi;, the (mean) values of Q in 
the cell ni;. Using different approximations for the computation of fluxes between the 
cells nii, different finite volume discrctisations are obtained. A conservative scheme is 
easily obtained by computing a unique approximation for each flux over the boundary 
between two neighbouring cells. 
In order to define a proper sequence of discretisations as h ~ 0 for a non-rectangular 
grid, a formal relation between the vertices of cells nii and a regular grid can be given, 
again by a mapping (x, y) H (~, 17). If this mapping is smooth enough, it can be proved 
that for refinements h - 0 which correspond with regular refinements in (E, 17), space 
discretisations up to second order can be obtained by finite volumes. An advantage of 
the finite volume technique is that the un-transformed equations can be used, even for a 
complex region. Boundary condition information is also usually simpler for finite volume 
methods. 
With the finite volume technique, both central difference and upwind type finite vol-
ume schemes arc used. They differ by the computation of the flux between neighbouring 
cells ni,j· 
( 1) For a central difference type, the flux over a cell wall r LR between two cells with 
states q1, and Qn is computed as f*( ! (QL + qn)), where f* =kif+ k2g is the flux normal 
to r LU· On a Cartesian grid this scheme reduces to the usual central difference scheme. 
In order to stabilise this scheme, and to prevent the uncoupling of odd and even cells in 
the grid, it is necessary to supplement it with some kind of artificial dissipation (artificial 
viscosity). 
(2) For upwind difference type discretisations, numerical flux functions /*(Qi, Qn) 
are introduced to compute the flux over fin· Several functions f* are possible. They 
solve approximately the Riemann problem of gas-dynamics: they approximate the flux 
between two (initially) uniform states qi and QR· Approximate Riemann solvers have 
been proposed by Steger and Warming [68] van Leer [72], Roe [59], Osher (52, 55] and 
others. In Section 6.2 we give a description of Osher's scheme, for further descriptions 
we refer to the literature mentioned. For a consistent scheme, f*(q, q) = j*(Q), i.e. the 
numerical flux function with equal arguments conforms with the genuine flux function 
in (5.3). All these upwind flux-functions have in common that they are purely one-sided 
if all characteristics point into the same direction, i.e. f*(qi, Qn) = f*(qi) if the flow of 
all information is from left to right. More details are given in Section 6. 
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5.3 The multiple grid methods 
When a multiple grid technique is used to solve the system of nonlinear (differential) 
equations (5.9) or (5.10), we assume the existence of a nested set of grids. Usually this 
nesting is such that a set of 2 x 2 cells in a fine mesh forms a single cell in the next coarser 
one. (No staggered grids!) The coarser grids are used to effect the acceleration of a basic 
iterative (time marching or relaxation) procedure on the finest grid. 
Slightly generalising the equations (5.9) or (5.10) to 
{) 
8t qh = Nh(qh) - Th (5.11) 
or 
(5.12) 
where Th denotes a possible correction or source term, we can write the basic iterative 
procedure as 
qhn+l) +-- Qh (q~n>, Th)· {5.13) 
The usual coarse grid acceleration algorithm is as follows: starting with an approx-
imation Qhk) on the finest mesh, and some approximation q~~ on the next coarser (e.g. 
q~~ = R2h,hqt) ), first an approximate solution is found for the coarse grid problem 
N2h(Q2h) = N2h(q~~) - R(Nh(qhn) - Th), 
( cf. eq. (2.5)) and then the value qhk) is updated by 
qhk+1) = qhk) + Ph,2h(q2h - q~~) . 
{5.14) 
(5.15) 
The combination of (5.14) and (5.15) is the coarse grid correction (CGC) step. The 
solution q2h of (5.14) can be approximated e.g. by an (accelerated) iteration process on 
the 2h-grid again. 
We shall see later in this section that, besides this usual coarse grid acceleration 
procedure, the coarser grids sometimes play a different role in the acceleration process 
[50, 34]. 
As we saw in Chapter 2, a multigrid FAS cycle for the solution of (5.12) now consists 
of the following steps: 
(0) start with an approximate solution qh . 
(1) improve Qh by application of p nonlinear {pre-) relax-
ation iterations to Nh(qh) =Th . 
(2) if the present grid is not the coarsest, improve Qh by ap-
plication of one coarse-grid-correction step, where the 
approximation of (5.14) is effected by <J FAS-cycles to 
this coarser grid problem; if the present grid is the coars-
est, simply skip to (3). 
(3) improve Qh by application of q nonlinear (post-) relax-
ation iterations to Nh(qh) =Th. 
5.3.1 Methods based on Lax-Wendroff type time stepping 
A paper by Ni [50] was among the first to apply a multigrid acceleration to the (isen-
thalpic) Euler equations. He uses the following time-stepping procedure as a basic it-
eration. Starting with an initial state qhn), where the values q~j) are given at the grid 
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points, he first computes the following quantities, by means of a control volume centered 
integration method with fluxes interpolated from corner values: 
1 6t 
-2 6 x [(Fi+1,j - Fi,j) + (Fi+1,J+1 - Fi,J+i)] (5.16) 
1 6t 
-2 6 y [(Gi,j+1 - Gi) + (Gi+i,j - Gi+1,i+1)], 
F(qi:Y) etc .. 
These increments then are distributed over the mesh points, using direction-weighted 
means (cell-increments are distributed over mesh-point values): 
1 
6qij = 4 :L :L 
1=±1 k::=±l 
(n+I) _ (n) A ( ) qij - qij + uqij · 5.17 
By the use of the Jacobian matrices A and B, this distribution formula has a kind of 
upwind effect, but for transonic or supersonic cases an artificial damping is still necessary. 
Symbolically, this time stepping process (5.16)-5.17) is described as: 
(5.18) 
with cell values 
6qi + 1/2, j + 1/2 ~ -6t r . (! nx + g ny) ds /(6x 6y); 
lan;+1/2,3+1/2 
q (n+I) ·- q(n) + D "qcell h .- h h LJ. h . (5.19) 
The operator Dh is the distribution operator that transfers the cell centered corrections 
to the grid points by means of (5.17). 
The coarse grid acceleration as introduced in [50] by Ni deviates from the usual 
coarse grid scheme (5.14)-(5.15). In [50] the coarse grid correction is obtained by first 
computing corrections at coarser cells, 6q2ii11 • This can be done by restriction of 6qh 
to the 2h-grid. Then the corrections 6q2ii11 are distributed to the coarser mesh points 
similar to ( 5.17), and the coarse grid correction is interpolated to the fine grid. Thus, 
here the coarse grid correction reads 
"qcell ·- R "qcell 
LJ. 2h .- 2h,h LJ. h ' (5.20) 
q~n+l) := q~n) + Ph,2hD2h 6q~hll (5.21) 
where 1\,2" is a (bi- )linear interpolation operator. Since the coarse grid corrections are 
based on fine grid residuals, it is obvious that the possible convergence to a steady state 
yields a solution of the system (5.10). 
In the same way the correction procedure can be repeated on progressively coarser 
grids. Therefore, in (5.20), 2h should be replaced by 2mh. We notice that, in contrast 
with the usual multigrid method as described in Section 2, here the corrections on the 
different levels can be computed independent of each other. This yields the possibility to 
compute all coarse grid corrections, m = 1, ... , L, in parallel and to form the correction 
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at once [71]. When optimal use of modern multi-processor computers is to be made, it 
is also possible to perform both computations (5.18) and (5.20) in parallel 
We sec that there are still possibilities to form different variants in the Ni-type multi-
grid Euler solver. First, any other Lax-Wendroff-type time-marching procedure can be 
used for (5.18). In [11, 33]. Johnson applies the popular MacCormack scheme. Further, 
in (5.20) various restrictions, R2h,h, can be used. It transfers the values of the fine grid 
corrections to a single value for each control volume in the coarser grid. Injection of the 
correction in the main point of the corresponding cell is often used but also weighted 
averages are an obvious choice. 
Heuristically, the elucidation for the accelerating effect of the corrections (2.4) is, that 
these coarse grid corrections may move disturbances of the steady state over the distance 
of many mesh cells in one time step, whereas the accuracy of the final solution is only 
determined by the finest grid. Apparently, it is also necessary that the Lax-Wendroff 
schemes used in combination with this coarse grid correction are (by the choice of a suit-
able 6.t or otherwise) sufficiently dissipative to reduce the high frequency disturbances 
that arc present in the initial approximation and those introduced during the process 
by the interpolation in (5.15). Up to now, no complete mathematical theory has been 
developed to explain and to quantify the amount of acceleration, which is clearly found 
in the many computations that use the described method. 
5.3.2 Methods based on semidiscretisation and time stepping 
When only the solution of the steady state is to be computed, the time-accurate integra-
tion of the system of ODEs is wasteful. The convergence of (5.6) to steady state is slow. 
However, the desire to have a procedure that solves transient as well as steady state 
problems, coding convenience, or the restrictions imposed by the optimal use of vector 
computers may be a reason to prefer time-stepping methods. When no time accuracy 
is desired, many devices arc known to accelerate the integration process ( cf. [62]). For 
the solution of the Euler equations, these devices include: (i) local time-stepping, which 
means that the step size in the integration process may differ over different parts of 
the domain Sl*; (ii) enthalpy damping, where a-priori knowledge about the behaviour 
of the enthalpy over Sl* is used (e.g. h constant over Sl*); (iii) residual smoothing, (iv) 
implicit residual averaging, and ( v) implicit corrected viscosity acceleration [16] In resid-
ual smoothing and irnplicit residual averaging the fact is used that instability effects 
appear first for high frequencies, so that larger time steps arc possible when the residual 
is smooth. 
For all explicit integration methods, stability requirements set a limit to the siz;e of the 
possible time steps (CFL limits). Implicit integration procedures can be unconditionally 
stable, but they require the solution of a (nonlinear) system in each individual time step. 
An important code, based on a time-stepping method has been developed by Jame-
son, Schmidt and Turkel [29]. They use an explicit time-stepping method of Rungc-
Kutta type. This rnultistage time-stepping procedure is a specially adapted Rungc-Kutta 
method, where the hyperbolic (=convective) and the parabolic (=dissipative) parts of 
Nh(q,,) are treated separately. The Runge-Kutta coefficients in the k-stage Rungc-Kutta 
schemes (k= 3,4), are selected not only for their large stability bounds, but also with 
the aim to improve the damping of the high frequency modes. In the k stages of the 
Hungc-Kutta process, the updating of the dissipative part is frozen at the first stage. 
This saves a substantial part of the computational effort. 
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The multigrid scheme used by Jameson [28] is a FAS sawtooth cycle with q = 1. The 
restriction R21i,h (R211,1i) is defined by volume-weighted averaging of the states (respec-
tively summation of changes of states). The prolongation P1i,2h is defined by bilinear 
interpolation. The basic smoothing procedure is the "multistage time-stepping scheme". 
On the coarser grids the stability bounds for the time step, which are O(h), allow larger 
time steps. On each grid the time step is varied locally to yield a fixed Courant number, 
and the same Courant number is used on all grids, so that progressively larger time steps 
are used after each transfer to a coarser grid. As for Ni's method, the reasoning is that 
disturbances from the steady state will be more rapidly expelled from the domain fl* by 
the larger time steps. The interpolation of corrections back to the fine grid introduces 
high frequency errors, which cannot be rapidly expelled. These errors should be locally 
damped. Hence, to obtain a fast rate of convergence, the time-stepping process should 
rapidly damp the high frequency errors. 
In [32] .Jespersen announces an interesting theorem on the use of the multigrid process 
in combination with a time-stepping procedure. This theorem asserts the following. Let 
N1i(q1t) = 0 be a space discretisation of N(q) = 0, which is consistent, i.e. 
and let the time-stepping procedure be consistent in time 
If we consider the sawtooth algorithm, with q = 1, p = 0, CJ = 1, and if Ph and Rh 
satisfy an approximation property (i.e. for a smooth function q the prolongation and 
restriction in the state space arc such that PhRhq - q = O(h)), then the multigrid 
algorithm on L grids is a consistent, first-order in time, discretisation of (5.6) with time 
step 6.ttot = °2:j=I, ... ,f, 6.tj . 
This theorem formalises in a sense the heuristic reasoning that on coarser grids the 
deviations from steady state can be expelled faster by the use of larger time steps. 
This may suggest that more, say k > 1, steps on the coarser grids would improve 
the convergence even more. However, the theorem regards consistency; stability is not 
considered. In the same paper [32] Jespersen shows by an example that convergence is 
lost when a large number of relaxations is made on the coarse grid. In fact a strong 
stability condition of the form 6.t/ 6.x ::::;: O(k- 1) seems to appear. 
5.3.3 Fully implicit methods 
Most methods so far developed are based on the concept of integrating the equations (5.6) 
in time until a steady state is reached. If we are only interested in a possible solution of 
the steady state equation (5. 7) and assume that this solution is unique, we may disregard 
the tirrw-dcpendcncc completely. Further, assuming that a suitable space discretisation 
takes into account the proper characteristic directions, we can restrict ourselves simply 
to the solution of the nonlinear system (5.10) or 
(5.22) 
A !so, if the time-dependent system ( 5.11) is solved by means of an implicit time-stepping 
method in order to circumvent the stability bounds on 6.t - we have to solve systems 
(5.22) at each step time step. As soon as we mix time-dependent solution with these 
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implicit solution methods and give up time accuracy for (5.22), there is little or no 
difference between these time stepping procedures and (nonlinear) relaxation methods. 
Starting with the nonlinear system (5.22), two direct multigrid approaches are open. 
We can either apply the nonlinear multiple grid algorithm (FAS) directly to the system 
(5.22) or we may apply linearisation (Newton's method) and use the linear version of 
multiple grid for the solution of the resulting linear systems. Jespersen [31] gives an 
extensive recital of the (dis)advantages of both approaches. Both have been used with 
success for the Euler equations. 
Linearisation has been used by Jespersen [30] and Mulder [49]; the nonlinear FAS 
procedure is used by Steger [67], Jespersen [30] and Hemker-Spekreijse [65, 25] and Dick 
[15]. 
In all these papers upwind discretisations have been used. In [30, 67] the Steger-
Warming scheme is used; [49] uses the differentiable van Leer flux-splitting method; [25, 
25] use Osher's flux difference splitting, and [15] uses Lombard's flux difference splitting. 
(In [14] Dick also considers Roe's flux difference splitting for the one-dimensional Euler 
equations.) 
When Newton's method is applied for linearisation, it may be difficult to start in 
the domain of contraction of the iteration. Therefore, Mulder [49] introduces the so 
called Switched Evolution Relaxation scheme, which is a chimera of a forward Euler 
time-stepping and a Newton method: 
(5.23) 
For 6.t ----+ 0, this gives the simple time stepping procedure; for 6.t - oo, (5.23) is 
equivalent to Newton's method. In the actual computation 6.t varies, depending on the 
siie of the residual, such that (5.23) is initially a time stepping procedure and becomes 
Newton's method in the final stages of the solution process. 
In a FAS procedure, a natural way to obtain an initial estimate is -of course- the use 
of Full Multi-Grid (FMG) [8]. The initial estimate is obtained by interpolation from the 
approximate solution on the coarser grid(s). For many problems this process gives very 
good results, even if one starts with rough approximations on a really coarse grid. In the 
Sections 6, 7 and 8 we will give a more detailed description of a fully implicit multigrid 
method. 
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Chapter 6 
Multigrid for the first-order 
discretisation of the Euler equations 
6.1 The first-order finite volume discretisation 
To discretise (5.6), the domain n is subdivided into disjunct quadrilateral cells ni,j, in a 
regular fashion such that 
n = ui,j ni,j· 
We restrict ourselves to subdivisions that are topologically equivalent with simple square 
meshes, such that ni,j and ni,j±l or ni±l,j are neighbouring cells. Further we denote the 
neighbours of ni,j by niik, (k=N,S,E,W) and a common wall by riik = OiJ n Oiik· The 
boundary of nij is given by anij = uk=N,S,E,Wrijk· The restriction to this kind of 
regular geometry is not necessary for the discretisation method but leads to simple data 
structures when the method is implemented. 
By integration of (5.6) over ni,i we obtain 
~ J r q dx dy + r (! nx + g ny) ds = 0 
ut lo.i,i lso.;,; 
(6.1) 
or 
Yi; 88 Qij +I: r. Unx + gny) ds = o, t k lr;;k (6.2) 
where Vii is the volume of cell ni,j and % is the mean value of q over ni,j· Further we 
introduce the notation 
{ (! nx + g ny) ds = fijk Sijk1 
lr;;k 
(6.3) 
where Sijk is the length of rijk and fijk is the mean flux Outward ni,j OVer the side rijk· 
It is easy to see that, if ni,j and ni' ,i' arc neighbours with a common side 
then fiik = - fi'j'k'. The space discretisation of (5.6) is done according to the Godunov 
principle: the state q(t, x, y) is approximated by Qi;(t) for all ni,j and the mean fluxes 
fiik are approximated from the states in the adjacent cells. For this purpose, a computed 
flux fijk(qt, qtk) is introduced to replace fiJk· Here, qt and qtk are approximations of q 
at both sides of rijk· Thus we obtain the semi-discretisation of (5.6): 
(6.4) 
53 
and for the steady equations we obtain the discrete system of equations 
which is short for 
(Nh(qh))ij := L Sijk fijk(qt, q~k) = 0 
k 
v i,j. 
(6.5) 
Notice that Nh can be seen as a mapping between two discrete Banach spaces: Nh : 
X 11 ----* 1~i· 
If the cell nij is adjacent to the boundary of n, i.e. rijk c 6n, then a state Qijk is 
possibly not available. In that case fiJk is computed from % and the boundary conditions 
at rijk· 
The main difficulty in the discretisation of (6.3) is the construction of a proper ap-
proximation fiJk for a given % and Qijk· A possible approach is to consider the state 
q(t, .r, y) at t = t0 as piecewise constant over the cells nii and to compute (approxi-
mately) the fluxes over the walls as a quasi one-dimensional problem during a small time 
(to, t 0 + 6t), by solving the Riemann-problem for gasdynamics [20, 63]. These fluxes 
are used as fiJk(qij, qijk). Approximate Riemann-solvers have been proposed by Steger-
Warming [68], Van Leer [20, 72, 73], Roe [59, 58], Osher [53, 55] and others. An overview 
of upwind schemes has been given in [13]. 
The possible irregularity of the mesh is easily dealt with by making use of the in-
variance of the Euler equations under rotation of the coordinate system. Let the normal 
of a skew wall rijk, directed from nij to Qijk, be given by (n1, n2) = (cos </>ijk, sin <Pijk), 
then the simple local rotation 
( x' ) ( n i n2 ) ( xy ) y' - -n2 n1 
reduces the computation of fijk to the approximate solution of the one-dimensional 
Riemann problem in the x-direction, i.e. 
(6.6) 
where 
( 
~ ~] ~2 ~) 
0 -n2 n1 0 
0 0 0 1 
The function f ( . , . ) is called the numerical flux function. We sec that the quantities Sijk 
and <PiJk arc the only geometrical data about the mesh, needed to set up equation (6.5). 
Handling an irregular mesh by this finite volume approach, there is no need to introduce 
a. transformation for the equations. They remain simply in their form (5.1). Further it 
is immediately clear that -in this way- the discrete system is fully conservative, also for 
the non-uniform mesh. 
An additioual advantage of this finite volume approach is that we can easily set up 
the residual N,, ( q1i) and its linearisation dN1i ( qh) / dqh by assembling the contributions 
that arc computed for each cell wall separately. This assembling procedure is completely 
analogous to the finite element technique, where the construction of the load vector and 
the stiffness matrix is done by assembling the clement stiffness matrices. 
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6.2 Osher's approximate Riemann solver 
In these lectures Osher's approximate Riemann-solver is used for the numerical flux 
f(q0 ,q1) in (6.6). In the remainder of this section we give a short description of this 
function. In fact, we may distinguish two strongly related variants of it: the 0-(original) 
variant and the P-(physical) [25] variant. Here we restrict ourselves to the P-variant. 
The advantages of the Osher discretisation procedure can be found e.g. in [53, 55]. It is 
our experience that it yields very reliable discretisations. Its main disadvantage seems 
its supposed complexity when compared with other approximate Riemann solvers. An 
objective of our exposition is to show that the scheme can be implemented in a simple 
and straightforward way. Further, we need this description for reference and to show (in 
Section 6.4) how its linearisation is obtained. 
According to Osher, the numerical flux function in (6.6) is defined by 
where Jfq(w)I is the absolute value of the matrix fq(w), as defined by 
lfq(w)I := R I A I R- 1. 
(6.7) 
Here I A I is the diagonal matrix of the absolute values of the eigenvalues>. of fq( w). These 
eigenvalues form the diagonal matrix A in the eigenvalue- eigenvector decomposition 
In ( 6. 7) the integration path is still to be defined, but we know that the matrix has a 
complete set of eigenvalues Ak viz. >. 1 = u-c, >. 2 = A3 = u, A4 = u+c, (where c = /1p/p 
is the speed of sound) and a set of 3 corresponding cigenspaces R1, R2,3 and R4. 
The integral fq~i1 lfq(w)J dw is computed along a path q = q(s), 0 S s S 1, q(O) = qo, 
q( 1) = q1. This path is divided into subpaths rk, k = 1, 2, 3, connecting the states 
CJ(k-J)/3 and qk13 . These subpaths rk are constructed such that on rk the direction of the 
path ~;2- is tangential to Rm(k), an eigenvector. Feasible choices for Rm(k) are k = 1: 
Rm(k) = R1; k = 2: Rm(k) = R2,3 ; k = 3: Rm(k) = R4. (These are the choices made in 
t.he P-variant, other choices arc made for the 0-variant.) 
The states q1;3 and q2;3 arc determined by means of the Riemann invariants w;'1(k)(q(s)), l i= 
In, l = 1, 2, 3, 4, which a.re invariant quantities along rk. These 't/Jj(q), m = 1, 2, 3, 4 are 
wi = 1/ij = v, 
n/,4 - 0 /)1 - ?' 
'f'1-~4-~, 
l 2 ~J2 = ?L + -- C, 1" - 1 
4 2 V'2 = ?L - -- c' 
'Y - 1 
wr = 'i/Jr = u, 
2 3 
'ljJ4 = 'lj;4 = p, 
(6.8) 
where z = ln(pp-,.). Thus, q1; 3 and q2; 3 are determined from q0 and q1 by the equations 
k = 1, 2, 3, l i= rn(k). 
55 
These are 8 equations for the 8 unknowns in q113 and q2; 3 . 
Expressing the state q in the dependent variables u, v, c and z, we obtain directly 
Z1/3 = Zo, Z2/3 = Z1, V1/3 =Vo, V2/3 = V1. 
Introducing a= exp((z1 - zo)/(27)), Pt/3 = P2/3 leads to 
C2/3 
C1/3 
( Z2/3 - Z1/3) - exp 21 = a, 
and we arrive at the linear system 
2 2 
U1/3 + --1 C1/3 = uo + -- co -. Wo, 1- 7-l 
2 2 
U2/3 - I _ l C2/3 = U1 - 'Y _ l C1 -· 
C2/3 = a C1/3, 
U2/3 = Ut/3· 
A meaningful solution exists as long as no cavitation occurs ("'110 > wi). 
This system is easily solved as 
1- l Wo - '111 
C1/3 = -2- 1 +a ' 
C2/3 = a C1/31 
'111 + aWo 
U1/2 := U1/3 = U2/3 = l +a U. 
The relevant eigenvalues at the points Qk/3 , k = 1, 2, 3, are 
5..o := Am(l)(qo) = Uo - Co , 
."X.1;3 := Am(l)(ql/3) = Ut/3 - c1;3, 
5..1;2 := Am(2)(q1/3) = Am(2)(Q2/3) = UJ/3 = U2/31 
)...2/3 := Am(3) ( q2/3) = U2/3 + C2/3, 
)q := Am(3)(Q1) = U1 +CJ. 
(6.9) 
(6.10) 
(6.11) 
(6.12) 
Because >. 1,4 arc genuinely nonlinear eigenvalues, Am(k) is monotonous along f k, k = 1, 3 
and Am(k)(q(s)) changes sign at most once along these rk. E.g. a sonic point q81 with 
Am(l)(q(s 1)) exists on f 1 if 5..0 5.. 1; 3 :::; 0. This sonic point is computed from the linear 
system 
Vs ='Vo' 
Zs = Zo' 
Us - Cs= 0, 
2 
U 8 +-- C8 = Wou. 7 - 1 
Similarly, a sonic point q52 is found on r 3 if A2; 3 5.. 1 :::; 0. 
(6.13) 
Along the path q(s), 0 :::; s :::; 1, Am(k)(q(s)) may change sign only at the points 
q1;3 or q2/3 and eventually at a sonic point Qsi or Q82 • 
Thus from ( 6. 7) we obtain 
(6.14) 
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+ f(qs1) (sign (1113) - sign (Xo)) /2 
+ /(Q1/3) (sign (X1;2) - sign (X1;3)) /2 
+ f(q2;3) (sign (X2;3) - sign (X1;2)) /2 
+ f(qs2) (sign (X1) - sign (X2;3)) /2 
+ f(qi) (1 - sign (X1 )) /2. 
In most cases, many eigenvalues X will have equal signs and f(q0, q1) is computed as the 
sum of only a few f(q). Further we notice that f(q0 , q1) is a continuous function in all 
X's and we sec 3.1;3 < 3.1;2 < 3.2;3. Because of this continuity we may neglect the case of 
a zero eigenvalue >. and we compute the numerical flux as 
if 10 > 0 then 
+ if Xo X1;3 < 0 then 
+ if X1;3 X112 < 0 then 
+ if X1;2 "X.2;3 < 0 then 
+ if "X.2/3 "X.1 < 0 then 
+ if "X.1 < 0 then 
j(qo) 
sign (X1;3) J(Qs1) 
f(q1;a) 
f (q2;a) 
sign (X1) f(Qs2) 
J(q1). 
(6.15) 
This expression seems rather complex. However, if the ordered sequence 10 , X1; 3, X1; 2, X2;3, X1 
can be split in two parts (possible empty), the first of which contains only negative and 
the second only positive signs, then a ij exists such that simply f(q0 , q1) = j(ij). We 
identify this state ij as the state of the gas at the cell wall. This situation occurs for the 
supersonic cases, on a sonic line and for subsonic flow. If we exclude the unlikely cases 
that u 1; 2 < 0 and u0 - c0 > 0, or u1; 2 > 0 and u1 + c1 < 0, the numerical fluxes near a 
shock arc the only ones for which f(q0 , q1) is found to be a sum of more (viz. 3) terms· 
J(q). For more details we refer to [65, 25, 66]. 
6.3 The numerical flux at the boundary 
The flux of the conservative variables fijk, at the boundary of the domain n is partially 
determined by % , the state of the flow near the boundary and partially by the boundary 
conditions. To compute the value of these fijk we determine first the state q8 = Qijk at 
the boundary bn, depending on Qij and on the boundary conditions. Then f(qij, q8 ), as 
described in Section 6.2, is used to compute the boundary flux. 
In order to see what boundary conditions are required at the boundary for a properly 
posed problem, we first consider a time-dependent one-dimensional problem on a half-line 
f) f) 
ot + axf (q) = 0, t ;::: 0, x ;::: 0. (6.16) 
In quasi-linear form we write (6.16) as 
Qi + A ( q) Qx = 0 , (6.17) 
where A(q) = df /dq. 
For the hyperbolic system (6.17), a complete set of real eigenvalues A(q) and linearly 
independent eigcnspaccs R( q) exists and we obtain 
(6.18) 
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Assuming the existence of a w(q) such that 
dw = R-1( ) 
dq q ' (6.19) 
we find the uncoupled system 
Wt +A(w) Wx = 0. (6.20) 
Clearly, for any component Wi for which Ai~ 0, the value wi(t, 0), t ~ 0, is determined 
by wi(O, x), x ~ 0. For these components the characteristics leave the domain x > 0 
. However, for components for which Ai > 0, characteristics enter the domain and 
boundary conditions are to be given; i.e. for each >.i > 0 a boundary condition Bi(w, t) = 
0 is required and the complete set of conditions should yield a non-singular dBi / dwi for 
all variables Wj for which Aj > 0. Returning to the original dependent variables q, this 
means that a set of boundary conditions Bi(q, t) = 0 is required such that 
(6.21) 
is non-singular. 
R( q) = dq / dw is the set of right eigenvectors of A( q) and { dq / dwi I Aj > 0} = R+ ( q) is 
the rectangular matrix of eigenvectors corresponding to the positive eigenvalues. 
We notice that, for the discretisation of the two-dimensional problem (5.6) near the 
boundary, the boundary conditions arc considered as locally one-dimensional. This is 
completely consistent with the discretisation over internal cell walls as treated in Section 
6.2. 
To satisfy the boundary conditions in the discrete equations (6.5) we determine QB, 
the state at the boundary, such that it satisfies the boundary conditions, i.e. B( qB) = 0, 
and the equality . 
fijk = f(qn) = f(qB, Qij) · 
In view of (6.7) the equality (6.22) implies 
1% fq(w) dw = [% I fq(w) I dw, qn }qn 
(6.22) 
(6.23) 
i.e. Qu should satisfy the boundary conditions and should be connected with % by a 
path q( s) such that 
Am(k) (q(s)) ~ 0. (6.24) 
Such a path can be constructed again as a sum of subpaths along eigenvectors, as de-
scribed in Section 6.2 for Qij and Qijk· Now only the eigenvectors corresponding to the 
positive eigenvalues can be used and the number of subpaths depends on the type of 
the boundary conditions (i.e. depends on the number of ingoing characteristics). The 
Pndpoints of rk arc computed by rneam; of the Riemann invariants (as in Section 6.2) 
and the boundary data. 
6.4 The linearisation of Osher's scheme 
Both in the case of a complete linearisation of the discrete system (6.5) as well as in the 
case where only local linearisation is applied in a nonlinear relaxation method, we need 
convenient expressions for dNh(Q1i)/dq1i. From (6.5) we obtain 
58 
8(Nh(qh))ii 
OQzm 
Sijk 8q~jk fijk(Qij, Qijk) 
0 
if Slim = nijk, 
otherwise . 
(6.25) 
(6.26) 
(6.27) 
Now, in view of (6.6), the computation of dNh(Qh)/dqh reduces to evaluations of 
A matrix dNh(Qh)/dqh can be assembled per cell wall as explained for Nh(qh) in Section 
6.2. 
If in (6.25) Qijk = q8 is a boundary state, then a relation Qijk = q8 (qii) exists and the 
corresponding term in (6.25) is to be read as 
(6.28) 
= Sijk d:ij { r- 1 J( Tqij, Tqn(Qij))} 
= Sijk y-i f(o)(Tqij, TqB) T + Sijk r- 1 Jfo(Tqiii Tqn) T ddqB . Qij 
Here T denotes Tijk as in eq. (6.6). The derivatives dq8 /dqii depend on the type of 
boundary condition and are derived in each case from the relations q8 (Qij) as described 
in Sect.ion 6.3. 
We noticed already that the integration paths are easily expressed in the dependent 
variables u, v, c and z. The numerical flux and its partial derivatives arc also conveniently 
expressed in these variables. The flux vector f = (pu, pu2 + p, puv, u(E + p) f is found 
as a function of q = (c, u, v, z f by noting that 
In these variables the .Jacobian matrix of the ftux 
df &(pu, rnt2 + p, puv, u(E + p)) 
dq 8(c, u, v, z) 
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reads 
( 
f3pu/c p 0 -f3pu/2 ) 
! '( ) _ df _ f3p(u 2 + c2)/c 2pu 0 -f3(pu2 + p)/2 
q - dq - f3puv/c pv pu -/3puv/2 
f3u(E + p + pc2 )/c pu2 + E + p puv -f3u(E + p)/2 
where f3 = 2/('Y - 1). In terms of this matrix, from (6.15) follows 
then 
+if Xo A1;3 < 0 then 
+ if X1;3 X1;2 < 0 then 
+ if X1;2 X2;3 < 0 then 
f'(qo) 
. (- ) J' ( ) 8qsl sign >..1;3 Qs1 -8 Qo 
± !'( ) 8q1;3 Ql/3 -!l-
uqo 
'( ) 8q2;3 ±f Q2;3 - 8-. Qo 
(6.29} 
(6.30) 
The derivatives 8q/8q0 , q = q81 , q1; 3 , q2; 3 , are derived from the differentiable relations 
(6.9)-(6.13). The explicit expressions are found in [25] and [65]. 
In this way the matrices f(o)(qo,Q1) and /(n(qo,Q1) are readily computed. It appears 
that both Jacobians are continuous functions of q0 and Q1 as long as X1;2 = u1;3 = u2;3 i= 
0. An efficient implementation is possible; for this it is profitable that the fluid state is 
(remains) expressed in the state variables c, u, v and z. 
6.5 Multigrid iteration 
In order to solve (6.5), we first generalise the problem slightly to 
(6.31) 
We use iteration with the full approximation scheme (FAS). For this we need a sequence 
of discretisations 
with ho > hi > ... > h1 = h . 
For the mesh width hi-l we take hi-I = 2 hi. For an irregular mesh we delete each 
second line of mesh points to obtain the coarser grid. 
As explained in Section 2, one FAS cycle for the solution of (6.31) consists of the steps: 
start with an approximate solution Qh; improve Qh by application of p nonlinear (pre-) 
relaxation iterations to Nh(q1i) = rh; compute the residual Nh(qh); find an approximation 
of Qh on the next coarser grid, say q2h· (Either use a restriction q2h = R2h,hQh, or use 
another previously obtained approximation q21i ); compute 
approximate the solution of 
N21i(Q2h) = T2h (6.32) 
hy application of a FAS cycles. The result is q21i; correct the current solution by 
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improve Qh by application of q nonlinear (post-) relaxation iterations to Nh(qh) = rh. 
The steps (2)-(6) in this process are the coarse grid correction. These steps are 
skipped on the coarsest grid h0 . For the solution of the nonlinear system (6.5), FAS 
iteration is simply applied with Th = 0 on the finest grid. During the FAS iteration, on 
the coarser grids, non-zero right-hand sides appear in (6.32). 
In order to complete the description of the FAS-cycle we need to be explicit about: 
(1) the choice of the operators N 2h, Ph,2h, Rzh,h and eventually R2h,hi 
(2) the FAS strategy, i.e. the numbers p, q, er; 
(3) the nonlinear relaxation method. 
6.5.1 A nested sequence of Galerkin discretisations 
For the operators Ph,Zh and R 2h,h we make a choice that is consistent with the concept 
of our finite volume discretisation. This discretisation is essentially a weighted residual 
method, where the solution is approximated by a piecewise constant function (on cells 
ni,j) and where the residual is weighted by characteristic functions on all ni,j· From this 
point of view, it is natural to use a piecewise constant interpolation for Ph,Zh and to use 
addition over suhcells for R 2h,h· Notice that R2h,h = Pl,2h. With these choices it is clear 
that 
(6.33) 
i.e. the coarse grid finite volume discretisation is a formal Galerkin approximation of 
the fine grid finite volume discretisation. Using (6.33) on all different levels we obtain 
a nested sequence of discretisations, i.e. the following scheme of operators and spaces is 
commutative. 
x N y 
----------
·· 11 ~ 1~ 
y h 
XH NH y 
-------- H 
Figure 6.1: Nested sequence of discretisations 
The effect of the Galerkin approximation N 2h = R2h,h Nh Ph,2h on the approximate 
solution ii.h obtained after a coarse grid correction is the following. If we take q2h = 
R2h,h Qh in step (3) of the algorithm, with R 2h,h such that R2h,h Ph,2h = I2h is the identity 
operator on X 2h, and if (6.32) is solved exactly, then 
R2h,h [ Th - Nh Ph,2h R2h,h Qh] 
= R2h,h [ Nhqh - Nh Ph,2h R2h,h Qh] , 
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or, for the restriction of the residual 
R21i,h [ rh - Nh(qh)] (6.34) 
= R2h,h [(Nhqh - Nh Ph,2h R2h,h Qh ) - (Nhifh - Nh Ph,2h R2h,h iih )] . 
In the neighbourhood of a solution, the difference qh - iih will be small and Nh will 
approximately behave as a linear function: the restriction of its residual will be very 
small, viz. 0 (J\qh - <lhll2 ). For a smooth operator Nh, this implies 
Because R2h,h is an addition over 4 neighbouring cells, this means that the restriction 
of the residual mainly contains high frequency components. A small restriction of the 
residual means that possible large residuals over neighbouring cells cancel: the residual 
is rapidly varying. Local relaxation methods should be able to eliminate such residuals 
efficiently. 
6.5.2 Multigrid strategy 
Experience with multigrid algorithms in another context makes it plausible that p = 
q = (}" = 1 is a good choice for a strategy. This is the choice mainly used in our 
experiments. Other choices with small values for p , q and (}" can be made. What is 
best depends much on the relaxation used, and research can be made seeking the most 
efficient combination. Up to now, it appears that different (p, q, (}")-strategies are not 
much different in efficiency. Usually a smaller convergence factor is compensated by a 
corresponding amount of additional work. 
6.5.3 Relaxation 
Clearly, whether a sequence of Galerkin approximations is used or not, the important 
feature for a relaxation method in a multiple grid context (both linear and nonlinear) is 
its capability to damp the high frequency components in the error (or in the residual). 
Therefore the difference scheme should be sufficiently dissipative. The first-order upwind 
schemes usually arc. An advantage of these schemes over central differences is that this 
numerical dissipation is well defined and independent of an artificial parameter for the 
added dissipation, which is necessary for the central difference schemes. 
For the relaxation method we may consider several alternatives. For nonlinear multi-
grid methods they are all of the collective Gauss-Seidel (GS) type, where for each cell the 
4 variables ( 1t, v, c, z) are recomputed simultaneously. For the solution of these nonlinear 
4 x 4 systems, one or more steps of a Newton-iteration are used until the local residual 
is reduced below a specified amount. In almost all cases it appeared most efficient to 
take this tolerance so crude that no more than one iteration step per point (=volume) 
is performed. 
Possible relaxations are: (1) LEX: GS-relaxation with lexicographical ordering; (2) 
SGSl: symmetric Gauss-Seidel from North-West to South-East and vice versa; (3) SGS2: 
the same from North-East to South-West; (4) RB: using a checkerboard ordering of the 
points. 
In almost all cases the same relaxation can be used in both step ( 1) and (7) of the 
algorithm. Another good choice is SGS3: to use SGSl for the pre- and SGS2 for the 
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post-relaxation. In [24] we compared some of these relaxations in combination with a 
uniform grid. There also the effect of other strategies (p, q, a) was considered. For a 
standard model problem and a non-uniform grid, results of such a multigrid procedure 
arc shown in Fig.8.1-8.3. 
The smoothing behaviour of these relaxations can be analyzed by Local Mode Anal-
ysis. Here we should notice that the smoothing factor as used for common elliptic prob-
lems, has no significant meaning for the Euler equations because we have to take into 
account characteristic (unstable) modes. A local mode analysis should follow more the 
lines used for elliptic singular perturbation problems, cf. e.g. [37]. Jespersen [30] has 
published some results. He shows that for a subsonic and a supersonic case SGS has a 
reasonably good smoothing behaviour, when applied to a first-order scheme. Of course, 
the non-symmetric GS relaxation is only effective if the direction of the relaxation suffi-
ciently conforms with the direction of the characteristics. If we study plots of reduction 
factors obtained by Local Mode Analysis (spectral radii, or norms for the error/ residual 
amplification operator), e.g. when SGS is applied to the Euler equations, we see that 
two SGS sweeps are usually sufficient for a significant reduction of the high frequencies 
[Hemker, unpublished results]. For second-order schemes the smoothing rates are not 
satisfactory. 
6.5.4 Initial estimates 
For the nonlincar multigrid as described above, it is important to start with reasonably 
good initial estimates. Since we do not want to provide sophisticated a priori estimates, 
we can use the FMG technique to compute the estimates. 
In many cases, in the FMG-mcthod a very crude initial estimate on the coarsest grid 
is used, e.g. a uniform fiow satisfying the inlet and outlet boundary conditions. To obtain 
a first estimate on each finer level, first the solution on the coarser grid is improved by 
a single FAS cycle and then the approximation is interpolated to the finer grid. These 
steps arc repeated on the finer levels until the finest level has been reached ( cf. Section 
2.3). 
The interpolation used to obtain the first guess on each level should be of high 
enough order to comply with the accuracy of the discretisation. In our case, where the 
discretisation is of first order, the first-order prolongation Ph,2h as used in the Galerkin 
approximation is not accurate enough, and a second-order bilinear interpolation is nec-
essary. 
6.6 Conclusion 
For transonic computations [24, 25, 39, 42] we have seen that real multigrid efficiency 
can be obtained for the steady Euler equations, i.e. the rate of convergence for FAS 
iteration is large (:::::: 0.3 per FAS-cycle) and almost independent of the number of cells 
in the mesh. A good sequence of discretisations is obtained by the consistent use of the 
finite volume technique. It yields a conservative discretisation and it prescribes both the 
prolongations and the restrictions for the multigrid algorithm. The result is a nested 
sequence of Galerkin discrctisations. 
Probably the most important ingredient in the finite volume discretisation is the 
choice of a good numerical fiux function. A slight variant of Osher's approximate 
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Riemann-solver appears to be a very reliable choice. The reason for its excellent perfor-
mance might be the fact that it allows a completely consistent treatment of the interior 
and the boundaries of the domain. Both at the domain boundaries and in the interior, 
the appropriate Riemann invariants are used to transfer information over cell bound-
aries. Further, the numerical flux has smooth derivatives, which avoids problems when 
Newton's method is used in the relaxation. 
By the use of the FMG technique, sufficiently accurate initial estimates could be 
obtained (for about the work of 1/3 FAS-cycle). For some interesting problems [25, 39], 
only a single FAS iteration (with p = q = f7 = 1, SGS3-relaxation) appears to be 
sufficient for obtaining truncation error accuracy. This means that these (non-isenthalpic 
and non-isentropic) steady Euler problems can be solved by an amount of work that is 
equivalent with about (4/3) x 2 nonlinear symmetric Gauss-Seidel relaxations sweeps. 
Chapter 7 
Defect correction for higher order 
Euler computations 
7 .1 Second order discretisation 
The first-order discretisation discussed in Section 6.1 has a number of advantages: it is 
conservative, monotonous and it gives a sharp representation of discontinuities (shocks 
and contact discontinuities), as long as these are aligned with the mesh. Further it allows 
an efficient solution of the discrete equations by a multigrid method. Disadvantages are: 
the low order of accuracy (many points are required to find an accurate representation of 
a smooth solution) and the fact that it is highly diffusive for oblique discontinuities (the 
discontinuities arc smeared out over a large number of cells). For a first-order (upwind) 
scheme these arc well-known facts and it leads to the search for higher-order methods. 
A key property of the discretisation, that we want to preserve in a second-order 
scheme, is the conservation of q, because it allows discontinuities to be captured as weak 
solutions of (5.1) and avoids the necessity of a shock fitting technique. Therefore, we 
consider only schemes that are still based on (6.5), and we select fiik(qt, qtk) that yield 
a better approximation to (6.3) than (6.6). 
The higher-order schemes can be obtained in two different ways. Higher order in-
terpolation is used either for the states (i.e. in Xh) or for the fluxes (i.e. in YiJ The 
first approach, also called the MUSCL approach, is used e.g. in [2, 12, 73] the second in 
[54, G7]. In the first case, in (6.5) qt and qtk arc obtained by some interpolation from 
q,, ={ Qij }. In the latter, fiik(qt, qtk) is obtained from fiik(qt, qtk) U fiik(qt, qt). In the 
following we restrict ourselves to the MUSCL approach. 
From the point of view of finite volume discretisation, a straightforward way to form 
a more accurate approximation is to replace the first-order approximation (6.6) by a 
second-order one. Instead of the piecewise constant approximation ij(x, y) over cells, we 
may consider a piecewise bilinear function ij(x, y) on a set of 2x2 cells (a superbox). 
Such a superbox on the h-level corresponds with a single cell at the 2h-level. Over 
the boundaries of the supcrbox ij(x, y) can be discontinuous; in the superbox ij(x, y) is 
determined by q2i,Zj, q2i+I,zj, q2i,2i+ 1 and q2i+ 1,2i+ 1 . Using such a bilinear function, we 
S<'e that the central difference approximation is used for flux computations inside the 
superboxes; at superbox boundaries interpolation is made from the left and the right 
aud the approximate Riemann solver is used to compute the flux at the boundary. We 
denote the corresponding discrete operator by Nf It is easily shown that this superbox 
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scheme is second-order accurate in the sense that 
- s - 2 R2h,h (Nh (Rhq) - RhN(q)) = O(h ) . 
Instead of the finite volume superbox scheme, we can also adopt a finite difference 
approach. Interpolation from the left (right) can be used to obtain a value q~ik (q[;k) at 
the left (right) side of all walls Gijk· The simplest second-order scheme is the central 
differencing scheme. Here the interpolation is done irrespective of a particular charac-
teristic direction. Central differencing yields f ( q0 , Q1) = f ( ( q0 + q1) /2) for the numerical 
flux function. (So, it makes no distinction between left and right side.) In contrast with 
the first-order schemes, the central difference scheme is under-diffusive, which may lead 
to instabilities. When a central scheme is used alone, an artificial additional diffusion 
(dissipation) term is added to stabilise the solution [62, 27]. 
To improve the stability behaviour, it is better to take into account the domain 
of dependence of the solution (the direction of the characteristics) and to distinguish 
between interpolated values from the left and from the right at a cell wall. For simplicity 
of notation we shall exemplify this only for the 1-D case. Generalisation to 2-D is 
straightforward. 
In 1-D , eq.(6.5) reduces to 
(7.1) 
where /i+1/2 = f(q!+1/2' qi+1;2)· 
We define !lqi+I/2 = qi+ 1 - Qi and find the second-order upwind interpolated values 
from the left and from the right respectively 
(7.2) 
r 1 A 
qi+l/2 = Qi+l - 2 uqi+~ · 
Notice that on a non-equidistant grid, with these simple expressions, second-order accu-
racy is guaranteed only if the grid is sufficiently smooth. 
Although other instability problems may arise [39], stability properties of these onc-
sidc<l approximations are better than for central approximations, but still monotonicity 
is not preserved. The usual way to force the monotonicity is to introduce a limiting 
function 'ljJ [70, 65], and to interpolate by 
(7.3) 
r 1 .1,r /:l 
qi-1/2 =qi - 2 'Pi-1/2 Qi+l/21 
where 'l/Jl = 'l/J(R) and '1V = 'l/';(1/R) are chosen, depending on R = 6.qi+i/2/ !lqi-i/2 , such 
that q!_ 112 lies between Qi-l and Qi, and qf+ 1; 2 between Qi and Qi+i, (cf. [70, 65] ). One 
possible choice is the Van Albada limiter [1, 65]. 
R2 +R 
'l/J(R) = R2 u. 
' + 1 
Van Leer [73] proposes a linear combination of the one-sided and central interpolation. 
Parametrised by ,.,, we obtain 
(7.4) 
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q";,_1/2 =qi - ~ [(1- K)Liqi+l/2 + (1 + K)~qi-1/2] · 
This general formula contains for instance: ("' = -1) the one-sided second-order scheme 
(7.2); (K = 0) Fromm's scheme; ("' = 1/3) a "third-order" upwind biased scheme; and 
(K = 1) the central difference scheme. (Notice that the "third-order" scheme is third-
ordcr consistent in a 1-D situation; in 2-D the scheme is second-order accurate. In 1-D, 
the superbox scheme, NK, corresponds to the use of K = +1 for odd i, and K = -1 for 
even i. 
The interpolation (7.4) is well defined in the interior cells of the domain. In the cells 
near the boundary 80.*, one of the values LiQi±t/2 is not defined, by the absence of a 
value Qi corresponding to a point outside 0.*. Here a different approximation should be 
used. In our computations we set Liqi+1;2 = Liqi-l/2 at the cell ni near the boundary. 
This corresponds with the "superbox" approximation for these cells. For the superbox 
scheme and for the scheme (7.4), with different values of r;,, results are shown in [39]. 
Some of them arc also shown in Fig.8.4-8.9. The second-order surface pressure distribu-
tions in Fig.8.9 are preceded by first-order distributions (Fig.8.8). (Notice the very fast 
convergence for the latter.) 
Thus, with the MUSCL approach we have constructed a second-order accurate semi-
discretisation of (5.6) 
(7.5) 
7.2 The solution of the second-order discrete sys-
tem 
One possibility to find the solution of the steady state equations 
(7.6) 
is to take an initial guess and to solve the semi-discretised equation (7.5) for t -t oo, i.e. 
to compute the time dependent solution qh(t) until initial disturbances have sufficiently 
died out . .Just as for the first-order discretised equations, we take the other (fully implicit) 
approach and try to solve the system 
(7.7) 
directly. 
However, if we try to solve the second-order discretisation (7.6) in the same manner 
as we do the first-order equations, we may expect difficulties because the nonlinear 
equations (7.6) arc less stable. The second-order discretisations are less diffusive, and 
(as already mentioned) in the case of central differences clearly "anti-diffusive". This 
may lead not only to non-monotonous solutions, but it can also cause a Gauss Seidel 
relaxation not to reduce the rapidly varying error components. 
A local mode analysis of smoothing properties of GS relaxation for first- and second-
ordcr upwind Euler discretisations can be found in [30]. There, the Hux splitting upwind 
scheme of Steger and Warming [68] is analyzcd, whereas we apply Osher's scheme. Nu-
merical evidence that convergence for the relaxation process of a second-order upwind 
procedure is slower than for a first-order scheme, is also found in [49, 7 4]. Here van 
Lcer's flux splitting scheme [72] was used. 
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To obtain second-order accurate solutions, we do not try to solve the system Nl(qh) = 
0 as such. We use the first-order operator Nl to find the higher-order accurate approxi-
mation in a defect correction iteration 
N~(qh1)) = 0, 
N~(qii+ 1)) = N~(qhi)) - N~(qii)). 
(7.8) 
(7.9) 
If the problem is smooth enough, the accuracy of Qki) is of order 2 for i ~ 2 (Theorem 
2.2). If the solution is not smooth (higher-order derivatives are dominating), there is 
no reason to expect the solution of (7.6) to be more accurate than the solution of (7.8). 
Nevertheless, in [21, 39, 38] evidence is given that a few defect correction steps may 
improve the solution considerably. This is also shown in Fig.8.8-8.9. 
In fact we may use qii+l) - qii) as an error indicator. In the smooth parts of the 
solution qi1> - qil+i) = O(h), qh2) - qh2+i) = O(h2); where these differences are larger, e.g. 
0(1), the solution is not smooth (relative to the the grid used). Then grid adaptation 
is to be considered rather than the choice of a higher-order method, if a more accurate 
solution is wanted. Equation (7.9) describes an iterative process, in which a first-order 
system has to be solved (iteratively) in each step. In practice the inner iteration is 
restricted to a single cycle. In Fig.8.6, it is shown that this is an efficient procedure. 
In a multigricl environment, where solutions on more grids are available, it is nat-
ural also to consider other approaches to compute higher-order solutions, such as (1) 
Richardson extrapolation; (2) r-extrapolation; or (3) Brandt's double discretisation. 
The two extrapolation methods can be well used to find a more accurate solution 
if the solution is smooth indeed [21]. A drawback is that these methods rely on the 
existence of an asymptotic expansion of the (truncation) error for h ~ 0, and -globally-
no a-priori information about the validity of such assumption is available. Another 
disadvantage is that the accurate solution (for Richardson extrapolation) or the estimate 
for the truncation error ( r-cxtrapolation) is obtained at the one-but-finest level and no 
high resolution of local phenomena is obtained. Whereas we want not only a high order 
of accuracy, but also an accurate representation of possible discontinuities, it is advised 
to use Richardson extrapolation (only) as a cheap means to find a higher-order initial 
estimate for the iteration process (7.9). 
Since the evaluation of Nl(qh) is hardly more expensive than the evaluation of N1! (qh), 
the costs to compute the defect in (7.9) is of the same order as the evaluation of the 
relative truncation error T2h,h(qh) = Nih(R2h,hqh) -R21i,1iNl(q1t). This makes us to prefer 
(7.9) to 7-cxtrapolation. See [42] for some numerical results. 
Having both a first- and a second-order discrete operator at our disposal, Brandt's 
double discretisation [8] seems another efficient way to find a second-order accurate 
solution. However, we have bad experience in applying it to the Euler equations. In par-
ticular when solving (contact) discontinuities. Using the Collective SGS relaxation and a 
second-order scheme based on (7.4), we experienced serious problems in the computation 
of the numerical fiuxcs, caused by virtual cavitation of the flow. Our explanation is the 
following. In Brandt's double discretisation each iteration cycle consists of a smoothing 
step towards the solution of Nl ( qh) = rJi, and a coarse grid correction step towards the 
solution of N,;(qh) = rl. At a discontinuity, the differences between the results after the 
first and the second half-step may be considerable. In our case these differences resulted 
in such large differences in values for qt and qtk, that the numerical flux fijk(qt, qfjk) 
could not. be properly evaluated. (The solution of the Riemann problem with the two 
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states qt and qtk shows cavitation.) 
7.3 The complete multigrid algorithm 
We aim at the efficient computation of the approximate solution Qh of the Euler equa-
tions for a given mesh and we assume that also L coarser meshes exist. We denote the 
level of refinement by i and the approximate solution at level i by Q(i) = q2cL-%· The 
coarser grids, iL, are not only used for the realisation of FAS-iteration steps as described 
in Section 6.5, but also for the construction of the initial estimate for the iteration pro-
cess. The algorithm used to obtain the initial estimate and further iterands in the defect 
correction process is as follows: 
(0) start with an approximation for Q(o) ; 
( 1) for i from 0 to L - 1 do 
(la) for j from 1 to ki do FASCYCLE (N(~) Q(i) = 0) 
enddo; 
(lb) Q(i+I) := P?+i,iQ(i); 
(1) enddo; 
(2) for j from 1 to kL do FASCYCLE (Nh> Q(I,) 0) 
end do; 
(3) Q(l,) := Q(L) + Pf,L-1 (Rl-1,L Q(L) - Q(L-1)) ; 
( 4) ford from 1 to dcps do 
(4a) T(L) := Nh)(Q(L)) - N(L)(Q(L)) ; 
(4b) for j 1 kd do FASCYCLE (N/r,) Q(L) = ru,)) 
enddo; 
(4) enddo; 
Stage (1) is an FMC process to obtain a first-order accurate initial estimate at level 
L. The prolongation P?+i,i is a bilinear interpolation procedure and, hence, accurate 
enough to retain the first-order accuracy on the finer mesh. Asymptotically, the dis-
cretisation error for Q(i) is bounded by C h(i) = 0(21-ih) for h(D) = h ~ 0. Now 
theorem 2.2 shows that, for a fixed ki = k at all levels, the iteration error at level i 
is ~ Ch(i) /Lk /(I - 2µk), where /L is an upper bound for the FAS-convergence factor. 
Therefore, to obtain a first-order accurate solution, for iteration (la) it is not necessary 
to reduce the iteration error in Q(i) by a factor much smaller than /Lk ~ 1/3. This means 
that a single FAS step as described in section 4 may be sufficient (i.e. k = 1). Not being 
sure about the validity of the asymptotic assumption, we set ki=2, i=l,2, ... ,L. Stage (2) 
is the FAS-iteration to obtain the solution to N~ ( Qh) = 0 up to truncation error accuracy. 
Stage (3) is a Richardson extrapolation step to find a second-order initial estimate for Qh· 
The prolongation P;;,L-I and the restriction Rl-l,L are piecewise bilinear interpolation 
over superboxcs and averaging over cells, respectively, so that Rl_1 iPf L-l = h-1 is 
the identity, and P{ 1,_ 1R},_ 1 1, is a projection operator. With the asy~pt~tic expansion 
' , 
for the error in Qh as 
Qh = R1i<J + JiP Rh e + O(hP+ 1), (7.10) 
where q is the exact solution, we obtain for p= 1 the second-order extrapolation 
(7.11) 
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We find the extrapolated value of qh in (3) as the sum of (7.11) and (Ii-Pli- 1RL1 i)qh E Ker(R2h)· 
We notice that formally the approximation of q(L) after stage (3) is still O(h), unless 
q(I,-I) is an O(h2) approximation, and stage (2) can reduce the (smooth) error compo-
nent R1ie by a factor O(h ). Nevertheless, we see in practice that already for small values 
of ki, i = 1, 2, ... , L, the Richardson extrapolation can reduce the error significantly [21]. 
Stage (4) is the defect correction iteration (7.9). If the defect correction iteration starts 
with a first-order initial approximation, for second-order accuracy it is sufficient to take 
dcps=l. This necessitates an improvement of the error by a factor O(h) in the iteration 
(4b), i.e. we need kd = O(log(h)). However, since the FAS iteration is the expensive 
part of the computation in (4), for most purposes we take kd=l and a sufficiently large 
number for dcps. Results for the algorithm can be found in [21, 23, 25, 39, 43, 44, 42]. 
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Chapter 8 
Solution of the Navier-Stokes 
equations 
8.1 Introduction 
Mainly based on the Euler method described in the sections 3 to 5, a Navier-Stokes 
method has been developed recently [61, 22, 41, 40] Our first objective was the efficient 
and accurate computation of laminar, steady, 2-D, compressible flows at practically rel-
evant (i.e. high) Reynolds numbers, but (still) at subsonic or low-supersonic Mach num-
bers. The non-isenthalpic Euler code developed earlier appeared to be a good starting 
point for this purpose. 
8.2 The discretisation method 
The discretisation is based on a strict splitting of the Navier-Stokes fluxes in a convective 
and a diffusive part, according to (5.2). This splitting is retained throughout the discreti-
sation, both for the discrete approximation of the internal fluxes, and for the boundary 
fluxes (boundary conditions). To keep the possibility of Euler flow discontinuities to be 
captured, the equations arc again discrctised in their integral form (5.5). In fact, as 
1/ Re = 0, the Navicr-Stokes discretisation reduces to exactly the Euler discrctisations 
described in the Sections 6 and 7. 
A straightforward and simple discrctisation of the integral form is obtained by sub-
dividing the integration region n into quadrilateral finite volumes ni,j, and by requiring 
that the conservation laws hold for each finite volume separately: 
kn .(f(q)nx + g(q)ny)ds - ~e !an .. (r(q)nx + s(q)ny)ds = 0, Vi,j. (8.1) 
'L,J i,J 
For the evaluation of the convective flux vectors we make use again of the rotational 
invariance of the flow equations. We do not do so for the diffusive flux vectors. Given 
our simple central discrctisat.ion of diffusive terms, use of rotational invariance for the 
latter is hardly advanta.geom;. Thus, the discrctiscd equations become 
f r- 1 (nx, ny)f (T(nx, ny)q)ds - Rl ~ (r(q)nx + s(q)ny)ds = 0, Vi, j, (8.2) 
lan1,j e lan;,j 
with T(nx, ny) the rotation matrix in (G.6). 
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8.2.1 Evaluation of convective fluxes 
The computation of the first- and second-order discrete approximation of the convective 
fluxes is made in the same way as for the Euler equations. Considering for instance 
the numerical flux function (f(q))i+i/2,j = f(q!+ 1;2,j, q[+1; 2,j), where the superscripts 
l and r refer to the left and right side of volume wall ani+l/2,j, first-order accurate 
convection is obtained again by taking q~+ 1 ;2 ,j = qi,j and q[+ 1; 2,j = qi+l,j. Higher-order 
accurate convection is obtained again with the /'£-schemes as introduced in (7.4), with 
,..,EJR ranging from /'£ = -1 (fully one-sided upwind) to /'£ = 1 (central). The value 
""= 1/3 has appeared to be optimal. To avoid spurious non-monotonicity, a new limiter 
has been constructed by Koren [22] for the /'£ = 1/3 approximation: 
R+2R2 
'!/J(R) = 2 - R + 2R2 u. 
8.2.2 Evaluation of diffusive fluxes 
(8.3) 
For the evaluation of the diffusive fluxes at a volume wall, it is necessary to compute 
grad(u), grad(v) and grad(c2) at that wall. For this we use a standard technique [57]. 
To compute for instance (grad(u))i+i/2,1, we use Gauss' theorem: 
(\7 u )i+l/2,j = A 1 1 u n ds, 
i+I/2.J" an;+1;2,j 
(8.4) 
with n = (nx, ny)T, and f)Oi+i/2,j the boundary and Ai+l/2,j the area of a quadrilateral 
dummy volume Oi+ 1; 2,j of which the vertices z = (x, y) are defined by: 
1 
Zi,j±l/2 = 2(zi-l/2,j±l/2 + Zi+l/2,j±l/2) · 
A similar expression exists for Zi±i;2,j. 
The line integrals J8n . 1mxds and fan. . unyds are approximated by 
•+l/2J •+l/2J 
Ui+l,j (Yi+l,j+l/2 - Yi+l,j-1/2) 
+ Ui+l/2,j+l/2 (Yi,j+l/2 - Yi+I,j+l/2) 
+ Ui,j (Yi,j-1/2 - Yi,j+1;2) 
+ Ui+l/2,j-1/2 (Yi+l,j-1/2 - Yi,j-1/2)' 
and 
Ui+l,j (xi+l,j-1/2 - Xi+l,j+l/2) 
+ 11,i+l/2,j+l/2 (Xi+l,j+l/2 - Xi,j+I/2) 
+ ni,j (xi,]+1/2 - :r:i,j-1/2) 
+ Ui+l/2,j-1/2 (xi,j-1/2 - Xi+l,j-1/2), 
with for Ui+ 1; 2,j±i/2 the central expression 
1 
Ui+l/2,j±l/2 = 4(11.i,j + Ui,j±l + 1.li+I,j + Ui+l,j±l). 
(8.5) 
(8.6) 
(8.7) 
(8.8) 
Similar expressions are used for the other gradients, and other walls. For sufficiently 
smooth grids this central diffusive flux computation is second-order accurate. For details 
about. the discretisation and the treatment of the diffusive flux at the boundary, we refer 
to [Gl, 41, 40]. 
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8.3 Solution method 
To efficiently solve the system of discretised Navier-Stokes equations, again symmetric 
point Gauss-Seidel relaxation, accelerated by nonlinear multigrid (FAS), is applied. With 
a scalar convection diffusion equation as model, local mode analysis shows that 'sym-
metric point Gauss-Seidel with multigrid' converges fast for the first-order discretised 
equation, for any value of the mesh Reynolds number h/l [40]. However, it appears to 
converge very slowly for the higher-order (~ = 1/3) discretised equation, for small and 
moderately large values of h/€. It even appears to diverge for large values of h/l [40]. 
Clearly the origin of this is the higher-order discretisation of the convection operator. 
As with the Euler equations, the difficulty in inverting the higher-order operator is by-
passed by introducing defect correction as an outer iteration for the nonlinear multigrid 
cycling. Let Fh(qh) denote the full, second-order accurate discrete operator, and Fh(Qh) 
the less accurate operator that can be easily inverted. Then iterative defect correction 
can be written as 
- 1 Fh(qh) = 0, (8.9) 
Fh(q;:+ 1 ) = Fh(q~) - w Fh(q/:), n= 1,2, ... ,N, 
where n denotes the nth iterand, and w a damping factor. The standard value for w 
is: w = 1. Special attention has been paid to the choice of the approximate operator 
F1i(qh) for the Navier-Stokes equations. The operator necessarily has first-order accurate 
convection, but the amount of diffusion can be chosen freely. This freedom has been 
exploited. Three approximate operators have been considered: (i) an operator without 
diffusion, (ii) an operator with partial diffusion, and (iii) an operator with full, second-
order accurate diffusion. The fir.~t approximate operator, which neglects diffusion, was 
already known from the Euler work. Given its successful application there, it may be 
expected to be suitable for very large values of the mesh Reynolds number. The second 
approximate operator neglects the cross derivatives in the diffusive terms, but it has full 
second-order diffusion stemming from the remaining derivatives. The special feature of 
this operator is that the same five-point data structure can be used, for the evaluation of 
the convective and diffusive fluxes in the Navier-Stokes equations. The operator combines 
elegance and simplicity with a rather good resemblance to the higher-order operator. 
The third approximate operator resembles the higher-order operator most closely, and 
therefore has the best convergence properties. In the case of this third approximate 
operator, for sufficiently smooth problems and a second-order accurate Fh, Theorem 
2.2 predicts the solution to be second-order accurate after a single Defect Correction 
cycle. Because the discrete approximations of the diffusive flux are only zeroth order 
for the cases (i) and (ii), theory does not give such guarantee for these approximate 
operators. Local mode analysis applied to a model equation, and experiments with 
the N avicr-Stokes equations showed the third approximate operator to have the best 
convergence properties indeed. Its relative complexity has been taken for granted. The 
results presented in the next section have all been obtained with this operator. 
Though the mesh Reynolds numbers in the computations performed were large, we 
obeyed the multigrid requirement mr + mp > 2, [17, 8], where mr and mp denote the 
order of accuracy of the defect restriction and the correction prolongation respectively, 
and where 2 is the order of the differential equations. This was achieved by using a 
piecewise constant restriction (mr = 1) and a piecewise bilinear prolongation (mp = 2). 
For further details about the multigrid method applied we refor to [41]. 
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8.4 Numerical results 
To evaluate the method described, we considered as reference test case the experiment 
from [18], performed at Re= 2.96105. First we tried to make a satisfactory grid. Since 
the present code has the possibility to compute Euler flows, it is easy to optimise the grid 
for convection only. For the present test case this led via the rectangular 80 x 32-grid 
shown in Fig.8.12 to the oblique 80 x 32-grid in the same figure. The latter grid has 
been fitted to the incoming shock. 
The corresponding inviscid surface pressure distributions as obtained by Osher's 
scheme, and with the first-order, the non-limited k = 1/3 and the limited k = 1/3 
approximation are given in Fig.8.12. The poor solution quality on the rectangular grid 
is clear. 
Together with the measured data, the computed viscous surface pressure distributions 
arc given in Fig.8.12. First we consider the results obtained on the rectangular grid. 
Given the bad inviscid solutions, obtained on the regular grid, it should be noticed that 
the good resemblance of the experimental and the second-order accurate viscous surface 
pressure distribution is absolutely fake. Since for this standard test case rectangular 
grids were often used, and since most codes smear out discontinuities which are not 
aligned with the grid, a lot of good resemblance ever found for this test case was in 
fact be deceptive. Considering the results obtained on the oblique grid and comparing 
at first the computed surface pressure distributions, we sec that diffusion has done its 
job in qualitatively different ways. In downstream direction, the second-order pressure 
distribution in the interaction region shows successively: a compression, a plateau and 
another compression. The computed second-order accurate surface pressure distribution 
is characteristic for a shock wave - boundary layer interaction with separation bubble, i.e. 
with separation and re-attachment, whereas the first-order distribution typically is the 
distribution belonging to a non-separating flow. Given the occurrence of a separation 
bubble in the experimental results indeed, the first-order solution (on this 80 x 32-
grid) has to be rejected. Comparing the second-order and measured surface pressure 
distribution, it appears that the latter is more strongly diffused. An explanation for this 
quantitative difference is lacking. Due to all kinds of uncertainties a detailed quantitative 
comparison is probably impossible. 
In Fig.8.13 some measured and computed velocity profiles are given. Once more, the 
figures clearly show the good quality of the second-order results. Remarkable for both 
the first- and second-order velocity profiles is the good agreement with the experimental 
data in the upper part of the boundary layer at x = 1.22. Both solutions seem to give a 
correct prediction of the growth of the boundary layer thickness through the interaction 
reg10n. For a detailed account of convergence rates and computing times we refer to 
[41]. 
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