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Povzetek
Cilj diplomske naloge je izdelava ucˇinkovitega, robustnega ter hkrati cenovno ugo-
dnega sistema za pobiranje ter obdelavo kovinskih izdelkov na razlicˇnih obdelo-
valnih postajah. Glavna prednost pred namenskimi obdelovalnimi avtomati je
vsestranskost, saj naj bi bil tak sistem zmozˇen zaznati in obdelati mnogo razlicˇnih
oblik izdelkov.
Sistem sestavljajo kamera, robot ter racˇunalnik, na katerem se izvaja program,
ki smo ga razvili. Izdelki so postavljeni na ravni povrsˇini. Kamera zajame sliko
te povrsˇine, ki se nato prenese na racˇunalnik, kjer se slika v namenskem pro-
gramu obdela s pomocˇjo algoritmov racˇunalniˇskega vida. V programu se izvaja
tudi preslikava tocˇk iz koordinatnega sistema kamere v koordinatni sistem robota.
Program nato s pomocˇjo teh koordinat upravlja robota. Robot pobere izdelek
ter ga nese na eno izmed obdelovalnih postaj, kjer se izvede obdelava - vrtanje
lukenj, vtiskanje ali vrezovanje navojev, brusˇenje povrsˇin ipd. Po koncˇanem ciklu
je izdelek odlozˇen v zaboj in proces se ponovi z naslednjim izdelkom.
Kljucˇne besede: scara, robot, racˇunalniˇski vid, pobiranje industrijskih izdelkov.

Abstract
The goal of this thesis is the development of an efficient, robust and inexpensive
system for collection and processing of metal products on various processing sta-
tions. The main advantage of the system over dedicated automation machines is
its versatility, as it can identify and process many different types of products.
The complete system consists of a camera, a robot and a computer with our
software. Metal products are placed on a flat surface. The camera takes a photo
of the surface, which is transfered to the PC and then processed using computer
vision. Our software also transforms the points from the coordinate system of the
camera to the coordinate system of the robot. The robot is then controlled using
these coordinates. The robot picks up a product from the surface and carries it to
the processing station where it is processed further – hole drilling, thread rolling
or thread cutting, grinding, etc. After the cycle is finished, the product is put in
a container. The cycle is then repeated with the next product.
Keywords: scara, robot, computer vision, collection of industrial pieces.

Poglavje 1
Uvod
Strojni vid omogocˇa inovativne resˇitve v industrijski avtomatizaciji - dela, ki so
jih do sedaj lahko opravljali samo ljudje ali dragi namenski avtomati, je sedaj
mogocˇe opraviti z uporabo strojnega vida v navezi z industrijskimi roboti ali dru-
gimi manipulatorji. Kljucˇnega pomena pri razvoju takih resˇitev so uveljavljeni in
testirani algoritmi strojnega vida, saj so glavne zahteve v industriji robustnost ter
stabilnost procesa.
Pomemben dejavnik, ki je pripomogel k razvoju strojnega vida je tudi vedno
vecˇja procesna mocˇ racˇunalnikov ter razvoj naprednih algoritmov za strojni vid.
Cˇeprav se strojni vid zaenkrat sˇe ne more primerjati s cˇlovesˇkim vidom v razume-
vanju objektov na sliki, pa je zˇe dovolj razvit, da lahko zanesljivo opravlja nekatera
dela v industriji, sˇe posebej kadar imamo jasno dolocˇeno operacijo in lahko zago-
tovimo nadzorovane pogoje. Taka dela lahko strojni vid opravlja namesto cˇloveka
z isto ali celo boljˇso natancˇnostjo in zanesljivostjo.
Resˇitve, ki jih prinasˇa strojni vid, so uporabne na veliko podrocˇjih, kot so izde-
lava elektronskih komponent in vezij, strojegradnja, steklarska industrija, obdelava
kovinskih izdelkov in sˇe mnogo drugih [1].
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Slika 1.1: Primeri uporabe strojnega vida v industriji [2, 3, 4, 5].
Cilj te diplomske naloge je izdelava programa za prepoznavanje in pobiranje
kovinskih izdelkov z mize. Operater strese izdelke na mizo ter jih razporedi, da
si niso preblizu oz. da se ne prekrivajo. Program mora biti sposoben prepoznati
izdelke na mizi, izlocˇiti napacˇne izdelke, preracˇunati koordinate prijemanja za
posamezen izdelek ter jih poslati robotu. Nato lahko sistem samostojno deluje,
dokler ne obdela vseh izdelkov na mizi. Pomembno je tudi, da je dodajanje novih
izdelkov cˇim bolj enostavno in hitro, saj je raznolikost izdelkov velika, serije pa
majhne.
Pomozˇni cilj je bil tudi prenos nadzora procesa iz krmilja robota na racˇunalnik,
saj je pisanje kontrolnega programa za robota zaradi zastarelega razvojnega okolja
tezˇko, poleg tega pa razvojno okolje ne deluje na sodobnih operacijskih sistemih.
3Zato smo se odlocˇili za programski jezik C#, kar bo olajˇsalo in pohitrilo razvoj
ter spreminjanje kontrolnega programa.
Pri razvoju programa smo uposˇtevali sledecˇe zahteve: vsestranskost, zaneslji-
vost ter nizka cena sistema. Prav tako smo uposˇtevali tudi to, da mora biti sistem
cˇim bolj prijazen do uporabnika (operaterja).
Vsestranskost celotnega sistema je zelo pomembna, saj so serije izdelkov maj-
hne (od nekaj tisocˇ do nekaj milijonov kosov letno), raznolikost pa velika. Program,
ki smo ga razvili, je z enostavno kalibracijo mogocˇe hitro in enostavno prilagoditi
novim izdelkom ali spremembi pogojev, kot je npr. premik delovne povrsˇine, pre-
mik kamere itd.
Zanesljivost smo poizkusili dosecˇi z robustno zasnovo sistema za prepoznavanje,
na katerega ne vpliva manjˇsa sprememba svetlobnih pogojev ali napacˇen izdelek
na povrsˇini za pobiranje. Za osvetlitev povrsˇine niso potrebne dodatne lucˇi, dovolj
je samo dobro osvetljen delovni prostor. Za dosego teh ciljev smo sistem med
razvojem tudi izdatno testirali.
Na sliki 1.2 lahko vidimo celoten sistem med fazo testiranja.
Diplomsko delo je zgrajeno iz vecˇ poglavij: v poglavju 2 je opisana uporabljena
strojna oprema. Poglavji 3 in 4 zajemata zaznavanje izdelkov ter kalibracijo, po-
glavje 5 pa opisuje implementacijo opisanih metod v programski opremi. Sledita
sˇe poglavje 6, kjer so opisani eksperimentalni rezultati, in poglavje 7 s sklepnimi
ugotovitvami.
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Slika 1.2: Sistem za pobiranje in obdelavo izdelkov, ki je predmet tega di-
plomskega dela.
Poglavje 2
Strojna oprema
Celoten sistem (slika 2.1) sestavljajo:
• robot,
• kamera,
• miza, na kateri je povrsˇina za pobiranje izdelkov,
• racˇunalnik, na katerem se izvaja nasˇ program za pobiranje izdelkov ter kon-
trolo procesa.
V naslednjih poglavjih bomo opisali posamezne komponente.
2.1 Robot
Manipulacija izdelkov je bila izvedena s starejˇso robotsko roko Bosch TurboScara
SR60 (Slika 2.2). Gre za 4-osno roko SCARA (Selective Compliance Articulated
Robot Arm) s sˇtirimi prostostnimi stopnjami (DOF - Degrees of freedom). Roka
je sestavljena iz dveh horizontalno gibljivih rotacijskih osi, vertikalne translacijske
osi, ki se hkrati tudi rotira (Slika 2.3). V tabeli 2.1 so podane tehnicˇne specifikacije.
Za krmiljenje roke se uporablja krmilnik Bosch RhoMotion 3.0 (Slika 2.4), za
programiranje pa poseben programski jezik BAPS2, ki ga je razvilo podjetje Bosch.
Gre za viˇsjenivojski jezik z ukazi v nemsˇkem in anglesˇkem jeziku.
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Slika 2.1: Shematski prikaz sistema.
Nazivna obremenitev 2 kg
Maks. obremenitev 5 kg
Doseg 600 mm
Natancˇnost 0,025 mm
Maks. hitrost os 1 + os 2 4,4 m/s
os 3 700 mm/s
os 4 648 ◦/s
Tabela 2.1: Tehnicˇne lastnosti robotske roke.
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Slika 2.2: Robotska roka Bosch TurboScara SR60.
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Slika 2.3: Model SCARA robotske roke.
Robotska roka je bila v slabem stanju, tako da jo je bilo potrebno obnoviti ter
ponovno nastaviti.
2.2 Kamera
Za zajemanje slik smo uporabili fotoaparat Canon PowerShot SX30 IS (Slika 2.5).
Ta fotoaparat je preko kabla USB povezan na glavni racˇunalnik. Pri kameri je naj-
bolj pomembna cˇim vecˇja locˇljivost slike, kar omogocˇa natancˇno zaznavanje. Za to
nalogo je bil omenjeni fotoaparat dovolj, saj zmore zajemati sliko v locˇljivosti 14.1
megapikslov [8]. Hitrost zajema slik ni zelo pomembna, saj izdelki na mizi miru-
jejo. Fotoaparat v osnovi ne omogocˇa upravljanja z racˇunalnikom ter prenosa slik
preko kabla USB. Problem smo resˇili z uporabo alternativne odprtokodne strojne
programske opreme (ang. firmware) CHDK [9], ki je namenjena za fotoaparate
Canon. CHDK podpira protokol PTP [11]. Za odjemalca smo uporabili program
chdkptp [10], na katerem smo izvedli manjˇse predelave, da smo ga lahko uporabili
v nasˇem programu.
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Slika 2.4: Robotski krmilni sistem IQ 150, ki je sestavljen iz procesorja,
vhodno-izhodnih kartic ter servo pogonov.
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Slika 2.5: Za zajem slike je bil uporabljen fotoaparat Canon SX30IS.
2.3 Miza
Robotska roka je pritrjena na sredini mize. Na levi strani robota je postavljena
povrsˇina, na katero operater strese izdelke iz zaboja. Povrsˇina je temne, mat
barve, s cˇimer dosezˇemo visok kontrast med izdelki in povrsˇino. Nad to povrsˇino
je pritrjena kamera, ki je postavljena tako, da je razdalja od objektiva kamere do
povrsˇine cˇim daljˇsa. Povrsˇino nato povecˇamo z ustrezno nastavitvijo objektiva.
Cilj take postavitve je, da so objekti na sliki cˇim bolj splosˇcˇeni. Na desni strani se
nahajajo obdelovalne postaje, katere je mogocˇe tudi menjati. Celotna postavitev
je razvidna s slike 2.6.
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Slika 2.6: Delovna povrsˇina se nahaja na levi strani robota, nad njo je kamera.
Na desni je prostor za obdelovalne postaje.
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Poglavje 3
Zaznavanje izdelkov
Nasˇa programska resˇitev vsebuje algoritem, ki prepozna izdelke (objekte) pravo-
kotne oblike. Pri procesu prepoznavanja smo se najbolj osredotocˇili na tocˇnost
(dolocˇanje srediˇscˇa in rotacije izdelka) in robustnost (manjˇsa sprememba svetlob-
nih pogojev ne sme vplivati na uspesˇnost prepoznave, izlocˇanje nepravilnih izdel-
kov).
Proces (slika 3.1) je sestavljen iz dveh faz: v prvi fazi se zazna vse izdelke
(objekte) na nabiralni povrsˇini ter izlocˇi tiste objekte, ki ne ustrezajo nastavljenim
parametrom (filtriranje), v drugi fazi pa se natancˇno obdela posamezen objekt -
dolocˇi se srediˇscˇe in rotacija le-tega. V naslednjih poglavjih sledi opis posameznih
operacij procesa. Za primer bomo uporabili sliko 3.2.
3.1 1. faza - prepoznavanje objektov na
povrsˇini in filtriranje
Barvno sliko s kamere se najprej pretvori iz barvne v cˇrno-belo sliko, ki vsebuje
razpon sivinskih nivojev med 0 (cˇrna) in 255 (bela). Prva faza obdelave se iz-
vaja nad pomanjˇsano cˇrno-belo sliko - v nasˇem programu smo uporabili polovicˇno
locˇljivost izvorne slike. S tem se pospesˇi izvajanje algoritmov, hkrati pa na rezul-
tate bistveno ne vpliva, saj se natancˇna obdelava objektov izvaja sˇele v 2. fazi,
kjer se uporablja izvorna locˇljivost slike za cˇim bolj natancˇno zaznavanje.
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Slika 3.1: Prikaz funkcij modula CV Engine.
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Slika 3.2: Neobdelana slika iz kamere
Slika 3.3: Izhodna slika algoritma za adaptivno upragovljanje
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3.1.1 Adaptivno upragovljanje
Nad cˇrno-belo sliko se najprej izvede adaptivno (lokalno) upragovljanje (Jain, 1986
[6]). Cilj tega algoritma je pretvorba iz cˇrno-bele slike v binarno sliko, na kateri
so objekti locˇeni od ozadja (povrsˇine). Adaptivno (lokalno) upragovljanje izhaja
iz globalnega upragovljanja, ki glede na dolocˇen prag (mejo) osvetljenosti locˇi
slikovne elemente (piksle) v dve skupini - ena skupina je ozadje (vrednost 0),
druga pa predstavlja predmete (vrednost 1).
Adaptivno upragovljanje v nasprotju z globalnim upragovljanjem dolocˇi prag
glede na povprecˇno ali srednjo vrednost sosednjih slikovnih elementov. V primer-
javi z globalnim upragovljanjem so rezultati pri adaptivnem upragovljanju boljˇsi,
kadar je slika neenakomerno osvetljena.
Algoritem sprejme dva parametra - velikost sosesˇcˇine slikovnih elementov ter
konstanto C, s katero lahko spreminjamo prag zaznavanja - ta vrednost se odsˇteje
od pragu, ki se izracˇuna na podlagi povprecˇne vrednosti sosednjih slikovnih ele-
mentov. Vecˇja kot je velikost sosesˇcˇine, daljˇsi je cˇas procesiranja. Cˇe izberemo
manjˇso vrednost, se srediˇscˇe objekta v nekaterih primerih ne obarva popolnoma,
vendar pa to ne vpliva na rezultate zaznavanja obrisov. Rezultat je binarna slika
(slika 3.3), na kateri so objekti locˇeni od ozadja.
3.1.2 Zaznavanje obrisov
Nato se izvede zaznavanje obrisov (kontur) objektov na sliki (Suzuki et al., 1989
[7]). Ta algoritem na sliki najprej poiˇscˇe zacˇetek meje obrisa na sliki, nato pa iˇscˇe
sosednje slikovne elemente, ki nadaljujejo mejo obrisa. Algoritem vrne seznam
tocˇk, ki so na meji obrisov.
Seznam obrisov nato filtriramo - obris mora imeti vsaj sˇtiri tocˇke (izlocˇimo
obrise trikotnih objektov). Izlocˇimo tudi obrise, ki imajo povrsˇino binarne regije
izven definiranega obmocˇja. S tem izlocˇimo objekte, ki se pojavijo npr. zaradi od-
seva lucˇi ali majhnih kovinskih delcev na mizi (slika 3.4). Nato dolocˇimo najmanjˇsi
mozˇni zasukani pravokotnik objekta.
Ta funkcija je vgrajena v OpenCV knjizˇnici in interno uporablja algoritem za
iskanje konveksne ovojnice (Sklansky, 1982 [18]). Algoritem za iskanje konveksne
ovojnice (ang. convex hull) naprej poiˇscˇe skrajne tocˇke v vodoravni in navpicˇni
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Slika 3.4: Filtrirani obrisi objektov.
smeri, jih razdeli v regije, nato pa za vsako regijo izlocˇa tocˇke. Koncˇni rezultat
je seznam tocˇk konveksne ovojnice, ki opisuje mnogokotnik. Naslednji korak je
iskanje minimalnega zasukanega pravokotnika po metodi ”vrtecˇih cˇeljusti”(ang.
rotating calipers) - to pomeni vrtenje navideznih ”cˇeljusti”okoli mnogokotnika in
iskanje pravokotnika z najmanjˇso povrsˇino.
3.1.3 Zdruzˇevanje sosednjih objektov
Med testiranjem se je izkazalo, da so nekateri izdelki zaznani kot dva locˇena
objekta, cˇeprav gre dejansko za en sam objekt (slika 3.5). Tako smo dodali sˇe
funkcijo, ki zdruzˇi pravokotnike, ki imajo enega ali vecˇ vogalov blizˇje od definirane
meje. Implementirali smo sˇe optimizacijo, da najprej izracˇunano Manhattansko
razdaljo med pravokotniki in uposˇtevamo samo pravokotnike, ki so si dovolj blizu.
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Tip filtra Uposˇtevana lastnost Uporabnost
Filter po velikosti Dimenzija objekta vsi objekti
Filter po povrsˇini Povrsˇina binarne regije objekti z luknjami
Filter po tezˇiˇscˇu Tezˇiˇscˇe objekta
objekti z luknjami ali
z nesimetricˇno obliko
Tabela 3.1: Seznam implementiranih filtrov za filtriranje izdelkov na sliki.
Slika 3.5: Nekateri izdelki so lahko zaradi kota osvetlitve zaznani kot dva ali
vecˇ objektov.
3.1.4 Filtriranje obrisov
Naslednji korak je filtriranje obrisov glede na dolocˇene lastnosti. Preizkusili smo
nekaj razlicˇnih filtrov (tabela 3.1). Za najbolj uporabnega ter univerzalnega se je
izkazal filter po velikosti obrisa. Ostala dva filtra sta uporabna v primerih, kjer so
obrisi kompleksnih oblik (npr. z luknjami).
Cˇe parametri filtrov sˇe niso bili dolocˇeni, se izvede avtomaticˇno iskanje le-
teh. Algoritem prepozna objekte, ki se pojavijo najvecˇkrat (objekti s podobnimi
dimenzijami), jih analizira ter zanje ustrezno nastavi parametre filtrov. Operacija
vrne filtriran seznam obrisov, katerega bomo uporabili v drugi fazi.
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3.2 2. faza - zaznavanje pravokotnega
objekta
V drugi fazi zaznavanja se osredotocˇimo na posamezen objekt. Nasˇ cilj je natancˇno
dolocˇiti dimenzije, srediˇscˇe ter orientacijo objekta. Ker so objekti med seboj ne-
odvisni, smo algoritem paralelizirali - to pomeni da se istocˇasno izvaja nad vecˇ
objekti. Namesto klasicˇne for zanke smo uporabili concurency::parallel for
(Microsoftova razsˇiritev standardnih C++ knjizˇnic), ki je podprta od Visual Stu-
dia 2010 naprej. Tako se algoritem istocˇasno izvaja na vecˇ jedrih procesorja, kar
obcˇutno pospesˇi procesiranje.
3.2.1 Maskiranje in iskanje robov
Z originalne nepomanjˇsane slike najprej izrezˇemo regijo objekta, ki smo ga za-
znali v prvi fazi. Algoritem izvede maskiranje (brisanje) prostora zunaj objekta
(slika 3.6). S tem dodatno odstranimo nepravilnosti, ki se nahajajo v neposredni
blizˇini objekta in bi lahko vplivale na iskanje robov. Nato uveljavimo filter me-
diane (Bardyn et al., 1984 [15]) z velikostjo jedra 3. Ta algoritem vsak slikovni
element nadomesti s srednjo vrednostjo sosednjih slikovnih elementov.
Ponovno se izvede adaptivno upragovljanje. Za tem iˇscˇemo robove z algorit-
mom Canny (Canny, 1986 [16]). Algoritem deluje po naslednjem zaporedju:
1. Nad sliko se izvede Gaussovo filtriranje, kar izlocˇi sˇum na sliki.
2. Iskanje smeri gradienta slike.
3. Izvanjanje metode ”non-maximum suppresion”, da se preprecˇi napake pri
zaznavanju robov.
4. Izvajanje dvojnega upragovljanja za dolocˇitev potencialnih robov na sliki.
5. Sledenje robovom s histerezo - izlocˇanje sˇibkih robov in robov, ki niso pove-
zani z mocˇnimi robovi.
Rezultat je obris objekta (slika 3.7). Prav tako maskiramo tudi notranji prostor
objekta (slika 3.8), tako da dobimo cˇim manj cˇrt, ki bi lahko vplivale na zaznavanje
stranic v kasnejˇsih korakih.
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Slika 3.6: Maskiranje (brisanje) okolice objekta.
Slika 3.7: Iskanje robov z algoritmom Canny.
Slika 3.8: Maskiranje (brisanje) znotraj objekta.
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3.2.2 Iskanje geometrijskega srediˇscˇa
Ta korak je zelo pomemben, saj napaka pri zaznavanju srediˇscˇa objekta neposre-
dno vpliva na napako pri pobiranju izdelka. Postopek se pricˇne z iskanjem cˇrt
z verjetnostno Houghovo transformacijo (Matas et al., 2000 [17]). Verjetnostna
Houghova transformacija je bolj ucˇinkovita implementacija standardne Houghove
transformacije, ki se uporablja za iskanje cˇrt na sliki. Houghova transformacija
zaznava ravne cˇrte z iskanjem tocˇk, ki lezˇijo na isti premici. Algoritem uporablja
dvodimenzionalni seznam za zaznavanje prisotnosti premice, opisane v polarnem
koordinatnem sistemu z enacˇbo:
r = x cosΘ + y sinΘ (3.1)
V seznamu so shranjeni pari kvantiziranih vrednosti (Θ, r). Za posamezen slikovni
element (x, y) in njegovo sosesˇcˇino algoritem dolocˇi, cˇe je dovolj dokazov za gre
cˇez njega ravna premica. V tem primeru izracˇuna parametre (Θ, r), jih poiˇscˇe v
akumulatorskem polju in povecˇa vrednost sˇtevca za ta par. Z iskanjem lokalnim
maksimumov v tem akumulatorskem polju se dolocˇijo najbolj verjetne cˇrte in nji-
hove geometricˇne definicije. Algoritem za delovanje potrebuje precej pomnilnika in
procesne mocˇi. Zaradi tega smo uporabili verjetnostno Houghovo transformacijo,
kjer se zˇe vnaprej dolocˇi mejne vrednosti - min. dolzˇina cˇrte, maks. razmak med
cˇrtami, locˇljivost parametrov Θ in r ter min. sˇtevilo presecˇiˇscˇ, da je cˇrta veljavna.
Ti parametri se uporabijo za filtriranje rezultatov, preden se dodajo v seznam
(Θ, r), kar pomeni manjˇso porabo pomnilnika in procesne mocˇi. Ta algoritem vrne
seznam tocˇk, ki opisujejo daljice na sliki. Za vsako premico je podana zacˇetna in
koncˇna tocˇka, nato pa se izracˇuna sˇe srediˇscˇe premice, dolzˇina, smerni koeficient
in odsek oz. zacˇetna vrednost.
Glede na podatke s seznama cˇrt se dolocˇi sˇtiri najdaljˇse cˇrte, ki opisujejo
stranice objekta (slika 3.9). Presecˇiˇscˇa teh cˇrt opisujejo ogliˇscˇa objekta (slika 3.10),
izracˇunana s sledecˇo enacˇbo:
(Px, Py) =
 (x1y2−y1x2)(x3−x4)−(x1−x2)(x3y4−y3x4)(x1−x2)(y3−y4)−(y1−y2)(x3−x4) ,
(x1y2−y1x2)(y3−y4)−(y1−y2)(x3y4−y3x4)
(x1−x2)(y3−y4)−(y1−y2)(x3−x4)
 (3.2)
Za izracˇun srediˇscˇa objekta C je uporabljena enacˇba:
C =
t1 + t2 + t3 + t4
4
(3.3)
22 POGLAVJE 3. ZAZNAVANJE IZDELKOV
Slika 3.9: Filtrirane cˇrte, ki opisujejo stranice objekta.
Slika 3.10: Koncˇni rezultat zaznavanja - ogliˇscˇa in srediˇscˇe objekta.
kjer so tocˇke t1, t2, t3, t4 ogliˇscˇa objekta.
S temi ogliˇscˇi definiramo zasukan pravokotnik, katerega rotacijo bomo uporabili
v naslednjem poglavju.
3.2.3 Orientacija objekta
Zaznavanje orientacije temelji na predpostavki, da objekt vsebuje luknje ali pa
je nesimetricˇne oblike, zato se izracˇuna tezˇiˇscˇe objekta (ang. center of mass) s
slikovnimi momenti. Slikovni moment je definiran kot:
µm,n =
∞∑
x=0
∞∑
y=0
(x− cx)m(y − cy)nf(x, y) (3.4)
pri cˇemer sta m in n stopnji momenta, f(x, y) pa pove, ali je na slikovnih koordi-
natah x in y vrednost slikovnega elementa 1 ali 0.
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Tezˇiˇscˇe objekta (x¯, y¯) na sliki se dolocˇi s formulo:
x¯ =
µ1,0
µ0,0
, y¯ =
µ0,1
µ0,0
(3.5)
Za dolocˇitev orientacije objekta potrebujemo naklonski kot α med premico, ki
poteka cˇez tezˇiˇscˇe in srediˇscˇe objekta, ter abscisno (X) osjo. Kot osnovo vzamemo
kot zasukanega pravokotnika, ki smo ga izracˇunali v prejˇsnjem poglavju. Temu
kotu nato priˇstejemo 180◦ v primeru, ko je naklonski kot α vecˇji od 90◦, rezultat
pa normaliziramo na interval [−180, 180]. Tako dobimo koncˇni kot objekta na sliki.
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Poglavje 4
Kalibracija sistema
4.1 Opis
S kalibracijo dolocˇimo vecˇ parametrov, ki so potrebni za delovanje sistema:
• parametri zaznavanja in filtriranja objektov.
• homografijska matrika za transformacijo tocˇk med koordinatnimi sistemi,
• razdalja prijemala od srediˇscˇa 4. robotske osi - slika 4.1,
• napaka 4. osi (rotacija koordinatnega sistema) - slika 4.1.
Kalibracija poteka v sledecˇem zaporedju:
1. Operater z robotsko roko postavi izdelke na vnaprej dolocˇene lokacije (refe-
rencˇne tocˇke) na delovni povrsˇini.
2. Dolocˇanje parametrov za prepoznavo objektov.
3. Prepoznavanje objektov na vseh zajetih slikah.
4. Iskanje homografijske matrike.
5. Racˇunanje odmika prijemala.
6. Transformacija referencˇnih tocˇk in ocena uspesˇnosti kalibracije.
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Slika 4.1: Racˇunanje razdalje prijemala in napake 4. osi.
Kompenzacija slike zaradi popacˇenja lecˇ fotoaparata [19] ni bila potrebna, saj je
objektiv dovolj zmogljiv in je napaka zaradi popacˇenja slike relativno majhna.
4.2 Postavitev izdelkov na referencˇne tocˇke
Sˇtiri referencˇne tocˇke se izracˇunajo tako, da operater dolocˇi srediˇscˇe delovne povrsˇi-
ne (v koordinatah robota) ter razdaljo referencˇnih tocˇk od tega srediˇscˇa. Na pod-
lagi teh dveh parametrov program nato izracˇuna tocˇke, ki opisujejo ogliˇscˇa kva-
drata (slika 4.2). Ta kvadrat naj bi pokrival cˇim vecˇji del povrsˇine, ki jo zajame
fotoaparat. S tem zmanjˇsamo napako pri iskanju homografijske matrike.
Operater v uporabniˇskem vmesniku sprozˇi kalibracijski postopek, ki ga s po-
govornim oknom (slika 4.3) vodi cˇez korake kalibracije. Vsak korak je sestavljen
iz dveh operacij:
1. Operater postavi izdelek v vnaprej dolocˇeno lego in izbere gumb Potrdi.
Robot gre po izdelek in ga nese na izracˇunano referencˇno tocˇko.
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2. Ko je izdelek postavljen na povrsˇino, operater umakne roko ter zajame sliko.
3. Postopek se ponavlja, dokler operater ne postavi vseh izdelkov na referencˇne
tocˇke.
Na vsako referencˇno tocˇko sta postavljena po dva izdelka, enkrat je potrebna rota-
cija prijemala (robotska os 4) -90◦, drugicˇ pa +90◦. Na naslednji referencˇni tocˇki
sta rotaciji prijemala 0◦ ter 180◦. Ta postopek se ponovi sˇe dvakrat. Na koncu so
kosi postavljeni okoli sˇtirih referencˇnih tocˇk z razlicˇno rotacijo prijemala (slika 4.2).
Slika 4.2: Izracˇunani kvadrat in ogliˇscˇa, ki so izhodiˇscˇe za tocˇke na katera je
robot postavil izdelke.
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Slika 4.3: Interaktivno okno za kalibracijo.
4.3 Dolocˇanje parametrov za prepoznavanje
objektov
Pred dolocˇanjem novih parametrov se stari parametri iz prejˇsnje kalibracije po-
briˇsejo. Nato nad zadnjo sliko (na kateri je vseh 8 objektov) izvedemo algoritem,
ki je opisan v poglavju 3 - Zaznavanje objektov. Algoritem poiˇscˇe ter shrani para-
metre, ki ustrezajo trenutnim objektom na delovni povrsˇini, nato pa vrne seznam
objektov. Cˇe se sˇtevilo zaznanih objektov ne ujema s pricˇakovanim sˇtevilom izdel-
kov, obvestimo operaterja, ki nato ponovi kalibracijo.
4.4 Prepoznavanje izdelkov na vseh zajetih
slikah
Cilj te operacije je dolocˇiti slikovne koordinate za vsak posamezen objekt na
povrsˇini. Po vrsti obdelujemo slike (zaznavamo objekte), ki smo jih predhodno
shranili. Prva slika vsebuje en izdelek, druga dva itd. S tem dobimo pravilen
vrstni red objektov in jih zato lahko povezˇemo z ustrezno referencˇno tocˇko.
Za vsak objekt izracˇunamo tudi referencˇno tocˇko na sliki v slikovnih koordina-
tah. Ta tocˇka lezˇi na razpoloviˇscˇu med srediˇscˇi obeh objektov (slika 4.4). Koncˇni
rezultat je seznam vseh referencˇnih tocˇk v slikovnih koordinatah in koordinatah
robota.
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Slika 4.4: 4 izracˇunane referencˇne tocˇke v koordinatnem sistemu slike, ki se
prekrivajo s tocˇkami v koordinatnem sistemu robota. Srediˇscˇe kvadrata in
njegovo velikost dolocˇi operater.
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4.5 Iskanje homografijske matrike
Oba seznama referencˇnih tocˇk (v slikovnih koordinatah in koordinatah robota) po-
damo kot parameter algoritmu za iskanje homografijske matrike (FindHomography)
v knjizˇnici OpenCV. Ta algoritem poiˇscˇe projektivno transformacijo H med dvema
ravninama
si

x′i
y′i
1
 ∼ H

xi
yi
1
 (4.1)
tako, da je napaka pri reverzni projekciji∑
i
(
x′i − h11xi+h12yi+h13h31xi+h32yi+h33
)2
+
(
y′i − h21xi+h22yi+h23h31xi+h32yi+h33
)2
(4.2)
minimalna. V nasˇem primeru se transformacija izracˇuna po metodi najmanjˇsih
kvadratov, ki iˇscˇe najmanjˇse vsote kvadratov razlike med ocenjenimi in podanimi
vrednostmi. Algoritem vsebuje tudi naprednejˇse metode za racˇunanje transforma-
cije v primerih, cˇe katera izmed podanih tocˇk zelo odstopa od ostalih.
To matriko med obratovanjem sistema uporabljamo za transformacijo tocˇk iz
koordinatnega sistema slike v koordinatni sistem robota.
4.6 Racˇunanje odmika prijemala
Za pravilno transformacijo tocˇk potrebujemo razdaljo od srediˇscˇa 4. osi robota
do tocˇke prijemanja na izdelku (slika 4.1). Za razlicˇne izdelke imamo lahko tudi
razlicˇna prijemala, kar pomeni da se razdalja prijemanja razlikuje. Ta razdalja se
izracˇuna iz povprecˇne razdalje med srediˇscˇem posameznega objekta in srediˇscˇem
pripadajocˇe referencˇne tocˇke (v koordinatah robota). Tako operaterju ni potrebno
meriti in vnasˇati tega parametra, cˇe se prijemalo na roki zamenja.
4.7 Dolocˇanje obmocˇja za prijemanje
Cˇe so izdelki preblizu, jih ni mogocˇe prijeti s prijemalom. To smo resˇili tako, da se
okoli izdelka ustvari navidezno obmocˇje prijemanja (slika 4.5), ki pokriva obmocˇje
odprtega in zaprtega prijemala.
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Izhodiˇscˇe je moder pravokotnik izdelka. Temu pravokotniku se nato priˇsteje ali
odsˇteje sˇirino, dolzˇino ter odmik po osi X in Y. Rezultat je zelen pravokotnik, ki
mora vsebovati povrsˇino odprtega prijemala. Te parametre za posamezen izdelek
dolocˇi operater glede na prijemalo in obliko izdelka. Na naslednjih dveh primerih
lahko vidimo delovanje algoritma. Na sliki 4.6 je bil zgornji izdelek izlocˇen, saj se
njegovo obmocˇje prijemanja prekriva s spodnjim izdelkom (moder pravokotnik).
V primeru na sliki 4.7 pa nobeden izmed zelenih pravokotnikov ne prekrivata s
sosednjim izdelkom (moder pravokotnik).
Slika 4.5: Obmocˇje prijemanja (zelen pravokotnik) mora pokrivati obmocˇje,
v katerem se nahaja prijemalo (rdecˇ pravokotnik). To obmocˇje izhaja iz
dimenzij in srediˇscˇa izdelka (moder pravokotnik). Za ta izdelek je srediˇscˇe
obmocˇja prijemanja zamaknjeno po osi X, sˇirina je zmanjˇsana, viˇsina pa
povecˇana.
32 POGLAVJE 4. KALIBRACIJA SISTEMA
Slika 4.6: V primeru na sliki je bil zgornji izdelek izlocˇen, ker se njegovo
obmocˇje prijemanja prekriva s spodnjim izdelkom.
Slika 4.7: Oba izdelka je mogocˇe pobrati, saj se pri nobenem izdelku obmocˇje
pobiranja ne prekriva z izdelkom.
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4.8 Shranjevanje in uporaba kalibracije
Po koncˇanem procesu kalibracije se ustvari datoteka v formatu JSON, ki je spe-
cificˇna za vsak izdelek in vsebuje vse potrebne parametere za delovanje sistema:
• homografijsko matriko za transformacijo tocˇk,
• razdaljo prijemala od srediˇscˇa 4. robotske osi,
• napako rotacije koordinatnega sistema,
• minimalen in maksimalen doseg robotske roke (vnese operater). Ta parame-
ter se uporablja za dodatno filtriranje izdelkov, ki so izven dosega roke.
Datoteko operater nalozˇi preden zacˇne obdelavo dolocˇenega izdelka.
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Poglavje 5
Implementacija
V tem poglavju bomo opisali implementacijo metod ter algoritmov iz prejˇsnjih
dveh poglavij v nasˇem programu, ki je sestavljen iz vecˇ delov (Slika 5.1):
• modul za upravljanje s kamero,
• modul za upravljanje robotske roke,
• modul za strojni vid,
• modul za kalibracijo in transformacijo tocˇk,
• modul za izvajanje delovnega programa in
• uporabniˇski vmesnik.
Program je napisan v programskem jeziku C# in uporablja .NET Framework
4.5. Del modula za strojni vid je napisan v programskem jeziku C++ in je pre-
veden kot knjizˇnica DLL. Kodno ime programa (Code name) je ”Lajncˇk”.
5.1 Modul za upravljanje s kamero
Modul posˇilja konzolne ukaze programu chdkptp, ta pa naprej kameri preko proto-
kola PTP. To omogocˇa tako spreminjanje parametrov (cˇas zaslonke, zaslonska od-
prtina) kot tudi posˇiljanje ukazov (spreminjanje zornega kota, zajem slike, prenos
slike). Modul skrbi, da se ob vsaki povezavi s kamero nastavijo pravilni parametri,
saj morajo biti pogoji vedno enaki za pravilno delovanje sistema.
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Slika 5.1: Zgradba programa.
5.2 Modul za upravljanje robotske roke
Sistem je zasnovan tako, da se celoten proces vodi v programu, ki se izvaja
na racˇunalniku, robotu pa se posˇilja samo osnovne ukaze - premik na pozicijo,
vklop/izklop digitalnih izhodov itd.
Komunikacija z robotom poteka preko vodila RS232 s hitrostjo 19.200 baudov.
Privzeto robot interpretira prejete podatke kot tekst, v nasˇem primeru pa smo
zavoljo cˇim hitrejˇse odzivnosti robota razvili poseben protokol za posˇiljanje ukazov
ter parametrov. Ta protokol posˇilja podatke v binarni obliki. Posamezen ukaz je
sestavljen iz dveh delov:
• prvi bajt predstavlja sˇtevilko ukaza,
• naslednji bajti v paketu pa predstavljajo parametre ukaza, npr. hitrost
premika, 4 koordinate (X, Y, Z, C) ali stanje digitalnih vhodov.
Implementirana je tudi cˇakalna vrsta za ukaze, tako da lahko posˇljemo do 4 ukaze
hkrati. Nekaj ukazov je zbranih v tabeli 5.1.
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Ukaz (sˇt. ukaza) Parametri
Vrni status (4)
Ukaz, ki se trenutno izvaja
Trenutna hitrost (0-100%)
Koordinate (X, Y, Z, C)
Stanje prijemala in roke
Stanje digitalnih vhodov in izhodov
Nastavi hitrost (6) Trenutna hitrost (0-100%)
Zacˇasno ustavi roko (8) -
Preklic zacˇasne zaustavitve (10) -
Vklop digitalnih izhodov (11) Stanje digitalnih izhodov
Premakni roko v pozicijo (50) Koordinate (X, Y, Z, C)
Stanje prijemala (vklopljeno/izklopljeno)
Tabela 5.1: Primer ukazov, ki se posˇiljajo robotu.
5.3 Modul za strojni vid (CV Engine)
Algoritmi za racˇunalniˇski vid se nahajajo knjizˇnici CV Engine, ki je napisana v
C++ in uporablja funkcije iz knjizˇnice OpenCV 2 [13]. Programski jezik C++ je
bil izbran zaradi dobre podpore s strani OpenCV, prav tako pa nudi dobro osnovo
za optimizacijo hitrosti izvajanja algoritmov. Modul je sestavljen iz razlicˇnih funk-
cij. Vsaka funkcija je definirana kot objekt s parametri. Iz glavnega programa
lahko dodajamo ali odstranjujemo posamezne funkcije ter nastavljamo parametre.
Tako lahko enostavno nalozˇimo nove parametre, ko se izdelek na mizi zamenja.
Podrobnejˇsi opis delovanja modula je razlozˇen v poglavju 3.
5.4 Modul za kalibracijo in transformacijo
tocˇk (razred Kalibracija)
Modul za kalibracijo vsebuje funkcije za dolocˇanje parametrov in transformacijo
tocˇk. Operater postavi izdelek na znano lokacijo, robot ga nato odnese na vnaprej
dolocˇeno tocˇko ter zajame sliko. Postopek se nekajkrat ponovi. Nato se iz slik
izracˇuna homografijska matrika, ki se kasneje uporablja za perspektivno transfor-
macijo tocˇk iz koordinatnega sistema slike v koordinatni sistem robota. Dolocˇi se
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tudi razdaljo od srediˇscˇa osi robota in prijemala, saj je prijemalo zamaknjeno iz
srediˇscˇa 4. robotske osi. Dovolj je, da se kalibracijski postopek opravi enkrat za
posamezen izdelek. Kalibracijski parametri se shranijo v datoteko. V primeru,
da se spremenijo pogoji (npr. menjava prijemala, premik kamere ali robota itd.),
je potrebno kalibracijski postopek ponoviti. Natancˇen opis kalibracije je opisan v
poglavju 4.
Pred izvajanjem delovnega programa se nalozˇijo parametri, ki ustrezajo obde-
lovanemu izdelku. Modul transformira tocˇke v koordinatni sistem robota in racˇuna
tocˇko prijemanja (1. in 2. robotska os) ter kot prijemala (4. robotska os). Viˇsino
delovne povrsˇine (3. robotska os) vnaprej dolocˇi operater.
5.5 Modul za izvajanje delovnega programa
(razred Operation)
Vsak izdelek ima svoj delovni program, ki nadzoruje celoten proces obdelave. De-
lovni program je prilagojen za posamezen izdelek in vsebuje:
• kalibracijske podatke in parametre izdelka,
• ukaze za robotsko roko,
• ukaze za obdelovalne postaje.
Delovni program je shranjen v formatu JSON (JavaScript Object Notation).
Operater lahko izbira med obstojecˇimi delovnimi programi glede na izdelek, ki
ga hocˇe obdelovati. Mozˇno je tudi urejanje delovnega programa (ponovna kalibra-
cija parametrov, spreminjanje koordinat).
5.6 Uporabniˇski vmesnik
Uporaba graficˇnega sistema WPF [12] je omogocˇila hiter in ucˇinkovit razvoj upo-
rabniku prijaznega in sodobnega uporabniˇskega vmesnika. Uporabniˇski vmesnik
je bil zasnovan v skladu s smernicami uporabniˇskih vmesnikov. Osredotocˇili smo
se predvsem na enostavnost, odzivnost ter podporo za zaslone na dotik.
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Slika 5.2: Uporabniˇski vmesnik programa - zavihek Obratovanje.
Vmesnik ima tri zavhike - Obratovanje, Nastavitve in Dnevniki. Na dnu
je vedno prikazana statusna vrstica, kjer je prikazano stanje programa, robota,
kamere ter obdelave slike.
V zavihku Obratovanje (slika 5.2) se izvaja delovni program, kjer operater
izbere program ter ga upravlja. Ta zavihek vsebuje samo funkcije, ki so potrebne
za normalno delovanje sistema.
V zavihku Nastavitve (slika 5.3) se nastavlja trenutni delovni program ter
kalibracijo, omogocˇa pa tudi pregled sistemskih izracˇunov za posamezen objekt.
Mogocˇe je tudi rocˇno upravljati in nastavljati robota ter kamero. Vsi parametri se
zapisujejo v datoteko trenutno izbranega delovnega programa.
V zavihku Dnevniki (slika 5.4) so prikazani trije dnevniki - dnevnik programa,
dnevnik povezave z kamero in dnevnik povezave z robotom. Ti dnevniki omogocˇajo
pregled nad procesom in ugotavljanje morebitnih programskih napak.
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Slika 5.3: Uporabniˇski vmesnik programa - zavihek Nastavitve.
Slika 5.4: Uporabniˇski vmesnik programa - zavihek Dnevniki.
Poglavje 6
Eksperimentalni rezultati
Sistem smo testirali na dveh razlicˇnih izdelkih pravokotne oblike (slika 6.1). Pri
obeh izdelkih smo uporabili vzorec 200 izdelkov. Za vsak izdelek smo najprej
izvedli kalibracijo sistema, opisano v poglavju 4. Nato smo na povrsˇino v vsakem
koraku nakljucˇno postavili po 50 izdelkov. Med te izdelke smo postavili tudi nekaj
izdelkov drugega tipa. Zatem smo pognali testni program, ki je posamezen izdelek
pobiral s povrsˇine in ga polozˇil na dolocˇeno mesto (slika 6.2). Graficˇni vmesnik
(slika 6.3) prikazuje stanje sistema: izdelek, ki se trenutno obdeluje, je obarvan
svetlo modro, zeleni okvirji pa oznacˇujejo obmocˇje prijemanja okoli izdelka. Na
levi strani je prikazan potek procesa, spodaj pa stanje robota, kamere in modula
za obdelavo slike.
Uspesˇnost smo ocenili glede na sˇtevilo pobranih izdelkov ter natancˇnost pri-
jema. Izdelek mora biti namrecˇ ustrezno postavljen v prijemalu, da ga lahko
vstavimo v obdelovalno postajo.
Rezultati testiranja se nahajajo v tabeli 6.1.
Izdelek Sˇt. pobranih kosov Sˇt. ustrezno prijetih kosov
Izdelek 1 167 od 200 (83,5%) 130 od 200 (65%)
Izdelek 2 178 od 200 (89%) 141 od 200 (70,5%)
Tabela 6.1:
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Slika 6.1: Izdelka, s katerima smo testirali sistem.
Slika 6.2: Robot s povrsˇine na levi izdelke odlaga na mesto za testiranje.
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Slika 6.3: Program med testiranjem sistema.
Med testiranjem smo opazili, da obcˇasno prihaja do napake pri prijemanju ne-
katerih izdelkov - robot je izdelek pobral, vendar je bila njegova pozicija v prijemalu
napacˇna. Takega izdelka ni mogocˇe vstaviti v obdelovalno postajo. Predvidevamo,
da gre za problem v koordinatnem sistemu robota, saj je bila napaka bolj pogosta
na dolocˇenih mestih. Ta napaka je vidna tudi pri rocˇnem upravljanju robota.
Nekaj izdelkov je ostalo na povrsˇini, vzroki so bili razlicˇni. Nekateri so bili
prevecˇ skupaj, zato jih je program izpustil. Izpustil je tudi izdelke, ki so se pre-
krivali. Program je pravilno izpustil izdelke, ki so bili izven obmocˇja robota - v
nasprotnem primeru robot javi napako. V redkih primerih je bil pobran napacˇno
obrnjen izdelek.
Kljub nasˇtetim tezˇavam je po nasˇi oceni sistem deloval dobro, smo pa med
testnim delovanjem opazili nekaj stvari, ki bi jih lahko sˇe izboljˇsali ali popravili.
Te smo navedli v poglavju 7 - Sklepne ugotovitve.
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Poglavje 7
Sklepne ugotovitve
V sklopu te diplomske naloge smo razvili program za prepoznavanje in pobiranje
izdelkov. Ta program s pomocˇjo racˇunalniˇskega vida prepozna izdelke na mizi,
dolocˇi njihove koordinate in jih posˇlje robotu. Robot nato pobere izdelek in ga
vstavi v obdelovalno postajo.
Prioriteta za dobro delovanje sistema je cˇim manj napacˇno pobranih izdelkov,
saj taki izdelki povzrocˇajo zastoje. Te napake so se pojavljale v dveh primerih:
1. Napake pri prijemanju, kar je najverjetneje posledica izrabljenosti ali napa-
cˇno nastavljene robotske roke. To bi bilo mozˇno odpraviti s ponovno kali-
bracijo roke ali z uporabo novejˇsega, boljˇsega robota.
2. Napacˇno obrnjen izdelek je bil zaznan kot pravilno obrnjen. Te napake bi
lahko zmanjˇsali z dodatnimi izboljˇsavami algoritma za filtriranje.
Izdelki, ki ostanejo na mizi, niso kriticˇni za delovanje sistema. Te izdelke lahko
naslednjicˇ operater premakne oz. kako drugacˇe resˇi problem.
Pri pobiranju izdelkov bi lahko z izboljˇsanim algoritmom pobirali tudi iz-
delke, ki so zelo skupaj in jih trenutni algoritem izpusti. Tak algoritem bi moral
uposˇtevati zelo natancˇne dimenzije prijemala ter dolocˇiti optimalen nacˇin pobira-
nja izdelkov. Mozˇno bi bilo resˇiti tudi nekatere situacije, kjer se izdelka prekrivata.
Primer: robotsko roko dvignemo na viˇsino izdelka in peljemo nekaj milimetrov nad
povrsˇino, kjer sta izdelka en na drugem. S tem potisnemo zgornji izdelek nazaj na
povrsˇino.
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Naslednji korak pri razvoju sistema je zaznavanje okroglih objektov. Ker 1.
faza algoritma zaznavanja objektov zˇe deluje tudi za okrogle objekte, bi bilo po-
trebno ustrezno dodelati samo 2. fazo algoritma zaznavanja.
S prehodom na novejˇso verzijo knjizˇnice OpenCV bi zmanjˇsali cˇas izvajanja al-
goritmov. Verzija 3 namrecˇ podpira tudi izvajanje pribl. 100 algoritmov in funkcij
na graficˇnem procesorju (ang. GPU), kar pospesˇi izvajanje dolocˇenih funkcij [14].
Na podlagi izkusˇenj in predlogov operaterja sistema bi lahko dodatno izboljˇsali
in poenostavili uporabniˇski vmesnik.
V prihodnosti vidimo tudi prilozˇnost za uporabo umetne inteligence oz. stroj-
nega ucˇenja pri dolocˇenih delih sistema, predvsem pri prepoznavanju in izlocˇevanju
izdelkov. Ta del bi bilo mozˇno implementirati z nevronsko mrezˇo, katero bi naucˇili
z ucˇnimi primeri.
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