Abstract In the paper a phenomenon of the existence of a sample time minimizing the settling time in a digital control system is described. As a control plant an experimental heat object was used. The control system was built with the use of a soft PLC system SIEMENS SIMATIC. As the control algorithm a finite dimensional dynamic compensator was applied. During tests of the control system it was observed that there exists a value of the sample time which minimizes the settling time in the system. This phenomenon is tried to explain.
Introduction
In the paper a digital control system for an experimental heat control plant is considered. The control plant is shown in Fig. 1 . It has the form of a thin copper rod 30 cm long with an electric heater of length ∆ x u localized at one end and resistive temperature sensor of length ∆ x at the other end. The input signal of the system is the standard current signal 0 -5 [mA] . It is amplified to the range 0 -1.5 [A] and it is the input signal for the heater. The temperature of the rod is measured with the use of a resistance sensor. The signal from the sensor is transformed to the standard current signal 0 -5 [mA] with the use of a transducer.
The structure of the digital control system is shown in Fig. 2 . In this figure y + (k) = y(kh), h > 0, k = 0, 1, 2, . . . and u(t) = u + (k) for t ∈ [kh, (k + 1)h), h > 0 denotes the sample time of D/A and A/D converters working synchronically. During tests of this control system it was observed that the settling time (after this time the difference between the seat point r and the process value y(t) is stably smaller than 5%) is a function of the sample time h > 0, t k = kh, k = 0, 1, 2, . . . , and this function of the rod is measured with the use of a resistance sensor. The signal from the sensor is transformed to the standard current signal 0 -5 [mA] with the use of a transducer.
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denotes the sample time of D/A and A/D converters working synchronously. During tests of this control system it was observed that the settling time (after this time the difference between the seat point r and the process value y(t) is stably smaller than 5%) is a function of the sample time This effect was observed during tests of a discrete, finite-dimensional dynamic compensator. The control algorithm is based on the mathematical model of the control plant shown in Figure 1 , the control algorithm was implemented at the SIEMENS multipanel based This effect was observed during tests of a discrete, finite-dimensional dynamic compensator. The control algorithm is based on the mathematical model of the control plant shown in Fig. 1 , the control algorithm was implemented at the SIEMENS multipanel based "soft PLC" system. The hardware and software scheme of this system is shown in Fig. 6 . In the control system shown in In this paper the existence of the sample time minimizing the settling time is tried to explain. A method of optimal sample time determination for the considered control system is also proposed.
THE MATHEMATICAL MODEL OF THE CONTROL PLANT
The mathematical model of the control plant we deal with is the following heat transfer equation: In this paper the existence of the sample time minimizing the settling time is tried to explain. A method of optimal sample time determination for the considered control system is also proposed. The mathematical model of the control plant we deal with is the following heat transfer equation:
where T (x,t) denotes the temperature of the rod at the point x ∈ [0, 1] and time moment t, a and R a are the suitable heat transfer coefficients. All variables and constants are dimensionless. The coefficient R a describes the heat exchange along the side surface of the rod. The coefficient y 0 is the gain of the slotted line. The heat exchange at the ends of rod is much smaller than along the side surface and it can be described by the homogeneous Neumann's boundary conditions. To make the model simpler, the length of the rod was assumed equal to one:
The diameter of the rod is much smaller than its length, that is why in equation (1) only length of rod x is considered. The control and observation in the plant we deal with (see Fig. 1 ) are distributed. Both the heater characteristic function b(x) and sensor characteristic function c(x) depend on the length of these elements. The length of the heater is equal to ∆ x u = 1/13 and its characteristic function is as follows:
where x 0 = 1/13. The temperature of the rod is measured in the segment ∆ x = x 2 − x 1 = 1/13 (distributed observation). The temperature sensor is described by the following characteristic function:
where x 1 = 25/52, x 2 = 27/52. The above model was tested in laboratory (see Fig. 3 ) and discussed in a number of previous papers, for example in [9, 10, 8] . The practical realization of control and observation justifies the assumption that the control and observation are distributed. This also simplifies the mathematical model of the plant. An interesting example of analysis of this problem with pointwise control and observation was presented by Grabowski in 1997 [1] .
The numerical values of the heat exchange coefficients a and R a were calculated with the use of the least squares method and the experimental step response of the plant (see [9] ). They are equal to a= 0.000945, R a = 0.0271. The idea of identification of the coefficients was to minimize (w.r.t. the parameters a and R a ) the following cost function:
where kh, k = 1, 2, 3, . . . , S are discrete time moments, y(kh) is the output of (1) for the control signal u(t) = 1(t),ỹ(kh) is the step response of the real plant (see Fig. 1 ) measured at discrete time moments kh, k = 1, 2, 3, . . . , S. During the identification experiment the sample time h was equal to 0.1 [s] and the number of samples S was equal to 3000.
The value of the steady-state gain y 0 was calculated via comparison of y(kh) with y(kh) after a suitably long time t S = Sh. The value of this gain is equal to 25.7922.
Let L(U, X) denote the space of linear continuous operators S : U → X with the following natural norm:
The boundary problem (1) can be interpreted ( [12] , [11] , p. 106; [2] , p. 488) as the following differential equation in the Hilbert space L 2 (0, 1; R):
where
A is a linear operator with the domain D(A):
The operator defined by (6) is self-adjoint and has a compact resolvent. This implies that A is a discrete operator. The spectrum of a discrete operator consists only of isolated eigenvalues and all eigenvalues have finite multiplicities. The operator given by (6) has a discrete spectrum with the simple eigenvalues:
Eigenvectors associated with the eigenvalues (7) are defined as follows:
The eigenvectors (8) build an orthonormal basis of the space X = L 2 (0, 1; R). If the basis of X = L 2 (0, 1; R) is built by the set of eigenvectors (8) , then the operators A, B and C in (5) can be expressed as the following infinite-dimensional matrices (see [13] ):
where (6) is the generator of an analytical, exponentially stable C 0 -semigroup e At , t ≥ 0 in the space X = L 2 (0, 1; R), where:
The analysis of (7) and (10) justifies the use of finite-dimensional approximation of (5) . Instead of i = 0, 1, 2, 3, . . . we will use: i = 0, 1, 2, 3, . . . , N. A suitable value of N for finite-dimensional approximation is N= 25 (see [9] ). The respective finite-dimensional matrix representations of the operators A, B and C for the presented model (5) The form of operators (9) enables the decomposition of the system (5) into an infinite number of one-dimensional subsystems. Notice that the matrices B and C contain zero elements. This implies that the finite-dimensional approximation is both uncontrollable and unobservable, but the subsystems containing suitable nonzero elements of B and C are controllable and observable.
Digital Control System
The scheme of the digital control system is shown in Fig. 2 . Both D/A and A/D converters work synchronically with the sample time h > 0 and their work can be described as follows: y + (k) = y(kh) and u(t) = u + (k) fort ∈ [kh, (k + 1)h), where k = 0, 1, 2, . . .. The serial connection of a D/A converter, a continuous control plant and an A/D converter builds the discrete system described as follows (see, for example, [7] , p. 140, 236):
where k = 0, 1, 2, . . .
and the matrices A, B and C are described by (9) . For the discrete system (11), the finite-dimensional discrete compensator proposed in [3] (p. 60), [4, 5, 6] , or [7] (p. 236) can be built (see Fig. 2 ). The nonlinear element (saturation) is necessary to describe the technical realization of control, because real control signals are always bounded. The control system with the dynamic compensator and bounded control signal was discussed by Mitkowski and Oprzęd-kiewicz in 1999 [8] .
Notice that the matrices B + and C + = C contain zero elements. This implies that the system is neither controllable nor observable. The damping coefficients can be improved only in controllable and observable subsystems.
Let T + (k) = T (kh), where k = 0, 1, 2, . . .. Equations (9) and (12) allow us to make the following decomposition of the system (11):
For further considerations a finite-dimensional approximation with N = 25 and example value of sample time h = 5 [s] will be applied. Using the equations (12) we obtain the following values of matrices for the system after discretization: As both D/A and A/D converters work synchronically, then C + = C.
In the scheme of Fig. 2 , r denotes the seat point in the system, y(t) denotes the system's output (the process value), u(t) denotes the control signal, y + (k) and u + (k) denote discrete versions of control and output. The difference y + (k) − r describes the error in the control system. The compensator is described as follows:
In (14) and (15) w
denote the state variables of the compensator, the constant N + should assure the steady-state error equal to zero (after a suitably long time y(t) = r for the seat point r = const). The dynamics of the whole closedloop control system is described by transient states, the same for increasing and decreasing values of r.
The whole closed-loop system of Fig. 2 for r = 0 and without the nonlinear element can be described as underneath:
(16) where k = 0, 1, 2, . . .. Notice that the state operator:
of the system (13) is diagonal and it has a discrete spectrum containing the following eigenvalues:
where λ i is expressed by (7), h > 0. This implies that |λ + i | < 1 and the discrete system (13) is asymptotically stable. The state operator of the discrete system (16) has the following form:
where D is a bounded operator (it describes a bounded perturbation of A + ). This implies that the operatorÃ + has a discrete spectrum only. The discrete system (16) with discrete operatorÃ + is asymptotically stable, if its discrete spectrum is localized inside the unit circle: |λ (Ã + )| < 1. The matrices A 
This condition can be fulfilled only if the suitable subsystems are controllable and observable.
In particular, the matrices G 
In (21) (14), (15) consists in calculating the matrices K + 1 and G + 1 . It can be done with the use of finite-dimensional approach, for example LQ (see [7] , pp. 71, 78). The assumed damping coefficient can be obtained by increasing the dimension of the subsystem X 2 : p = dim X 2 . The constant N + is calculated to assure the steady-state error in the control system equal to zero.
The Sample Time Optimization
Assume for further considerations that dim X 1 = 1 and p = dim X 2 = 2. The subsystem X 1 is controllable and observable, because b 0 = 0 and y 0 c 0 = 0 (see (12) ). Then from (21) we obtain:
The coefficients G 
Experiments
The general hardware and software scheme of the laboratory control system is shown in Fig. 3 , the scheme of the control plant is shown in Fig. 1 .
The control system with the compensator for the plant shown in Fig. 1 was implemented on the "soft PLC" platform shown in Fig. 6 . During experiments a servo problem was tested. Example experimental plots of the seat point r, the control signal u(t) and the output y(t) are shown in Fig. 4 . They were obtained after a step
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With the use of the above experimental results interpolation polynomials were built. The following polynomials were considered: 
Numerical values of coefficients of polynomials (23) are given in Table 2 . The settling time T c as a function of the sample time h, and all its interpolations are presented in Fig. 5 .
Polynomials (23) were applied to estimate the values of sample time h minimizing the settling time T c . The estimated optimal values of h are presented in Table  4 . In the same table the experimentally determined values of settling time for the optimal estimated sample times are also presented. Table 4 . In the same table the experimentally determined values of settling time for the optimal estimated sample times are also presented. From the diagrams in Figure 8 and Table 4 we can conclude that the estimated and experimental results are very close.
SIMULATIONS
The control system described in the previous section was also tested with the use of MATLAB/SIMULINK. During simulations the dependence of the settling time T c on the sample time h was tested. The SIMULINK model of the control system is shown in Figure 4 From the diagrams in Fig. 5 and Table 5 we can conclude that the estimated and experimental results are very close.
Simulations
The control system described in the previous section was also tested with the use of MATLAB/SIMULINK. During simulations the dependence of the settling time T c on the sample time h was tested. The SIMULINK model of the control system is shown in Fig. 6 . The simulation parameters were as follows: the stop time 300 The settling time T c as a function of the sample time h is shown in Table 6 and in Fig. 7 .
The minimal value of the function shown in Fig. 7 is localized between h = 12. The settling time T c as a function of the sample time h is shown in Table 1 and in Figure 5 . Figure 5 . The settling time T c as a function of the sample time h Fig. 6 The SIMULINK model of the control system. The settling time T c as a function of the sample time h is shown in Table 1 and in Figure 5 . Consider the cost function J(h) proposed in [3] , p. 61, [4] and [7] , p. 241:
This cost function is a weighted sum of the settling time, approximately expressed by the term α h and the norms ||G 
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The minimal value of the function shown in Figure 5 is localized between h = 12. 
The value of function (23) for the sample time h opt is equal to The value h opt of the sample time h minimizing the function shown in Fig. 8 was calculated numerically and it is equal to
The value of function (25) for the sample time h opt is equal to
The comparison of the cost function (25) proposed theoretically and shown in Fig. 8 with the experimental results shown in Fig. 5 allows us to conclude that the value of the sample time h opt minimizing the cost function (25) is equal to the value of h, which minimizes the interpolating polynomial W 3 . The value of J(h opt ) is smaller than T c (h opt ), because the function J does not express the settling time. Furthermore, the general form of the dependence of the settling time T c on the sample time h obtained with the use of simulation, described by Table 1 and shown in Fig. 7 is the same as the functions shown in Fig. 8 and 5 . It also has a minimum, but the sample time minimizing the settling time is much longer.
Notice also that it is possible to modify the cost function (25) so that it directly expresses the settling time T c . The proposed modification of J(h) is described underneath. It changes the value of function without changing the localization of the minimum. Let us consider the cost functionJ(h) = J(h) + ζ , ζ ∈ R. From (25) we obtain:J Fig. 9 shows the diagrams ofJ(h) for ζ = 11.1 and the interpolation polynomial W 3 (h), which was obtained with the use of experimental data.
From the diagrams presented in Fig. 9 we can conclude that the modified cost function (28) for h ∈ (650, 1000), obtained theoretically can be used as a good approximation of the settling time T c as a function of sample time h in the considered laboratory control system.
Conclusions and Open Problems
The final conclusions of the paper can be formulated as follows:
1. During tests of the control system with the discrete dynamic compensator a new, interesting phenomenon was observed. The dependence between the sample time and the settling time was observed both in the real control system and during simulations. Additionally, the diagram of the cost function proposed in (25) is very similar to diagrams describing the dependence of the settling time on the sample time for real case and simulations. 2. An important open problem is to explain the significant difference between the value of sample time minimizing the settling time in simulation and experiments. This difference can be caused by the fact, that the equation (5) and its finite-dimensional approximation used to simulate the control plant in MAT-
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value of function without changing the localization of the minimum. Let us consider the cost function
. From (23) we obtain: ( LAB are dimensionless in contrast to the real plant. Additionally, the inputoutput model of the considered system operates only with the use of the standard current signal, although the model describes the heat transfer process, whose measure is temperature. The dependence of the temperature of rod on input and output current signals is very complicated and a knowledge about it is not necessary for the synthesis of the control system for the plant. A correct scaling of the model used to simulations may be the solution of this problem. 3. In the construction of the finite-dimensional compensator the bounded perturbation theorem is applied (see [2] , p. 497; [11] , p. 79, 81). Relations (12) allow us to use this theorem to the discrete time case. 4. The modified cost function (28) can be applied as a measure of the settling time T c in real control system. It sufficiently well describes the dependence of the settling time T c on the model's parameters and the sample time h > 0. 5. The relation (28) was proposed after the analysis of the simple model of the considered control plant. It can be helpful to explain the phenomenon of the existence of optimal sample time h opt observed during experiments with the use of real soft PLC control system, presented in Fig. 3 . The determining of the parameters α and ξ in modified cost function (28) will be considered by authors in the future.
6. The simulation tests of the function we deal with also confirmed the existence of the sample time minimizing the settling time in the system, but the localization of minimum is significantly different from theoretical and experimental case. 7. As another model of the considered control plant the transfer function with delay can be also considered. It has the following, known form: G(s) = Ke −τ s /(T s+ 1). Its parameters: delay time τ and time constant T are relatively simple to identify. During an analysis of this model it was observed that α ≈ 1.2 τ and ζ ≈ 0.5τ.
