In alternating sign matrices the first and last nonzero entry in each row and column is specified to be +1. Such matrices always exist. We investigate a generalization by specifying independently the sign of the first and last nonzero entry in each row and column to be either a +1 or a −1. We determine necessary and sufficient conditions for such matrices to exist.
Introduction
An alternating sign matrix, abbreviated ASM, is an n × n (0, +1, −1)-matrix such that, ignoring 0s, the +1s and −1s in each row and column alternate, beginning and ending with a +1. ASMs exist for all n, since permutation matrices are ASMs; in fact, the number of n × n ASMs, as conjectured by Mills, Robbins, and Rumsey [3] (see also [4] ) and proved independently by Kuperberg [2] and Zeilberger [5] , equals 1!4!7! · · · (3n − 2)! n!(n + 1)!(n + 2)! · · · (2n − 1)! .
The book [1] by Bressoud describes the history of ASMs and its connections to partitions, tilings, and statistical physics.
By definition the first and last nonzero entry in each row and column of an ASM must be a +1. In this note we offer a generalization of ASMs by allowing the first and last nonzero entry in each row and column to be arbitrarily prescribed. In this generality, matrices need not be square. In addition, existence is not automatic, and we determine necessary and sufficient conditions for existence.
We consider (m + 2) × (n + 2) matrices in which the rows are indexed by 0, 1, 2, . . . , m, m + 1 and the columns are indexed by 0, 1, 2, . . . , n, n + 1. Let u = (u 1 , u 2 , . . . , u n ), u ′ = (u 
We write A = A ′ [1, 2, . . . , m|1, 2, . . . , n].
Examples:
, and v ′ = (−1, +1, +1, −1). Then, partitioning rows and columns and omitting 0s and using only the signs of the nonzero entries. the matrix
, and v ′ = (−1, −1, −1), then the matrix 
(vi) If A is any (0, ±1)-matrix in which the +1s and −1s alternate in each row and column, then we may choose u, u ′ , v, v ′ so that A is a (u, u ′ |v, v ′ )-ASM: for each i, choose u i and u ′ i to have the opposite sign of the, respectively, first and last nonzero entry in column i of A and, for each j, choose v j and v ′ j to have the opposite sign of the, respectively, first and last nonzero entry in row j of A. If row i of A has only zeros, then we may choose u i equal to +1 or −1, and then choose u ′ i = −u i . A similar choice is made when a column contains only zeros.
For a vector w = (w 1 , w 2 , . . . , w p ), let w ← = (w p , . . . , w 2 , w 1 ) be the vector obtained from w by reversing its coordinates. If A is a matrix, then by A ↑ we mean the matrix obtained from A by inverting the order of its rows, and by A ← we mean the matrix obtained from A by inverting the order of its columns. By A ← ↑ we mean the matrix obtained from A by inverting the order of both its rows and columns.
In the next section we obtain necessary and sufficient conditions for the existence of (u, u ′ |v, v ′ )-ASMs.
Main Theorem
We first obtain some necessary conditions for a (u, u ′ |v, v ′ )-ASM to exist. For this we need to define certain quantities. 
In particular, we have:
, column j of A contains one more −1 than +1, and for each j such that u j = u ′ j = −1, column j of A contains one more +1 than −1. If u j and u ′ j are of opposite sign, then column j contains an equal number of +1s and −1s. Hence the sum of the entries of A equals c
Arguing by rows rather than columns, we see that the sum of the entries of A also equals r
We set
We have
Therefore, the maximum n j=1 k i=1 a ij can be is u − and the minimum it can be is −u + . Hence we have
In a similar way, we obtain
In summary, (2), (3), and (4) are necessary conditions for the existence of a (u, u ′ |v, v ′ )-ASM. Similar conditions must hold by arguing with A ↑ and A ← but it turns out that they are not needed (that is, are consequences of (2), (3), and (4)) . (3), and (4) hold.
Proof. We have already established that a (u, (2), (3), and (4) hold. Now assume that (2), (3), and (4) are satisfied. We prove by induction on m + n that there exists a (u,
If m = n = 1, then the conclusion holds. Assume that m + n ≥ 3.
Without loss of generality we assume that r
= +1 for i = 0, 1, . . . , p and u t j = u ′ t j = −1 for j = 1, 2, . . . , p; here the integers s 0 , t 1 , s 1 , t 2 , . . . , t p , s p are chosen, in turn, to be the first available satisfying the specified conditions (later we refer to this as the first available property). We then set a q,s i = −1 for i = 0, 1, . . . , p and a q,t j = +1 for j = 1, 2, . . . , p. All other entries in row q are set equal to 0. We delete row q and columns s 0 , t 1 , s 1 , t 2 , . . . , t p , s p . We also delete We haveū
We now check that the corresponding conditions (2), (3), and (4) hold for our new parameters. Using the above values, we see that
verifying the corresponding condition (2) . For the corresponding condition (3), we calculate that for each k we havē
which together are equivalent to the corresponding condition (3).
We now turn to verifying the corresponding condition (4). For this we need to examine several possibilities according to the value of k. We need to show that for each l,c
(a) l < s 0 : By the first available property, we have thatc + l = 0, and hencē
(b) s j < l < t j+1 for some j with 0 ≤ j < p: Again using the first available property, we calculate that
(c) t j < l < s j for some j with 1 ≤ j ≤ p: Using the first available property once more, we obtain thatc
We first calculate that 
This case is very similar to Case 1 and we omit the details. We choose an index q with v q = v ′ q = −1. We determine the longest sequence 1 ≤ s 0 < t 1 < s 1 < t 2 < · · · < t p < s p , with 0 ≤ p ≤ c = +1 for j = 1, 2, . . . , p; here the integers s 0 , t 1 , s 1 , t 2 , . . . , t p , s p are chosen, in turn, to be the first available satisfying the specified conditions. We then set a q,s i = +1 for i = 0, 1, . . . , p and a q,t j = −1 for j = 1, 2, . . . , p. All other entries in row q are set equal to 0. We delete row q and columns s 0 , t 1 , s 1 , t 2 , . . . , t p , s p , and proceed as in Case 1.
The verification in this case is similar to that in Case 1 but there are important differences so that we include the details. By (2), we have c
. Without loss of generality, we may assume that u 1 = u ′ 1 = +1. There is q such that v q = +1 and v ′ q = −1. In this case we determine the longest sequence 1 = s 1 < t 1 < · · · < s p < t p , such that u s i = u ′ s i = +1 for i = 1, . . . , p and u t j = u ′ t j = −1 for j = 1, . . . , p; here the integers s 1 , t 1 , . . . , s p , t p are chosen, in turn, to be the first available satisfying the specified conditions. We set a q,s i = −1 for i = 1, . . . , p and a q,t j = +1 for j = 1, . . . , p. All other entries in row q are set equal to 0. We delete row q and columns s 1 , t 1 , . . . , s p , t p . We also delete u s 1 , u t 1 , . . . , u sp , u tp from u, delete u (2), (3), and (4).
We haveū
We also havē r To verify the corresponding condition (4), we need to show that for each l,
To do this, we consider several possibilities according to the value of l.
(a) s j < l < t j for some j with 1 ≤ j ≤ p: By the first available property, we calculate thatc
(b) t j < l < s j+1 for some j with 1 ≤ j ≤ p−1: Again the first available property implies thatc
(c) t p < l: We first calculate that
, we consider two subcases:
(c1) If there does not exist a column i with t p < i < l such that u i = u
(c2) If there exists a column i with t p < i < l such that u i = u ′ i = +1, then by the longest property of the sequence s 1 , t 1 , . . . , s p , t p , we have there does not exist a column j with j > i such that u j = u
All cases having been argued the proof of the theorem is now complete.
The proof Theorem 2.1 gives an algorithm to construct a (u, u ′ |v, v ′ )-ASM when the conditions (2), (3), and (4) are satisfied. We give some examples illustrating the proof.
In applying the algorithm, we have n steps and we get to choose the order in which we select the rows. If we select them in the order q 1 , q 2 , . . . , q n , then the algorithm gives the permutation matrix corresponding to the permutation (q 1 , q 2 , . . . , q n ) of {1, 2, . . . , n}. 
Note that for the alternating condition, nonzeros are not required in any of the rows but are needed to obtain the alternating property of the columns. Choosing rows in order 1,3,5,4,2, the algorithm produces
As in the examples, the algorithm always produces a (u, u ′ |v, v ′ )-ASM with, except for possible zero rows and columns, one nonzero in each column or one nonzero in each row.
Finally we give two examples to show that if we either did not choose the longest sequence satisfying our properties or did not use the first available property, then the algorithm may fail. These are, respectively,
Neither of these can be completed to the required ASM.
Concluding Remarks and Questions
Let u and u ′ be n-vectors of ±1s and let v and v ′ be m-vectors of ±1s. Let A m,n (u, u ′ |v, v ′ ) be the set of all (u, u ′ |v, v ′ )-ASMs. In case m = n and u = u ′ = v = v ′ = (−1, −1, . . . , −1), we get the set of all n × n classical ASMs and we abbreviate this notation to A n . Let
where for brevity we write
This seems likely but, if true, very difficult to prove. To prove it, one would probably have to establish an injection
The following special case is "close to" classical ASMs. For 0 ≤ k ≤ n, let α n,k = (+1, . . . , +1, −1, . . . , −1) where there are k +1s followed by (n − k) −1s.
Proof. First, by (−A k ) ⊕ A n−k we mean the set of all matrices of the form (−A 1 ) ⊕ A 2 , where A 1 ∈ A k and A 2 ∈ A n−k . Let A ∈ A(α n,k , α n,k |α n,k , α n,k ). It is easy to verify that the k ×(n−k) submatrix A[1, 2, . . . , k|k +1, . . . , n] and (n−k)×k submatrix A[k + 1, . . . , n|1, 2, . . . , k] of A, respectively, below the −1s in u = α n,k and to the left of the +1s in v ′ = α n,k , and above the +1s in u ′ = α n,k and to the right of the −1s in v = α n,k , are zero matrices. Thus A = (−A 1 )⊕A 2 where
is an injection from A(α n,k , α n,k |α n,k , α n,k ) into A n , completing the proof.
Another special case perhaps deserving special attention is the case where n is odd and the +1s and In addition to the number of (u, u ′ |v, v ′ )-ASMs, it is also of interest to determine the minimum and maximum number of nonzeros in an (u, u ′ |v, v ′ )-ASM, For classical ASMs, these numbers are, respectively, n (the permutation matrices) and n 2 /2 (n even) and (n 2 + 1)/2 (n odd) (the so-called diamond ASMs). If u = u ′ = v = v ′ with the +1s and −1s alternating, then there is a (u, u ′ |v, v ′ )-ASM with n nonzeros in a permutation set of places and n is clearly the minimum number of nonzeros; the maximum number is n 2 if n is odd and n 2 − n if n is even.
Finally, we make the following observation. We might allow the vectors u, u ′ , v, v ′ to have some zero coordinates (so no restriction on the signs of the first and/or last nonzero entries in certain rows and columns). To determine whether or not a (u, u ′ |v, v ′ )-ASM exists under these circumstances, one need only determine how to change the 0s to ±1 so that conditions (2), (3), and (4) hold. But this seems messy to formulate and thus not very useful.
