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Die Identifikation von Individuen beim Menschen anhand von Gesichtsaufnahmen
wurde bereits in zahlreichen Arbeiten behandelt. Mit aktuellen Methoden werden
sogar Erkennungsraten erreicht, die den Fa¨higkeiten des Menschen zur Unterschei-
dung einzelner Personen gleich kommen. Dagegen umfasst die Literatur nur wenige
Arbeiten, welche entsprechende Ansa¨tze der Gesichtserkennung beim Menschen zur
Unterscheidung von Nutztieren untersuchen. Zudem konnten keine Arbeiten ausge-
macht werden, die eine Detektion der Ko¨pfe von Tieren (Nutztiere wie Rind, Pferd
und Schaf) mit seitlich am Kopf ausgerichteten Augen behandeln. Ein entsprechen-
des System zur Identifikation von Nutztieren anhand ihrer Gesichter per Kamera
stellt eine Alternative zur Erkennung durch am Tier befestigte RFID-Transponder
zum Monitoring der Tiere in der Pra¨zisionstierhaltung (PLF) dar. Das Hauptziel
der vorliegenden Arbeit war die Entwicklung und Anwendung von Methoden, die
es weitestgehend automatisch ermo¨glichen Individuen bei Pferden anhand von Ka-
meradaten der Gesichter zu unterscheiden. Dazu wurde ein Bilderfassungssystem
aufgebaut, um unter realen Bedingungen in einer Futterstation, neben den Grau-
wertdaten zweier Industriekameras, die Tiefendaten der Szene zu erfassen. In dem
Pferdestall, in dem sich die Tiere frei bewegen konnten, wurde eine Datenbank der
Besuche einer kleinen Gruppe von Pferden mit insgesamt 587 k Frames erstellt. Die
Methoden zur Detektion und Posennormalisierung der Pferdeko¨pfe in den Bilddaten
sind speziell fu¨r die Pferde angepasst und entwickelt worden. Fu¨r das Erzeugen von
Vergleichsdaten und Kostenfunktionen zur Optimierung der Parameter wurden eige-
ne Implementierungen erstellt. Die Detektion der Pferdeko¨pfe arbeitet ausschließlich
auf den Tiefendaten, um unabha¨ngig von Fellfarbe und -zeichnung der Tiere zu sein,
und erreicht auf den Vergleichsdaten eine Treffergenauigkeit von 97, 4 %. Die Posen-
bestimmung, mit der die anschließende Posennormalisierung durchgefu¨hrt wird, ar-
beitet ebenfalls auf den Tiefendaten und ist auf die Kopfform der Pferde angepasst.
Die Posennormalisierung erzeugt eine virtuelle Ansicht des Grauwertbildes vom Kopf
des Tieres, welche unabha¨ngig von der tatsa¨chlichen Ausrichtung des Kopfes unter
Beru¨cksichtigung der bestimmten Pose und der individuellen Kopfform erstellt wird.
Die Identifikation von Individuen aus einer Gruppe von neun Pferden erreicht mit
dem hier angewendeten Verfahren der Eigengesichter bereits mit geringer Auflo¨sung
und einem Lernanteil von 12, 5 % der Bilddaten (25 Bilder pro Tier) eine Treffer-
genauigkeit von 97 %. Diese Arbeit zeigt somit einen erfolgreich unter den realen
Bedingungen in einem Pferdestall umsetzbaren Weg auf, der eine weitestgehend au-
tomatische Identifikation von Pferden mit allen no¨tigen Vorverarbeitungsschritten





The recognition of human individuals based on facial images is a wide spreaded
topic within research literature. Modern face recognition methods achieve
recognition rates approaching human-level performance. Whereas there’s only
very limited literature/research on the adaptation of methods to recognize
individuals in livestock. Additionally no sound scientific literature deals with the
detection of those animals’ heads in livestock (e.g. cattle, horse or sheep), who-
se eyes are placed laterally on their heads. An appropriate system being able to
do animal identification on face images is a true alternative to current systems
using radio-frequency identification (RFID) transponders for animal monitoring in
precision livestock farming (PFL).
The main objective of the current research work was to develop and apply
methods to identify individual horses only based on facial camera data, which
should run at the greatest possible extent automatically. To achieve this goal a
device has been developed that uses multiple sensors for capturing 2D and 3D data
under real-life conditions within a feeding station for horses. The developed devi-
ce allows the capturing of depth data of the scene in addition to grey scale data
of two industrial cameras. A database of a small group of horses has been created
during their visits to an automatic feeding station inside the housing. Altogether
587 k frames have been captured. Special methods were developed and/or adapted
to detect the individual heads of the horses and to normalize their pose in the image
data automatically. Additionally, special implementations were compiled to generate
comparative data as well as specific cost functions.
The detection of the horses’ heads is based exclusively on the depth data, in order
to be independent of color and pattern on the animal’s coat. It achieves an accu-
racy (ACC) of 97, 4 % on the comparative data. Pose determination, as well as the
preceding step towards pose normalization, perform exclusively on the depth data
and were customized towards the horses’ head shapes. The used pose normalization
creates a virtual view of the horses’ head grey scale images, which, regardless of the
actual head’s orientation, takes into account the determined pose and the individual
shape of the head to create the normalized view.
Identification has been performed with the method of eigenfaces on a group of nine
horses reaching an accuracy (ACC) of 97 % using low image resolution and 12, 5 %
of the image data (25 images per animal) for training. The current research work
was successful in showing a way to create an image processing which enables the
almost completely automatic detection and identification of horses by utilizing the





1.1. Problemstellung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2. Zielsetzung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2. Kenntnisstand 5
2.1. Bildverarbeitung im Kontext von Tieren . . . . . . . . . . . . . . . . 5
2.1.1. Bildverarbeitung im Bereich von Wildtieren . . . . . . . . . . 5
2.1.2. Bildverarbeitung im Bereich von landwirtschaftlichen Nutztieren 6
2.2. Detektion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2.1. Detektion von Objekten . . . . . . . . . . . . . . . . . . . . . 9
2.2.2. Detektion von Menschen . . . . . . . . . . . . . . . . . . . . . 10
2.2.3. Detektion von Wildtieren . . . . . . . . . . . . . . . . . . . . 12
2.2.4. Detektion von landwirtschaftlichen Nutztieren . . . . . . . . 16
2.3. Posenbestimmung und Normalisierung . . . . . . . . . . . . . . . . . 18
2.3.1. Posenbestimmung und Normalisierung bei Menschen . . . . . 18
2.3.2. Posenbestimmung und Normalisierung bei Wildtieren . . . . 23
2.4. Identifikation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.4.1. Biometrische Identifikation beim Menschen . . . . . . . . . . 25
2.4.2. Gesichtserkennung zur Identifikation von Menschen . . . . . . 26
2.4.3. Bildverarbeitungsmethoden zur Identifikation von Wildtieren 33
2.4.4. Identifikationsmethoden von landwirtschaftlichen Nutztieren 35
3. Material und Methoden 39
3.1. Eingesetzte Tiere . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.2. Versuchsstall / Messanordnung . . . . . . . . . . . . . . . . . . . . . 42
3.3. Bilderfassung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.3.1. Synchrone Datenaufnahme . . . . . . . . . . . . . . . . . . . 48
3.3.2. Kamerakalibrierung . . . . . . . . . . . . . . . . . . . . . . . 52
3.4. Detektion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.4.1. Ebenenparameter in 3D Daten zur Segmentierung . . . . . . 65
3.4.2. Clustern durch Hough-
”
Voting“ . . . . . . . . . . . . . . . . . 71
3.4.3. Segmentierung durch Winkel der Ebenennormalen . . . . . . 79
3.4.4. Detektion von Kopfkandidaten aus segmentierten Bilddaten . 90
3.5. Posenbestimmung und Normalisierung . . . . . . . . . . . . . . . . . 92
3.5.1. Grobe Posenbestimmung . . . . . . . . . . . . . . . . . . . . 92
3.5.2. Posenverfeinerung und Landmarkendetektion . . . . . . . . . 98
xiii
3.5.3. Normalisierung der 2D Daten anhand der 3D Informationen . 112
3.6. Identifikation der einzelnen Individuen bei Pferden . . . . . . . . . . 122
3.6.1. Vorverarbeitung durch Normalisierung der Grauwerte . . . . 122
3.6.2. Eigengesichter auf 2D Daten . . . . . . . . . . . . . . . . . . 125
3.7. Versuchsdurchfu¨hrungen . . . . . . . . . . . . . . . . . . . . . . . . . 130
3.7.1. Genauigkeitsmessung der Tiefendaten . . . . . . . . . . . . . 130
3.7.2. Aufbau Datenbank und Aufnahmen der Pferde . . . . . . . . 137
3.7.3. Vergleichsdaten . . . . . . . . . . . . . . . . . . . . . . . . . . 142
3.7.4. Orientierung der Pferdeko¨pfe in den Vergleichsdaten . . . . . 149
3.7.5. Parameterwahl zur Detektion und Detektionsrate . . . . . . . 152
3.7.6. Parameter zur Posenbestimmung und Landmarkendetektion . 160
3.7.7. Auswahl der Daten und Vorgehen zur Identifikation . . . . . 167
3.8. Datenaufbereitung und Datenauswertung . . . . . . . . . . . . . . . 173
3.8.1. Datenauswertung mittels Boxplots . . . . . . . . . . . . . . . 173
3.8.2. Datenauswertung mittels ROC-Grafik . . . . . . . . . . . . . 175
3.8.3. CMC-Kurve . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182
4. Ergebnisse 187
4.1. Aufnahme von 2D/3D Daten in einer Versuchsstation . . . . . . . . 187
4.2. Ergebnisse zur Messgenauigkeit der Tiefenkamera . . . . . . . . . . . 189
4.3. Orientierung der Pferdeko¨pfe . . . . . . . . . . . . . . . . . . . . . . 195
4.4. Ergebnisse der Detektion . . . . . . . . . . . . . . . . . . . . . . . . 199
4.4.1. Parametervergleich . . . . . . . . . . . . . . . . . . . . . . . . 199
4.4.2. Detektionsraten . . . . . . . . . . . . . . . . . . . . . . . . . . 204
4.4.3. Parameterwahl . . . . . . . . . . . . . . . . . . . . . . . . . . 213
4.5. Ergebnisse der Posenbestimmung und Normalisierung . . . . . . . . 219
4.5.1. Parametervergleich . . . . . . . . . . . . . . . . . . . . . . . . 219
4.5.2. Parameterwahl . . . . . . . . . . . . . . . . . . . . . . . . . . 221
4.5.3. Parameter zur Normalisierung der 2D Daten . . . . . . . . . 223
4.6. Ergebnisse der Identifizierung individueller Pferde . . . . . . . . . . 224
4.6.1. Daten zur Identifikation . . . . . . . . . . . . . . . . . . . . . 224
4.6.2. Identifikationsergebnisse . . . . . . . . . . . . . . . . . . . . . 232
5. Diskussion und Fazit 245
5.1. Aufnahme von 2D/3D Daten in der Versuchsstation . . . . . . . . . 245
5.1.1. Aufnahmeeinheit und Messanordnung im Versuchsstall . . . . 245
5.1.2. Kamerakalibrierung und Tiefenmessungen . . . . . . . . . . . 247
5.2. Orientierung der Pferdeko¨pfe . . . . . . . . . . . . . . . . . . . . . . 248
5.3. Detektion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 250
5.3.1. Segmentierung und Regionenmarkierung . . . . . . . . . . . . 251
5.3.2. Detektion der Pferdeko¨pfe . . . . . . . . . . . . . . . . . . . . 254
5.4. Posenbestimmung, Landmarkendetektion und Normalisierung . . . . 259
5.5. Identifikation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 263
xiv
6. Zusammenfassung 269
A. Angaben nach dem Pferdepass der Tiere 271
B. Projektive Geometrie 277
C. Rekonstruktion der Raumkoordinaten aus den Disparita¨tenwerten 281
C.1. Umkehr der Projektion . . . . . . . . . . . . . . . . . . . . . . . . . . 282
D. Registrieren von 3D Daten durch den Iterative Closest Point - Algorithmus285
D.1. Iterative Closest Point - Algorithmus . . . . . . . . . . . . . . . . . . 286
E. Ergbnisse der Detektion 291
E.1. Parametervergleich . . . . . . . . . . . . . . . . . . . . . . . . . . . . 291
E.1.1. Parametervergleich I . . . . . . . . . . . . . . . . . . . . . . . 291
E.1.2. Parametervergleich II . . . . . . . . . . . . . . . . . . . . . . 295
E.2. Parameterwahl . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 305
E.2.1. Parameterwahl I . . . . . . . . . . . . . . . . . . . . . . . . . 305
E.2.2. Parameterwahl II . . . . . . . . . . . . . . . . . . . . . . . . . 308




1.1. Bildverarbeitungskette zur automatischen Identifikation von Pferde-
gesichtern . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
2.1. U¨bersicht der Identifikationsverfahren im 2D . . . . . . . . . . . . . 31
3.1. Pferde U¨bersicht . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.2. Offenstall Grundriss . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.3. Versuchsstation a) Aufsicht, b) Seitenansicht . . . . . . . . . . . . . 44
3.4. Leitsystem a) mit V-Ausschnitt, b) bestehende Futterstation . . . . 45
3.5. Originalaufnahmen der Versuchsstation a) Ru¨ckansicht, b) Aufsicht . 45
3.6. Bild der Aufnahmeeinheit . . . . . . . . . . . . . . . . . . . . . . . . 46
3.7. Hardware-Triggersignal Abnahme auf der Kinect . . . . . . . . . . . 49
3.8. Schema der Signale am Mikrocontroller . . . . . . . . . . . . . . . . 51
3.9. Markierungen der LEDs auf den Kamerabildern . . . . . . . . . . . . 51
3.10. Perspektivische Projektion . . . . . . . . . . . . . . . . . . . . . . . . 53
3.11. Euklidische Transformation vom Welt- ins Kamerakoordinatensystem 55
3.12. Radiale Verzerrung . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.13. Tangentiale Verzerrung . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.14. Transformation zwischen Kamerakoordinatensystemen . . . . . . . . 60
3.15. Kamerabilder des Kalibrierobjektes . . . . . . . . . . . . . . . . . . . 61
3.16. Kamerakalibrierung mit unterschiedlichen Bezugssystemen . . . . . . 62
3.17. Normalenvektor mit Winkeln der Einheitsspha¨re . . . . . . . . . . . 68
3.18. Anpassung der Winkel des Normalenvektors in der Einheitsspha¨re . 70
3.19. Hough-Transformation fu¨r Punkt im Koordinatenraum . . . . . . . . 72
3.20. Ebene mit entsprechendem Punkt im Parameterraum . . . . . . . . 72
3.21. Vierer-Nachbarschaft der Regionenmarkierung . . . . . . . . . . . . . 74
3.22. Achter-Nachbarschaft der Regionenmarkierung . . . . . . . . . . . . 75
3.23. U¨bersicht der Bildverarbeitungsschritte zum Clustern der Ebenen . . 77
3.24. Pferdekopf Profile a) U¨bersicht b) transversal c) saggital . . . . . . . 80
3.25. Kopfformen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
3.26. Winkelabweichung der Ebenennormalen n zur Blickrichtung . . . . . 82
3.27. Maskierung durch Winkelabweichungen . . . . . . . . . . . . . . . . 85
3.28. Negativbeispiel: Maskierung durch Winkelabweichungen . . . . . . . 86
3.29. Nachbarschaft der Regionenmarkierung in Grauwertbild mit vergro¨-
ßertem Pixelabstand . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
3.30. Beispiel vereinzelte Maske der Segmentierung nach Kapitel 3.4.3 . . 93
3.31. Masseschwerpunkt des Kopfes auf 2D Maske . . . . . . . . . . . . . . 94
xvii
3.32. Masseschwerpunkt der Nu¨stern auf 2D Maske . . . . . . . . . . . . . 95
3.33. Abstand der Masseschwerpunkte ‖MN −MC‖ < Rd . . . . . . . . . 96
3.34. Dilatation der vereinzelten Maske . . . . . . . . . . . . . . . . . . . . 99
3.35. 3D Beispieldaten korrigiert mit grober Pose #1 . . . . . . . . . . . . 99
3.36. 3D Beispieldaten korrigiert mit grober Pose #2 . . . . . . . . . . . . 100
3.37. Schichten der Beispieldaten #1 . . . . . . . . . . . . . . . . . . . . . 101
3.38. Schichten der Beispieldaten #2 . . . . . . . . . . . . . . . . . . . . . 101
3.39. Kreise eingepasst in einzelne Schichten (Datensatz #1) . . . . . . . . 103
3.40. Kreiszentren mit Medianebene (Datensatz #1) . . . . . . . . . . . . 104
3.41. Bereich zur Bestimmung der Landmarken (Datensatz #1) . . . . . . 107
3.42. Extrahieren der Punktmengen (Datensatz #1) . . . . . . . . . . . . 108
3.43. Zentraler Bereich N auf Nasenru¨cken (Datensatz #1) . . . . . . . . 110
3.44. Landmarken projiziert auf die Bilder der Farbkamera . . . . . . . . . 112
3.45. Baryzentrische Koordinate innerhalb einer Delaunay-Triangulation . 115
3.46. Diagramm zur Bestimmung des virtuellen Bilds . . . . . . . . . . . . 117
3.47. Virtuelles Kamerabild mit Tiefenkarten [a+d) Original
b+e) ohne Korrektur c+f) mit Korrektur] . . . . . . . . . . . . . . . 119
3.48. Diagramm zur Bestimmung mehrerer virtuellen Bilder . . . . . . . . 120
3.49. Auswahl zur Bestimmung der Transferfunktion T (Gi) . . . . . . . . 124
3.50. Virtuelles Kamerabild mit (b) und ohne (a) Normalisierung der Grau-
werte . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
3.51. Rekonstruktion mit einem Eigenface . . . . . . . . . . . . . . . . . . 128
3.52. Rekonstruktion mit zwei Eigengesichtern . . . . . . . . . . . . . . . . 129
3.53. Skizze der Messanordnung a) Seitenansicht, b) Ru¨ckansicht, c) De-
tailansicht . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
3.54. Originalaufnahmen der Messanordnung a) Ru¨ckansicht, b) Seitenansicht132
3.55. Maske auf Infrarot-Bild an Position 350 cm (Messobjekt rot umran-
det, Maske in gru¨n) . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
3.56. Messablauf . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
3.57. Prinzip der 3D-Distanzauswertung . . . . . . . . . . . . . . . . . . . 136
3.58. Unterschied in den Aufnahmen durch den Umbau nach 2011 . . . . . 140
3.59. Webinterface zum Setzen der Markierungen (Augen und Nu¨stern) . . 143
3.60. Maske generiert aus den Markierungen fu¨r Augen und Nu¨stern . . . 145
3.61. Prinzip zur Bestimmung der 3D Daten der markierten Pferdeko¨pfe . 146
3.62. Korrektur der Markerpositionen . . . . . . . . . . . . . . . . . . . . . 148
3.63. Transformation des Modells auf die 3D Daten des aktuellen Frames . 149
3.64. Beispielbilder ohne und mit Selbstverdeckung . . . . . . . . . . . . . 151
3.65. Beispiel einer Maske durch Segmentierung (C: rot + gru¨n) und der
gewu¨nschten Maske (M: weiß + gru¨n) . . . . . . . . . . . . . . . . . 153
3.66. Beispielgruppen (Rosi) der manuellen Gruppierung der Daten . . . . 168
3.67. Beispielgruppen (Blu¨te) der manuellen Gruppierung der Daten . . . 169
3.68. Schema Datenauswahl zur Kreuzvalidierung . . . . . . . . . . . . . . 170
3.69. Boxplot zur Auswertung der Messergebnisse . . . . . . . . . . . . . . 174
3.70. Wahrheitsmatrix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
xviii
3.71. ROC-Grafik mit fu¨nf diskreten Klassifikatoren . . . . . . . . . . . . . 178
3.72. ROC-Grafik mit Kurven aus kontinuierlichen Zahlen eines Klassifikators179
3.73. Konfusionsmatrix einer mehr-Klassen Entscheidung . . . . . . . . . . 183
3.74. Beispiel einer CMC-Kurve . . . . . . . . . . . . . . . . . . . . . . . . 185
4.1. Boxplots der Fehler der Tiefenkamera in unterschiedlichen Entfernungen190
4.2. La¨ngenfehler der horizontalen Linien (blau) des Kalibrierobjekts in
unterschiedlichen Entfernungen . . . . . . . . . . . . . . . . . . . . . 192
4.3. La¨ngenfehler der vertikalen Linien (rot) des Kalibrierobjekts in un-
terschiedlichen Entfernungen . . . . . . . . . . . . . . . . . . . . . . 193
4.4. Histogramm u¨ber die Orientierungswinkel der Vergleichsdaten . . . . 195
4.5. Histogramm u¨ber die Orientierungswinkel der Vergleichsdaten mit
und ohne Selbstverdeckung . . . . . . . . . . . . . . . . . . . . . . . 196
4.6. Orientierungswinkel zur Bestimmung von Selbstverdeckung . . . . . 197
4.7. ROC- und PR-Kurven der Testdatensa¨tze 1-2 . . . . . . . . . . . . . 205
4.8. ROC- und PR-Kurven der Testdatensa¨tze 3-5 . . . . . . . . . . . . . 206
4.9. ROC- und PR-Kurven der Testdatensa¨tze 6-8 . . . . . . . . . . . . . 207
4.10. ROC- und PR-Kurven der Testdatensa¨tze 9-11 . . . . . . . . . . . . 208
4.11. ROC- und PR-Kurven der Testdatensa¨tze 12-14 . . . . . . . . . . . . 209
4.12. ROC- und PR-Kurven des Testdatensatz 15 . . . . . . . . . . . . . . 210
4.13. Frames pro Gruppe mit Ausschlussbedingung . . . . . . . . . . . . . 230
4.14. Frames pro Gruppe vor und nach Ausschlusspru¨fung . . . . . . . . . 231
4.15. Die 9 Pferde der Test- und Validierungsgruppe . . . . . . . . . . . . 232
4.16. Identifikationsergebnisse der zweiten Industriekamera . . . . . . . . . 233
4.17. Identifikationsergebnisse der zweiten Industriekamera (vergro¨ßert) . 234
4.18. CMC-Kurve der Identifikation (zweite Industriekamera) mit 36 Ei-
genwerten und einer 37, 5% Auflo¨sung (30× 66) . . . . . . . . . . . . 236
4.19. ROC- und PR-Kurven der Bina¨rklassifikation zu jedem Individuum
(2. Industriekamera, 5 und 25%) . . . . . . . . . . . . . . . . . . . . 237
4.20. ROC- und PR-Kurven der Bina¨rklassifikation zu jedem Individuum
(2. Industriekamera, 50 und 75%) . . . . . . . . . . . . . . . . . . . . 238
4.21. ROC- und PR-Kurven der Bina¨rklassifikation zu jedem Individuum
(2. Industriekamera, 97, 5%) . . . . . . . . . . . . . . . . . . . . . . . 239
4.22. Unterschied in normalisierten Grauwertbildern . . . . . . . . . . . . 241
5.1. La¨ngenfehler der horizontalen (blau) bzw. vertikalen (grau) Linien des
Kalibrierobjekts (#2 und #3) in unterschiedlichen Entfernungen . . 248
5.2. Kosten zur Parametervariation der Parameter α und tb (Tψ = 9.1
◦
und Tθ = 5.6
◦ fest) des ersten Lerndatensatzes . . . . . . . . . . . . 255
5.3. Kosten zur Parametervariation der Parameter Tψ und Tθ (α = 57, 6
◦
und tb = 9, 3 fest) des ersten Lerndatensatzes . . . . . . . . . . . . . 256
5.4. Kosten zur Parametervariation der Parameter bψ und bθ des ersten
Lerndatensatzes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 258
xix
A.1. Diagramme aus den Pa¨ssen der Tiere (1) . . . . . . . . . . . . . . . . 273
A.2. Diagramme aus den Pa¨ssen der Tiere (2) . . . . . . . . . . . . . . . . 274
A.3. Diagramme aus den Pa¨ssen der Tiere (3) . . . . . . . . . . . . . . . . 275
B.1. Projektive Ebene P2; Euklidische Ebene bei z = 1 . . . . . . . . . . 277
C.1. Tiefeninformation durch Stereo-Vision . . . . . . . . . . . . . . . . . 281
xx
Tabellenverzeichnis
2.1. U¨bersicht biometrischer Identifikationsmerkmale beim Menschen . . 26
3.1. Fellfarbe und Zeichnungen der Tiere . . . . . . . . . . . . . . . . . . 41
3.2. Gera¨tespezifikation Aufnahmeeinheit . . . . . . . . . . . . . . . . . . 47
3.3. U¨bersicht der eingesetzten Verfahren . . . . . . . . . . . . . . . . . . 78
3.4. U¨bersicht der Aufnahmen . . . . . . . . . . . . . . . . . . . . . . . . 141
3.5. Parameterliste des Cluster-Algorithmus . . . . . . . . . . . . . . . . 153
3.6. Parameterliste der Segmentierung aus Kapitel 3.4.3 . . . . . . . . . . 154
3.7. Parameterliste der Detektion von Pferdeko¨pfen aus Kapitel 3.4.4 . . 158
3.8. Parameterliste der Groben Posenbestimmung aus Kapitel 3.5.1 . . . 160
3.9. Parameterliste der Posenverfeinerung aus Kapitel 3.5.2 . . . . . . . . 163
3.10. Beschra¨nkung der Parameter zur Posenverfeinerung aus Kapitel 3.5.2 164
3.11. Beispieldatensatz zur Beschreibung der ROC-Grafik . . . . . . . . . 179
3.12. Punktkoordinaten in der ROC-Grafik . . . . . . . . . . . . . . . . . 180
4.1. U¨bersicht der Anzahl erfasster Frames (Besuche) pro Tier . . . . . . 188
4.2. Fehlerbereiche in der U¨bersicht . . . . . . . . . . . . . . . . . . . . . 191
4.3. Horizontale La¨ngenfehler in der U¨bersicht . . . . . . . . . . . . . . . 194
4.4. Vertikale La¨ngenfehler in der U¨bersicht . . . . . . . . . . . . . . . . 194
4.5. Wahrheitsmatrix nach Selektion mittels Winkelorientierung . . . . . 198
4.6. Parameter zum Clustern aus Kapitel 3.4.2 . . . . . . . . . . . . . . . 199
4.7. Ergbnisse der Segmentierung aus Kapitel 3.4.3 . . . . . . . . . . . . 200
4.8. Ergebnisse der Detektion nach dem Clustern aus Kapitel 3.4.2 . . . 203
4.9. Ergebnisse der Detektion nach der Segmentierung aus Kapitel 3.4.3 . 203
4.10. Treffergenauigkeit ACC der Detektion/Segmentierung (Kapitel 3.4.3) 211
4.11. Treffergenauigkeit ACC der Detektion/Segmentierung (Kapitel 3.4.3) 211
4.12. Treffergenauigkeit ACC der Detektion/Clustern (Kapitel 3.4.2) . . . 212
4.13. Treffergenauigkeit ACC der Detektion/Clustern (Kapitel 3.4.2) . . . 212
4.14. Parameteru¨bersicht der Segmentierung aus Kapitel 3.4.3 . . . . . . . 214
4.15. Parameteru¨bersicht der Detektion nach der Segmentierung . . . . . . 216
4.16. Ergebnisu¨bersicht der Detektion mit einheitlichem HT . . . . . . . . 217
4.17. Parameter zur Grobe Posenbestimmung aus Kapitel 3.5.1 . . . . . . . 219
4.18. Parameter zur Posenverfeinerung aus Kapitel 3.5.2 . . . . . . . . . . 220
4.19. Parameteru¨bersicht A zur Grobe Posenbestimmung aus Kapitel 3.5.1 221
4.20. Parameteru¨bersicht B zur Posenbestimmung aus Kapitel 3.5.2 . . . . 221
4.21. Ergebnisu¨bersicht der Posenbestimmung der Kapitel 3.5.1 und 3.5.2 222
4.22. U¨bersicht der Anzahl detektierter Frames mit Pferdekopf . . . . . . 225
xxi
4.23. U¨bersicht der Anzahl gruppierter Frames (1) . . . . . . . . . . . . . 226
4.24. U¨bersicht der Anzahl gruppierter Frames (2) . . . . . . . . . . . . . 227
4.25. Konfusionsmatrix zur Identifikation zwischen den Individuen #1 . . 240
4.26. Konfusionsmatrix zur Identifikation zwischen den Individuen #2 . . 242
4.27. Konfusionsmatrix zur Identifikation zwischen den Individuen #3 . . 242
4.28. Konfusionsmatrix zur Identifikation zwischen den Individuen #4 . . 243
4.29. Konfusionsmatrix zur Identifikation zwischen den Individuen #5 . . 243
A.1. Geburtsdatum und Geschlecht der Tiere . . . . . . . . . . . . . . . . 271
A.2. Ursprung der Tiere mit Lebensnummern . . . . . . . . . . . . . . . . 272
A.3. Vermerk zum Kopf unter
”
Abzeichen bei Fuß der Mutter“ . . . . . . 272
B.1. Transformationen im P2 und P3 . . . . . . . . . . . . . . . . . . . . . 279
E.1. Parameter (1) der Segmentierung aus Kapitel 3.4.3 . . . . . . . . . . 291
E.2. Parameter (2) der Segmentierung aus Kapitel 3.4.3 . . . . . . . . . . 292
E.3. Parameter (3) der Segmentierung aus Kapitel 3.4.3 . . . . . . . . . . 292
E.4. Parameter (4) der Segmentierung aus Kapitel 3.4.3 . . . . . . . . . . 293
E.5. Parameter (5) der Segmentierung aus Kapitel 3.4.3 . . . . . . . . . . 293
E.6. Parameter (6) der Segmentierung aus Kapitel 3.4.3 . . . . . . . . . . 294
E.7. Parameter (7) der Segmentierung aus Kapitel 3.4.3 . . . . . . . . . . 294
E.8. Parameter (1) der Detektion nach dem Clustern aus Kapitel 3.4.2 . . 295
E.9. Parameter (2) der Detektion nach dem Clustern aus Kapitel 3.4.2 . . 296
E.10.Parameter (3) der Detektion nach dem Clustern aus Kapitel 3.4.2 . . 296
E.11.Parameter (4) der Detektion nach dem Clustern aus Kapitel 3.4.2 . . 297
E.12.Parameter (5) der Detektion nach dem Clustern aus Kapitel 3.4.2 . . 297
E.13.Parameter (6) der Detektion nach dem Clustern aus Kapitel 3.4.2 . . 298
E.14.Parameter (1) der Detektion nach der Segmentierung aus Kapitel 3.4.3299
E.15.Parameter (2) der Detektion nach der Segmentierung aus Kapitel 3.4.3299
E.16.Parameter (3) der Detektion nach der Segmentierung aus Kapitel 3.4.3300
E.17.Parameter (4) der Detektion nach der Segmentierung aus Kapitel 3.4.3300
E.18.Parameter (5) der Detektion nach der Segmentierung aus Kapitel 3.4.3301
E.19.Parameter (6) der Detektion nach der Segmentierung aus Kapitel 3.4.3301
E.20.Ergebnisse (1) der Detektion nach der Segmentierung aus Kapitel 3.4.3302
E.21.Ergebnisse (2) der Detektion nach der Segmentierung aus Kapitel 3.4.3302
E.22.Ergebnisse (4) der Detektion nach der Segmentierung aus Kapitel 3.4.3303
E.23.Ergebnisse (5) der Detektion nach der Segmentierung aus Kapitel 3.4.3303
E.24.Ergebnisse (6) der Detektion nach der Segmentierung aus Kapitel 3.4.3304
E.25.Ergebnisse (7) der Detektion nach der Segmentierung aus Kapitel 3.4.3304
E.26.Ergebnisu¨bersicht (1) der Segmentierung . . . . . . . . . . . . . . . . 305
E.27.Ergebnisu¨bersicht (2) der Segmentierung . . . . . . . . . . . . . . . . 306
E.28.Ergebnisu¨bersicht (3) der Segmentierung . . . . . . . . . . . . . . . . 307
E.29.Ergebnisu¨bersicht (1) der Detektion nach der Segmentierung . . . . 308
E.30.Ergebnisu¨bersicht (2) der Detektion nach der Segmentierung . . . . 309
xxii
E.31.Ergebnisu¨bersicht (3) der Detektion nach der Segmentierung . . . . 310
F.1. Ergebnisu¨bersicht (1) der Posenbestimmung aus Kapitel 3.5.1 und 3.5.2312
F.2. Ergebnisu¨bersicht (2) der Posenbestimmung aus Kapitel 3.5.1 und 3.5.2312
F.3. Ergebnisu¨bersicht (3) der Posenbestimmung aus Kapitel 3.5.1 und 3.5.2313
F.4. Ergebnisu¨bersicht (4) der Posenbestimmung aus Kapitel 3.5.1 und 3.5.2313





AAM active appearance model -
ACC accuracy Treffergenauigkeit
AdaBoost adaptive boosting adaptives Boosting (adaptives
Versta¨rken)
AUC area under curve Fla¨che unter der ROC-Kurve




CIHONV coordinate invariant histogram
of normal vectors
-
CMC cumulative match curve Identifikationsergebnis-Kurve nach Rang




DCS discriminant color space Diskriminierender Farbraum
DCT discrete cosine transformation Diskrete Kosinustransformation
DCV discriminant common vectors -
DLT direct-linear-transformation Direkt lineare Transformation
DNA Deoxyribonucleic acid -
DNN deep neural networks Tiefe Neuronale Netze
DPM deformable part model Verformbares Teilmodell
EBG elastic bunch graph Elastische Bu¨ndelgraphen
EBGM elastic bunch graph matching Verfahren zum Vergleich der EBG
EGI extended gaussian image Erweitertes Gaußsches Bild
EP evolutionary pursuit Evolutiona¨res Verfahren
EVG Elektronisches Vorschaltgera¨t Frequenzumwandler fu¨r Leuchtstoffro¨hren
EW Eigenwert(e) -
FDF four-directional features Vier-Richtungs Feature
FLD fisher linear discriminant Entspricht hier der LDA
FN false negative Klassifikation: Falsch-Negativ
FPGA field programmable gate array Integrierter Schaltkreis (IC)
FP engl: false positiv Klassifikation: Falsch-Positiv
FPR false positive rate Falsch-Positiv-Rate (auch
Ausfallrate - fallout oder
Falschalarm-Rate - false alarm rate)
xxv
Ku¨rzel Bedeutung Beschreibung
FPS Frames pro Sekunde Anzahl der Bilder, die in einer Sekunde
aufgenommen werden
GIC gamma intensity correction Gamma-Korrektur der Intensita¨ten im
Bild
GLCM grey level co-occurrence matrix -
GPS generalized pattern search Suchalgorithmus
HF homomorphe Filter -
HOG histogram of oriented gradients Richtungshistogramme
HONV histogram of oriented normal
vectors
Histogramm zur Winkelorientierung der
Normalenvektoren
HOOG haar of oriented gradients -
ICA independent component analy-
sis
Unabha¨ngigkeitsanalyse
ICP iterative closest point Registrierungsverfahren
IR Infrarot Wellenla¨ngenbereich des Lichtes
(780nm− 1000µm)
ISOMAP isometric transformation Isometrische Transformation




KLT Kanade-Lukas-Tomansi Algorithmus zur Merkmalsverfolgung
- feature tracker
KNN k-nearest-neighbour Methode der k-Na¨chsten-Nachbarn
KPCA kernel principal component
analysis
Kernel PCA
LBP local binary pattern -
LDA linear discriminant analysis Lineare Diskriminanzanalyse
LED Licht emittierende Diode Leuchtdiode: Halbleiter-Bauelement
welches Licht emittiert
L2-Norm Euklidische Norm -
L∞-Norm Maximumnorm -
LUT lookup-table Umsetzungstabelle
MHI motion histogram image Bewegungshistogramm-Bild
NIR Nah-Infrarot Unterbereich des IR Bereiches (siehe IR)
(780nm− 1400nm)
NN nearest-neighbour(hood) Verfahren der Na¨chsten-Nachbarn
PCA principal component analysis Hauptkomponentenanalyse
PDF probability density function Wahrscheinlichkeitsdichtefunktion
PLF precision livestock farming Pra¨zisionstierhaltung
xxvi
Ku¨rzel Bedeutung Beschreibung




PPV positive predictive value Genauigkeit - precision (auch positiver
Vorhersagewert)
PR-Kurve precision-recall curve -




Chip zur Identifikation u¨ber RFID





ROR rank one recognition rate Erkennungsrate des ersten Ranges






SOM self-organizing map Selbstorganisierenden Karten
SRC sparse representation classifier Klassifikator aus spa¨rlicher
Repra¨sentation
SURF speeded-up robust features
”
Beschleunigte, robuste Merkmale“
SVM support vector machine Stu¨tzvektormaschine
TN true negative Klassifikation: Richtig-Negativ
TNR true negative rate Richtig-Negativ-Rate (auch Spezifita¨t -
specificity)
TOF time-of-flight Laufzeit (Kameratyp a¨hnlich Laser-
scanner)
TP true positiv Klassifikation: Richtig-Positiv
TPR true positive rate Richtig-Positiv-Rate (auch Trefferquote -
recall oder Sensitivita¨t bzw.
Empfindlichkeit - sensitivity)
UHF ultra high frequency Ultrahochfrequenz (915MHz)
USB universal serial bus Universelles serielles Bussystem
UV Ultraviolett Wellenla¨ngenbereich des Lichtes
(10nm− 380nm)





Die automatische Identifikation von landwirtschaftlichen Nutztieren anhand von
Bilddaten gewinnt immer mehr an Bedeutung, ist bisher jedoch in nur wenigen
wissenschaftlichen Arbeiten behandelt worden. Ganz anders verha¨lt es sich mit dem
Identifizieren von menschlichen Gesichtern. Hier erreichen Methoden der Bildverar-
beitung bereits ein Niveau die Personen in Bilddaten zu identifizieren, welches den
Fa¨higkeiten des Menschen gleich kommt [Taigman u. a. 2014]. Neben den Identifi-
kationsalgorithmen, welche eine Klassifikation zwischen den Individuen durchfu¨hrt,
wird zur automatischen Identifikation von Gesichtern eine Detektion (das Auffin-
den der Gesichter im Bild) und eine Posennormalisierung (Ausrichten der Bilddaten
oder der eingesetzten Filter) beno¨tigt. Die jeweiligen Verfahren, welche beim Men-
schen zur erfolgreichen Gesichtidentifikation aus beliebigen Bilddaten (keine reine
Identifikation) eingesetzt werden, lassen sich jedoch nicht ohne weiteres auf jedes
Tier anwenden. So finden sich zum Teil große Unterschiede zwischen den Tierarten,
welches ein Grund sein mag, weshalb nur wenige Arbeiten zur Gesichtsdetektion
bei Tieren zu finden sind [Zhang u. a. 2008]. Viele dieser Arbeiten befassen sich mit
Tieren, die dem Menschen a¨hnliche Strukturen im Gesicht aufweisen (z.B. Schim-
pansen [Loos u. Ernst 2013]) oder aber ausgepra¨gte Ohren und frontal ausgerichtete
Augen haben (z.B. Katzen und Panda Zhang u. a. [2011]). Diese Bedingungen sind
jedoch nicht auf die in der vorliegenden Arbeit untersuchten Pferde und viele wei-
tere landwirtschaftliche Nutztiere (z.B. Rinder, Schweine und Schafe) zu u¨bertragen.
Vorrangig in landwirtschafltlichen Betrieben ist ein durchgehendes Monitoring im-
mer gro¨ßerer Nutztier-Herden gefragt, denn eine unzureichende U¨berwachung kann
Einfluss auf die Tiergesundheit (z.B. spa¨t erkannte Krankheiten) und die Produkti-
onsleistung in den Betrieben haben [Khoramshahi u. a. 2014]. Die Pra¨zisionstierhal-
tung (PLF - precision livestock farming) beabsichtigt durch entsprechende Sensorik
die sich vera¨ndernden Bedingungen im Betrieb zu erfassen und und diese mo¨glichst
einzeltierspezifisch auszuwerten bzw. zu nutzen. Dies reicht von der Futteraufnahme
und der mo¨glichst fru¨hzeitigen Diagnose von Krankheiterscheinungen bis hin zur
Klimatisierung und Belu¨ftung in den Sta¨llen. Hierbei ist nach Wathes u. a. [2008]
die Pra¨zisionstierhaltung (PLF - precision livestock farming) im besten Fall auf das





Das Erfassen individueller Messwerte je Nutztier zum Steuern der Umgebungsfak-
toren nach der Pra¨zisionstierhaltung (PLF - precision livestock farming) ist auf Sen-
soren oder Transponder (z.B. RFID-Tag) zur eindeutigen Einzelidentifikation ange-
wiesen. Diese werden in der aktuellen Tierhaltung meist an jedem Tier befestigt, um
eine Unterscheidung zwischen den Tieren zu ermo¨glichen. Alternativ hierzu ko¨nnen
lokale Sensoren, wie Kameras, im Stall genutzt werden. Die Auswertung digitaler
Bilddaten kann in vielen Gebieten der Pra¨zisionstierhaltung (PLF - precision li-
vestock farming) genutzt werden [Berckmans 2006; Khoramshahi u. a. 2014]. Der
Einsatz von Kamerasystemen hat gegenu¨ber am Tier befestigten Sensorsystemen
den Vorteil, dass die Tiere durchgehend beaufsichtigt werden ko¨nnen ohne diese zu
beeinflussen oder sogar zu sto¨ren [Berckmans 2006] (z.B. Anbringen, U¨berpru¨fen
oder schlechter Sitz der Sensoren, etc.). Zudem wird die Technik zum Aufzeichnen
digitaler Videos immer besser und gu¨nstiger.
Offen ist jedoch die Problemstellung, innerhalb einer Gruppe von Nutztieren einzel-
ne Individuen anhand der Bilddaten ohne weitere Marker automatisch unterscheiden
zu ko¨nnen (Detektion und Identifikation), um die in der Tierhaltung erfassten Da-
ten dem jeweiligen Einzeltier automatisch zuordnen zu ko¨nnen. Hierzu bietet sich
die Unterscheidung der Tiere anhand ihrer Gesichter durch den erfolgreichen Einsatz
beim Menschen an. Abbildung 1.1 stellt den auf das Pferd, das in dieser Arbeit unter-
suchte Nutztier, u¨bertragenen Ablaufgraphen von der Aufnahme u¨ber die Detektion
bis hin zur Identifikation der Gesichter dar, woraus sich gleichzeitig die nacheinander
zu bearbeitenden Arbeitsschritte der vorliegende Dissertation bilden. Das mit der
Abbildung 1.1 beschriebene Vorgehen hat sich bei der Identifikation von menschli-
chen Gesichtern bewa¨hrt [Lu u. a. 2003] und wurde in vergleichbarer Form bereits






Abbildung 1.1.: Bildverarbeitungskette zur automatischen Identifikation von Pfer-
degesichtern [Vera¨ndert nach: Loos u. Ernst 2013]
2
1.1. Problemstellung
Die erfolgreiche automatische Identifikation (letzter Schritt aus Abbildung 1.1) ist
demnach auf die jeweils vorangehenden Aufzeichnungs- und Bildverarbeitungsschrit-
te angewiesen, die in der vorliegenden Arbeit auf das Pferd zu u¨bertragen und an-
zupassen sind. Dadurch ergeben sich weitere grundsa¨tzliche Problem- bzw. Aufga-
benstellungen.
• Bei den Pferden handelt es sich um Fluchttiere, die sehr schreckhaft sein ko¨n-
nen und durch ihre Halsla¨nge einen im Vergleich zum Menschen großen Be-
wegungsfreiraum haben ihren Kopf im Raum zu positionieren. Eine fehlende
Kooperation der Tiere erschwert das Aufzeichnen von Bilddaten. Zudem gibt
es keine Forschungsarbeiten die sich mit der rechnergestu¨tzten Unterscheidung
von Pferdegesichtern befasst haben, weshalb auch auf keine bestehende Daten-
bank mit verwertbaren Bilddaten zuru¨ckgegriffen werden konnte.
• Die unterschiedlichen Farben und Zeichnungen im Fell der Pferde, wie sie auch
bei Rindern auftreten [Anguzza 2013], erschweren es die Tiere vom Hinter-
grund zu trennen sowie eine Trennung von Kopf und Rumpf der Tiere auf den
Bilddaten durchzufu¨hren.
• Die genannten Fellfarben und -zeichnungen erschweren das Auffinden von Land-
marken bei sich optisch unterscheidenden Tieren. Die Landmarken sollten zur
Normalisierung der aufgenommenen Tiergesichter auch bei stark unterschied-
lichen Pferdegesichtern an vergleichbaren Positionen sein.
• Verfahren zur Detektion und Posenbestimmung zur Normalisierung (bzw. zu-
dem Landmarkendetektion) der Gesichter von Nutztieren auf Tiefendaten wu¨r-
den die auf den verschiedenen Fellfarben und -zeichnungen basierenden Pro-
blemstellungen umgehen. Entsprechende Verfahren konnten in der Literatur




Hauptziel dieser Arbeit ist die Kla¨rung der Mo¨glichkeiten einer weitestgehend au-
tomatischen Identifikation von Individuen bei Pferden anhand von Bilddaten der
Tierko¨pfe innerhalb einer Futterstation unter realen Bedingungen. Aus dem in Ab-
bildung 1.1 dargestellten Vorgehen zur Identifikation von Pferden anhand von Auf-
nahmen der Ko¨pfe ergeben sich folgende Arbeitsschritte bzw. Teilziele:
• Konzeption und Aufbau eines Bilderfassungssystems, welches in einem Pferde-
stall unter praxistypischen Bedingungen das Erfassen der Bilddaten vom Kopf
der Tiere ermo¨glicht.
– Hierbei ist ein automatisches Auslo¨sen ohne zusa¨tzliche Sensoren, wie
einer Lichtschranke, anzustreben.
– Bei Mehrkamera-Systemen ist ein synchrones Erfassen der Daten sowie
eine Kalibrierung der Kameras zueinander erforderlich.
– Zudem sind Tier und Technik zu schu¨tzen, so dass weder die Pferde Ge-
fahr laufen sich zu verletzen, als auch die Technik nicht von den Tieren
manipuliert (zersto¨ren, verstellen, verschieben oder verschmutzen der Ka-
meras) werden kann.
• Automatische bzw. automatisierte Detektion der Pferdeko¨pfe in den Bilddaten.
– Das Auffinden der Ko¨pfe innerhalb der Bilder sollte ohne das vorherige
Wissen um Fellzeichung und -farbe der Individuen ermo¨glicht werden, um
eine Detektion zuvor unbekannter Tiere zu ermo¨glichen.
• Automatische bzw. automatisierte Normalisierung der Bilddaten, um eine gute
Ausgangslage fu¨r die Identifikation zu erreichen. Die Normalisierung soll die
unterschiedlichen Posen des Kopfes ausgleichen.
• Evaluation der Identifikation mit einem Standardverfahren der menschlichen
Gesichtserkennung (Identifikations-Algorithmus) auf den unter realen Bedin-
gungen aufgezeichneten Daten der Pferdeko¨pfe.
– Vergleich der Erkennungsleistung bei Variation der Auflo¨sung in den Bild-
daten, der Lernmenge sowie der Auflo¨sung des Gesichtsraums (Dimension
der genutzten Merkmale).
Die folgenden Kapitel dieser Arbeit orientieren sich jeweils an den Einzelschritten,
die sich aus dem in Abbildung 1.1 dargestellten Vorgehen zur Identifikation anhand
von Gesichtsaufnahmen ergeben und welche auf die Pferde u¨bertragen wurden.
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2.1. Bildverarbeitung im Kontext von Tieren
2.1.1. Bildverarbeitung im Bereich von Wildtieren
Dieses Kapitel beschreibt eine Zusammenstellung von Arbeiten, in denen Wildtiere
unterschieden und Tierarten erkannt oder verfolgt und Bewegungstrajektorien gene-
riert werden. Bis auf Ausnahmen ([Burghardt u. a. 2004a] und [Wawerla u. a. 2009])
werden jedoch keine einzelnen Tiere erkannt und vom Hintergrund getrennt, worauf
im Kapitel 2.2 eingegangen wird. Entweder wird eine Detektion (Kapitel 2.2) oder
Markierung der Tiere angenommen (z.B. [Kumar u. Divya 2014]), es wird nur ein
Tier im Bild angenommen (z.B. [Hannuna u. a. 2005; Hannuna 2007]) oder die Bild-
verarbeitung bezieht sich auf eine gesamte Population (z.B. [Xu u. a. 2009]).
C´alic´ u. a. [2005] stellt mehrere Arbeiten im Zusammenhang mit Wildaufnahmen
vor. Darunter ein Verfahren zur Detektion von Tierko¨pfen (Lo¨wen) von Burghardt
u. a. [2004a] (siehe Kapitel 2.2.3), ein Verfahren zur Detektion und Gangerken-
nung von Vierbeinern [Hannuna u. a. 2005; Hannuna 2007] und die Identifikation
von afrikanischen Pinguinen anhand der individuellen Punktmuster auf deren Brust
[Burghardt u. a. 2004b] (siehe Kapitel 2.4.3). Wawerla u. a. [2009] stellt ein System
vor, welches Biologen bei der Auswertung von Aufnahmen mit Ba¨ren unterstu¨tzt.
Zur Detektion der Ba¨ren in den Videoaufnahmen werden in [Wawerla u. a. 2009]
Bewegungs-Shapelets angelernt, die A¨hnlichkeiten mit dem Verfahren von Viola u.
Jones [2001a, b]; Viola u. a. [2003] zur Objekt-Detektion (siehe Kapitel 2.2.1) haben.
In [Viola u. Jones 2004] wird dieses ([Viola u. Jones 2001a, b; Viola u. a. 2003]) zur
Detektion von menschlichen Gesichtern (siehe Kapitel 2.2.2) eingesetzt. In der Arbeit
von Tweed u. Calway [2002] wird ein Bewegungsmodell genutzt, um die periodische
Bewegung von Tieren zu detektieren und diese in Videosequenzen aufzufinden sowie
zu verfolgen (tracking). Gibson u. a. [2003] generiert ein Bewegungsmodell von Vier-
beinern aus einem spa¨rlichen Satz von Punkten, die u¨ber eine Bildsequenz verfolgt
werden (KLT-Punktverfolger; Kanade-Lukas-Tomansi feature tracker). In der Arbeit
von Kumar u. Divya [2014] wird die Bildvearbeitung dazu genutzt unterschiedliche
Tierarten in Bildmaterial zu klassifizieren. Spampinato u. a. [2010, 2014] klassifizie-
ren unterschiedliche Fischarten anhand von Videosequenzen und extrahieren deren
Bewegungstrajektorien. Xu u. a. [2009] erstellt eine Aktivita¨tsscha¨tzung, die an Fi-
schen ausgewertet wird, anhand der Bewegungsdistanz von aufeinander folgenden
Frames in Abha¨ngigkeit der La¨nge des jeweiligen Tieres.
Afkham u. a. [2008], Seifzadeh u. Faez [2014] und Kumar u. Divya [2014] stellen
unterschiedliche Verfahren zur Unterscheidung von Tierarten in 2D Bilddaten vor.
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Afkham u. a. [2008] erstellt eine Art Wo¨rterbuch aus Grauwerten. Die Methode ord-
net dabei Bilder mit Pferden der Klasse
”
Pferd“ erstaunlich gut zu. Jedoch wird
neben dem Objekt (dem Tier) auch der Hintergrund mit zur Entscheidungsfindung
beru¨cksichtigt, so dass eine Trennung des Objekts vom Hintergrund bzw. das Lo-
kalisieren des Objekts im Bild offen bleibt. Seifzadeh u. Faez [2014] vergleicht drei
Features, die die Textureigenschaften oder eine Kombination aus Textur und Ge-
stalt beschreiben. Zur Unterscheidung der Tierarten setzt Seifzadeh u. Faez [2014]
die Methode der Na¨chsten-Nachbarschaft (NN - nearest-neighbour(hood)) ein. Ku-
mar u. Divya [2014] vergleichen unterschiedliche Klassifikationsverfahren (Na¨chste-
Nachbarschaft - nearest-neighbour, neuronales Wahrscheinlichkeitsnetz - probabilistic
neural network und symbolische Klassifikatoren - symbolic classifier), mit denen die
Tierarten aus 2D Bildern unterscheidbar sind.
2.1.2. Bildverarbeitung im Bereich von landwirtschaftlichen Nutztieren
Berckmans [2006] gibt eine U¨bersicht welche Sensoren im Bereich der landwirtschaft-
lichen Nutztierhaltung Anwendung finden. Die Sensoren werden genutzt, um ein
”
online“-Monitoring der Tiere zu realisieren, deren Wohlergehen zu kontrollieren
sowie Krankheiten mo¨glichst fru¨hzeitig zu detektieren. Dabei kommen immer ha¨ufi-
ger auch Verfahren der Bildverarbeitung zum Einsatz, die ha¨ufig eine kostengu¨nsti-
ge Methode zum Tiermonitoring darstellen und die Betriebsleiter entlasten [Chung
u. a. 2014]. In [Chung u. a. 2014] ist zudem eine U¨bersicht weiterer kamerabasierter
Methoden im landwirtschaftlichen Umfeld zusammengetragen. Rushen u. a. [2012]
stellt eine Vielzahl von Sensoren und Einsatzmo¨glichkeiten zur Automatisierung in
Landwirtschaftsbetrieben vor. Unter anderem werden Methoden der Bildverarbei-
tung oder der computergestu¨tzten Gera¨uscherkennung beschrieben. Neben den Ar-
beiten zur Detektion aus Kapitel 2.2 soll durch die Arbeiten in diesem Kapitel die
Vielzahl der Anwendungsmo¨glichkeiten der Bildverarbeitung in Landwirtschaftsbe-
trieben verdeutlicht werden. Die vorgestellten Arbeiten befassen sich vorrangig mit
der Bewegungs- und Verhaltensanalyse sowie der Zustands- und Gewichtskontrolle
von Nutztieren. In den Arbeiten wird wiederum (entsprechend Kapitel 2.1.1) eine
Detektion (Kapitel 2.2) oder Markierung der Tiere angenommen (z.B. [Ahrendt u. a.
2011]), nur ein Tier im Bild angenommen (z.B. [Tillett u. a. 1997]) oder die Bildver-
arbeitung bezieht sich auf eine gesamte Population (z.B. [Ott u. a. 2014]).
Schweine
Wouters u. a. [1990] setzt einfache Methoden der Bildverarbeitung (Fenstertechnik
- windowing, Schwellwert und Pixelanzahl) ein, um das wa¨rmeregulierende Verhal-
ten (Zusammenkauern oder Ausbreiten) von Ferkeln auszuwerten und daraufhin die
Umgebungstemperatur in den Schweinesta¨llen zu kontrollieren. In der Arbeit von
Wouters u. a. [1990] ist es no¨tig, Alter bzw. Gewicht der Tiere zu kennen, denn diese
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haben Einfluss auf die Anzahl der Pixel, die einem Schwein im Bild entsprechen.
Shao u. a. [1997] umgeht die Angabe von Alter oder Gewicht der Ferkel, indem ein
Neuronales-Netz auf dem Fourier-Transformierten Bina¨rbild, welches angibt, welche
Pixel im Bild einem Tier entsprechen, erstellt und ausgewertet wird. In [Shao u. a.
1998] werden weitere Features mit der bisherigen Methode aus [Shao u. a. 1997] ver-
glichen. Shao u. a. [1998] schla¨gt eine Kombination aus zentralen Momenten, dem
Umfang und der Fla¨che als Feature fu¨r das bereits zuvor ([Shao u. a. 1997]) genutzte
Neuronale-Netz vor. Xin [1999]; Xin u. Shao [2002]; Shao [2003]; Xin u. Shao [2005]
und Shao u. Xin [2008] stellen die weiterfu¨hrenden Arbeiten vor, um sich bewegen-
de Schweine von der beschriebenen Analyse auszunehmen und ein echtzeit fa¨higes
System aufzubauen.
Tillett u. a. [1997] und Ahrendt u. a. [2011] stellen unterschiedliche Methoden zur
Verfolgung (tracking) von Schweinen in Videosequenzen vor. Die Tiere werden in
aufeinander folgenden Farbbildern, die eine Draufsicht auf eine Gruppe von Schwei-
nen zeigen, durch eine Modellierung verfolgt. Ahrendt u. a. [2011] nutzt zudem ei-
ne Vorder- / Hintergrund Scha¨tzung, die anhand der Farbinformation durchgefu¨hrt
wird, um die Methode des Verfolgens zu verbessern. Eine vorherige Detektion (vgl.
Kapitel 2.2.4) wird in den Arbeiten ([Tillett u. a. 1997; Ahrendt u. a. 2011]) nicht
beschrieben.
Chung u. a. [2014] und Ott u. a. [2014] stellen Verfahren zur videobasierten U¨ber-
wachung von Schweinen vor, welches automatisch die Aktivita¨t der Tiere innerhalb
einer Gruppe aufzeichnet und so deren Tagesrhytmus bestimmt als auch u¨berwacht.
Ismayilova [2014] und Viazzi u. a. [2014] nutzen zur Detektion einiger Vorzeichen ag-
gressiven Verhaltens bei Schweinen ein Bewegungshistogramm-Bild (MHI - motion
histogram image). Das MHI (Bewegungshistogramm-Bild) wird aus zuvor manuell
gelabeltem Bildmaterial erstellt. Zudem stellt Ismayilova [2014] eine weitere Methode
zur Aktivita¨tsmessung (vgl. [Chung u. a. 2014; Ott u. a. 2014]) aus einer Bildsequenz
der Draufsicht auf eine Gruppe von Schweinen dar.
Hu¨hner
Leroy u. a. [2006] stellt ein System zur Verhaltensbestimmung von einzeln gehalte-
nem Geflu¨gel aus Kameradaten vor. Dawkins u. a. [2009, 2012] setzt einfache Web-
cams ein, um die Gangart durch den optischen Fluss (optical flow) in den Bildda-
ten auszuwerten. Die Auswertung findet fu¨r die gesamte Herde und nicht auf Basis
einzelner Tiere statt. Aydin u. a. [2010] erstellt anhand von Videoaufnahmen eine
Bewegungsauswertung von Zuchtha¨hnchen, die mit dem Aktivita¨tsindex der Tie-
re korreliert. Die Aktivita¨tsindizes werden ebenfalls fu¨r eine Gruppe von Hu¨hnern
erstellt. Lee u. a. [2011] erweitert die Arbeiten [Dawkins u. a. 2009, 2012] um das
Erfassen von Unruhen unter den Tieren, welches zur Vorhersage von Federpicken





Die Arbeiten von Song u. a. [2008]; Leroy u. a. [2008]; Bahr u. a. [2008]; Poikalainen
u. a. [2009]; Poursaberi u. a. [2010]; Pluk u. a. [2012] und van Hertem u. a. [2014]
befassen sich mit der automatischen, videobasierten Gangerkennung von Rindern.
In der Arbeit von Cangar u. a. [2008] wird ein Verfahren zur automatischen Erken-
nung des Verhaltens von kalbenden Ku¨hen aus Videosequenzen beschrieben. Tsai u.
Huang [2014] erkennt zudem Brunft- und Paarungsverhalten von Ku¨hen in Bildse-
quenzen.
Einsatz von Tiefeninformationen (3D)
Fu¨r den Einsatz in Landwirtschaftsbetrieben werden auch 3D Informationen verar-
beitet. So wird in [Tillett u. a. 2004] ein passives Stereovision-System (Aufbau mit
zwei Kameras) zur Rekonstruktion des dreidimensionalen Ko¨rpers von Schweinen
verwendet. Die Rekonstruktion soll dazu dienen, Formvera¨nderungen durch Wachs-
tum, Gewichtsvera¨nderung, Dia¨ten und Haltung der Schweine zu detektieren. In
[Nakarmi 2013; Nakarmi u. a. 2014] wird eine TOF-Kamera (time-of-flight Kamera),
die die Entfernung zur Kamera anhand der Laufzeit von moduliertem Licht ermit-
telt, eingesetzt, um Legehennen zu verfolgen (zu
”
tracken“). Zusa¨tzlich setzt Na-
karmi [2013]; Nakarmi u. a. [2014] eine Reihe von RFID-Antennen (radio-frequency
identification antennas) am Boden des Geheges ein, um die Identifikation der einzel-
nen Tiere mittels RFID-Transpondern (radio-frequency identification transponder)
zu ermo¨glichen. Anglart [2010] stellt ein automatisches Verfahren vor, welches die
3D Aufnahmen einer TOF-Kamera dazu nutzt, eine Ko¨rperkonditionsbeurteilung
(BCS - body condition score) und das Gewicht von Schwedisch Rotbunten Rindern
zu scha¨tzen. Dabei wird in [Anglart 2010] die Problematik beim Einsatz von TOF-
Kameras in Bezug auf unterschiedlich farbige Zeichnungen bei Rindern erwa¨hnt, da
die TOF-Kamera im beschriebenen Fall in dunklen Regionen unzureichend genaue
Messwerte erzeugt.
Kongsro [2014] setzt die Kinect, deren Daten auch in dieser Dissertation zum Einsatz
kommen (siehe Kapitel 3.3), zur Gewichtsscha¨tzung von Schweinen ein. Die Farbe
der Schweinerasse hatte dabei keinen Einfluss auf die Tiefendaten und somit auf





2.2.1. Detektion von Objekten
Die Detektion von Objekten ist ein a¨ußerst weitreichendes Gebiet der Bildverarbei-
tung. In diesem Kapitel sind daher nur solche Arbeiten aufgefu¨hrt, die im Zusam-
menhang mit den in dieser Arbeit verwendeten Methoden stehen bzw. in abgewan-
delter Form bereits zur Detektion von Tiergesichtern eingesetzt wurden (siehe Kapi-
tel 2.2.3). Eine U¨bersicht aktueller Methoden zur Objektdetektion (z.B. SIFT scale
invariant feature transformation) findet sich in [Prasad 2012]. Juan u. Gwun [2009]
vergleicht die Feature SIFT scale invariant feature transformation, PCA-SIFT und
SURF (speeded-up robust features [Bay u. a. 2008]), welche ebenfalls zum Auffinden
von Objekten eingesetzt werden, miteinander. Eine weitere U¨bersicht zu Detektions-
und Klassifikations-Algorithmen von Objekten ist in der Arbeit von Zhang u. a.
[2013] zu finden. In der im u¨brigen auch die Detektion von Pferden (jedoch gan-
zer Ko¨rper) aus Bildern in der Arbeit [Ferrari u. a. 2008] (bzw. [Ferrari u. a. 2010])
beschrieben wird. Ferrari u. a. [2008, 2010] stellen hierzu eine Datenbank von Pfer-
debildern (ganzer Ko¨rper) vor.
Viola u. Jones [2001a, b]; Viola u. a. [2003] stellen eine robuste und weit verbreitete
Methode zur Detektion von Objekten auf 2D Grauwertbildern vor, die auch ha¨ufig
zur Gesichtsdetektion bei Menschen eingesetzt wird [Khan u. a. 2013]. Die Methode
erzeugt zuna¨chst ein Integralbild und lernt weiche Klassifikatoren (einzeln ohne hohe
Aussagekraft) an, die in mehreren Kaskaden zu einem robusten Klassifikator zusam-
mengefasst werden. Dies wird als adaptives Boosting (adaptives Versta¨rken - ad-
aptive boosting - AdaBoost) bezeichnet. Die eingesetzten Haar-a¨hnlichen (haar-like)
Features (a¨hnlich den Haar-Wavelets) sind einfache rechteckige Filter, bei denen die
einzelnen Regionen entweder positiv oder negativ gewertet werden und in ihrer Sum-
me den zur Entscheidung des Klassifikators genutzten Wert darstellen. Aus einem
mo¨glichst großen Satz dieser einfachen Filter wird durch das Anlernen automatisch
der zur Klassifikation nutzbare Satz extrahiert. Die Klassifikation kann durch die
Kaskadenstruktur schnell angewendet werden. In [Viola u. a. 2003] wird neben den
Informationen eines Bildes die Bewegung u¨ber mehrere Bilder einer Videosequenz
ausgewertet, um Fußga¨nger zu detektieren. Weitere Arbeiten, die diese Methode zur
Gesichtsdetektion einsetzen, sind in den Kapiteln 2.2.2 und 2.2.3 zu finden.
Chen u. a. [2010] nutzt die Tiefeninformation, um zuna¨chst einzelne Objektpunkte,
die sich in unterschiedlichen Schichten der Tiefe befinden, aufzufinden. Ausgehend
von den Objektpunkten wird ein Region-Growing-Algorithmus angewendet, um das
komplette Objekt zu markieren. Hetzel u. a. [2001] stellt eine Methode zur Erkennung
von Objekten durch Histogrammvergleiche unterschiedlicher Merkmale einer Tiefen-
karte vor. Es wird eine Erkennung von realen Objekten mit simulierter Verdeckungen
durchgefu¨hrt, wobei freigestellte Objekte ohne Hintergrund erkannt werden. Ansa¨tze
aus [Hetzel u. a. 2001] finden in dieser Dissertation Verwendung (siehe Kapitel 3.4.1).
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Zudem wird in Kapitel 3.4.4 ein A¨hnlichkeitsfaktor ρ beschrieben, welcher vergleich-
bar ist mit der in [Schiele u. Crowley 2000] beschriebenen X 2-Abweichung (X 2-
divergence), die durch Hetzel u. a. [2001] zum
”
Histogramm Matching“ verwendet
wird. Der in Kapitel 3.4.4 verwendete Offset im Histogramm (zirkula¨res Verschie-
ben/Versatz anhand des durchschnittlichen Histogrammwerts) ist jedoch, wie in dem
Kapitel 3.4.4 selbst beschrieben, der Arbeit von Tang u. a. [2013] zuzuordnen. Das
durch
Tang u. a. [2013] beschriebene Versetzen des Histogramms umgeht die in [Hetzel
u. a. 2001] beschriebene Problematik beim Vergleich versetzter Histogramme (ent-
steht z.B. durch vera¨nderten Betrachtungswinkel). Um die beschriebene Problematik
zu umgehen, fu¨hrt Hetzel u. a. [2001] eine wahrscheinlichkeitstheoretische Erkennung
(probabilistic recognition) ein.
Tang u. a. [2013] stellt ein Verfahren vor, welches HONV (histogram of oriented nor-
mal vectors) zur Detektion und Klassifikation von Objekten in Tiefenkarten nutzt.
Das Verfahren wird in Kapitel 3.4.4 na¨her beschrieben, wobei Tang u. a. [2013] die
Features in einer Pyramidenstruktur aus mehreren Auflo¨sungsstufen aus den Bild-
daten extrahiert.
2.2.2. Detektion von Menschen
Dalal u. Triggs [2005] stellen eine Methode zur Detektion von Menschen in Einzelbil-
dern dar, die mit den eingesetzten HOG (histogram of oriented gradients - Richtungs-
histogramme) Features vergleichbar gute Ergebnisse zu den getesteten SIFT (scale
invariant feature transformation) Features ergeben. Das in Kapitel 3.4.4 eingesetzte
Verfahren der HONV (histogram of oriented normal vectors) stellt eine Erweiterung
des HOG (histogram of oriented gradients) Features vom 2D- in den 3D-Raum dar
[Tang u. a. 2013].
Xia u. a. [2011] verwendet die Kinect, deren Daten auch in dieser Dissertation zum
Einsatz kommen (siehe Kapitel 3.3), um menschliche Ko¨pfe durch das Einbringen
von Vorwissen (3D Modell des Kopfes und der Gro¨ßenverha¨ltnisse) in den Daten
aufzufinden. Die Gemeinsamkeiten der Arbeit von Xia u. a. [2011] mit dieser Arbeit
beschra¨nken sich auf die Verwendung der 3D Daten der Kinect sowie eines Geome-
triemodells. Jedoch wurde der im Kapitel 3.4.3 beschriebene Ansatz durch Xia u. a.
[2011] angeregt.
Detektion von menschlichen Gesichtern
In den Arbeiten [Hjelm˚as u. Low 2001; Yang u. a. 2002; Zhang u. Zhang 2010] ist
eine U¨bersicht unterschiedlicher Verfahren zur Detektion von menschlichen Gesich-
tern zusammengestellt. Diese reichen vom einfachen Merkmal, wie der Detektion
durch Gesichtsfarbe oder Textur, u¨ber aktive Formmodelle (active shape models) bis
hin zu bildbasierten Methoden, die ohne Vorwissen direkt auf den Bilddaten an-
gelernt werden. Yang u. a. [2002] teilt die Verfahren zur Gesichtsdetektion in vier
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Kategorien: Die wissensbasierten Methoden, die Verfahren mit invarianten Merkma-
len, die Methoden mit Schablonenabgleich (template matching) und die erscheinungs-
basierten (appearance-based) Verfahren. Die wissensbasierten Methoden verwenden
vordefinierte Regeln zur Detektion der Gesichter, die auf vorherigem Wissen basieren
und vorrangig zur Lokalisation der Gesichter eingesetzt werden. Die Verfahren mit
invarianten Merkmalen zielen darauf ab, Strukturen im Gesicht zu finden, die ro-
bust hinsichtlich Posen- oder Lichtvera¨nderungen sind. Der Schablonenableich nutzt
zuvor gespeicherte Gesicht-Templates, um in einem Bild Gesichter aufzufinden. Die
erscheinungsbasierten Verfahren lernen anhand representativer Trainingsdaten und
sind im Allgemeinen bis dato den vorherigen Verfahren hinsichtlich der Detekti-
onsperformance in 2D Bildern u¨berlegen [Zhang u. Zhang 2010].
In der U¨bersicht von Zhang u. Zhang [2010] findet sich eine detaillierte Beschreibung
der menschlichen Gesichtsdetektion und derer Variationen, die, wie in [Viola u. Jones
2004] beschrieben, die Haar-a¨hnlichen Features aus [Viola u. Jones 2001a, b; Viola
u. a. 2003] mit dem AdaBoost-Algorithmus (weiche Klassifikatoren werden in einer
Kaskadenstruktur zu einem Klassifikator angeordnet, vgl. Kapitel 2.2.1) kombiniert
werden. Das Boosting (Versta¨rken), also das Anlernen vieler weicher Klassifikatoren,
die zu einem
”
guten“ Klassifikator zusammengefasst werden, wird in der Arbeit von
Viola u. Jones [2004] verwendet und hat sich zu dem Standardverfahren der Ge-
sichtsdetektion in der realen (praxisnahen) Anwendung entwickelt [Zhang u. Zhang
2010]. Jedoch setzt das Boosting eine große Anzahl an Trainigsdaten voraus [Zhang
u. Zhang 2010]. Variationen des Verfahrens von Viola u. Jones [2004] werden be-
reits zur Detektion von Gesichtern bei Tieren (z.B. Lo¨wen [Burghardt u. a. 2004a;
Burghardt u. Calic 2006a, b]) angewendet (siehe Kapitel 2.2.3). Eine Diskussion zur
Anwendung des Verfahrens beim Pferd findet sich in Kapitel 5.3.
Wong u. a. [2001], als auch Li u. a. [2006], stellen Methoden zur Gesichtsdetektion
vor, bei denen die Augenkandidaten durch ihren Kontrast im Grauwertbild aufge-
funden werden. Die unterschiedlichen Zeichnungen der Pferde, die Positionierung
der Augen an den Seiten des Kopfes [Timney u. Keil 1999] sowie kaum Kontrast
(haupsa¨chlich schwarze Augen, kein weißer Bereich sichtbar) innerhalb der Augen
machen diese oder a¨hnliche Methoden fu¨r Pferde unbrauchbar.
Niese u. a. [2007] findet Gesichter u¨ber deren homogene Gesichtsfarbe. Diese wird
in der Methode genutzt, um mit Hilfe der 3D Information Cluster zu finden. Beim
Pferd wird dies nicht ohne Weiteres umsetzbar sein, da die Tiere im Allgemeinen
keine homogene Gesichtsfarbe haben. Mian u. a. [2006] stellt eine Detektion von
menschlichen Gesichtern vor, die in 3D Daten ein Gesicht anhand der Nase auf-
findet. Bedingt durch die Anatomie, la¨sst sich dieses Verfahren ebenfalls nicht auf
das Pferd anwenden. Die durch Niese u. a. [2007] und Mian u. a. [2006] verwendete
Normalisierung ist in Kapitel 2.3 aufgefu¨hrt.
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2.2.3. Detektion von Wildtieren
Dieses Kapitel fasst Arbeiten zusammen, die hauptsa¨chlich die Detektion von Wild-
tieren (bzw. Tieren im Allgemeinen) behandeln. Dabei werden gesamte Ko¨rper der
Tiere detektiert. Das Unterkapitel Kopf- und Gesichtsdetektion hingegen fasst aus-
fu¨hrlich solche Arbeiten zusammen, die sich mit der Detektion von Ko¨pfen oder
Gesichtern von Tieren bescha¨ftigen. Im Unterkapitel Kopf- und Gesichtsdetektion
finden sich zudem Arbeiten zur Detektion von Haustieren (z.B. Katzen [Zhang u. a.
2008]).
Die Arbeit von Burghardt [2008] zeigt umfangreich die Detektion und Identifikati-
on von Pinguinen und Zebras in ihrem natu¨rlichen Umfeld. Zudem wird ausfu¨hrlich
die Bedeutung unterschiedlichster Fellzeichnungen und -muster in ihrer Entwicklung
sowie zur Detektion und Identifikation behandelt. Sharma [2013]; Koik u. Ibrahim
[2012] stellen eine vergleichbar kurze U¨bersicht aktueller Detektionsmethoden von
Tieren aus Bilddaten zusammen.
Parihk u. a. [2013] und Sharma u. a. [2014] nutzen einen verha¨ltnisma¨ssig einfachen
Ansatz des Schablonenabgleichs (template matching), um auf 2D Bilddaten einer
Bildsequenz Tiere zu detektieren, die durch Hintergrundsubtraktion (hier die Diffe-
renz aufeinanderfolgender Frames) als sich bewegende Objekte in den Bildern auf-
gefunden werden. Ramanan u. Forsyth [2003]; Ramanan u. a. [2006] stellen eine
Methode vor, die autonom aus einer Videosequenz ein Modell eines sich bewegenden
Objekts erzeugt und dieses verfolgt (tracking). Das Modell besteht aus einzelnen
Patches aus denen sich das Tier in jedem Bild zusammensetzt. Zusa¨tzlich werden







Giraffe“) verglichen, so dass ein Detektor fu¨r die je-
weilige Tierart entsteht. Khorrami u. a. [2012] lernt zuna¨chst ein Hintergrundmodell
und extrahiert anschließend Tiere aus Videosequenzen anhand der gro¨ßten Bewe-
gung mittels einem Verfahren zur Bestimmung des optischen Flusses (optical flow).
Die Besonderheit ist, dass das Verfahren trotz eines großen Versatzes der Tiere von
Frame zu Frame aufgrund niedriger Frameraten anwendbar ist. Chamoso u. a. [2014]
und van Gemert u. a. [2014] stellen Systeme vor, um Tiere von einem unbemannten
Fluggera¨t aus aufzunehmen, zu detektieren und anschließend zu za¨hlen. Die Detek-
tion in [Chamoso u. a. 2014] erfolgt u¨ber ein ku¨nstliches Neuronales Netz (convo-
lutional neural network - CNN). Van Gemert u. a. [2014] vergleicht zur Detektion
verformbare Teilmodelle (deformable part(-based) model - DPM) mit kombinierten
Support-Vektor-Maschinen (Stu¨tzvektormaschine - support vector machine - SVM),
um die Tiere in den Bilddaten mo¨glichst schnell aufzufinden. Zeppelzauer [2013] und
Sugumar u. Jayaparvathy [2014] stellen Systeme zur Detektion von Elefanten aus
Farbbildern vor. Zeppelzauer [2013] detektiert die Elefanten in den Bildern zuna¨chst
mit einem Farbmodell und verfeinert die Detektion durch das Verfolgen der Tiere
u¨ber mehrere Videoframes (tracking). Sugumar u. Jayaparvathy [2014] nutzen die
Haar Wavelet-Transformation, um aus den Farbbildern Features zu extrahieren, die
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mit Hilfe des K-Means-Algorithmus (k-means clustering) in einzelne Gruppen aufge-
teilt werden. Die Detektion der Elefanten in den Bilddaten wird durch einen Abgleich
mit einer zuvor erstellten Datenbank ermo¨glicht, wozu in [Sugumar u. Jayaparva-
thy 2014] eine optimierte Distanz-Metrik vorgestellt wird. Berg u. Forsyth [2006]
verwenden Text, Farbe, Form und Textur um Tierbilder von Webseiten zu clustern,
welches das Erstellen einer Bilddatenbank deutlich erleichtern kann. Kaiyan u. a.
[2012] nutzen eine Kombination eines Fuzzy-C Means Clustering-Algorithmus, mor-
phologischer Operationen und einer Blob-Analyse zur Segmentierung von Tieren in
Bilddaten.
Le´vesque u. Bergevin [2010] stellt ein Framework vor, welches Objekte in Einzelbil-
dern zuna¨chst vom modellierten Hintergrund trennt und diese in den Bildsequenzen
(Videosequenz) verfolgt (tracking). Anschließend wird ein 3D Modell des Objekts
durch das Zusammenbringen der Informationen zweier Kameras (Stereo-Vision) er-
zeugt, um eine Skelett-Signatur des Modells mit einer Datenbank abzugleichen und
daru¨ber die Objekte auf angelernte Tierarten zu u¨berpru¨fen.
Kopf- und Gesichtsdetektion
In diesem Unterkapitel wurde darauf geachtet mo¨glichst vollsta¨ndig solche Arbeiten
zusammenzustellen, in denen eine Detektion von Gesichtern bei Tieren beschrieben
wird. Dies stellt den aktuellen Stand der Literatur zur Detektion aus Kapitel 3.4
dar, da dem Autor keine vergleichbaren Arbeiten zur Detektion von Gesichtern bei
landwirtschaftlichen Nutztieren aus Seiten- oder Frontaufnahmen (vgl. Kapitel 2.2.4)
bekannt sind. Die Arbeiten [Burghardt u. a. 2004a; Burghardt u. Calic 2006a, b] ver-
wenden die Methode von Viola u. Jones [2004] zur menschlichen Gesichtsdetektion,
welche bereits in Kapitel 2.2.2 vorgestellt wurde, mit einem erweiterten Featuresatz,
um Lo¨wengesichter in Frontalaufnahmen (bzw. seitlichen Ansichten [Burghardt u.
Calic 2006a, b]) zu detektiern. Die detektierten Lo¨wengesichter werden anschließend
auf den Videosequenzen verfolgt (tracking), so dass semantische Ru¨ckschlu¨sse zum
Verhalten der Tiere gemacht werden ko¨nnen.
Zhang u. a. [2008] stellt eine Methode zur Detektion von Katzengesichtern vor. Der
Detektor wird durch eine Fusion zwei einzelner Detektoren aufgebaut, wobei ein
Detektor vorrangig die Form der Gesichter (Normalisierung anhand der Ohren) be-
ru¨cksichtigt und ein weiterer die Textur (Normalisierung anhand der Augen). Der
fusionierte Detektor zeigt dabei im Vergleich zu dem einzelnen Form- bzw. Textur-
detektor und einem Detektor, welcher eine optimale Transformation zur Normalisie-
rung der Augen und Ohren nutzt, die besten Detektionsresultate. Zhang u. a. [2008]
fu¨hrt zur Detektion die Haar of Oriented Gradients (HOOG) als Feature ein, wel-
che a¨hnlich dem Ansatz von Viola u. Jones [2004] mit dem AdaBoost-Algorithmus
angelernt werden.
Kozakaya u. a. [2009] zeigt eine Variation, in der Haar-a¨hnliche (haar-like) Features
mit AdaBoost (siehe Kapitel 2.2.1) verwendet werden, um mo¨gliche Katzengesichter
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aufzufinden. Die Detektion in [Kozakaya u. a. 2009] wird mit einer Erweiterung der
histograms of oriented gradients (HOG - Richtungshistogramme; entsprechend [Da-
lal u. Triggs 2005]), den sogenannten co-occurrence histograms of oriented gradients
(CoHOG), welche die Gradientensta¨rke der Richtungsgradienten (oriented gradients)
unberu¨cksichtigt lassen, verfeinert. Kouda u. a. [2011] setzt HOG (histograms of ori-
ented gradients) Feature ein, um die Gesichter von Waschba¨ren und Marderhunden
in Bildern aufzufinden. Anschließend werden die beiden Tierarten durch Kouda u. a.
[2011] anhand ihrer Gesichter diskriminiert. In [Kouda u. a. 2011] wird die kom-
plette Bildverarbeitungskette vorgestellt, die zur Detektion der Gesichter die HOG
(histograms of oriented gradients) Feature einsetzt, um anschließend mit einer dis-
kreten Kosinustransformation (DCT - discrete cosine transformation) oder der PCA
(principal component analysis) die einzelnen Tierarten voneinander zu unterschei-
den. Es findet durch Kouda u. a. [2011] keine Identikation des Individuums (vgl.
Kapitel 2.4.3) statt.
Fleuret u. Geman [2008] nutzt stationa¨re Features zur Objektmodellierung und -
detektion, wobei als Beispiel Katzen zur Objektdetektion gewa¨hlt wurden. Zur Ob-
jektmodellierung wird in einer coarse-to-fine (grob zu fein) Suche zuna¨chst der Kat-
zenkopf detektiert, um ausgehend von diesem in einem Modell mo¨gliche Positionen
des Ko¨rpers der Katze aufzufinden. Die Kombination der Kopf- und Ko¨rperdetekti-
on ermo¨glicht durch vordefinierte Ausschlusskriterien anhand der Relation zwischen
den Einzelergebnissen verbesserte Detektionsresultate. Bo [2010] verwendet Grau-
wertmatrizen (GLCM - grey level co-occurrence matrix) sowie Histogramme, um
Form und Textur von Katzengesichtern zu beschreiben und diese in Bilddaten zu
detektieren.
In den Arbeiten [Parkhi u. a. 2011] und [Parkhi u. a. 2012] wird zuna¨chst ein ver-
formbares Teilmodell (deformable part model - DPM, vgl. [van Gemert u. a. 2014]
aus Kapitel 2.2.3) mit HOG (histogram of oriented gradients) Features zur Detektion
von Katzen- und Hundegesichtern genutzt. In [Parkhi u. a. 2011] werden zusa¨tzlich
LBP (local binary pattern [Ojala u. a. 1994, 1996]) im verformbaren Teilmodell ver-
wendet. Das aufgefundene Katzen- bzw. Hundegesicht dient Parkhi u. a. [2011, 2012]
anschließend als charakteristisches Ko¨rperteil, dazu Fellmerkmale (in [Parkhi u. a.
2011] Farbe und in [Parkhi u. a. 2012] zusa¨tzlich Textur) des jeweiligen Tieres im Bild
zu extrahieren, um mit dieser Information den verbleibenden Ko¨rper des Tieres vom
Hintergrund im Bild zu trennen. Parkhi u. a. [2012] ermo¨glicht, neben der Detektion




Katze“. Außerdem wird die Bestimmung einiger angelernter Rassen (12 Katzenras-
sen und 25 Hunderassen) beschrieben. Chanvichitkul u. a. [2007] beschreibt eine
Methode zur Unterscheidung von Hunderassen auf Basis von Gesichtsaufnahmen.
In [Chanvichitkul u. a. 2007] wird zuna¨chst ein Schablonenabgleich (template mat-
ching) der Ohren und der Gesichtsform zur groben Einordnung der Tiere eingesetzt.
Im Anschluss daran wird die Hauptkomponentenanalyse (PCA - principal compo-




Yamada u. a. [2011] nutzt die durch Ishii u. a. [2004] beschriebenen richtungsbasier-
ten Features (FDF - four-directional features, Vier-Richtungs Feature), um frontale
Katzen- und Hundegesichter auf den Bildern einer Digitalkamera zu detektieren.
Sumner u. Ross [2012] zeigen Variationen des durch Zhang u. a. [2008] vorgestellten
Verfahrens, welche Features einsetzen, die eine verbesserte Detektion erlauben sollen.
In [Zhang u. a. 2011] wird der zuvor in [Zhang u. a. 2008] vorgestellte Detektor um
einen
”
verformbaren Detektor“ erweitert und auf weitere Tiere, wie Fuchs und Ge-
pard angewendet. Zudem wird der Verbund-Detektor (Form- und Texturdetektor)
zur Unterscheidung der Tierarten Katze, Tiger, Lo¨we, Leopard, Panda (Bambus-
ba¨r), kleiner Panda (Katzenba¨r), Waschba¨r, Wolf, Fuchs und Gepard eingesetzt.
Rakesh u. a. [2012] schla¨gt vor, die Methode von Zhang u. a. [2011] mit der von Da-
lal u. Triggs [2005] zu kombinieren, um zwischen Mensch und Tier unterscheiden zu
ko¨nnen. Rangdal u. Hanchate [2014] verwenden nur noch die durch Dalal u. Triggs
[2005] eingesetzten HOG (histogram of oriented gradients - Richtungshistogramme)
Features zur Detektion der in [Zhang u. a. 2011] verwendeten Katzengesichter, zeigen
jedoch keine Detektionsergebnisse. Chen u. a. [2012a] setzt zur Detektion von Panda-
gesichtern (Bambusba¨rgesichtern) ein Bereichswachstumsverfahren (region-growing)
in Kombination mit der topologischen Pru¨fung der aufgefunden Gesichtsbestandtei-
le (Augen, Ohren und Nase) ein. Dabei wird die kontrastreiche Zeichnung der Tiere
ausgenutzt.
Chen u. a. [2012b] nutzt die Methode der k-fachen Na¨chsten-Nachbarschaft (k-nearest-
neighbour) in zwei Stufen mit unterschiedlicher Auflo¨sung, um anhand der Grauwert-
variation im Bild den Bereich des Kopfes mit den oberen Extrimita¨ten von Panda-
ba¨ren (Bambusba¨ren) aufzufinden. Der Kopf der Pandaba¨ren wird anschließend in
dem genannten Bereich anhand des Farbhistogramms in einem vorgegebnen Satz an
typischen Kopfkandidaten (example-based head detection) gesucht.
In der Arbeit von Ernst u. Kublbeck [2011] werden mehrere Stufen mit je einem
Klassifikator in einer Art Kaskadenstruktur zur Detetektion von Schimpansen- und
Gorillagesichtern angelernt. In jeder Stufe wird die Detektion der Schimpansen- bzw.
Gorillagesichter verfeinert, zudem werden solche Bildausschnitte, die kein Gesicht
eines entsprechenden Primaten enthalten, mo¨glichst fru¨hzeitig erkannt, um diese
nicht in den darauffolgenden Stufen zu verarbeiten. In den einzelnen Stufen werden
Features aus dem Gradienten der Bilder, dem Census und der Struktur im Bild aus-
gewertet. Die rechenintensive Auswertung der Struktur wird erst bei erfolgreichem
Passieren der vorherigen Stufen berechnet. Die Kombination eines Detektors fu¨r
Schimpansengesichter mit einem fu¨r Gorillagesichter ermo¨glicht das Unterscheiden
der beiden Spezies anhand ihrer Gesichter. In den Arbeiten [Loos u. Ernst 2012] und
[Loos u. Ernst 2013] wird der in [Ernst u. Kublbeck 2011] vorgestellte Gesichtsde-
tektor in einem Framework zur Detektion und Identifikation von Primatengesichtern
(Schimpansen) eingesetzt. Die in [Loos u. Ernst 2013] verwendeten Normalisierungs-
und Identifikationsverfahren werden in den Kapiteln 2.3.2 bzw. 2.4.3 beschrieben.
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Schlussfolgernd kann festgestellt werden, dass die in diesem Kapitel aufgefu¨hrten
Arbeiten der Literatur zur Detektion von Gesichtern bei Tieren sich auf die Anwen-
dung bei Katzen oder katzena¨hnlichen Tieren (z.B. Lo¨we, Leopard, Panda, Fuchs,
Waschba¨r etc.), Primaten (z.B. Gorilla und Schimpansen) und Haustieren (Hund
bzw. Katze) beschra¨nken. Die Gesichter dieser Tiere unterscheiden sich stark von
denen der Pferde, da beispielsweise die Augen beim Pferd seitlich ausgerichtet sind
[Timney u. Keil 1999], wodurch die Pferde als Fluchttiere einen gro¨ßeren Sichtbereich
zu den beschriebenen Tieren (Katzen, katzena¨hnliche Tiere und Primaten) besitzen.
Sind die Augen jedoch frontal ausgerichtet, wie bei den Katzen, ergibt sich eine in
der Frontansicht wiederholende Struktur im Gesicht zwischen unterschiedlichen In-
dividuen der entsprechenden Tierart. Hierzu lagen keine belastbaren Angaben in der
Literatur vor.
2.2.4. Detektion von landwirtschaftlichen Nutztieren
Lind u. a. [2005] beschreibt eine Methode zur Bestimmung des Fortbewegungsver-
haltens von Schweinen. Die Detektion beschra¨nkt sich auf ein einzelnes Tier im
Bild, welches durch eine Hintergrundsubtraktion und eine Schwellwertbildung auf-
gefunden wird. Die Positionen (a¨hnlich dem Masseschwerpunkt des aufgefundenen
Objekts
”
Schwein“) aufeinander folgender Bilder beschreiben die jeweilige Bewegung
des Schweins in einer aufgenommenen Videosequenz.
Jover u. a. [2009] nutzt eine ku¨nstliche Farbmarkierung von Ferkeln, um diese an-
hand der aufgezeichneten drei Kana¨le einer Farbkamera im Bild auffinden und durch
die Unterscheidung der Farben innerhalb des Farbraums identifizieren zu ko¨nnen.
Kim u. Jung [2013] hingegen nutzt aktive Markierungen, die im Fall eines Tempera-
turanstiegs bei Ku¨hen durch ein aufleuchtendes Lichtsignal ein krankes Tier melden
sollen. Das aktive Signal wird anschließend durch Kameras lokalisiert, um die Posi-
tion des Tieres zu bestimmen und melden zu ko¨nnen.
Porto u. a. [2011, 2012, 2013] behandeln die Detektion von Rindern in vorgegebenen
Bereichen (z.B. Futtergitter) im Stall. Durch die Anwesenheit in gewissen Bereichen
des Stalls kann auf das Verhalten der Tiere geschlossen werden (z.B. Futterbereich
oder Ruhezone). Die Detektion der Rinder aus einer Draufsicht wird in [Porto u. a.
2011, 2012, 2013] durch einen erweiterten Satz von Haar-a¨hnlichen (haar-like) Fea-
tures (a¨hnlich den Haar-Wavelets) mit dem Algorithmus von Viola u. Jones [2004]
durchgefu¨hrt. Die Ergebnisse betrachten lediglich die Daten zwischen 7:00 und 16:00
Uhr, da in den restlichen Aufnahmen, der Arbeit entsprechend, das Tageslicht fehlte.
In der Arbeit von Anguzza [2013] wird ebenfalls der Algorithmus von Viola u. Jones
[2004] angewendet, um Rinder in einem Panoramabild, welches aus einzelnen Drauf-
sichten einer Vielzahl von Kameras erstellt wurde, aufzufinden. Alternativ wird eine
Detektion u¨ber die extrahierte Kontur der Tiere beschrieben. Die durch Anguzza
[2013] beschriebene Methode zur Identifikation der einzelnen Individuen bei den
Ku¨hen wird in Kapitel 2.4.4 aufgegriffen.
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Khoramshahi u. a. [2014] lernt ein Neuronales-Netz an, um eine Trennung von
Vorder- / Hintergrund auf den Bilddaten durchzufu¨hren, die Schweine in einer
Draufsicht zeigen. Der Vordergrund in den Bilddaten entspricht den Schweinen, die
mit Farbkameras unter sichtbarem und auch infrarotem, ku¨nstlichen Licht aufge-
nommen wurden. Khoramshahi u. a. [2014] stellt einige weitere Arbeiten vor, die
ebenfalls eine Vorder- / Hintergrund-Segmentierung einsetzen, um Schweine im Bild
aufzufinden: Hu u. Xin [2000] setzen dazu eine Kombination aus Bewegungsdetek-
tion (interframe Differenzen), Likelihood-Ratio-Test und Schattenmodellierung ein.
Chen u. a. [2003, 2005] implementieren eine Durchschnitts- und Schwellwertbildungs-
Routine zur Detektion von Tieren mit einem FPGA (field programmable gate array).
Martinez-Ortiz u. a. [2013] stellt ein videobasiertes Verfahren vor, Milchku¨he zu de-
tektieren (Ko¨pfe der Ku¨he von oben) und zu verfolgen (tracking). Die Ko¨pfe werden
dazu mit dem Algorithmus von Viola u. Jones [2004], der die bereits in Kapitel 2.2.1
beschriebenen Haar-a¨hnlichen (haar-like) Features (a¨hnlich den Haar-Wavelets) ein-
setzt, in den Bilddaten aufgefunden. Die detektierten Kopfpositionen werden an-
schließend in aufeinander folgenden Frames verfolgt und mit einem Kalman Filter ge-
gla¨ttet, so dass eine Trajektorie der Bewegung der Tiere aufgezeichnet wird. Anhand
der Trajektorie des Gangs wird eine Beweglichkeitsauswertung zum Auffinden von
lahmenden Tieren gemacht. In Martinez-Ortiz u. a. [2013] finden sich zudem Ansa¨tze
zur Identifikation der Individuen aus Bildern (vgl. Kapitel 2.4.4) des gesamten Ko¨r-
pers mittels einer Hauptkomponentenanalyse (PCA - principal component analysis),
die auch in Kapitel 3.6.2 dieser Dissertation eingesetzt wird. Eine in [Martinez-Ortiz
u. a. 2013] vorgestellte Alternative zur Identifikation wird mit SIFT (scale-invariant
feature transformation) Features durchgefu¨hrt. Die Arbeit von Martinez-Ortiz u. a.
[2013] findet sich nicht im Kapitel 2.4.4 wieder, da keine weitere Auswertung der
Identifikationsverfahren bei den Ku¨hen beschrieben ist.
Die bisher in diesem Kapitel (2.2.4) aufgefu¨hrten Arbeiten (mit Ausnahme von [Kim
u. Jung 2013]) verwenden eine Draufsicht auf die Tiere (Schweine oder Rinder). van
Hertem u. a. [2013] vergleicht mehrere Methoden zur Vorder- / Hintergrundtrennung
aus Seitenansichten von Ku¨hen. Dies stellt, wie in der Arbeit [van Hertem u. a. 2013]
beschrieben, aufgrund eines nicht gleichma¨ssigen Hintergrund und den unterschied-
lich farbigen Fellzeichnungen der Tiere eine schwierige Aufgabe dar. Als mo¨glicher
Lo¨sungsansatz bzw. zur weiteren Untersuchung wird durch van Hertem u. a. [2013]
der Einsatz von 3D Kameras empfohlen (in dieser Arbeit eingesetzt und bereits in
[Stahl u. a. 2012] vorgestellt).
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2.3. Posenbestimmung und Normalisierung
2.3.1. Posenbestimmung und Normalisierung bei Menschen
Das Normalisieren von Gesichtern (beim Menschen) dient nach Li u. a. [2006] dazu,
unterschiedliche Bildaufnahmen des Gesichts einer Person vor der eigentlichen Ge-
sichtserkennung (Identifikation, siehe Kapitel 2.4) in einen vergleichbaren Zustand zu
bringen. Hierzu za¨hlt den Einfluss unbrauchbarer und redundanter Informationen,
wie dem Hintergrund, den Haaren, der Kleidung oder Vergleichbarem, zu reduzieren
(nach [Li u. a. 2006]). Das Ergebnis der Normalisierung ist die einheitliche Darstel-
lung des Gesichts einer Person in mehreren Aufnahmen (nach [Li u. a. 2006]). Dies
betrifft nach Li u. a. [2006] die Kontur, die Gro¨ße, die Rotation und die Helligkeits-
verteilung des Gesichts in den Aufnahmen. Muruganantham u. Jebarajan [2012]
beschreibt, dass die Posenvariation von menschlichen Gesichtern eine hohe Varia-
tion in den Bilddaten erzeugt. Nach Muruganantham u. Jebarajan [2012] fa¨llt die
Bildvariation durch Posenvera¨nderung von Bildern einer Person ha¨ufig sogar sta¨rker
aus, als die Bildvariation zwischen den Bildern mehrerer Personen.
Die Normalisierung der Grauwerte wird in dieser Arbeit im Kapitel 2.4.2 getrennt
von der Normalisierung der Pose betrachtet, da die Normalisierung der Grauwerte
ein Vorverarbeitungsschritt zur Identifikation ist, der nicht fu¨r alle Identifikations-
methoden notwendig ist (siehe Kapitel 2.4).
Yi u. a. [2013] unterteilt bestehende Methoden zur posenunabha¨ngigen Gesichtser-
kennung in zwei Hauptkategorien: Die 2D- und die 3D-Methoden bzw. Hybriden
(2D und 3D). Die 3D-Methoden schließen dabei 2D-Methoden mit 3D Modellen ein.
Nach Yi u. a. [2013] haben die 3D-Methoden im Allgemeinen eine bessere Genau-
igkeit im Vergleich zu den 2D-Methoden, da die Posenvariation hauptsa¨chlich aus
einer starren Bewegung des Gesichts im dreidimensionalen Raum entsteht. Den 2D-
Methoden fehlt ein Freiheitsgrad, wodurch diese Methoden (2D) ha¨ufig 2D Transfor-
mationen (z.B. stu¨ckweise affine Transformationen oder weitere Approximationen)
einsetzen, um die eigentliche dreidimensionale Transformation des Gesichts zu ap-
proximieren und die Fehler durch statistische Lernverfahren zu kompensieren (siehe
Yi u. a. [2013]). Diese Arbeit folgt der Unterteilung der beiden Hauptkategorien in
2D- und 3D-Methoden.
2D-Methoden
Murphy-Chutorian u. Trivedi [2009] stellen eine U¨bersicht bestehender Methoden
(hauptsa¨chlich 2D-Methoden) zur Normalisierung von menschlichen Ko¨pfen zusam-
men. Murphy-Chutorian u. Trivedi [2009] unterteilen die Methoden dabei in solche
Methoden mit Erscheinungs-Vorlagen/Schablonen (appearance template methods),
Detektor-Array Methoden, nichtlineare Regressionsmethoden, Methoden der ein-
gebetteten Mannigfaltigkeit (manifold embedding methods), Methoden mit flexiblen
Modellen, geometrische Methoden, Methoden zur Verfolgung der Ko¨pfe
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(head tracking) und hybride Methoden. Die hohe Variation unterschiedlicher Zeich-
nungen im Gesicht von Pferden erschwert, ohne das Vorwissen des konkreten Aus-
sehens der Tiere (z.B. durch vorheriges Anlernen), den Einsatz solcher Methoden,
die die Erscheinung auf 2D Bilddaten zur Posenbestimmung nutzen. So lassen sich
Methoden zur Posenbestimmung von Pferdeko¨pfen, ohne das vorherige Wissen um
deren Zeichnungen, auf die geometrischen Methoden und die Methoden zur Verfol-
gung der Ko¨pfe (head tracking) unter den 2D-Methoden aus [Murphy-Chutorian u.
Trivedi 2009] beschra¨nken. Die Geometrischen Methoden nutzen, nach der Defini-
tion aus [Murphy-Chutorian u. Trivedi 2009], lokale Features wie die Augen, den
Mund und die Nase im menschlichen Gesicht, um aus deren relativen Anordnung
die Pose des Gesichts zu bestimmen.
Das in dieser Arbeit benutzte Verfahren zur Posenbestimmung aus Kapitel 3.5 la¨sst
sich, nach der beschriebenen Definition, den geometrischen Verfahren zuordnen, auch
wenn in dieser Arbeit 3D Informationen zur Posenbestimmung (Kapitel 3.5) ausge-
wertet werden. Die folgenden Arbeiten in diesem Unterkapitel beschreiben, aufgrund
der großen Vielfalt an Arbeiten zur menschlichen Gesichtsnormalisierung, daher le-
diglich zwei geometrische Methoden. Eine weitere U¨bersicht bestehender Arbeiten
findet sich in [Zhang u. Gao 2009], welche neben den 2D-Methoden auch Methoden
mit 3D Modellen beschreibt (siehe na¨chstes Unterkapitel 3D-Methoden).
Das Verfahren von Li u. a. [2006] zur Normalisierung von menschlichen Gesichtern
spiegelt sehr gut die Einzelschritte zur Landmarkendetektion (Augen vgl. Kapi-
tel 3.5.2 und Mund), der geometrischen Normalisierung im zweidimensionalen Raum
(vgl. Kapitel 3.5.1 bzw. 3.5.3) und der Normalisierung der Grauwerte (vgl. Ka-
pitel 3.6.1) wieder. Li u. a. [2006] setzt zur Detektion der Gesichter zuna¨chst die
Methode von Viola u. Jones [2001b] (entsprechend [Viola u. Jones 2004]) mit ei-
nem erweiterten Satz von Haar-a¨hnlichen (haar-like) Features ein. Wie bereits in
Kapitel 2.2.2 beschrieben, werden die Grauwerte zur Detektion der Augen ausge-
wertet. Die Augen werden in vorgegebenen Bereichen des zuvor aufgefundenen Ge-
sichts angenommen. Diese Bereiche werden durch zwei Fenster (ein Fenster je Auge)
repra¨sentiert. Die Grauwerte in diesen Fenstern werden analysiert und mit einem
einfachen Schwellwertverfahren in eine Maskierung u¨berfu¨hrt. Eine horizontale und
eine vertikale Projektion der Bina¨rwerte innerhalb der maskierten Fenster la¨sst ei-
ne Auswahl u¨ber die Extremwerte (hier das Minimum) zu, die in Li u. a. [2006]
der aufgefundenen Augenposition entspricht. Die Pose des Gesichts wird u¨ber den
Mittelpunkt der beiden Augenzentren und die Orientierung der Verbindungslinie
zwischen den beiden Augenzentren bestimmt. Die Normalisierung korrigiert daher
zuna¨chst eine Verschiebung entsprechend dem Mittelpunkt der Augen und rotiert
das Gesicht anschließend entsprechend dem Winkel der Verbindungslinie zwischen
beiden Augen. Die Skalierung der Gesichter erfolgt auf eine a¨hnliche Weise. Hierzu
wird die Position des Mundes, a¨hnlich wie zuvor die Augen, in einem vorgegebenen
Fenster aufgefunden. Der Abstand des Mittelpunkts der Augen zum Mund wird zur
Normierung der Ho¨he der Gesichter und der Abstand zwischen den Augen zur Nor-
mierung der Weite der Gesichter verwendet. Zuletzt werden durch Li u. a. [2006] die
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Grauwerte entsprechend deren Mittelwert und Varianz im Bild auf eine einheitliche
Darstellung normiert, welches den Effekt unterschiedlicher Beleuchtungssituationen
bei der Gesichtserkennung reduziert (vgl. Kapitel 2.4.2).
In der Arbeit von Wong u. a. [2001] wird die Detektion mit der Normalisierung
kombiniert, indem zuna¨chst Augenkandidaten (Kandidaten, da nicht unbedingt Au-
gen) als Landmarken aufgefunden werden. Die Augenkandidaten werden anschlie-
ßend kombiniert (jeweils zwei Augen), so dass auf Gesichtskandidaten geschlossen
werden kann (Abha¨ngigkeit von Augenabstand zu Gesichtsgro¨ße im Bild). Die Ge-
sichtskandidaten werden normalisiert (Rotation, Translation und Grauwerte), um
anschließend u¨ber eine Fittness-Funktion (Kostenfunktion; vgl. A¨hnlichkeitsfaktor ρ
aus Kapitel 3.4.4), welche durch eine Hauptkomponentenanalyse (PCA - principal
component analysis; siehe Eigengesichter aus Kapitel 3.6.2) bestimmt wird, solche
Gesichtskandidaten zu verwerfen, die keinem Gesicht entsprechen. Zudem wird die
Symmetrie der Gesichter ausgenutzt, um eine zusa¨tzliche Validierung der Gesichts-
kandidaten auf ein Gesicht durchzufu¨hren. Zuletzt werden auf dem Gesicht weitere
Gesichtsmerkmale (Augenbrauen, Nasenlo¨cher und Mund) ausfindig gemacht. Sollte
einer dieser Merkmale nicht an den vorgegebenen Positionen (Bereiche durch Fenster
auf dem Gesicht) gefunden werden, so wird der Gesichtskandidat ebenfalls verworfen.
Auch in dieser Arbeit wird die Symmetrie der Pferdegesichter ausgenutzt. Anstel-
le der 2D Grauwertinformation (die Zeichnungen der Pferde sind nicht unbedingt
symmetrisch), wie in [Wong u. a. 2001], werden die Pferdegesichter in Kapitel 3.7.7
auf die Symmetrie im dreidimensionalen Raum (Tiefeninformation vorausgesetzt)
gepru¨ft.
3D-Methoden
Yi u. a. [2013] unterteilt, neben den beschriebenen Hauptkategorieren (2D- und 3D-
Methoden), die 3D-Methoden der Normalisierung in die vier Unterkategorien: Die
Posen-Normalisierung, die Posensynthese, die Erkennung durch Einpassen (fitting)
und die Filtertransformationen. Die in [Yi u. a. 2013] beschriebene Methode za¨hlt zu
den Filtertransformationen, bei der die Filter an die Pose und damit an das verform-
te Bild des Gesichts angepasst werden. Die entsprechend der Pose transformierten
Filter dienen der Merkmalsextraktion, die durch die vorherige Transformation posen-
unabha¨ngig wird. Die Posen-Normalisierung, zu der die in Kapitel 3.5 beschriebene
Methode dieser Arbeit za¨hlt, erzeugt aus dem zu untersuchenden Bild eine korrigier-
te Frontansicht, so dass diese mit den angelernten Bildern abgeglichen werden kann.
Die Posensynthese korrigiert hingegen alle angelernten Bilder der Datenbank in die
Pose des aktuell zu untersuchenden Bildes. Die Erkennung durch Einpassen (fitting)
nutzt ein 3D Modell, welches anhand von Textur und Form in die angelernten sowie
das zu untersuchende Bild angepasst wird. Ein virtuelles Kamerabild, wie es in den
Methoden der Posen-Normalisierung bzw. der Posensynthese erzeugt wird, wird bei
der Erkennung durch Einpassen nicht erzeugt.
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Chai u. a. [2004, 2005] beispielsweise verwenden ein synthetisch erzeugtes 3D Modell
des menschlichen Gesichts, um an bereits aufgefundenen Landmarken im 2D Bild
eine Normalisierung der Ansichten zu einer Frontalansicht zu generieren. Es wird
gezeigt, dass die Korrektur der Pose eine deutliche Verbesserung bei der Identifika-
tion der Individuen bewirkt.
In [Zhang u. Gao 2009] ist eine U¨bersicht von Arbeiten, die 3D-Methoden mit 3D
Modellen verwenden, zusammengetragen. Die einzelnen Arbeiten sind in einer tabel-
larischen U¨bersicht mit Vor- und Nachteilen zusammengestellt. Zhang u. Gao [2009]
beschreibt 3D-Methoden, die entweder generische 3D Modelle verwenden oder indi-
viduelle 3D Modelle des menschlichen Gesichts durch eine bild- bzw. featurebasierte
3D Rekonstruktion erstellen. Eine 3D Rekonstruktion wird in dieser Arbeit umgan-
gen, indem das in Kapitel 3.3 beschriebene Bilderfassungssystem genutzt wird, 3D
Informationen der Szene (der Pferde bzw. Pferdeko¨pfe) aufzuzeichnen. Durch Go¨k-
berk u. a. [2009] wird eine U¨bersicht von 3D Methoden zusammengestellt, die die
2D-Methoden (auch solche mit 3D Modellen) ha¨ufig (besonders bei extremen Licht-
verha¨ltnissen) in ihrer Genauigkeit u¨bertreffen.
Go¨kberk u. a. [2009] behandelt die automatische Landmarkendetektion, die auto-
matische Registrierung und die Merkmalsextraktion in 3D in einzelnen Kapiteln.
Die Merkmalsextraktion wird in dieser Arbeit im Kapitel 2.4 behandelt. Bei der
Registrierung wird in [Go¨kberk u. a. 2009] zwischen einer rigiden und einer nicht-
rigiden Transformation unterschieden. Die Transformation starrer Ko¨rper (hier Ge-
sichter) wird als rigide und die Transformation verformbarer Ko¨rper als nichtrigi-
de bezeichnet. Zur Registrierung starrer Ko¨rper wird in Go¨kberk u. a. [2009] der
ICP-Algorithmus (iterative closest point - algorithm, siehe Anhang D) als Standard-
verfahren bezeichnet. Der ICP-Algorithmus bedarf dabei einer Initialisierung, wobei
der Algorithmus bei einer schlechten Initialisierung zur inkorrekten Registrierung
fu¨hren kann. Die nichtrigide Registrierung beru¨cksichtigt neben der affinen Trans-
formation (siehe Tabelle B.1 im Anhang B), welche bei der Registrierung starrer
Ko¨rper bestimmt wird, die Verformung von Objekten (hier Gesichter). In [Go¨kberk
u. a. 2009] wird beschrieben, dass entsprechende Algorithmen, die die Verformung
beru¨cksichtigen, ha¨ufig ein gemeinsames Modell (annotiertes Gesichtsmodell) ein-
setzen, auf welches die individuellen Gesichter angepasst und registriert werden. Bei
menschlichen Gesichtern ko¨nnen diese Verfahren eingesetzt werden, um, neben der
Pose, spezifische Gesichtsausdru¨cke des menschlichen Gesichts in einem verformten
Modell nachzustellen (z.B. [Blanz u. Vetter 2003]).
Eine nichtrigide Registrierung wurde fu¨r die in dieser Arbeit untersuchten Pferde
nicht verwendet, da der Mensch mit seinen 44 unterschiedlichen Muskeln deutlich
mehr Muskeln im Gesicht und dem Haarboden hat als Tiere (wie die Pferde) [De-
Mello 2012]. Der Mensch ist mit seinen Gesichtsmuskeln in der Lage deutlich mehr
Emotionen durch Gesichtsausdru¨cke darzustellen als entsprechende Tiere (ausge-
nommen Primaten) [DeMello 2012]. Die Mo¨glichkeiten von Pferden zu Gesichtsaus-
dru¨cken bei Schmerz sind durch Gleerup u. a. [2015] untersucht worden. Gleerup
u. a. [2015] beschreibt vorrangig Augen und Nu¨stern, neben den Ohren, als die sich
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bewegenden Teile im Gesicht der Pferde, die bei der Erkennung von Schmerzen an-
hand der Pferdegesichter dienen.
Im Rahmen dieses Kapitels werden weiter einige wenige Arbeiten zur Normalisierung
behandelt, die als geometrische Methoden mit Posen-Normalisierung einzuordnen
sind bzw. als Bezug auf die verwendete Methode erwa¨hnenswert sind (beispielsweise
die Landmarkendetektion bzw. Symmetrieebenen).
Die automatische Landmarkendetektion ist auch im Dreidimensionalen keine leichte
Aufgabe (siehe [Go¨kberk u. a. 2009]). Die Nase ist nach Go¨kberk u. a. [2009] ein gutes
Gesichtsmerkmal beim Menschen, welches sich durch heuristische Methoden schnell
auffinden la¨sst, da sie sich anhand der Tiefeninformation gut vom menschlichen
Gesicht abhebt. Die Nase wird in vielen Arbeiten (z.B. [Malassiotis u. Strintzis 2004;
Chang u. a. 2005]) als markantes Merkmal zur Registrierung / Normalisierung von
menschlichen Gesichtern eingesetzt. Wird neben der Nase, als Gesichtsmerkmal, die
Symmetrieebene des Gesichts gefunden, so sind nach Go¨kberk u. a. [2009] die Augen
und der Mund durch ihre relative Position im Gesicht recht einfach aufzufinden.
Das Auffinden der Symmetrieebene kann jedoch ohne ensprechende Einschra¨nkung
durch vorher aufgefundene Landmarken sehr rechenaufwendig werden.
Trotzdem kann das Auffinden der Symmetrieebene im Gesicht zur Posenbestimmung
genutzt werden. Die Symmetrieebene beschreibt die Pose jedoch nicht komplett, da
zwei Translationen und eine Rotation verbleiben (siehe [Combes u. a. 2008]). Pan
u. a. [2006] findet die Symmetrieebene des Gesichts mit Hilfe des erweiterten Gauß-
schen Bildes (EGI - extended gaussian image). Zur Bestimmung der Symmetrieebene
wird die Gaußsche Oberfla¨chenkru¨mmung auf den 3D Daten berechnet. Dies wird
auf den Tiefendaten der Kinect aufgrund einer schlechteren Tiefenauflo¨sung (sie-
he [Li u. a. 2013]) zu schlechteren Ergebnissen fu¨hren. Zudem haben entsprechende
Methoden nach Combes u. a. [2008] Einschra¨nkungen bei teilverdeckten Gesichtern.
Combes u. a. [2008] stellt eine erweiterte Methode zum Auffinden der Symmetrieebe-
ne von bilateralen Objekten in deren 3D Punktwolken dar, bei der eine abgewandelte
Form des ICP-Algorithmus (siehe Kapitel D) eingesetzt wird. In dieser Arbeit wird
in Kapitel 3.5.2 eine als Medianebene ΠS bezeichnete Ebene anhand eines indivi-
duell parametrierten, geometrischen Modells des jeweiligen Pferdekopfes bestimmt.
Die beschriebene Medianebene ΠS ist jedoch auf Grundlage des Modells und nicht
einer direkten Symmetrie bestimmt. Die Symmetrie der Pferdegesichter wird in die-
ser Arbeit erst nach der eigentlichen Posenbestimmung (Kapitel 3.5) in Kapitel 3.7.7
zur Auswahl der Pferdeko¨pfe gepru¨ft, so dass die Symmetrieebene bereits durch die
Pose vorgegeben ist. Die Arbeiten von Pan u. a. [2006] und Combes u. a. [2008] sind
daher als mo¨gliche Alternativen zu der in dieser Arbeit beschriebenen Methode (Ka-
pitel 3.5) anzusehen.
McCool u. a. [2007] stellt eine Methode zur Normalisierung von menschlichen Gesich-
tern vor, in der die Landmarken (Augen) vorgegeben sind. Zur Registrierung setzt
McCool u. a. [2007] (wie Malassiotis u. Strintzis [2004], s.o.) den ICP-Algorithmus
ein, der im Anhang D beschrieben und in dieser Arbeit zum Anlernen (siehe
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Kapitel 3.7.4) der vorgestellten Algorithmen verwendet wird. Niese u. a. [2007] ver-
wendet ebenfalls den ICP-Algorithmus zur Posenbestimmung, wobei ein auf eine
Person zugeschnittenes 3D Modell eingesetzt wird. In [Mian u. a. 2006] wird der
ICP-Algorithmus nur zur Validierung der Posenkorrektur verwendet. Die Pose wird
in [Mian u. a. 2006] u¨ber eine Hotelling Transformation bestimmt. Anschließend
wird, wie auch in Kapitel 3.5.3, eine frontale Ansicht des Gesichts fu¨r die spa¨tere
Identifikation virtuell erzeugt.
Li u. a. [2013] beschreibt den Einsatz der Kinect, deren Tiefendaten auch in dieser Ar-
beit verwendet werden (siehe Kapitel 3.3), zur Gesichtserkennung von Menschen. Die
Detektion der Nasenspitze (nach Go¨kberk u. a. [2009] ein gutes Gesichtsmerkmal)
wird vorausgesetzt, um das Gesicht auszuschneiden. Anschließend wird der bereits
erwa¨hnte ICP-Algorithmus (siehe Kapitel D) zur Posenbestimmung eingesetzt. Die
Symmetrie des Gesichts wird daraufhin dazu genutzt Fehlstellen im Gesicht auszu-
bessern. In [Li u. a. 2013] wird ein Resampling (Neu-Abtastung) der 3D Daten dazu
genutzt, die Daten zu gla¨tten und einen einheitlichen Abtastabstand zu erhalten.
Alle weiteren Schritte der Arbeit von Li u. a. [2013] zur Gesichtserkennung werden
im Kapitel 2.4 erla¨utert.
2.3.2. Posenbestimmung und Normalisierung bei Wildtieren
Der Großteil der Arbeiten aus Kapitel 2.4.3 und dem Unterkapitel Gesichter des
Kapitels 2.4.4, die die Identifikation von Tieren anhand von Bilddaten beschreiben,
nutzen manuell gesetzte Landmarken zur Normalisierung der Bilddaten (z.B. van
Tienhoven u. a. [2007]; Hiby u. a. [2009]; Kim u. a. [2005b]; Corkery u. a. [2007]; Cai
u. Li [2013]) bzw. als Vorauswahl (z.B. Rechteck Lahiri u. a. [2011]).
In den Arbeiten [Loos u. Ernst 2012, 2013] und [Sandwell u. a. 2013] wird der be-
reits zur Detektion (siehe Kapitel 2.2.3) der Schimpansengesichter verwendete Al-
gorithmus von Ernst u. Kublbeck [2011] mit AdaBoost (siehe Kapitel 2.2.1) zum
Auffinden der Augen innerhalb der Gesichtsregion eingesetzt. Burghardt u. Camp-
bell [2007] nutzt ein 3D Modell, um aus einzelnen Patches, die im Bild aufgefunden
werden und deren Position im 3D Modell bekannt sind, ein zweidimensionales Tex-
turabbild (texture map) der Brust von afrikanischen Pinguinen zu erstellen. Auf das
durch eine Ru¨ckprojektion generierte Texturabbild (texture map) wird ein adaptives
Schwellwertverfahren angewendet, um das markante Punktemuster auf dem hellen
Brustbereich der Pinguine zu extrahieren und als Landmarken fu¨r die Identifikation
auszuwerten.
Die meisten Arbeiten zur Identifikation von Tieren nutzen beim Normalisieren der
zweidimensionalen Bilddaten eine Affine Transformation im zweidimensionalen Raum
(siehe Anhang B), die sich aus Skalierung, Rotation, Translation und einer Scherung
zusammensetzt. Ha¨ufig wird die Scherung ignoriert, da sich die damit ergebene A¨hn-
lichkeitstransformation (4 Freiheitsgrade, vgl. Anhang B) mittels zweier Punkte auf
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dem Bild bestimmen la¨sst. Damit wird angenommen, dass das Objekt (das Tier)
linear, steif und zweidimensional ist (siehe van Tienhoven u. a. [2007]). Dabarera u.
Rodrigo [2010] bzw.Corkery u. a. [2007] nutzen die Affine Transformation anhand der
zuvor markierten Augen, um die Orientierung der Elefanten- bzw. Rindergesichter
vor der Identifikation (siehe Kapitel 2.4.3) in den Bildern zu normalisieren. In der
Arbeit von Loos [2012] wird ein Ansatz von Huang u. a. [2007] mit dem Namen
”
con-
gealing“ (zusammenlaufend) zur Normalisierung der Gesichter von Schimpansen und
Gorillas eingesetzt.
”
Congealing“ bestimmt automatisch eine Affine Transformation
fu¨r jedes zuvor markierte oder detektierte Gesicht zur Normalisierung, wobei eine
Reihe von Bildern bzw. Teilausschnitte (z.B. u¨ber Rechtecke markiert) einer Klasse
in eine einheitliche Position gebracht wird. Cai u. Li [2013] nutzen zur Normalisie-
rung der Gesichter von Rindern die Methode von Peng u. a. [2010], die ebenfalls
automatisch eine Affine Transformation fu¨r die Bilder erzeugt, auf denen zwei Bild-
punkte als zu normalisierende Bildpunkte markiert sind. Der Algorithmus von Peng
u. a. [2010] ist theoretisch in der Lage eine perspektivische Projektion (entspricht
der Projektiven Transformation im 2D, vgl. Anhang B) fu¨r jedes Bild zu bestimmen
(nicht in [Cai u. Li 2013] eingesetzt).
Loos u. Ernst [2012, 2013] normalisieren Schimpansengesichter durch eine perspekti-
vische Projektion (Projektive Transformation im 2D, vgl. Anhang B), die durch die
Gesichtsmerkmale (fiducial points), den Augen und Mundwinkeln im Schimpansen-
gesicht, bestimmt wird. Sandwell u. a. [2013] nutzt die normalisierten Bilddaten der
Arbeiten [Loos u. Ernst 2012, 2013] zusammen mit einem einheitlichen 3D Modell
eines Schimpansengesichts nicht zur Normalisierung, sondern um ku¨nstlich gro¨ßere
Lerndatensa¨tze zum Anlernen der Identifikationsalgorithmen zu generieren (siehe
Kapitel 2.4.3).
Mit der Normalisierung z.B. von Gesichtern durch eine Affine oder Projektive Trans-
formation auf den Bilddaten im zweidimensionalen Raum, wird das entsprechende
Objekt als planar (Ebene im dreidimensionalen Raum) angenommen. In der Litera-
tur konnte keine Arbeit gefunden werden, die eine Normalisierung von Gesichtern bei
Tieren unter Beru¨cksichtigung des Kopfes als Ko¨rper im dreidimensionalen Raum




2.4.1. Biometrische Identifikation beim Menschen
Die biometrische Identifikation (Erkennung, genaue Wiedererkennung) beschreibt
das automatische Erkennen eines Individuums auf Grundlage von physiologischen
oder verhaltensbasierten Merkmalen (nach Jain u. a. [2004]). Mit der biometrischen
Identifikation ist es mo¨glich die Identita¨t eines Individuums sicherzustellen, wobei die
individuellen Eigenschaften und nicht Besitz (z.B. Ausweis) oder individuelles Wis-
sen (z.B. Passwort) ausschlaggebend sind (nach Jain u. a. [2004]). Grundsa¨tzlich las-
sen sich die biometrischen Verfahren zur Identifikation (Abgleich eins-zu-mehreren)
und zur Verifikation bzw. Authorisierung (Abgleich eins-zu-eins, z.B. biometrische
Merkmale im Reisepass) einsetzen.
Jain u. a. [2004]; Delac u. Grgic [2004]; Goudelis u. a. [2008] und Adeoye [2010] stellen
U¨bersichten von biometrischen Identifikationsverfahren beim Menschen zusammen.
Die ga¨ngigsten biometrischen Merkmale, die beim Menschen eingesetzt werden, sind
in Tabelle 2.1 aufgefu¨hrt.





Sonstige“ unterteilt. Die Kategorie
”
Bild-
verarbeitung“ beinhaltet dabei Methoden, welche anhand von Kamerabildern oder
entsprechendem Bildmaterial (z.B. Fingerabdrucksensor) mit der Bildverarbeitung
bewa¨ltigt werden. Bei den Verfahren zur Personenerkennung u¨ber Sprache werden
ha¨ufig auch Methoden der Signal- und Bildverarbeitung eingesetzt, jedoch sind die
Ausgangsdaten anderer Art.
In der Tabelle 2.1 sind Verweise zu Arbeiten des jeweiligen Themenbereichs auf-
gefu¨hrt, die jedoch nur beispielhaft sein sollen. Einige der biometrischen Verfahren
beim Menschen oder vergleichbare werden bereits bei Tieren eingesetzt und sind in
Kapitel 2.4.4 aufgefu¨hrt. Dabei ist fu¨r eine automatische Erkennung von Individu-
en bei Tieren darauf zu achten, dass eine Erkennung auch ohne eine Kooperation
des Tieres durchfu¨hrbar sein sollte. Bei den biometrischen Verfahren zur Erkennung
von Menschen durch Fingerabdruck, Netzhaut oder Iris wird eine Kooperation der
Person vorausgesetzt (nach Zhao u. a. [2003]). Systeme zur Gesichtserkennung (so-
wie der Infrarot Thermographie oder Gangarterkennung) ko¨nnen eine Person ha¨ufig
auch ohne eine entsprechende Kooperation identifizieren (siehe [Zhao u. a. 2003]).
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Tabelle 2.1.: U¨bersicht biometrischer Identifikationsmerkmale beim Menschen
Bildverarbeitung Sonstige
• Infrarot Thermographie von Ge-
sicht [Kong u. a. 2005] oder Hand
bzw. der Venen
[Khan u. a. 2009]
• Gesichtserkennung
(siehe Kapitel 2.4.2)
• Gangart [Gafurov 2007]
• Geometrie der Hand
[Kumar u. a. 2003]
• Fingerabdruck
[Maltoni u. a. 2009]
• Handfla¨chenabdruck
[Kong u. a. 2009]
• Netzhautscan oder Iriserkennung
[Bowyer u. a. 2008]
• Ohren [Abaza u. a. 2013]
• Unterschriften
[Kholmatov u. Yanikoglu 2005]
• Tastenanschlag
[Banerjee u. Woodard 2012]
• Geruch [Larsson u. a. 2000; Wong-
choosuk u. a. 2009]
• Sprache [Reynolds 2002]
• DNA (Deoxyribonucleic acid)
[Soram u. Khomdram 2010]
2.4.2. Gesichtserkennung zur Identifikation von Menschen
Normalisierung von Grauwerten
Das Normalisieren der Grauwerte in mehreren Bildern vom Gesicht einer Person
dient dazu die Helligkeitsverteilung des Gesichts in den Aufnahmen anzupassen und
die Aufnahmen in einen vergleichbaren Zustand zu bringen (siehe Kapitel 2.3.1 bzw.
[Li u. a. 2006]). Die Grauwertnormalisierung wird ha¨ufig der Normalisierung (vgl.
Kapitel 2.3.1) zugeordnet. Einige der Identifikationsverfahren zur Gesichtserken-
nung, wie das LBP-Verfahren (LBP - local binary pattern [Ahonen u. a. 2004], siehe
na¨chstes Unterkapitel), sind jedoch nicht auf eine Grauwertnormalisierung angewie-
sen. In dieser Arbeit wurde daher das Kapitel (der Grauwertnormalisierung) den




Eine Zusammenstellung von Verfahren zur Grauwertnormalisierung findet sich in
[del Solar u. Quinteros 2008]. Die Arbeiten werden durch del Solar u. Quinteros
[2008] in drei Kategorien unterteilt: Die Gesichtsmodellierung, die Normalisierung
und Vorverarbeitung, und die invariante Merkmalsextraktion. Zur Gesichtsmodel-
lierung werden lineare Unterra¨ume mit kleiner Dimension eingesetzt, die dazu ge-
nutzt werden die Bildvariation durch unterschiedliche Beleuchtungssitutationen von
menschlichen Gesichtern zu modellieren. Die zweite Kategorie der Normalisierung
und Vorverarbeitung braucht in den meisten Fa¨llen keine vorherigen Anlern- oder
Modellierungsschritte. Die in dieser Arbeit verwendete Histogramma¨qualisation (sie-
he Kapitel 3.6.1) geho¨rt in diese Kategorie (Normalisierung und Vorverarbeitung)
und za¨hlt nach del Solar u. Quinteros [2008] zu den
”
Universalwerkzeugen“ unter
den Grauwertnormalisierungen. Die dritte Kategorie umfasst die invariante Merk-
malsextraktion zu denen die diskrete Kosinustransformation (DCT - discrete co-
sine transformation, siehe na¨chsten Abschnitt zu [Goel u. Nehra 2011]) und die
LBP (local binary pattern), welche auch zur Identifikation (siehe Unterkapitel Ge-
sichtserkennung) eingesetzt werden, za¨hlen. In [del Solar u. Quinteros 2008] werden
Verfahren zur Grauwertnormalisierung der zweiten Kategorie (Normalisierung und
Vorverarbeitung), die ohne ein vorheriges Anlernen auskommen, in Kombination mit
Verfahren der Gesichtserkennung (siehe na¨chstes Unterkapitel) auf Basis der Haupt-
komponentenanalyse (PCA - principal component analysis) verglichen.
Goel u. Nehra [2011] stellt einen Vergleich von fu¨nf Verfahren zur Normalisierung
von Beleuchtungsinhomogenita¨ten auf. Unter diesen Verfahren sind eine Histogram-
ma¨qualisation, wie sie in Kapitel 3.6.1 verwendet wird, zwei Verfahren, welche die
DCT (discrete cosine transformation) einsetzen, um niedrige Frequenzen im Bild
zu reduzieren bzw. zu entfernen, ein HF (homomorphe Filter) Verfahren und ein
Verfahren zur Gamma-Korrektur der Intensita¨ten im Bild (GIC - gamma intensity
correction). Die Verfahren, welche die DCT einsetzen, schneiden unter den genann-
ten Verfahren am besten ab. In der bereits im Kapitel 2.3.1 beschriebenen Arbeit
von Li u. a. [2013] wird ein diskriminierender Farbraum (DCS - discriminant color
space) eingesetzt, wodurch eine maximale Separierbarkeit der einzelnen Klassen er-
reicht werden soll. Ein entsprechender Ansatz wird in dieser Arbeit nicht umgesetzt,
da neben den Farbbildern der Kinect auch Grauwertbilder verarbeitet werden (siehe
Industriekameras in Kapitel 3.3).
Kahraman u. a. [2007] stellt eine Methode zur Normalisierung von Gesichtern mit
variierender Pose und Beleuchtung vor. Dabei setzt Kahraman u. a. [2007] eine De-
tektion des Gesichts voraus, mit der bereits eine grobe Positionierung des Gesichts
bestimmt wurde. Zur Beleuchtungskorrektur wird eine Methode zur Anpassung des
Histogramms an das Histogramm eines Ausgangsgesichts (Gesichtsmodell) durchge-
fu¨hrt. Die beiden Gesichtha¨lften werden hierzu getrennt voneinander in ihrer Hel-
ligkeit normalisiert. Anschließend werden die beiden Transformationen der Histo-
gramme je Gesichtha¨lfte durch eine Gewichtung in eine lokale, von der Position
(links / rechts) im Gesicht abha¨ngige, Histogrammtransformation u¨berfu¨hren. Die
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beschriebene Beleuchtungskorrektur wird mit einem AAM (active appearance mo-
del) kombiniert, bei dem sich iterativ das zuvor angelernte Modell (eines Gesichts) in
Abha¨ngigkeit von Form und Textur (Grauwertintensita¨t) an das zu untersuchende
Gesicht im Bild anpasst. Ist das Modell auf das aktuelle Gesicht angepasst wird eine
virtuelle Frontansicht des Gesichts (vgl. Kapitel 3.5.3) zur weiteren Identifikation
erzeugt.
Das in dieser Arbeit verwendete Verfahren der Histogramma¨qualisation (siehe Ka-
pitel 3.6.1) zur Normalisierung der Grauwerte ist, im Vergleich zu den vorgestellten
Arbeiten, ein einfaches Verfahren ohne Parameter. Zudem ist bei einigen der vor-
gestellten Verfahren (z.B. die Verfahren der Gesichtsmodellierung aus [del Solar u.
Quinteros 2008]) zu beachten, dass die in dieser Arbeit untersuchten Pferde aufgrund
unterschiedlichster Zeichnungen im Allgemeinen keine homogene Gesichtsfarbe, wie
etwa der Mensch, haben. Zudem werden in den Arbeiten [del Solar u. Quinteros 2008]
und [Goel u. Nehra 2011] deutlich ausgepra¨gtere Inhomogenita¨ten der Beleuchtung
mit Schattenbildung untersucht, als sie in dieser Arbeit vorkommen, da bereits bei
der Aufnahme (siehe Aufbau in Kapitel 3.2) auf eine gute Ausleuchtung der Tiere
geachtet wurde.
Gesichtserkennung
U¨bersichten zu Verfahren der Gesichtserkennung zur Identifikation von menschli-
chen Personen finden sich in den Arbeiten von Lu u. a. [2003]; Zhao u. a. [2003];
Bowyer u. a. [2006]; Abate u. a. [2007]; Zhang u. Gao [2009]; Jafri u. Arabnia [2009]
und Muruganantham u. Jebarajan [2012]. Die Verfahren lassen sich in 2D- und
3D-Verfahren (siehe Unterkapitel Gesichtserkennung 2D-Verfahren bzw. Gesichtser-
kennung 3D-Verfahren und Mehrfachansichten) unterteilen.
Gesichtserkennung 2D-Verfahren
Wie in den folgenden Absa¨tzen werden die 2D-Verfahren in den meisten Arbeiten
anhand ihrer Feature in globale und lokale Verfahren unterteilt.
Die urspru¨nglichen lokalen (merkmalsbasierten) Verfahren, wie in [Lu u. a. 2003] er-
wa¨hnt, basieren darauf zuna¨chst typische Gesichtsmerkmale (Bezugspunkte - fiducial
points), wie die Augen, die Nase und den Mund, zu lokalisieren. Unterschiedlichste
Abmessungen der Komponenten im Gesicht (Gesichtsmerkmale) werden bei diesen
Verfahren dazu genutzt einen Merkmalsvektor zu erstellen (siehe Lu u. a. [2003]). Sol-
che Verfahren, die die typischen Merkmale im menschlichen Gesicht (Gesichtsmerk-
male) auswerten, sind nach Lu u. a. [2003] darauf angewiesen die entsprechenden
Merkmale zuverla¨ssig aufzufinden und zuzuordnen, so dass die geometrischen Ver-
ha¨ltnisse der aufgefundenen Merkmale zueinander stimmen. Aktuellere lokale Ver-
fahren (z.B. LBP local binary pattern [Ahonen u. a. 2004]) sind nicht darauf angewie-
sen die typischen Gesichtsmerkmale aufzufinden, sondern verwenden lokale Feature,
die nicht mit den hauptsa¨chlichen Gesichtsmerkmalen (wie Auge, Nase und Mund)
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u¨bereinstimmen mu¨ssen. So beeinflussen die Gesichtsmerkmale zwar die lokalen Fea-
ture, jedoch sind die lokalen Feature nicht auf die Gesichtsmerkmale beschra¨nkt. Die
lokalen Feature werden ha¨ufig auf dem gesamten Gesicht erfasst (einige der Verfahren
behandeln nur die charakteristischsten Feature z.B. Elastische Bu¨ndelgraphen EBG
- elastic bunch graph) und in einen globalen Kontext gebracht. Das Verfahren der
elastischen Bu¨ndelgraphen (EBG - elastic bunch graph bzw. EBGM - elastic bunch
graph matching) geho¨rt zu den lokalen Verfahren und wird nach Zhao u. a. [2003] zur
Gesichtsdetektion (vgl. Kapitel 2.2.2), der Geschlechtsklassifikation beim Menschen
oder der allgemeinen Objekterkennung eingesetzt. Beim EBG-Verfahren [Wiskott
u. a. 1999] werden so genannte
”
Jets“ eingesetzt. Diese enthalten die Filterantworten
mehrerer Gabor Wavelets (Faltungskerne), die pro
”
Jet“ typische Gesichtsmerkmale
repra¨sentieren. Die Gabor Wavelets sind dabei dem menschlichen visuellen Wahr-
nehmungssystem nachempfunden [Zhao u. a. 2003]. Ein
”
Jet“, welcher jeweils ein
typisches Gesichtsmerkmal (z.B. Auge) repra¨sentiert, sollte die Variation des jeweil-
gen Merkmals zwischen unterschiedlichen Personen (ma¨nnlich/weiblich, Alter, Bart
etc.) und Posenvariationen (siehe Zhao u. a. [2003]) abbilden. Sind die einzelnen
”
Jets“ im Gesicht positioniert (Auffinden der Gesichtsmerkmale) wird zwischen den
sich ergebenen Punkten ein Graph erstellt. Die A¨hnlichkeit zwischen Gesichtern wird
durch die A¨hnlichkeit der
”
Jets“ und der Verformung des Graphen bestimmt. Das
LBP-Verfahren (LBP - local binary pattern) von Ahonen u. a. [2004] geho¨rt ebenfalls
zu den lokalen Verfahren und extrahiert invariante lokale Feature. Dabei wird in
[Ahonen u. a. 2004] der LBP-Operator nach Ojala u. a. [1996] zur Beschreibung der
Textur eingesetzt, welcher nach Ahonen u. a. [2004] Beleuchtungsvariationen inner-
halb der Gesichter kompensiert und normalisiert (vgl. Unterkapitel Normalisierung
von Grauwerten). Eine Zusammenstellung von Variationen des LBP-Verfahrens und
deren Anwendung zur Gesichtserkennung findet sich in [Huang u. a. 2011].
Die globalen Verfahren hingegen arbeiten auf dem gesamten Bild (meistens Roh-
bild [Zhao u. a. 2003]), um eine Gesichtserkennung ohne lokale Merkmale durch-
zufu¨hren. Das gesamte Gesichtsbild wird hierzu kodiert und durch einen Punkt in
einem mehrdimensionalen Gesichtsraum repra¨sentiert. Die globalen Verfahren sind
nach Lu u. a. [2003] darauf angewiesen, dass die Gesichter in einheitlichen Posi-
tionen, Orientierungen (Position und Orientierung ergeben die Pose) und Gro¨ßen
ausgewertet werden. Die Methode der Eigengesichter (Turk u. Pentland [1991b, a]
siehe Kapitel 3.6.2) ist ein solches, nach Lu u. a. [2003] weit verbreitetes, globales
Verfahren, welches auf der Hauptkomponentenanalyse (PCA principal component
analysis) bzw. Karhunen-Loe`ve Transformation (entspricht PCA) basiert. Die Me-
thode der Fisherfaces ist eine weitere globale Methode. Sie basiert auf der linearen
Diskriminanzanalyse (LDA - linear discriminant analysis), im Kontext mit den Fis-
herfaces auch als FLD (fisher linear discriminant) bezeichnet (siehe Lu u. a. [2003]).
Die linearen Diskriminanzanalyse beru¨cksichtigt, entgegen der Hauptkomponenten-
analyse (PCA), die Inner- und Zwischen-Klassen-Varianz, um den komprimierten




Lu u. a. [2003]). Die Hauptkomponentenanalyse (PCA) ist nach Lu u. a. [2003] nicht
robust gegenu¨ber Variationen der Orientierung, der Positionierung (zusammen Po-
se vgl. Kapitel 2.3) oder der Beleuchtung in den Bildern der zu identifizierenden
Gesichter. Bei entsprechenden Variationen nimmt die Erkennungs- bzw. Identifika-
tionsleistung der Methode (PCA) ab, da die Feature der Methode sehr glatt werden
(siehe Lu u. a. [2003]). Die Erkennungsraten der Hauptkomponentenanalyse (PCA)
leidet dabei sta¨rker bei Posen- oder Gro¨ßena¨nderungen der Gesichter (85% bzw. 64%
nach Turk u. Pentland [1991b]), wobei eine unterschiedliche Beleuchtung nach Jafri
u. Arabnia [2009] (bei entsprechender Normalisierung, siehe Unterkapitel Normali-
sierung von Grauwerten) recht gut kompensiert werden kann (Erkennungsrate bei
96% auf 2500 Bildern von 16 Personen). Die Methode der Eigengesichter ist nach
Zhang u. Gao [2009] eine schnelle, einfache und praktische Methode, wodurch sie
zu der am weitesten verbreiteten Methode zur Gesichtserkennung beim Menschen
wurde.
Ruiz-del Solar u. Navarrete [2005] vergleicht mehrere
”
standard“ Projektionsmetho-
den, darunter die Hauptkomponentenanalyse (PCA - principal component analysis)
, die lineare Diskriminanzanalyse nach Fisher (FLD - fisher linear discriminant)
sowie ein evolutiona¨res Verfahren (EP - evolutionary pursuit) mit unterschiedli-
chen Distanz- und A¨hnlichkeitsmaßen (euklidische Distanz, Mahalanobis Distanz,
Kosinusdistanz und weitere). Zudem werden in Ruiz-del Solar u. Navarrete [2005]
nichtlineare Kernel-Projektionen (Kernel PCA, KPCA - kernel principal component
analysis) und differentielle Verfahren verglichen. Nach Ruiz-del Solar u. Navarrete
[2005] bietet die lineare Diskriminanzanalyse nach Fisher (FLD - fisher linear dis-
criminant) theoretisch die bessere Unterscheidungsfa¨higkeit gegenu¨ber der Haupt-
komponentenanalyse (PCA - principal component analysis). Wird jedoch mit einer
kleineren Anzahl von Gesichtern oder mit atypischen Gesichtern angelernt, so zeigt
die Hauptkomponentenanalyse (PCA - principal component analysis) gegenu¨ber der
linearen Diskriminanzanalyse nach Fisher (FLD - fisher linear discriminant) nach
Ruiz-del Solar u. Navarrete [2005] eine bessere Generalisierbarkeit (robuster gegen-
u¨ber vera¨nderten Daten).
Im Vergleich zu den globalen Verfahren, sind die lokalen (merkmalsbasierten) Ver-
fahren nach Zhao u. a. [2003] weniger anfa¨llig gegenu¨ber Beleuchtungsvariationen,
unterschiedlichen Betrachtungswinkeln und ungenauer Gesichtspositionierung (Po-
sition der Gesichter, vgl. Kapitel 2.3.1).
Neben der bisherigen Unterteilung anhand der Feature lassen sich die Methoden
auch in lineare und nicht-lineare Verfahren unterteilen (z.B. in Abate u. a. [2007]
oder Muruganantham u. Jebarajan [2012]). In Abate u. a. [2007] wird zu den ge-
nannten Verfahren (PCA, FLD bzw. LDA) die Methode der DCV (discriminant
common vectors) und die unabha¨ngige Komponentenanalyse (ICA - independent
component analysis) als lineares Verfahren erwa¨hnt. Die linearen Verfahren verwen-
den nach Abate u. a. [2007] lediglich das Amplitudenspektrum der Bilder, wobei
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das Phasenspektrum nicht ausgewertet wird. Zu den nicht-linearen Verfahren aus
Abate u. a. [2007] geho¨hren die Kernel PCA (KPCA - kernel principal component
analysis), die Neuronalen-Netze (vgl. tiefe Neuronale Netze - DNN (deep neural net-
works [Taigman u. a. 2014]), die isometrische Transformation (isometric transforma-
tion, ISOMAP [Tenenbaum u. a. 2000]) sowie die selbstorganisierenden Karten (SOM
- self-organizing map). Die unabha¨ngige Komponentenanalyse (ICA - independent
component analysis) und die Kernel PCA (KPCA - kernel principal component ana-
lysis) sind Generalisierungen der Hauptkomponentenanalyse (PCA).
In Abbildung 2.1 sind die hauptsa¨chlichen Verfahren nochmals dargestellt. Die ur-
spru¨ngliche Abbildung stammt von Muruganantham u. Jebarajan [2012], in deren
Arbeit die Verfahren in vier Hauptkategorien unterteilt werden: Schablonenabgleich
(template matching), Neuronale Netze (neural networks), Model- (model based) und
Aussehenbasiert (appearance based). Die modellbasierten Verfahren werden weiter in
2D- und 3D-Verfahren unterteilt. Zu den 2D-Verfahren za¨hlt die Methode der elas-

























Abbildung 2.1.: U¨bersicht der Identifikationsverfahren im 2D [Vera¨ndert nach: Mu-
ruganantham u. Jebarajan 2012]
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Unter den 3D-Verfahren sind morphologische Modelle (3D morphological model) auf-
gefu¨hrt (z.B. [Blanz 2006]). Die aussehensbasierten Verfahren werden in der Abbil-
dung 2.1 (bzw. durch Muruganantham u. Jebarajan [2012]) in lineare (PCA, LDA
und ICA) und nicht-lineare Verfahren (Kernel PCA - KPCA, selbstorganisierenden
Karten - SOM und isometrische Transformationen ISOMAP) unterteilt. Das LBP-
Verfahren wurde in Abbildung 2.1 erga¨nzt (vgl. Abbildung aus [Muruganantham u.
Jebarajan 2012]).
Teilweise wird zudem zwischen der Erkennung in Einzelbildern und der in Videose-
quenzen unterschieden (z.B. Jafri u. Arabnia [2009]), in denen ein Tracking mo¨glich
wird. Jedoch la¨sst sich eine entsprechende Unterscheidung eher auf die Detektion
der Gesichter (siehe Kapitel 2.2.2) beziehen. Li u. a. [2013] stellt weiter einen Klassi-
fikator vor, der eine spa¨rliche Repra¨sentation (SRC - sparse representation classifier)
von Wright u. a. [2009] nutzt.
Gesichtserkennung 3D-Verfahren und Mehrfachansichten
Wie bereits erwa¨hnt sind gerade globale Verfahren (z.B. LDA und PCA) sehr sen-
sitiv gegenu¨ber Posenvariationen, da die globalen Ansa¨tze Gesichter auf Grundlage
der Grauwerte in den einzelnen Pixeln im Bild unterscheiden. Die Rotation des
menschlichen Gesichts (als 3D Objekt) fu¨hrt jedoch nahezu immer zu einem Pi-
xelversatz in den 2D Bildern [Zhang u. Gao 2009]. Nach Abate u. a. [2007] kann
entsprechenden Posenvariationen mit einer Posennormalisierung (siehe Kapitel 2.3)
begegnet werden oder aber indem fu¨r die unterschiedlichen Posen entsprechende
Identifikationsmethoden angelernt werden (Gesichtserkennung aus Mehrfachansich-
ten - multi-view face recognition). Abate u. a. [2007] stellt mehrere Verfahren zur
Gesichtserkennung mit 3D Daten (bzw. auch nur 2,5 D Tiefendaten) vor, wobei viele
der genannten Verfahren a¨hnlich der Verfahren aus Kapitel 2.3 eine Posenkorrektur
auf Basis der 3D Daten durchfu¨hren und die eigentliche Erkennung im 2D durch-
fu¨hren, wie auch in dieser Arbeit. Eine Alternative stellen die in [Abate u. a. 2007]
zusammengetragenen Methoden dar, die die Oberfla¨chenkru¨mmung (curvature cur-
ves) der Gesichter nutzen um Kontrollpunkte (Bezugspunkte - fiducial points) im
menschlichen Gesicht aufzufinden (entspricht Landmarken vgl. Kapitel 3.5.2) und
anhand dieser Kontrollpunkte eine Normalisierung durchfu¨hren (siehe Kapitel 2.3).
Ferner la¨sst sich die Oberfla¨chenkru¨mmung (z.B. globale und lokale Kru¨mmung bzw.
von der Oberfla¨chenkru¨mmung abha¨ngige Punktsignaturen) direkt zur Unterschei-
dung der Gesichtsformen beim Menschen einsetzen (nach Abate u. a. [2007]). Bowyer
u. a. [2006] und Abate u. a. [2007] stellen weitere 3D Identifikationsverfahren zusam-
men, wobei einige die bereits beschriebenen Methoden der Identifikation aus 2D
Gesichtsbildern auf 3D Daten anwenden (z.B. PCA) oder beide Daten (2D+3D, 4D
bestehend aus Textur und 3D) kombinieren. In dieser Arbeit wird die Erkennung
lediglich auf den 2D Daten durchgefu¨hrt, weshalb aus Gru¨nden des Umfangs nicht
auf weitere 3D Identifikationsmethoden eingegangen wird.
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2.4.3. Bildverarbeitungsmethoden zur Identifikation von Wildtieren
Ku¨hl u. Burghardt [2013] stellt eine U¨bersicht von biometrischen Tiermerkmalen und
einigen Methoden zusammen. Zusammengetragen sind außerdem die Vorzu¨ge einer
hohen Objektivita¨t, Vergleichbarkeit und Wiederholbarkeit, die die automatische
Auswertung der biometrischen Merkmale bei Tieren fu¨r Studien des Verhaltens oder
der Population mit sich bringen.
Burghardt [2008] beschreibt in seiner Arbeit die Identifikation von Pinguinen [Bur-
ghardt u. a. 2004b], Zebras und weiteren Tieren anhand der individuellen Fellzeich-
nungen. Kelly [2001] nutzt die Fellzeichnung von Geparden um zwischen einzelnen
Tieren zu unterscheiden. Hoque u. a. [2011] beschreibt eine Methode zur Unterschei-
dung von Kammmolchen (Salamanderart) anhand ihrer einzigartigen Bauchzeich-
nung. Gamble u. a. [2008] unterscheidet Marmor-Querzahnmolche anhand der Zeich-
nungen auf dem Ru¨cken der Schwanzlurchart. Lahiri u. a. [2011] zeigt eine weitere
Methode zur Unterscheidung von Zebras und Tieren mit entsprechend ausgepra¨gter
Fellzeichnung.
Araabi u. a. [2000]; Markowitz u. a. [2003]; Gilman u. a. [2013] erkennen Delphine an-
hand der Form ihrer Ru¨ckenflosse. Hughes u. a. [2013] nutzt Bilder der Ru¨ckenflossen
von Weißen Haien, um die einzelnen Tiere zu identifizieren. Ranguelova u. a. [2004]
erkennt Individuen bei Buckelwalen durch die unterschiedliche Pigmentierung der
Schwanzflosse. Van Tienhoven u. a. [2007] stellt eine Software zur Unterscheidung
von Sandhaien anhand der individuellen Punktmuster an den Seiten der Tiere vor.
Hillman u. a. [2003] beschreibt ein Verfahren zur Unterscheidung mehrerer Delphin-
und Walarten. Shrivakshan u. Chandrasekar [2011] hingegen beschreiben eine Me-
thode mit der unterschiedliche Haiarten unterschieden werden ko¨nnen. Town u. a.
[2013] erkennt anhand individueller Zeichnungen am Bauch von Mantarochen, um
welches Tier es sich handelt.
Die Identifikation einzelner Individuen bei Tieren wird durch Biologen und Wissen-
schaftler dazu genutzt, das Verhalten und soziale Strukturen zwischen den Tieren
zu studieren sowie die Gro¨ße und Populationsverteilungen von Tierarten bestimmen
zu ko¨nnen. Zur Identifikation werden ha¨ufig immer noch Marker an den Tieren an-
gebracht.
Redd u. a. [2012] beschreibt ein Verfahren zur Unterscheidung von Papageien anhand
von Aufnahmen der oberen Schnabelspitze. Anderson u. a. [2010] identifiziert Indi-
viduen bei Eisba¨ren anhand des Musters der Barthaare. Ardovini u. a. [2007, 2008]
erkennt einzelne Tiere bei Elefanten durch die Form der Ohren. Hiby u. a. [2009]
nutzt ein 3D Modell zur Erkennung von Tigern anhand ihrer Streifenmuster, wobei
die Orientierung der Kamera und die Pose der Tiere fu¨r einen A¨hnlichkeitsvergleich
zur Identifikation des Individuums beru¨cksichtigt wird.
Die bisher vorgestellten Methoden (mit Ausnahme von [Burghardt 2008]) sind darauf
angewiesen, dass ein Benutzer auf den Bildern die Tiere oder die entsprechenden
Ko¨rperteile markiert (keine Detektion vgl. Kapitel 2.2 bzw. Landmarkendetektion
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vgl. Kapitel 2.3.2). In den Arbeit von Burghardt u. Campbell [2007]; Burghardt
[2008] und Sherley u. a. [2010] werden ebenfalls 3D Modelle eingesetzt, um eine
Identifikation von Pinguinen zu ermo¨glichen.
Gesichter
Dabarera u. Rodrigo [2010] beschreibt die Identifikation von Elefanten anhand von
Frontalaufnahmen der Gesichter und verwendet, wie auch in Kapitel 3.6.2, die Me-
thode der Eigengesichter (PCA - principal component analysis). Loos u. Ernst [2013]
stellt ein gesamtes Framework zur automatischen Identifikation von Schimpansen
vor. Die Detektion wurde bereits in Kapitel 2.2.3 beschrieben, die Normalisierung in
Kapitel 2.3. In der Arbeit Loos u. Ernst [2013] wird ein globales Verfahren, welches
Gabor Features verwendet, mit einem lokalen, welches SURF (siehe Kapitel 2.2.1
bzw. [Bay u. a. 2008]) Features nutzt, zur Identifikation der Schimpansengesichter
kombiniert. In [Loos u. a. 2011a; Loos u. Ernst 2012] wird zur Identifikation von
Schimpansen- und Gorillagesichtern der Algorithmus von Wright u. a. [2009] ein-
gesetzt. In der Arbeit Loos u. a. [2011b] werden mehrere Verfahren der mensch-
lichen Gesichtserkennung (siehe Kapitel 2.4.2) ohne besondere Anpassungen auf
Schimpansen- und Gorillagesichtern verglichen. In [Loos 2012] wird das urspru¨ngli-
che Verfahren [Wright u. a. 2009] erweitert und in [Loos u. Pfitzer 2012] wird eine
Normalisierung der Gesichter nach Huang u. a. [2007] (siehe Kapitel 2.3.2) mit ei-
ner hybriden Methode aus globalen und lokalen Featuren genutzt. Eine Fusion aus
lokalen und globalen Featuren wird auch in der Arbeit von Loos [2013] behandelt.
Die Arbeiten [Loos u. a. 2011a, b; Loos 2012; Loos u. Ernst 2012; Loos u. Pfitzer
2012; Loos u. Ernst 2013] und [Loos 2013] beschreiben den Einsatz von Verfah-
ren der menschlichen Gesichtserkennung bei Primaten. Die Gesichter der Primaten
weisen, im Vergleich zu anderen Tierarten, große A¨hnlichkeiten mit den Gesichtern
des Menschen auf (vergleichsweise homogene Gesichtsfa¨rbung, Position der Gesichts-
merkmale, etc.). Sandwell u. a. [2013] nutzt ein generalisiertes 3D Modell der Schim-
pansengesichter und erzeugt ku¨nstliche Lerndaten, mit denen die Gesichtserkennung
angelernt und damit auf den Schimpansengesichtern (auch auf realen Bilddaten)
merkbar robuster wird.
In [Kumar u. Singh 2014] werden mehrere lokale (z.B. LBP, siehe Kapitel 2.4.2)
bzw. globale Verfahren (z.B. PCA, LDA und ICA, siehe Kapitel 2.4.2) der menschli-
chen Gesichtserkennung auf Hundegesichter angewendet und ausgewertet. Mit dem
lokalen Verfahren LBP (local binary pattern [Ahonen u. a. 2004]) wird die beste Er-
kennungsrate von 81, 15% (Rang-1, das zu ermittelnde Tier ist an erster Stelle) bzw.
93, 86% (Rang-4, die korrekte Klassifikation des individuellen Tieres findet sich an
vierter Stelle) unter den verglichenden Verfahren erreicht.
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2.4.4. Identifikationsmethoden von landwirtschaftlichen Nutztieren
Coulon u. a. [2009] zeigt, dass Rinder (bzw. Fa¨rsen; Jungkuh, ohne Kalb) der
”
Holstein“ Rasse in der Lage sind Individuen anhand von 2D Bildern ihrer eige-
nen Rasse, aber auch anderer Rinderrassen zu unterscheiden. Kendrick u. Feng
[2011] beschreibt, dass auch Schafe diese, fu¨r ein soziales Zusammenleben so wichtige
Fa¨higkeit, besitzen. Zudem sind Schafe nach Kendrick u. Feng [2011] in der Lage
unterschiedliche Gemu¨tszusta¨nde (hauptsa¨chlich durch die Stellung der Ohren des
Gegenu¨ber) von Gesichtern auf Bildern auszumachen.
Marchant [2002] beschreibt, wie wichtig es ist die Identita¨t einzelner Tiere in Land-
wirtschaftsbetrieben verifizieren zu ko¨nnen, da dies zur Lebensmittelsicherheit und
deren Qualita¨tssicherung beitra¨gt, sich Krankheitsausbru¨che zuru¨ckverfolgen und
damit einda¨mmen lassen, Kosten durch Regierungskontrollen (Intervention und Aus-
rottung) reduziert werden und mo¨gliche Verluste beim Handel minimiert werden.
Dabei geht es nach Marchant [2002] um die Gesundheit der Tiere, die durch konta-
minierte Fleischprodukte Einfluss auf die Gesundheit der Konsumenten haben kann.
Die gesicherte Identita¨t und Zuru¨ckverfolgbarkeit der Tiere dient damit dem Ein-
schra¨nken von Epidemien, welches zugleich die Risiken zur U¨bertragung von Krank-
heiten auf den Menschen minimiert. In [Marchant 2002] werden die unterschiedli-
chen Verifikationsmethoden wie das Brandmarken, das Setzten von Schwanzmarken
oder Ohrmarken (Metall, Plastik, Elektronisch), das Implantieren von Chips (z.B.
RFID radio-frequency identification) oder biometrische Verfahren, wie Schnauzen-
bzw. Nasenabdruck, Iris-Scan und Aufnahmen der Retina, aufgefu¨hrt. DNA Profile
ko¨nnen zum Zuru¨ckverfolgen von Fleischprodukten zu einem bestimmten Tier ge-
nutzt werden. Nach Marchant [2002] werden vorrangig nicht-biometrische Verfahren
genutzt, wobei die Ohrmarken am weitesten verbreitet sind. Zudem sind gekapselte
RFID-Transponder zum Schlucken (Bolus) eine weitere Form der eingesetzten elek-
tronischen Transponder (z.B. [Rojas-Olivares u. a. 2012]).
Barron u. a. [2009] und Shanahan u. a. [2010] stellen bestehende Probleme beim Ver-
wenden von Ohrmarken dar: Die Lesbarkeit der Ohrmarken ist nicht gegeben, Ohr-
marken gehen verloren, gesundheitliche Probleme durch Ohrmarken treten auf und
eine Sabotage ist leicht mo¨glich (Austausch der Ohrmarken von unterschiedlichen
Tieren). Daher wird durch Shanahan u. a. [2010] (Rinder) und Barron u. a. [2009]
neben dem Verwenden von elektronischen Ohrmarken mit RFID (radio-frequency
identification) eine zusa¨tzliche Sicherung durch biometrische Merkmale der Tiere
vorgeschlagen, um die genannten Nachteile beim Einsatz der Ohrmarken zu redu-
zieren. In [Barron u. a. 2009; Shanahan u. a. 2010] werden als biometrisches Verfah-
ren zur sicheren Identita¨tsbestimmung der Tiere Aufnahmen der Retina vorgeschla-
gen. In [Barron u. a. 2009] wird neben den DNA Profilen und Schnauzenabdru¨cken,
die ebenfalls in [Shanahan u. a. 2010] erwa¨hnt werden, auch die Gesichtserkennung
als biometrisches Merkmal zur Identita¨tsbestimmung einzelner landwirtschaftlicher
Nutztiere (siehe [Corkery u. a. 2007] in Kapitel 2.4.4) angesprochen. Nach Barron
u. a. [2009] ist die Gesichtserkennung auf Kamerabildern (bzw. die Aufnahme von
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Schnauzenabdru¨cken) einer der na¨chsten Schritte, um ein vollautomatisches System
zur Identifikation (Identifikation neben Verifikation denkbar) von Nutztieren auf-
bauen zu ko¨nnen. In [Barron u. a. 2009] wird dazu ein passendes Aufnahmesystem
(vgl. Kapitel 3.3) sowie eine Software, um gute Bilder (vgl. Kapitel 2.2 und 2.3) zur
Identifikation (vgl. Kapitel 2.4.2) aufzunehmen, beno¨tigt.
Die unterschiedlichen Markierungsmethoden zeigen verschiedene Vertra¨glichkeiten
bei den Tieren. In [Schatzmann 2012] werden dazu die Kennzeichnungsmethoden
des Heißbrands und der Transponder-Implantation bei Pferden verglichen. Nach
Schatzmann [2012] wurden nach einer Kennzeichnung durch Heißbrand keine son-
derbaren Vera¨nderungen des Gewebes bei den untersuchten Pferden festgestellt, die
auf Spa¨tfolgen oder chronische Entzu¨ndungen bei den Tieren hinweisen. Die un-
tersuchten Pferde, welche mittels Transponder-Implantaten gekennzeichnet wurden,
zeigten hingegen ausgepra¨gte entzu¨ndliche Vera¨nderungen der Haut, welche auch zu
Spa¨tfolgen und la¨nger andauernden Schmerzen bei den Tieren fu¨hren ko¨nnen. Um
die Pferde zu kennzeichnen ist nach Schatzmann [2012] die Methode des Heißbrands
der Transponder-Implantation vorzuziehen, um
”
Leidensfreiheit bzw. Abwesenheit
von Schmerzen und uneingeschra¨nkte Bewegungsfreiheit
”
(siehe [Schatzmann 2012])
hinsichtlich einer artgerechten Haltung zu gewa¨hrleisten.
Bei den genannten Systemen der Ru¨ckverfolgbarkeit reicht eine Verifikation der Iden-
tita¨t eines Tieres. Bei der Pra¨zisionstierhaltung (PLF - precision livestock farming)
geht es unter anderem um das individuelle Tierwohl [Berckmans 2006; Kashiha u. a.
2013]. So dass neben einer Verifikation die Identifikation eines Tieres (Abgleich eins-
zu-mehreren) no¨tig ist, um Verhalten und Erkranken eines einzelnen Tieres erfassen
zu ko¨nnen.
Stankovski u. a. [2012] beschreibt hierzu ein System zum Monitoring der Melkzy-
klen bei Milchku¨hen, welches mittels der eingesetzten RFID-Transponder (radio-
frequency identification, hier im UHF Ultrahochfrequenz ultra high frequency Bereich
von 915MHz) eine durchschnittliche Erkennungsgenauigkeit von 99, 8 % erreicht. In
[Porto u. a. 2014] werden aktive RFID-Transponder (im UWB Ultraweitband ultra
wide band) eingesetzt, um neben der Identifikation eine Lokalisierung von Milch-
ku¨hen im Stall zu ermo¨glichen. Porto u. a. [2014] stellt fest, dass ein Kompromiss
zwischen Identifikations- und Lokalisationsleistung mit den eingesetzten Transpon-
dern zu treffen ist und empfiehlt eine 98 %ige Identifikation mit einer Genauigkeit
von 0, 52 ± 0, 36m bei der Positionsbestimmung zu kombinieren. Eine U¨bersicht
von unterschiedlichen RFID-Transpondern (radio-frequency identification transpon-




Anguzza [2013] nutzt bei Ku¨hen Markierungen mit hautvertra¨glicher Farbe, um
diese in den Bilddaten aufzufinden und die aufgenommenen Individuen anhand
der Markierungen zu identifizieren. Kashiha u. a. [2013] zeigt eine vergleichbare
Kennzeichnung (unterschiedliche Muster werden auf jedem Tier appliziert) zur Iden-
tifikation von Schweinen.
Kim u. a. [2005a] schla¨gt eine Identifikation von Rindern der Rasse
”
Holstein“ an-
hand der unterschiedlichen Fellzeichnungen vor. Hierzu wird zuna¨chst in seitlichen
Aufnahmen das Tier vom Hintergrund (in [Kim u. a. 2005a] einfarbig) separiert, um
mit einem Schwellwertverfahren ein Bina¨rbild der Fellzeichnung zu genierieren. Die
Bina¨rwertbilder der einzelnen Tiere werden anschließend durch ein zuvor trainiertes
Neuronales-Netz unterschieden. Das Neuronale-Netz wurde in [Kim u. a. 2005a] auf
Bildern von 49 Holstein Ku¨hen angelern und anschließend auf 10 Bildern getestet,
ohne eine Identifikationsgenauigkeit anzugeben.
In den Arbeiten [Barron u. a. 2009; Shanahan u. a. 2010] wird die Aufnahme der
Retina zur Verifikation der Identita¨t bei Rindern vorgeschlagen. Die Arbeiten von
Barron u. a. [2008]; Barry u. a. [2008]; Rojas-Olivares u. a. [2011] und Rojas-Olivares
u. a. [2012] befassen sich mit der Auswertung der Retina-Aufnahmen bei Schafen
bzw. La¨mmern.
Suzaki u. a. [2001] beschreibt die Identita¨tsfeststellung von Pferden durch Aufnah-
men der Iris. Ein vergleichbares System zur Verifikation der Identita¨t von Tieren
anhand von Irisaufnahmen wird in [Musgrave u. L. 2002] beschrieben. Zhao u. a.
[2011] schla¨gt vor, die Iriserkennung von Rindern, Schweinen und anderen großen
Tieren der Landwirtschaft in einem zweidimensionalen Code zu kodieren, um die
Zuru¨ckverfolgbarkeit der Tiere und deren Fleischprodukte zu gewa¨hrleisten.
Petersen [1922]; Hirsch u. a. [1952] zeigen, dass eine Unterscheidung einzelner In-
dividuen bei Rindern durch einen Nasenabdruck mo¨glich ist. In den Arbeiten von
Minagawa u. a. [2002]; Barry u. a. [2007]; Noviyanto u. Arymurthy [2012, 2013] und
Awad u. a. [2013b, a] werden Verfahren der Bildverarbeitung angewendet, um ent-
weder auf Papier gebrachte Nasenabdru¨cke (z.B. [Minagawa u. a. 2002; Noviyanto u.
Arymurthy 2013]) zu vergleichen oder solche die mit einer Kamera (z.B. Noviyanto




Die Gesichtserkennung von landwirtschaftlichen Nutztieren (bzw. Identifikation
anhand von Kopfaufnahmen) ist in der Literatur deutlich seltener vertreten als
z.B. die von anderen Tieren bzw. Wildtieren aus Kapitel 2.4.3. Trotz sorgfa¨ltiger
Recherche, konnten lediglich drei in dieses Unterkapitel passende Arbeiten gefunden
werden.
Kim u. a. [2005b] fu¨hrt die Identifikaton anhand von Aufnahmen der Ko¨pfe von
zwo¨lf Japanischen Rindern mit einem assoziativen Speichernetzwerk (associative
memory, Unterart der Neuronalen-Netze [Specht 1988, 1990]) durch. Es wird
lediglich ein Originalbild pro Tier angelernt, welches anschließend transformiert wird
(rotiert, translatiert etc.), um zu testen, ob eine Erkennung weiterhin mo¨glich ist.
Kim u. a. [2005b] kommt zu dem Schluss, dass der vorgestellte Algorithmus nicht zur
Identifikation im Stall geeignet ist. Obwohl der Algorithmus auf Bildern mit Hellig-
keitsschwankungen, Verzerrung und Rauschen die Tiere wiedererkennt, schla¨gt die
Identifikation nach einer Rotation der Bilder mit dem in [Kim u. a. 2005b] vorge-
stellten Neuronalen-Netz fehl.
Corkery u. a. [2007] zeigt eine Gesichtserkennung auf einer Gruppe von 50 Schafen.
Corkery u. a. [2007] kombiniert hierzu die Methode der Eigengesichter (Hauptkom-
ponentenanalyse, PCA principal component analysis siehe Kapitel 3.6.2) mit der
unabha¨ngige Komponentenanalyse (ICA, siehe Kapitel 2.4.2). Die Unterscheidung
der Tiere geschieht u¨ber die Kosinus-Distanz im
”
Gesichtsraum“ (Unterraum vgl.
Kapitel 3.6.2). Corkery u. a. [2007] gibt Erkennungsraten von 95, 3 % bis 96 %, bei
einer Falsch-Positiv Rate von 4 % an. Nach Corkery u. a. [2007] haben Schafe im Ver-
gleich zum Menschen eine deutlich reduzierte Mimik (Gesichtsausdru¨cke). Dies fu¨hrt
bei Schafen zu besseren Identifikationsergebnissen als beim Menschen, wenn Ver-
fahren der Gesichtserkennung eingesetzt werden, die anfa¨llig auf Variationen durch
unterschiedliche Gesichtsausdru¨cke sind (siehe [Corkery u. a. 2007]). Cai u. Li [2013]
vergleicht mehrere Verfahren der Gesichtserkennung mittels LBP-Operator (LBP -
local binary pattern, Abwandlungen von [Ahonen u. a. 2004], siehe Kapitel 2.4.2) auf
einer Gruppe von 30 Rindern. Cai u. Li [2013] gibt eine Erkennungsrate von bis zu
95, 3 % beim Training auf 90 % (90 Bilder pro Tier) der Daten an.
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Dieses Kapitel beschreibt sowohl die Materialien als auch die bestehenden und entwi-
ckelten Methoden fu¨r die in dieser Arbeit umgesetzte optische Identifikation einzelner
Individuen bei Pferden und deren Evaluation. Zuna¨chst wird in Abschnitt 3.1 auf
die Tiere eingegangen, welche im Zuge der Versuchsreihen untersucht wurden. Im
Unterkapitel 3.2 wird die Anordnung der im Versuchsstall aufgenommenen Objekte
(Pferdeko¨pfe der Tiere aus Abschn. 3.1) zu den Gera¨ten aus Abschnitt 3.3 beschrie-
ben. Die Gera¨te aus Abschnitt 3.3 wurden dazu genutzt, die optischen Daten zu





Posenbestimmung und Normalisierung“ und 3.6
”
Identifikation der einzelnen
Individuen bei Pferden“ werden die Methoden der zur Identifikation eingesetzten
Bildverarbeitungskette aus Abbildung 1.1 aufgefu¨hrt und erla¨utert. Zuletzt werden
in den Abschnitten 3.7 und 3.8 Angaben zur Versuchsdurchfu¨hrung, sowie zur Auf-
bereitung und Auswertung der Daten gemacht.
3.1. Eingesetzte Tiere




Royal Bess“) der in der U¨bersicht 3.1 abgebil-
deten Pferde lebt in einem Herdenverband von bis zu 15 Tieren. Die Tiere werden
saisonal von etwa November bis Ma¨rz in dem unter Abschnitt 3.2 na¨her beschrie-
benen Offenstall gehalten, in dem sie sich frei bewegen ko¨nnen. Die restliche Zeit





Royal Bess“ wurden lediglich kurze Zeit im Offenstall
gehalten und sind die gesamte restliche Zeit auf der Weide.
Die Abbildung 3.1 entha¨lt neben dem Namen, dem Alter (im Januar 2013) und der
Rasse der untersuchten Tiere jeweils eine Frontaufnahme des Kopfes. In Tabelle 3.1
ist eine Zusammenstellung der Fellfarben und Zeichnungen der Pferde zu finden.
Zur Untersuchung standen mehrere gleichfarbige (z. B. Anna, Diadem und Roman-
ze) sowie farblich recht unterschiedliche (z. B. Serenade und Rosi) Tierko¨pfe zur
Verfu¨gung, wobei einige Tiere a¨hnliche Zeichnungen aufweisen.




Rosi“, welche Geschwister sind. Sie
zeichnen sich durch eine fu¨r den Beobachter unterscheidbare, jedoch sehr a¨hnliche





ebenfalls Geschwister sind, deutlich weniger A¨hnlichkeit zueinander aufweisen. Wei-
tere Details zu den Tieren sind im Anhang A aus den Pferdepa¨ssen zusammenge-
tragen.
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Name Anna Arielle Baldo Bara Blu¨te
Alter 4 Jahre 4 Jahre 18 Jahre 3 Jahre 3 Jahre
Rasse Holsteiner Holsteiner Shetland Pony Holsteiner Holsteiner
Name Blu¨tenzauber Delia Diadem Dumbledore Linus
Alter 3 Jahre 1 Jahr 24 Jahre 1 Jahr 1 Jahr
Rasse Holsteiner Holsteiner Holsteiner Holsteiner Holsteiner
Name Romanze Rosi Royal Bess Serenade
Alter 11 Jahre 6 Jahre 13 Jahre 16 Jahre
Rasse Holsteiner Holsteiner Welsh A (Pony) Welsh D (Pony)
Abbildung 3.1.: Pferde U¨bersicht
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Tabelle 3.1.: Fellfarbe und Zeichnungen der Tiere
Name Rasse Fellfarbe Zeichnung
Anna Holsteiner Schimmel leichte Schnippe
Arielle Holsteiner Dunkelbrauner Blume
Baldo Shetland Pony Brauner -
Bara Holsteiner Brauner schmale Blesse
Blu¨te Holsteiner Schimmel Fla¨mmchen
Blu¨tenzauber Holsteiner Braunschimmel unregelma¨ßige Blesse
Delia Holsteiner Brauner schmale Blesse
Diadem Holsteiner Schimmel (Braunschimmel) -
Dumbledore Holsteiner Schimmel leichte Blume
Linus Holsteiner Schimmel schmale Blesse
Romanze Holsteiner Schimmel -
Rosi Holsteiner Fuchs breite Blesse
Royal Bess Welsh A (Pony) Brauner breite Blesse
Serenade Welsh D (Pony) Rappe Blume
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3.2. Versuchsstall / Messanordnung
Die Versuche wurden im Offenstall der Firma HIT (Hinrichs Innovation + Technik
GmbH) durchgefu¨hrt. Ein Grundriss des Offenstalls ist in Abbildung 3.2 gezeigt. Die
Tiere (siehe Unterkapitel 3.1) werden hier in einer Gruppe freilaufend gehalten und
haben Zugang zu allen nicht grau markierten Fla¨chen. Es gibt einen Bereich, der mit
Sand ausgestreut ist, sowie einige Bereiche, die einen befestigten Untergrund haben.
Die Bereiche mit festem Untergrund teilen sich in einen Bereich, der u¨berdacht ist
und einen nicht u¨berdachten Bereich (Außenbereich, hellgru¨n) auf. Zudem haben
die Tiere Zugang zum Inneren des Geba¨udes (Innenbereich, dunkelgru¨n), dessen To-
re sta¨ndig geo¨ffnet sind, so dass die Tiere sich jederzeit zwischen diesen Bereichen
bewegen ko¨nnen. Der Innenbereich hat eine Fla¨che von ca. 124 m2 und der Außen-











Abbildung 3.2.: Offenstall Grundriss [Vera¨ndert nach: Hinrichs Innovation + Tech-
nik GmbH 2012]
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Die in der Abbildung 3.2 rot markierte Fla¨che beschreibt die Position der Versuchs-
station bzw. der mit dem Kameraerfassungssystem (Aufnahmeeinheit) ausgestatte-
ten Abruffu¨tterung im Stall. Die Station wurde im Inneren des Geba¨udes aufgebaut,
um einen mo¨glichst geringen Einfluss durch einfallendes Sonnenlicht bei der Aufnah-
me zu gewa¨hrleisten. Direkt neben der Station befindet sich zwar eines der Tore, die
sta¨ndig offen stehen, jedoch ist durch die U¨berdachung sichergestellt, dass direktes
Sonnenlicht nur bei sehr tief stehender Sonne in den Aufnahmebereich einfallen kann.
Die Wa¨nde der Abruffu¨tterungsstation schu¨tzen zusa¨tzlich vor sto¨renden Lichtein-
flu¨ssen innerhalb derselben.
Die Abruffu¨tterungsstation (Abbildung 3.3a/b) wurde von der Firma HIT aufge-
baut und mit einem Leitsystem versehen. Der vordere Bereich (B in Abb. 3.3) ist
so konzipiert, dass das Tier mittels RFID-Technik (radio-frequency identification)
erkannt wird, sobald es den Stand betritt. Der Bereich vor dem Futtertrog (c in
Abb. 3.3) wird dann durch eine Nachlaufsperre (f in Abb. 3.3) abgeriegelt. Durch
die Nachlaufsperre wird verhindert, dass das Tier, welches sich im Stand befindet,
von einem rangho¨heren Tier vertrieben wird. Das Tier kann so in Ruhe die abge-
rufene Futterration fressen. An der zuna¨chst als
”
Standardversion“ zur Verfu¨gung
stehenden Abrufstation (siehe Abbildung 3.4b) wurden A¨nderungen vorgenommen,
so dass der Trog (c in Abb. 3.3) sich nicht direkt u¨ber dem Boden, seitlich zur festen
Wand hin, befindet, sondern in 40 cm Ho¨he u¨ber dem Boden mittig in der Stati-
on ausgerichtet ist. Zudem wurde ein V-Ausschnitt (d in Abb. 3.3) vor dem Trog
aufgebaut, der durch eine Wand dem Tier den Zugang zum Trog verwehrt. Die Auf-
nahmeeinheit (b in Abb. 3.3), welche im Unterkapitel 3.3 na¨her beschrieben wird,
ist direkt gegenu¨ber dem V-Ausschnitt im Aufnahmebereich (A in Abb. 3.3) in einer
Ho¨he von 1, 29m montiert. Hat das erkannte Pferd Anspruch auf Futter, fa¨hrt die
Wand nach unten in den V-Ausschnitt und das Tier kann seinen Kopf durch den
V-Ausschnitt stecken. Die Datenaufnahme beginnt, sobald ein Objekt hinter der her-
unterfahrenden Wand erkannt wird. Der V-Ausschnitt hat dabei fu¨r die Aufnahmen
den Vorteil, dass der Bewegungsfreiraum des Kopfes ausreichend eingeschra¨nkt ist.
Die Tiere sind, zumindest vor oder nach der Futteraufnahme, gezwungen direkt in
die Aufnahmeeinheit zu schauen. Hierdurch entstehen in ku¨rzerer Zeit mehr frontale
Aufnahmen der Pferdeko¨pfe, als dies in den kommerziell erha¨ltlichen Standardsta-
tionen mo¨glich wa¨re. Durch einen genu¨gend großen Abstand des V-Ausschnitts zur
Aufnahmeeinheit wird diese, sowie die Beleuchtung (a in Abb. 3.3), vor dem Zugang
durch die Pferde geschu¨tzt. Der Bereich zwischen dem V-Ausschnitt und der Auf-
nahmeeinheit (A in Abb. 3.3) wird durch die Beleuchtung gut ausgeleuchtet und es
kann durch Wa¨nde das Einfallen von sto¨rendem Licht verringert werden. Umgekehrt
werden dadurch, dass die zusa¨tzlich verbauten Gera¨te fu¨r die Tiere nicht zuga¨nglich
sind, Verletzungen verhindert.
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Abbildung 3.3.: Versuchsstation a) Aufsicht, b) Seitenansicht
Die Abbildung 3.4 zeigt auf der linken Seite (Abbildung 3.4a) ein Leitsystem, je-
doch ohne den Futtertrog und den Aufnahmebereich, und auf der rechten Seite
(Abbildung 3.4b) einen Futterstand in der bisher u¨blichen kommerziellen Standard-
ausfu¨hrung. Das Leitsystem aus Abbildung 3.4a ist mit dem Ausgang zur rechten
Seite (genau entgegen der Abbildung) in der Versuchsstation verbaut.
In Abbildung 3.5a ist die Versuchsstation mit Tier von hinten oben fotografiert ab-
gebildet. Abbildung 3.5b zeigt die Station mit Tier von oben aufgenommen.
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a) Leitsystem b) Futterstand
Abbildung 3.4.: Leitsystem a) mit V-Ausschnitt, b) bestehende Futterstation [Hin-
richs Innovation + Technik GmbH 2012]
a) Ru¨ckansicht b) Aufsicht
Abbildung 3.5.: Originalaufnahmen der Versuchsstation a) Ru¨ckansicht, b) Aufsicht
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3.3. Bilderfassung
Zur Aufnahme der Pferdeko¨pfe wurde im Rahmen der vorliegenden Dissertation eine
Aufnahmeeinheit entwickelt, welche in Abbildung 3.6 gezeigt ist. Die fu¨r den Aufbau
der Einheit beno¨tigten Komponenten sind in Tabelle 3.2 aufgefu¨hrt.
Abbildung 3.6.: Bild der Aufnahmeeinheit
Die Pferdeko¨pfe werden durch zwei die Aufnahmeeinheit einrahmenden Leuchtstoff-
ro¨hren beleuchtet, da diese großfla¨chig eine homogene Ausleuchtung des Aufnahme-
bereiches innerhalb der Station ermo¨glichen. Zudem ist der Aufnahmebereich durch
Wa¨nde soweit von Außenlicht abgeschattet, dass die Lichtverha¨ltnisse durch die
ku¨nstliche Beleuchtung ausreichend konstant gehalten werden ko¨nnen (siehe Unter-
kapitel 3.2). Die Leuchtstoffro¨hren wurden hochkant mit einem Abstand von 25 cm
voneinander an der Wand gegenu¨ber dem V-Ausschnitt angebracht. Durch das An-
bringen der Beleuchtung um die Aufnahmeeinheit herum kommt es nur bei extremen
Positionen des Kopfes zur Schattenbildung auf den Pferdeko¨pfen. Die Leuchtstoff-
ro¨hren werden mit einem EVG (elektronisches Vorschaltgera¨t) betrieben, welche die
Frequenz der Netzspannung von 50 Hz auf etwa 40 kHz erho¨ht. Dies ist notwendig,
da beim Betrieb ohne das EVG durch die niedrigere Frequenz bei der Aufnahme








2 Leuchtstoffro¨hren 5LS 4127-1C /
Siteco
Beleuchtung durch Leuchtstoff-
ro¨hren mit EVG (elektronisches
Vorschaltgera¨t, ∼ 100Hz auf
Beleuchtungsintensita¨t) La¨nge
120 cm, 36W
Kinect Kinect for Xbox /
Microsoft
Nimmt Tiefenbild der Szene auf




einer Auflo¨sung von 1600 × 1200
und globalem Shutter um Bewe-
gungsartefakte zu mindern
2 Objektive DF6HA-1B /
Fujinon
Kameraobjektive der Brennweite
6 mm (Winkel des Sichtbereiches
bei 1/2
′′
: 56◦ 09′ × 43◦ 36′)
2 UV-IR Sperrfilter 486 UV-IR Sperr-
filter / B+W
Filter, die das Licht außerhalb
der Wellenla¨ngen 370nm−720nm
sperren







Steuert Aufnahme der Industrie-




Speichern und verarbeiten der
Daten (Intel Core2Duo M P8400,
4 GB Arbeitsspeicher)
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Die Aufnahmeeinheit besteht aus einer kommerziell erha¨ltlichen Kinect fu¨r Xbox
(Videospielekonsole von Microsoft) und 2 Industriekameras (Tabelle 3.2). Die Ki-
nect liefert 30 Tiefenbilder der Szene pro Sekunde, die eine Auflo¨sung von 640× 480
Pixeln haben. Die Kinect projiziert dazu ein Muster (strukturiertes Licht) mit einer
Wellenla¨nge von 830 nm (NIR-Licht, Nah-Infrarot-Licht, fu¨r das menschliche Auge
nicht sichtbar) und nimmt dieses Muster mit einer IR-Kamera (Infrarot-Kamera)
auf. Zur Bestimmung des Tiefenbildes wird die Disparita¨t (Versatz) jedes Pixels
des projizierten Musters zu dem Muster einer bekannten Entfernung bestimmt (dies
geschieht bereits in der Kinect). Das Tiefenbild wird aus dem Disparita¨tenbild, wel-
ches eine Bittiefe von 11 Bit hat, errechnet. Zudem nimmt die Kinect Farbbilder
mit der selben Frequenz und Auflo¨sung wie die Tiefenbilder auf. Diese entsprechen
durch den Transfer als verlustbehaftet komprimierte Bilder in der Qualita¨t einem
Webcam-Bild. Als Alternative la¨sst sich die Auflo¨sung der Farbbilder verdoppeln
(1280×1024), jedoch wird hierdurch die Aufnahme der Farb- und Tiefenbilder durch
die beschra¨nkte Bandbreite der Verbindung (USB) zum PC auf 15 FPS (Frames
pro Sekunde) limitiert. Zur Aufnahme der Daten wurde die geringere Auflo¨sung
(640× 480) mit einer ho¨heren Framerate (30 FPS) genutzt.
Die verwendeten Industriekameras werden entsprechend der in Abschnitt 3.3.1 be-
schriebenen Methode durch den Mikrocontroller getriggert. Dies ist no¨tig um eine
synchrone Datenaufnahme zu gewa¨hrleisten, da ein zeitlicher Versatz bei bewegten
Objekten einen o¨rtlichen Versatz beim Transfer der Tiefeninformation in die Bilde-
benen der Kameras zur Folge hat. Um einen entsprechenden Transfer der Tiefenin-
formation in eine der Kameraebenen berechnen zu ko¨nnen, sind Kameraparameter
erforderlich, welche mittels der Kamerakalibrierung aus Unterkapitel 3.3.2 ermittelt
wurden.
Da die Industriekameras, wenn auch nur geringfu¨gig, sensibel im NIR-Bereich sind,
wurden die Objektive mit UV-IR Sperrfiltern ausgestattet. Diese Sperren das Licht
unterhalb von 370nm und oberhalb von 720nm und bilden einen ausschließlichen
Bandpass fu¨r das sichtbare Licht.
Die im Stall vorherrschenden Bedingungen machen es notwendig, die Komponenten
der Aufnahmeeinheit vor Staub, Feuchtigkeit, etc. und den Tieren zu schu¨tzen. Hier-
zu wurden die Kinect und der Mikrocontroller in einem Plexiglasgeha¨use verbaut.
Die Industriekameras inklusive der Objektive und Filter wurden jeweils in die vorge-
fertigten Schutzgeha¨use eingefasst. Das Plexiglasgeha¨use, sowie die beiden Schutz-
geha¨use, sind verstellbar auf einem Tra¨gerprofil befestigt (siehe Abbildung 3.6).
3.3.1. Synchrone Datenaufnahme
Das synchrone Aufnehmen der Kamerabilder mit dem Tiefenbild ist notwendig, um
Artefakte durch Bewegung des aufzunehmenden Objektes zu verhindern. Ein zeit-
licher Versatz der Aufnahmen bedeutet beim Transformieren der Tiefeninformation
in die Kamerabilder einen o¨rtlichen Versatz. Hierdurch kommt es zu fehlerhaften
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Segmentierungen, da sich das Objekt nicht an der durch die Tiefeninformation be-
stimmten Position im Bild befindet, sondern sich bereits von dieser Position entfernt
hat.
Die synchrone Datenaufnahme wird zum einen durch ein Triggersignal (siehe SKIR
in Abbildung 3.7) auf der Hardwareebene sichergestellt. Zudem werden in einem
Synchronisationszyklus zusammengeho¨rende Frames optisch markiert (siehe LKIR
und LK1 in Abbildung 3.8(a)). Die Markierungen werden beno¨tigt, um die syn-
chron aufgenommenen Frames auf der Softwareebene identifizieren zu ko¨nnen. Sie
gewa¨hrleisten, dass, obwohl die Bilddaten durch unterschiedliche Transferraten mit
zeitlichem Versatz im Rechner eintreffen, die Frames der unterschiedlichen Kameras
einem Aufnahmezeitpunkt eindeutig und nachvollziehbar zugeordnet werden ko¨n-
nen.
Auf der Hardwareseite wird der Aufnahmezeitpunkt des Tiefenbildes von dem Mi-
krocontroller durch das Signal SKIR an der IR-Kamera der Kinect bestimmt. Der
IR-Kamera-Sensor MT9M001 [Widenhofer 2010; Chow u. a. 2012] und der Punkt, an
dem das Signal SKIR auf der Elektronik der Kinect abgenommen wird, sind in Abbil-
dung 3.7 gezeigt. Das Signal SKIR ist dabei verbunden mit dem FRAME V ALID
Pin des Sensors MT9M001 aus dem Datenblatt [Micron 2006].
Abbildung 3.7.: Hardware-Triggersignal Abnahme auf der Kinect [Vera¨ndert nach
Bildquelle: Micron 2006, Pinbelegung des Sensors, Seite. 5]
Der Mikrocontroller triggert, entsprechend der Schemata in Abbildung 3.8, die Auf-
nahme der beiden Industriekameras durch die Signale SK1 und SK2 , sobald der
Aufnahmezeitpunkt des Tiefenbildes durch das Signal SKIR an der Kinect detek-
tiert wurde.
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Da das Triggern der Aufnahmen der eingesetzten Industriekameras nicht mit ei-
ner Framerate von 30 FPS (Frames pro Sekunde) mo¨glich ist, werden lediglich alle
N Frames die Triggersignale SK1 und SK2 weitergeleitet. Die Anzahl N der zu
u¨berspringenden Frames kann u¨ber einen Befehlssatz auf dem Messwerterfassungs-
und Steuerungsrechner an den Mikrocontroller u¨bergeben werden (Einstellbar: N ∈
(3, 4, . . . 10, 12)).
Die maximale Framerate der Industriekameras betra¨gt 12.3 FPS [siehe Kameras-
pezifikationen: IDS 2013] bei einer Belichtungszeit von 1 ms im Triggermodus. Die
Anzahl der mo¨glichen Frames pro Sekunde (FPS) richtet sich bei den Kameras stark
nach der Belichtungszeit. In allen durchgefu¨hrten Versuchen der vorliegenden Arbeit
wurden 5 Bilder pro Sekunde (FPS) mit einer Belichtungszeit von 25 ms (erste Auf-
nahmen mit 100ms und entsprechend angepasster Blende waren durch die Bewegung
der Tiere deutlich verschwommen) aufgenommen, hierzu wurde der Frameteiler im
Mikrocontroller auf N = 6 eingestellt, welches eine stabile Aufnahme (ohne eine
gro¨ßere Anzahl nicht verarbeiteter Triggersignale) der Bilder gewa¨hrleistete.
In dem Synchronisationszyklus werden erga¨nzend optische Markierungen auf dem
IR-Kamerabild und dem Bild der ersten Industriekamera gesetzt. Die Markierun-
gen, welche ebenfalls auf dem Tiefenbild sichtbar sind, sind in Abbildung 3.9 ge-
zeigt. Sie werden durch LEDs erzeugt, welche durch die Signale LKIR und LK1 aus
Schema 3.8(a) kurz aufblitzen. Die Leuchtdioden sind außen vor den Kameras an-
gebracht, so dass sie nicht im Bild zu sehen sind, jedoch das Aufblitzen durch die
Kamerasensoren wahrgenommen wird. Die LED vor der IR-Kamera der Kinect emit-
tiert dabei Licht im IR-Bereich und die LED vor der Industriekamera im sichtbaren
Wellenla¨ngenbereich, um das emittierte Licht durch den jeweiligen Filter auf den
Kamerasensoren erkennen zu ko¨nnen. Auf der Softwareebene werden nun die Fra-
mes mit entsprechenden LED-induzierten Markierungen als synchron aufgenommen
registriert. Die Zuordnung der Frames der zweiten Industriekamera zu denen der
ersten Kamera wird u¨ber die mit dem PC synchronisierte Systemzeit durchgefu¨hrt.
Die Zuordnung der Farbbilder der Kinect geschieht lediglich u¨ber deren Ankunftszeit
auf dem Messwerterfassungsrechner und wird mit der Ankunftszeit der Tiefenbilder
verglichen.
Nachdem die Synchronita¨t der einzelnen Kameradaten durch den beschriebenen Syn-
chronisationszyklus aus Schema 3.8(a) einmal auf der Softwareseite registriert wurde,
wird die synchrone Datenaufnahme durch das Schema 3.8(b) sichergestellt. Alle auf
die Synchronisation folgenden Frames ko¨nnen dabei auf Softwareebene u¨ber ihre
Framenummern eindeutig zugeordnet werden. Die Signale LKIR bzw. LK1 , die im
Synchronisationszyklus die Marker setzten (siehe Schema 3.8(a)), werden nun aus-
gesetzt. Dabei wird der Zeitstempel der Kinect in eine entsprechende Framenummer
umgerechnet. Selbst beim Verlust von einzelnen Frames, durch beispielsweise eine
fehlerhafte U¨bertragung, bei der ein Frame nicht oder zu spa¨t am Rechner ankommt,
kann so eine Zuordnung der zeitgleich getriggerten Daten gewa¨hrleistet werden.
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Abbildung 3.8.: Schema der Signale am Mikrocontroller


















Abbildung 3.9.: Markierungen der LEDs auf den Kamerabildern
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3.3.2. Kamerakalibrierung
Die Kameras der in diesem Kapitel beschriebenen Aufnahmeeinheit blicken aus un-
terschiedlichen Positionen im Raum auf die Szene bzw. den Pferdekopf. So haben
keine zwei Kameras ein gleiches Bild der Szene. Dies schließt die IR-Kamera, aus
der das Tiefenbild errechnet wird, ein. Eine Fusion der Daten, um beispielsweise
ein u¨ber die Tiefe segmentiertes Objekt auf den Kamerabildern wiederzufinden, ist
durch eine Transformation der Tiefeninformation auf die restlichen Kamerabilder
mo¨glich. Hierzu ist es jedoch notwendig, die Orientierung der Kameras im Raum
und deren Eigenschaften zu kennen; dies erfolgt u¨ber die Kamerakalibrierung.
Die Kamerakalibrierung basiert auf dem im Abschnitt
”
Kameramodell“ beschriebe-
nen Modell, welches die Eigenschaften der Abbildung beschreibt. Detailliertere In-
formation zu der hier zusammengetragenen Kurzfassung finden sich in Stahl [2007]
und Hartley u. Zisserman [2004]. Zudem treten durch den Einsatz von Objektiven
nicht-lineare Verzerrungen bei der Abbildung auf, welche die linearen Modelle aus
Abschnitt
”
Kameramodell“ erweitern und unter
”
Verzerrung“ beschrieben sind. Im
letzten Unterabschnitt
”
Kamerakalibrierung“ werden Vorgehensweisen zur Bestim-
mung der Kameraparameter aufgezeigt.
Kameramodell




R3 der Szene (3D Raum R3) auf einen Punkt xR =
[
uR vR
]T ∈ R2 der Bildebene
R (Kameraebene R2) mit PR : (X,Y, Z) ∈ R3 7→ PR(X,Y, Z) := (uR, vR) ∈ R2.
Die projektiven Kameras teilen sich in zwei Hauptklassen, die affinen und die per-
spektivischen Kameras.
Affine Kameras fu¨hren eine parallele Projektion durch, welche Parallelita¨ten erha¨lt.
Bei der Verwendung eines beidseitig telezentrischen Objektivs beispielsweise ver-
laufen die Hauptstrahlen parallel zur optischen Achse. In den Modellen der affinen
Kameras befindet sich das Kamerazentrum im Unendlichen, so hat die Entfernung
eines Objektes bei der Abbildung keinen Einfluss auf dessen Abbildungsgro¨ße; im Ge-
gensatz zu den perspektivischen Kameras, die in der vorliegenden Arbeit verwendet
wurden. Diese fu¨hren eine zentrale Projektion durch und haben ihr Kamerazentrum
im Endlichen. Sie werden mit dem prinzipiellen Modell der Lochkamera beschrieben.
Bei dieser Art Projektion verha¨lt sich die Entfernung eines Objektes zur Kamera an-
tiproportional zu dessen Abbildungsgro¨ße auf der Kameraebene.
Eine
”
einfache“, durch das Lochkameramodell beschriebene, perspektivische Projek-
tion ist in Abbildung 3.10 gezeigt. In der Abbildung sind das Kamerazentrum C,
welches dem perspektivischen Projektionszentrum entspricht, und die Bildebene R,
auch retinale Ebene genannt, des Lochkameramodells zu erkennen. Der Schnittpunkt
der Verbindungslinie zwischen dem Punkt Xcam des Kamerakoordinatensystems und
dem Kamerazentrum C mit der retinalen Ebene R entspricht dabei dem Punkt xR,
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der Projektion von Xcam. Die Optische Achse verla¨uft senkrecht zur retinalen Ebe-
ne und schneidet das Kamerazentrum. Auf ihr findet sich die Strecke, welche den
kleinsten Abstand f zwischen der Ebene R und dem Punkt C beschreibt. f wird

















Abbildung 3.10.: Perspektivische Projektion [Vera¨ndert nach: Stahl 2007]





















beschreiben. Mit Hilfe der projektiven Geometrie, welche im Anhang B kurz erla¨u-




f 0 0 00 f 0 0








f 0 00 f 0
0 0 1
P0 X˘cam = K P0 X˘cam (3.2)
Die Koordinatenpunkte im projektiven Raum sind mit˘gekennzeichnet.
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Die gesamte Projektionsmatrix teilt sich in die eigentliche Projektionsmatrix
P0 =
1 0 0 00 1 0 0
0 0 1 0
 (3.3)
und die interne Kameramatrix
K =
f 0 00 f 0
0 0 1
 . (3.4)
Die intrinsischen Parameter, welche die Eigenschaften der Kamera beschreiben, wer-
den zum Aufbau der internen Kameramatrix verwendet. Die bisherige Projektion xR
befindet sich in einem metrischen Koordinatensystem. Um eine vollsta¨ndige Abbil-
dung eines Punktes auf die jeweiligen Pixel des Kamerasensors zu beschreiben, ist
eine Erweiterung der in Gleichung 3.2 verwendeten Kameramatrix no¨tig. Hierzu wer-










 , mit K =
αx s x00 αy y0
0 0 1
 . (3.5)
u und v (u, v ∈ N0) sind die jeweiligen Pixel, auf die der Punkt Xcam mit PI :
(Xcam, Ycam, Zcam) ∈ R3 7→ PI(Xcam, Ycam, Zcam) := (u, v) ∈ N20 abgebildet wird.
αx berechnet sich dabei durch
f
px
, mit px der Pixelgro¨ße des Kamerasensors in x-
Richtung. Entsprechend gilt αy =
f
py
, mit py fu¨r die y-Richtung. s ist ein zusa¨tzlicher
Faktor, der eine Scherung durch eine nicht rechtwinklige Ausrichtung der Pixel auf
dem Sensor korrigiert. Zumeist sind die Kamerapixel jedoch rechtwinklig zueinan-
der ausgerichtet, wodurch s nahe Null ist. Durch die Verschiebung um x0 und y0
wird der bisherige Nullpunkt auf der Ebene vom Hauptpunkt (dem Schnittpunkt
der Kameraebene mit der optischen Achse) in die obere linke Ecke verschoben. Eine
detailliertere Beschreibung findet sich, wie bereits erwa¨hnt, in [Stahl 2007].
Da sich das Kamerazentrum C im Allgemeinen nicht im Ursprung des Weltkoor-
dinatensystems befindet, ist es zuvor notwendig, einen Punkt X der Szene in das
Kamerakoordinatensystem Xcam zu transformieren. Dies entspricht der Abbildung
PE : (X,Y, Z) ∈ R3 7→ PE(X,Y, Z) := (Xcam, Ycam, Zcam) ∈ R3. Die Abbildung
setzt sich zusammen aus einer Rotation R und einer Transformation t nach der
Gleichung
Xcam = RX + t, mit t = −RC. (3.6)
Diese Tranformation beschreibt die Orientierung der Kamera im Raum. Die ent-
sprechenden Parameter werden als extrinsische Kameraparameter bezeichnet. R ist
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eine Rotationsmatrix, welche die Drehung des Kamerasystems relativ zum Weltko-
ordinatensystem angibt. Und C ist das Kamerazentrum im Weltkoordinatensystem.
Die Transformation vom Weltkoordinatensystem in das Kamerakoordinatensystem
ist in Abbildung 3.11 gezeigt.
Abbildung 3.11.: Euklidische Transformation vom Welt- ins Kamerakoordinatensys-
tem [Vera¨ndert nach: Stahl 2007]















αx s x00 αy y0
0 0 1
1 0 0 00 1 0 0









Sie entspricht der Komposition P : PI ◦ PE wodurch sich die gesamte Abbildung P
zu P : (X,Y, Z) ∈ R3 7→ P(X,Y, Z) := (u, v) ∈ N20 ergibt.
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Kameramodell“ beschriebenen Abbildungen sind (idealisiert) li-
near. Durch den Einsatz von Objektiven treten jedoch ha¨ufig Verzerrungen auf, die
nicht-linear sind. Diese Abbildungsfehler sind abha¨ngig vom Abstand zur optischen
Achse und ko¨nnen auf der AbbildungsebeneR korrigiert werden. Unterschieden wird
vorrangig zwischen der radialen und der tangentialen Verzerrung, wobei die Korrek-
tur der tangentialen Verzerrung auch zu numerischer Instabilita¨t fu¨hren kann [Zhang
1999].

















berechnet. κ1,2 geben die Form und Sta¨rke der Verzerrung an, r ist der Abstand
zum Hauptpunkt (dem Schnittpunkt von optischer Achse und der Ebene R). x˜rd =[
u˜rd v˜rd
]T









sind die normalisierten Koordinaten nach Gleichung 3.10, direkt
nach der Projektion von X auf die Bildebene R, welche durch die Anwendung der
extrinsischen Kameraparameter und der Projektion P0 berechnet wurden. Die int-
rinsischen Kameraparameter werden jedoch erst nach der Verzerrung auf die Koor-

























In Abbildung 3.12 sind unterschiedliche Formen der radialen Verzerrung dargestellt.
Der Hauptpunkt, von dessen Abstand r der Fehler abha¨ngt, befindet sich jeweils
mittig im Bild. Fu¨r die gezeigten Fa¨lle ist in der oberen Reihe κ2 = 0, es sind
somit nur die quadratischen Terme gezeigt. In der unteren Reihe ist κ1 = 0, so
dass der quartische Fehlerterm sichtbar ist. Auf der linken Seite findet sich eine
kissenfo¨rmige Verzeichnung mit κ1 > 0 (bzw. κ2 > 0 fu¨r die zweite Reihe), in der
Mitte ist das unverzerrte Bild κ1 = κ2 = 0 zu sehen und auf der rechten Seite ist
eine tonnenfo¨rmige Verzerrung mit κ1 < 0 (bzw. κ2 < 0) gezeigt.
Die tangentiale Verzerrung wird nach Herrera u. a. [2011] durch
x˜td =
[
2κ3 unvn + κ4 (r
2 + 2u2n)
κ3 (r
2 + 2v2n) + 2κ4 unvn
]












κ1 > 0 & κ2 = 0 κ1 = 0 & κ2 = 0 κ1 < 0 & κ2 = 0
Kissen Original Tonne
κ1 = 0 & κ2 > 0 κ1 = 0 & κ2 < 0
Abbildung 3.12.: Radiale Verzerrung




die normalisierten Koordinaten und r der Abstand zum Hauptpunkt. In Abbil-
dung 3.13 sind die einzelnen Fa¨lle fu¨r κ3 und κ4 dargestellt. Der Hauptpunkt befin-
det sich wiederum mittig im Bild. Die tangentiale Verzerrung bietet die Mo¨glichkeit
Fehler, welche senkrecht zum radialen Fehler existieren, zu modellieren.
κ3 > 0 & κ4 = 0 κ3 = 0 & κ4 = 0 κ3 = 0 & κ4 > 0
Original
κ3 < 0 & κ4 = 0 κ3 = 0 & κ4 < 0
Abbildung 3.13.: Tangentiale Verzerrung
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Die verzerrten Koordinaten x˜d werden aus der Kombination der radialen und tan-
gentialen Verzerrung durch die Summe
x˜d = x˜rd + x˜td (3.13)
berechnet.
Kamerakalibrierung
Die in dieser Arbeit verwendete Kamerakalibrierung stammt von Herrera u. a. [2011],
welche auf der Kalibrierung von Zhang [2004] aufbaut und diese fu¨r das Kalibrieren
von Tiefenkameras erweitert. In [Herrera u. a. 2011] wird jeweils eine Grauwertka-
mera mit einer Tiefenkamera kalibriert. In dieser Arbeit wurde die von Herrera u. a.
[2011] vero¨ffentlichte Kalibrierroutine auf jede der Kameras angewendet. Um alle
Kameras aus Kapitel 3.3 zu kalibrieren, wurden die Farb- und die zwei Industrieka-
meras der Reihe nach einzeln mit der Tiefenkamera kalibriert. Die Kamerakalibrie-
rung kann mit einfachen Kalibrierobjekten (z. B. einem ausgedruckten Schachbrett
2D) fu¨r einzelne Kameras durchgefu¨hrt werden [Zhang 1999, 2004]. In Zhang [2004]
ist eine U¨bersicht der mo¨glichen Kalibrierobjekte von 3D bis 1D Objekten und die
Selbstkalibrierung mit dem entsprechenden Vorgehen zu finden. Zur Kalibrierung
werden Punktkorrespondenzen zwischen den Punkten des Kalibrierobjektes X imR3
und den durch die zu kalibrierende Kamera abgebildeten Punkten x im R2 verwen-
det. Zhang [1999] bestimmt initial die intrinsischen Parameter αx, αy, s, x0 und y0,
sowie die sechs extrinsischen Parameter, mit Hilfe eines linearen Ausgleichsproblems.
Hierzu wird zuerst u¨ber den Algorithmus
”
Direkte Lineare Transformation“ (DLT
- direct linear transformation [Hartley u. Zisserman 2004]) eine Homografie (Bildet
Punkte aus einem Raum in den selben ab) aus den Korrespondenzpunkten bestimmt.
Aus dieser wird ein Ausgleichsproblem aufgestellt, welches durch Nebenbedingungen
sicherstellt, dass die Zeilen der Rotationsmatrix orthonormal zueinander sind. Die
durch die Initialisierungsmethode gewonnen Parameter sind jedoch nicht physika-
lisch anwendbar und stellen lediglich eine algebraisch minimierte Lo¨sung dar. Zur
genaueren Bestimmung der Parameter wird eine nichtlineare Fehlerfunktion wie in
Gleichung 3.14 aufgestellt, die die absolute Differenz zwischen der Projektion der






‖xnm − xˆ(αx, αy, s, x0, y0, κ1, κ2,Rn, tn,Xm)‖ (3.14)
Bei der Projektion werden durch Zhang [1999] die Parameter der radialen Verzer-
rung κ1 und κ2 beru¨cksichtigt, die der tangentialen Verzerrung κ3 und κ4 jedoch
nicht. N ist die Anzahl der Bildaufnahmen und M die Anzahl der Korrespondenz-
punkte. Die Fehlerfunktion wird dann durch ein nichtlineares Optimierungsverfahren
(Levenberg-Marquardt Algorithmus [Hartley u. Zisserman 2004]) minimiert. Bei N
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Aufnahmen sind 6N + 7 Parameter zu bestimmen, sechs fu¨r die extrinsischen Para-
meter, welche sich in jedem Bild a¨ndern, und sieben fu¨r die intrinsischen Parameter,
welche zwischen den Aufnahmen konstant bleiben. Da fu¨r jede Punktkorrespondenz
sich zwei Gleichungen ergeben, ko¨nnen 2MN Unbekannte bestimmt werden. Zur
Kalibrierung aller Parameter reichen daher zwei Aufnahmen, auf denen mindestens
fu¨nf Punktkorrespondenzen extrahiert werden ko¨nnen, aus. Es ist jedoch darauf zu
achten, dass die Punkte in beiden Aufnahmen nicht koplanar (einfache Translation)
und die Ebenen des Kalibrierobjektes nicht parallel sind. Mit der zu bestimmenden
Anzahl der intrinsischen Parameter a¨ndert sich auch die minimal beno¨tigte Anzahl
an Punktkorrespondenzen M . Um eine ausreichende Genauigkeit zu erreichen, wird
in Zhang [2004] empfohlen N ≥ 4 − 5 Aufnahmen zur Kalibrierung zu verwenden.
Zur Kalibrierung der Kameras aus Kapitel 3.3 wurden in dieser Arbeit jeweils 44
Aufnahmen pro Kamera verwendet. Zudem ko¨nnen mehrere Kameras kalibriert wer-
den. Die Kameras befinden sich dabei, wie in Abbildung 3.14 dargestellt, in einer
festen Position zueinander. Die Kameras ko¨nnen hierzu an einem Gestell befestigt
sein. Dabei sollen jeweils die intrinsischen Parameter der Kameras bestimmt wer-
den und ihre relative Anordnung zueinander Rr und tr. Die Parameter der zweiten
Kamera sind mit einem Hochkomma
′
gekennzeichnet. Wie in Zhang [2004], werden
meist alle Kameras einzeln kalibriert, um dann eine zu optimierende Fehlerfunktion


































mn haben den Wert 1 fu¨r den Fall, dass die entsprechende Punktkor-
respondenz in der jeweiligen Aufnahme zu sehen ist, und andernfalls den Wert 0.
Dadurch ko¨nnen Punktkorrespondenzen beru¨cksichtigt werden, die nur in einem der
Bilder zu sehen ist.
Durch die feste Position der Kameras zueinander, variieren Rr und tr zwischen den
Aufnahmen nicht. Dadurch kann R
′
, entsprechend der Gleichung 3.16, durch die
Kombination aus R und Rr beschrieben werden. Dies gilt ebenfalls fu¨r die Kombi-
nation von t und tr.
R
′
= R Rr und t
′
= R tr + t (3.16)
Daher sind bei der Kalibrierung statt 2(6N), nur 6N + 6 unbekannte extrinsische
Parameter zu bestimmen (N ist die Anzahl der Kalibrieraufnahmen einer Kamera).
Hierzu wu¨rde wiederum fu¨r jede der Kameras die entsprechende Anzahl an intrinsi-
schen Parametern kommen.
Die Kalibrierung einer Tiefenkamera mit einer Grau- oder Farbkamera stellt ei-
ne Besonderheit der Kalibrierung zweier Kameras dar. Abha¨ngig von der Art der
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Abbildung 3.14.: Transformation zwischen Kamerakoordinatensystemen
Tiefenkamera, kommt es vor, dass die Punktkorrespondenzen des Kalibrierobjektes
nicht im Tiefenbild zu erkennen sind. Dies ist in Abbildung 3.15a erkennbar, rechts
davon (3.15b) ist das entsprechende Kalibrierobjekt aus Sicht der Grauwertkamera
abgebildet. In solchen Fa¨llen haben die zu kalibrierenden Kameras, wie in Abbil-
dung 3.16 gezeigt, keine u¨bereinstimmenden Bezugssysteme (Weltkoordinatensys-
tem). Das Bezugssystem der Tiefenkamera ist dort in Gru¨n zu erkennen, wohingegen
das der Grauwertkamera in Blau mit dem angedeuteten Schachbrett dargestellt ist.
Die in dieser Arbeit verwendete Kalibrierung ist in Herrera u. a. [2011] beschrieben
und lo¨st, wie im Folgenden erla¨utert, diese Problematik.
Die im Kapitel 3.3 beschriebene Tiefenkamera Kinect bestimmt durch ein Projekti-
onsverfahren ein Disparita¨tenbild. Die Disparita¨t d ist der Pixelversatz. Das Dispari-
ta¨tenbild ha¨lt in jedem Pixel in einer Art 2D-Array die entsprechende Disparita¨t. Das
Disparita¨tenbild beschreibt somit eine Abbildung ID : (u, v) ∈ N20 7→ ID(u, v) :=
d ∈ Z der Pixel auf den entpsrechenden Pixelversatz. Die Disparita¨t verha¨lt sich im
Allgemeinen antiproportional zur Entfernung des in dem jeweiligen Pixel aufgenom-
menen Objektes und der Kamera. Dadurch kann aus dem Disparita¨tenbild, mit ent-








im Tiefenkamerasystem errechnet werden. Ausnahmen sind hierbei die durch Ver-
deckung oder zu geringe Entfernung ungu¨ltigen Pixel (schwarze Bereiche in Abbil-




modelliert. β und γ sind zusa¨tzliche intrinsische Parameter der Tiefenkamera. Im
Fall der Kinect verha¨lt sich der Disparita¨tenwert d proportional zur Entfernung.
Dies liegt an dem durch Gleichung 3.17 beschriebenen Modell und der dazugeho¨rigen
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a) Disparita¨tenbild farbkodiert b) Grauwertbild
Abbildung 3.15.: Kamerabilder des Kalibrierobjektes [a) Tiefenkamera, b)
Industriekamera]
intrinsischen Parameter (β < 0 und d < γ fu¨r gu¨ltige Pixel). Die Transformation der
Disparita¨t auf die Tiefe entspricht der Abbildung FZ : d ∈ Z 7→ FZ(d) := Zdcam ∈ R.
Werden die Tiefenwerte wiederum in einem Bild (2D-Array) dargestellt, ergibt sich
das Tiefenbild IZ durch die Komposition von IZ : FZ ◦ ID. Dies bildet mit IZ :
(u, v) ∈ N20 7→ IZ(u, v) := Zdcam ∈ R die jeweiligen Pixel auf die Tiefenwerte Zdcam
ab.













erfolgt wie beim Lochkamera-
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Abbildung 3.16.: Kamerakalibrierung mit unterschiedlichen Bezugssystemen
In einem ersten Schritt werden nach Herrera u. a. [2011] die jeweiligen Kameras (Tie-
fenkamera und Grauwertkamera) einzeln kalibriert. Die Kalibrierung der Grauwert-
kamera erfolgt, wie zuvor beschrieben, nach der linearen Initialisierungsmethode von
Zhang [1999]. Es lassen sich dadurch die intrinsischen Parameter αx, αy, x0, y0 und
die extrinsischen Parameter R und t der Grauwertkamera bestimmen. Eine Scherung
wird nicht angenommen (s = 0). Die Parameter der Verzerrung werden vorerst nicht
beru¨cksichtigt. Fu¨r eine grobe Kalibrierung der Tiefenkamera werden vom Benutzer
auf dem Disparita¨tenbild die vier Eckpunkte der Ebene, auf der sich das Schach-
brett befindet, markiert. Aus diesen Punkten werden, wie bei der Grauwertkamera,






0 und die extrinsischen Parameter R
d und
td der Tiefenkamera bestimmt. Im Anschluss wird eine Scha¨tzung der Tiefe Zdcam
erstellt. Diese wird genutzt, um, mit der inversen Disparita¨t d aus Gleichung 3.17,
ein lineares Gleichungssystem zu erstellen. Die Lo¨sung des Gleichungssystems ergibt
eine erste ungenaue Scha¨tzung der Parameter β und γ.
Die relative Position der Kameras zueinander wird durch Rr und tr beschrieben.
Jedoch kann diese nicht, wie zuvor in Gleichung 3.16, direkt mit R, t und Rd , td
kombiniert werden. Dies liegt an den unterschiedlichen Bezugssystemen (Weltkoordi-
natensystemen), welche ihren Ursprung in 0 bzw. 0d (siehe Abbildung 3.16) haben.
Durch das Anbringen des Schachbretts auf einer Platte (siehe Abbildung 3.15) sind
die Punkte in beiden Systemen jedoch koplanar zueinander. Dies la¨sst sich mit der
Ebenengleichung nT x − δ = 0 beschreiben. n ist dabei der Normalenvektor auf





und δ = 0. Um die Ebenenparameter zwischen den beiden Syste-
men unterscheiden zu ko¨nnen, verwenden wir nd , δd fu¨r das Tiefenkamerasystem
bzw. n, δ fu¨r das System der Grauwertkamera. Durch Transformation der Para-















in ihre Spalten aufgeteilt werden, ergibt
sich
n = r3 und δ = r3
T t (3.18)
bzw.




fu¨r die Tiefenkamera. Durch das Zusammenstellen der Parameter aus den einzelnen
Kalibrieraufnahmen in Matrizen M =
[






















, la¨sst sich die relative
Position nach Herrera u. a. [2011] aus
Rr = MdMT und tr = (MMT )−1M(b− bd )T (3.20)
berechnen. Die so gewonnene Rotationsmatrizen R bzw. Rd sind durch Rauschen
nicht orthonormal. Dies wird durch eine Singula¨rwertzerlegung korrigiert, indem
R = USVT bzw. Rd = UdSdVd
T
in ihre Singula¨rwertmatrizen zerlegt werden und
anschließend durch R = UVT bzw. Rd = UdVd
T
neu berechnet werden (S bzw.
Sd werden als Einheitsmatrizen angenommen).
Der zweite Schritt aus Herrera u. a. [2011] sieht vor, eine Fehlerfunktion a¨hnlich der
Funktion 3.15 aufzustellen. Jedoch werden fu¨r die Tiefenkamera die Differenz der
gemessenen Disparita¨t d und der, aus der Invertierung von Gleichung 3.17 berechne-
ten, Disparita¨t dˆ verwendet. Da beide Systeme unterschiedliche Einheiten aufweisen,














‖dnm − dˆ(αdx , αdy , xd0 , yd0 , β, γ,Rdn, tdn,Xdm)‖2
(3.21)
wird dann durch ein nichtlineares Optimierungsverfahren (Levenberg-Marquardt Al-
gorithmus [Hartley u. Zisserman 2004]) minimiert. Fu¨r die Tiefenkamera wird dabei






4 = 0). Bei der Grauwertkamera
wird, zusa¨tzlich zur radialen Verzerrung (κ1, κ2), die tangentiale Verzerrung (κ3, κ4)
beru¨cksichtigt. Um der zuvor gemachten Scha¨tzung der Tiefenkameraparameter ge-
recht zu werden, welche im Vergleich zu den Parametern der Grauwertkamera sehr
ungenau sind, wird die nichtlineare Optimierung in einer ersten Phase mit festen
Grauwertkameraparametern durchgefu¨hrt. In der zweiten Phase werden dann alle
Parameter optimiert.
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3.4. Detektion
Ohne vorherige Information zu Zeichnungen der Tiere ko¨nnen diese nur schwer in
Grauwertbildern aufgefunden werden. Durch die hohe Vielzahl an Variationen in
der Zeichnung und zum Teil sehr kontrastreichen U¨berga¨ngen in der Fellfarbe ist ei-
ne zuverla¨ssige Detektion von Landmarken oder Formen anhand von 2D Bilddaten
kaum mo¨glich. Daher wird die Detektion der Pferdeko¨pfe in der vorliegenden Arbeit
auf Basis der Tiefeninformation durchgefu¨hrt.
Das Segmentieren entspricht einer Zuordnung der Pixel im Bild in einzelne Teilmen-
gen. Die Zuordnung der Pixel wird durch deren Eigenschaften (hier die Ebenenpa-
rameter aus Kapitel 3.4.1) bzw. Eigenschaften in einer Nachbarschaft bestimmt. Die
Teilmengen sind beispielsweise Vorder- und Hintergrund. Die Segmentierung erzeugt
disjunkte Teilmengen, so dass ein Pixel nur einer Teilmenge zugeordnet wird. Ist die
Segmentierung vollsta¨ndig, so sind alle Pixel des Bildes einer Teilmenge zugeordnet.
Auf dem segmentierten Bild sind die Teilmengen als Regionen darstellbar.
Das Clustern dient dazu eine Gruppierung anhand einer Gewichtung oder Distanz
innerhalb einer Datenmenge ausfindig zu machen. Beim Clustern wird meist eine
gro¨ßere Anzahl an Parametern zur Gruppierung verwendet. Die Datensa¨tze mu¨s-
sen dabei nicht disjunkt einer Gruppe zugeordnet werden, so dass ein Element zwei
Clustern zugeordnet sein kann oder eine hierarchische Struktur zwischen den Grup-
pen aufgebaut wird. Das Verfahren aus Kapitel 3.4.2 wendet nach dem eigentlichen
Clustern die Regionenmarkierung an, um entsprechend zweideutige Zuordnungen zu
entfernen. So erzeugt das im Kapitel 3.4.2 beschriebene Verfahren disjunkte Regio-
nen im Bild, wodurch das Ergebnis mit dem einer Segmentierung vergleichbar ist.
Das Detektieren hingegen beschreibt die Zuordnung von Klassen mittels eines Klas-
sifikators. Dabei bestimmt der Klassifikator nach den Eigenschaften des zu untersu-
chenden Objekts die Klasse. Ha¨ufig wird ein einfacher Schwellwert angewendet. Im




schlecht“ unterteilt werden. So dass durch ein Unterscheidungskriterium zwei Klas-
sen unterschieden werden. Die Detektion steht dabei immer im Zusammenhang mit
den zu erkennenden Klassen. Das Segmentieren kann ebenfalls eine Art der Detektion
sein (Beispiel Schwellwertverfahren). Da diese ein Bild anhand seiner Eigenschaften
in unterschiedliche Klassen, die einzelnen Segmente, aufteilt. Die Anzahl der Klas-
sen ist hier meist variable und bezieht sich auf Regionen im Bild. Zudem wird in
der Bildverarbeitung die Segmentierung oft als ein Teilschritt der Detektion ver-
wendet. Es handelt sich dabei jedoch um unterschiedliche Klassifikationen, so dass
auch von einer Anreihung von Detektionen gesprochen werken kann. Entsprechen-
des findet sich auch in diesem Kapitel, den Verfahren aus Kapitel 3.4.2 bzw. 3.4.3




3.4.1. Ebenenparameter in 3D Daten zur Segmentierung
Das Segmentieren der Pixel in dem Disparita¨tenbild ID, welches zur Tiefeninforma-
tion (siehe Tiefenbild IZ in Kapitel 3.3.2 auf Seite 61) umgerechnet werden kann,
beschreibt die Gruppierung der Pixel nach gewissen Eigenschaften. Dieses Kapitel
beschreibt, wie nach zusammenha¨ngenden Fla¨chen in dem Disparita¨tenbild grup-
piert wird. Das Unterteilen der Szene in einzelne Fla¨chen kann genutzt werden um
den Szeneninhalt darzustellen [Bartoli 2007; Prankl u. a. 2013]. Es erlaubt dem Rech-
ner die Szene in einzelne Objekte zu unterteilen, um ein Versta¨ndnis der Szene auf-
zubauen.
Als Beispiel erlaubt ein solches Versta¨ndnis seiner Umgebung einem Roboter inner-
halb eines Geba¨udes, welches sich in den meisten Fa¨llen aus ebenen Wa¨nde und
Bo¨den zusammensetz, zu navigieren Biswas u. Veloso [2012] (Treppen steigen: Oka-
da u. a. [2001]). Je nach dem wie eng die Bedingung der Planarita¨t gewa¨hlt wird
ko¨nnen auch Objekte wie Menschen oder Autos als eine Ebene dargestellt werden.
Zudem ko¨nnen entsprechende nicht planare Objekte durch die individuelle Kompo-
sition mehrerer Ebenen dargestellt werden (Objekt modelliert aus mehreren Ebenen
[Bartoli 2007; Prankl u. a. 2013]). Sind diese Ebenen sehr klein, ko¨nnen die Norma-
len auf den Ebenen als die Normale auf der Oberfla¨che des aufgenommenen Objekts
interpretiert werden.
Parameterbestimmung der Oberfla¨chenebenen
In den Arbeiten von Trucco u. a. [2003]; Thakoor u. Jung [2007]; Chumerin u. van
Hulle [2008] finden sich Ansa¨tze zur Detektion von Ebenen, welche direkt aus den
Disparita¨ten bestimmt werden. In der hier vorliegenden Arbeit werden die Disparita¨-
ten direkt von der Tiefenkamera Kinect aus Kapitel 3.3 ausgegeben. Die aufgefu¨hrten
Arbeiten waren darauf angewiesen, die Disparita¨ten beispielsweise durch Korrespon-
denzenfindung aus Stereo-Bildern zu bestimmen.
Die Ebene im R3 ist durch die Gleichung
Π1 X + Π2 Y + Π3 Z + Π4 = 0 (3.22)




sind dabei die Punkte






















kleinsten Abstand der Ebene zum Ursprung des Koordinatensystems.
Um die Ebenengleichung direkt auf die Disparita¨ten anzuwenden, wird die Glei-
chung 3.22 nach dem im Kapitel 3.3.2 beschriebenen Modell angepasst. Entspre-
chend wurde in den Arbeiten [Thakoor u. Jung 2007; Chumerin u. van Hulle 2008]
mit einem vereinfachten Modell vorgegangen. Da keine Verzerrung und extrinsi-
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sche Transformation der Tiefenkamera angenommen wird, ergibt sich nach der Glei-









u = αx XZ + x0 und v =
αy Y
Z + y0. s ist hier s = 0, da die Kalibrierung der
Kameras nach Herrera u. a. [2011] keine Scherung vorsieht. Die Tiefeninformation Z
wird nach der Gleichung 3.17 durch Z = 1β(d−γ) aus der Disparita¨t d = ID(u, v) in




















β(d− γ) , (3.23)
die die Koordinaten der Punkte X im R3 beschrieben durch den Inhalt des Dispari-
ta¨tenbilds sind, in Gleichung 3.22 ergibt
Π1
u− x0
αx β(d− γ) + Π2
v − y0
αy β(d− γ) + Π3
1
β(d− γ) + Π4 = 0. (3.24)
Aufgelo¨st nach der Disparita¨t d














d = pi1 u+ pi2 v + pi3 (3.26)
mit
pi1 = − Π1
β Π4 αx











die Gleichung zum Aufstellen eines linearen Gleichungssystems.





gebildeten Oberfla¨che der Szene, wird um den Pixel x eine Region von Pixeln
xi,j =
[
u+ i v + j
]T
,mit i, j ∈ [−m,m] beru¨cksichtigt. Diese Region xi,j um
den Pixel x wird im Folgenden auch als Patch bezeichnet.
Das lineare Gleichungssystem wird mit der Gleichung 3.26 aus den Pixeln xi,j des
Patches um x mit der Breite 2 m + 1 aufgestellt. Ignoriert werden die durch zu
geringe Entfernung oder Verdeckung ungu¨ltigen Pixel, die im Disparita¨tenbild ein-
deutig zu erkennen sind. Sind in dem Patch mehr als drei gu¨ltige Pixel, so hat das
Gleichungssystem mehr Gleichungen als Unbekannte und es wird u¨berbestimmt.
Die meist u¨berbestimmten Gleichungssysteme werden als Ausgleichsproblem gelo¨st.
Nach dem Lo¨sen des Gleichungssystems sind die Ebenen in Form der Disparita¨ten-
Parameter pii, i = 1 . . . 3 verfu¨gbar. Diese sind nun zuru¨ck in die Parameter der
Ebene Π im R3 zu transformieren.
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Die Parameter Πi, i = 1 . . . 3 lassen sich durch Umformung von 3.27 aufstellen:
Π1 = −β Π4 αx pi1, Π2 = −β Π4 αy pi2 und
Π3 = −β Π4
(









die La¨nge 1 hat:
∥∥n∥∥ = 1 = √Π21 + Π22 + Π23 . (3.29)













pi3 − γ + x0 pi1 + y0 pi2
)2 . (3.30)
Und Πi, i = 1 . . . 3 ergeben sich zu









pi3 − γ + x0 pi1 + y0 pi2
)2 ,









pi3 − γ + x0 pi1 + y0 pi2
)2









pi3 − γ + x0 pi1 + y0 pi2
)2 .
(3.31)





und die Distanz δ = Π4 vollsta¨ndig und sind direkt aus
den Disparita¨ten abzuleiten. Ein alternativer Ansatz wa¨re die Rekonstruktion der
Raumpunkte aus den Disparita¨ten (siehe Anhang C), um mit den so berechneten
Punkten X und der Gleichung 3.22 die Parameter Πi, i = 1 . . . 4 zu bestimmen.
Jedoch konnte wie auch in der Arbeit von Chumerin u. van Hulle [2008] beobachtet
werden, dass dieser Ansatz weniger stabil ist.
Transformation der Ebenenparameter
Die im vorherigen Kapitel beschriebenen Parameter Πi, i = 1 . . . 4 der Ebenen wer-
den fu¨r jeden Pixel einzeln bestimmt, um zusammengeho¨rige Punkte einer Ebene
aufzufinden. Um die Anzahl der Parameter und damit den Rechenaufwand bei den




durch seine spha¨rischen Kugelkoordinaten ψˆ und θˆ auf der Einheitsspha¨re repra¨sen-
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Abbildung 3.17.: Normalenvektor mit Winkeln der Einheitsspha¨re
Alternativ zur Gleichung 3.32 ko¨nnen die Winkel so bestimmt werden, dass der Nor-





Die Z-Achse wird dazu mit dem Winkel θ um die Y-Achse und mit ψ um die X-













Mit den Rotationsmatrizen RX,RY und RZ aus Anhang B ergibt sich durch die
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ergibt. Diese Winkel sind entsprechend in Abbilung 3.18 gezeigt und liegen im Wer-
tebereich zwischen −pi2 und pi2 . ψˆ und θˆ lassen sich durch
ψ = −pi
2




in die Winkel ψ und θ transformieren. Denn durch tan(θ) = sin(θ)cos(θ) =
1
cot(θ) lassen
sich tan(θ) = cot(θˆ) = cot(pi2 − θ) bzw. tan(−ψ) = cot(ψˆ) = cot(pi2 + ψ) direkt
in die Transformationen aus Gleichung 3.39 u¨berfu¨hren. Diese alternative Form die
Winkel darzustellen, ermo¨glicht es lediglich die Absolutwerte der Winkel ψ und θ zu
betrachten, da deren Wertebereich zwischen −pi2 und pi2 liegt. Dies wu¨rde zwar die
Ebenen nicht mehr eindeutig darstellen, wird jedoch im Folgenden als eine alterna-
tive Methode vorgestellt.
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Abbildung 3.18.: Anpassung der Winkel des Normalenvektors in der Einheitsspha¨re
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3.4.2. Clustern durch Hough-
”
Voting“
Die Hough-Transformation ist eine robuste Methode gegenu¨ber Rauschen und Ver-
deckung. Eine U¨bersicht zu der Methode ist in den Arbeiten von Illingworth u.
Kittler [1988]; Antolovic [2008] zu finden. Die urspru¨ngliche Methode von Hough
[1962] dient der Liniendetektion in einem Bild. Dazu wird jeder Punkt einer Kan-
te aus einem Bina¨rbild in den Hough-Raum (Parameterraum) transformiert. Der
Hough-Raum, auch Dualraum genannt, wird durch die Parameter zur Beschreibung
einer Geraden (beispielsweise Winkel zur x-Achse und Abstand zum Ursprung) auf-
gespannt. In dem Dualraum entspricht ein Punkt im Originalbild einer Kurve, die
alle Parameter durchla¨uft, welche eine Linie durch den Punkt beschreiben. Umge-
kehrt entspricht eine Linie im Originalbild einem Punkt im Parameterraum. In dem
Dualraum werden fu¨r jeden Punkt im Originalbild die Kurven akkumuliert, daher ist
dieser auch als Akkumulator bekannt. Die Punkte im Dualraum, die einen gesetzten
Schwellwert u¨berschreiten, sind die Parameter der im Originalbild detektierten Li-
nie. Auf diese Weise lassen sich jegliche geometrische Objekte detektieren, die durch
eine Ansammlung von Parametern beschrieben werden ko¨nnen, wie Kreise, Ellipsen
oder, wie in diesem Kapitel, Ebenen.
Die Anzahl der Paramter bestimmt hierbei die Gro¨ße des Akkumulators und damit
die Komplexita¨t bzw. den Rechen- und Speicheraufwand. Die Parameter werden
zudem quantisiert, der gesamte Wertebereich wird in Bereiche unterteilt. Je gro¨-
ßer diese Quantisierungsschritte sind, desto geringer ist die Genauigkeit der durch
die Hough-Transformation bestimmten Paramter. Umgekehrt steigt der Rechen- und
Speicheraufwand bei kleineren Quantisierungsschritten deutlich, zudem kompensiert
das Verfahren das Rauschen der Parameterwerte weniger robust.
Die Detektion der Ebenen durch die Hough-Transformation ist die Erweiterung der
Liniendetektion, welche sich im R2 befinden, auf den R3. Die Hough-Transformation
sieht vor, fu¨r jeden Punkt XΠ im Koordinatenraum alle Parameter der Ebenen
im Hough-Raum zu bestimmen, auf denen der Punkt XΠ liegt. Im Koordinaten-
raum ist dies die Schar aller Ebenen durch den Punkt XΠ. Dadurch entspricht jeder
Punkt des Koordinatenraumes einer gekru¨mmten Fla¨che im Parameterraum, wie
es in Abbildung 3.19 dargestellt wird. Die Fla¨che im Hough-Raum ist die Erwei-
terung der zweidimensionalen Kurve der Liniendetektion, bei der drei anstelle von
zwei Parametern durchlaufen werden. Fu¨r jeden Punkt im Koordinatenraum wer-
den die entsprechenden Fla¨chen im 3-dimensionalen Hough-Raum akkumuliert. Das
Maximum im Hough-Raum entspricht den Parametern der Ebene, auf der die meis-
ten Punkte im Koordinatenraum liegen. Dieses Verfahren ist rechenintensiv und der
Speicheraufwand ist recht hoch. Zudem bedeutet jeder weitere Parameter eine weite-
re Dimension, die zu durchlaufen ist und den Akkumulator entsprechend vergro¨ßert.
Durch die Dualita¨t zwischen Koordinaten- und Parameterraum entspricht jede Ebe-
ne des Koordinatensystems einem Punkt PΠ im Hough-Raum. Die Abbildung 3.20
zeigt eine Ebene mit den Parametern n (dem Normalenvektor auf der Ebene) und
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Abbildung 3.19.: Hough-Transformation fu¨r Punkt im Koordinatenraum
δ (dem Abstand der Ebene zum Ursprung) im Koordinatenraum, welche durch ihre
Parameter dem Punkt PΠ im Hough-Raum entspricht. Werden die Ebenenpara-
meter wie in den Unterkapiteln
”
Parameterbestimmung der Oberfla¨chenebenen“ und
”
Transformation der Ebenenparameter“ bestimmt, ko¨nnen die Ebenen im Koordina-
tenraum durch das Hough-
”
Voting“ (Parameterwahl) bestimmt werden. Die Detek-
tion der Ebenen durch die Parameterwahl ist ebenfalls in den Arbeiten von Okada
u. a. [2001] und Vosselman u. a. [2004] beschrieben.




























Abbildung 3.20.: Ebene mit entsprechendem Punkt im Parameterraum
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Zu Anfang des Hough-
”
Voting“ Verfahrens wird der Akkumulator, welcher den Hough-
Raum repra¨sentiert, auf Null gesetzt. Fu¨r jeden Pixel im Disparita¨tenbild werden
die Parameter der Ebene u¨ber dessen Nachbarschaft (Patch) bestimmt. Anschließend
wird der Akkumulator an der Stelle der Parameter des Pixels um Eins erho¨ht. Sind
alle Pixel verarbeitet ha¨lt der Akkumulator die Anzahl der Pixel mit den quantisier-
ten Parametern. Hierdurch entstehen Cluster (Pixel mit gleichen Eigenschaften) im
Hough-Raum. Durch das Auffinden dieser Cluster, welche sich durch eine Anha¨ufung
im Akkumulator darstellen, ko¨nnen die Parameter der Ebenen bestimmt werden, die
einer gro¨ßeren Anzahl an Pixeln entsprechen. Hierzu wird ein Schwellwert festgelegt,
der ein Minimum an Pixeln fu¨r eine zu detektierende Ebene angibt.
Das Verfahren erlaubt grundsa¨tzlich das Auffinden der gemeinsamen Eigenschaf-
ten mehrerer Pixel, in diesem Fall der Ebenenparameter. Es ko¨nnen in einer Szene
jedoch mehrere Ebenen mit gleichen Parametern vorhanden sein, die durch ihre
Anordnung im Raum keinen Zusammenhang haben. Das bis hier beschriebene Ver-
fahren wu¨rde zwei parallele Fla¨chen mit der selben Distanz zur Kamera, die jedoch
an unterschiedlichen Positionen im Raum zu finden sind, als eine zusammengeho¨-
rende Ebene erkennen. Zur Trennung dieser Fla¨chen wird daher die im na¨chsten
Unterkapitel beschriebene Regionenmarkierung eingesetzt.
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Regionenmarkierung (Connected Component Labeling)
Die Zuordnung einzelner Pixel zu einer Ebene, welches im vorherigen Kapitel be-
schrieben wurde, kann mehrere Regionen im Bild bzw. Raum haben. Da diese meist
zu unterschiedlichen Objekten geho¨ren, ist es sinnvoll diese Gruppe von Regionen
in ihre Einzelregionen zu unterteilen.
Hier setzt das Verfahren zur Regionenmarkierung an. Es wird auch in der deut-
schen Literatur ha¨ufig unter dem englischen Namen Connected Component Labe-
ling behandelt. Es gibt unterschiedlichste Ausfu¨hrungen, wobei dieses Kapitel auf die
klassische Variante der Sequentiellen Regionenmarkierung von Rosenfeld u. Pfaltz
[1966] beschra¨nkt ist. In Stockman u. Shapiro [2001] findet sich eine detaillierte Be-
schreibung der in der vorliegenden Arbeit verwendeten Regionenmarkierung. Die
klassische Regionenmarkierung verarbeitet das Bild zeilenweise und arbeitet auf Bi-
na¨rbildern. Daher wird entsprechend ein zu markierendes Bina¨rbild fu¨r jede zuvor
gefundene Ebene erzeugt, um dann mit dem Verfahren die Einzelregionen vonein-
ander zu trennen.
Einzelne Pixel geho¨ren dabei zu einer Region, wenn sie untereinander eine Verbin-
dung bezu¨glich ihrer Nachbarschaft haben. Die hier behandelte Vierer- bzw. Achter-
Nachbarschaft sind die am ha¨ufigsten auftretenden Fa¨lle. Die direkten Nachbarpixel
reichen nur in Sonderfa¨llen nicht fu¨r das Detektieren einer Verbindung einzelner
Pixel zu einer Region aus. In Abbildung 3.21 ist das Zentrumspixel PZ mit den Ko-
ordinaten (u, v) und seine Nachbarpixel in einer Vierer-Nachbarschaft dargestellt.
Die Pfeile zeigen jeweils auf die Nachbarpixel PO,PN,PW und PS, wobei im Algo-














Abbildung 3.21.: Vierer-Nachbarschaft der Regionenmarkierung
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Die Abbildung 3.22 zeigt wieder das Zentrumspixel PZ mit seinen Nachbarpixeln,
jedoch in einer Achter-Nachbarschaft. Die Pfeile zeigen entsprechend auf die Nach-
barpixel PNO,PN,PNW,PW,PSW,PS,PSO und PO. Fu¨r das Verfahren werden



















Abbildung 3.22.: Achter-Nachbarschaft der Regionenmarkierung
Der Algorithmus der Regionenmarkierung teilt sich in zwei Schritte, wobei das Bild
in jedem Schritt einmal durchlaufen wird. Im ersten Schritt werden vorla¨ufige Mar-
kierungen gesetzt, die zusa¨tzlich in einer Vereinigungstabelle vorgehalten werden.
Die Vereinigungstabelle ha¨lt dabei alle bereits gesetzten Markierungen (Label) und
deren Zuordnung, die bei der Verbindung mehrerer Markierungen entstehen. Im
zweiten Schritt wird die Vereinigungstabelle aufgelo¨st und die endgu¨ltigen Label
werden im Bild gesetzt. Dazu wird die Vereinigungstabelle bis zu ihren Wurzeln
aufgelo¨st und ergibt eine Umsetzungstabelle (LUT - Lookup Table), mit der die vor-
u¨bergehend gesetzten Label in die endgu¨ltig zugeordneten Label u¨berfu¨hrt werden
ko¨nnen. In der Literatur [Cohen 1996] wird dieses Verfahren auch als Einschritt-
Verfahren (One-Pass Segmentation) bezeichnet, wobei die Umsetzungstabelle nicht
in das Bild u¨bertragen wird. Das Auflo¨sen der Umsetzungstabelle wird hier nicht als
zweiten Schritt angesehen.
Der klassische Algorithmus arbeitet sequenziell jeweils auf zwei Zeilen im Bild. Daher
werden lediglich die in Abbildungen 3.21 bzw. 3.22 schraffierten Pixel der Vierer-
bzw. Achter-Nachbarschaft beno¨tigt. Im ersten Schritt wird jedes Pixel im Bild der
Reihe nach als Zentrumspixel PZ behandelt. Die Reihenfolge ist dabei zeilenweise,
also von oben nach unten, und in der Zeile von links nach rechts. Es werden nun
drei Fa¨lle fu¨r das Bina¨rbild unterschieden:
1. PZ = 0⇒ keine Markierung notwendig
2+3. PZ = 1⇒ u¨berpru¨fe Nachbarpixel:
2. ∀i∈{O,NO,N,NW}Pi = 0, Nachbarschaft ist ohne Label
⇒ L = Lmax + 1, erzeuge neues Label und
setze es an der Position von PZ: Rim(PZ) = L
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3. ∃i∈{O,NO,N,NW}Pi = 1, mindestens ein Nachbarpixel ist bereits markiert
⇒ Suche kleinstes Label Lmin aus den durch Vereinigung entstandenen
Wurzel-Markierungen der Nachbarschaftspixel (siehe Text) und setzte
dieses an der Position von PZ: Rim(PZ) = Lmin
Lmax stellt die Anzahl der voru¨bergehend vergebenen Label dar und wird zu Be-
ginn des Verfahrens auf Null gesetzt, da noch kein Label vorhanden ist. Rim hat die
Gro¨ße des zu untersuchenden Bilds und ha¨lt alle voru¨bergehend gesetzten Regionen-
Label. Fu¨r die Vierer-Nachbarschaft fallen lediglich die Nachbarschaftspixel PNO
und PNW weg. Zu den aufgefu¨hrten Fa¨llen ist es notwendig eine Vereinigungsta-
belle LV zu erstellen. Diese wird mit einem einfachen Array realisiert, in dem an
der Stelle des Labels die jeweilige Vereinigung eingetragen wird. Der erste Fall, der
bei einem Zentrumspixel PZ gleich Null eintritt, bedarf keiner Markierung. Im zwei-
ten Fall, in dem das Zentrumspixel PZ der Bina¨rmaske ungleich und alle Pixel der
Nachbarschaft gleich Null sind, wird ein neues Label L = Lmax + 1 erstellt. Dieses
wird in die Vereinigungstabelle (einfaches Array) mit Null eingetragen LV(L) = 0.
Die Null kennzeichnet das entsprechende Label als Wurzel, denn aus der Verei-
nigungstabelle kann ein Baum erstellt werden, durch den sich die Zuordnung der
Label untereinander repra¨sentieren la¨sst. Der dritte Fall tritt ein, wenn neben dem
Zentrumspixel PZ mindestens ein Pixel der Nachbarschaft ungleich Null ist. In die-
sem Fall ist es notwendig die Wurzeln der jeweiligen Label der Nachbarschaftspixel
in dem Baum aufzufinden. Gestartet wird mit den Markierungen aus Rim fu¨r alle
Nachbarschaftspixel die gro¨ßer Null sind Li = Rim(Pi) | ∀i ∈ {O,NO,N,NW} mit
Pi = 1. Anschließend erfolgt das Durchlaufen Li = LV(Li) der Vereinigungstabelle
bis LV(Li) Null ist, also die jeweilige Wurzel des Labels im Baum erreicht ist. Ist nur
einer der Nachbarschaftspixel markiert, kann die entsprechende Markierung direkt
u¨bernommen werden Rim(PZ) = Li. Bei mehreren gu¨ltigen Markierungen wird das
Minimum Lmin = min(Li | ∀i ∈ {O,NO,N,NW}) in Rim(PZ) = Lmin gesetzt.
Zudem ist die Vereinigung in die Tabelle LV fu¨r die restlichen Label einzutragen
LV(Li | ∀i ∈ {O,NO,N,NW}Pi = 1 \ Lmin) = Lmin. Lmin ist damit die neue
Wurzel aller gefundenen Label der Nachbarschaft.
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Zusammenfassung und Erga¨nzungen des Cluster-Algorithmus
Die Einzelschritte der hier vorgestellten und in den nachfolgenden Untersuchungen
eingesetzten Methode sind nochmals zusammengefasst in Abbildung 3.23 dargestellt.
Das vorgestellte Verfahren bevorzugt durch das Hough-
”
Voting“ große Fla¨chen. Der
Hintergrund, welcher keine Pferdeko¨pfe beinhaltet, beeintra¨chtigt durch große Fla¨-
chen somit das Ergebnis. Um entsprechende Bereiche des Hintergrunds ausschließen
zu ko¨nnen, wird dieser, wie in Kapitel 3.7.2 beschrieben, zuvor angelernt. In den
Fa¨llen, in denen die Wand des V-Ausschnitts (siehe Kapitel 3.2) bewegt wurde, ist
diese in den originalen Daten mit als Hintergrund angelernt worden. Daher wur-
de der eigentliche Hintergrund aus den Frames eines Besuchs, wa¨hrenddessen sich
der Hintergrund nicht vera¨ndert, neu angelernt, da die Wand durch ihre Bewegung
Teil des Vordergrunds ist. Sobald die Wand na¨mlich heruntergefahren ist, ko¨nnen
sich dahinter Tiere und damit Pferdeko¨pfe befinden. Der Hintergrund ha¨lt somit die
Disparita¨tenwerte entsprechend der gro¨ßten Entfernung zur Kamera. In den jeweils
untersuchten Daten wird der Hintergrund entsprechend maskiert, so dass sich der
Inhalt im Disparita¨tenbild ID auf den Vordergrund (VG in Abbildung 3.23) be-
schra¨nkt. Hierzu geho¨ren der Kopf und Rumpf der Tiere, sowie die sich bewegende
Wand im V-Ausschnitt.
Die einzelnen Verfahren wurden fu¨r diese Arbeit in C++ mit Hilfe der Open source
Computer Vision (OpenCV, Bradski [2000]) Bildverarbeitungsbibliothek eigensta¨n-
dig implementiert. Dies ermo¨glichte die entsprechende Anpassung und Kombination
der Verfahren. Die einzelnen Bildverarbeitungsschritte wurden zum Teil u¨ber MEX-
Funktionen in MATLAB R© eingebunden, um fu¨r die Auswertung eine schnellere An-

























Abbildung 3.23.: U¨bersicht der Bildverarbeitungsschritte zum Clustern der Ebenen
Die Parameter der Ebenen ψ, θ und δ werden nicht aus einheitlich großen Patches
um einen Pixel bestimmt. Statt dessen wird die Gro¨ße der beru¨cksichtigten Region
in Abha¨ngigkeit der Disparita¨t bestimmt. Hierdurch soll versucht werden die Gro¨ße
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des Patches im Raum konstant zu halten, so dass die Gro¨ße des Bereiches propor-
tional zur Disparita¨t ist. Der umgekehrte Fall wa¨re in Betracht der Rauschreduktion
zwar von Vorteil, jedoch werden die Patches schnell zu groß, so dass sie ausschließ-
lich mehrere Objekte umfassen. Zur Untersuchung einzelner Objekte ist es no¨tig,
den Patch in seiner Gro¨ße auf das Objekt zu beschra¨nken. Sind mehrere Objekte
innerhalb eines Patches, so werden die Informationen aus allen Objekten zur Bestim-
mung der Ebenenparameter beru¨cksichtigt. Dies passiert ohne weitere Behandlung
der Ra¨nder vermeindlicher Objekte sowieso, jedoch nicht ausschließlich.
In Tabelle 3.3 wird die in der vorliegenden Arbeit genutzte Vorgehensweise im Ver-
gleich zur Literatur dargestellt.
Tabelle 3.3.: U¨bersicht der eingesetzten Verfahren
Beschreibung: Eintra¨ge mit  zeigen an, dass ein Verfahren in der
jeweiligen Arbeit Verwendung findet. Die Markierungen G# bedeuten,
dass hier die Ebenenparameter nicht in Bezug auf die Koordinaten im
R3 bestimmt werden, sondern im Parameterraum der Disparita¨ten,
so dass kein direkter Bezug zum R3 hergestellt wird. Die Markierung# in der Zeile der Arbeit von Hetzel u. a. [2001] bedeutet, dass hier
weitere Angaben zur Bestimmung der Ebenenparameter fehlen, welche
































































Hetzel u. a. [2001] #  
Okada u. a. [2001]    
Trucco u. a. [2003]  G#  
Vosselman u. a. [2004]     
Thakoor u. Jung [2007]  G#   
Chumerin u. van Hulle [2008]    
Eigene Arbeit      
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3.4.3. Segmentierung durch Winkel der Ebenennormalen
Die konkave Form des gesamten Tierkopfes ist in Abbildung 3.24 zu erkennen. Die
Abbildung zeigt in Gru¨n ein sagittales (3.24b) und in Rot ein transversales Profil
(3.24c) eines Pferdekopfes. Beide Profile (saggital und transversal) sind in Abbildung
3.24a auf dem Pferdekopf farblich markiert.
Die konkave Form der Pferdeko¨pfe ist unabha¨ngig von der Kopfform der Einzeltiere,
wie sie in Abbildung 3.25 dargestellt sind und in der Literatur [Werni 1996] unter-
schieden werden. Die einzelnen Kopfformen beziehen sich vorrangig auf die Form der
Stirn-Nasenlinie bzw. des Mauls.
Zur Segementierung wird in diesem Fall das Abfallen der Profile zu den Seiten hin
ausgenutzt. Dieses ist, durch die konkave Form des Kopfes, aus weiten Bereichen un-
terschiedlicher Blickrichtungen auf den Kopf erkennbar. Sicherlich beschra¨nkt sich
diese Methode auf eine grobe Orientierung des Kopfes zur Kamera hin. Jedoch wer-
den Ko¨pfe, welche eine zu hohe Abweichung von der direkten Kameraufsicht haben,
zur weiteren Erkennung ohnehin unbrauchbar. Eine zu hohe Abweichung fu¨hrt unter
anderem dazu, dass Teile des Kopfes durch sich selbst verdeckt werden.
Ziel dieses Verfahrens ist es das Tiefenbild in unterschiedliche Regionen aufzuteilen.
Sollte ein Pferdekopf im Bild vorhanden sein, soll dieser ein vom Rest des Bildes
unterscheidbares Label erhalten. Das einzelne Label repra¨sentiert dabei eine Region
im Bild, welche sich durch eine Maske darstellen la¨sst.
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Abbildung 3.24.: Pferdekopf Profile a) U¨bersicht b) transversal c) saggital
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(a) Ramskopf (b) Halber Ramskopf (c) Keilkopf
(d) Eselskopf (e) Gerader Kopf (f) Schafskopf
(g) Hechtkopf (h) Schweinskopf
Abbildung 3.25.: Kopfformen [Vera¨ndert nach: Werni 1996]
Segmentieren hoher Winkelabweichungen der Ebenennormalen zur
Blickrichtung vom Kamerazentrum
Zur Trennung der einzelnen Regionen werden u¨ber das gesamte Bild die Randbe-
reiche der Profile (siehe Abbildung 3.24b/c) eines Pferdekopfes gesucht. Die ent-
sprechenden Randbereiche der Profile werden in einer Maske gehalten und erhalten,
ebenso wie die Pixel, deren Nachbarschaft zur Bestimmung der Ebenenparameter
Kapitel 3.4.1 ungu¨ltige Disparita¨tenwerte enthalten, den Wert 0. Alle verbleibenden
Regionen im gesamten Bild erhalten den Wert 1, so dass die Maske lediglich ungu¨l-
tige und solche Regionen im Randbereich eines Profils ausschließt. Zur Bestimmung
der Randbereiche der Profile werden, wie bei dem vorherigen Verfahren aus Kapi-
tel 3.4.2, die Ebenenparameter aus Kapitel 3.4.1 fu¨r jeden Pixel des Disparita¨tenbilds
bestimmt. Die Ebenenparameter umfassen den Normalenvektor n und die Ebenen-
distanz δ, welche die ku¨rzeste Entfernung der Ebene zum Ursprung darstellt. Der
Ursprung liegt in diesem Fall im Kamerazentrum C. Der Normalenvektor n kann
zudem u¨ber die Winkel ψ und θ repra¨sentiert werden.
In Abbildung 3.26 ist eine Aufsicht zu sehen, welche das Kamerazentrum C und
einen Punkt X (rot) im Raum zeigt. Die Blickrichtung vom Kamerazentrum C auf
den Punkt X entspricht der Verbindungslinie C X zwischen C und X. Zudem ist
die Ebene Π und deren Normalenvektor n (blau) im Raum dargestellt. Diese Ebe-
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ne Π stellt die Orientierung der Oberfla¨che im Punkt X dar, welche sich aus der











Abbildung 3.26.: Winkelabweichung der Ebenennormalen n zur Blickrichtung
Die ku¨rzeste Distanz δ der Ebene Π zum Ursprung, hier das Kamerazentrum C,
wird in Abbildung 3.26 durch die Strecke C ΠP dargestellt. Die Verbindung C ΠP
zwischen C und ΠP steht immer senktrecht auf der Ebene Π. Hierdurch ist das
Dreieck C X ΠP zwischen den Punkten C, X und ΠP ein rechtwinkliges.
Der Winkel α (gru¨n) beschreibt den Winkel zwischen der Oberfla¨chennormalen n
(blau) und der Strecke C X, also der Blickrichtung vom Kamerazentrum C auf den
Punkt X. Der entsprechende Wechselwinkel findet sich zwischen der Strecke C ΠP
und der Strecke C X, dadurch dass C ΠP und n parallel zueinander verlaufen. Der













Der Abstand δ der Ebene Π wird u¨ber ein Ausgleichsproblem der Nachbarschaft um
X bestimmt, wodurch der Punkt X nicht auf der Ebene Π liegen muss. Der Abstand
‖X‖ wird jedoch als Approximation fu¨r den tatsa¨chlichen Abstand ‖X‖+ X eines
Punktes auf der Ebene Π in Richtung X angenommen. Dies ist in den verwendeten
Daten zu vertreten, da die Distanzen ‖X‖ und δ um ein vielfaches gro¨ßer sind als
die Abweichung X .
Die La¨nge der Strecke C X entspricht dabei
‖X‖ =
√
X2 + Y 2 + Z2 . (3.42)
Bei der Berechnung von ‖X‖ aus dem Disparita¨tenwert d kann ausgenutzt werden,




nach einer Kamerakalibrierung entsprechend Gleichung 3.17 aus Kapitel 3.3.2 neu








aus der Gleichung C.6 des Anhangs C fu¨r die Berechnung von ‖X‖mit Gleichung 3.42























Fu¨r jeden Pixel (u, v) des Disparita¨tenbilds ID : (u, v) ∈ N20 7→ ID(u, v) := d ∈
Z la¨sst sich durch Gleichung 3.43 ein Tiefenwert Z bestimmen, wodurch sich das
Tiefenbild IZ : (u, v) ∈ N20 7→ IZ(u, v) := Z ∈ R ergibt (siehe Seite 61):
IZ(u, v) = 1
β(ID(u, v)− γ) . (3.46)
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kann nun direkt nach der Kamerakalibrierung fu¨r jeden Pixel (u, v) berechnet wer-
den. Dabei a¨ndert sich DX(u, v), bei gleichbleibender Kamerakalibrierung, fu¨r alle
weiteren Aufnahmen nicht mehr.
Fu¨r das gesamte Bild ergibt sich mit dem Tiefenbild IZ nach Gleichung 3.45 das
Entferungsbild IXD : (u, v) ∈ N20 7→ IXD(u, v) := ‖X‖ ∈ N0 der Punkte X fu¨r jeden
Pixel (u, v), welches sich durch
IXD(u, v) = IZ(u, v) DX(u, v) (3.48)
berechnet.
Die Maske u¨ber das gesamte Bild, welche die Randbereiche der Profile aus Abbildung
3.24 ausschließt, wird aus Gleichung 3.41 abgeleitet. Hierzu wird ein Winkel α aus
Abbildung 3.26 festgelegt, welcher der Winkelabweichung des Normalenvektors n
zur Blickrichtung entspricht. Die Maske wird nach der Ungleichung
δ
‖X‖ < cos(α) (3.49)
erzeugt. Da δ und ‖X‖ absolute La¨ngen sind, steckt in dem Winkel α, welcher die
Abweichung von der Blickrichtung (Verbindungslinie C X) angibt, keine Richtungs-
information. Die Werte von α liegen zwischen 0◦ und 90◦. Mit DE(u, v), welches
der Abbildung DE : (u, v) ∈ N20 7→ DE(u, v) := δ ∈ R entspricht durch die je-






IZ(u, v) DX(u, v) < cos(α)
⇒ DE(u, v)IZ(u, v) < cos(α) DX(u, v) (3.50)
umformen. cos(α) DX(u, v) a¨ndert sich nach einer Kamerakalibrierung nicht und
kann zur Erstellung der Maske fu¨r alle weiteren Aufnahmen berechnet werden.
Abbildung 3.27 zeigt beispielhaft Masken, deren Werte die einzelnen Bereiche zur
Trennung der Regionen halten. Auf der linken Seite (Abbildung 3.27a) ist die Dispa-
rita¨t farbkodiert dargestellt. In Abbildung 3.27b sind weiße, hellgraue, dunkelgraue
und schwarze Bereiche zu erkennen. Die weißen Bereiche sind durch Umkehr der
Ungleichung 3.50 mit dem Winkel α = 60◦ entstanden. Die dunkelgrauen Fla¨chen
enthalten durch die Tiefenkamera fu¨r ungu¨ltig bestimmte Pixel. Die hellgrauen Be-
reiche zeigen Bereiche der Nachbarschaft dieser ungu¨ltigen Pixel. Fu¨r diese Pixel
wurden keine Ebenenparameter durch die im Kapitel 3.4.1 beschriebene Metho-
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de berechnet, da die Nachbarschaft mindestens einen ungu¨ltigen Pixel entha¨lt. Die
schwarzen Bereiche stellen die verbleibenden Regionen im Bild dar, deren Trennung
durch das in diesem Kapitel beschriebene Verfahren beschrieben ist.
In Abbildung 3.27c, auf der rechten Seite, sind die durch die Ungleichung 3.50 er-
zeugten Masken mit den Winkeln α = 30◦ (rot), 45◦ (gelb), 60◦ (cyan) bzw. 75◦
(blau) dargestellt. Die schwarzen Bereiche dieser Abbildung 3.27c entsprechen den
unmaskierten Bereichen, welche weiß, hell- oder dunkelgrau in Abbildung 3.27b zu
erkennen sind. Die Pixel dieser Bereiche erfu¨llen demnach entweder nicht die Un-
gleichung 3.50 oder sind durch die Tiefenkamera als ungu¨ltig zuru¨ckgegeben bzw.
befinden sich in deren Nachbarschaft, welche zur Normalenbestimmung (nach Ka-
pitel 3.4.1) herangezogen wird. Fu¨r den Winkel α = 60◦ entsprechen die schwarzen
und blauen Bereiche den eben beschriebenen unmaskierten Bereichen.
(a) Disparita¨tenbild (b) Maske Winkel-
abweichung ≥ 60◦
(c) Maske Winkelabweichung
< 30◦, 45◦, 60◦ und 75◦
Abbildung 3.27.: Maskierung durch Winkelabweichungen
Erweiterung der Regionenmarkierung auf Mehrkanal-Bilder
Die Regionenmarkierung wurde bereits in Kapitel 3.4.2 auf Bina¨rbildern beschrieben.
Entsprechend dem vorherigen Unterkapitel wurde eine Maske aus den Winkelabwei-
chungen der Normalenvektoren n zur Blickrichtung erzeugt. Diese soll nun in ihre
zusammenha¨ngenden Regionen unterteilt werden. Hierzu kann der bereits verwen-
dete Algorithmus zur Regionenmarkierung direkt eingesetzt werden, da es sich bei
der Maske um ein Bina¨rbild (Bild mit nur zwei Werten z. B. 0 und 1) handelt.
Abbildung 3.28 zeigt jedoch ein Beispiel, welches bei der Segmentierung der Pferde-
ko¨pfe in der gegebenen Umgebung vermehrt vorkommt. Auf der linken Seite (Abbil-
dung 3.28a) ist das Bild der Farbkamera dargestellt, in der Mitte (Abbildung 3.28b)
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das Disparita¨tenbild farbkodiert und auf der rechten Seite (Abbildung 3.28c) die
entsprechenden Masken fu¨r die Winkelabweichungen α < 30◦, 45◦, 60◦ bzw. 75◦.
Der Kopf hat in der Abbildung nur einen geringen Abstand vom Hintergrund (Tor),
so dass hier durch die im vorherigen Unterkapitel beschriebene Segmentierung keine
Trennung des Pferdekopfes vom Hintergrund erfolgt. Die Nachbarschaft zur Bestim-
mung des Ebenenparameters δ erstreckt sich hier, durch deren geringen Abstand,
u¨ber mehrere Objekte. Lediglich mit einer Winkelabweichung von α < 30◦ findet
eine Trennung von Tor und Kopf statt. Mit diesem Winkel wird jedoch der Kopf
nicht komplett segmentiert (roter Bereich des Kopfes teilt sich in mehrere Teile). Bei
den u¨brigen Winkeln α < 45◦, 60◦ und 75◦ ist eine Verbindung des Kopfes mit dem
Tor auf den Masken zu erkennen.
(a) Bild der Farbkamera (b) Disparita¨tenbild (c) Maske Winkelabweichung
< 30◦, 45◦, 60◦ und 75◦
Abbildung 3.28.: Negativbeispiel: Maskierung durch Winkelabweichungen
Eine entsprechende Trennung, trotz nahe beieinanderliegender Objekte, la¨sst sich
durch die bereits berechneten Ebenenparameter aus Kapitel 3.4.1 durchfu¨hren. Hier-
zu werden aus dem Disparita¨tenbild die Ebenenparameter ψ, θ und δ fu¨r jeden Pixel
berechnet, wodurch drei Grauwertbilder entstehen. Diese lassen zu einem Bild beste-
hend aus mehreren Kana¨len (hier bis zu drei: ψ, θ und δ) zusammenfassen. Die zuvor
beschriebene Regionenmarkierung auf Bina¨rbildern aus Kapitel 3.4.2 wird hierzu fu¨r
das Markieren von Regionen auf Mehrkanal-Grauwertbilder erweitert.
Die drei Fa¨lle des Algorithmus zur Regionenmarkierung aus Kapitel 3.4.2 bleiben.
Es wird daher zuna¨chst jedes Pixel der Maske des vorherigen Unterkapitels als Zen-
trumspixel PZ behandelt. Die Reihenfolge, in der die Pixel verarbeitet werden, bleibt
zeilenweise und in jeder Zeile von links nach rechts. Das jeweilige Pixel der Maske
PZ wird u¨berpru¨ft. Fu¨r den ersten Fall, dass dieses Null (PZ = 0) ist, ist keine Mar-
kierung notwendig, ansonsten werden die Fa¨lle zwei und drei nach der Regionenmar-
kierung aus Kapitel 3.4.2 gepru¨ft. Fu¨r die Fa¨lle zwei und drei wird zur Bina¨rmaske
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ein Distanzmaß eingefu¨hrt. Mit diesem werden, zusa¨tzlich zur Maskenbelegung der
Nachbarpixel von PZ, die Grauwerte in einem Mehrkanal-Grauwertbild u¨berpru¨ft.
Als Distanzmaß d∞(Gi,GZ) kann nach der Maximumnorm [Bronsˇtejn u. a. 2012, S.
284] (L∞-Norm) mit
d∞(Gi,GZ) = ‖Gi −GZ‖∞ = max
c∈[1...N ]
∣∣Gi,c −GZ,c∣∣ (3.51)
verwendet werden. Gi mit i ∈ {O,NO,N,NW} sind die Nachbarschaftspixel von
GZ auf dem Grauwertbild. GZ entspricht von der Pixelposition (u, v) dem aktuell
zu verarbeitenden Zentrumspixel auf der Bina¨rmaske PZ. Die Nachbarschaftspixel
Gi (i ∈ {O,NO,N,NW}), sowie das Zentrumspixel GZ, sind dabei Vektoren, in
denen fu¨r jeden Kanal c (mit c ∈ [1 . . . N ] bei einem Bild mit N Kana¨len) ein Wert
Gi,c bzw. GZ,c gespeichert ist. Aus dem Distanzmaß d
∞(Gi,GZ) ergibt sich durch
d∞(Gi,GZ) < T mit dem Schwellwert T eine Einschra¨nkung fu¨r die Differenz der
Grauwerte von Gi und GZ. Die Differenz der Grauwerte liegt, fu¨r ein Bild mit zwei
Kana¨len, in einem Quadrat zwischen −T und T .
Den Werten in den unterschiedlichen Kana¨len eines Multikanal-Grauwertbildes sind
ha¨ufig voneinander unabha¨ngige Bedeutungen zugeordnet. Als Beispiel ko¨nnen die
Werte von ψ der Ebenenparameter aus Kapitel 3.4.1 in Kanal 1 und die Werte von
δ in Kanal 2 eines Zweikanal-Grauwertbildes gehalten werden. Die Werte des ersten
Kanals beziehen sich somit auf einen Winkel (ψ), die von Kanal 2 auf eine Entfernung





gea¨ndert werden. Der Schwellwert Tc mit c ∈ [1 . . . N ] zusammengestellt im Vektor
T =
[
T1 . . . TN
]T
gibt dabei den Bereich fu¨r jeden Kanal c einzeln an, in dem
sich durch dT∞(Gi,GZ,T) < 1 die Differenz der Werte fu¨r Kanal c bewegen du¨rfen
Gi,c −GZ,c ∈ (−Tc, . . . , Tc). Die Differenz der Grauwerte liegt entsprechend, fu¨r ein
Bild mit zwei Kana¨len, in einem Rechteck mit den Abmessungen 2T1 × 2T2.
Das im Weiteren verwendete Distanzmaß dT2(Gi,GZ,T) basiert auf der Euklidi-
schen Norm [Bronsˇtejn u. a. 2012, S. 283] (L2-Norm). Erweitert um die Schwellwerte









Mit dT2(Gi,GZ,T) < 1 wird so ein ellipsenfo¨rmiger Bereich der Differenz zwischen
den Grauwerten in einem zweikanaligem Grauwertbild zugelassen.
Mit dem Distanzmaß dT2(Gi,GZ,T) wird fu¨r die Fa¨lle zwei und drei des abge-
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wandelten Algorithmus durch dT2(Gi,GZ,T) < 1 u¨berpru¨ft ob die Differenz der
Grauwerte in einem vorgegebenen Bereich liegen. Wie bereits erwa¨hnt ist dies nur
notwendig, wenn der aktuell zu pru¨fende Pixel PZ aus der Maske des vorherigen
Unterkapitels einen Wert gro¨ßer Null besitzt. Denn ansonsten handelt es sich um
den ersten Fall der Regionenmarkierung aus Kapitel 3.4.2. Die Pixel Pi werden nun
der Reihe nach u¨berpru¨ft mit i ∈ {O,NO,N,NW}. Ist der Wert des jeweiligen Pi-
xel Pi gro¨ßer Null wird die Differenz der Grauwerte Gi durch d
T2(Gi,GZ,T) < 1
gepru¨ft. Liegt die Differenz des jeweiligen Pixels Gi mit GZ innerhalb der vorgegebe-
nen Grenzen, kann nach dem alten Algorithmus zur Regionenmarkierung verfahren
werden. Liegt die Differenz zwischen dem Pixel Gi und GZ außerhalb, so wird nach
dem bisherigen Algorithmus verfahren als wa¨re der entsprechende Pixel der Maske
Pi gleich Null.
Es ergibt sich der entsprechend abgea¨nderte Algorithmus und die Unterteilung der
drei Fa¨lle:
1. PZ = 0⇒ keine Markierung notwendig
2+3. PZ = 1⇒ u¨berpru¨fe Nachbarpixel:
2. ∀i∈{O,NO,N,NW}Pi = 0 | d(Gi,GZ,T) ≥ 1, Nachbarschaft ist ohne Label
⇒ L = Lmax + 1, erzeuge neues Label und
setze es an der Position von PZ: Rim(PZ) = L
3. ∃i∈{O,NO,N,NW}Pi = 1 & d(Gi,GZ,T) < 1, mindestens ein Nachbarpixel
ist bereits markiert
⇒ Suche kleinstes Label Lmin aus den durch Vereinigung entstandenen
Wurzel-Markierungen der Nachbarschaftspixel und setzte dieses an der
Position von PZ: Rim(PZ) = Lmin
Entsprechend dem vorherigen Algorithmus der Regionenmarkierung stellt Lmax die
Anzahl der voru¨bergehenden Label dar, welche in Rim fu¨r die entsprechenden Pi-
xel gehalten werden. Die Vereinigungstabelle LV wird ebenfalls wie zuvor erstellt
und gefu¨llt, welche beim Auffinden der Wurzel des jeweiligen Labels im Baum
verwendet wird. In LV werden jedoch nur solche Pixel als Vereinigung markiert
LV(Li | ∀i ∈ {O,NO,N,NW}Pi = 1 & d(Gi,GZ,T) < 1 \ Lmin) = Lmin, die das
zuvor beschrieben Kriterium dT2(Gi,GZ,T) < 1 erfu¨llen.
A¨hnliche Verfahren zur Regionenmarkierung finden sich in der Literatur [Cohen
1996; Yapa u. Harada 2008; Niknam u. a. 2010], welche ebenfalls eine Anpassung
zur Markierung von Grauwertbildern beschreiben. Die aufgefu¨hrten Arbeiten erstel-
len eine Maske zur Trennung von Vorder- und Hintergrund durch einen Schwellwert
auf den Grauwertbildern. Zudem wird, a¨hnlich dem in diesem Kapitel beschriebenen
Distanzmaß, ein Vergleich zwischen den Grauwerten der Pixel einer Nachbarschaft
durchgefu¨hrt. In den Arbeiten von Cohen [1996] und Niknam u. a. [2010] findet sich
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jedoch nur ein direkter Vergleich der Grauwerte. Es wird gepru¨ft, ob es sich um
identische Grauwerte in der Nachbarschaft handelt. Durch Niknam u. a. [2010] wird
ein entsprechender Vergleich der Grauwerte nicht weiter beschrieben. Die in diesem
Kapitel eingefu¨hrten Distanzmaße erlauben hingegen den Vergleich auf Mehrkanal-
bildern, sowie eine Anpassung der zula¨ssigen Unterschiede zwischen den Grauwerten.
Mit der auf den Bildern abgebildeten Gro¨ße eines Objekts, aufgenommen in un-
terschiedlicher Entfernung, vera¨ndern sich auch die Differenzen zwischen den Grau-
werten benachbarter Pixel. Um die Schwellwerte, welche durch die Ebenenparame-
tern physikalischen Gro¨ßen zuzuordnen sind, nicht anpassen zu mu¨ssen, werden die
Grauwerte nicht in der direkten Pixelnachbarschaft verglichen. Entsprechned der
Variation der Nachbarschaftsgro¨ße bei der Berechnung der Ebenenparameter aus
Kapitel 3.4.1, werden die Grauwerte in einem der Entfernung Z des Objekts ent-
sprechenden Pixelabstand mit dem Zentrumspixel GZ verglichen. Der Pixelabstand
zum Zentrumspixel PZ ist durch einen Skalierungsfaktor an die Blockgro¨ße bei der
Berechnung der Ebenenparameter gekoppelt.
Die Abbildung 3.29 zeigt eine u¨berlagerte Darstellung von Bina¨rmaske und Grau-
wertbild. Die Grauwerte sind blau gekennzeichnet und haben eine der Bina¨rmasken-
pixel gegenla¨ufige Schraffierung. Der Grauwert GZ ist nicht gesondert dargestellt, er
liegt auf der Position von Pixel PZ. Alle Grauwertpixel GNO,GN,GNW,GO und
GZ tragen bei einem Mehrkanalbild alle den Kana¨len entsprechenden Werte. In dem



























Abbildung 3.29.: Nachbarschaft der Regionenmarkierung in Grauwertbild mit ver-
gro¨ßertem Pixelabstand
89
3. Material und Methoden
3.4.4. Detektion von Kopfkandidaten aus segmentierten Bilddaten
Die in den Kapiteln 3.4.2 und 3.4.3 beschriebenen Verfahren bestimmen einzelne
Regionen im Bild, deren Segmente u¨ber die Ebenenparameter aus Kapitel 3.4.1 ge-
trennt wurden. Aufgabe der in diesem Kapitel beschriebenen Detektion ist es solche
Segmente aus den einzelnen Segmenten im Bild zu finden, die einem Pferdekopf am
a¨hnlichsten sind bzw. im verfolgten Fall einem Kopf entsprechen.
Zur Detektion der Pferdeko¨pfe werden Histogramme u¨ber ein Mehrkanalbild er-
zeugt. Die einzelnen Kana¨le des verwendeten Mehrkanalbilds halten die bereits zur
Segmentierung verwendeten Ebenenparametern ψ, θ oder δ aus Kapitel 3.4.1. Die
Anzahl der Kana¨le bzw. die Auswahl der Parameter kann variieren, so dass Histo-
gramme mit einer, zwei oder drei Dimensionen entstehen. Fu¨r jedes zuvor bestimmte
Segment (Region aus Kapitel 3.4.2 bzw. 3.4.3) wird ein Histogramm aus dem Mehr-
kanalbild erzeugt. Da die einzelnen Segmente disjunkte Regionen im Bild darstellen,
haben die Werte eines Segments keinen Einfluss auf ein Histogramm eines zweiten
Segments. Um unabha¨ngig von der jeweiligen Rotation (ψ und θ) bzw. Entfernung
(δ) zu werden, wird fu¨r jedes Segment der Mittelwert der einzelnen Kana¨le bestimmt
und von den Werten des Segments abgezogen. Zur Erstellung der Histogramme wird
eine Schrittweite fu¨r jeden Kanal vorgegeben, welche den gesamten Wertebereich in
mehrere Unterbereiche (Histogramm-Bins) aufteilt. Anschließend wird fu¨r jeden Bin
(Wertebereich) die Ha¨ufigkeit bestimmt, in der die entsprechenden Werte in dem
Segment auftreten.
Ein vergleichbarer Ansatz wurde bereits durch Tang u. a. [2013] beschrieben. Die
Histogramme werden als HONV (histogram of oriented normal vectors) beschrie-
ben. Das dort vorgestellte Verfahren verwendet jedoch unterschiedliche Skalierungen
des Tiefenbilds (Pyramidenstruktur) und bestimmt, entgegen dem hier vorgestellten
Verfahren, die Normalenvektoren bzw. die Winkel der Normalenvektoren (ψ und θ)
aus der direkten Nachbarschaft. So ist es notwendig das Tiefenbild zuvor mit einem
Gaußfilter von Rauschen zu befreien. Die in dieser Arbeit beschriebene variierende
Gro¨ße der Nachbarschaft zur Bestimmung der Ebenenparameter in Kapitel 3.4.1
umgeht eine Behandlung unterschiedlich skalierter Tiefenbilder, sowie deren vorhe-
riges Filtern durch einen Gaußfilter.
Weiter wird durch Tang u. a. [2013] ein Feature diskutiert, welches CIHONV (coordi-
nate invariant histogram of normal vectors) genannt wird. Dieses beschreibt die Be-
rechnung des durchschnittlichen Histogrammwerts dessen Histogramm-Bin zirkula¨r
in eine vorgegebene Position verschoben wird. Da in Tang u. a. [2013] ausschließlich
die Winkel ψ und θ der Normalenvektoren behandelt werden, wird das Histogramm
unabha¨ngig von der Rotation des zu untersuchenden Objekts im Raum. Das in dieser
Dissertation verwendete Verfahren sieht vor die Werte der Kana¨le jedes Segments vor
der Erstellung eines Histogramms vom jeweiligen Mittelwert zu befreien. Dies tra¨gt
dazu bei Unterschiede durch eine Quantisierung bei der Erstellung der Histogramme
zwischen den Segmenten zu reduzieren. Eine Quantisierung entsteht dabei durch die
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zuvor festgelegten Schrittweiten bei der Zuordnung der Werte in den entsprechenden
Histogramm-Bin.
Das aus jedem Segment erzeugte Histogramm HS wird mit einem Histogramm-
Template HT verglichen und kann so auf einen einzigen A¨hnlichkeitsfaktor ρ re-
duziert werden. Das Histogramm-Template wird hierzu aus einem Satz von Lern-
daten bestimmt, eine na¨here Beschreibung hierzu findet sich in Kapitel 3.7.5. Da-
bei werden die Histogramm-Bins in ihrer Schrittweite nicht vera¨ndert, so dass das
zu u¨berpru¨fende Histogramm eines Segments HS die selbe Gro¨ße besitzt wie das
Histogramm-Template HT . Jedes Histogramm (HS und HT ) wird vor einem Ver-




bzw. H˜T = HT∑
HT∈HT HT
. (3.54)
Dadurch entstehen Histogramme H˜S und H˜T , welche die prozentuale Verteilung der
jeweiligen Wertebereiche in dem zu untersuchenden Segment bzw. dem Template
angeben. Die Gesamtsumme der Eintra¨ge in einem Histogramm und damit die Gro¨ße
eines Segments im Bild haben dadurch keinen Einfluss auf den zu bestimmenden
A¨hnlichkeitsfaktor ρ. Die A¨hnlichkeit ρ = ∆(HS ,HT ) zweier Histogramme (hier HS
und HT bzw. H˜S und H˜T ) wird bestimmt, indem die Histogrammeintra¨ge H˜S und
H˜T u¨ber die Euklidische Norm [Bronsˇtejn u. a. 2012, S. 283] (L2-Norm) der Differenz
H˜S − H˜T verglichen werden:
ρ = ∆(HS ,HT ) = ∆(H˜S , H˜T ) =
√ ∑
H˜S∈H˜S ,H˜T∈H˜T
(H˜S − H˜T )2 (3.55)
Der generierte A¨hnlichkeitsfaktor ρ von HS zu HT ersetzt damit einen Featurevek-
tor, welcher in Tang u. a. [2013] durch eine simple Aneinanderreihung der Eintra¨ge
HS ∈ HS eines Histogramms generiert wird. Je a¨hnlicher das Histogramm HS des
zu untersuchenden Segments dem Histogramm-Template HT ist, desto kleiner ist
der A¨hnlichkeitsfaktor ρ. Entspricht das Histogramm-Template HT einem Pferde-
kopf, kann mit einem zuvor festgelegten Schwellwert eine Klassifikation fu¨r jedes
Segment eines Bildes ausgefu¨hrt werden. Ist ρ kleiner oder gleich dem Schwellwert
wird das Segment als Pferdekopf behandelt, ist es gro¨ßer als der Schwellwert wird
das Segment nicht als Pferdekopf (Hintergrund) angenommen.
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3.5. Posenbestimmung und Normalisierung
Die im vorherigen Kapitel 3.4 aufgefundenen Pferdeko¨fe bzw. deren Kandidaten
werden in diesem Kapitel zum Einsatz der Identifikation aus Kapitel 3.6 vorbereitet.
Dazu werden die 2D Bilddaten durch die Normalisierung aus Kapitel 3.5.3 virtuell so
manipuliert, dass die Pferdeko¨pfe anstatt in beliebige Richtung direkt in die Kamera
schauen. Hierzu ist es jedoch zuvor notwendig die Pose, der bereits aufgefundenen
Pferdeko¨pfe (nach Kapitel 3.4), im Raum, also die Position und Orientierung, zu
bestimmen. Ein erster Schritt bestimmt dazu in Kapitel 3.5.1 die grobe Ausrichtung
(Orientierung) und Position des Kopfes. In einem zweiten Schritt, welcher im Kapi-
tel 3.5.2 beschrieben ist, wird die Pose des Kopfes zuna¨chst ein erstes Mal verfeinert
und anschießend anhand aufgefundener Landmarken ein zweites Mal korrigiert.
3.5.1. Grobe Posenbestimmung
Das in diesem Kapitel vorgestellte Verfahren verwendet die Daten, welche durch die
im Kapitel 3.4.3 beschriebene Segmentierung mit einer entsprechenden Detektion der
Kopfkandidaten nach Kapitel 3.4.4 bestimmt wurden. Die Parameter des Verfahrens
werden ensprechend der Beschreibung in Kapitel 3.7.6 ermittelt. Die Eingangsdaten
des Verfahrens sind
• Das Disparita¨tenbild (Kapitel 3.3)
• Die Ebenenparameter (nach Kapitel 3.4.1 aus den Normalenvektoren bestimmt)
• Die disjunkten Regionen (nach der Segmentierung aus Kapitel 3.4.3)
Die einzelnen Regionen werden, bei mehreren Kopfkandidaten, vereinzelt und erge-
ben eine Maske auf dem Disparita¨tenbild. Die Pose der einzelnen Kopfkandidaten
kann so nacheinander bestimmt werden. Abbildung 3.30a zeigt ein Beispiel der durch
die Regionenmarkierung nach Kapitel 3.4.3 entstandenen Segmentierung, bei der
bereits Regionen durch die Detektion von Kopfkandidaten nach Kapitel 3.4.4 aus-
geschlossen wurden. Der Schwellwert, welcher zur Detektion (Kapitel 3.4.4) in dem
gezeigten Beispiel eingesetzt wurde, ist vergleichsweise hoch angesetzt, so dass neben
dem tatsa¨chlichen Pferdekopf (hellblaue Region in Abbildung 3.30a) auch weitere
Regionen als Kandidten detektiert wurden. Je enger der Schwellwert zur Detektion
gefasst wird, umso weniger Regionen verbleiben als Kopfkandidaten, jedoch sinkt
damit zugleich die Anzahl der korrekt detektieren Ko¨pfe.
Abbildung 3.30b zeigt die Maske der vereinzelten Region des korrekten Kopfkan-
didaten aus Abbildung 3.30a (hellblaue Region). Diese wurde auf das farbkodierte
Disparita¨tenbild angewendet (Abbildung 3.30c) und zu Zwecken der Darstellung auf
das Farbbild transformiert (gru¨ner Bereich in Abbildung 3.30d).
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(a) Regionen der Kopfkandidaten (b) Vereinzelte Maske
(c) maskiertes Dispartita¨tenbild (d) Maske auf Farbbild
Abbildung 3.30.: Beispiel vereinzelte Maske der Segmentierung nach Kapitel 3.4.3
Die grobe Position des Pferdekopfes wird zuna¨chst auf der Maske durch deren Mas-
seschwerpunkt MC bestimmt, dieser ist in Abbildung 3.31a als blauer Punkt auf















bestimmt. Mi sind dabei die Werte der Maske, welche entweder 0 (schwarz in Abbil-
dung 3.30b) oder 1 (weiß in Abbildung 3.30b) sind, je nachdem ob der Pixel an der
entsprechenden Position (Xi, Yi) in der Maske markiert ist. In der Gleichung 3.56
werden alle Eintra¨ge der Maske durchlaufen i = 1 . . .M , wobei lediglich solche Pixel
Einfluss auf den Schwerpunkt haben, die auch markiert (weiß in Abbildung 3.30b)
sind. Der Masseschwerpunkt hat damit die durchschnittliche Koordinate aller mar-
kierten Pixelkoordinaten in der Maske. Die besondere Form der Pferdeko¨pfe a¨hnelt
einer auf den Kopf gestellten Birne, da der Kopf in Ho¨he der Augen breiter ist als
an Nasenru¨cken und Nu¨stern. Diese Form fu¨hrt dazu, dass der Masseschwerpunkt
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sich von den Nu¨stern weg zur oberen
”
massereicheren“ Kopfha¨lfte bewegt.
In einem na¨chsten Schritt wird die Entfernung der in der Maske markierten Pixel
(Mi hat den Wert 1) zum zuvor bestimmten Masseschwerpunkt MC bestimmt. Die
Distanz di,MC jedes markierten Pixels wird nach der Euklidischen Norm [Bronsˇtejn
u. a. 2012, S. 283] (L2-Norm) durch
di,MC =
√
(Xi −XMC )2 + (Yi − YMC )2 (3.57)
berechnet. In Abbildung 3.31b ist die Entfernung jedes Pixels in der Maske aus
Abbildung 3.31a durch die Helligkeit in Gru¨n dargestellt. Ein helleres Gru¨n bedeutet
eine gro¨ßere Distanz zum Masseschwerpunkt MC (blauer Punkt), als ein dunkleres
Gru¨n.
(a) Masseschwerpunkt in Maske (b) Distanz zum Schwerpunkt
Abbildung 3.31.: Masseschwerpunkt des Kopfes auf 2D Maske
Anschließend wird ein prozentualer Schwellwert TN festgelegt (TN ∈ [0 . . . 1)), wel-
cher einen Radius Rd = TN max(di,MC ) abha¨ngig von der maximal auftretenden Ent-
fernung max(di,MC ) zum Masseschwerpunkt angibt. Alle Pixel innerhalb der Maske,
deren Entfernung zum Schwerpunkt u¨ber dem bestimmten Radius di,MC ≥ Rd lie-
gen, werden als Bereich fu¨r die Nu¨stern weiter behandelt. Ein entsprechender Bereich
mit TN = 0, 75, also 75% der maximal auftretenden Entfernung max(di,MC ), sind fu¨r
das Beispiel aus Abbildung 3.31a in Abbildung 3.32a rot dargestellt. Fu¨r die Pixel,
die die Bedingung di,MC ≥ Rd erfu¨llen, wird entsprechend der Gleichung 3.56 der
Masseschwerpunkt fu¨r den Bereich der Nu¨stern bestimmt. Das Ergebnis entspricht
dem Schwerpunkt MN, welcher in Abbildung 3.32b, neben dem Schwerpunkt der
gesamten Maske (blauer Punkt), als roter Punkt dargestellt ist.
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(a) Bereich der Nu¨stern (b) Schwerpunkte Kopf und Nu¨stern
Abbildung 3.32.: Masseschwerpunkt der Nu¨stern auf 2D Maske
U¨ber die beiden Masseschwerpunkte MC und MN ist eine grobe Pose des Kopfes
in der 2D Maske gegeben. Die Position des Kopfes im Bild entspricht dabei dem
Punkt MC. Die Orientierung wird durch den Vektor VCN = MN −MC zwischen
den beiden Punkten bestimmt.
Unter Beru¨cksichtigung des Masseschwerpunkts MN des Bereichs der Nu¨stern, sowie
des zur Bestimmung des entsprechenden Bereichs verwendeten Radius Rd um MC,
wird eine Bedingung an die Kopfkandidaten gestellt. Befindet sich der Schwerpunkt
MN innerhalb eines Radius Rd von MC entfernt, so ist davon auszugehen, dass der
Vektor VCN keine zuverla¨ssige Orientierung angibt. Entsprechend der Abbildun-
gen 3.33a ist der Bereich der Nu¨stern nicht hauptsa¨chlich in einem zusammenha¨n-
genden Bereich konzentriert, so dass der Vektor VCN relativ zur Gro¨ße der Maske
zu kurz ist. Gepru¨ft wird entsprechend ‖VCN‖ = ‖MN −MC‖ < Rd. Sollte die
Bedingung erfu¨llt sein, wird davon ausgegangen, dass es sich nicht um einen Pferde-
kopf handelt. Die Abbildung 3.33b zeigt den Masseschwerpunkt MN (roter Punkt),
deren Absta¨nd zu MC (blauer Punkt) innerhalb von Rd liegt. Die zuvor noch in
Abbildung 3.30a als Kopfkandidaten gefu¨hrte Region (orange) wird entsprechend
als Kopf disqualifiziert.
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(a) Bereich der Nu¨stern (b) Schwerpunkte
Abbildung 3.33.: Abstand der Masseschwerpunkte ‖MN −MC‖ < Rd
Ist die genannten Bedingung nicht erfu¨llt und handelt es sich somit weiterhin um
einen Kopfkandidaten, wird der Teil der Maske, welcher entgegen der Richtung von
VCN ausgehend von MC liegt, beschra¨nkt (im Normalfall der obere Teil der Mas-
ke). Dies dient dazu die Ohren, sollten diese Teil der Maske sein, von der Maske
auszuschließen. Die Ohren ko¨nnen sich unabha¨ngig vom Kopf bewegen, welches die
Bestimmung der Pose des Kopfes beeintra¨chtigen kann, solange die Maske die Oh-
ren mit einschließt. Dazu wird ein weiterer prozentualer Schwellwert TO festgelegt,
welcher den Abstand dO = TO‖VCN‖ in Abha¨ngigkeit der La¨nge des Orientierungs-
vektors VCN festlegt. Ausgehend vom Punkt MC wird die Projektion PV jedes









berechnet. Solche Pixel, deren Projektion unterhalb von PV < −dO liegen, werden
von der Maske ausgeschlossen.
Um die Orientierung des Pferdekopfes im R3 zu bestimmen, wird zuna¨chst das arith-





, die bereits mit den Ebenenparametern zur Detektion
nach Kapitel 3.4.1 bestimmt wurden, berechnet. A¨hnlich der Gleichung 3.56 zur Be-
stimmung des Masseschwerpunkts der Maske im R2, ergibt sich das arithmetische
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Der so bestimmte Normalenvektor n∅ dient als erste Scha¨tzung der Orientierung
des Pferdekopfes in Richtung der Z-Achse rZ = n∅ im R3. Anschließend werden die
Punkte MC und MN der Maske vom R2 in den R3 transformiert. Hierzu werden
die 3D Koordinaten der Punkte MC und MN nach Anhang C unter Beru¨cksich-
tigung der Disparita¨tenwerte, welche den geringsten Pixelabstand zu den Punkten
MC und MN auf dem Disparita¨tenbild aufweisen, bestimmt. Die Punkte im R3
werden mit XC und XN bezeichnet. XC wird als Position des Kopfes im R3 ange-
nommen. Die Orientierung des Kopfes entlang der X-Achse rX im R3 ist durch den
Vektor vCN = XN −XC gegeben (rX = vCN ∈ R3). Mit dem Gram-Schmidtschen
Orthogonalisierungsverfahren [Bronsˇtejn u. a. 2012, S. 323] werden die Anteile des
Vektors rZ in Richtung des Vektors rX entfernt




so dass diese orthogonal zueinander sind (rˆZ
T rX = 0).













Der verbleibenden Orientierungsvektor rY der Y-Achse wird durch das Kreuzpro-
dukt (Vektorprodukt [Bronsˇtejn u. a. 2012, S. 188]) aus r˜X und r˜Z berechnet:
rY = r˜X × r˜Z . (3.62)
rY besizt dabei bereits die La¨nge 1 (r˜Y = rY), da die Vektoren r˜X als auch r˜Z die
La¨nge 1 haben und zudem senkrecht aufeinander stehen. Die Transformationsmatrix
RI, welche die grobe Orientierung des jeweiligen Kopfes komplett beschreibt, ist





den Spalten der Matrix RI. Die Position wird durch die Translation um den Vektor
tI = XC festgelegt.
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3.5.2. Posenverfeinerung und Landmarkendetektion
3D Daten zur Posenverfeinerung
Die im vorherigen Kapitel 3.5.1 beschriebene Maske, welche die durch die Detektion
bestimmten und vereinzelten Kopfkandidaten markiert, wird zuna¨chst dilatiert. Die
Dilatation ist in Gonzalez u. Woods [2008] beschrieben und ist eine morphologische
Operation, welche mittels eines Strukturelements den markierten Bereich (Wert 1 in
einer Maske) in einem Bina¨rbild (Maske) ausdehnt. Mathematisch wird die Dilata-
tion mit dem Symbol
⊕
dargestellt. Ist I das Bina¨rbild (Maske) und S das Struk-
turelement wird die Dilatation mathematisch durch I
⊕
S beschrieben. Angewendet
auf ein Bild wird das Strukturelement zuna¨chst um ein vordefiniertes Zentrumspixel
punktgespiegelt, anschließend wird mit dem punktgespiegelten Strukturelement das
Bina¨rbild durchlaufen. Beim Durchlaufen werden an der aktuellen Position des Zen-
trumspixels solche Pixel im dilatierten Bild markiert, bei der mindestens ein Pixel
des punktgespiegelten Strukturelements ein markiertes Pixel des urspru¨nglichen Bi-
na¨rbilds beru¨hrt. Angewendet auf ein Grauwertbild entspricht die Dilatation einem
Maximum-Filter. Beim Durchlaufen mit dem Strukturelement wird der Wert an der
Position des Zentrumspixels mit dem maximalen Wert der Elemente des punktge-
spiegelten Strukturelements aus dem urspru¨nglichen Grauwertbild ersetzt.
Die Dilatation der Maske M aus Kapitel 3.5.1 wird mit einem quadratischen Struk-
turelement S durchgefu¨hrt. Die Breite des Strukturelements S entspricht dabei der
durchschnittlichen Nachbarschaft, aus den Nachbarschaften, die zur Bestimmung
der Ebenenparameter aus Kapitel 3.4.1 innerhalb der Maske angewendet wurden.
Die Dilatation M
⊕
S weitet die Maske auf solche Bereiche des Kopfes aus, welche
speziell zur Segmentierung aus Kapitel 3.4.3 verwendet wurden und den abfallenden
Bereichen in den Profilen aus Abbildung 3.24 entsprechen.
Abbildung 3.34a zeigt eine Maske M in weiß, mit dem dilatierten Bereich in rot (rot⋃
weiß ≡ M⊕S). Zudem ist die Maske in Gru¨n mit dem dilatierten Bereich in
Rot u¨ber die Tiefeninformationen aus dem Disparita¨tenbild transformiert auf das
Grauwertbild der Farbkamera in Abbildung 3.34b dargestellt. Die 3D Punkte XK
des jeweiligen Kopfkandidaten werden nach Anhang C mit den Werten des Dispari-
ta¨tenbilds, die auf der dilatierten Maske M
⊕
S markiert sind, bestimmt.
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(a) dilatierte Maske M
⊕
S (b) Masken auf Farbbild
Abbildung 3.34.: Dilatation der vereinzelten Maske
Die Abbildungen 3.35a und 3.36a zeigen die 3D Daten der aus dem Disparita¨tenbild,
entsprechend der Maske M
⊕
S nach Abbildung 3.34a, extrahierten 3D Punkte XK
der Pferdeko¨pfe. Die 3D Daten sind als Projektion auf die Kameraebene der Tiefen-
kamera farbkodiert dargestellt. Abbildungen 3.35b bzw. 3.36b zeigen die synchron
aufgenommenen Bilder der Farbkamera.
In den Abbildungen 3.35c und 3.36c sind die 3D Daten XKI nach der Korrektur
XKI = RI
T (XK−tI) mit den groben Posen aus Kapitel 3.5.1 ebenfalls als Projektion




) zur Kameraebene dargestellt.
(a) 3D Daten (farbkodiert) (b) Bild der Farbkamera (c) Korrektur
Abbildung 3.35.: 3D Beispieldaten korrigiert mit grober Pose #1
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Die Farbkodierung in den Abbildungen 3.35c und 3.36c entspricht der prozentualen
Tiefe aus den Abbildungen 3.35a bzw. 3.36a.
(a) 3D Daten (farbkodiert) (b) Bild der Farbkamera (c) Korrektur
Abbildung 3.36.: 3D Beispieldaten korrigiert mit grober Pose #2
Posenverfeinerung
Die grob ausgerichteten 3D Punkte XKI der Kopfkandidaten werden anschließend
durch transverse Schnitte in einzelne Schichten des Kopfes geteilt. Hierzu wird
entlang der La¨ngsachse des Kopfes (vertikale Richtung in Abbildung 3.35c bzw.
3.36c) in Teilschritten δS verfahren, um alle Punkte XKI der jeweiligen Schicht
S := {XKI ∈ S |
∥∥[1 0 0]XKI − δS∥∥ < ∆S/2} zuzuordnen. Die Abbildun-
gen 3.37 und 3.38 zeigen die Unterteilung der 3D Punkte XKI in einzelne Schichten
S. Die Abbildungen 3.37a und 3.38a entsprechen den korrigierten 3D Daten aus
Abbildung 3.35c bzw. 3.35c, in denen die Tiefeninformation farbkodiert dargestellt
ist.
Die Abbildungen 3.37b und 3.38b zeigen hingegen die einzelnen Schichten in unter-
schiedlichen Farben. Die Schichten bestehen in den Abbildungen 3.37b und 3.38b
lediglich zur besseren Darstellung aus disjunkten Punktmengen.
Anschließend wird fu¨r die Punkte XKI ∈ S mit der Methode von Kasa [1976] (auch
bezeichnet als Ka˚sa− Fit) ein Kreis KS in jeder Schicht bestimmt. Die Kreispara-




und der Radius KR, welche in KS
zusammengefasst sind. Dies ist in Abbildung 3.39 beispielhaft an drei Schichten dar-
gestellt. Die linke Seite zeigt die einzelnen Schichten, von denen drei als A,B und C
markiert sind. Auf der rechten Seite der Abbildung 3.39 sind die zu den Schichten
A,B und C geho¨renden Kreise mit den Parametern KC und KR dargestellt. Die
Kreisparameter KS werden algebraisch durch ein lineares Ausgleichsproblem u¨ber
die Y-Z Koordinaten der Punkte XKI ∈ S bestimmt. Die gewa¨hlte Methode von
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(a) Korrigierte 3D Daten (b) transverse Schnitte
Abbildung 3.37.: Schichten der Beispieldaten #1
(a) Korrigierte 3D Daten (b) transverse Schnitte
Abbildung 3.38.: Schichten der Beispieldaten #2
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Kasa [1976] ist eine der schnellsten, sie ist jedoch im Vergleich zu den geometri-
schen Methoden (iterativ) nicht so genau in der Bestimmung der Kreisparameter.
So tendiert sie, vorrangig mit Punkten innerhalb unvollsta¨ndiger Kreise, zu Kreisen
mit kleinerem Radius [Al-Sharadqah u. Chernov 2009; Chernov u. Lesort 2005]. In
Kapitel 5.4 wird die Auswahl der Methode na¨her diskutiert und begru¨ndet.
Die Kreise KS werden mit dem Zentrum der jeweiligen Schicht δS um die Position






im R3 befinden. Abbildung 3.40 zeigt in drei Ansichten (a Font-/b Seiten-Ansicht/c
Draufsicht) die Kreiszentren K
′
C , welche als rote und gru¨ne Punkte im R3 neben
den farbkodierten Punktdaten XKI eines Beispieldatensatzes eingezeichnet sind. Der
Kreis KS mit dem gro¨ßten Radius KR befindet sich in Ho¨he der Augen (Position
X ≈ −0.1 in Abbildung 3.40) und wird im Folgenden als Kmax bezeichnet. Dies ist
(nicht nur im Beispieldatensatz) durch die Kopfform der Pferde bestimmt, da die
Punktdaten zwischen den Augen im Verha¨ltnis zum restlichen Kopf recht plan sind.
Alle Kreise KS,N := {KS | XK,C ∈ KS < X ′K,C ∈ Kmax}, die nach der Koordina-
te XK,C oberhalb (kleinere Werte XK,C) von Kmax liegen (rote Punkte in Abbil-







der verbleibenden Kreise KS,P := {KS|XK,C ∈
KS >= X
′
K,C ∈ Kmax} wird eine Ebene ΠS eingepasst. Diese wird u¨ber ein Aus-
gleichsproblem entsprechend der Gleichung 3.22 aus Kapitel 3.4.1 bestimmt, so dass
sich der Normalenvektor nS und der Abstand zum Ursprung δS als Parameter der
Ebene ΠS ergeben. Die aus den Kreiszentren KS,P erzeugte Ebene ΠS stellt die
Medianebene (saggitale Ebene) des Pferdekopfes (blaues Dreieck in Abbildung 3.40)
dar, welche den Pferdekopf entlang der Y-Achse in zwei Teile unterteilt.
In einem na¨chsten Schritt wird der Masseschwerpunkt tA (nach Gleichung 3.59)




einer Schicht in Ho¨he der Augen,
fu¨r die XKI ≥ X ′K,C &XKI ≤ X
′
K,C + ∆S und (YKI − Y
′
K,C)
2 + (ZKI − Z ′K,C)2 >
(K
′
R−0.005m)2 gilt, bestimmt. Der Masseschwerpunkt tA stellt zugleich die Trans-
formation zur verfeinerten Pose tII = tA dar und wird bei Anwendung der Korrektur
zum neuen Ursprung des Koordinatensystems (Korrektur wird noch nicht angewen-
det).
Die Medianebene ΠS wird zu ΠˆS verfeinert, indem sie parallel in den Punkt tII ver-
schoben wird, hierzu wird der Abstand δˆS = nS tII angepasst. Der Normalenvektor
nˆS der neuen Ebene ΠˆS entspricht der vorherigen Medianebene nˆS = nS .
Im Anschluss wird eine Auswahl von Punkten auf dem Nasenru¨cken des Pferdekopfes
unter Verwendung der verfeinerten Medianebene ΠˆS getroffen. Die Auswahl der
Punkte XKI auf dem Nasenru¨cken soll einem Streifen mit einer Breite ∆W und
einer La¨nge ∆L, welche metrisch angegeben werden, entsprechen. Die Punkte XKI
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Abbildung 3.39.: Kreise eingepasst in einzelne Schichten (Datensatz #1)
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Abbildung 3.40.: Kreiszentren mit Medianebene (Datensatz #1)
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in dem Streifen sollen symmetrisch zur Ebene ΠˆS sein:




Der Streifen soll zwischen Augen und Nu¨stern liegen und keine Punkte oberhalb der
Augen enthalten (X
′




Die La¨nge des Streifens wird durch
‖(XKI − tII)2‖ <= ∆L (3.65)
bestra¨nkt. Die Kombination der Ungleichungen 3.63, 3.64 und 3.65 ergibt die Punk-
tauswahl XN ∈ XKI , in die ebenfalls eine Ebene ΠN nach Gleichung 3.22 aus
Kapitel 3.4.1 eingepasst wird.
Die Berechnung der Translation tII wurde bereits beschrieben. Entsprechend dem
Kapitel 3.5.1 wird zudem die Rotationsmatrix RII aus den Normalenvektoren nˆS
und nN der Ebenen ΠˆS bzw. ΠN bestimmt.
Die verfeinerte Orientierung des Pferdekopfes im R3 entlang der Y-Achse ist durch
den Normalenvektor rYII = nˆS(= nS) der Medianebene ΠˆS (bzw. ΠS) bestimmt.
Entlang der Z-Achse ist die Orientierung durch den Normalenvektor rZII = nN
der Ebene ΠN , welche auf die Punkte XN eines Streifens auf dem Nasenru¨cken
des Pferdekopfes eingepasst ist, bestimmt. Entsprechend der Gleichung 3.60 aus
Kapitel 3.5.1 wird im Anschluss das Gram-Schmidt Orthogonalisierungsverfahren
[Bronsˇtejn u. a. 2012, S. 323] eingesetzt, um die zu rYII orthogonalen Anteile von
rZII zu extrahieren:

















Der verbleibenden Orientierungsvektor rXII der X-Achse wird nach der Gleichung 3.62
aus Kapitel 3.5.1 durch das Kreuzprodukt (Vektorprodukt [Bronsˇtejn u. a. 2012, S.
188]) aus r˜YII und r˜ZII berechnet:
rXII = r˜YII × r˜ZII . (3.68)
Die komplette Rotationsmatrix RII setzt sich wie im vorherigen Kapitel 3.5.1 aus
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Mit RII und tII ist die Beschreibung der verfeinerten Pose nach einer Korrektur mit
der groben Pose (aus Kapitel 3.5.1) komplett.
Die Kombination der groben Pose aus Kapitel 3.5.1 (RI und tI) mit der verfeinerten
Pose (RII und tII) wird durch
tI+II = tI + RI tII (3.70)
RI+II = RI RII
berechnet.
Landmarkendetektion
Pferdekopfe besitzen keine der Nase beim Menschen entsprechenden Merkmale, die
in den Tiefendaten herausstechen. Das in diesem Unterkapitel beschriebene Vorgehen
beschreibt trotzdem eine Mo¨glichkeit, wiederauffindbare Punkte in den 3D Daten ei-
nes Pferdekopfes zu extrahieren. Diese Punkte werden als Landmarken bezeichnet
und befinden sich in dem hier beschriebenen Fall knapp oberhalb der Augen. Die
Extraktion dieser Landmarken bedarf der in dem vorherigen Unterkapitel Posenver-
feinerung beschriebenen Posenkorrektur. Die Korrektur ist bereits darauf ausgelegt
grob den Mittelpunkt zwischen beiden Augen in den Ursprung des korrigierten Koor-
dinatensystems zu legen. Die Position der Augen wurden dazu na¨herungsweise u¨ber
den Kreis, welcher den maximalen Radius beim Einpassen in die einzelnen Schichten
(entsprechend der Abbildung 3.39) aufwies, bestimmt.
Zum Auffinden der Landmarken werden die nach dem Unterkapitel Posenverfei-
nerung korrigierten 3D Daten XKII verwendet, deren Tiefeninformation in Abbil-
dung 3.41 mit unterschiedlichen Grauto¨nen kodiert dargestellt ist. Die korrigierten
Daten XKII werden entsprechend aus den grob korrigierten Daten (Unterkapitel 3D
Daten zur Posenverfeinerung) XKI durch XKII = RII
T (XKI − tII) oder aus den
unkorrigierten Daten XK durch XKII = RI+II
T (XK − tI+II) berechnet.
Aus den korrigierten Daten XKII wird ein Bereich um die Augen extrahiert, dieser
Bereich ist in Abbildung 3.41 farbkodiert dargestellt und gegenu¨ber den restlichen
3D Daten des Pferdekopfes (graue Darstellung) hervorgehoben. Die Daten X˜A =[
X˜A Y˜A Z˜A
]T
im Bereich der Augen A˜ werden u¨ber die X-Koordinate aus allen
XKII bestimmt A˜ := {XKII ∈ A˜ | ‖XKII‖ < ∆A}.
In die Punkte X˜A ∈ A˜ wird ein Kreis KA durch das im Unterkapitel Posenverfei-
nerung beschriebene Ausgleichsproblem der Y-Z Koordinaten eingepasst. Der Kreis
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Abbildung 3.41.: Bereich zur Bestimmung der Landmarken (Datensatz #1)




(auf der Y-Z Ebene R2) und einen
Radius von KR,A. Zudem wird eine Linie LA ebenfalls in die Y-Z Koordinaten der
Punkte X˜A u¨ber das Ausgleichproblem LM Y˜A + LB = Z˜A bestimmt. LM und LB
sind die Parameter der Linie LA. LM ist die Steigung der Linie LA, wobei LB den
Schnittpunkt der Z-Achse mit der Linie LA beschreibt. In Abbildung 3.42a ist der
Kreis KA in Blau und die Linie LA in Cyan in einer Draufsicht der Punkte X˜A ein-
gezeichnet. Die Punktdaten X˜A sind, wie zuvor, entsprechend der Tiefeninformation
(Z-Achse) farbkodiert dargestellt. Die schraffierten Bereiche A enthalten die Punkte
XA ∈ A, welche ausserhalb des Kreises KA und oberhalb der Linie LA liegen. Die
Punkte X˜A, welche die Bedingungen
(Y˜A − YA,C)2 + (Z˜A − ZA,C)2 > K2R,A & (3.71)
LM Y˜A + LB > Z˜A ,
die sich mit den Parametern von KA und LA aufstellen lassen, erfu¨llen, ergeben
dabei die Punkte XA ∈ A. Die Punkte XA sind in der Abbildung 3.42b am Bei-
spiel des ersten Datensatzes in Gru¨n, die verbleibenden Punkte von X˜A (X˜A/XA)
in Grau dargestellt. Die Skalierung zwischen Y und Z Achse ist in der Draufsicht
aus Abbildung 3.42 vera¨ndert und ist nicht identisch, wie es in der Abbildung 3.40c
des vorherigen Kapitels der Fall ist.
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Abbildung 3.42.: Extrahieren der Punktmengen (Datensatz #1)
U¨ber die Y-Koordinate werden die Punktdaten XA =
[
XA YA ZA
]T ∈ A an-
schließend in zwei Teilmengen AL und AR unterteilt. Die Punkte XL ∈ AL bilden
die Datenbasis zur Bestimmung der linken Landmarke (ausgehend vom Tier), deren
Bereich AL durch AL := {XA ∈ AL | YA > 0} bestimmt wird. Entsprechend sind
die Puntke XR ∈ AR die Datenbasis zur rechten Landmarke (ausgehend vom Tier).
Der Bereich AR ist durch AR := {XA ∈ AR | YA < 0} gegeben.
Die Landmarken PL und PR werden im R3 durch den Masseschwerpunkt der Punk-









im R3 ist der Glei-
chung 3.56 im R2 sehr a¨hnlich und entspricht der Gleichung 3.59 zur Berechnung



















Dabei ist |AL| die Anzahl der Punkte XL inAL. Entsprechend der Gleichung 3.72 be-





























Die Landmarken PL und PR sind so in den durch RII bzw. tII korrigierten Daten
gegeben.
Finale Posenverfeinerung mit Landmarken
Die Abschließende Posenverfeinerung sieht eine Rotation um die Z-Achse vor, die
den Masseschwerpunkt PN der Punkte XN ∈ N auf die X-Achse rotieren. Hier-
zu wird der Bereich N := {XII ∈ N | ZKII < 0 &XKII > ∆L} aus den nach
der Posenverfeinerung korrigierten Daten XKII bestimmt. ∆L entspricht der La¨n-
ge des Streifens aus Gleichung 3.65, welcher im Unterkapitel Posenverfeinerung zur
Korrektur verwendet wurde. Der Bereich N entspricht damit dem Bereich jenseits
des zur Posenverfeinerung verwendeten Streifens, der in Abbildung 3.43, neben den
Punkten XKII in Grau, farbkodiert dargestellt ist. N stellt damit einen zentralen
Bereich auf dem Nasenru¨cken dar, der sich oberhalb der Nu¨stern befindet.
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Abbildung 3.43.: Zentraler Bereich N auf Nasenru¨cken (Datensatz #1)
























bestimmt. Aus dem Winkel zwischen X-Achse und der Verbindung von Ursprung mit






3.5. Posenbestimmung und Normalisierung
Die Rotationsmatrix zur Korrektur RIII wird zur Rotation um die Z-Achse mit
RIII =










zur Korrektur in den Ursprung.
Die Landmarken PL und PR werden durch
PLIII = RIII
T (PLIII − tIII) und PRIII = RIIIT (PRIII − tIII) (3.78)
in den korrigierten Raum transformiert.
Die Translation wird genutzt, um die Augen (bzw. die Landmarken) in eine ein-
heitliche Position im Raum zu verschieben, wobei die Rotation noch bestehende
Abweichungen des Nasenru¨ckens zur X-Achse korrigieren soll.
Die Kombination der Korrekturen aus RI+II, tI+II, RIII und tIII ergibt sich durch
tI+II+III = tI+II + RI+II tIII (3.79)
RI+II+III = RI+II RIII .
Abbildung 3.44 zeigt die Landmarken (PLIII und PRIII) der Landmarkendetektion
(vorheriges Unterkapitel), welche nach der Umkehr der Korrektur mit RI+II+III
und tI+II+III auf die Bilder der Farbkamera projiziert wurden. Die Landmarken
selber sind als kleine rote Quadrate dargestellt. Die projizierten Datenbasen AL und
AR (Unterkapitel Landmarkendetektion) sind als gru¨ne Bereiche in Abbildung 3.44
gezeigt.
111
3. Material und Methoden
(a) Landmarken Datensatz #1 (b) Landmarken Datensatz #2
Abbildung 3.44.: Landmarken projiziert auf die Bilder der Farbkamera
3.5.3. Normalisierung der 2D Daten anhand der 3D Informationen
Die Pferdeko¨pfe werden mit den Verfahren aus Kapitel 3.4 in den Bilddaten auf-
gefunden, um anschließend deren Pose mit den in den Kapiteln 3.5.1 und 3.5.2
beschriebenen Methoden zu bestimmen. Die Grauwertbilder der Pferdeko¨pfe sollen
nun durch eine virtuelle Kameraansicht so in eine Frontansicht transformiert wer-
den, als wu¨rden die Ko¨pfe direkt in die Kamera blicken.
Virtuelle Kamera
Ein Ansatz wa¨re die Projektive Transformation im P2, wie sie im Anhang B zu
finden ist. Durch die Projektive Transformation wird eine lineare Transformation
von Punkten einer Ebene im R3 auf eine zweite Ebene (Homographie) beschrieben
[Faugeras u. a. 2004; Hartley u. Zisserman 2004]. Dies fu¨hrt dazu, dass nur Punkte
auf einer Ebene, also planare Objekte im R3, sich durch die Projektive Transforma-
tion korrekt transformieren lassen. Handelt es sich jedoch um ein dreidimensionales
Objekt, wie den Pferdekopf, dessen Pose virtuell korrigiert werden soll, so reicht eine
Projektive Transformation im P2 nicht aus.
Daher ist es no¨tig die Tiefeninformationen des Objektes zu beru¨cksichtigen, um eine
Korrektur der Grauwertbilder nach der in den Kapiteln 3.5.1 und 3.5.2 bestimmten
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Pose durchfu¨hren zu ko¨nnen. Aus der Tiefe werden, wie zuvor zur Posendetekti-
on (Kapitel 3.5.2), die 3D Daten XK der Pferdeko¨pfe nach Anhang C bestimmt.
Die Pose, welche durch die Rotation RI+II+III und die Translation tI+II+III be-
schrieben ist, la¨sst sich, wie zuvor im Kapitel 3.5.2 (mit RI und tI), durch XKIII =
RI+II+III
T (XK−tI+II+III) korrigieren. Die virtuelle Kamera wird entsprechend der
Pose des Kopfes so positioniert, als wu¨rde sie den Pferdekopf frontal aus 1m Ent-








]T −RI+II+IIIT tI+II+III (3.81)
festgelegt, wodurch die in das Kamerakoordinatensystem nach Gleichung 3.6 (Kapi-
tel 3.3.2) abgebildeten Daten XV der virtuellen Kamera
XV = RV XK + tV (3.82)
den korrigierten Daten XKIII mit einem Versatz um 1m entsprechen:





Zur Bestimmung der intrinsischen Parameter der virtuellen Kamera wird die Distanz
∆P der Landmarken PLIII und PRIII , welche in Kapitel 3.5.2 beschrieben sind, auf










Die Kameramatrix KV , welche die intrinsischen Parameter der virtuellen Kamera
entha¨hlt, soll durch die Projektion der Distanz ∆P einem vorgegebenen Pixelabstand
∆px im normalisierten Grauwertbild entsprechen. Der Parameter αv wird in der
Kameramatrix nach Gleichung 3.5 aus Kapitel 3.3.2 fu¨r beide Koordinatenachsen
(αx = αy = αv) verwendet
KV =
αv sv xv0 αv yv
0 0 1
 (3.85)
und durch das Verha¨ltnis αv =
∆px
∆P
bestimmt. Es wird keine Scherung angenom-
men sv = 0. xv und yv entsprechen der Projektion des Mittelpunktes der beiden
Landmarken (PLIII und PRIII) im normalisierten Grauwertbild.
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Durch die Projektion der 3D Kopfdaten XK auf die Kameraebene der virtuellen





αv 0 xv0 αv yv
0 0 1
1 0 0 00 1 0 0









lassen sich die jeweiligen Pixel im normalisierten Grauwertbild bestimmen, in die
die Punkte XK projiziert werden. Fu¨r das virtuelle Bild wird eine Tiefenkarte ge-
neriert, indem in jeden Pixel xv die jeweilige Tiefe ZKIII der korrigierten Daten
XKIII eingetragen wird. Entsprechende Tiefenkarten sind bereits im Kapitel 3.5.1
in den Abbildungen 3.35c bzw. 3.36c gezeigt. Auch wenn die Abbildungen ledig-
lich die grobe Posenkorrektur zeigen, sind die Lo¨cher innerhalb des Pferdekopfes
erkennbar (schwarze Punkte im ansonsten farbkodierten Tiefenbild). Je gro¨ßer das
Tiefenbild bzw. das im Folgenden zu erzeugende normalisierte Grauwertbild werden
soll, umso gro¨sser werden die Lo¨cher, da nur eine begrenzte Anzahl an Tiefendaten
XK aus dem Disparita¨tenbild zur Verfu¨gung steht. Bei kleinen, vereinzelt auftre-
tenden Lo¨chern kann zur Ausbesserung des Tiefenbildes ein Medianfilter eingesetzt
werden [Rana u. Flierl 2011; Lee u. Ho 2011], welches in diesem Fall nicht ausreicht,
da mo¨glichst große Normbilder extrahiert werden sollen.
Ausbessern der virtuellen Tiefenkarte
Die Lo¨cher in der virtuellen Tiefenkarte werden daher durch eine bilineare Inter-
polation ausgebessert. Ein entsprechendes Verfahren wird in [Lee u. Ho 2009] zur
Korrektur der Tiefenkarte eingesetzt. Lee u. Yoo [2014] stellt einen Vergleich zwi-
schen der bilineare Interpolation und weiteren Verfahren zusammen, wobei die bili-
neare Interpolation vorrangig in den Randbereichen schlechte Ergebnisse liefert. Die
Betrachtung der Randbereiche wurde in der fu¨r diesen Fall beschriebenen Normali-
sierung jedoch ignoriert, da lediglich ein Objekt (der Pferdekopf) zu normalisieren
ist. Der Pferdekopf selber hat jedoch nur an den Randbereichen zu anderen Objekten
starke Tiefenunterschiede, so dass entsprechende Filter- und In-Painting-Methoden
zur Ausbesserung von Verdeckungen im virtuellen Bild aus den erwa¨hnten Arbeiten
[Rana u. Flierl 2011; Lee u. Ho 2011; Lee u. Yoo 2014] hier unberu¨cksichtigt blei-
ben. Zudem werden nur Posen beru¨cksichtigt, in denen keine Selbstverdeckung am
Pferdekopf auftritt (siehe Kapitel 4.3).
Um die Datenbasis der verfu¨gbaren Tiefendaten XV zu vergro¨ßern, wird die Sym-
metrie der Pferdeko¨pfe entlang der Y-Achse ausgenutzt. Die 3D Daten XV werden
dazu an der X-Z-Ebene gespiegelt XV ?, um die urspru¨nglichen Daten XV mit diesen
zu erga¨nzen XV+. Die Projektion der Punkte XV ? nach Gleichung 3.86 kann auf
Pixelbasis durch v? = 2yv − v berechnet werden (x? = x).
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Die bilineare Interpolation wird auf Basis der nach Gleichung 3.86 projizierten Punk-
te XV+, deren Pixel xv+ die Tiefeninformation ZV + in dem Tiefenbild halten, mit
dem MATLAB R©-Befehl griddata durchgefu¨hrt. Farin [1996]; Amidror [2002]; Shir-
ley u. Marschner [2009] beschreiben die Methode in der Baryzentrische Koordina-
ten (barycentric coordinates) genutzt werden, um die Punkte innerhalb der durch
eine Delaunay-Triangulation erzeugten Dreiecke zu interpolieren. Die Delaunay-
Triangulation [O’Rourke 1998; Aurenhammer 1991], welche in der Bibliothek QHull
verfu¨gbar ist Barber u. a. [1996], wird ebenfalls im Anhang D zur Registrierung mit
dem Iterative Closest Point - Algorithmus verwendet. Abbidlung 3.45 zeigt beispiel-
haft ein Dreieck, welches drei durch die Delaunay-Triangulation zusammenha¨ngende
Punkte xv+,i darstellt. xi ist der zu interpolierende Punkt, welcher innerhalb des









Abbildung 3.45.: Baryzentrische Koordinate innerhalb einer Delaunay-Triangulation







beschreibt den zu interpolieren-







= α1xv+,1 + α2xv+,2 + α3xv+,3 .
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Die Barizentrische Koordinate
◦
xi ist die Lo¨sung des linearen Gleichungssystems,
welches durch Gleichung 3.88 aufgstellt wird. Mit der Cramerschen Regel [Bronsˇtejn







































bestimmen. Dies entspricht geometrisch dem Verha¨ltnis der Fla¨chen α1 =
A1
A , α2 =
A2
A und α3 =
A3
A aus Abbildung 3.45 [Farin 1996; Amidror 2002], da sich die Fla¨chen




2D2 und A3 =
1
2D3 bestimmen lassen
(A = A1 +A2 +A3).
Die Interpolation erfolgt aus der Barizentrischen Koordinate
◦
xi und den Tiefenwer-






= α1Zv+,1 + α2Zv+,2 + α3Zv+,3 .
Die zu interpolierenden Pixel xi werden in der Tiefenkarte durch eine morphologische
Closing-Operation (Kombination aus Dilatation
⊕
und Erosion	: (M⊕S)	S)
[Gonzalez u. Woods 2008] anhand einer Maske (Bina¨rbild, M), die die zur Verfu¨gung
stehenden Pixel xv+ markiert, bestimmt. Das Strukturelement S ist ein Quadrat mit
der Kantenla¨nge bi, welches die Gro¨sse der Lo¨cher zwischen den bereits vorhanden
Pixel xv+ bestimmt, die interpoliert werden. Aus der durch die Closing-Operation
erzeugten Maske werden die zu interpolierenden Pixel xi extrahiert, von denen die
Basisdaten xv+ ausgeschlossen werden.
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Bestimmung der Grauwerte im virtuellen Kamerabild
Zur Bestimmung der Grauwerte werden zuna¨chst die 3D Daten Xi aus den Pixeln
xi der interpolierten Tiefenkarte mit der Gleichung C.6 aus dem Anhang C berech-
net. Die Koordinate Z wird dabei nicht, wie in Gleichung C.6, durch die Disparita¨t
bestimmt, sondern ist der Wert Zi aus der Tiefenkarte, welcher nach Gleichung 3.90
berechnet wurde. Die 3D Daten Xi werden um die bereits vorhanden Daten Xv+ zu
Xi+ erga¨nzt. Die Koordinaten xi+, welche der Projektion von Xi+ auf die virtuel-
le Kamera entsprechen, ist die Pixelbasis xi kombiniert mit den Pixeln xv+, deren
Koordinaten bereits bekannt sind.




V (Xi+ − tV ) (3.91)
in das System der Tiefenkamera (K1 in Abbildung 3.46) ru¨cktransformiert. Die Punk-
te Xi,d werden dann mit Gleichung 3.8 aus Kapitel 3.3.2 in das jeweilige Grauwertbild
projiziert und ergeben mit Beru¨cksichtigung der Verzerrung nach Gleichung 3.13 aus
Kapitel 3.3.2 die Koordinaten xi,k. Die Grauwerte Gi,k an den jeweiligen Punkten
xi,k im Grauwertbild werden nun in das virtuelle Kamerabild an die Position des
Pixels xi+ u¨bertragen.
Abbildung 3.46 stellt die Schritte zur Bestimmung des virtuellen Bilds vereinfacht
in einem Diagramm dar. Deutlich erkennbar sind die zwei Kamerasysteme K1 (blau
hinterlegt), welche der Kalibrierung einer der drei Kameras (Farbkamera der Ki-
nect oder eine der zwei Industriekameras) mit der Tiefenkamera entspricht, und KV






















Abbildung 3.46.: Diagramm zur Bestimmung des virtuellen Bilds
Die Detektion (Kapitel 3.4) und die Posenbestimmung (Kapitel 3.5.1 und 3.5.2)
werden im Kamerasystem der Tiefenkamera K1 ausgefu¨hrt. Anschließend werden
die detektierten Daten XK mit der Gleichung 3.82 in das virtuelle Kamerasystem
KV transformiert XV , um dort die virtuelle Tiefenkarte zu erzeugen und zu inter-
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polieren (Unterkapitel Ausbessern der virtuellen Tiefenkarte). Dabei werden die 3D
Daten Xi+ der virtuellen Tiefenkarte (Vereinigung der interpolierten Daten mit XV )
bestimmt und gleichzeitig die dazugeho¨rigen Pixelkoordinaten xi+, welche den Pi-
xelkoordinaten auf dem zu erzeugenden virtuellen Bild entsprechen, zuru¨ckgelegt.
Die 3D Punkte Xi+ werden nun mit der Gleichung 3.91 zuru¨ck in das Koordina-
tensystem K1 transformiert Xi,d, um die Werte auf das originale Grauwertbild der
Kamera, welche in K1 mit der Tiefenkamera kalibriert wurde, zu projizieren. Der
Schritte der Projektion auf das Grauwertbild der Kamera in K1 ist in Abbildung 3.46
zur besseren U¨bersicht vereinfacht dargestellt. Die beschriebene Projektion in der
Abbildung 3.46 beru¨cksichtigt das Grauwertbild (Eingang des Grauwertbildes nicht
dargestellt) und die auf dieses projizierten Pixelkoordinaten xi,k, um die Grauwer-
te Gi,k an den Positionen xi,k zu extrahieren und weiterzugeben. Zum Generieren
des virtuellen Bilds werden die Grauwerte Gi,k an die zuvor zuru¨ckgelegten Pixelko-
ordinaten xi+ im virutellen Bild geschrieben. Das virtuelle Bild beru¨cksichtigt die
Kamerakoordinatensysteme K1 und KV und kombiert die Informationen beider zu
einem Bild, so dass es nicht K1 oder KV zugeordnet werden kann.
Abbildung 3.47 zeigt an einem Beispiel die Grauwertbilder der virtuellen Kame-
raansicht in Abbildung 3.47b ohne die Ausbesserung der Tiefenkarte (mit Lu¨cken
in schwarz) und mit der interpolierten Tiefenkarte in Abbildung 3.47c. Zudem sind
die jeweiligen Tiefenkarten in Abbildung 3.47e bzw. Abbildung 3.47f farbkodiert
dargestellt. Die urspru¨ngliche Tiefeninformation ist in Abbildung 3.47d und das
Grauwertbild der Farbkamera in Abbildung 3.47a gezeigt.
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Abbildung 3.47.: Virtuelles Kamerabild mit Tiefenkarten [a+d) Original
b+e) ohne Korrektur c+f) mit Korrektur]
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Transformation zur Bestimmung weiterer Kamerabilder
Die verwendete Kamerakalibrierung nach [Herrera u. a. 2011] ist in Kapitel 3.3.2 be-
schrieben und wurde einzeln fu¨r jede Kamera (Farbkamera der Kinect, sowie beide
Industriekameras) mit der Tiefenkamera der Kinect durchgefu¨hrt (bezeichnet mit
Ki). Dadurch, dass die Kameras jeweils einzeln mit der Tiefenkamera kalibriert wur-
den, kann es zu unterschiedlichen intrinsischen Parametern β, γ bzw. K kommen.
Die intrinsischen Parameter β, γ werden zur Umrechnung der Disparita¨tenwerte d
in die Tiefeninformation Z in Gleichung 3.17 (Kapitel 3.3.2) verwendet.
Um die entsprechenden virtuellen Kameraansichten zu bestimmen, lassen sich die
Detektion aus Kapitel 3.4 und die Posenbestimmung aus Kapitel 3.5.1 bzw. 3.5.2 ein-
zeln auf die jeweiligen Bilddaten anwenden. Alternativ ist die Transformation der
virtuellen 3D Punkte Xi,d (Xi+ transformiert nach K1) von einer Kamerakalibrie-
rung K1 in die jeweilige Kalibrierung der zweiten Kamera K2 mo¨glich. Dies macht
die wiederholte Detektion und Posenbestimmung u¨berflu¨ssig. Zudem kann die bereits
aufgestellte Projektionsmatrix der virtuellen Kamera weiterhin benutzt werden, da
die Projektion der Puntke Xi+ auf die Koordinaten xi+ unberu¨hrt bleibt. Lediglich
die Bestimmung der Grauwerte vera¨ndert sich zur Vorgehensweise des vorherigen
Unterkapitels (siehe Abbildung 3.46). Die Punkte Xi,d werden nach der Transfro-
mation von KV nach K1 (Gleichung 3.91), bevor sie in das Kamerabild der zweiten
Kamera projiziert werden, in die Kamerakalibrierung der zweiten Kamera K2 trans-
formiert. Die Erweiterung des Vorgehens ist in Abbildung 3.48 dargestellt. Neben
der Kamerakalibrierung K1 (blau) und KV (rot), welche auch in Abbildung 3.46 zu


































Abbildung 3.48.: Diagramm zur Bestimmung mehrerer virtuellen Bilder
Gemeinsamer Nenner der Kamerakalibrierungen K1 und K2 sind die Disparita¨ten-
werte selbst, weshalb von den Punkten Xi,d nach der Kamerakalibrierung K1 zu-





nach Gleichung 3.5 (Kapitel 3.3.2) auf die Kameraebene
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bestimmt. Die Weltkoordinaten der Kamerakalibrierung entsprechen den Kamera-
koordinaten der Tiefenkamera, entsprechend werden keine extrinsischen Parameter
zur Transformation beno¨tigt.
Die virtuellen Disparita¨ten dd,v werden anschließend nach der Gleichung C.6 zur
umgekehrten Projektion aus Anhang C direkt in die KamerakalibrierungK2 transfor-




































+ y0,1 − y0,2
αy,2
Zi,d2
zusammenfassen. Die auf die Transformation der Punkte Xi,d zu Xi,d2 folgende Pro-
jektion auf die Kamera der Kamerakalibrierung K2 erfolgt wie im vorherigen Unter-
kapitel Bestimmung der Grauwerte im virtuellen Kamerabild beschrieben und ergibt
entsprechend das virtuelle Kamerabild der zweiten Kamera (K2).
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3.6. Identifikation der einzelnen Individuen bei Pferden
Jafri u. Arabnia [2009] stellt eine U¨bersicht der unterschiedlichen Identifikations-
verfahren zur Gesichtserkennung beim Menschen zusammen. Unter den Verfahren
sind die ganzheitlichen (globalen) Verfahren, wie die Methode der Eigengesichter
(PCA - principal component analysis - Hauptkomponentenanalyse) [Turk u. Pent-
land 1991b, a], der Fisherfaces (LDA - Lineare Diskriminanzanalyse) [Fisher 1936]
und die Unabha¨ngigkeitsanalyse (ICA - independent component analysis) [Comon
1994]. Neben den globalen Verfahren, werden in Jafri u. Arabnia [2009] auch die
lokalen Verfahren erwa¨hnt. In dieser Arbeit wird die Methode der Eigengesichter
aus Kapitel 3.6.2 eingesetzt, welches ein globales Verfahren ist. In Kapitel 5.5 finden
sich weitere Erla¨uterungen und die Diskussion zur Wahl eines globalen Identifika-
tionsverfahrens und spezieller zur gewa¨hlten Methode PCA, deren Ergebnisse im
Vergleich zu den Fisherfaces ha¨ufig schlechter ausfallen.
3.6.1. Vorverarbeitung durch Normalisierung der Grauwerte
Bereits im Kapitel 3.2 wurde beim Aufbau von Versuchsstall / Messanordnung dar-
auf geachtet, eine mo¨glichst kontrollierte Beleuchtungsituation innerhalb des Auf-
nahmebereichs mit geringem Einfall von (unkontrollierbarem) Aussenlicht zu schaf-
fen. Obwohl eine homogene Ausleuchtung der Objekte in idealisierten Posen durch
eine großfla¨chig diffuse, ku¨nstliche Beleuchtung erzeugt werden kann, vera¨ndert sich
der Lichteinfall und damit die Grauwerte, die auf dem Objekt in unterschiedlicher
Entfernung erfasst werden.
Die in den realen Bilddaten entstehenden Abweichungen der Grauwerte unterschied-
licher Frames des selben Objekts werden durch die Normalisierung der Grauwerte in
den Wertebereichen angepasst. Im Idealfall werden durch die Normalisierung iden-
tische Grauwerte auf unterschiedlichen Bildern des selben Objekts erzeugt, so dass
die Abweichungen minimal ausfallen.
Die Grauwerte werden zur Normalisierung durch eine Histogramma¨qualisation [Gon-
zalez u. Woods 2008, S. 144] angepasst, so dass die Grauwerte Gi des Original-
bilds auf den maximalen Wertebereich [0 . . . Gmax] verteilt werden. Die Grauwer-
te Gi werden durch eine Transferfunktion T (Gi) auf die normalisierten Grauwerte
GN,i = T (Gi) abgebildet. Ziel der Histogramma¨qualisation ist durch die Transforma-
tion ein normalisiertes Bild mit gleichverteiltem Histogramm zu erzeugen. Zuna¨chst
wird dazu eine Wahrscheinlichkeitsdichtefunktion p(Gi) (PDF - probability density






NGi gibt dabei die Anzahl des Grauwertes Gi aus dem Histogramm des Originalbilds
an und N die Gesamtzahl der Grauwerte im Bild. Dadurch gibt p(Gi) die Ha¨ufigkeit
(p(Gi) ∈ [0 . . . 1]) des Grauwertes Gi im Bild an. Aus der Wahrscheinlichkeitsdichte-
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erstellt. Die Transferfunktion T (Gi) wird aus der Summenverteilung c(Gi) und dem
maximalen Grauwert Gmax durch
T (Gi) = Gmax c(Gi) (3.98)
aufgestellt. Die Kombination der Gleichungen 3.96, 3.97 und 3.98 ergibt











Die Transferfunktion T (Gi) streckt solche Grauwertbereiche im Histogramm, die ei-
ne hohe Auftrittswahrscheinlichkeit (p(Gi) >
1
Gmax
) im Bild aufweisen, und staucht




T (Gi) der Grauwerte zur Histogramma¨qualisation ist monoton steigend und erho¨ht
den Kontrast im transformierten Bild. Ein entsprechendes Vorgehen zur Normalisie-
rung vor der Identifikation ist, neben weiteren Verfahren, in den Arbeiten von Delac
u. a. [2005] und Ramı´rez-Gutie´rrez u. a. [2010] beschrieben.
Krutsch u. Tenorio [2011] stellt eine leicht vera¨nderte Transferfunktion auf










in welcher der minimale Wert der CDF aus Gleichung 3.97 unberu¨cksichtigt bleibt.
Das in dieser Arbeit verwendete Verfahren zur Normalisierung der Grauwerte ent-











Die Transferfunktion aus Gleichung 3.101, welche zur Normalisierung der Grauwerte
vor der Identifikation angewendet wird, ist nicht aus den kompletten Grauwerten des
virtuellen Kamerabilds aus Kapitel 3.5.3 bestimmt. Das Beru¨cksichtigen aller Werte
im virtuellen Bild ha¨tte zur Folge, dass die Werte im Randbereich der Pferdeko¨pfe
und die interpolierten Grauwerte Einfluss auf die Transformation haben, welches
verhindert werden sollte.
Das virtuelle Kamerabild wurde in Kapitel 3.5.2 aus den urspru¨nglichen Punkten
XK des Pferdekopfes berechnet, die aus den Disparita¨tenwerten innerhalb der dila-
tierten Maske M
⊕
S bestimmt wurden. Zum Erstellen der Transferfunktion werden
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nur die Grauwerte beru¨cksichtigt, welche den aus der Detektion (siehe Kapitel 3.4)
stammenden Bereichen (Maske M, nicht der dilatierten Maske M
⊕
S aus Kapi-
tel 3.5.2) auf dem virtuellen Kamerabild entsprechen. Der entsprechende Bereich ist
in Abbildung 3.34a aus Kapitel 3.5.2 auf dem Grauwertbild der Farbkamera in Weiß
dargestellt. Abbildung 3.49 zeigt den entsprechenden Bereich auf dem virtuellen Ka-
merabild (3.49a) und auf dem Grauwertbild der Farbkamera (3.49b) in Gru¨n. Die
Lu¨cken des gru¨nen Bereichs in Abbildung 3.49b entstehen durch die Projektion auf
das virtuelle Kamerabild, auf dem die Auswahl stattfindet.
(a) Virtuelles Kamerabild (b) Bild der Farbkamera
Abbildung 3.49.: Auswahl zur Bestimmung der Transferfunktion T (Gi)
Die Transferfunktion wird anschließend zur Normalisierung auf das komplette Grau-
wertbild der virtuellen Kamera angewendet, welches durch den Einsatz einer Um-
setzungstabelle geschieht (LUT - lookup-table). Abbildung 3.50 zeigt auf der linken
Seite (Abb. 3.50a) das originale Bild der virtuellen Kamera und auf der rechten Seite
(Abb. 3.50b) das durch die Histogramma¨qualisation angepasste Grauwertbild.
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(a) ohne Normalisierung (b) mit Normalisierung
Abbildung 3.50.: Virtuelles Kamerabild mit (b) und ohne (a) Normalisierung der
Grauwerte
3.6.2. Eigengesichter auf 2D Daten
Gesichter lassen sich durch eine lineare Kombination von Eigengesichter (eigenfaces)
darstellen [Sirovich u. Kirby 1987; Kirby u. Sirovich 1990]. Die in diesem Kapitel
beschriebenen Methode von Turk u. Pentland [1991b] verwendet die Eigengesichter
zur Identifikation von Gesichtern.
Die Eigengesichter sind ein Satz von Merkmalsvektoren, welche die Varianz zwischen
den Bildern der Gesichter in einem Lerndatensatz beschreiben. Die Eigengesichter
werden durch die Hauptkomponentenanalyse (PCA - principle component analy-
sis) aus mehreren Gesichtsbildern bestimmt. Im Mathematischen entsprechen die
Eigengesichter den Eigenvektoren der Kovarianzmatrix (C) eines Satzes von Lern-
bildern. Die Bilddaten werden in einem Vektor Γ gehalten, welcher alle Pixel im Bild
N = NZeilen × NSpalten in nur einer Spalte speichert. U¨ber den Lerndatensatz mit
M Bildvektoren Γ1 · · ·ΓM wird der durchschnittliche Vektor Ψ = 1M
∑M
n=1 Γn be-
stimmt, um mittelwertfreie Bildvektoren zu erhalten Φi = Γi−Ψ. Aus den Vektoren
Φ wird eine Matrix A =
[
Φ1, · · ·ΦM
]










zu bilden. Der Vektor uk sei ein Eigenvektor und der Wert λk der entsprechende
Eigenwert der Kovarianzmatrix C (Cuk = λkuk). Die Eigenvektoren uk (Eigenge-
sichter) spannen dabei einen Raum auf, welcher als Gesichtsraum bezeichnet wird.
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In diesem Raum la¨sst sich jedes Gesicht als ein Punkt Ω =
[
ω1, · · ·ωM
]T
beschreiben.
Da die Anzahl der Bilder im Lerndatensatz M ha¨ufig deutlich kleiner ist als die
Anzahl der Pixel in den Bildern N , sind nur M − 1 Eigenwerte λk ungleich Null.
Zur Berechnung der Eigenvektoren uk kann daher die Matrix L = A
TA genutzt
werden. Die ersten M Eigenwerte (alle λk = 0 von C fu¨r k > M) von L und C sind
identisch, die Eigenvektoren vk von L lassen sich durch
uk = Avk (3.103)
in die Eigenvektoren uk von C transformieren (siehe Turk u. Pentland [1991b], a¨hn-
lich der Singula¨rwertzerlegung in [Bronsˇtejn u. a. 2012, S. 328, Gl. 4.218 a/b]). Die
Eigenwerte λk erlauben es die Eigenvektoren uk nach ihrem Einfluss in den Bil-
dern des Lerndatensatzes zu sortieren. Mit dem vollen Satz der M Eigenvektoren uk
(Eigengesichter) lassen sich die Bilder des Lerndatensatzes komplett rekonstruieren.
Zur Identifikation reicht jedoch eine kleinere Menge an Eigengesichtern M
′
< M
aus, welche den M
′
gro¨ßten Eigenwerten entsprechen. Der Gesichtsraum, welcher
durch die M
′
Eigenvektoren aufgespannt wird, ist entsprechend kleiner.

















Um Gesichter zu identifizieren werden zuvor die einzenen Bilder des Lerndatensatzes











mit i ∈ [1 . . .M ] gespeichert. Den einzelnen Punkten
Ωˆ
′
i kann durch ein Label Li der Lerndatensa¨tze ein Individuum zugeordnet werden.
Anschließend wird das zu u¨berpru¨fende Bild, welches auf den Punkt Ω
′
projiziert
wurde, mit den Punkten Ωˆ
′





i), welche auf der Euklidischen Norm [Bronsˇtejn u. a.





















i) zu den Lerndaten Ωˆ
′
i bestimmt. Ist d
2
min kleiner als ein zuvor festgelegter
Schwellwert Θd, dann wird das zu pru¨fende Gesicht dem Lerndatensatz i (mit dem
Punkt Ωˆ
′






U¨ber das entsprechende Label Li des Lerndatensatzes i wird das entsprechende In-
dividuum bestimmt.
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Ist die minimale Distanz d2min ≥ Θd dem Schwellwert, so gilt das Gesicht als uner-
kannt.
























cuc + Ψ (3.106)
ergibt eine Rekonstruktion Γ
′




wird durch Turk u. Pentland [1991b] dazu genutzt ein Bild
eines Gesichtes von sonstigen Bildern zu unterscheiden. In dieser Arbeit wird die Re-
konstruktion jedoch nur zur Veranschaulichung verwendet, da Kapitel 3.4.4 bereits







3 (3.51 f-h) der drei originalen Bilder Γ1,Γ2 und Γ3 (3.51 a-c) mit
nur einem Eigenface u1 (3.51 e).
Links neben dem Eigenface (3.51 e) ist der Vektor Ψ (3.51 e) gezeigt, dieser stellt das
mittlere Bild der drei Eingangsbilder (Ψ = Γ1+Γ2+Γ33 ) dar. Mit nur einem Eigenface
lassen sich die Bilddaten Γ1,Γ2,Γ3 nicht zufriedenstellend rekonstruieren, welches
vorrangig in der Rekonstruktion Γ
′
3 (3.51h) erkennbar ist. Die Rekonstruktion Γ
′
3
(3.51h) a¨hnelt eher dem Eingangsbild Γ2 (3.51b) als dem Bild Γ3 (3.51c).






3 (3.52 g-i) der drei originalen
Bilder Γ1,Γ2 und Γ3 (3.52 a-c) mit zwei Eigengesichtern u1 (3.52 e) und u2 (3.52
f).
Das mittlere Bild der drei Eingangsbilder Ψ in Abbildung 3.52d entspricht dem aus
Abbildung 3.51d. Zur Rekonstruktion der Bilder Γ1,Γ2,Γ3 wurde in Abbildung 3.52
lediglich ein weiteres Eigenface u2 verwendet, wodurch die Rekonstruktion Γ
′
3 Ab-
bildung 3.52i dem Original Γ3 Abbildung 3.52c deutlich a¨hnlicher ist.
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(a) Γ1 (b) Γ2 (c) Γ3








Abbildung 3.51.: Rekonstruktion mit einem Eigenface
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(a) Γ1 (b) Γ2 (c) Γ3








Abbildung 3.52.: Rekonstruktion mit zwei Eigengesichtern
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3.7. Versuchsdurchfu¨hrungen
3.7.1. Genauigkeitsmessung der Tiefendaten
Zur Untersuchung der Messgenauigkeit der Kinect, die zur Aufzeichnung der Dis-
parita¨tenbilder eingesetzt wird, wurde ein mo¨glichst planares Messobjekt aus unter-
schiedlichen Entfernungen aufgenommen. Aus den aufgezeichneten Disparita¨tenbil-
dern la¨sst sich mit Hilfe einer zuvor durchgefu¨hrten Kalibrierung der Kamera (siehe
Kapitel 3.3.2) ein 3D-Tiefenwert fu¨r jeden gu¨ltigen Pixel bestimmen. Im Unterka-
pitel Tiefenmessung 1 werden die entsprechend gemessenen Tiefenwerte untersucht.
Im Unterkapitel Tiefenmessung 2 wird die Untersuchung der Messgenauigkeit an
einem Kalibrierobjekt beschrieben.
Hardware Aufbau
In Abbildung 3.53 ist der Messaufbau skizziert dargestellt. Die im Messaufbau ver-
wendete Verfahreinheit treibt dabei einen Schlitten, welcher auf einer Schiene la¨uft,
durch einen Schrittmotor an. Der blaue Pfeil in Abbildung 3.53a/c deutet die Ver-
fahrrichtung des Schlittens mit der Kamera auf der linearen Verfahreineinheit an.
Der Schlitten wird durch einen Schrittmotor ILS1M853PB1A0 von Schneider Elec-
tric angetrieben. Dieser kann die Position des auf der Schiene verfahrenden Schlit-
tens durch einen Inkrementalgeber grob bestimmen. Eine Position auf der Schiene
ein zweites Mal
”
exakt“ anzufahren ist jedoch nur mit Hilfe des Inkrementalgebers
durch dessen Schlupf nicht mo¨glich. Um dies zu kompensieren wurde ein Magnetband
auf der Schiene der Verfahreinheit montiert. Die aktuelle Position des Schlittens auf
der Schiene kann so u¨ber einen Lesekopf am Schlitten ausgelesen werden. Die Positi-
on des Schlittens kann dadurch absolut mit einer Genauigkeit von 100µm bestimmt
werden. Um die Positionswerte auch auf einem Rechner zur Verfu¨gung zu haben,
wurde die Magnetbandanzeige MA502 von SIKO verwendet.
Als Messobjekt wurde eine Stellwand verwendet, die auch auf Messen zum Einsatz
kommt. Diese steht von alleine und bietet eine aussreichend große Fla¨che, die pla-
nar ist. Entsprechend Abbildung 3.53b hat die Fla¨che der Stellwand eine Ho¨he von
150, 2 cm und eine Breite von 126, 1 cm. Wie in den Originalbildern des Aufbaus
aus Abbildung 3.54b zu sehen, ist die Stellwand kurz oberhalb der Schiene der Ver-
fahreinheit positioniert.
Die Kamera ist in der Versuchsanordnung auf dem Schlitten der linearen Verfahrein-
heit montiert. Dies hat gegenu¨ber der umgekehrten Anordnung, den Vorteil, dass die
Kamera eine deutlich geringere Masse und kleinere Abmessungen im Vergleich zum
verwendeten Messobjekt hat. Hierdurch treten beim Verfahren weniger ungewollte
Schwingungen und damit Messungenauigkeiten auf. Die Kamera wird ca. 40 cm u¨ber
dem Schlitten durch Aluprofile gehalten. Dies ist in der Ru¨ckansicht Abbildung 3.54a
und in der Seitenansicht Abbildung 3.54b des Aufbaus zu erkennen. Der Abstand
zwischen Kamera und dem Schlitten wurde dabei gewa¨hlt, um auch bei gro¨ßerer
Entfernung keine Verdeckung der direkte Strecke zwischen Kamera und Messwand




b) Ru¨ckansicht c) Seitenansicht (Detail)
Abbildung 3.53.: Skizze der Messanordnung a) Seitenansicht, b) Ru¨ckansicht, c)
Detailansicht
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a) Ru¨ckansicht b) Seitenansicht
Abbildung 3.54.: Originalaufnahmen der Messanordnung a) Ru¨ckansicht, b)
Seitenansicht
Tiefenmessung 1
Der Schlitten mit der Kamera wurde auf seine Nullposition auf der Schiene ver-
fahren, dann wurde die Stellwand mo¨glichst parallel zur Kameraebene aufgestellt.
Dies entspricht lediglich einer groben Positionierung am Kamerageha¨use, da die tat-
sa¨chliche Lage des Sensorchips in der Kamera nicht beru¨cksichtigt wurde. In der
Nullposition des Schlittens wurde ein Abstand von 32, 4 cm zwischen Messobjekt
und Kamerageha¨use gelassen. Ein direktes Positionieren der Kamera am Messob-
jekt ist aufgrund des Aufbaus der Verfahreinheit nur schwer mo¨glich, zudem liefert
die Kinect in einem Abstand unter 50 cm (Position 16 cm) keine verwertbaren Mess-
ergebnisse. In der Entfernung von 50− 70 cm (Position 17− 37 cm) werden lediglich
vereinzelt verwertbare Messergebnisse von der Kinect zuru¨ckgeliefert. Ab 70 cm (Po-
sition 38 cm) konnten alle Pixel auf dem zur Auswertung verwendeten Bildbereich
verwendet werden.
Von der Nullposition (Position 0 cm) aus wurde der Schlitten auf einer Strecke von
350 cm in Schritten von 1 cm von dem Messobjekt weg verfahren (siehe Verfahr-
richtung gekennzeichnet durch blauen Pfeil in Abbildung 3.53a/c). Die Software
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der Verfahreinheit wurde dabei so eingestellt, dass gewartet wurde, bis die von der
Magnetleiste abgelesenen Werte konstant blieben. In jedem Schritt wurden 200 Auf-
nahmen der Stellwand aufgenommen.
Zur Auswertung der Daten wurde eine Maske erstellt, welche einen Teil des Bildes
abdeckt. Die Maske ist in Abbildung 3.55 gezeigt, sie ist in Gru¨n auf dem Infrarot-
Bild (aufgenommen an Position 350 cm mit vera¨nderten Grauwerten, sowie mit dem
Tiefenbild in Deckung gebracht) eingezeichnet, wobei das Messobjekt rot umrandet
ist. Dieser Bereich des Bilds ist auf der gesamten Fahrt sichtbar, also auch aus der
Entfernung an der Position 350 cm (Abstand zum Messobjekt: 382, 4 cm). Zudem
werden durch die Maske jeweils die gleiche Anzahl an Messwerten beru¨cksichtigt.
Die Maske wird entsprechend nicht dem Objekt auf der Kamera angepasst, welches
aus gro¨ßerer Entfernung kleiner erscheint.
Abbildung 3.55.: Maske auf Infrarot-Bild an Position 350 cm (Messobjekt rot um-
randet, Maske in gru¨n)
Die Disparita¨tenwerte jeder Aufnahme, welche sich in der beschriebenen Maske be-
finden, wurden mit Hilfe der Kalibrierung aus Kapitel 3.3.2 und der im Anhang C
beschriebenen Rekonstruktion in 3D-Punkte umgerechnet. Daraus ergibt sich eine
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Punktwolke, welche sich, durch die Planarita¨t des Messobjekts, auf einer Ebene be-
finden sollte. Daher wird fu¨r alle 200 Aufnahmen pro Position eine Ebene in die
3D-Punktdaten eingepasst. Hierdurch la¨sst sich eine abweichende Orientierung von
Kamerasensor und Messobjekt kompensieren, welche physikalisch nur schwer aus-
zurichten sind. Zuletzt wird die Abweichung jedes Punktes zur bestimmten Ebene
berechnet, welche der kleinsten Distanz zwischen jedem Punkt und der bestimmten
Ebene entspricht. Zur Auswertung werden sogenannte Boxplots eingesetzt, welche
in Kapitel 3.8.1 beschrieben sind. Durch Sie werden die Fehler der 200 Aufnahmen
in jeder Position repra¨sentiert. Die Ergebnisse der beschriebenen Aufnahmen sind
im Kapitel 4.2 zu finden.
Tiefenmessung 2
Zur Aufnahme der Bilddaten wurde die Kamera entsprechend der Aufnahmen des
vorherigen Unterkapitels Tiefenmessung 1 auf der Lineareinheit verfahren. Mit dem
Unterschied, dass eine Schrittweite von 20 cm, beginnend bei der Position 20 cm (Ab-
stand zu Messobjekten ∼ 52, 4 cm) bis zur Position 360 cm, gewa¨hlt wurde. Zudem
wurden pro Objekt und Position nur 5 Aufnahmen gemacht, wobei zu den Disparita¨-
tenbildern auch die RGB-Bilder (RGB-Bilder halten 3 Kana¨le mit den Farben Rot,
Gru¨n und Blau) der Farbkamera mit aufgezeichnet wurden. Ein zusa¨tzlich auf der
Stellwand angebrachtes Kalibrierobjekt (Schachbrettmuster) ist nur auf den Farbbil-
dern sichtbar. Auf den Disparita¨tenbildern ist das Schachbrett nicht erkennbar, da
es plan auf die Stellwand geklebt ist. Insgesamt wurde das Messobjekt (Stellwand)
in 5 unterschiedlichen Orientierungen zur Kamera aufgenommen. Hierzu wurde das
Messobjekt aufgestellt, um dann die unterschiedlichen Positionen auf der Linearein-
heit nacheinander anzufahren. Erst nachdem die Kamera, bedingt durch die erstellte
Software, an ihre Ursprungsposition (Position 20 cm) gefahren ist, wurde das Mes-
sobjekt erneut umgestellt. Die unterschiedlichen Orientierungen der Stellwand zur
Kamera sind im untersten Bereich der Abbildung 3.56 gezeigt und mit Objektnum-
mern fu¨r jede Orientierungsa¨nderung des Messobjekts zur Kamera beschriftet. Ein
genauer Abstand von Messobjekt und Kamera wurde nicht ermittelt. Dieser ist,
nicht nur durch die bereits erwa¨hnte unbekannte Lage der Kamerasensoren in der
Kamera, sondern auch durch die unterschiedlichen Ausrichtungen der Stellwand zur
Kamera, nur schwer festzulegen. Die Abbildung 3.56 zeigt auf der linken Seite die
unterschiedlichen Positionen von 40 cm bis 140 cm, welche fu¨r das dritte Objekt an-
gefahren wurden. Der angegebene Abstand ist eine grobe Angabe eines Punktes auf
dem Schachbrett, da beim Umstellen versucht wurde den Abstand von Kamera und
Schachbrett in etwa konstant zu halten. Wie bereits in dem vorherigen Unterkapitel
Tiefenmessung 1 wurde die Position 20 cm, obwohl sie aufgenommen wurde, nicht
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Abbildung 3.56.: Messablauf
Oben rechts in Abbildung 3.56 ist das Kalibrierobjekt (Schachbrett) auf Objekt 3 an
Position 100 cm (entspricht Abstand ∼ 132 cm) gezeigt, dies wurde durch die Farbka-
mera der Tiefenkamera aus Kapitel 3.3 aufgenommen. Bei einem vorher definierten
Kalibrierobjekt sind die Entfernungen (blaue und rote Linien auf dem Schachbrett)
zwischen den a¨ußeren Punkten des Schachbretts bekannt. Die auf dem Kalibrierob-
jekt bekannten Entfernungen ko¨nnen mit den durch das Disparita¨tenbild gemessenen
Distanzen verglichen werden. Jedoch ist, wie bereits erwa¨hnt, das Kalibrierobjekt
und auch dessen Muster, die einzelnen Felder des Schachbretts, nicht auf dem Dispa-
rita¨tenbild zu erkennen. Daher wird zuna¨chst aus jedem Disparita¨tenwert, nach dem
im Anhang C beschriebenen Verfahren, ein 3D-Punkt im Raum berechnet. Dieser
wird anschließend entsprechend der Gleichung 3.8 aus Kapitel 3.3.2 auf die Kamera-
ebene der Farbkamera projiziert, welches in Abbildung 3.57 als Transformation auf
das RGB-Bild beschrieben ist. Da die Markerpunkte des Kalibrierobjekts auf dem
Farbbild bestimmt werden ko¨nnen, ist eine Zuordnung der durch die Transformation
auf jene Punkte abgebildeten 3D-Punkte mo¨glich. Es werden entsprechend nur sol-
che 3D-Punkte weiter behandelt, welche durch die Abbildung auf das Farbbild mit
den extrahierten Punkten des Schachbretts (Kalibrierobjekt) u¨bereinstimmen. Die
zur Projektion und Rekonstruktion no¨tige Kamerakalibrierung wurde mit 24 zufa¨llig
gewa¨hlten Bildpaaren (Farbbild und Disparita¨tenbild) der Messreihe durchgefu¨hrt.
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Zuletzt kann der Abstand dieser 3D-Punkte zueinander bestimmt werden, welche
dann mit den Abmessungen des Kalibrierobjekts verglichen werden ko¨nnen. Hierzu
wird die Distanz zwischen jeweils zwei der a¨ußeren Markerpunkte (gru¨ne Kreuze
rechts in Abbildung 3.57) im R3 in horizontaler bzw. vertikaler Richtung berech-









wird entsprechend durch die Euklidische Norm [Bronsˇtejn u. a.
2012, S. 283] (L2-Norm) aus der Differenz X1 −X2 der beiden Punkte berechnet:





















27, 65 cm + ∆h
Vertikal:
19, 75 cm + ∆v
Abbildung 3.57.: Prinzip der 3D-Distanzauswertung
Der Abstand der vertikal angeordneten Punkte, welche in Abbildung 3.57 durch
die roten Linien verbunden sind, entspricht im originalen Kalibrierobjekt 19, 75 cm.
Die Distanz zwischen den durch die blauen Linien aus Abbildung 3.57 verbundenen
Punkte betra¨gt auf dem Schachbrett 27, 65 cm. Zur Auswertung in Kapitel 4.2 wer-
den die Fehler ∆v = lm−19, 75 cm bzw. ∆h = lm−27, 65 cm, also die Abweichungen
der jeweiligen Messung (Punktdistanzen der vertikalen bzw. horizontalen Punktdi-
stanzen) zur zuvor bekannten Entfernung am Kalibrierobjekt, berechnet. Die fu¨r jede
aufgenommene Position bestimmten Fehler werden im Unterkapitel Tiefenmessung
2 von Kapitel 4.2 in einem Boxplot (Kapitel 3.8.1) dargestellt.
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3.7.2. Aufbau Datenbank und Aufnahmen der Pferde
Mit dem in Kapitel 3.3 beschriebenen System wurden mehrere Aufnahmen der Tie-
re aus Kapitel 3.1 in der Versuchsstation, deren Aufbau in Kapitel 3.2 dargestellt
ist, aufgezeichnet. Sobald sich die Bilderfassungseinheit aus Kapitel 3.3 synchroni-
siert hatte, wurde sta¨ndig mit Hilfe des Disparita¨tenbilds eine Maske zur Trennung
von Vorder- und Hintergrund erstellt (siehe na¨chstes Unterkapitel). Die Aufnahme
wurde gestartet, sobald in der Maske mehr als 5% der Gesamtzahl ihrer Pixel als
Vordergrund detektiert worden sind. Die Beschreibung der Aufnahmen findet sich
in den Unterkapiteln Aufnahme der Daten bzw. Variationen in den Aufnahmen.
Maske zur Trennung von Vorder- und Hintergrund
Zu Beginn wurde ein Hintergrund angelernt, indem u¨ber einen kleineren Zeitraum
fu¨r jeden Pixel im Disparita¨tenbild jeweils der Wert gespeichert wurde, welcher der
gro¨ßten Entfernung zur Kamera entspricht. Durch den direkten Vergleich des aktu-
ellen Disparita¨tenbilds mit dem Hintergrund kann eine Maske erzeugt werden, die
entsprechend den Vordergrund, welcher sich von dem zuvor aufgezeichneten Hinter-
grund abhebt, trennt.
Zur genaueren Beschreibung sind hier zwei Gruppen von Aufnahmen zu unterschei-
den. Die zuerst aufgezeichneten Daten wurden mit stets geo¨ffneter Wand des V-
Ausschnitts (siehe Kapitel 3.2) durchgefu¨hrt. Diese Aufnahmen waren meist von
Personen begleitet, die die Tiere in die Station gefu¨hrt haben, welches sich jedoch
als sehr zeitaufwa¨ndig dargestellt hat. Die sta¨ndig geo¨ffnete Wand stellt bei sich frei
bewegenden Tieren (ohne durchgehende Beobachtung) eine Verletzungsgefahr fu¨r
die Tiere dar. Daher wurden alle weiteren Aufnahmen, die den Großteil ausmachen,
mit sich o¨ffnender und wieder schließender Wand aufgezeichnet (entsprechend der
Beschreibung in Kapitel 3.2). Fu¨r die Maske bedeutet dies einen sich vera¨ndernden
Hintergrund bzw. fu¨r den Fall, dass die Wand selbst ebenfalls als Hintergrund an-
gesehen wird, einen Hintergrund, der sich teilweise vor dem Vordergrund befindet.
Ohne vera¨nderten Hintergrund (Wand durchgehend unten) werden lediglich solche
Pixel als Vordergrund in die Maske aufgenommen, deren Disparita¨tenwert kleiner
dem dazugeho¨rigen Disparita¨tenwert des Hintergrunds ist. Dies entspricht von den
Entfernungswerten solchen Pixeln die sich na¨her zur Kamera hin befinden, da sich
die Disparita¨tenwerte d, im Fall der Kinect, proportional zur Entfernung vera¨ndern
(siehe Kapitels 3.3.2). Mit vera¨ndertem Hintergrund wird die geschlossene Wand
als Hintergrund angenommen. Anschließend wird die absolute Differenz zwischen
den Disparita¨tenwerten des aktuellen Frames und den zuvor aufgezeichneten Hin-
tergrundwerten gebildet. Ist die absolute Differenz kleiner acht, so wird der Pixel
als Hintergrund nicht in der Maske markiert. Ist die absolute Differenz gro¨ßer, so
wird der Pixel als Vordergrund angesehen. Dadurch la¨sst sich eine Vera¨nderung in
der Tiefe der aufgezeichneten Szene erkennen. Die absolute Differenz der Disparita¨-
tenwerte von acht, entspricht in der Entfernung von 1, 5m, in der sich die Wand zur
Kamera befindet, einem Bereich von etwa 10cm. Der Nachteil dieses Vorgehens ist,
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dass ein sich in diesem Bereich befindlicher Tierkopf in der Maske als Bestandteil
der Wand interpretiert wird.
Aufnahme der Daten
Sobald durch die im vorherigen Unterkapitel beschriebene Maske ein Objekt im
Vordergrund detektiert wurde (mehr als 5% der Pixel sind Vordergrund), wird eine
Aufnahme initiiert. Dazu wird zuna¨chst der zuvor angelernte Hintergrund in einem
Container gespeichert. Anschließend werden durchgehend 5 Frames pro Sekunde auf-
genommen und ebenfalls im Container abgelegt, bis mindestens 5 Sekunden lang kein
Objekt durch die zuvor erwa¨hnte Maske im Vordergrund detektiert wird. Ein Frame
umfasst dabei die beiden Bilder der Industriekameras, das Farbbild der Tiefenkamera
und das Disparita¨tenbild der Tiefenkamera. Die Grauwertbilder der Industriekame-
ras werden in einer Auflo¨sung von 1600 × 1200 gespeichert, die Farbbilder und die
Disparita¨tenbilder der Tiefenkamera in einer Auflo¨sung von 640× 480. Die Bittiefe
der Grauwertbilder betra¨gt 8 Bit, die des Farbbilds pro Kanal ebenfalls 8 Bit (ge-
samt 24 Bit) und die des Tiefenbilds 16 Bit (wovon 11 Bit verwendet werden). Der
Speicherbedarf eines der Grauwertbilder betra¨gt damit unkomprimiert 1875 KByte,
der des Farbbilds 900 KByte und der des Tiefenbilds 600 KByte. Pro Frame werden
entsprechend 5, 1 MByte gespeichert, so dass fu¨r die 5 Frames 25, 6 MByte pro Se-
kunde an Datenmaterial aufgenommen wird. Zudem wird ein Zeitstempel sowie eine
Framenummer fu¨r jedes Bild in dem Container hinterlegt, wodurch eine mo¨glichst
gute Rekonstruktion der Aufnahmen in ihrem zeitlichen Eintreffen ermo¨glicht wird.
Diese zusa¨tzlichen Daten pro Frame sind von ihrem Datenvolumen her zu vernach-
la¨ssigen.
Parallel zur Aufzeichnung werden die Daten eines jeden Containers direkt auf die
Festplatte, in fu¨r jeden Besuch einzeln erzeugte Dateien, gespeichert. Hierfu¨r wur-
de ein eigenes Dateiformat aufgebaut, welches die unterschiedlichen Bilder in ihrer
korrekten Reihenfolge mit entsprechender Indizierung, fu¨r einen schnelleren Zugriff,
abspeichert. Die Bilddaten liegen dabei in einer um 270◦ rotierten Form zu den
in dieser Dissertation gezeigten Darstellungen in der Datei. Dies liegt an der Ka-
meraorientierung, da die Bilder vor dem Speichern nicht rotiert wurden. Um beim
Speichern ein mo¨glichst geringes Datenvolumen in Anspruch zu nehmen, ohne Bild-
qualita¨t einbu¨ßen zu mu¨ssen, werden die Farb- und Grauwertbilder als
”
portable
Netzwerkgrafik“ (PNG - portable network graphics) [Burger u. Burge 2006] in den
Dateien abgelegt. Es handelt sich bei dem PNG Format um ein verlustfreies Kom-
pressionsverfahren, welches alle im Originalbild enthaltenen Informationen erha¨lt.
Im Gegensatz dazu steht zum Beispiel das Format
”
Joint Photographic Experts
Group“ (JPEG) [Burger u. Burge 2006], welches eine verlustbehaftete Kompression
durchfu¨hrt, also die Qualita¨t der Bilddaten (wenn auch nur geringfu¨gig) mindert.
Die erzeugten Dateien werden entsprechend dem ersten Zeitstempel benannt, so dass
eine zeitliche Zuordnung der Dateien ohne weiteren Zugriff mo¨glich ist. Die Kom-
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pressionsrate des PNG Formats wird oﬄine, nach Erstellung der Dateien, erho¨ht,
da die Ressourcen des Rechners in der Versuchsstation dies nicht wa¨hrend der Auf-
nahme zuließen. Dies reduziert das Datenvolumen nochmals ohne dabei Verluste in
der Bildqualita¨t zu haben.
Die bei jedem Besuch erzeugten Dateien wurden gesammelt und anschließend ma-
nuell einem Tier zugeordnet. Hierzu wurden die einzelnen Dateien in Schritten von
ho¨chstens 50 Frames (entspricht 10 Sekunden) durchsucht, um die bei dem Besuch
sichtbaren Tiere zuordnen zu ko¨nnen. Waren mehrere Tiere bei einem Besuch sicht-
bar, so wurden die Dateien gesondert gespeichert, werden jedoch nicht weiter in
dieser Dissertation verwendet bzw. wurden in mehrere Dateien aufgeteilt. Der Ab-
stand zur Kamera, in dem ein Tier in einer Datei als sichtbar angenommen wurde,
liegt etwa unter 4m (Scha¨tzung anhand der sichtbaren Umgebung innerhalb der
Station auf den 2D Bilddaten). Die Datei, welche einem Besuch eines einzelnen Tie-
res an der Station zuzuordnen ist, wurde anschließend in dem fu¨r das jeweilige Tier
angelegten Ordner gesammelt.
Variationen in den Aufnahmen
Fru¨he Aufnahmen wurden bereits in 2011 durchgefu¨hrt (siehe Abbildung 3.58a),
wobei der Abstand der Wand in der Versuchsstation zu der Zeit lediglich 94 cm
betrug. Erst die Aufnahmen nach 2011 (siehe Abbildung 3.58b) wurden in der im
Kapitel 3.2 beschriebenen Station aufgenommen und werden in dieser Dissertation
weiter behandelt. Hierzu wurde der gesamte Bereich des Leitsystems von der Ka-
mera weg verschoben, wodurch der Aufnahmebereich auf die in der Skizze 3.3 aus
Kapitel 3.2 beschriebenen 1, 5m erweitert wurde. Bei der vor dem Umbau bestehen-
den Version des Versuchsstalls war der Abstand zwischen V-Ausschnitt und Kamera
zu gering, so dass die Tiere bis an die Kamera gelangten. Hierdurch sind vermehrt
Frames aufgetreten, in denen keine verwertbaren Tiefendaten aufgezeichnet werden
konnten. Außerdem war der Bereich, in dem der Kopf durch die gegebenen O¨ffnungs-
winkel der Kameras aufgenommen werden konnte, sehr viel kleiner. Ein Vergleich
der Grauwertbilder der unteren Industriekamera ist in Abbildung 3.58 gezeigt. Vor
dem Umbau sind Bilder entsprechend der linken Abbildung 3.58a entstanden, da-
nach solche a¨hnlich Abbildung 3.58b. Zudem hat der vergro¨ßerte Bildausschnitt den
Vorteil, dass im unteren Bereich der V-Ausschnitt kurz u¨ber dem Trog sichtbar ist.
In der Tiefeninformation bedeutet dies, dass dieser Bereich konstant bleibt (Hin-
tergrund) bis das Tier den Kopf nach unten zum Trog bewegt. Die Tiere sind nur
unter großer Anstrengung in der Lage, andere Ko¨rperteile in diesen Bereich zu be-
wegen. So kann davon ausgegangen werden, dass es sich bei einer Tiefena¨nderung
in diesem Bereich um einen Tierkopf handelt. Zudem werden im Kapitel 3.7.3 mit
Hilfe dieser Bedingung Frames bestimmt, in denen der Kopf den unteren Rand der
Tiefenkamera u¨berschreitet. Der Kopf ragt in solchen Aufnahmen so weit aus dem
Tiefenbild, dass lediglich fu¨r einen Teil des Kopfes Tiefeninformationen vorliegen.
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Vor dem Umbau war ein Bildaussschnitt sichtbar, mit dem auf den Boden der Ver-
suchsstation, u¨ber den unteren Bereich des V-Ausschnitts hinweg, geschaut wurde.
Dieser Bereich war nicht konstant dahin gehend, dass die Hufe im unteren Bereich
sichtbar waren, wodurch u¨ber eine Tiefena¨nderung in diesem Bereich nicht auf einen
Pferdekopf geschlossen werden kann.
(a) Aufnahme in 2011 (b) Aufnahme nach 2011
Abbildung 3.58.: Unterschied in den Aufnahmen durch den Umbau nach 2011
Die Standardaufnahmen sahen vor, eine mo¨glichst gute Ausleuchtung der Pferdeko¨p-
fe durch die zwei, beidseitig neben der Aufnahmeeinheit angebrachten, Leuchtstoff-
ro¨hren (siehe Kapitel 3.2) zu erreichen. Dazu waren bei der Mehrzahl der Aufnah-
men beide Leuchtstoffro¨hren eingeschaltet. Um Untersuchungen zur Anfa¨lligkeit von
Beleuchtungsa¨nderungen zu ermo¨glichen, wurden gesondert Besuche aufgezeichnet,
bei denen statt beider Leuchtstoffro¨hren jeweils nur eine angeschaltet war. Hierdurch
sollte vermehrt das Auftreten von einseitigen Schattierungen, welche im idealen Fall
nicht auftreten sollten, hervorgerufen werden. Diese gesonderten Aufnahmen enthal-
ten vermehrt sich vera¨ndernde Helligkeitsunterschiede, welche durch die einseitige
Beleuchtung und die Bewegung der Ko¨pfe auf den Bilddaten entstehen.
Zudem konnten fu¨r Aufnahmen nach dem 15.01.2013 die RFID Daten aus der Sta-
tion an den Rechner u¨bertragen werden. Diese wurden gesondert in dem von der
Station u¨bertragenen Format gesichert. Bisher waren die Daten vorrangig hilfreich
bei der Zuordnung der Tiere, wobei eine manuelle Pru¨fung trotzdem durchgefu¨hrt
wurde. Dadurch konnten einige Fehlfunktionen (RFID-Erkennung) in der Station
beobachtet werden, bei denen sich ein anderes, als das Tier, welches den Anspruch
hatte, in der Station Zugang zum Futter verschafft hat.
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In Tabelle 3.4 sind die in die Datenbank aufgenommenen Besuche aufgefu¨hrt. In
der ersten und zweiten Spalte findet sich eine Einteilung in die jeweiligen Zeitra¨u-
me (Zeitraum von, bis), in denen die Besuche aufgezeichnet wurden. Die Kreuze in
der dritten bzw. vierten Spalte beschreiben die unterschiedlichen Beleuchtungsarten.
Ein Kreuz in der dritten Spalte (Beleuchtung links) bedeutet, dass die linke Leucht-
stoffro¨hre bei einer Draufsicht auf die Aufnahmeeinheit geleuchtet hat und somit
das linke Gesichtsfeld der Tiere ausgeleuchtet ist. Entsprechend bedeutet Beleuch-
tung rechts (vierte Spalte), dass die Leuchtstoffro¨hre auf der rechten Seite (bei einer
Draufsicht) der Aufnahmeeinheit angeschaltet war und die rechte Seite des Kopf-
es in den Daten ausgeleuchtet ist. Waren beide aktiv (Kreuze in beiden Spalten),
so wurde der Tierkopf von beiden Seiten beleuchtet. In den restlichen Spalten ist
pro Tier die Anzahl der aufgezeichneten Besuche festgehalten. Die Aufnahmen ab
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dem 10.12.2012 wurden autonom durchgefu¨hrt, so dass die Tiere nicht, wie zuvor,
in die Station gefu¨hrt wurden. Trotzdem kam es vor, dass eine Person bei einem
Kontrollbesuch in den Aufnahmen zu sehen war.
3.7.3. Vergleichsdaten (Ground Truth)
Die im vorherigen Kapitel 3.7.2 vorgestellte Datenbank ist bereits so strukturiert,
dass die Bilddaten mit einer Zuordnung zu einem Tier der Herde aus Kapitel 3.1
gespeichert sind. Die Validierung der vorgestellten Algorithmen bedarf jedoch zu-
sa¨tzlich markierter Daten, die zum einen entsprechende Frames ausweisen, in denen
u¨berhaupt ein Tierkopf zu erkennen ist, und zum anderen festlegen, wo sich die Ko¨p-
fe im Bild befinden. Diese Informationen ko¨nnen dann zum Anlernen (optimieren
der Parameter) und zur Kontrolle der Genauigkeit bzw. Robustheit der unterschied-
lichen Algorithmen in den einzelnen Schritten der Bildverarbeitungskette dienen.
Die Frames wurden hierzu manuell markiert, da an den Tieren angebrachte Marker,
welche das Markieren per Hand u¨berflu¨ssig gemacht ha¨tten, an den Ko¨pfen selber
angebracht werden mu¨ssten. Dies verdeckt die Tierko¨pfe jedoch zum Teil, wodurch
entsprechende Ergebnisse bei der Erkennung der Gesichter ha¨tten verfa¨lscht werden
ko¨nnen. Zur Markierung der Pferdeko¨pfe wurden lokale Merkmale des Kopfes, na¨m-
lich Augen und Nu¨stern, verwendet. Die Augen und Nu¨stern wurden hierzu jeweils
durch einen einzigen Punkt gekennzeichnet. Das Auffinden der Merkmale auf den
Tiefenbildern ist fu¨r das menschliche Auge ungewohnt bzw. nur durch die Relationen
des gesamten Pferdekopfes mo¨glich. Da dies zu sehr ungenauen Markierungen fu¨hrt,
wurden diese auf den Farbbildern der Tiefenkamera gesetzt. Dies ist vergleichbar
mit dem Auffinden der Markerpunkte eines Schachbretts (Kalibrierobjekt), welches
im Unterkapitel Tiefenmessung 2 aus Kapitel 3.7.1 bereits beschrieben wurde.
Die Farbbilder der Tiefenkamera wurden gewa¨hlt, da diese Kamera nach dem in
Kapitel 3.3 beschriebenen Aufbau den kleinsten Abstand zu der Kamera hat, aus
der die Disparita¨tenbilder stammen. Die ra¨umliche Abweichung kann zwar durch
die Kamerakalibrierung aus Kapitel 3.3.2 kompensiert werden, wodurch letztlich das
Tiefenbild durch entsprechende Transformation mit allen weiteren Kamerabildern
in Deckung gebracht werden kann. Trotzdem entstehen durch einen vergro¨ßerten
Abstand der Kameras vermehrt Selbstverdeckungen der Tiefeninformation einzelner
Objekte in der Szene. Hierdurch sind in den ra¨umlich weiter entfernten Kameras
durch eine Transformation gro¨ßere Bereiche vorhanden, denen keine Tiefeninforma-
tion zugeordnet werden kann.
Abbildung 3.59a zeigt das Webinterface, welches zum Setzen der Markierungen auf-
gebaut wurde. Der Reihe nach ko¨nnen u¨ber das Webinterface (aus Sicht des Pferdes)
das rechte Auge, das linke Auge, die rechte Nu¨ster und die linke Nu¨ster auf den
Ko¨pfen der Tiere markiert werden. Die Farbbilder werden u¨ber das Webinterface
als Grauwertbilder dargestellt. Dies reduziert zum Einen die Gro¨ße der zu trans-
ferierenden Daten (schnelleres Laden der Bilder) und erleichtert zum Anderen die
bereits gesetzten Marker, welche farbig dargestellt werden, zu erkennen. Das Webin-
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terface erlaubt es mehreren Nutzern gleichzeitig die Daten zu markieren. Die auf den
Bildern gesetzten Markerpositionen werden in einer zentralen Datenbank abgelegt,
welches den Verwaltungsaufwand gering ha¨lt. Das Webinterface bietet eine komfor-
table Mo¨glichkeit, dem Nutzer die entsprechenden Bilder zur Markierung vorzulegen.
(a) Webinterface (b) Zwei Marker gesetzt
(c) Drei Marker gesetzt (d) Alle vier Marker gesetzt
Abbildung 3.59.: Webinterface zum Setzen der Markierungen (Augen und Nu¨stern)
Die Abbildungen 3.59b-d zeigen unterschiedliche Positionen der Tierko¨pfe im Web-
interface, auf denen eine unterschiedliche Anzahl an Markerpunkten sichtbar ist.
Abbildung 3.59b zeigt den im vorherigen Kapitel 3.7.2 beschriebenen Fall, in dem
der Kopf nach unten aus dem Farbbild, und u¨bertragen auf das Tiefenbild auch aus
diesem, herausragt. Auf diesen Bildern sind nur die beiden Augen auf den Bilddaten
erkennbar. In Abbildung 3.59c ist der Pferdekopf hingegen so verdreht, dass es zu
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einer Selbstverdeckung der linken Nu¨ster des Tieres kommt, daher sind lediglich drei
der insgesamt vier Markierungen gesetzt. Hierbei ist zu erwa¨hnen, dass die Augen
aufgrund der Kopfform, welche die Augen im Vergleich zu den Nu¨stern leicht aus
dem Scha¨del hervorhebt, auch bei gro¨ßerer Abweichung von der direkten Orientie-
rung zur Kamera sichtbar sind. Die Nu¨stern hingegen werden deutlich fru¨her vom
Scha¨del des Tieres selbst verdeckt. In Abbildung 3.59d ist der Kopf direkt zur Ka-
mera gerichtet, so dass alle vier Marker gesetzt werden ko¨nnen. Fu¨r die in dieser
Dissertation beschriebene Erkennung sind ausschließlich solche Bilddaten a¨hnlich
der Abbildung 3.59d von Interesse, in denen beide Augen und Nu¨stern der Tiere
sichtbar sind.
Aus den von Hand gesetzten Markierungen wird eine Maske entsprechend Abbil-
dung 3.60b zur Segmentierung des Kopfes auf den Farbbildern erstellt. Die Masken
werden ausschließlich fu¨r Bilddaten generiert, in denen alle vier Marker gesetzt wur-
den. Die Maske wird automatisch generiert, indem die Fla¨che, welche durch die vier
gesetzten Markierungen (rote Kreuze in Abbildung 3.60a) beschra¨nkt ist, extrahiert
wird. Zur Maske wird ein oberer Halbkreis, dessen Kreis sein Zentrum im Mittel-
punkt zwischen den Augen (oberes blaues Kreuz in Abbildung 3.60b) und einen
Durchmesser des Augenabstands hat, hinzugefu¨gt. Ein zweiter Halbkreis wird im
Mittelpunkt zwischen den Nu¨stern (unteres blaues Kreuz in Abbildung 3.60b) mit
einem Durchmesser des Abstands der Nu¨stern auf der Maske markiert. Dies ergibt
den in Abbildung 3.60b in gru¨n dargestellten Bereich.
Das Berechnen der Tiefeninformationen der u¨ber die Markerpositionen generierten
Maske und den daru¨ber markierten Pferdekopf, erfolgt entsprechend dem Vorgehen
aus Unterkapitel Tiefenmessung 2 in Kapitel 3.7.1. Abbildung 3.61 skizziert den
Ablauf hierzu nochmals detaillierter. Zuna¨chst werden alle Disparita¨tenwerte der
Tiefenkamera entsprechend der im Anhang C beschriebenen Rekonstruktion in 3D
Punkte umgerechnet. Die 3D Punkte sind, wie auch das Disparita¨tenbild, in der
Abbildung farbkodiert dargestellt. Dann werden die 3D Punkte auf das Farbbild
projiziert. Das unterste Bild in der Abbildung 3.61 (unter Projektion) zeigt in einem
dunklen Grau die Fla¨chen, fu¨r die durch die Projektion Tiefenwerte auf dem Farbbild
vorhanden sind. Zudem ist die zuvor generierte Maske auf diesem Bild in Weiß
dargestellt.
Mit der Maske und der Projektion ist eine Zuordnung der auf dem Farbbild als Teil
des Pferdekopfes gekennzeichneten Bereiche und den 3D Daten mo¨glich. Die Punkte,
welche durch die Projektion auf das Farbbild innerhalb der Maske liegen, werden nun
herausgefiltert (Selektion in Abbildung 3.61). U¨brig bleiben die 3D Punkte, welche
zum Pferdekopf geho¨ren (3D Pferdekopf in Abbildung 3.61).
Die 3D Punkte eines Pferdekopfes lassen sich nach einer Kamerakalibrierung entspre-
chend auch auf die Kamerabilder der Industriekameras projizieren. Dadurch la¨sst
sich die zuvor manuell erstellte Maske auf die Kamerabilder der Industriekameras
u¨bertragen. Hierbei kann es vorkommen, dass die Farbbilder einen leichten zeitlichen
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(a) Marker auf Bild (rote Kreuze) (b) Maske auf Bild mit Markern
Abbildung 3.60.: Maske generiert aus den Markierungen fu¨r Augen und Nu¨stern
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Abbildung 3.61.: Prinzip zur Bestimmung der 3D Daten der markierten Pferdeko¨pfe
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Versatz zu den u¨brigen Kameraaufnahmen haben, da diese, wie in Kapitel 3.3 be-
schrieben, nicht mit der Aufnahme des Tiefenbilds per Hardware getriggert werden.
Zudem ko¨nnen, durch das direkte Verbinden von Augen und Nu¨stern, beim Erstel-
len der Maske, Teile des Hintergrunds mit in die Maske aufgenommen werden. Um
sicher zu stellen, dass die extrahierten 3D Daten zu einem Pferdekopf passen und um
dessen Orientierung im Raum zu bestimmen, werden Modelle fu¨r jedes Tier mit dem
im Anhang D beschriebenen Iterative Closest Point-Algorithmus (ICP-Algorithmus)
auf die Daten abgebildet. Hierzu wurde zuna¨chst fu¨r jedes Tier ein Frame ausgesucht,
dessen 3D Daten in ein Modell u¨berfu¨hrt wurden. Versehentlich u¨ber die Maske mar-
kierter Hintergrund wurde durch einen manuell festgelegten Schwellwert anhand der
Tiefeninformation von jedem Modell entfernt. Eines der Modelle wurde so ausge-
richtet, dass es direkt in die Kamera guckt und die Verbindungslinie zwischen den
Augen auf der X-Achse liegt. Diese Anordnung eines Modells wird im Folgenden als
rektifiziertes Modell bezeichnet. Die u¨brigen Modelle wurden ebenfalls rektifiziert,
indem das manuell ausgerichtete Modell als Template verwendet wurde. Hierzu wur-
de das Template-Modell auf die Gro¨ße des aktuell zu rektifizierende Modell gebracht,
da die Ko¨pfe der einzelnen Tiere unterschiedliche Gro¨ßen haben. Die entsprechen-
de Skalierung der Daten wurde u¨ber das Verha¨ltnis der Absta¨nde der Mittelpunkte
zwischen den Augen und den Nu¨stern auf den 3D Daten der Modelle bestimmt.
Anschließend wurde das aktuelle Modell durch den ICP-Algorithmus in U¨berein-
stimmung mit dem skalierten Template-Modell gebracht, wodurch dieses ebenfalls
in die rektifizierte Position gebracht wurde.
Die fu¨r jedes Tier rektifizierten Modelle ko¨nnen mit den extrahierten 3D Daten der
markierten Frames durch den ICP-Algorithmus registriert werden. Alle 3D Punk-
te, welche einen gro¨ßeren Abstand als 5 cm zu einem der Punkte des eingepassten
Modells haben, werden als Hintergrund nicht weiter behandelt. Zusa¨tzlich werden
die Markerpunkte in ihre 3D Daten u¨berfu¨hrt. Dabei werden diese, entsprechend
der Abbildung 3.62, um 5% des Abstands zwischen Augen bzw. Nu¨stern nach innen
korrigiert. Dadurch haben die korrigierten Augen (gru¨ne Kreuze in Abbildung 3.62)
entsprechend einen Abstand von 90% der zuvor manuell gesetzten Marker (rote
Kreuze in Abbildung 3.62). Entsprechendes gilt fu¨r die Nu¨stern. Sollten an den neu-
en Positionen durch die Projektion der Disparita¨tenwerte auf das Farbbild keine
Tiefeninformation vorhanden sein, wird der entsprechende Marker pixelweise weiter
nach innen verschoben, bis fu¨r den neuen Pixel eine Tiefeninformation vorhanden
ist. Die Korrektur der Markerpositionen wurde vorgenommen, da die Tiefeninfor-
mationen vorrangig am Rand der Objekte (Pferdekopf) recht ungenau sein ko¨nnen.
Gerade die Augen liegen direkt am Rand des Pferdekopfes, sind jedoch nicht auf
einen einzigen Pixel beschra¨nkt, sondern erstrecken sich u¨ber eine kleinere Region
um die manuell gesetzten Markerpositionen. Die Korrektur der Markierungen soll
diese von den Ra¨ndern des Pferdekopfes nach innen verschieben, ohne dabei im bes-
ten Fall die als Augenregion zu bezeichnende Fla¨che zu verlassen. Letztlich werden
die 3D Koordinaten fu¨r die korrigierten Markerpositionen bestimmt.
Die im Modell festgelegten Markierungen (ebenfalls korrigierte Marker) ko¨nnen, ent-
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sprechend der Registrierung durch den ICP-Algorithmus, auf die extrahierten 3D
Daten der einzelnen Frames transformiert werden. Durch einen Abgleich der 3D
Markierungen des transformierten Modells mit denen des aktuellen Frames wer-
den durch den ICP-Algorithmus fehlgeschlagene Registrierungen ausfindig gemacht.
Ist der durchschnittliche Abstand der zu vergleichenden Markierungen kleiner als
20 cm, werden die entsprechenden Frames als Ground Truth (u¨bertragen: Realita¨t,
Wirklichkeit) Daten angenommen. Diese Daten dienen als Vergleichsdaten fu¨r ent-
sprechende Validierungen. Alle weiteren Frames werden ignoriert.
90%
90%
Abbildung 3.62.: Korrektur der Markerpositionen
In diesem Kapitel wurde das Webinterface beschrieben, mit dem die Markerpositio-
nen von Augen und Nu¨stern von Hand gesetzt wurden. Zudem wird eine Methode
vorgestellt, welche dazu dient, die Vergleichsdaten, die aus den 3D Punkten der Pfer-
deko¨pfe bestehen, aus den auf dem Farbbild von Hand gesetzten Markierungen zu
extrahieren. Die 3D Punkte ko¨nnen nach einer zuvor ausgefu¨hrten Kamerakalibrie-
rung auf die einzelnen Ebenen der restlichen Kameras projiziert werden. Werden die
projizierten Punkte auf den einzelnen Kamerabildern zusammengefasst, lassen sich
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Masken fu¨r jede Kamera bestimmen. Durch die so bestimmten Masken werden die
Pferdeko¨pfe auf den Bildern vom Rest des Bildes segmentiert.
3.7.4. Orientierung der Pferdeko¨pfe in den Vergleichsdaten
Durch die Registrierung (siehe Anhang D) der Modelle auf die markierten Daten
aus Kapitel 3.7.3, ko¨nnen die Winkel der Abweichung aus der rektifizierten Lage
der Modelle bestimmt werden. Der Iterative Closest Point-Algorithmus bestimmt
eine Rotationsmatrix R, sowie eine Translationsvektor t, um das Modell des je-
weiligen Tieres in die 3D Daten des aktuellen Frames zu u¨berfu¨hren. Dies ist in
Abbildung 3.63 dargestellt. Auf der linken Seite befindet sich das rektifizierte Mo-
dell, dessen 3D Punkte farbkodiert dargestellt sind. Mit dem ICP-Algorithmus wird
die Transformation (R, t) auf die 3D Daten des aktuellen Frames bestimmt. Auf
der rechten Seite von Abbildung 3.63 ist das auf die 3D Daten des aktuellen Frames
registrierte Modell gezeigt, ebenfalls farbkodiert. Zur Veranschaulichung ist dieses
auf das Grauwertbild der Farbkamera projiziert. Zudem sind jeweils die Orientie-
rungen der Koordinatenachsen (rot: Z-Achse, gru¨n: Y-Achse, blau: X-Achse) des
rektifizierten und des registrierten Modells dargestellt.
Modell aktueller Frame
R, t
Abbildung 3.63.: Transformation des Modells auf die 3D Daten des aktuellen Frames





des registrierten Modells. Der Normalenvektor des rek-




. Durch die Transformation mit R,
welche durch den ICP-Algorithmus bestimmt wurde, ergibt sich nZ = R nˆZ. Die
Transformation t hat keinen Einfluss auf Normalenvektoren, da diese lediglich die
Orientierung der Daten wiedergeben. Damit entspricht der Normalenvektor nZ der
letzten Spalte der Rotationsmatrix R.
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Aus dem Normalenvektor nZ lassen sich, durch die Gleichung 3.38 aus Kapitel 3.4.1,














Fu¨r die Vergleichsdaten aus Kapitel 3.7.3, deren Abstand zur Kamera unterhalb von
3, 0m liegt, wurden die Winkel bestimmt und in einem Histogramm zusammenge-
stellt. Das Ergebnis ist im Kapitel 4.3 dargestellt.
Zudem wurde eine Einteilung der Vergleichsdaten durchgefu¨hrt, welche die Frames,
die durch auftretende Selbstverdeckung zur Erkennung ungeeignet sind, von denen
trennt, die geeignet sind. Hierzu wurden wiederum die Farbbilder der Tiefenkamera
begutachtet, da die entsprechende Kamera den geringsten ra¨umlichen Versatz zu der
Kamera hat, aus der die Tiefendaten generiert werden. Markiert wurden die Frames,
die zuvor mit vier Markern versehen wurden, auf denen also ein Pferdekopf zu erken-
nen ist. Gekennzeichnet wurde, ob es bei den Bilddaten zu einer Selbstverdeckung
kommt, also die Pferdeko¨pfe eine zu große Orientierungsabweichung von der direkten
Sicht in die Kamera haben. In Abbildung 3.64 sind entsprechende Beispiele gezeigt.
In der oberen Zeile sind Tiere dargestellt, deren Kopforientierung der direkten Sicht
in die Kamera nah genug sind, so dass keine Selbstverdeckung auftritt. Die untere
Zeile zeigt solche Bilder, in denen die Ko¨pfe eine Orientierung zur Kamera haben,
in der eine Selbstverdeckung auftritt. Entsprechende Bilddaten sind zur Erkennung
ungeeignet und werden daher nicht dafu¨r verwendet. In der Abbildung 3.64 ist die
Orientierung des Kooridinatensystems der durch den ICP-Algorithmus registrier-
ten Modelle durch eine rote, eine gru¨ne und eine blaue Linie gekennzeichnet. Die





Abbildung 3.64.: Beispielbilder ohne und mit Selbstverdeckung
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3.7.5. Parameterwahl zur Detektion und Detektionsrate
Die zur Segmentierung der Pferdeko¨pfe in den Tiefendaten verwendbaren Algorith-
men wurden bereits in den Kapiteln 3.4.2 bzw. 3.4.3 vorgestellt. Nachdem entspre-
chende Fla¨chen in den Bilddaten gefunden wurden, sollen diese mit dem in Kapi-
tel 3.4.4 beschriebenen Verfahren darauf gepru¨ft werden, ob es sich um einen Pfer-
dekopf handelt. Das Vorgehen, Pferdeko¨pfe innerhalb eines Bildes zu finden, la¨sst
sich damit in zwei aufeinanderfolgende Schritte (I + II) teilen, na¨mlich das Clustern
(Kapitel 3.4.2) bzw. Segmentieren (Kapitel 3.4.3) I und die Detektion der Pferde-
ko¨pfe (Kapitel 3.4.4) II.
Qualita¨tsmaß zur Parameteroptimierung I
Da die einzelnen Algorithmen Parameter besitzen, durch die deren Fa¨higkeit bei
der Durchfu¨hrung ihrer Aufgabe bestimmt sind, sollen diese mo¨glichst optimal ge-
wa¨hlt werden. Um eine entsprechende Wahl fu¨r das Clustern (Kapitel 3.4.2) bzw.
das Segmentieren (Kapitel 3.4.3), also den ersten Schritt des kompletten Verfahrens
zur Detektion, treffen zu ko¨nnen, wird ein Qualita¨tsmaß eingefu¨hrt. Mit dem Quali-
ta¨tsmaß sollen fu¨r einen Satz von Vergleichsdaten, wie sie in Kapitel 3.7.3 beschrie-
ben wurden, die Gu¨te der Parameter bestimmt werden. Genauer werden neben den
Disparita¨tenbildern des Vergleichsdatensatzes, auf denen die Algorithmen arbeiten,
Masken beno¨tigt, welche die Pferdeko¨pfe auf den Daten markieren. Das Generieren
der Masken aus den markierten RGB-Bilddaten wurde bereits in Kapitel 3.7.3 be-
schrieben. Die Masken entsprechen damit den Ground Truth Daten, welche mit den
zu bestimmenden Parametern durch die Algorithmen erreicht werden sollen.
M sei eine Maske, die einer optimalen Segmentierung entspricht. C ist eine Maske,
welche durch den Algorithmus bestimmt wird, dessen Parameter optimiert werden
sollen. Die Algorithmen aus Kapitel 3.4.2 bzw. Kapitel 3.4.3 bestimmen mehrere
Masken durch die Regionenmarkierung bzw. deren Erweiterung, die Region C wird
daher nach der gro¨ßten Schnittmenge mit M ausgewa¨hlt. Abbildung 3.65 zeigt ein
Beispiel, in dem die Maske M in Weiß und die Maske C in Rot, sowie deren Schnitt-
menge (M & C) in Gru¨n dargestellt sind. NM sei die Anzahl der Pixel in der Maske
M (weiß oder gru¨n in Abbildung 3.65). Entsprechend sei NC die Anzahl der Pixel
in der Maske C (rot oder gru¨n in Abbildung 3.65). NM&C sei die Anzahl der Pixel,
welche sich in der Schnittmenge beider Masken (M & C, gru¨n in Abbildung 3.65)
befinden.
Das Qualita¨tsmaß, welches zur Parameteroptimierung Verwendung findet, wird als
Jaccard-Koeffizient [Jaccard 1901; Cha 2007] (oder auch Tanimoto-Koeffizient) be-
zeichnet und ist eine Abwandlung des Inneren Produkts:
sjac =
NM&C
NM +NC −NM&C (3.109)
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Abbildung 3.65.: Beispiel einer Maske durch Segmentierung (C: rot + gru¨n) und der
gewu¨nschten Maske (M: weiß + gru¨n)
Fu¨r das Beispiel aus Abbildung 3.65 ist NM = 7876, NC = 8199 und NM&C = 6852,
so dass sich sjac = 0, 7429 ergibt. Stimmen M und C u¨berein, so ergibt sich fu¨r
das Qualita¨tsmaß das Maximum sjac = 1. Mit jedem Pixel in C, welcher ausserhalb
von M liegt (roter Bereich in Abbildung 3.65), wird der Nenner in Gleichung 3.109
gro¨ßer, so dass sjac kleiner wird. Entha¨lt die Schnittmenge aus M und C weniger
Pixel (gru¨ner Bereich in Abbildung 3.65), so wird NM&C kleiner und damit auch
sjac aus Gleichung 3.109. Bei dem Minimum sjac = 0 gibt es keine U¨bereinstimmung
von Pixeln in M und C.
Parameter I
Der Algorithmus aus Kapitel 3.4.2 besitzt 9 zu optimierende Parameter, welche in
Tabelle 3.5 zusammengestellt sind.
Tabelle 3.5.: Parameterliste des Cluster-Algorithmus
Parameter Beschreibung
sψ Schrittweite des Winkels ψ im Hough-Raum (Akkumulator)
sθ Schrittweite des Winkels θ im Hough-Raum (Akkumulator)
sδ Schrittweite der Distanz δ im Hough-Raum (Akkumulator)
pψ Region um Peak des Winkels ψ im Hough-Raum (Akkumulator)
pθ Region um Peak des Winkels θ im Hough-Raum (Akkumulator)
pδ Region um Peak der Distanz δ im Hough-Raum (Akkumulator)
Tp Schwellwert im Hough-Raum (prozentual vom Maximum)
Nmin minimale Anzahl Pixel in Region
NRmax maximale Anzahl von Regionen
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Die Parameter sψ, sθ und sδ stellen die Schrittweite der Werte im Akkumulator dar.
Die Schrittweite sorgt dafu¨r, dass die Winkel ψ, θ bzw. die Differenz δ quantisiert
in die jeweiligen Felder des Akkumulators eingetragen und die Anzahlen der Wer-
te in den jeweiligen Wertebereichen geza¨hlt werden ko¨nnen. Sobald alle Werte im
Akkumulator geza¨hlt sind, werden die jeweiligen Maxima gesucht. Da sich meist
eine gro¨ßere Anzahl an Werten um die Peaks (maximale Werte) sammeln, jedoch
nicht direkt auf diesen liegen, werden mit den Parametern pψ, pθ und pδ Bereiche
um die Peaks festgelegt. Sobald ein Peak gefunden wurde, werden diese Bereiche
um einen Peak herum als Werte dieses Peaks angenommen und beim Auffinden des
na¨chstho¨heren Peaks ignoriert. Fu¨r die Parameter sψ, sθ, pψ und pθ wurden Grenzen
festgelegt, so dass diese nicht kleiner als 0, 5◦ und nicht gro¨ßer als 60◦ werden. Die
Grenzen der Parameter sδ und pδ wurden so gelegt, dass die Parameter zwischen
2 cm und 30 cm liegen (sδ, pδ ∈
[
2 cm, 30 cm
]
). Der Parameter Tp wird als prozen-
tualer Schwellwert eingesetzt, welcher, in Abha¨ngigkeit der Anzahl des Peaks mit
der ho¨chsten Anzahl Nmax im Akkumulator, solche Peaks ignoriert, deren Anzahl N




). Fu¨r die Parameteroptimierung
wurde Tp auf maximal 0, 97 beschra¨nkt. Nmin la¨sst solche Peaks aus, deren Anzahl
N unterhalb von Nmin liegen (N < Nmin). Die Grenzen fu¨r den Parameter Nmin
wurden auf 10 bzw. 2000 festgelegt. Die Maximale Anzahl an Regionen, die durch
den Cluster-Algorithmus zuru¨ckgegeben werden ist durch NRmax bestimmt. Bei der
Suche wurde NRmax auf Werte zwischen 1 und 1000 beschra¨nkt.
Der Algorithmus aus Kapitel 3.4.3 besitzt 3 bis 5 Parameter, je nachdem welche
der ohnehin berechneten Ebenenparameter zur erweiterten Regionenmarkierung aus
Kapitel 3.4.3 beru¨cksichtigt werden.
Tabelle 3.6.: Parameterliste der Segmentierung aus Kapitel 3.4.3
? optionaler Parameter (mindestens einer)
Parameter Beschreibung
α Winkelabweichung zur Blickrichtung (Erstellung der Maske)
tb Teiler der Blockgro¨ße; Pixelabstands zur Regionenmarkierung
Tψ
? Schwellwert zum Distanzmaß von ψ zur Regionenmarkierung
Tθ
? Schwellwert zum Distanzmaß von θ zur Regionenmarkierung
Tδ
? Schwellwert zum Distanzmaß von δ zur Regionenmarkierung
α ist die im Kapitel 3.4.3 eingesetzte Winkelabweichung, die zur Generierung der
Maske Verwendung findet. Zur Optimierung der Parameter wurde α auf die Werte
von 0◦ bis 90◦ beschra¨nkt. tb beschreibt einen Teiler, welcher auf die Blockgro¨ße an-
gewendet wird, die die Nachbarschaft zur Berechnung der Ebenenparameter angibt,
woraus sich der Pixelabstand ergibt, der zur erweiterten Regionenmarkierung ver-
wendet wird. Der Teiler durfte bei der Suche des optimalen Parametersatzes Werte
zwischen 0 und 32 annehmen, wobei darauf geachtet wurde, dass der berechnete
Pixelabstand nicht kleiner 1 (kein Abstand) wurde. Die Schwellwerte Tψ, Tθ bzw. Tδ
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wurden neben der Maske zur erweiterten Regionenmarkierung verwendet und be-
ziehen sich auf die Ebenenparameter ψ, θ bzw. δ. Die Schwellwerte Tψ und Tθ der
Winkel ψ bzw. θ wurden zur Optimierung auf die Werte zwischen 0◦ und 45◦ be-
schra¨nkt. Der Schwellwert Tδ durfte sich zwischen 0 cm und 50 cm bewegen. Durch
die optionalen Parameter Tψ, Tθ und Tδ ergeben sich insgesamt sieben Kombinatio-
nen die Parameter im Parametersatz zu beru¨cksichtigen.
Parameteroptimierung I
Zur Optimierung der jeweiligen Parametersa¨tze wurde der Befehl patternsearch in
MATLAB R© [Lewis u. Torczon 1999] mit den bereits angegebenen Schranken zur
Parameteroptimierung verwendet. Der mit dem Befehl verwendete Generalized Pat-
tern Search (GPS) Algorithmus geho¨rt zu den Methoden der Direkten Suche (direct
search) Kolda u. a. [2003]. Diese konvergieren meist nicht besonders schnell, jedoch
stellen sie keine Anforderung an die Differenzierbarkeit bzw. die Konvexita¨t der zu
minimierenden Funktion und sind deterministisch. Durch die Option CompleteSe-
arch (on) wird die Kostenfunktion an mehreren Stellen in einer Art
”
Netz“ u¨ber
den gesamten Parameterraum ausgewertet, um die beste Position zu bestimmen
und an dieser das
”
Netz“ zu verfeinern. Als Kostenfunktion, welche sich mit den
Parametern der Algorithmen aus Kapitel 3.4.3 bzw. Kapitel 3.4.3 vera¨ndert, wurde
die Gleichung 3.109 fu¨r einen Datensatz d
cd = 1− sjac = 1− NM&C
NM +NC −NM&C (3.110)
aufgestellt. Die Optimierung wurde jeweils u¨ber einen Lerndatensatz von Nd = 199





der Summe der Einzelkosten cd aus Gleichung 3.110 der jeweiligen Datensa¨tze ent-
spricht.
Um mo¨glichst gute Lern- bzw. Testdaten zu haben, wurden die zuvor mit Mar-
kern versehenen Vergleichsdaten nach dem in Kapitel 4.3 vorgestellten Ergebnis zur
Orientierung der Pferdeko¨pfe ohne Selbstverdeckung kontrolliert. Die 5987 Frames
(siehe P
′
in Tabelle 4.5), in denen die Orientierungswinkel der in den Daten vorhan-
denen Pferdeko¨pfe die in Kapitel 4.3 vorgestellte Bedingung erfu¨llen, wurden in 30
Datensa¨tze unterteilt. Die Zuordnung eines Frames zum Datensatz wurde zufa¨llig
gewa¨hlt, wobei die Datensa¨tze disjunkt sind, also kein Frame zweifach vorkommt.
15 der insgesamt 30 Datensa¨tze wurden als Lerndaten deklariert, die u¨brigen 15 als
Testdaten. Die Parameteroptimierung wurde einzeln fu¨r die 15 Lerndaten u¨ber die
Kosten der jeweiligen 199 Frames (Nd) nach Gleichung 3.111 mit dem Befehl pattern-
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search durchgefu¨hrt. Entsprechende Auswertungen zu den gefundenen Parametern
sind in Kapitel 4.4 zu finden.
Auswertung der Parameter I
Die Parameter der Algorithmen 3.4.2 bzw. 3.4.3 wurden zuna¨chst nach dem Un-
terkapitel Parameteroptimierung I anhand der 15 Lerndatensa¨tze (je 199 Frames)
optimiert. Anschließend werden, neben den jeweiligen Gesamtkosten cI der Lern-
datensa¨tze, die Gesamtkosten cˆI der entsprechenden Testdatensa¨tze (ebenfalls 15
Datensa¨tze mit jeweils 199 Frames) nach Gleichung 3.111 mit den gefundenen Pa-
rametern berechnet. Das Ergebnis ist im Kapitel 4.4.1 in Tabellenform zusammen-
gefasst. Fu¨r den Algorithmus aus Kapitel 3.4.2 existiert keine Auswahl optionaler
Parameter, daher ergibt sich fu¨r den Cluster-Algorithmus eine einzige Tabelle (4.6).
Der Algorithums aus Kapitel 3.4.3 besitzt hingegen eine Auswahl an optionalen Pa-
rametern, wie sie in Tabelle 3.6 aufgefu¨hrt sind. Insgesamt ergeben sich aus deren
Kombination 7 mo¨gliche Parametersa¨tze, daher ist in Kapitel 4.4.1 eine Tabelle (4.7)
zur U¨bersicht der Gesamtkosten cI und cˆI angegeben. Im Anhang E.1.1 ist zudem
pro Parameterkombination jeweils eine Tabelle (E.1 - E.7) mit den optimierten Pa-
rametern zu finden.
Die verwendete Kostenfunktion (Gleichung 3.111) ist unabha¨ngig von den verwen-
deten Parameterkonstellationen, da das Ergebnis der Algorithmen mit einer zuvor
als optimal festgelegten Segmentierung verglichen wird. Die Kostenfunktion wird je-
weils auf die gleichen Lern- sowie Testdatensa¨tze angewendet. Dadurch werden nicht
nur die einzelnen Parameterkombinationen des Segmentierungs-Algorithmus (nach
Kapitel 3.4.3) miteinander vergleichbar, sondern auch die beiden unterschiedlichen
Algorithmen aus Kapitel 3.4.2 bzw. Kapitel 3.4.3.
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Qualita¨tsmaß zur Parameteroptimierung II
Die Optimierung der Parameter zur Detektion der Pferdeko¨pfe aus Kapitel 3.4.4
wird u¨ber die in Kapitel 3.8.2 vorgestellte Fla¨che unter der ROC-Kurve durchge-
fu¨hrt. Diese bietet ein Maß fu¨r die Gu¨te der Detektion bzw. eines Klassifikators,
welcher eine kontinuierliche Zahl zur Unterscheidung der Klassen zuru¨ckgibt. Die
Werte der Fla¨che unter der ROC-Kurve liegen immer zwischen 0 und 1.
Die ROC-Kurve wird mit einem Datensatz erzeugt, dessen Elemente jeweils einer
von zwei Klassen zugeordnet sind. Dazu werden die zuvor im Schritt I durch die Al-
gorithmen aus Kapitel 3.4.2 bzw. Kapitel 3.4.3 erzeugten Regionen den zwei Klassen
p (positiv) und n (negativ) zugeordnet. Die Region mit der ho¨chsten Anzahl an Pi-
xeln innerhalb der zuvor im Unterkapitel Qualita¨tsmaß zur Parameteroptimierung I
verwendeten Maske, welche einer optimalen Segmentierung nach Kapitel 3.7.3 ent-
spricht, wird als Klasse p definiert. Alle u¨brigen Regionen werden der Klasse n
zugeordnet. Durch ein Verschieben der 3D Daten der rektifizierten Modelle aus Ka-
pitel 3.7.3 mit u¨blicher Orientierung (siehe Kapitel 4.3) zwischen 1m und 3m und
der entsprechenden Projektion auf die Tiefenkamera hat sich ergeben, dass die Gro¨-
ßen der projizierten Pferdeko¨pfe zwischen 1.200 und 30.000 Pixeln liegen. Regionen,
deren Pixelanzahl ausserhalb dieser Schranken (1.200− 30.000 Pixel) liegen, werden
entsprechend der Klasse n zugeordnet.
Zur Klassifikation wurde der im Kapitel 3.4.4 beschriebene A¨hnlichkeitsfaktor ρ aus
Gleichung 3.55 verwendet. Der A¨hnlichkeitsfaktor ρ bildet dabei die Differenz der
Eintra¨ge zweier Histogramme H˜S − H˜T (H˜S ∈ H˜S und H˜T ∈ H˜T ). Das Histogramm
H˜S wird dazu aus den Werten der Ebenenparameter innerhalb der zu untersuchen-
den Region bestimmt. H˜T ist das Template mit dem verglichen wird und welches aus
dem Durchschnitt der Histogramme aller Regionen der Klasse p in dem jeweiligen
Trainingsdatensatz bestimmt wird.
Parameter II
Das Histogramm-Template H˜T kann als ein Parameter aufgefasst werden, welcher
direkt aus dem Trainingsdatensatz bestimmt wird. Die in den Histogrammen, welche
zur Auswertung verwendet werden, angewandten Wertebereichsschritte (Bingro¨ßen
im Histogramm) sind daher die im Schritt II zu optimierenden Parameter. Zur Aus-
wertung wurden jeweils ein oder zwei der Ebenenparameter in einem Histogramm
verglichen, die Bingro¨ssen der Histogramme sind daher in Tabelle 3.7 als optionale
Parameter aufgefu¨hrt. Der Algorithmus aus Kapitel 3.4.4 erlaubt zwar grundsa¨tzlich
den Vergleich von Histogrammen mit drei Dimensionen (alle 3 Parameter), welches
jedoch nicht weiter verfolgt wird.
Die Parameter bψ und bθ wurden bei der Optimierung auf die Werte von 0, 5
◦ bis
45◦ beschra¨nkt. Die Suche nach dem optimalen Wert von bδ wurde auf den Bereich
von 0, 5 cm bis 15 cm eingeschra¨nkt.
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Tabelle 3.7.: Parameterliste der Detektion von Pferdeko¨pfen aus Kapitel 3.4.4
? optionale Parameter (ein bis zwei der Parameter)
Parameter Beschreibung
bψ
? Schrittweite der Werte ψ im Histogramm (Bingro¨ße)
bθ
? Schrittweite der Werte θ im Histogramm (Bingro¨ße)
bδ
? Schrittweite der Werte δ im Histogramm (Bingro¨ße)
Parameteroptimierung II
Entsprechend der Parameteroptimierung aus Schritt I, werden die optimalen Pa-
rametersa¨tze mit dem Befehl patternsearch in MATLAB R© [Lewis u. Torczon 1999]
gesucht. Fu¨r jeden der im Unterkapitel Parameteroptimierung I beschriebenen 15
Lerndatensa¨tze werden die bereits optimierten Parameter zum Clustern bzw. Seg-
mentieren verwendet. Um dann die unterschiedlichen Kombinationen der Parameter
aus Tabelle 3.7 anhand der Kostenfunktion cII
cII = 1−AUC (3.112)
zu optimieren. AUC ist dabei die bereits beschrieben Fla¨che unter der ROC-Kurve,
welche entsprechend dem Unterkapitel Qualita¨tsmaß zur Parameteroptimierung II
Werte zwischen 0 und 1 annimmt. Da fu¨r eine gute Klassifikation der Wert der
AUC mo¨glichst groß sein soll, wird eine Minimierung mit der Kostenfunktion cII
aus Gleichung 3.112 durchgefu¨hrt.
Auswertung der Parameter II und Detektionsrate
Entsprechend der Auswertung der Parameter I wurden zuna¨chst die optimierten
Parameter nach der Parameteroptimierung II fu¨r die 15 Lerndatensa¨tze (siehe Aus-
wertung der Parameter I) bestimmt. Anschließend werden die Gesamtkosten ˆcII
nach Gleichung 3.112 fu¨r die Testdatensa¨tze berechnet. Die Lern- und Testdatensa¨t-
ze entsprechen damit den Datensa¨tzen, die zuvor zur Optimierung und Auswertung
der Parameter in Schritt I (Parameteroptimierung I) verwendet wurden. Durch die
Kombination der optionalen Parameter aus Tabelle 3.7 ergeben sich 7 unterschiedli-
che Parametersa¨tze, wobei die Kombination aller drei Kana¨le unberu¨cksichtigt bleibt
(siehe Parameter II), so dass 6 Kombinationen verbleiben.
Die Auswertung in Kapitel 4.4.1 stellt die mit den optimierten Parametern berech-
neten Gesamtkosten der Lern- cII bzw. Testdatensa¨tze ˆcII in Tabellen (4.8 bzw. 4.9)
zusammen. Im vorherigen Schritt I wurden 7 mo¨gliche Parameterkombinationen des
Segmentierungs-Algorithmus (nach Kapitel 3.4.3) vorgestellt und ausgewertet (Kapi-
tel 4.4.1). In Kombination ergeben sich 42 Parameterkombinationen des Schritt I (7
Parametersa¨tze) und II (6 Parametersa¨tze) fu¨r die Kombination der Segmentierung
aus Kapitel 3.4.3 und der Detektion aus Kapitel 3.4.4. Aus Gru¨nden der U¨bersicht
beschra¨nkt sich die Auswertung der Detektion des Schritts II in Kapitel 4.4.1 auf die
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Parameterkombination des Segmentierungs-Algorithmus (Kapitel 3.4.3) aus Schritt
I, deren Auswertung in Kapitel 4.4.1 nach der Auswertung der Parameter I das beste
Ergebnis fu¨r den Schritt I erlangt. Die Tabellen der verbleibenden Parameterkom-
binationen aus dem Schritt I werden im Anhang E.1.2 aufgefu¨hrt. Die optimierten
Parameter der Detektion (Kapitel 3.4.4) aus Schritt II, deren Gesamtkosten im Ka-
pitel 4.4.1 behandelt werden, sind ebenfalls fu¨r die Algorithmen aus Kapitel 3.4.2
und Kapitel 3.4.3 im Anhang E.1.2 in Tabellen aufgefu¨hrt.
Die im vorherigen Unterkapitel Parameteroptimierung II beschriebenen Kostenfunk-
tionen cII bzw. ˆcII verwenden die Fla¨che unter der ROC-Kurve (AUC). Die AUC
gibt nach Kapitel 3.8.2 die Klassifikationseigenschaften eines Klassifikators mit nur
einer Zahl wieder. Zur Auswertung der Detektionsraten werden die gesamten ROC-
Kurven, welche zuvor zur Bestimmung der AUC in den Kostenfunktionen ˆcII der
Testdatensa¨tze dienten, in Kapitel 4.4.2 dargestellt.
Die jeweils zwei besten ROC-Kurven der Parameterkombinationen aus Schritt II
sind fu¨r die jeweiligen Algorithmen des Schritt I (Kapitel 3.4.2 bzw. Kapitel 3.4.3)
in einem Graphen fu¨r jeden Testdatensatz zusammengefasst. Zudem werden die zu
den ROC-Kurven geho¨renden PR-Kurven angegeben, da die Anzahl N der negati-
ven Elemente (Klasse n) in den Datensa¨tzen deutlich gro¨ßer ist als die Anzahl P der
positiven Elemente (Klasse p). Dies ist jedoch nur fu¨r den Vergleich der unterschied-
lichen Algorithmen relevant, da die jeweilige Anzahl P bzw. N der Datensa¨tze (N
wird durch Schritt I, dem Clustern bzw. Segmentieren, bestimmt) sich beim Ver-
gleich der Parametersa¨tze jedes Algorithmus nicht a¨ndert.
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3.7.6. Parameter zur Posenbestimmung und Landmarkendetektion
Die Posenbestimmung ist in den Kapiteln 3.5.1 bzw. 3.5.2 beschrieben. Entsprechend
der Kapitel ist die Bestimmung der Pose in zwei Schritte (A und B) eingeteilt:
A) die Grobe Posenbestimmung aus Kapitel 3.5.1 und B) die Posenverfeinerung
aus Kapitel 3.5.2. Entsprechend der Parameterwahl zur Detektion aus Kapitel 3.7.5
werden die Schritte A und B einzeln optimiert.
Parameter zur Groben Posenbestimmung A
Die zwei zu optimierenden Parameter TN und TO, welche bei der Groben Po-
senbestimmung aus Kapitel 3.5.1 zum Einsatz kommen, wurden bereits im Ka-
pitel 3.5.1 beschrieben. TN ist der prozentuale Anteil der maximal auftretenden
Entfernung max(di,MC ) zum Masseschwerpunkt MC, aus dem sich der Abstand
Rd = TN max(di,MC ) berechnet. Rd ist der Abstand zum Masseschwerpunkt MC,
welcher dazu dient, den Bereich der Nu¨stern zu definieren. Aus dem durch Rd be-
stimmten Bereich wird der Punkt MN und anschließend der Vektor VCN bestimmt.
TO gibt den prozentualen Anteil der La¨nge des Vektors VCN vor, mit dem der Ab-
stand dO = TO‖VCN‖ bestimmt wird. dO dient dazu die Ohren vom detektierten
Bereich zu trennen, da diese sich frei vom Kopf positionieren ko¨nnen und damit
keinen Einfluss auf die Posenbestimmung des Kopfes haben sollten. Die beiden zu
optimierenden Parameter, welche zur Anwendung der Groben Posenbestimmung aus
Kapitel 3.5.1 eingesetzt werden, sind in Tabelle 3.8 zusammengestellt.
Tabelle 3.8.: Parameterliste der Groben Posenbestimmung aus Kapitel 3.5.1
Parameter Beschreibung
TN Abstand Rd = TN max(di,MC ), definiert den Bereich der Nu¨stern
TO Abstand dO = TO‖VCN‖, trennt die Ohren vom Kopf
Zur Optimierung wurde TN auf die Werte zwischen 30 % und 100 % beschra¨nkt. TO
durfte Werte zwischen 0 % und 100 % annehmen, so dass dO ≤ ‖VCN‖ ist.
Parameteroptimierung A
Die Parameter der Tabelle 3.8 beeinflussen die Orientierung RI der Groben Pose
aus Kapitel 3.5.1. Die Translation tI wird hingegen direkt aus der vereinzelten Re-
gion (Segmentierung aus Kapitel 3.4.3) bestimmt, so dass die Parameter TN und TO
keinen Einfluss auf tI haben.
Die Orientierung der Vergleichsdaten aus Kapitel 3.7.3 wurde bereits in Kapitel 3.7.4
mit dem ICP-Algorithmus (Anhang D) anhand vorgegebener Modelle bestimmt. Mit
der Kenntnis des Tieres und damit des 3D Modells la¨sst sich die Transformation
(R, t) berechnen, welche das Modell in die Daten der Vergleichsdaten einpasst.
Mit dem Verfahren aus Kapitel 3.5.1 soll nun eine Rotationsmatrix RI bestimmt
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werden, welche durch das Anpassen der Parameter TN und TO mo¨glichst gerin-
ge Abweichungen zur Rotationsmatrix R der Transformation aus Kapitel 3.7.4 des
jeweiligen Vergleichsdatensatzes hat. Verwendet wurden die 15 Lern- bzw. Test-
datensa¨tze aus Kapitel 3.7.5 mit jeweils Nd = 199 Frames, auf denen die Detektion
(Segmentierungs-Algorithmus aus Kapitel 3.4.3 und die Detektion aus Kapitel 3.4.4)
mit den Parametern aus der Parameterwahl (Kapitel 4.4.3) angewendet wurde. Zur
Auswertung wurde je Datensatz nur der Kopfkandidat beru¨cksichtigt, der die gro¨ßte
Deckung mit der jeweiligen Maske aus den Vergleichsdaten des Kapitels 3.7.3 auf-
weist.
In der Arbeit Huynh [2009] werden unterschiedliche Metriken zum Vergleich von Ro-
tationsmatrizen vorgestellt. Diese werden jedoch nicht angewendet, da die Ergebnisse
mit der Parameteroptimierung B vergleichbar bleiben sollen. Bei der Parameteropti-
mierung B wird hingegen neben der Rotation RII+III auch die Translation tII+III
der Transformation beru¨cksichtigt, welche zur Optimierung mit einem Kostenwert
beschrieben werden sollen. Zwischen den Winkeldifferenzen der Rotationsmatrizen
R und RII+III, die nach Huynh [2009] als Metrik verwendbar sind, und dem Abstand
der Translationen t und tII+III wa¨re eine Gewichtung einzufu¨hren. Da eine solche
Gewichtung Einfluss auf die Optimierung hat und somit schwer festzulegen ist, wer-
den die 3D Daten XK , die erst zur Posenbestimmung in Kapitel 3.5.2 bestimmt
werden, mit den Transformationen (RI, t) und (R, t) korrigiert
XA = RI
T (XK − t) (3.113)
X˜A = R
T (XK − t) .
In Gleichung 3.113 wurde nicht tI zur Berechnung von XA verwendet, sondern
die durch den ICP-Algorithmus (Anhang D) bestimmte Translation t. Der Ver-
gleich der gesuchten Transformation (RI, t) mit der Transformation (R, t) der Ver-
gleichsdaten nach Kapitel 3.7.4 wird durch die Euklidische Distanz dA (basierend










dA = ‖XA − X˜A‖ =
√
(XA − X˜A)2 + (YA − Y˜A)2 + (ZA − Z˜A)2 . (3.114)
Damit die Anzahl M der Punkte XA bzw. X˜A keinen Einfluss auf die Kostenfunktion







wobei durch m die jeweilige Punktdistanz der einzelnen Punkte XA bzw. X˜A (ge-
samt M) gekennzeichnet ist. Die Gesamtzahl der M Punkte entspricht der Anzahl
der markierten Pixel in der Maske der Abbildung 3.5.2a (roter und weißer Bereich)
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aus Kapitel 3.5.2.
Zur Optimierung der Parameter aus Tabelle 3.8 wird die Kostenfunktion als die





u¨ber die Frames n (n ∈ [1, Nd] mit Nd = 199) des jeweiligen Lerndatensatzes aufge-
stellt. Die Distanz dA wurde zur Optimierung auf eine maximale La¨nge von 0, 2m
beschra¨nkt. Anschließend werden die Parameter TN und TO mit dem Generalized
Pattern Search (GPS) Algorithmus [Kolda u. a. 2003], der bereits in Kapitel 3.7.5
verwendet wurde, unter Verwendung der Kostenfunktion aus Gleichung 3.116 opti-
miert.
Ausnahmefa¨lle, welche die Kostenfunktion aus Gleichung 3.116 nicht beeinflussen
sollen, sind keine bzw. eine unrealistische Detektion durch die Kombination des
Segmentierungs-Algorithmus aus Kapitel 3.4.3 und der Detektion aus Kapitel 3.4.4.
Fu¨r diese Fa¨lle bleibt die Kostenfunktion durch den jeweiligen Datensatz unvera¨n-
dert (dA = 0 in Gleichung 3.115, betrifft 1− 5 % der Daten eines Lerndatensatzes).
Keine Detektion wird angenommen, sollte durch die Detektion keine Deckung mit
den Vergleichsdaten vorhanden sein oder sollte der A¨hnlichkeitsfaktor ρ aus Glei-
chung 3.55 (Kapitel 3.4.4) oberhalb von 0, 3 liegen (optimistische Wahl vgl. TROC aus
Tabelle 4.10 in Kapitel 4.4.2). Die unrealistische Detektion wird durch eine Appro-
ximation der detektierten Fla¨che des Kopfkandidaten bestimmt. Die Approximation
wird aus der durchschnittlichen Disparita¨t d der Disparita¨tenwerte d innerhalb des
detektierten Bereichs (Maske M weiß dargestellt in der Abbildung 3.34a aus Kapi-
tel 3.5.2) aus Kapitel 3.4.3 berechnet. Ist die Anzahl M der Pixel des in Kapitel 3.5.2
dilatierten Bereichs (Maske M
⊕
S weiß und rot dargestellt in der Abbildung 3.34a
aus Kapitel 3.5.2) kleiner, M < 28000 − 28 d, oder gro¨ßer, M > 115000 − 115, 9 d,
so wird der Kopfkandidat als unrealistisch angenommen.
Wird der Kopfkandidat durch die Ungleichung ‖VCN‖ = ‖MN −MC‖ < Rd aus
Kapitel 3.5.1 als Pferdekopf disqualifiziert, so wird der Kostenfunktion die
”
Strafdi-
stanz“ dA = 0, 2m (maximale La¨nge von dA in Gleichung 3.116) fu¨r den jeweiligen
Datensatz hinzugefu¨gt.
Auswertung der Parameter A
Die Parameter des Algorithmus Grobe Posenbestimmung aus Kapitel 3.5.1 wurden
zuna¨chst nach dem Unterkapitel Parameteroptimierung A anhand der 15 Lernda-
tensa¨tze (je 199 Frames) optimiert. Anschließend werden, neben den jeweiligen Ge-
samtkosten cA der Lerndatensa¨tze, die Gesamtkosten cˆA der entsprechenden Test-
datensa¨tze (ebenfalls 15 Datensa¨tze mit jeweils 199 Frames) nach Gleichung 3.116
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mit den gefundenen Parametern berechnet. Die Ergebnisse sind im Kapitel 4.5.1 in
Tabellenform zusammengefasst.
Parameter zur Posenverfeinerung B
In Kapitel 3.5.2 sind vier Parameter der Posenverfeinerung zuzuordnen und ein
Parameter der Landmarkendetektion. Zudem werden zwei weitere Parameter vor-
gestellt. Insgesamt ergeben sich 7 zu optimierende Parameter, die im Anschluss in
Tabelle 3.9 zusammengefasst werden.
Zwei Parameter der Posenverfeinerung legen Abstand δS und Abmessung ∆S der
Schichten S entlang der X-Achse fest. Die Schichten S dienen dazu, die Medianebene
ΠS des Pferdekopes bestimmen zu ko¨nnen. Zwei weitere Parameter sind die Breite
∆W aus Gleichung 3.63 und die La¨nge ∆L aus Gleichung 3.65 des Streifens auf dem
Nasenru¨cken, aus dem die Ebene ΠN in Kapitel 3.5.2 bestimmt wird.
Der Parameter ∆A legt den Bereich um die Augen A˜ zur Landmarkendetektion in
Kapitel 3.5.2 fest.
Zusa¨tzlich wird ein Parameter TZ verwendet, welcher den maximalen Abstand der
durch die Grobe Posenbestimmung korrigierten Punkte XA (siehe Gleichung 3.113)
zum Ursprung entlang der Z-Achse vorgibt. Durch den Parameter TZ werden die
Punkte XA mit zu großem Abstand als Ausreißer behandelt und bleiben bei der
Posenkorrektur unberu¨cksichtigt.
Zur Optimierung wird ein weiterer Parameter δoff im na¨chsten Unterkapitel (Pa-
rameteroptimierung B) eingefu¨hrt, welcher nicht fu¨r das eigentliche Verfahren aus
Kapitel 3.5.2 gebraucht wird. Der Parameter δoff soll die Fehler, welche durch einen
leichten Versatz der Augen aus den Vergleichsdaten (Kapitel 3.7.3) zu den im Kapi-
tel 3.5.2 beschriebenen Landmarken auf der X-Achse entstehen, wa¨hrend der Opti-
mierung ausgleichen. Der Versatz tritt auf, da die Landmarken Punkte beschreiben,
die leicht oberhalb der Augen liegen.
Tabelle 3.9.: Parameterliste der Posenverfeinerung aus Kapitel 3.5.2
Parameter Beschreibung
δS Abstand der Schichten S (Berechnung von ΠS)
∆S Abmessung der Schichten S (Berechnung von ΠS)
∆W Breite des Streifens auf dem Nasenru¨cken (ΠN )
∆L La¨nge des Streifens auf dem Nasenru¨cken (ΠN )
∆A Legt Bereich A˜ der Augen fest
TZ Eleminiert Ausreißer der Punkte XA (Abstand Z-Achse)
δoff Korrektur des Abstands der Landmarken von den Augen
Tabelle 3.10 stellt die obere und untere Schranken der Parameter aus Tabelle 3.10
zusammen, welche die Wertebereiche der Parameter zur Optimierung vorgeben.
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Tabelle 3.10.: Beschra¨nkung der Parameter zur Posenverfeinerung aus Kapitel 3.5.2
Parameter untere Schranke obere Schranke
δS 0, 1 cm 5 cm
∆S 0, 1 cm 25 cm
∆W 0, 5 cm 15 cm
∆L 5 cm 50 cm
∆A 0, 5 cm 50 cm
TZ 5 cm 20 cm
δoff 0 cm 20 cm
Parameteroptimierung B
Die Optimierung der Parameter aus Tabelle 3.9 erfolgt a¨hnlich der Parameteropti-
mierung A. Die zu optimierenden Parameter beeinflussen die Orientierung RII+III
und die Translation tII+III der Posenverfeinerung aus Kapitel 3.5.2. Die als optimal
angenommen Transformation (R, t) wurden aus den Vergleichsdaten (Kapitel 3.7.3)
extrahiert und entsprechen den zur Parameteroptimierung A verwendeten.
Im Unterkapitel Parameteroptimierung A wurde bereits darauf eingegangen, dass
nicht eine Winkeldifferenz nach Huynh [2009], sondern die Euklidische Distanz als
Metrik eingesetzt wird (siehe Gleichung 3.114). Zuna¨chst wird die als optimal ange-
nommene Transformation (R, t) aus den Vergleichsdaten (Kapitel 3.7.3) auf die 3D
Daten XK angewendet
X˜B = R
T (XK − t) . (3.117)
Dies entspricht der Gleichung 3.113 aus Unterkapitel Parameteroptimierung A, so
dass die Punkte X˜B und X˜A identisch sind
X˜B = X˜A . (3.118)
Die Transformation (RII+III, tII+III), welche u¨ber die Parameter aus Tabelle 3.9
optimiert werden soll, wird auf die bereits durch die Grobe Posenbestimmung aus
Kapitel 3.5.1 korrigierten Daten XA (entsprechend Gleichung 3.113) angewendet
XB = RII+III
T (XA − tII+III) . (3.119)
Die korrigierten Daten XA entsprechen den korrigierten 3D Daten zur Posenverfei-
nerung XKI aus Kapitel 3.5.2. Die Euklidische Distanz nach Gleichung 3.114 wird
leicht vera¨ndert






(XB − X˜B − δoff )2 + (YB − Y˜B)2 + (ZB − Z˜B)2 .
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so dass mit δoff ein fu¨r alle Lerndatensa¨tze fester Versatz der Landmarken zu den
Augen, wie im vorherigen Unterkapitel erla¨utert, in X-Richtung beru¨cksichtigt wird.
Aus den Distanzen dB der einzelnen Punkte XB und X˜B (Gesamtzahl M) wird,








m gibt die jeweilige Punktdistanz der Punkte XB bzw. X˜B (gesamt M) an.
Zur Optimierung der Parameter aus Tabelle 3.9 wird die Kostenfunktion als die





u¨ber die Frames n (n ∈ [1, Nd] mit Nd = 199) des jeweiligen Lerndatensatzes aufge-
stellt. Die Distanz dB wurde zur Optimierung auf eine maximale La¨nge von 0, 2m
beschra¨nkt. Anschließend werden die Parameter aus Tabelle 3.9 mit dem Generalized
Pattern Search (GPS) Algorithmus [Kolda u. a. 2003], wie zuvor zur Parameteropti-
mierung A, unter Verwendung der Kostenfunktion aus Gleichung 3.122 optimiert.
Die im Unterkapitel Parameteroptimierung A beschriebenen Ausnahmefa¨lle bleiben
in der Kostenfunktion der Gleichung 3.122, wie zuvor im Unterkapitel Parameter-
optimierung A, unberu¨cksichtigt (dB,n = 0). Zusa¨tzlich wird die Medianebene ΠS
nur berechnet, solange mehr als 5 Kreiszentren K
′
C nach Kapitel 3.5.2 detektiert
wurden. Sind weniger Kreiszentren vorhanden, so wird keine Posenverfeinerung (Ka-
pitel 3.5.2) durchgefu¨hrt, und die Pose wird entsprechend der Groben Posenbestim-
mung aus Kapitel 3.5.1 angenommen. Entsprechendes gilt, sollte die Landmarkende-
tektion keine oder nur eine der beiden Landmarken auffinden. Dann wird der Schritt
zur Finalen Posenverfeinerung mit Landmarken aus Kapitel 3.5.2 u¨bersprungen.
Wird der Pferdekopf entsprechend der im Unterkapitel Parameteroptimierung A be-
schriebenen Ungleichung disqualifiziert, so wird der Kostenfunktion die
”
Strafdi-
stanz“ dB = 0, 2m (maximale La¨nge von dB in Gleichung 3.122) fu¨r den jeweiligen
Datensatz hinzugefu¨gt.
Auswertung der Parameter B
Die Parameter des Algorithmus zur Posenverfeinerung und Landmarkendetektion
aus Kapitel 3.5.2 wurden zuna¨chst nach dem Unterkapitel Parameteroptimierung
B anhand der 15 Lerndatensa¨tze (je 199 Frames) optimiert. Anschließend werden,
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neben den jeweiligen Gesamtkosten cB der Lerndatensa¨tze, die Gesamtkosten cˆB
der entsprechenden Testdatensa¨tze (ebenfalls 15 Datensa¨tze mit jeweils 199 Frames)
nach Gleichung 3.122 mit den gefundenen Parametern berechnet. Die Ergebnisse
sind im Kapitel 4.5.1 in Tabellenform zusammengefasst.
Parameter zur Normalisierung der 2D Daten
Die Kameramatrix KV aus Kapitel 3.5.3 wird neben der bereits beschriebenen Pose
(Rotation und Translation), mit der die extrinsische Kameramatrix bestimmt wird,
dazu genutzt ein virtuelles Kamerabild zu generieren. Im Unterkapitel Virtuelle Ka-
mera wird beschrieben, wie fu¨r jeden Frame die entsprechende Kameramatrix KV
bestimmt wird. Zur Bestimmung von KV wird ein zuvor festgelegten Pixelabstand
∆px der Landmarken auf dem zu erzeugenden virtuellen Kamerabild und der tat-
sa¨chliche Abstand ∆P (im R3) der Landmarken aus Kapitel 3.5.2 genutzt. Durch
eine ungenaue Bestimmung der Landmarken, und damit deren Abstand ∆P , kann
jedoch die Gro¨ße der Abbildung des Pferdekopes eines Tieres schwanken, wodurch
die Identifikation beeintra¨chtigt wird. Daher wird die Kameramatrix KV jeweils fu¨r
alle Lerndatensa¨tze aus Kapitel 3.7.5 bestimmt, um anschließend eine einheitliche
intrinsiche Kameraabbildung (die extrinsische Kameramatrix bleibt durch die Pose
beeinflusst) fu¨r die weiteren Auswertungen, durch die Mittelung aller Kameramatri-
zen KV , zu berechnen. Dadurch erzeugen unterschiedlich große Pferdeko¨pfe bei der
Abbildung auch unterschiedlich große normalsierte Grauwertbilder bzw. bei gleich-
bleibend großen Ko¨pfen ist die Abbildungsgro¨ße identisch.
Das Ergebnis, die Kameramatrix KV , ist im Kapitel 4.5.3 zu finden.
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3.7.7. Auswahl der Daten und Vorgehen zur Identifikation
In den Frames der Aufnahmen aus Tabelle 4.1 (Kapitel 4.1) wurden zuna¨chst mit
dem Verfahren aus Kapitel 3.4.3 mo¨gliche Kopfkandidaten in den Tiefendaten aus-
findig gemacht. Anschließend wurde mit der in Kapitel 3.4.4 beschriebenen Detekti-
on gepru¨ft, ob es sich bei den Kopfkandidaten tatsa¨chlich um Pferdeko¨pfe handelt.
Zum Einsatz kamen dabei die Parameter der Parameterwahl aus Kapitel 4.4.3. Der
Schwellwert TROC (siehe Tabellen 4.10-4.13 in Kapitel 4.4.2), u¨ber den mit dem
A¨hnlichkeitsfaktor ρ aus Gleichung 3.55 in Kapitel 3.4.4 die Klassifikation vorge-
nommen wird, ist auf TROC = 0, 35 festgelegt. TROC liegt in den Tabellen 4.10 und
4.11 mit der zum Einsatz gekommenen Segmentierung aus Kapitel 3.4.3 in allen
Fa¨llen unterhalb von TROC = 0, 26, so dass die Wahl mit TROC = 0, 35 nicht sehr
stringent ist. Mit dieser
”
weichen“ Klassifikation werden mehr Frames als Pferde-
ko¨pfe klassifiziert, so dass wenige Frames, die tatsa¨chlich einen Pferdekopf im Bild
haben und
”
falsch“ klassifiziert werden (FN - Falsch-Negativ siehe Abbildung 3.70
in Kapitel 3.8.2), verworfen werden.
Zur Normalisierung der Grauwertbilder aus Kapitel 3.5.3, wobei eine virtuelle An-
sicht auf die Pferdeko¨pfe generiert wird, wurde zuna¨chst die Pose nach Kapitel 3.5.1
und 3.5.2 der zuvor detektierten Pferdeko¨pfe (Kapitel 3.4) bestimmt. Die zur Posen-
bestimmung und Normalisierung eingesetzten Parameter stammen aus Kapitel 4.5.2
bzw. 4.5.3.
Symmetriepru¨fung
Zusa¨tzlich zur Detektion aus Kapitel 3.4.4 wurden die Kopfkandidaten auf Sym-
metrie gepru¨ft. Zur Symmetriepru¨fung werden die korrigierten 3D Daten XV aus
dem Koordinatensystem der virtuellen Kamera (siehe Kapitel 3.5.3) mit den an der
X-Z-Ebene gespiegelten Punkten XV ? aus Kapitel 3.5.3 verglichen. Die originalen
XV , als auch die gespiegelten Punkte XV ? werden mit der Kameramatrix KV auf
die Virtuelle Kamera (siehe Kapitel 3.5.3) projiziert. Anschließend wird, bei vor-
gegebener Auflo¨sung des virtuellen Bildes (siehe Kapitel 4.5.3), u¨berpru¨ft wieviele
der Punkte aus XV bzw. XV ? sich mit den jeweils gespiegelten Punkten XV ? bzw.
XV auf dem Kamerabild in einem Pixel decken. Der prozentuale Anteil der sich de-
ckenden Pixel sollte gro¨ßer oder gleich 70 % sein, wobei zusa¨tzlich das arithmetische
Mittel der Euklidischen Distanzen entsprechend der Gleichung 3.115 (Kapitel 3.7.6)
der sich deckenden Punkte XV und XV ? unterhalb von 1 cm liegen sollte. Decken
sich weniger als 70 % der gespiegelten Punkte XV ? mit den originalen Punkten XV
des Koordinatensystems der virtuellen Kamera oder ist deren Distanz im Durch-
schnitt (arithmetisches Mittel) gro¨ßer als 1 cm, so wurde der entsprechende Frame
zur weiteren Verarbeitung ignoriert.
Die Anzahl der Frames, welche nach der Detektion (Kapitel 3.4) und der Symme-
triepru¨fung als Kopfkandidaten angenommen werden, sind in Tabelle 4.22 im Kapi-
tel 4.6.1 aufgefu¨hrt.
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Gruppieren der Daten
Die nach der Symmetriepru¨fung verbleibenden Daten enthalten neben den eigentli-
chen Pferdeko¨pfen weiteres Bildmaterial, welches nach der Normalisierung der Grau-
wertbilder aus Kapitel 3.5.3 nicht zur Identifikation geeignet ist. Daher wurden al-










Kein Kopf“ zugeordnet. Die Frames
wurden anhand der zur Normalisierung (Kapitel 3.5.3 ) virtuell erzeugten Grau-
wertbilder der oberen Industriekamera (Industriekamera 1 in Abbildung 3.6 aus Ka-
pitel 3.3) markiert, in denen die Pferdeko¨pfe mit direktem Blick zur Kamera ausge-
richtet sein sollten. Die Abbildungen 3.66 und 3.67 zeigen Beispieldaten der einzelnen
Gruppen. Abbildungen 3.66 zeigt Bilddaten, deren Dateien dem Tier
”
Rosi“ zuge-
ordnet sind. Die Daten aus Abbildungen 3.67 sind dem Tier
”
Blu¨te“ zugeordnet.
(a) Gut (b) Schlecht (c) Sehr Schlecht (d) Sonstiges (e) Kein Kopf
Abbildung 3.66.: Beispielgruppen (Rosi) der manuellen Gruppierung der Daten
Die Gruppe
”
Gut“ entha¨lt solche Bilddaten, in denen eine Identifikation optimal
ist: das Tier guckt direkt in die Kamera, es ist kein Hintergrund auf dem detek-
tierten Bereich zu erkennen, der Pferdekopf ist nicht verdreht und vollsta¨ndig. Die
Gruppe
”
Schlecht“ enha¨lt Bilddaten, die vermutlich zur Identifikation ausreichen
wu¨rden, jedoch sind Teile vom Hintergrund sichtbar, Teile des Pferdekopfes Fehlen
(z.B. Nu¨stern oder Schopf in Abbildung 3.67b) oder der Kopf ist leicht verdreht (z.B.
Abbildung 3.66b ist durch Teilverdeckung mit Hintergrund verdreht). Die Gruppe
”
Sehr Schlecht“ soll solche Bilddaten enthalten, in denen gro¨ßere Teile des Pferdekop-
fes fehlen (siehe Abbildung 3.66c), die Pose eindeutig falsch erkannt wurde (siehe
Abbildung 3.67c oder andere Teile des Tieres im Bild sichtbar sind, so dass eine
Identifikation anhand der Pferdeko¨pfe fehlschlagen wu¨rde.
In der Gruppe
”
Sonstiges“ sind solche Aufnahmen gefu¨hrt, in denen das Tier nicht









Blu¨te“), das Tier einen Halfter
tra¨gt oder sonstige extreme Vera¨nderungen im Bild zu erkennen sind. Die Grup-
pe
”
Kein Kopf“ fasst solche Bilddaten zusammen in denen kein Teil der Pferde zu
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erkennen ist, sondern Teile aus dem Hintergrund als Pferdekopf detektiert wurden.
(a) Gut (b) Schlecht (c) Sehr Schlecht (d) Sonstiges (e) Kein Kopf
Abbildung 3.67.: Beispielgruppen (Blu¨te) der manuellen Gruppierung der Daten
Die Anzahl der aufgenommenen Frames jeder Gruppe ist im Kapitel 4.6.1 in den
Tabellen 4.23 und 4.24 aufgelistet. Die Detektion aus Kapitel 3.4.4 wurde, wie bereits
erwa¨hnt, mit einer sehr schwachen Klassifikation mit einem Schwellwert von TROC =
0, 35 fu¨r den A¨hnlichkeitsfaktor ρ durchgefu¨hrt.
Daten zur Identifikation
Tabellen 4.23 und 4.24 aus Kapitel 4.6.1 fu¨hren die Anzahl der Frames auf, die in
der Gruppe
”
Gut“ pro Tier vorhanden sind. Es wurde entschieden, dass mindestens
200 Frames dieser Gruppe zum Anlernen und Validieren der Identifiaktion pro Tier
vorhanden sein sollten. Zudem wurde auf eine gleichma¨ssige Beleuchtung geachtet,
so dass lediglich solche Frames verwendet werden, bei denen beide Leuchtstoffro¨hren
wa¨hrend der Aufnahmen in Betrieb waren. Die entsprechenden Frames, in denen die
Pferde von beiden Seiten beleuchtet wurden, sind in der jeweiligen Zeile der Tabel-
len 4.23/4.24 in Grau hinterlegt.
Die Identifikation wurde mit einer Gruppe von 9 Tieren getestet. Fu¨r einige der Tiere
existiert nur eine geringere Anzahl (keine 200 Frames) an Daten mit den festgelegten
Kriterien, daher bleiben 5 der insgesamt 14 Pferde zur Validierung der Identifikation
in Kapitel 4.6 unberu¨cksichtigt.
Insgesamt wurden 1.800 Frames, pro Pferd 200 Frames, zufa¨llig aus den grau hin-
terlegten Daten der Tabellen 4.23 und 4.24, welche der Gruppe
”
Gut“ (gru¨ne Schrift
in den Tabellen 4.23/4.24) zugeordnet sind, fu¨r die Auswertung in Kapitel 4.6.2
verwendet. Die Grauwerte der Bilddaten wurden mit der in Kapitel 3.6.1 beschrie-
benen Methode normalisiert. Nach der Normalisierung der Grauwerte wurden die
Grauwertbilder maskiert, so dass Grauwertpixel, die in weniger als 300 der insge-
samt 1.800 Frames verwendet werden, ausgeblendet werden.
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Kreuzvalidierung
Zur Auswertung jeder Kamera wurden die 1.800 Frames in unterschiedlich große
Teilmengen aufgeteilt. Die Gro¨ße der Teilmengen, welche im Anschluss durch eine
Kreuzvalidierung aus den gesamten Daten als Testdatensatz ausgeschlossen wird,
wurde vera¨ndert, um unterschiedlich große Lerndatensa¨tze zu erzeugen. Ist K die
Gro¨ße der jeweiligen Teilmenge, so wurde fu¨r jedes Tier die ersten K Datensa¨tze
(insgesamt 9K Datensa¨tze) isoliert, um mit den 1.800 − 9K verbleibenden Daten-
sa¨tzen die Methode der Eigengesichter aus Kapitel 3.6.2 auf den normalisierten 2D
Bilddaten anzulernen. Dies ist in der ersten Zeile der Abbildung 3.68 (Iteration #1)
schematisch dargestellt.







Abbildung 3.68.: Schema Datenauswahl zur Kreuzvalidierung
Die roten Bereiche der Abbildung 3.68 stellen die gewa¨hlten Datensa¨tze dar, welche
zum Anlernen der Methode aus Kapitel 3.6.2 genutzt wurden. Anschließend wird
mit den in Gru¨n dargestellten Testdatensa¨tzen der Klassifikator aus Kapitel 3.6.2
validiert. Die Abbildung 3.68 zeigt drei Tiere mit jeweils 5 Frames, von denen je
K = 2 Frames zum Test der Methode verwendet wird. Der Anteil der Lerndaten-
sa¨tze in Abbildung 3.68 entspricht damit 60 % (vgl. Abbildungen 4.16 bzw. 4.17
und 4.18 aus Kapitel 4.6.2). Die Auswahl der Testdatensa¨tze wird entsprechend
der einzelnen Iterationen aus Abbildung 3.68 wiederholt, indem pro Tier ein Fra-
me aus dem Trainingsdatensatz als Lerndatensatz verwendet wird und ein neuer
Frame (zuvor im Lerndatensatz) in den Trainingsdatensatz aufgenommen wird. Pro
Lerndatensatz ist die Anzahl der Daten pro Tier gleich und vera¨ndert sich nicht, wo-
durch die Auswertung einer k-fach stratifizierten Kreuzvalidierung entspricht (siehe
stratified cross-validation in Kohavi [1995]). Die Kreuzvalidierung wird zudem auf
mehrere Gruppierungen (nur ein Frame Versatz von Iteration #n zu #n+1 in Abbil-
dung 3.68) angewendet, wodurch eine bessere Monte-Carlo Scha¨tzung erreicht wird
(
”
Repeating cross-validation multiple times using different splits into folds provides















i des Lerndatensatzes im Gesichtsraum durchgefu¨hrt. Die
Klassifikation aus Kapitel 3.6.2 ordnet ein Grauwertbild einem zuvor angelernten




i) im Gesichtsraum aufweist. Die
in Kapitel 4.6.2 zur Auswertung der Identifikationsergebnisse (1 : N Abbildung)
verwendeten Kurven sind in Kapitel 3.8.3 beschrieben. Aus Gru¨nden der U¨bersicht
und des Umfangs werden die Erkennungsraten des ersten Ranges (ROR - rank one
recognition rate) (entspr. Treffergenauigkeit (ACC), siehe Kapitel 3.8.3) in den Ab-
bildungen 4.16 bzw. 4.17 fu¨r die im na¨chsen Abschnitt (Auswertung mit Variationen)
beschriebenen Variationen zusammengestellt. Fu¨r eine Auswahl der Variationen des
Unterkapitels Auswertung mit Variationen werden die in Kapitel 3.8.3 beschriebenen
CMC-Kurven erzeugt. Die CMC-Kurven geben, neben der eigentlichen Klassifikati-




i) im Gesichtsraum) des ersten Ranges, die Ergebnisse
in ihrer Rangfolge (Ra¨nge > 1) entsprechend der A¨hnlichkeiten der Individuen in
der Datenbank zum untersuchten Bild Ω
′
an.
Zur Auswertung (Ausnahme sind die Erkennungsraten des ersten Ranges) wurde die
















i dem jeweiligen Tier a zugeordnet ist. Es werden fu¨r je-
des Grauwertbild Ω
′





a) (a ∈ [1, . . . 9]) bestimmt, die jeweils angeben wie a¨hnlich das entspre-
chende Grauwertbild dem einzelnen Pferd im Gesichtsraum ist.
Die Ergebnisse in den ROC- bzw. PR-Kurven lassen sich der Verifikation (1 : 1 Ab-
bildung) zuordnen, wie es bereits in Kapitel 3.8.3 beschrieben wurde. Dazu werden




a) zum jeweiligen Pferd a der Datenbank den zwei
Klassen p (positiv) oder n (negativ) zugeordnet. Handelt es sich bei dem Bild Ω
′





a) erhalten die Markierung n (negativ). In Kapitel 4.6.2 ergibt sich daraus
fu¨r jedes Tier eine Kurve in den Abbildungen 4.19-4.21. Durch dieses Vorgehen ist
die Auswertung deutlich vereinfacht, da die Entscheidung zwischen mehreren Klas-
sen (jedes Pferd entspricht einer Klasse) in die bina¨re Klassifikation zwischen p und
n u¨berfu¨hrt wird. Die Auswertung der Identifikation mit einer Klasse pro Pferd wa¨re
grafisch durch eine Vielzahl von Abbildungen mo¨glich, wu¨rde jedoch den Umfang der
Dissertation immens ausweiten. Das beschriebene Vorgehen wird in Fawcett [2006]
vorgeschlagen, wobei auf eine verschobene Verteilung der Daten durch die zusa¨tz-
lichen Elemente der Klasse n hinzuweisen ist. In dem beschriebenen Fall enspricht
das Verha¨ltnis der Daten in der Klassen a zu der Klasse
”
nicht a“ fu¨r alle Klassen
(a) immer dem Verha¨ltnis der Daten der Klassen p (positiv) zu n (negativ).
Durch die zuvor beschriebene k-fache Kreuzvalidierung, welche in Abbilung 3.68 dar-
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gestellt wurde, entsteht eine Vielzahl an Kurven. Die Daten aus den einzelnen Kurven
wurden durch das sortierte Zusammenfu¨hren in eine einzige Kurve u¨berfu¨hrt, wie
es durch Fawcett [2006] fu¨r die ROC-Kurven (siehe Kapitel 3.8.2) beschrieben ist.
Eine Alternative aus [Fawcett 2006] ist das vertikale Zusammenfu¨gen der Kurven.
Die entsprechenden Kurven der Abbildungen 4.19-4.21 (Kapitel 4.6.2) sind grafisch
jedoch kaum von diesen zu unterscheiden, weshalb das vereinfachte Verfahren (das
sortierte Zusammenfu¨hren der Daten) angewendet wird.
Auswertung mit Variationen
Zur Auswertung der Identifikaton aus Kapitel 3.6.2 in Kapitel 4.6.2 wurden mehrere
Variationen durchlaufen:
• Bildgro¨ße (Auflo¨sung)
• Anzahl der Eigenwerte
• Anteil der Lerndatensa¨tze.
Die Identifikaton wurde auf unterschiedliche Gro¨ßen der normalisierten Grauwert-
bilder angewendet. Die Bilder wurden dazu auf die Auflo¨sungen 10 × 22 (12, 5 %),
20×44 (25 %), 30×66 (37, 5 %) und 40×88 (50 %) von der urspru¨nglich extrahierten
Bildgro¨ße mit einer Auflo¨sung von 80× 175 (100 %) herunterskaliert.
Es wurden zur Identifikaton eine unterschiedliche Anzahl von Eigenwerten (siehe Ka-
pitel 3.6.2) verwendet. Die Anzahl der Eigenwerte bestimmen zugleich die Anzahl
der Eigenvektoren (Basisvektoren), welche vorgeben wie gut die Rekonstruktion eines
Gesichts machbar ist. Zudem bestimmt die Anzahl der Eigenvektoren die Dimension
des in Kapitel 3.6.2 beschriebenen Gesichtsraums. Es wurden zur Identifikaton 9,
18, 36 und 54 Eigenwerte eingesetzt.
Zuletzt wurde der Anteil der Lerndatensa¨tze variiert, indem die Anzahl K der zur
Kreuzvalidierung verwendenden Testdatensa¨tze, wie bereits in diesem Kapitel be-
schrieben, unterschiedlich groß gewa¨hlt wurde. Der prozentuale Anteil der Lernda-
tensa¨tzen, welcher in den Abbildungen aus Kapitel 4.6.2 angegeben ist, berechnet
sich aus K nach 200−K200 100 % = 100− K2 %.
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3.8. Datenaufbereitung und Datenauswertung
3.8.1. Datenauswertung mittels Boxplots
Quartile bieten die Mo¨glichkeit Aussagen u¨ber Messdaten zu machen, deren Ver-
teilung nicht der Normalverteilung entspricht. Im Fall der Normalverteilung wer-
den das arithmetische Mittel µ (Mittelwert) und die Standardabweichung σ der
Messwerte betrachtet. Dies ist jedoch weniger sinnvoll, sobald vermehrt Ausreißer
auftreten, wodurch Mittelwert und Standardabweichung nur schwer interpretierbar
bleiben [Krummenauer u. a. 2007]. Daher werden in diesem Kapitel Quartile und
deren Darstellung in Boxplots, welche in einer deutschen U¨bersetzung auch Schach-
teldiagramme genannt werden [Buchecker u. a. 2011], eingefu¨hrt. Entsprechenden
Einsatz finden sie in vielen Bereichen, von der Medizin [Krummenauer u. a. 2007],
dem o¨kologischen Landbau [Buchecker u. a. 2011] bis hin zur Bioanalyse [Kammer
2012]
Quartile sind ein Spezialfall der Quantile [Bronsˇtejn u. a. 2012, S. 825], welche die
auszuwertenden Messdaten im Fall der Quartile in vier Bereiche aufteilen. Die Un-
terteilung geschieht mittels dem Median, dieser stellt bei einer ungeraden Anzahl
von Messdaten den Wert in der Mitte der zuvor sortierten Messdaten dar [Kammer
2012]. Haben die Messdaten eine gerade Anzahl, wird der Median durch den Mit-
telwert der beiden mittleren Messwerte der zuvor geordneten Messwerte bestimmt.
Durch den Median, welcher auch als 2. Quartil Q2 bezeichnet wird, werden die ge-
samten Messdaten in zwei Bereiche aufgeteilt. Die Unterteilung dieser zwei Bereich
erfolgt wiederum durch den Median der Unterbereiche in insgesamt vier Bereiche.
Liegt der Median (2. Quartil Q2) genau auf einem der Messwerte (ungerade Anzahl),
so wird das 1. Quartil Q1 durch den Median der Messwerte, welche unterhalb der
Position des 2. Quartils Q2 liegen, bestimmt. Das 3. Quartil Q3 ist in diesem Fall der
Median der Messwerte oberhalb der Position des 2. Quartils Q2. Ist die Anzahl der
Messwerte hingegen gerade, so liegt der Median (2. Quartil Q2) nicht auf einem der
Messwerte. Wie schon beschrieben wird der Median in einem solchen Fall durch den
Mittelwert der beiden mittleren der sortierten Messwerte bestimmt. Die Zweiteilung
der Messwerte passiert nun genau zwischen diesen beiden mittleren Messwerten, so
dass der obere zu dem ersten Bereich und der untere zu dem zweiten Bereich ge-
ho¨rt. Das 1. bzw. 3. Quartil (Q1 bzw. Q3) wird entsprechend durch den Median des
unteren bzw. oberen Bereichs bestimmt.
Der 1. Quartil Q1 wird auch als 25%-Quartil (Q25%) beschrieben, da unter ihm 25%
der gesamten Messwerte liegen. Unter dem 2. bzw. 3. Quartil (Q2 bzw. Q3) liegen
hingegen 50% bzw. 75% der gesamten Messwerte, entsprechend die Bezeichnung
50%- bzw. 75%-Quartil (Q50% bzw. Q75%). Ausreißer werden erst bestimmt, nach-
dem die Quartile durch das Bestimmen des Medians (2. Quartil Q2) der gesamten
Messdaten und der Mediane Q1 und Q3 der durch den 2. Quartil Q2 entstandenen
Unterbereiche berechnet sind. Als Ausreißer werden solche Messwerte angesehen, die
außerhalb eines Bereiches liegen, der durch einen vierfachen Interquartalsabstand
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(IQA) beschra¨nkt wird. Der IQA wird durch die Differenz von Q3 − Q1 berechnet
und stellt einen Bereich dar in dem sich 50% der Messwerte befinden. Als Ausreißer









liegen, also sich jeweils dem 1, 5fachen des IQA oberhalb von
Q3 bzw. unterhalb von Q1 befinden.
In Abbildung 3.69 ist die Darstellung eines Boxplots gezeigt, der die Quantile, sowie
Maximal- und Minimalwerte in einer Grafik anzeigt. Das 1. und 3. Quantil spannen
die
”
Box“ auf, in der, wie bereits beschrieben, 50% der Messwerte liegen. Die Ho¨he
der
”
Box“ entspricht dem eingezichneten Interquartalsabstand (IQA), welcher ledig-
lich zur Anschauung in die Grafik integriert ist. Es stellt ein Maß fu¨r die Streuung
der Werte dar. Das 2. Quantil, also der Median, ist als mittlerer Balken, zwischen
dem 1. und 2. Quartil, in der
”










3. Quartil (< 75%)
Median (2. Quartil)













Abbildung 3.69.: Boxplot zur Auswertung der Messergebnisse
Der Median ist in der Abbildung 3.69 in rot dargestellt. Die Extrema (Minimum und
Maximum) werden als Verla¨ngerung aus dem Rechteck (
”
Box“), welche sich durch
Q1 und Q3 bildet, dargestellt und erinnern in der Form an Antennen. Im Englischen
werden diese Fortsa¨tze auch als
”
Whiskers“ bezeichnet. In Abbildung 3.69 ist das Ma-
ximum cyan und das Minimum in Blau dargestellt. Einige Ausreißer sind in roten
Kreuzen u¨ber dem Maximum dargestellt, ko¨nnen aber auch unterhalb des Minimums
auftreten. Das Maximum und das Minimum sind die entsprechenden Messwerte, wel-
che nicht durch das zuvor beschriebene Vorgehen als Ausreißer detektiert wurden.
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Je nach Art der Verteilung weicht der Median (Q2) von dem Zentrum der ”
Box“ ab.
Bei symmetrischer Verteilung liegt der Median genau in der Mitte und entspricht
dem Mittelwert.
3.8.2. Datenauswertung mittels ROC-Grafik
ROC steht fu¨r
”
Receiver-Operator-Characteristics“ , welches u¨bersetzt so viel bedeu-
tet wie
”
Sender-Empfa¨nger-Charakteristik“ und auch als Grenzwertoptimierungskur-
ve bezeichnet wird. Eine ROC-Grafik ermo¨glicht die Darstellung und den Vergleich
zwischen Klassifikatoren anhand ihrer Performanz. So stellt dieses Kapitel eine Kurz-
fassung der Arbeiten durch Fawcett [2004, 2006]; Davis u. Goadrich [2006]; Irsoy u. a.
[2012] und Majnik u. Bosnic [2013] dar. Ein Punkt in einer ROC-Grafik entspricht
einem bina¨ren Klassifikator, welcher lediglich die diskrete Entscheidung zwischen





negativ, wobei die tatsa¨chliche Klasse des jeweiligen Elements
unabha¨ngig von der Vorhersage p positv oder n negativ ist.
Grundlagen der ROC-Grafik
Die Basis zum Aufbau einer ROC-Grafik ist eine Wahrheitsmatrix (engl: contingency
table; auch Konfusionsmatrix genannt - engl: confusion matrix). Fu¨r eine gegebene
bina¨re Klassifikation (einzelner Punkt in ROC-Grafik) ergibt sich mit einem Satz
von Testdaten eine Matrix, wie sie in Abbildung 3.70 dargestellt ist. In der Wahr-
heitsmatrix wird die Anzahl der jeweiligen Fa¨lle eingetragen, welche sich durch die
tatsa¨chliche Klasse (Vergleichsdaten; Ground-Truth) und eine Vorhersage (Hypho-




























Die Gesamtzahl der positiven Elemente (∈ p) im Satz der Testdaten ist P , die der
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negativen Klasse (∈ n) N . Fu¨r einen (bina¨ren) Klassifikator ergibt sich die Anzahl









. Die sich ergebenen vier Fa¨lle sind TP (engl: true positiv) Richtig-Positiv, FN
(engl: false negative) Falsch-Negativ, TN (engl: true negative) Richtig-Negativ und
FP (engl: false positiv) Falsch-Positiv. Die diagonalen Eintra¨ge der Matrix stellen
dabei eine richtige Entscheidung durch den Klassifikator dar, daher Richtig-Positiv
(TP) oder Richtig-Negativ (TN). Die beiden u¨brigen Elemente sind entsprechende
Fehlentscheidungen und sind Falsch-Positiv (FP) bzw. Falsch-Negativ (FN). Die
Anzahl der jeweiligen Elemente in der Wahrheitsmatrix lassen sich spaltenweise zu
P = TP + FN ,




= TP + FP ,
N
′
= FN + TN (3.124)
aufsummieren.
Die Wahrheitsmatrix dient dazu unterschiedlichste Metriken fu¨r die jeweilige Klas-
sifikation zu erstellen. Die Richtig-Positiv-Rate (TPR, engl: true positive rate) ei-
nes Klassifikators, welche auch Trefferquote (engl: hit rate bzw. recall), Sensitivita¨t






Die Falsch-Positiv-Rate (FPR, engl: false positive rate), auch Ausfallrate (engl:





Die Richtig-Negativ-Rate (TNR, engl: true negative rate), auch Spezifita¨t (engl: spe-




= 1− FPR . (3.127)
Der positive Vorhersagewert (PPV, engl: positive predictive value) wird auch Genau-
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bestimmt und stellt den Anteil der richtigen Entscheidungen (Diagonalelemente aus
Abbildung 3.70) zur Gesamtzahl der Entscheidungen dar.
In der ROC-Grafik wird die Richtig-Positiv-Rate (TPR) einer Klassifikation auf
der Ordinate gegen die Falsch-Positiv-Rate (FPR) auf der Abszisse aufgetragen.
Abbildung 3.71 zeigt eine Darstellung einer ROC-Grafik mit fu¨nf diskreten Klassi-
fikatoren. Die untere linke Ecke (0, 0) entspricht dabei einem Klassifikator, der die
Klasse p ignorieren und durchgehend eine Vorhersage n
′
zur Klasse n trifft. Dage-
gen entspricht die obere rechte Ecke (1, 1) einem Klassifikator, welcher die Klasse n
ignoriert und durchgehnd p
′
vorhersagt. Die obere linke Ecke (0, 1) hingegen, in der
sich der Klassifikator A befindet, entspricht einem perfekten Klassifikator. Denn je
weiter nordwestlich sich ein Klassifikator in der ROC-Grafik befindet, um so besser
ist er im Vergleich zu den u¨brigen Klassifikatoren.
Als
”
konservativ“ lassen sich solche Klassifikatoren bezeichnen, die weiter links, aber
dafu¨r na¨her an der X-Achse, in der Grafik angesiedelt sind. Je
”
konservativer“ ein
Klassifikator, um so strenger wird die Klassifikation zur Klasse p, wodurch die FPR
fa¨llt, jedoch ha¨ufig auch die TPR. Solche Klassifikatoren, welche weiter rechts an-
siedeln, ko¨nnen dann als
”




Die diagonale Linie (Identita¨tslinie FPR=TPF), welche schraffiert dargestellt ist,
stellt dabei solche Positionen dar, die Klassifikatioren durch eine zufa¨llige Scha¨tzung
erreichen. B ist ein entsprechendes Beispiel in Abbildung 3.71. Damit ein Klassifika-
tor in die oberen linke Ha¨lfte der Grafik und weg von der Diagonalen gelagt, muss
er die Informationen aus den Daten zur Scha¨tzung ausnutzen.
Solche Klassifikatoren unterhalb dieser Identita¨tslinie, wie E aus Abbildung 3.71,





′ ⇒ p′ , so wird der Klassifikator in die obere Ha¨lfte transferiert. E aus
Abbildung 3.71 ist schlechter als B und entspricht negiert dem Klassifikator D. E
extrahiert damit nu¨tzliche Informationen aus den Daten, interpretiert diese jedoch
falsch [Fawcett 2004, 2006].
ROC-Kurve
Bisher wurden diskrete Klassifikatoren beschrieben, die einem Punkt in der ROC-
Grafik entsprechen. Ein Klassifikator, der eine kontinuierliche Zahl generiert, be-
schreibt mit dieser, wie a¨hnlich eine Instanz eines Datensatzes einer Klasse ist. Diese
Zahl kann einer Wahrscheinlichkeit entsprechen mit der die Instanz einer Klasse an-
geho¨rt. Ansonsten entspricht die Zahl einer Rangfolge zwischen den Instanzen und
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Abbildung 3.71.: ROC-Grafik mit fu¨nf diskreten Klassifikatoren
kann als unkalibriert bezeichnet werden. Ein direkter Vergleich zwischen den Wer-
ten, welche durch unterschiedliche Klassifikatoren erzeugt werden, ist somit nur im
kalibrierten Fall sinnvoll. Auf die ROC-Grafik hat eine solche Kalibrierung jedoch
keinen Einfluss.
Durch den Einsatz eines Schwellwerts la¨sst sich ein solcher Klassifikator, der ei-
ne kontinuierliche Zahl erzeugt, in einen diskreten Klassifikator u¨berfu¨hren. Ist der
Wert des kontinuierlichen Klassifikators kleiner gleich dem Schwellwert, entspricht




. Unterschiedliche Schwellwerte erzeugen
so unterschiedliche Punkte auf der ROC-Grafik. Die einzelnen Punkte ergeben sich,
durch das Durchlaufen mittels dem Schwellwert, zu einer Kurve, wie sie in Abbil-
dung 3.72 dargestellt ist.
Tabelle 3.11 zeigt einen Datensatz, mit dem das Erstellen der ROC-Grafik aus Ab-
bildung 3.72 erkla¨rt werden soll. Das Beispiel ist bereits in aufsteigender Reihenfolge
nach den Werten des Klassifikators sortiert, ist dies nicht der Fall wird der Datensatz
zuna¨chst entsprechend sortiert.
Der bina¨re Klassifikator wurde entgegen der Vorlage aus Fawcett [2004] bzw. Fawcett
[2006] definiert. Der Klassifikator trifft dort die Vorhersage p
′
, wenn der Wert der
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Tabelle 3.11.: Beispieldatensatz zur Beschreibung der ROC-Grafik
Element Klasse Wert Element Klasse Wert
1 p 0,1 6 n 0,5
2 p 0,2 7 n 0,6
3 n 0,3 8 p 0,7
4 p 0,4 9 n 0,8
5 p 0,5 10 n 0,9
Die Werte des Datensatzens sind entsprechend in abfallender Reihenfolge sortiert.
Fu¨r jeden einzelnen Punkt bedeutet dies ein Vertauschen der Zeilen der Wahrheits-
matrix. Der durch Fawcett [2004, 2006] beschriebene Klassifikator gibt einen Wert
zuru¨ck, welcher die A¨hnlichkeit zur Klasse p beschreibt, dieser wird ho¨her, je wahr-
scheinlicher der Klassifikator die Instanz fu¨r ein Element der Klasse p ha¨lt. Dagegen
beschreibt der zuvor erwa¨hnte Klassifikator eine Differenz, die ho¨her wird je unwahr-
scheinlicher die Instanz der Klasse p angeho¨rt. Da die Werte ohnehin unkalibriert
sind, la¨sst sich ein der Differenz entsprechender Wert durch seinen Kehrwert in einen
der A¨hnlichkeit entsprechenden Wert u¨berfu¨hren.
































Abbildung 3.72.: ROC-Grafik mit Kurven aus kontinuierlichen Zahlen eines
Klassifikators
179
3. Material und Methoden
Da die ROC-Grafik lediglich die relativen Werte betrachtet, hat eine A¨nderung der
Werte keinen Einfluss auf die Grafik, solange die Reihenfolge der Instanzen nach
dem Sortieren unvera¨ndert bleibt. In Tabelle 3.11 sind jeweils 5 Elemente der Klasse
p (P = 5) und 5 Elemente der Klasse n aufgefu¨hrt (N = 5). Die Anzahl P (Anzahl
der Elemente in der Klasse p) gibt die Schrittweite 1P der Punkte auf der Ordinate
an. Die entsprechende Schrittweite auf der Abszisse betra¨gt 1N . Beim Durchlaufen
des nach den Werten des Klassifikators sortierten Datensatzes, wird die TPR um
die Schrittweite 1P erho¨ht, wenn es sich um ein Element der Klasse p handelt. Im
Fall, dass die aktuell zu pru¨fende Instanz Element der Klasse n ist, wird die FPR
um die Schrittweite 1N erho¨ht. Gestartet wird in der linken unteren Ecke, also mit
TPR = 0 und FPR = 0. In Abbildung 3.72 sind die einzelnen Punkte durch schwarze
Kreise gekennzeichnet. Zudem sind neben den Punkten die zugeho¨rigen Schwellwerte
eingezeichnet. Einen Sonderfall stellen Instanzen mit einem gleichen Wert dar. In
dem Datensatz aus Tabelle 3.11 stimmen die Werte der Instanzen 5 und 6 u¨berein.
Dadurch, dass es sich um ein Element der Klasse p und ein Element der Klasse
n handelt, ist ein diagonaler Schritt beim Schwellwert 0, 5 in der Abbildung 3.72
zu erkennen. Zusammenha¨ngend mit der Reihenfolge, in der die jeweiligen Klassen
abgearbeitet werden, ergeben sich mehre Fa¨lle. Der optimistische Fall ist in rot
mit einer gepunkteten Linie eingezeichnet, es werden hierzu erst die Schritte der
Klasse p beru¨cksichtigt. Mit der gestrichelten blauen Linie ist der pessimistische Fall
gekennzeichnet, welcher zuerst die Schritte der Klasse n durchfu¨hrt. Mit der gru¨nen
Linie ist der Durchschnitt (erwartete Kurve) der optimistischen und pessimistischen
Werte markiert, dieser entspricht einem gleichzeitigen Schritt ohne eine Klasse zu
bevorzugen. In der vorliegenden Arbeit werden zur Darstellung die erwartete Kurve
aus dem Durchschnitt der optimistischen und der pessimistischen Kurve dargestellt.
Fla¨che unter ROC-Kurve
Die Fla¨che (AUC - engl: area under curve) unter der ROC-Kurve dient dazu einen
Klassifikator, dabei ist egal ob er diskrete Entscheidungen oder eine kontinuierliche
Zahl zuru¨ckgibt, mit nur einem Wert in seiner Leistungsfa¨higkeit beschreiben zu
ko¨nnen. Im Unterkapitel Grundlagen der ROC-Grafik wurde bereits dargelegt, dass
je weiter eine ROC-Kurve zur oberen linken Ecke (0, 1) tendiert, umso besser ist der
Klassifikator einzuscha¨tzen. Dies steht im direkten Zusammenhang mit der Fla¨che,
welche sich unterhalb der ROC-Kurve befindet.
Fu¨r die Werte aus Tabelle 3.11 ergeben sich die Punkte aus Abbildung 3.72, deren
Koordinaten nochmals in Tabelle 3.12 aufgefu¨hrt sind.
Tabelle 3.12.: Punktkoordinaten in der ROC-Grafik
Element 1 2 3 4 5/6 7 8 9 10
FPR 0,0 0,0 0,2 0,2 0,4 0,6 0,6 0,8 1,0
TPR 0,2 0,4 0,4 0,6 0,8 0,8 1,0 1,0 1,0
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FPR(n+ 1)− FPR(n)) TPR(n+ 1) + TPR(n)
2
(3.130)
berechnet werden. Die gesamte Fla¨che unter der Kurve teilt sich in einzelne Tra-
peze, welche u¨ber die gesamte Fla¨che aufaddiert werden. Die Differenz FPR(n +
1) − FPR(n) ist dabei der Schritt entlang der Abszisse, welche der Grundlinie
des jeweiligen Trapezes entspricht. Mit TPR(n+1)+TPR(n)2 wird dann die La¨nge der
Mittellinie des Trapezes bestimmt [Bronsˇtejn u. a. 2012, S. 139]. In den Fa¨llen
TPR(n + 1) = TPR(n) handelt es sich bei den Trapezen um Rechtecke, wodurch
der Durchschnitt TPR(n+1)+TPR(n)2 = TPR(n+ 1) = TPR(n) gleichzeitig der Ho¨he
des Rechtecks entspricht. Lediglich in den Fa¨llen, in denen die nebeneinander lie-
genden Punkte unterschiedliche Ho¨hen haben, wie dies vom Element 4 zu 5 in Ab-
bildung 3.72 erkennbar ist, wird tatsa¨chlich ein Trapez zur Berechnung der Fla¨che
beno¨tigt. Die Fla¨che des Trapezes ergibt sich durch die Multiplikation der Grundli-
nie mit der Mittellinie [Bronsˇtejn u. a. 2012, S. 139]. Gleiche Punkte, wie die Punkte
von Element 5 und 6, sowie u¨bereinanderliegende Punkte, wie die der Elemente 1
und 2, bleiben durch die Schrittweite Null in der Abszisse bei der Fla¨chenberechnung
unberu¨cksichtigt. Die Fla¨che unter der ROC-Kurve des Datensatzes aus Tabelle 3.11
ergibt sich damit zu AUC = 0, 78.
Die Werte der AUC liegen immer zwischen 0 und 1, wobei Werte unterhalb von 0, 5
(0, 5 entspricht der AUC der Identita¨tslinie) fu¨r eine schlechte Klassifikation spre-
chen. Die AUC gibt dabei ein Maß fu¨r die durchschnittliche Leistungsfa¨higkeit eines
Klassifikators an, wobei ein Klassifikator mit einer gro¨ßeren AUC einem zweiten in
bestimmten Bereichen der ROC-Kurve unterlegen sein kann. Die Besonderheit der
AUC ist ihre Unabha¨ngigkeit von der angenommenen Verteilung der Daten [Majnik
u. Bosnic 2013]. Weitere Variationen der AUC werden durch Majnik u. Bosnic [2013]
beschrieben, werden in der vorliegenden Dissertation jedoch nicht weiter beru¨cksich-
tigt.
PR-Kurve
In der PR-Kurve (precision-recall curve) wird die Genauigkeit PPV (engl. precision,
siehe Gleichung 3.128) gegen die schon in der ROC-Kurve verwendete Trefferquote
TPR (Sensitivita¨t oder Empfindlichkeit - engl. recall, siehe Gleichung 3.125) auf-
getragen. Der wesentliche Unterschied der PR-Kurve zur ROC-Kurve ist, dass das
Verha¨ltnis zwischen den Richtig-Positiven TP und Falsch-Positiven FP Fa¨llen (siehe
Abbildung 3.70) durch die Genauigkeit (PPV) besser abgebildet wird. Vorrangig bei
Datensa¨tzen, deren Verteilung zwischen den Klassen p und n schief ist, so dass die
Anzahl N deutlich gro¨ßer ist als die Anzahl P , ist dies von Vorteil. Unterschiede
zwischen Klassifikatoren lassen sich teilweise nicht in der ROC-Kurve ausmachen,
sind jedoch in der PR-Kurve deutlich erkennbar. Nach Davis u. Goadrich [2006]
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dominiert ein Klassifikator nur in der ROC-Kurve, wenn er auch in der PR-Kurve
dominiert. Dabei ist ein Klassifikator in der PR-Kurve besser als ein anderer je na¨her
die Kurve dem rechten oberen Punkt kommt und nicht, wie bei der ROC-Kurve, dem
linken oberen. Dadurch wirkt die PR-Kurve im Vergleich zur ROC-Kurve horizontal
gespiegelt. Fu¨r jeden Punkt der ROC-Kurve la¨sst sich ein entsprechender Punkt in
der PR-Kurve bestimmen, die Punkte dazwischen werden nicht linear nach Davis u.
Goadrich [2006] interpoliert.
3.8.3. CMC-Kurve
Kapitel 3.8.2 beschreibt die Auswertung einer zwei-Klassen (bina¨ren) Entscheidung.
Dies entspricht in der Gesichtserkennung einer Verifikation, welche ein Gesicht auf
eine Identita¨t pru¨ft, also ein 1:1 Abgleich ist. Das Gesicht kann entweder zum u¨ber-
pru¨ften Individuum geho¨ren (z.B. Klasse p) oder eben nicht (z.B. Klasse n). Die
Identifikation durch die Gesichtserkennung ist jedoch eine mehr-Klassen Entschei-
dung (hier zwischen den Klassen ck) und gleicht ein Bild mit den Individuen in
der Datenbank ab, um eine Zuordnung treffen zu ko¨nnen. Die Identifikation durch
Gesichtserkennung ist damit ein 1:K Ableich (z.B. Identifikation der einzelnen Indi-
viduen bei Pferden siehe Kapitel 3.6), da eine Zuordnung zwischen mehreren Klassen
(nicht bina¨r) entschieden wird.
Die Konfusionsmatrix (Wahrheitsmatrix) aus Abbildung 3.70 wird fu¨r eine Klassifi-
kation zwischen NC Klassen ck zu einer NC ×NC Matrix, wie sie in Abbildung 3.73
dargestellt ist. In jeder Spalte sind die tatsa¨chlichen Klassen ck (k ∈ [1, . . .K])
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c1 c2 c3 · · · ck
c
′
1 TP1 E21 E31 · · · Ek1 N ′1
c
′
2 E12 TP2 E32 · · · Ek2 N ′2
c
′







k E1k E2k E3k · · · TPk N ′k













Abbildung 3.73.: Konfusionsmatrix einer mehr-Klassen Entscheidung
So ist Nk die Anzahl der Testdaten, die zu der jeweiligen Klasse ck geho¨hren. Ent-
sprechend ist N
′
k die Anzahl der Testdaten fu¨r die eine Klassenzugeho¨rigkeit zur
Klasse ck vorhergesagt wird c
′
k. Die Diagonalelemente TPk der Konfusionsmatrix
aus Abbildung 3.70 entsprechen der Anzahl von Richtig-Positiv Entscheidungen fu¨r
die jeweilige Klasse ck. Die Eintra¨ge Eij (i, j ∈ [1, . . .K]), welche sich nicht auf der
Diagonalen der Konfusionsmatrix befinden, sind Fehlentscheidungen.
Die Entscheidung der mehr-Klassen Klassifikation la¨sst sich fu¨r jede Klasse ck als
eine bina¨re Klassifikation (nach Kapitel 3.8.2) beschreiben. Die Anzahl der positiven




































3. Material und Methoden










Um die Trefferquote (TPR), die Ausfallrate (FPR), die Spezifita¨t (TNR) oder die
Genauigkeit (PPV) je Klasse ck zu berechnen, werden die Gleichungen 3.125-3.128
aus Kapitel 3.8.2 mit den beschriebenen Entscheidungswerten (TPk, TNk, FPk,
FNk) genutzt. Diese lassen sich, wie zuvor in Kapitel 3.8.2 beschrieben, als Punkte
einer diskreten Klassifikation (Unterkapitel ROC-Kurve des Kapitels 3.8.2) in die
ROC- bzw. PR-Kurven eintragen. Die bisherigen ROC- und PR-Kurven aus Kapi-
tel 3.8.2 lassen sich einzeln fu¨r jede Klasse ck erstellen. Dazu wird ein kontinuierli-
cher Wert beno¨tigt, der die A¨hnlichkeit des einzutragenden Testsatzes zur jeweiligen






Gleichung 3.105) aus Kapitel 3.6.2 zu der jeweiligen Klasse ck verwenden, wobei
Ω
′
dem zu pru¨fenden Datensatz entspricht und nur die Bilddaten Ωˆ
′
i der Klasse ck
beru¨cksichtigt werden. Um die mehr-Klassen Entscheidung in einer einzigen Kur-
ve darzustellen, reichen die Kurven aus Kapitel 3.8.2 (ROC-Kurve bzw. PR-Kurve)
nicht aus.
Die Treffergenauigkeit (ACC, engl: accuracy) wird entgegen der Gleichung 3.129 fu¨r






bestimmt und stellt, wie zuvor in Kapitel 3.8.2, den Anteil der richtigen Entscheidun-
gen (Diagonalelemente aus Abbildung 3.73) zur Gesamtzahl der Entscheidungen dar.
Die durch Gleichung 3.136 gegebene Treffergenauigkeit wird von Sˇtruc u. Pavesˇic´
[2010] als die Erkennungsrate des ersten Ranges (ROR - rank one recognition rate)
bezeichnet. Die CMC-Kurve (cumulative match curve), wie sie auch in [Phillips u. a.
2000] zur Beurteilung von Gesichtserkennungs-Algorithmen eingesetzt wird, stellt die
Erkennungsraten gegen den jeweiligen Rang dar. Dabei wird eine Rangliste, a¨hnlich
dem Ergebnis einer Suchmaschine, anhand der A¨hnlichkeit (z.B. Distanz nach Glei-
chung 3.105 aus Kapitel 3.6.2) zu jedem Individuum der Datenbank zuna¨chst in einer
sortierten Liste eingetragen. Die gro¨ßte A¨hnlichkeit, also der erste Eintrag (r = 1,
erster Rang) dieser Liste, entspricht dabei dem Klassifikationsergebnis c
′
k. Werden
mehrere Ra¨nge beru¨cksichtigt, also neben dem besten Ergebnis (r = 1) beispielswei-
se auch das zweitbeste Ergebnis (r = 2), wird fu¨r eine Reihe von Testdaten gepru¨ft,
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wie ha¨ufig die tatsa¨chliche Klasse ck unter den ersten r Ra¨ngen in der sortierten
Liste aufzufinden ist.
Abbildung 3.74 zeigt beispielhaft eine CMC-Kurve (cumulative match curve), in der
die eingetragene Treffergenauigkeit stetig ansteigt, so dass diese nur gleich oder gro¨-
ßer der Treffergenauigkeit der vorhergehenden Ra¨nge sein kann. Die Ergebnisse sind
besser, um so steiler die CMC-Kurve (cumulative match curve) ansteigt. Symbolisch
ist dazu in Abbildung 3.74 ein roter Pfeil eingezeichnet, denn je steiler die Kurve
steigt um so na¨her liegt die Kurve am oberen linken Punkt (ACC 100 % bei Rang
1), so dass die Ergebnisse, wie auch bei den ROC-Kurven (vgl. Abbildung 3.71) aus
Kapitel 3.8.2, besser sind je na¨her die Kurven diesem Punkt kommen.

























Abbildung 3.74.: Beispiel einer CMC-Kurve
In den Arbeiten von Bolle u. a. [2005] und DeCann u. Ross [2013] werden die Be-
ziehungen zwischen den ROC- (Kapitel 3.8.2) und CMC-Kurven beschrieben. In
DeCann u. Ross [2013] wird empfohlen die ROC-Kurven (Kapitel 3.8.2), trotzdem
diese die Ergebnisse einer Verifikation beschreiben, zu den CMC-Kurven zur Be-




4.1. Aufnahme von 2D/3D Daten in einer Versuchsstation
Die bereits im Kapitel 3.3 ausfu¨hrlich beschriebene Aufnahmeeinheit wurde im Ver-
suchsstall der Firma HIT (Hinrichs Innovation + Technik GmbH) aus Kapitel 3.2
dazu genutzt eine Datenbank an Messaufnahmen der Tiere aus Kapitel 3.1 zu erstel-
len. Die fu¨r die Messdaten dieser Dissertation entwickelte Aufnahmeeinheit wurde
in Abbildung 3.6 aus Kapitel 3.3 gezeigt.
Erste Ergebnisse zur Aufnahmeeinheit wurden in Stahl u. a. [2012] vero¨ffentlicht.
Die Aufnahmeeinheit ermo¨glicht eine Aufnahme einer videoartigen Sequenz der Tie-
re mit bis zu 7 Frames pro Sekunde. Ein Frame besteht, wie bereits in Kapitel 3.7.2
beschrieben, aus mehreren syncron erfassten Bilddaten: dem Tiefenbild (640 × 480),
einem Farbbild (640 × 480) und zwei Grauwertbildern (1600 × 1200).
Die Besuche der Tiere wurden ensprechend der Tabelle 3.4 aus Kapitel 3.7.2 mit 5
Frames pro Sekunde aufgezeichnet. Tabelle 4.1 fasst die Anzahl der aufgenommenen
Frames zusammen. In jedem Feld ist zudem die Anzahl der Besuche aus Tabelle 3.4





bis“) aufgelistete. In den Spalten 3 und 4 ist zudem
die Art der Beleuchtung gekennzeichnet. Die restlichen Spalten der Tabelle 4.1 (ab
























































































































































































































































































































































































































































































































































































































































































































































4.2. Ergebnisse zur Messgenauigkeit der Tiefenkamera
4.2. Ergebnisse zur Messgenauigkeit der Tiefenkamera
Die Beschreibung des Aufbaus der hier beschriebenen Auswertungen findet sich im
Unterbereich Hardware Aufbau von Kapitel 3.7.1.
Tiefenmessung 1
Der Ablauf zur Messung der hier beschriebenen Ergebnisse ist im Unterbereich Tie-
fenmessung 1 von Kapitel 3.7.1 beschrieben. Die Auswertung in Abbildung 4.1 zeigt
die Fehler zu der in jeder Position eingepassten Ebene mit der in Kapitel 3.8.1 vor-
gestellten Boxplots. Die obere Ha¨lfte zeigt dabei den gesammten Fehlerbereich von
12, 5 cm bis −12, 5 cm, die untere Ha¨lfte zeigt den Bereich von 2, 5 cm bis −2, 5 cm,
auf dem die blau dargestellten Bereiche zwischen dem ersten Q1 und dem dritten
Quartil Q3 besser zu erkennen sind. Der in Blau gekennzeichnete Bereich (zwischen
Q1 und Q3) in beiden Darstellungen der Boxplots aus Abbildung 4.1 stellt dabei die
Verteilung von 50 % der Daten (siehe Kapitel 3.8.1) in der entsprechenden Entfer-
nung dar. In rot sind jeweils die Mediane (Q2) dargestellt. Die schwarzen Antennen
stellen die Werte dar, welche sich innerhalb des vierfachen Interquartalsabstands
(IQA) ausgehend vom Median (Q2) befinden. In der durchgefu¨hrten Messreihe lie-
gen (mit geringen Ausnahmen, in denen der IQA im Verha¨ltnis sehr klein wird) u¨ber
99% der Daten innherhalb der durch die schwarzen Antennen begrenzten Bereiche.
Die in Magenta dargestellten Kreuze sind das absolute Minimum und Maximum der
Daten, welche als Ausreisser außerhalb der schwarzen Antennen sichtbar sind.
Fu¨r jede der 200 Aufnahmen standen 22401 Disparita¨tenwerte, welche durch die
Maske aus Abbildung 3.55 (siehe Kapitel 3.7.1) bestimmt sind, zur Verfu¨gung. Die
Auswertung besteht daher aus knapp 4, 4 Millionen Messerwerten pro Entfernung
(1 cm Schritte von 32, 4 cm−382, 4 cm). Entsprechend der Angaben aus dem Teilbe-
reich Tiefenmessung 1 des Kapitels 3.7.1 sind Messwerte unter einem Abstand von
70 cm nur vereinzelt verwertbar, so dass diese als nicht zuverla¨ssig anzusehen sind.
Die Entfernung der pro Position eingepassten Ebenen variiert zwischen ±200µm
und wird daher nicht weiter beru¨cksichtigt.
In Abbildung 4.1 ist zu erkennen, dass der Median in jeder Entfernung zentral bei
Fehlerposition 0 cm liegt. Die Absolutwerte der Mediane im gesamten Messbereich
sind kleiner 350µm.
Tabelle 4.2 fasst die Fehlerbereiche, welche innerhalb der in der ersten Spalte an-
gegebenen Entfernungen auftreten, nochmals zusammen. Dazu ist in der zweiten
Spalte der maximal auftretende Interquartalsabstand (IQA) angegeben, in dem sich
50% der Daten befinden (blauer Bereich aus Abbildung 4.1). Die dritte Spalte gibt
die Spannweite des Fehlers, welcher durch die schwarzen Antennen in Abbildung 4.1
dargestellt ist, an. Innerhalb dieses in der Tabelle angegebenen Bereiches liegen (oh-
ne die zuvor erwa¨hnten Ausnahmen) 99 % der Daten. Die vierte Spalte gibt die
Differenz zwischen maximalem und minimalem Ausreisser an, welcher innerhalb der
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Abbildung 4.1.: Boxplots der Fehler der Tiefenkamera in unterschiedlichen
Entfernungen
angegebenen Entfernung auftritt.
Bis zu einer Entfernung von 1, 5m kann herausgelesen werde, dass der Fehler von
mehr als 99 % der Daten innerhalb von±1, 5 cm liegt. Der Absolutfehler von 50 % der
Daten sogar unterhalb von 0, 5 cm (±0, 5 cm). Bis zu einer Entfernung von 3m liegt
der Fehler fu¨r 50 % der Daten bei etwa ±1, 25 cm und fu¨r 90 % bei ±5 cm, welches
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Tabelle 4.2.: Fehlerbereiche in der U¨bersicht
Entfernung 50% < IQA (Q3 −Q1) 99% < 4 IQA (Antennen) max.
1.0m 0.3 cm 1.1 cm 2.0 cm
1.5m 0.7 cm 2.6 cm 3.2 cm
2.0m 1.1 cm 4.3 cm 5.5 cm
2.5m 1.7 cm 6.8 cm 9.5 cm
3.0m 2.5 cm 9.9 cm 14.2 cm
3.5m 3.4 cm 13.7 cm 20.0 cm
3.8m 4.1 cm 16.0 cm 23.2 cm




Der zur Erfassung der Messergebnisse verwendete Ablauf ist im Teilbereich Tiefen-
messung 2 aus Kapitel 3.7.1 beschrieben. Pro Entfernung (Schrittweite 20 cm von
52, 4 cm − 392, 4 cm) wurden 5 Objekte mit jeweils 5 Aufnahmen zur Auswertung
verwendet. Auf dem Schachbrett in Abbildung 3.56 sind sechs blaue Linien bzw. acht
rote Linien gleicher La¨nge zu erkennen. Fu¨r die Auswertung der blauen, horizontalen
Linien in Abbildung 4.2 stehen somit 150 Messwerte pro Entfernung zur Verfu¨gung,
fu¨r die roten, vertikalen in Abbildung 4.3 entsprechend 200.



























Fehler der gemessenen horizontalen Linien am Kalibrierobjekt




























Abbildung 4.2.: La¨ngenfehler der horizontalen Linien (blau) des Kalibrierobjekts in
unterschiedlichen Entfernungen
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Es ist zu beachten, dass lediglich eine im Vergleich zur vorherigen Untersuchung (Un-
terkapitel Tiefenmessung 1) geringe Messwertanzahl (150 bzw. 200 Messwerte) zur
Verfu¨gung steht. Der Fehler der La¨nge (La¨ngendifferenz) ist, wie zuvor im Unterka-
pitel Tiefenmessung 1, auf der Ordinate dargestellt in Boxplots (siehe Kapitel 3.8.1)
gegen die Entfernung des Kalibrierobjekts zur Kamera auf der Abszisse aufgetragen.


























Fehler der gemessenen vertikalen Linien am Kalibrierobjekt

























Abbildung 4.3.: La¨ngenfehler der vertikalen Linien (rot) des Kalibrierobjekts in un-
terschiedlichen Entfernungen
Die Mediane der Linien in vertikaler Richtung in Abbildung 4.3 entfernen sich ein we-
nig mehr von der Null Position, als die horizontalen in Abbildung 4.2. Bei genauerer
Betrachtung der Median-Positionen innerhalb der Boxplots, weisen die Daten der
horizontalen Linien eine minimal gro¨ßere Schiefe auf als die Daten der vertikalen
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Linien oder der Auswertung des vorheringen Unterkapitels Tiefenmessung 1.
Fu¨r die Daten der horizontalen Linien aus Abbildung 4.2 wurden einige Fehler-
bereiche, entsprechend der Tabelle 4.2 des vorherigen Unterkapitels, in Tabelle 4.3
zusammengefasst. Die Fehlerbereiche der Daten aus Abbildung 4.3 zu den vertikalen
Linien sind in Tabelle 4.4 zusammengefasst.
Durchgehend erkennbar ist, dass die Fehler der La¨ngenbestimmung der vertikalen
als auch der horizontalen Linien geringer bzw. gleich (Ausnahme 1m in der dritten
Spalte von Tabelle 4.3) der zuvor dargestellten Messungen des vorherigen Unterka-
pitels 4.2 ausfallen.
Tabelle 4.3.: Horizontale La¨ngenfehler in der U¨bersicht
Entfernung 50% < IQA (Q3 −Q1) 85% < 4 IQA (Antennen) max.
1.0m 0.3 cm 1.2 cm 1.3 cm
1.5m 0.3 cm 1.2 cm 2.0 cm
2.0m 0.6 cm 2.3 cm 2.8 cm
2.5m 0.9 cm 3.2 cm 5.6 cm
3.0m 0.9 cm 3.7 cm 8.1 cm
3.5m 1.4 cm 5.2 cm 10.1 cm
3.9m 1.9 cm 6.4 cm 15.7 cm
Tabelle 4.4.: Vertikale La¨ngenfehler in der U¨bersicht
Entfernung 50% < IQA (Q3 −Q1) 92% < 4 IQA (Antennen) max.
1.0m 0.2 cm 0.5 cm 0.5 cm
1.5m 0.2 cm 0.6 cm 1.0 cm
2.0m 0.4 cm 0.9 cm 1.0 cm
2.5m 0.4 cm 0.9 cm 1.0 cm
3.0m 0.8 cm 1.8 cm 2.5 cm
3.5m 0.9 cm 2.0 cm 2.5 cm
3.9m 1.8 cm 3.0 cm 3.0 cm
Zudem sind die Fehler der vertikalen Linien in Tabelle 4.4 durchgehend kleiner
(bzw. kleiner gleich) der Fehler, welche fu¨r die horizontalen Linien (Tabelle 4.3)
gemessen wurden. Eine Interpretation der festgestellten Unterschiede findet sich in
Kapitel 5.1.2
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4.3. Orientierung der Pferdeko¨pfe
Die Orientierung der Pferdeko¨pfe aus Kapitel 3.7.3 im Raum wurde nach dem in
Kapitel 3.7.4 beschriebenen Verfahren bestimmt. Die Winkel der Daten aus Kapi-
tel 3.7.3 sind in Abbildung 4.4 in einem Histogramm aufgetragen. Die Abbildung 4.4a
zeigt die 2D Draufsicht des Histogramms. Die jeweilige Helligkeit gibt die Anzahl
pro Winkelkombination der Winkel ψ und θ wieder. Umso dunkler das Blau, desto
gro¨ßer die Anzahl. Die Schrittweite mit der die Winkel von −45◦ bis 45◦ aufgetragen




















































Abbildung 4.4.: Histogramm u¨ber die Orientierungswinkel der Vergleichsdaten
In den Abbildungen 4.4b/c ist das Histogramm als 3D Grafik dargestellt, wobei zwei
Ansichten gewa¨hlt wurden um verdeckte Bereiche in der einen Abbildung (4.4b)
in der zweiten (4.4c) erkennen zu ko¨nnen. Die Ho¨he des jeweiligen Balkens im
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Histogramm entspricht der Anzahl der in dem entsprechenden Winkelbereich erfass-
ten Datensa¨tze. Die Helligkeit des Blautons, welche sich mit der Anzahl vera¨ndert,
wurde fu¨r die Balken aus der 2D Aufsicht u¨bernommen.
Beru¨cksichtigt wurden die Daten, fu¨r die, nach der Beschreibung in Kapitel 3.7.3,
der komplette Satz an Markern gesetzt wurde (Augen und Nu¨stern) und die trans-
formierten Marker des jeweiligen Modells eines Tieres innerhalb des beschriebenen
Rahmens liegen. Die Gesamtzahl der Datensa¨tze, welche zur Erstellung der Abbil-
dung 4.4 verwendet wurde, betra¨gt 10.207. Von diesen Datensa¨tzen sind 2.517 nach
Kapitel 3.7.4 als Tierko¨pfe mit Selbstverdeckung (entsprechend der Beispiele aus
Abbildung 3.64) markiert. Die restlichen 7.690 Datensa¨tze enhalten entsprechende
Bilddaten, in denen keine oder nur geringe Selbstverdeckung auftritt. Abbildung 4.5
stellt die beiden Gruppierungen (mit und ohne Selbstverdeckung) mit unterschied-

























































Abbildung 4.5.: Histogramm u¨ber die Orientierungswinkel der Vergleichsdaten mit
und ohne Selbstverdeckung
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Die Daten mit Selbstverdeckung sind dabei in Rot gekennzeichnet, die ohne Selbst-
verdeckung in Gru¨n. Durch die geringere Anzahl der Datensa¨tze mit Selbstverde-
ckung und die gro¨ßere Fla¨che, auf die sich die Daten im Histogramm verteilen, wurde
die Anzahl auf das dreifache (3N) skaliert. Dies soll die Daten in Abbildung 4.5 bes-
ser sichtbar machen.
In Abbildung 4.6a ist eine rote Ellipse u¨ber die 2D Draufsicht des Histogramms aus
Abbildung 4.5a gelegt. Die Orientierungswinkel innerhalb dieser Ellipse ko¨nnen als
Bereich angenommen werden, in dem eine Selbstverdeckung lediglich vereinzelt auf-
tritt, so dass Bilddaten, die keine Selbstverdeckung haben sollten, innerhalb der in























(b) Selektion der Orientierungswinkel
Abbildung 4.6.: Orientierungswinkel zur Bestimmung von Selbstverdeckung
Abbildung 4.6b stellt entsprechend den Bereich der Orientierungswinkel dar, in dem
vermehrt mit Selbstverdeckung zu rechnen ist. Die dargestellte Ellipse hat ihr Zen-
trum in der Winkelposition θ = 10◦, ψ = 0◦ und hat einen Radius von 25◦ entlang
des Winkels θ bzw. 15◦ entlang des Winkels ψ.
Mit der Bestimmung der Orientierungswinkel der Pferdeko¨pfe und dem durch die
Ellipse angegebenen Bereich, kann ein Ausschluss von durch Selbstverdeckung des
Kopfes zur Erkennung ungu¨nstigen Daten erfolgen.
Die in Abbildung 4.6 dargestellte Selektion der Orientierungswinkel la¨sst sich als ein
Klassifikator der zuvor den Klassen p und n (ohne Selbstverdeckung / mit Selbst-
verdeckung) zugeordneten Daten auffassen. Mit der Prognose (Winkel innhalb⇒ p′
bzw. außerhalb ⇒ n′ der Ellipse) la¨sst sich das Resultat in einer Wahrheitsmatrix
entsprechend Tabelle 4.5, wie sie in Kapitel 3.8.2 vorgestellt wird, eintragen:
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Aus dieser la¨sst sich eine Treffergenauigkeit (engl: accuracy) von 73% nach Glei-







= 0, 73. (4.1)
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4.4. Ergebnisse der Detektion
4.4.1. Parametervergleich
Parametervergleich I
Der Algorithmus aus Kapitel 3.4.2 besitzt nach Tabelle 3.5 (Kapitel 3.7.5) 9 Parame-
ter. In Tabelle 4.6 sind die fu¨r die 15 Lerndatensa¨tzen (siehe Parameteroptimierung
I aus Kapitel 3.7.5) optimierten Parameter in den Spalten 2− 10 aufgefu¨hrt. Zudem
sind die Gesamtkosten cI nach Gleichung 3.111 jeweils fu¨r den Lerndatensatz (Spalte
11 der Tabelle 4.6), als auch fu¨r den Testdatensatz angegeben (cˆI in der 12. Spalte
von Tabelle 4.6).
Tabelle 4.6.: Parameter zum Clustern aus Kapitel 3.4.2
# sψ sθ sδ pψ pθ pδ Tp Nmin NRmax cI cˆI
1 26,5◦ 1,1◦ 2,1 cm 52,9◦ 32,6◦ 30,0 cm 1,6 % 49 29 102,6 109,7
2 5,0◦ 46,0◦ 2,0 cm 59,7◦ 46,7◦ 24,1 cm 58,2 % 11 189 128,9 132,9
3 38,5◦ 3,0◦ 2,8 cm 53,2◦ 30,1◦ 30,0 cm 0,0 % 130 173 108,0 106,9
4 5,0◦ 48,9◦ 2,0 cm 50,0◦ 52,4◦ 28,0 cm 84,6 % 18 72 128,3 135,7
5 6,8◦ 47,7◦ 26,2 cm 60,0◦ 52,6◦ 23,8 cm 92,2 % 103 220 115,7 124,3
6 23,9◦ 51,4◦ 2,1 cm 59,1◦ 46,5◦ 25,2 cm 39,6 % 26 200 123,8 125,7
7 37,4◦ 4,0◦ 8,2 cm 49,5◦ 31,7◦ 30,0 cm 2,0 % 22 3 108,1 109,9
8 11,6◦ 24,0◦ 26,1 cm 54,1◦ 48,0◦ 23,1 cm 81,3 % 70 226 122,5 126,9
9 60,0◦ 3,1◦ 2,0 cm 51,9◦ 32,5◦ 30,0 cm 0,0 % 115 187 105,8 103,2
10 21,2◦ 9,7◦ 2,0 cm 60,0◦ 24,3◦ 29,4 cm 53,2 % 23 155 122,3 126,2
11 25,7◦ 1,1◦ 7,2 cm 51,4◦ 39,3◦ 30,0 cm 0,0 % 95 62 109,3 107,3
12 13,6◦ 1,3◦ 2,0 cm 54,5◦ 47,2◦ 30,0 cm 1,9 % 41 39 109,8 113,8
13 4,9◦ 48,0◦ 4,4 cm 49,4◦ 51,8◦ 26,2 cm 0,0 % 11 3 116,3 120,2
14 12,1◦ 2,1◦ 2,0 cm 52,8◦ 46,9◦ 30,0 cm 0,0 % 47 51 111,8 117,1
15 5,0◦ 46,2◦ 2,0 cm 60,0◦ 47,6◦ 24,0 cm 43,5 % 12 6 118,0 124,7
Auffa¨llig sind die Schwankungen der optimierten Parameter sψ, sθ und sδ, als auch
Nmin und NRmax, in Tabelle 4.6 fu¨r die einzelnen Datensa¨tze. Die Parameter pψ, pθ
und pδ weisen keine entsprechend hohe Variation zwischen den Datensa¨tzen auf.
Trotz der Unterschiede in den Gesamtkosten cˆI der Testdatensa¨tze zwischen den
Datensa¨tzen, sind diese nicht stark vera¨ndert zu denen der Lerndatensa¨tze cI . Ein
Zusammenhang zwischen sθ und den Gesamtkosten cI bzw. cˆI kann hier nicht aus-
reichend gepru¨ft werden, jedoch sind die Gesamtkosten cˆI stets u¨ber 120 (cˆI > 120),
sobald sθ > 4
◦. Entsprechendes gilt fu¨r den Parameter Tp, ist dieser gro¨ßer 2%
(Tp > 2%), ist auch cˆI > 120, 2.
Der Algorithmus zur Segmentierung aus Kapitel 3.4.3 besitzt nach Tabelle 3.6 (Ka-
pitel 3.7.5) 3 bis 5 Parameter, wobei die Parameter Tψ, Tθ und Tδ optional sind und
kombiniert einsetzbar sind. Durch die Kombination der Parameter (Tψ, Tθ und Tδ)
ergeben sich insgesamt 7 mo¨gliche Parametersa¨tze:
je 1 Parameter: {Tψ}, {Tθ}, {Tδ}
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je 2 Parameter: {Tψ, Tθ}, {Tψ, Tδ}, {Tθ, Tδ}
alle Parameter: {Tψ, Tθ, Tδ}
In Tabelle 4.7 sind die Gesamtkosten nach der Parameteroptimierung I aus Kapi-
tel 3.7.5 der Lern- cI bzw. Testdatensa¨tze cˆI , welche mit der Gleichung 3.111 fu¨r
jeden der 7 Parameterkombinationen (erste Zeile) bestimmt wurden, aufgefu¨hrt. Die
erste Spalte der Tabelle 4.7 gibt, wie in Tabelle 4.6, den jeweiligen der 15 Lern- bzw.
Testdatensa¨tze an. In Tabelle 4.7 wurde in jeder Zeile, also fu¨r jeden Datensatz, das
beste Ergebnis zwischen den verwendeten Parametersa¨tzen nach den Gesamtkosten
cI des jeweiligen Lerndatensatzes in Blau und das zweitbeste Ergebnis in Cyan mar-
kiert. Entsprechend wurde das beste Ergebnis fu¨r die Gesamtkosten cˆI des jeweiligen
Testdatensatzes in Rot und das zweitbeste Ergebnis in Magenta markiert. Dies dient
lediglich der U¨bersicht der Ergebnisse aus Tabelle 4.7.
Tabelle 4.7.: Ergbnisse der Segmentierung aus Kapitel 3.4.3
#
{Tψ} {Tθ} {Tδ} {Tψ, Tθ} {Tψ, Tδ} {Tθ, Tδ} {Tψ, Tθ, Tδ}
cI cˆI cI cˆI cI cˆI cI cˆI cI cˆI cI cˆI cI cˆI
1 105,3 108,8 76,0 76,2 79,1 83,2 75,3 74,9 80,8 83,0 79,1 83,2 75,9 77,7
2 102,3 102,2 72,6 75,8 80,7 80,6 74,1 76,2 80,7 80,6 80,9 80,8 74,8 76,9
3 107,9 110,7 74,8 76,3 79,6 79,1 74,0 73,6 79,6 79,1 79,6 79,1 79,6 79,5
4 105,0 109,6 74,5 75,6 80,6 83,0 74,1 73,4 80,7 82,8 76,6 77,3 76,2 76,0
5 98,7 107,3 73,2 74,9 79,3 81,4 73,5 75,3 79,3 81,4 79,3 81,4 75,9 76,9
6 100,7 100,2 73,8 75,2 77,8 80,3 73,5 74,1 77,0 80,4 74,9 75,3 77,9 80,8
7 106,4 105,3 74,3 77,7 79,7 82,8 73,4 77,3 79,8 82,8 74,8 77,6 74,8 77,8
8 107,2 112,1 76,4 78,9 79,4 87,0 74,0 77,0 79,4 87,0 79,4 87,0 79,4 87,0
9 104,7 106,0 75,3 75,8 83,8 80,1 75,1 74,4 83,7 81,3 84,0 78,3 78,4 76,0
10 99,6 103,3 74,7 77,3 78,3 80,2 73,8 77,7 78,3 79,9 75,6 77,9 78,3 81,2
11 98,0 104,8 74,1 75,6 75,9 83,4 73,3 76,5 75,8 83,2 75,9 83,4 74,0 78,9
12 106,5 105,2 71,8 78,3 75,5 81,9 72,0 76,6 75,3 81,4 73,6 78,1 74,2 77,9
13 106,9 101,7 76,3 74,3 81,2 74,9 75,7 74,5 81,4 75,9 77,4 75,4 78,4 76,4
14 103,5 105,5 75,4 74,2 80,1 78,9 73,4 73,2 81,2 79,4 80,1 78,8 74,6 75,0
15 104,3 110,8 75,2 75,8 80,9 83,1 73,8 75,7 81,8 81,6 75,5 77,1 76,7 77,7
Durch die farbliche Kennzeichnung, lassen sich die beiden Parameterkombinationen
{Tθ} und {Tψ, Tθ} aus Tabelle 4.7 als die Kombinationen mit den besten Gesamt-
kosten fu¨r die Lern- (cI) als auch die Testdatensa¨tze (cˆI) identifizieren.
Im Gegensatz dazu ergibt sich fu¨r den Parametersatz {Tψ} (Spalten 2/3 in Tabel-
le 4.7), trotz der optimierten Parameter das schlechteste Ergebnis nach den Gesamt-
kosten (cI und cˆI) zwischen den Parametersa¨tzen (Vergleich zwischen Spalten 2/3
und den restlichen Spalten aus Tabelle 4.7).
Der Parametersatz {Tθ} (Spalten 4/5 in Tabelle 4.7) wurde bereits als einer der zwei
besten identifiziert, wobei mehr Datensa¨tze in Cyan (9 von 15) bzw. Magenta (8 von
15) gefa¨rbt sind. Zudem sind 3 bzw. 2 der 15 Datensa¨tze nach den Gesamtkosten cI
der Lerndatensa¨tze bzw. den Gesamtkosten cˆI der Testdatensa¨tze nicht unter den
jeweils zwei Besten.
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Das Beru¨cksichtigen allein des Ebenenparameters δ (Parametersatz {Tδ}) bei der
Segmentierung nach Kapitel 3.4.3 scheint nach den Spalten 6/7 der Tabelle 4.7 im
Vergleich zu den restlichen Parameterkombinationen ein durchschnittliches Ergebnis
zu erzielen.
Tabelle 4.7 zeigt ab Spalte 8 die erste Parameterkombination {Tψ, Tθ} aus zwei Pa-
rametern. Werden die Ergebnisse der Spalten 4/5 (Parametersatz {Tθ}) mit denen
der Spalten 8/9 (Parametersatz {Tψ, Tθ}) aus der Tabelle 4.7 verglichen, so ist er-
kennbar, dass das Beru¨cksichtigen des Ebenenparameters ψ (neben dem Winkel θ)
einen Vorteil bei der Segmentierung nach Kapitel 3.4.3 bringt. Fu¨r den Parameter-
satz {Tψ, Tθ} ist kein Lern- bzw. Testdatensatz zu finden, fu¨r den die Gesamtkosten
cI bzw. cˆI nicht zu den zwei Besten za¨hlen. Zudem sind mehr Datensa¨tze in Blau
(12 von 15) und mehr in Rot (10 von 15) gekennzeichnet, so dass deren Ergebnis-
se zu den Besten des jeweiligen Datensatzes zwischen den Parameterkombinationen
za¨hlen.
Die restlichen Parameterkombinationen, deren Ergebnisse ab Spalte 10 in Tabelle 4.7
aufgefu¨hrt sind, machen deutlich, dass das Beru¨cksichtigen des Ebenenparameters
δ keinen Vorteil gegenu¨ber der Parameterkombination {Tψ, Tθ} (siehe Spalten 8/9)
bringt. Die Ergebnisse der Parametersa¨tze {Tψ, Tδ}, {Tθ, Tδ} bzw. {Tψ, Tθ, Tδ} in
Tabelle 4.7 sind bezu¨glich der entstehenden Gesamtkosten cI bzw. cˆI der jeweiligen
Datensa¨tze nicht besser als die Ergebnisse der Parameterkombination {Tψ, Tθ} aus
den Spalten 8/9 der Tabelle 4.7.
Im Anhang E.1.1 sind zudem die optimierten Parameter in einzelnen Tabellen ent-
sprechend der Tabelle 4.6 aufgefu¨hrt. In den Tabellen E.1-E.7 aus Anhang E.1.1 ist
zudem erkennbar, dass die Variation zwischen den Werten der einzelnen Datensa¨tze
in den Parametern Tψ und Tθ ho¨her ist, sobald sich der Parameter Tδ im Parame-
tersatz befindet (Tabellen E.5-E.7).
Aus dem Vergleich der beiden Algorithmen aus Kapitel 3.4.2 und Kapitel 3.4.3
anhand der berechneten Gesamtkosten cI bzw. cˆI , kann als vorla¨ufiges Ergebnis die
Segmentierung aus Kapitel 3.4.3 als zu bevorzugendes Verfahren eingestuft werden.
Nur die Ergebnisse der Parameterkombination {Tψ} (Spalten 2/3) aus Tabelle 4.7
reichen an die Werte (cI bzw. cˆI) der Tabelle 4.6 heran, wobei die Parameterkombi-
nation {Tψ} (Spalten 2/3) bereits als die schlechteste Parameterwahl der Segmen-
tierung (Kapitel 3.4.3) eingestuft wurde. Weitere Vergleiche der beiden Algorithmen




Die Tabellen 4.8 bzw. 4.9 in diesem Kapitel zeigen die Gesamtkosten aus Glei-
chung 3.112 (Kapitel 3.7.5) fu¨r die Lern- cII und die Testdatensa¨tze ˆcII . Die 15 Lern-
und Testdatensa¨tze sind identisch mit den im Unterkapitel Parameteroptimierung I
von Kapitel 3.7.5 beschriebenen. Die zuvor durchgefu¨hrte Segmentierungen (Schritt
I aus Kapitel 3.7.5) mit den Algorithmen aus Kapitel 3.4.2 bzw. 3.4.3 wurden mit
den pro Lerndatensatz optimierten Parametern des vorheringen Unterkapitels Pa-
rametervergleich I durchgefu¨hrt. Die Auswertung in Tabelle 4.9 ist neben den festen
Parametern {α, tb} auf die optionalen Parameter {Tψ, Tθ} der Segmentierung aus
Kapitel 3.4.3 beschra¨nkt. Der entsprechende Parametersatz ({α, tb, Tψ, Tθ}) hat sich
bereits nach Tabelle 4.7 gegenu¨ber den u¨brigen als u¨berlegen herausgestellt. Die ver-
bleibenden Tabellen E.20-E.25 sind im Anhang E.1.2 angegeben. Entsprechend der
Tabelle 3.7 (Parameter II in Kapitel 3.7.5) besitzt der Algorithmus zur Detektion
aus Kapitel 3.4.4 3 optionale Parameter (bψ, bθ, bδ). Zur Auswertung kommen die 6
Parameterkombinationen
je 1 Parameter: {bψ}, {bθ}, {bδ}
je 2 Parameter: {bψ, bθ}, {bψ, bδ}, {bθ, bδ}
zum Einsatz. Die jeweiligen Kombinationen der Parameter zur Detektion sind in der
ersten Zeile der Tabellen 4.8 und 4.9 zu finden. Die Gesamtkosten cII und ˆcII sind
in beiden Tabellen (4.8 und 4.9) nach der Parameteroptimierung II (Kapitel 3.7.5)
bestimmt und prozentual angegeben (Werte aus Gleichung 3.112 mit 100 multipli-
ziert).
Entsprechend der Tabelle 4.7, des vorherigen Unterkapitels, wurden die nach den
Gesamtkosten cII bzw. ˆcII zwei besten Eintra¨ge der Tabellen 4.8 und 4.9 farblich
hervorgehoben. Pro Datensatz sind die Eintra¨ge mit den Gesamtkosten der Lern-
datensa¨tze cII in Blau bzw. Cyan (kleinster bzw. zweitkleinster Wert) markiert.
Die Gesamtkosten der Testdatensa¨tze ˆcII sind in Rot bzw. Magenta (kleinster bzw.
zweitkleinster Wert) hervorgehoben, sobald sie zu den zwei niedrigsten Eintra¨gen
innerhalb einer Zeile der verschiedenen Parameterkombinationen za¨hlen.
Tabelle 4.8 zeigt die Ergebnisse der Detektion von Pferdeko¨pfen aus Kapitel 3.4.4,
welche zum vorherigen Auffinden den Algorithmus aus Kapitel 3.4.2 einsetzt. Durch
die farbliche Markierung in der Tabelle 4.8 hebt sich besonders die Parameterkom-
bination {bψ, bδ} gegenu¨ber den u¨brigen Kombinationen hervor. Die Parameterwahl
{bψ, bδ} (Spalten 10/11) ergibt fu¨r die Detektion mit vorherigem Clustern nach Ka-
pitel 3.4.2 die besten Ergebnisse nach den Gesamtkosten cII (13/15 blau und 2/15
cyan) bzw. ˆcII (12/15 rot und 2/15 magenta). Der Parametersatz {bψ} (Spalten
2/3) ist bei 14/15 (rot oder magenta) Datensa¨ten nach den Gesamtkosten ˆcII der
Testdaten und bei 8/15 Datensa¨tzen (cyan) nach cII unter den beiden besten Para-
meterkombinationen.
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Tabelle 4.8.: Ergebnisse der Detektion nach dem Clustern aus Kapitel 3.4.2
#
{bψ} {bθ} {bδ} {bψ, bθ} {bψ, bδ} {bθ, bδ}
cII [%] ˆcII [%] cII [%] ˆcII [%] cII [%] ˆcII [%] cII [%] ˆcII [%] cII [%] ˆcII [%] cII [%] ˆcII [%]
1 6,1 9,2 16,7 19,4 12,8 13,8 5,6 9,8 5,8 9,5 9,6 12,2
2 16,7 20,1 28,2 29,0 22,8 26,8 16,7 20,4 12,8 17,2 21,1 25,4
3 8,5 7,9 19,7 18,6 13,3 12,4 8,7 7,9 7,7 7,0 12,3 10,8
4 21,3 27,4 24,3 26,5 22,2 28,8 24,0 25,9 16,0 23,0 19,8 27,0
5 13,2 18,3 24,4 30,9 22,2 29,9 13,7 19,1 10,2 16,6 21,2 28,5
6 20,9 17,9 33,9 36,3 31,0 33,1 21,3 18,6 15,9 17,1 28,8 33,0
7 8,0 8,0 17,1 20,5 13,5 17,0 7,7 9,3 7,8 8,8 8,7 11,1
8 20,5 21,7 30,0 31,2 35,3 45,6 20,6 21,8 17,0 21,4 30,4 42,3
9 8,4 5,5 17,2 16,0 12,5 9,7 8,6 6,0 8,1 5,4 11,3 7,5
10 27,1 24,7 36,2 35,4 32,6 35,4 27,3 24,8 19,6 21,8 29,3 33,8
11 10,8 10,0 19,4 19,8 15,6 18,5 11,4 10,0 9,5 10,2 11,5 14,8
12 9,8 12,6 17,9 19,7 16,7 20,0 9,8 13,4 8,3 12,6 15,5 19,2
13 10,3 13,0 23,5 25,9 13,2 19,0 10,4 13,2 8,0 11,5 12,4 18,2
14 13,5 14,0 23,6 23,6 20,4 25,2 13,3 14,4 10,1 13,0 19,4 20,8
15 13,9 15,7 21,3 28,7 13,8 19,0 14,2 16,0 9,6 13,0 11,8 17,8
Tabelle 4.9 zeigt die Ergebnisse der Detektion von Pferdeko¨pfen aus Kapitel 3.4.4, bei
der die Segmentierung aus Kapitel 3.4.3 mit dem Parametersatz {Tψ, Tθ} eingesetzt
wurde.
Tabelle 4.9.: Ergebnisse der Detektion nach der Segmentierung aus Kapitel 3.4.3
Parametersatz (4) der Segmentierung: {Tψ, Tθ}
#
{bψ} {bθ} {bδ} {bψ, bθ} {bψ, bδ} {bθ, bδ}
cII [%] ˆcII [%] cII [%] ˆcII [%] cII [%] ˆcII [%] cII [%] ˆcII [%] cII [%] ˆcII [%] cII [%] ˆcII [%]
1 5,9 8,1 4,8 6,4 15,6 19,9 0,8 2,2 1,4 3,0 0,9 2,5
2 6,5 7,5 4,3 6,2 15,9 21,6 0,3 1,5 0,9 3,2 0,7 1,8
3 9,0 8,6 5,2 5,2 16,2 18,9 1,9 2,0 2,7 3,0 1,9 1,9
4 7,5 7,0 4,3 4,5 17,1 17,6 0,8 0,8 1,4 1,2 1,1 1,0
5 9,2 10,4 4,6 5,8 23,7 23,4 0,7 2,2 1,3 3,3 1,1 2,9
6 9,9 10,3 4,9 12,9 22,3 21,9 1,7 1,7 2,5 2,4 2,0 1,9
7 9,5 8,4 3,8 6,5 19,0 20,9 2,0 1,5 3,3 3,9 2,2 1,8
8 7,4 9,9 5,5 5,8 15,4 15,9 1,7 2,2 1,8 3,1 1,5 2,2
9 7,3 7,2 4,4 5,3 17,5 16,5 1,2 1,5 1,5 1,7 1,3 1,5
10 7,4 11,4 5,2 6,3 19,8 21,4 1,1 2,5 2,3 4,7 2,0 2,5
11 8,1 8,7 4,9 5,5 23,1 26,1 1,0 2,3 1,6 2,9 1,1 2,3
12 7,4 7,1 4,4 5,4 16,0 17,0 0,9 2,0 0,8 2,2 0,8 2,0
13 7,1 7,8 5,4 5,2 16,2 17,9 0,7 1,7 1,1 2,4 1,0 2,5
14 8,8 8,9 5,9 4,3 16,7 17,2 1,6 1,0 2,3 1,7 1,3 1,1
15 7,9 6,9 5,0 6,0 19,1 16,5 0,5 1,3 1,3 1,5 1,0 1,1
In Tabelle 4.9 hebt sich der Parametersatz {bψ, bθ} (Spalten 8/9) gegenu¨ber den rest-
lichen Parameterkombinationen als der nach den Gesamtkosten cII bzw. ˆcII Beste
hervor (10/15 rot bzw. 15/15 rot/magenta und 12/15 blau bzw. 14/15 blau/cyan).
Gefolgt von der Parameterkombination {bθ, bδ} (Spalten 12/13), welche im Vergleich
der zweitbeste Parametersatz ist (12/15 cyan bzw. 15/15 blau/cyan und 9/15 magen-
ta bzw. 14/15 rot/magenta). Der Parametersatz {bθ} (Spalten 4/5) schneidet nach
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den Gesamtkosten cII bzw. ˆcII im Vergleich zu den Parametersa¨tzen {bψ} (Spalten
2/3) und {bδ} (Spalten 6/7) besser ab. Außerdem geho¨ren {bψ, bθ} und {bθ, bδ}, wie
bereits beschrieben, zu den beiden besten Parametersa¨tzen. Dies la¨sst den Schluss
zu, dass der Parameter bθ als der wichtigste Parameter der insgesamt drei optionalen
Parametern (Tabelle 3.7 aus Kapitel 3.7.5) zur Detektion nach der Segmentierung
aus Kapitel 3.4.3 ist.
Ein entsprechender Schluss la¨sst sich aus Tabelle 4.8 fu¨r die Detektion nach dem
Clustern aus Kapitel 3.4.2 nicht eindeutig ziehen.
Beim Vergleich der Ergebnisse der unterschiedlichen Algorithmen aus den
Tabellen 4.8 und 4.9, wird ersichtlich, dass Tabelle 4.9 die deutlich geringeren Ge-
samtkosten cII bzw. ˆcII entha¨lt. Lediglich der Parametersatz {bδ} (Spalte 6/7) aus
Tabelle 4.9 liefert vergleichbare Ergebnisse zu denen in Tabelle 4.8. Nur in Einzelfa¨l-
len kommen die Ergebnisse aus Tabelle 4.8 an die des Parametersatzes {bψ} (Spalten
2/3) aus Tabelle 4.9 heran, wobei die Ergebnisse des Parametersatzes {bψ} aus Ta-
belle 4.9 fu¨r keinen Datensatz zu den zwei besten geho¨ren. Dadurch stellt sich, den
Ergebnissen dieses Kapitels zufolge, wiederholt der Algorithmus zur Segmentierung
aus Kapitel 3.4.3 gegenu¨ber dem Clustern nach Kapitel 3.4.2 auch in Kombination
mit der Detektion (siehe Schritt I + II aus Kapitel 3.7.5) als u¨berlegen dar.
4.4.2. Detektionsraten
Die Gesamtkosten ˆcII des Schritt II aus Kapitel 3.7.5 (Parameteroptimierung II)
basieren auf der Berechnung der Fla¨che unter der ROC-Kurve (AUC). Die Gesamt-
kosten ˆcII entsprechen dabei der Fla¨che, welche nicht unter der ROC-Kurve liegt
(1−AUC, siehe Gleichung 3.112). Die Abbildungen 4.7-4.12 stellen die zwei, im Ka-
pitel 4.4.1 beschriebenen, besten Parameterkombinationen (nach den Gesamtkosten
ˆcII) fu¨r jeden der beiden Algorithmen aus Kapitel 3.4.2 und Kapitel 3.4.3 mit den
gesamten ROC-Kurven dar. Zur Vollsta¨ndigkeit ist zu jeder ROC-Kurve die entspre-
chende PR-Kurve (Precision/Recall-Kurve siehe Kapitel 3.8.2) angegeben.
In den Abbildungen 4.7-4.12 ist die Detektion der Pferdeko¨pfe aus Kapitel 3.4.4
(Schritt I) nach der Segmentierung aus Kapitel 3.4.3 (Schritt II) mit den optio-
nalen Parametern {Tψ, Tθ}/{bψ, bθ} in Rot (durchgehend) und mit den Parametern
{Tψ, Tθ}/{bθ, bδ} in Cyan (grob gepunktet) dargestellt. Die Detektion (Schritt I)
mit dem Algorithmus aus Kapitel 3.4.2 ist mit den optionalen Parametern {bψ, bδ}
in Blau (gestrichelt) und mit dem Parameter {bψ} in Magenta (fein gepunktet) dar-
gestellt.
Die rot- bzw. cyanfarbenen ROC- und PR-Kurven liegen oberhalb der blau- bzw.
magentafarbenen. Bis auf wenige Ausnahmen liegt zudem die rote ROC-Kurve wei-
ter links oben als die cyan eingefa¨rbten. Dies besta¨tigt das Ergebnis aus Kapi-
tel 4.4.1, in dem bereits die Segmentierung aus Kapitel 3.4.3 mit den Parametern
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{Tψ, Tθ}/{bψ, bθ} als die dem Clustern nach Kapitel 3.4.2 u¨berlegene Methode her-
vorgehoben wird. Außerdem besta¨tigt sich die U¨berlegenheit der Parameterkombi-
nation {Tψ, Tθ}/{bψ, bθ} gegenu¨ber der Kombination {Tψ, Tθ}/{bθ, bδ} zur Segmen-
tierung nach Kapitel 3.4.3 fu¨r die Mehrzahl der Testdatensa¨tze.
ROC-Kurve



























Tψ, Tθ/bθ, bδ Tψ, Tθ/bψ, bθ
PR-Kurve



















Tψ, Tθ/bθ, bδ Tψ, Tθ/bψ, bθ
(a) Testdatensatz #1
ROC-Kurve


























Tψ, Tθ/bθ, bδ Tψ, Tθ/bψ, bθ
PR-Kurve



















Tψ, Tθ/bθ, bδ Tψ, Tθ/bψ, bθ
(b) Testdatensatz #2































Tψ, Tθ/bθ, bδ Tψ, Tθ/bψ, bθ
PR-Kurve



















Tψ, Tθ/bθ, bδ Tψ, Tθ/bψ, bθ
(a) Testdatensatz #3
ROC-Kurve


























Tψ, Tθ/bθ, bδ Tψ, Tθ/bψ, bθ
PR-Kurve



















Tψ, Tθ/bθ, bδ Tψ, Tθ/bψ, bθ
(b) Testdatensatz #4
ROC-Kurve



























Tψ, Tθ/bθ, bδ Tψ, Tθ/bψ, bθ
PR-Kurve




















Tψ, Tθ/bθ, bδ Tψ, Tθ/bψ, bθ
(c) Testdatensatz #5
Abbildung 4.8.: ROC- und PR-Kurven der Testdatensa¨tze 3-5
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ROC-Kurve



























Tψ, Tθ/bθ, bδ Tψ, Tθ/bψ, bθ
PR-Kurve



















Tψ, Tθ/bθ, bδ Tψ, Tθ/bψ, bθ
(a) Testdatensatz #6
ROC-Kurve


























Tψ, Tθ/bθ, bδ Tψ, Tθ/bψ, bθ
PR-Kurve



















Tψ, Tθ/bθ, bδ Tψ, Tθ/bψ, bθ
(b) Testdatensatz #7
ROC-Kurve



























Tψ, Tθ/bθ, bδ Tψ, Tθ/bψ, bθ
PR-Kurve




















Tψ, Tθ/bθ, bδ Tψ, Tθ/bψ, bθ
(c) Testdatensatz #8































Tψ, Tθ/bθ, bδ Tψ, Tθ/bψ, bθ
PR-Kurve



















Tψ, Tθ/bθ, bδ Tψ, Tθ/bψ, bθ
(a) Testdatensatz #9
ROC-Kurve


























Tψ, Tθ/bθ, bδ Tψ, Tθ/bψ, bθ
PR-Kurve



















Tψ, Tθ/bθ, bδ Tψ, Tθ/bψ, bθ
(b) Testdatensatz #10
ROC-Kurve



























Tψ, Tθ/bθ, bδ Tψ, Tθ/bψ, bθ
PR-Kurve




















Tψ, Tθ/bθ, bδ Tψ, Tθ/bψ, bθ
(c) Testdatensatz #11
Abbildung 4.10.: ROC- und PR-Kurven der Testdatensa¨tze 9-11
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ROC-Kurve



























Tψ, Tθ/bθ, bδ Tψ, Tθ/bψ, bθ
PR-Kurve



















Tψ, Tθ/bθ, bδ Tψ, Tθ/bψ, bθ
(a) Testdatensatz #12
ROC-Kurve


























Tψ, Tθ/bθ, bδ Tψ, Tθ/bψ, bθ
PR-Kurve



















Tψ, Tθ/bθ, bδ Tψ, Tθ/bψ, bθ
(b) Testdatensatz #13
ROC-Kurve



























Tψ, Tθ/bθ, bδ Tψ, Tθ/bψ, bθ
PR-Kurve




















Tψ, Tθ/bθ, bδ Tψ, Tθ/bψ, bθ
(c) Testdatensatz #14































Tψ, Tθ/bθ, bδ Tψ, Tθ/bψ, bθ
PR-Kurve



















Tψ, Tθ/bθ, bδ Tψ, Tθ/bψ, bθ
Abbildung 4.12.: ROC- und PR-Kurven des Testdatensatz 15
Die Tabellen 4.10-4.13 fassen, zur Beurteilung der Gu¨te, aus den ROC-Kurven der
Abbildungen 4.7-4.12 exportierte Werte zusammen. Die Angaben P und N (Spal-
ten 2/3) entsprechen der Anzahl der Elemente der jeweiligen Klasse (p bzw. n).
N , die Anzahl der negativen Elemente, ist fu¨r den Algorithmus aus Kapitel 3.4.2
(Tabelle 4.12 und 4.13) deutlich kleiner, da der Algorithmus den Hintergrund her-
ausfiltert, in dem beim Algorithmus aus Kapitel 3.4.3 (Tabelle 4.10 und 4.11) die
zusa¨tzlichen negativen Elemente liegen. TROC aus Spalte 4 entspricht dem Schwell-
wert in der ROC-Kurve, welcher dem Punkt (FPR, TPR) (Spalten 5/6) zugeordnet
werden kann. TROC wurde so gewa¨hlt, dass die Treffergenauigkeit ACC in Spalte 8
maximal ist. ACC ist nach Gleichung 3.129 (Kapitel 3.8.2) berechnet. Zusa¨tzlich ist
die Ganauigkeit PPV (siehe Gleichung 3.128 aus Kapitel 3.8.2) angegeben, wodurch
der Punkt (PPV, TPR) in der PR-Kurve angegeben ist. Die Empfindlichkeit TPR
(Spalte 6) ist nach Gleichung 3.125 (Kapitel 3.8.2) berechnet, die Ausfallrate FPR
(Spalte 5) nach Gleichung 3.126 (Kapitel 3.8.2).
Zu Erkennen ist, dass die mo¨gliche Treffergenauigkeit ACC mit dem Einsatz des
Algorithmus aus Kapitel 3.4.3 im Gegensatz zum Algorithmus aus Kapitel 3.4.2
deutlich ho¨her liegt. Die durchschnittliche Treffergenauigkeit aus Tabelle 4.10 liegt
bei 97, 4 %, die in Tabelle 4.11 bei 97, 0 %. Die durchschnittliche Treffergenauigkeit
aus Tabelle 4.12 liegt hingegen bei 83, 9 %, die in Tabelle 4.13 bei 82, 2 %.
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Tabelle 4.10.: Treffergenauigkeit ACC der Detektion/Segmentierung (Kapitel 3.4.3)
Parametersatz {Tψ, Tθ}/{bψ, bθ}
# P N TROC FPR [%] TPR [%] PPV [%] ACC [%]
1 199 1505 0,19 0,9 84,4 92,3 97,4
2 199 1462 0,23 0,7 89,4 94,7 98,1
3 199 1429 0,17 1,3 88,9 90,8 97,5
4 199 1829 0,16 1,1 93,5 89,9 98,3
5 199 1424 0,15 1,3 92,0 91,0 97,9
6 199 1836 0,13 1,0 87,4 90,2 97,8
7 199 1366 0,22 1,8 86,9 87,4 96,7
8 199 1470 0,20 1,8 83,9 86,5 96,5
9 199 1734 0,17 2,4 93,5 81,6 97,2
10 199 1006 0,18 2,1 91,5 89,7 96,8
11 199 1345 0,17 2,7 91,0 83,4 96,5
12 199 1679 0,15 1,1 94,5 90,8 98,4
13 199 1530 0,16 0,8 89,4 93,7 98,1
14 199 1275 0,23 2,5 93,5 85,3 96,9
15 199 1492 0,26 2,2 95,0 85,1 97,5
Tabelle 4.11.: Treffergenauigkeit ACC der Detektion/Segmentierung (Kapitel 3.4.3)
Parametersatz {Tψ, Tθ}/{bθ, bδ}
# P N TROC FPR [%] TPR [%] PPV [%] ACC [%]
1 199 1505 0,20 0,9 80,4 92,5 96,9
2 199 1462 0,21 0,8 84,4 93,9 97,5
3 199 1429 0,22 1,6 79,9 87,4 96,1
4 199 1829 0,21 0,9 86,4 91,5 97,9
5 199 1424 0,16 0,4 81,9 96,4 97,4
6 199 1836 0,19 0,6 81,9 93,7 97,7
7 199 1366 0,20 1,0 78,4 91,8 96,4
8 199 1470 0,20 1,3 82,9 89,7 96,8
9 199 1734 0,20 1,3 84,4 88,4 97,3
10 199 1006 0,22 2,1 85,4 89,0 95,9
11 199 1345 0,19 1,1 78,9 91,3 96,3
12 199 1679 0,20 1,1 84,4 90,3 97,4
13 199 1530 0,19 1,0 81,9 91,6 97,1
14 199 1275 0,20 0,9 84,9 93,9 97,2
15 199 1492 0,20 0,9 87,4 92,6 97,7
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Tabelle 4.12.: Treffergenauigkeit ACC der Detektion/Clustern (Kapitel 3.4.2)
Parametersatz {bψ, bδ}
# P N TROC FPR [%] TPR [%] PPV [%] ACC [%]
1 199 320 0,06 6,3 79,4 88,8 88,2
2 199 502 0,06 4,8 50,3 80,6 82,5
3 199 381 0,06 7,9 80,4 84,2 88,1
4 199 306 0,08 7,8 55,3 82,1 77,6
5 199 334 0,07 8,4 63,3 81,8 81,1
6 199 420 0,07 9,5 64,8 76,3 82,2
7 199 292 0,24 11,0 77,9 82,9 84,5
8 199 321 0,06 7,5 59,3 83,1 79,8
9 199 348 0,06 6,6 85,9 88,1 90,7
10 199 303 0,07 9,6 61,8 80,9 79,1
11 199 251 0,22 11,6 81,9 84,9 85,6
12 199 370 0,06 5,7 70,9 87,0 86,1
13 199 314 0,06 4,1 58,8 90,0 81,5
14 199 455 0,06 6,6 69,3 82,1 86,1
15 199 423 0,07 8,5 70,4 79,5 84,7
Tabelle 4.13.: Treffergenauigkeit ACC der Detektion/Clustern (Kapitel 3.4.2)
Parametersatz {bψ}
# P N TROC FPR [%] TPR [%] PPV [%] ACC [%]
1 199 320 0,20 8,8 82,9 85,5 88,1
2 199 502 0,06 9,6 47,7 66,4 78,3
3 199 381 0,19 7,6 77,4 84,2 87,2
4 199 306 0,06 10,1 44,2 73,9 71,9
5 199 334 0,27 10,5 63,8 78,4 79,9
6 199 420 0,07 13,8 69,3 70,4 80,8
7 199 292 0,23 11,6 82,9 82,9 86,2
8 199 321 0,06 10,9 61,8 77,8 78,7
9 199 348 0,06 6,9 86,4 87,8 90,7
10 199 303 0,16 9,2 52,8 78,9 75,7
11 199 251 0,20 12,4 81,4 83,9 84,9
12 199 370 0,05 2,7 64,3 92,8 85,8
13 199 314 0,21 10,8 64,8 79,1 79,7
14 199 455 0,16 4,4 57,8 85,2 84,1
15 199 423 0,06 9,9 61,8 74,5 81,0
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4.4.3. Parameterwahl
Der Parametersatz wird entsprechend der Schritte (I und II) der Optimierung aus
Kapitel 3.7.5 in den folgenden Unterkapiteln anhand der jeweiligen Kostenfunktio-
nen (Gleichung 3.111 bzw. 3.112 aus Kapitel 3.7.5) ausgewa¨hlt. Die Auswahl be-
schra¨nkt sich auf die Segmentierung aus Kapitel 3.4.3 (Schritt I), da die Ergebnisse
des Algorithmus aus Kapitel 3.4.2 in den Kapiteln 4.4.1 und 4.4.2 trotz individuell
angepasster Parameter nicht an die der Segmentierung aus Kapitel 3.4.3 heranrei-
chen.
Parameterwahl I
In Kapitel 3.7.5 wurden 15 Lern- bzw. Testdatensa¨tze beschrieben. Die Parameter
des Schritt I der Optimierung nach Gleichung 3.111 (Kapitel 3.7.5) wurden fu¨r je-
den Lerndatensatz einzeln bestimmt, so dass 15 Parametersa¨tze vorhanden sind. Zur
Auswahl wurden aus den Parametersa¨tzen jeweils das Minimum, der Median (siehe
Kapitel 3.8.1), das arithmetische Mittel ∅ (siehe Gleichung 3.115 in Kapitel 3.7.6)
und das Maximum berechnet. Die 4 Kombinationen (Minimum, Median, arithme-
tisches Mittel und Maximum) wurden fu¨r die jeweiligen Parameterkombinationen,
welche sich durch die optionalen Parameter aus Tabelle 3.6 (Kapitel 3.7.5) ergeben,
bestimmt. Anschließend wurde die Kostenfunktion cI nach Gleichung 3.111 (Kapi-
tel 3.7.5) mit den jeweiligen Parametersa¨tzen fu¨r die 15 Lerndatensa¨tze bzw. cˆI fu¨r
die 15 Testdatensa¨tze berechnet. Die entsprechenden Ergebnisse sind in den Tabel-
len E.26-E.28 im Anhang E.2.1 aufgefu¨hrt. Wie bereits in Kapitel 4.4.2, wurde das
beste Ergebniss (cI minimal) pro Lerndatensa¨tz in Blau und das zweitbeste in Cyan
gekennzeichnet. Entsprechend wurde das beste Ergebniss (cˆI minimal) pro Testda-
tensa¨tz in Rot und das zweitbeste in Magenta gekennzeichnet. Anschließend wurde
die Anzahl NcI bzw. NcˆI bestimmt, die pro Parametersatz angeben wieviele beste
bzw. zweitbeste Ergebnisse mit den Lern- bzw. Testdatensa¨tzen im Vergleich zu den
restlichen Parametersa¨tzen erzielt werden konnten.
Tabelle 4.14 fasst alle no¨tigen Daten fu¨r die entsprechende Auswertung zusammen,
so dass nach der Anzahl NcI bzw. NcˆI auf den zu bevorzugenden Parametersatz zu
schließen ist. Die erste Spalte fasst nochmals die jeweiligen Parameterkombinationen
zusammen, dazu gibt die zweite Spalte an, ob es sich um das Minimum, den Me-
dian, das arithmetische Mittel oder das Maximum handelt. In den darauffolgenden
Spalten (3−5) sind die jeweiligen Parametersa¨tze angegeben. Geho¨rt ein Parameter
nicht zum Parametersatz, ist dies durch den Querstrich in dem entsprechenden Feld
gekennzeichnet. Die beiden letzen Spalten aus Tabelle 4.14 geben die Anzahl NcI
der besten bzw. zweitbesten Ergebnisse auf den Lerndatensa¨tzen und die Anzahl
NcˆI der besten bzw. zweitbesten Ergebnisse auf den Testdatensa¨tzen an. Die Anzahl
der besten und der zweitbesten Ergebnisse ist durch einen Schra¨gstrich voneinan-
der getrennt. Im Fall, dass keine der Datensa¨tze fu¨r den Parametersatz zu den zwei
besten Ergebnissen geho¨ren, ist dies durch einen Querstrich gekennzeichnet.
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Tabelle 4.14.: Parameteru¨bersicht der Segmentierung aus Kapitel 3.4.3
α tb Tψ Tθ Tδ NcI NcˆI
{α, tb, Tψ}
Min 46,5◦ 6,4 3,8◦ - - -/- -/-
Med 48,2◦ 10,5 6,5◦ - - -/- -/-
∅ 48,7◦ 16,0 6,1◦ - - -/- -/-
Max 52,4◦ 32,0 8,6◦ - - -/- -/-
{α, tb, Tθ}
Min 55,5◦ 3,1 - 6,1◦ - -/- -/-
Med 58,3◦ 4,4 - 7,2◦ - 2/3 2/4
∅ 58,1◦ 4,5 - 7,5◦ - 3/2 4/1
Max 59,7◦ 6,3 - 10,1◦ - -/- -/-
{α, tb, Tδ}
Min 55,9◦ 13,5 - - 2,6 cm -/- -/-
Med 58,7◦ 24,0 - - 2,8 cm -/- -/-
∅ 58,5◦ 23,1 - - 2,8 cm -/- -/-
Max 60,3◦ 32,0 - - 3,1 cm -/- -/-
{α, tb, Tψ, Tθ}
Min 55,0◦ 7,4 5,3◦ 4,5◦ - -/- -/-
Med 57,6◦ 9,3 9,1◦ 5,6◦ - 3/8 5/5
∅ 57,7◦ 9,1 9,6◦ 5,6◦ - 7/2 4/5
Max 59,5◦ 10,5 14,7◦ 7,0◦ - -/- -/-
{α, tb, Tψ, Tδ}
Min 55,9◦ 13,5 3,3◦ - 2,6 cm -/- -/-
Med 59,6◦ 24,0 15,7◦ - 2,9 cm -/- -/-
∅ 59,2◦ 22,6 22,4◦ - 3,0 cm -/- -/-
Max 61,0◦ 32,0 44,7◦ - 3,6 cm -/- -/-
{α, tb, Tθ, Tδ}
Min 55,9◦ 13,4 - 2,9◦ 2,7 cm -/- -/-
Med 58,0◦ 24,0 - 32,2◦ 3,0 cm -/- -/-
∅ 58,0◦ 24,1 - 22,8◦ 3,7 cm -/- -/-
Max 60,3◦ 32,0 - 44,9◦ 5,7 cm -/- -/-
{α, tb, Tψ, Tθ, Tδ}
Min 55,5◦ 13,0 3,4◦ 3,0◦ 2,7 cm -/- -/-
Med 58,3◦ 24,0 10,6◦ 4,3◦ 3,6 cm -/- -/-
∅ 58,1◦ 22,5 17,0◦ 10,3◦ 4,9 cm -/- -/-
Max 60,1◦ 32,0 43,6◦ 44,6◦ 10,9 cm -/- -/-
Bereits im Unterkapitel Parametervergleich I aus Kapitel 4.4.1 konnte die Parame-
terkombination {α, tb, Tψ, Tθ} als eine der Besten auf den Lern- und den Testda-
tensa¨tzen identifiziert werden. Die Parameterkombination {α, tb, Tψ, Tθ} ist den
verbleibenden Kombinationen nach Tabelle 4.14 u¨berlegen. Lediglich der Median
und das arithmetisches Mittel ∅ der Parameterkombination {α, tb, Tθ} za¨hlen bei
einigen wenigen Datensa¨tzen zu den zwei besten Ergebnissen. Die Unterschiede in
den Ergebnissen der ausgewerteten Kostenfunktion cI (Gleichung 3.111 aus Kapi-
tel 3.7.5), die in den Tabellen E.26-E.28 aus Anhang E.2.1 aufgefu¨hrt werden, sind
fu¨r den Median bzw. das arithmetische Mittel ∅ zwischen den Parametersa¨tzen
{α, tb, Tθ} und {α, tb, Tψ, Tθ}, in denen der Parametersatz {α, tb, Tθ} bessere
Ergebnisse erzielt, kaum relevant.
Somit verbleibt die Wahl zwischen dem Median und dem arithmetischen Mittel ∅
des Parametersatzes {α, tb, Tψ, Tθ}. Die Parameter in den Zeilen 14 und 15 der
Tabelle 4.14, als auch deren Ergebnisse (Tabellen E.26-E.28 aus Anhang E.2.1), un-
terscheiden sich nur geringfu¨gig. Wird der Median aus dem Parametersatz
{α, tb, Tψ, Tθ} in Zeile 14 verwendet, so za¨hlen mehr Lerndatensa¨tze (Summe
der Werte in Spalte NcI ≡ 11), als auch mehr Testdatensa¨tze (Summe der Werte in
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Spalte NcˆI ≡ 10), zu den beiden besten Ergebnissen als bei Verwendung des arith-





Daher werden zur weiteren Auswertung der Median des Parametersatzes
{α, tb, Tψ, Tθ} aus Zeile 14 der Tabelle 4.14 verwendet, so dass
α = 57, 6◦ , tb = 9, 3 , Tψ = 9, 1◦ und Tθ = 5, 6◦ (4.2)
festgelegt werden.
Parameterwahl II
Entsprechend der Parameterwahl I, soll eine Auswahl der Parameter fu¨r den Schritt
II zur Detektion der Pferdeko¨pfe aus Kapitel 3.4.4 getroffen werden. Die optimierten
Parametersa¨tze wurden nach Kapitel 3.7.5 berechnet und in Kapitel 4.4.1 verglichen.
Fu¨r jede Parameterkombination aus Tabelle 3.7 (Kapitel 3.7.5) existieren 15 auf die
Lerndatzensa¨tze optimierte Parametersa¨tze. Von diesen wurde, wie zuvor bei der
Parameterwahl I, das Minimum, der Median (siehe Kapitel 3.8.1), das arithmeti-
sche Mittel ∅ (siehe Gleichung 3.115 in Kapitel 3.7.6) und das Maximum berechnet
(erste und zweite Spalte in Tabelle 4.15). Die entsprechenden Parameterkombina-
tionen (inkl. Minimum, Median, ∅ und Maximum) sind in Tabelle 4.15 (Spalten
3− 5) aufgefu¨hrt. Geho¨rt ein Parameter nach Tabelle 3.7 (Kapitel 3.7.5) nicht zum
Parametersatz, ist dies durch einen Querstrich gekennzeichnet. Zur Berechnung der
Kostenfunktion cII bzw. ˆcII nach Gleichung 3.112 (Kapitel 3.7.5) wurde der zuvor
in Parameterwahl I bestimmte Parametersatz {α, tb, Tψ, Tθ} nach Gleichung 4.2
zur Segmentierung verwendet.
Die Ergebnisse der Kostenfunktion (cII bzw. ˆcII) sind in den Tabellen E.29-E.31 im
Anhang E.2.2 zu finden. In den Tabellen E.29-E.31 wurde wiederum pro Datensatz
das beste und zweitbeste Ergebnis der Kostenfunktion cII bzw. ˆcII zwischen den
Parametersa¨tzen farblich markiert. Entsprechend gibt die Anzahl NcII (vorletzte
Spalte in Tabelle 4.15) an, wie ha¨ufig der jeweilige Parametersatz das bestes bzw.
zweitbeste Ergebnis nach der Kostenfunktion cII fu¨r die insgesamt 15 Lerndatensa¨t-
ze erreicht hat. Die Anzahl N ˆcII (letzte Spalte in Tabelle 4.15) gibt die Ha¨ufigkeit
der besten bzw. zweitbesten Ergebnisse nach der Kostenfunktion ˆcII fu¨r die Test-
datensa¨tze an. Die Anzahl der besten und zweitbesten Ergebnisse ist durch einen
Schra¨gstrich getrennt dargestellt. Die Fa¨lle, in denen kein Datensatz fu¨r den jewei-
ligen Parametersatz zu den besten bzw. zweitbesten Ergebnissen geho¨ren, wurden
durch einen Querstrich gekennzeichnet.
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Tabelle 4.15.: Parameteru¨bersicht der Detektion nach der Segmentierung
Parametersatz (4) der Segmentierung: {Tψ, Tθ}
bψ bθ bδ NcII N ˆcII
{bψ}
Min 10,9◦ - - -/- -/-
Med 29,7◦ - - -/- -/-
∅ 27,4◦ - - -/- -/-
Max 33,3◦ - - -/- -/-
{bθ}
Min - 0,6◦ - -/- -/-
Med - 16,7◦ - -/- -/-
∅ - 18,3◦ - -/- -/-
Max - 44,9◦ - -/- -/-
{bδ}
Min - - 1,2 cm -/- -/-
Med - - 5,1 cm -/- -/-
∅ - - 4,9 cm -/- -/-
Max - - 9,8 cm -/- -/-
{bψ, bθ}
Min 7,3◦ 12,7◦ - 1/- -/-
Med 13,1◦ 13,6◦ - -/3 -/2
∅ 21,3◦ 13,9◦ - -/3 -/3
Max 44,9◦ 14,9◦ - 10/1 12/-
{bψ, bδ}
Min 0,6◦ - 7,5 cm 1/- -/-
Med 5,5◦ - 11,4 cm -/- -/-
∅ 4,1◦ - 11,3 cm -/- -/-
Max 7,3◦ - 13,7 cm -/- -/-
{bθ, bδ}
Min - 6,4◦ 11,4 cm 1/1 -/-
Med - 14,0◦ 12,9 cm 1/3 1/4
∅ - 13,5◦ 12,9 cm 1/3 1/4
Max - 16,7◦ 14,5 cm -/1 1/2
Die Parameterkombination {bψ, bθ} bzw. {bθ, bδ} wurde bereits beim Parameter-
vergleich II aus Kapitel 4.4.1 durch die Ergebnissen aus Tabelle 4.9 als die beste bzw.
zweitbeste Parameterkombination herausgestellt. Die Ergebnisse aus Tabelle 4.15,
in der die Parameter nicht fu¨r jeden Datensatz einzeln optimiert sind, entsprechen,
ohne eine Betrachtung der vier mo¨glichen Parametersa¨tze (Minimum, Median, ∅
und Maximum) einer Parameterkombination, der Beobachtung durch den Parame-
tervergleich II aus Kapitel 4.4.1. Die Parameterkombination {bψ, bδ} erzielt nach
Tabelle 4.15, im Vergleich zu den restlichen Kombinationen, nur fu¨r einige wenige
Datensa¨tze beste bzw. zweitbeste Ergebnisse. Die Parameterkombination {bθ, bδ}
erzielt fu¨r mehr Datensa¨tze das zweitbeste Ergebnis. Die Parameterkombination
{bψ, bθ} hebt sich hingegen durch die Anzahl der besten und zweitbesten Ergebnis-
se von den restlichen Parameterkombination ab.
Die gro¨ßte Anzahl an besten Ergebnissen fu¨r die Lern- und Testdatensa¨tze wird nach
Tabelle 4.15 mit dem Parametersatz aus dem Maximum der Parameterkombination
{bψ, bθ} erreicht. Das Maximum aus den einzeln optimierten Parametersa¨tzen der
Kombination {bψ, bθ} ist damit im Vergleich, nach den Ergebnissen aus Tabelle 4.15,
dem Minimum, dem Median und dem arithmetischen Mittel ∅ u¨berlegen.
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Zur weiteren Auswertung wird das Maximum des Parametersatzes {bψ, bθ} aus Zeile
16 der Tabelle 4.15 verwendet, so dass die Parameter
bψ = 44, 9
◦ und bθ = 14, 9◦ (4.3)
verwendet werden.
In Kapitel 3.7.5 wird das Histogramm-Template H˜T als zusa¨tzlicher Parameter ver-
wendet. Es wurde bisher autonom aus den Trainingsdaten bestimmt. Durch die
Parameterwahl aus Gleichung 4.3 ergibt sich die Gro¨ße der Histogramme H˜S und
H˜T zu 3×7 (Winkel ψ×θ ∈ [−45◦, · · ·− bψ2 ,
bψ
2 , · · · 45◦]× [−45◦, · · ·− bθ2 , bθ2 , · · · 45◦]).
Zur Erstellung der Tabelle 4.16 wurde das Minimum, der Median, das arithmetische
Mittel ∅ und das Maximum aus den jeweiligen Histogrammeintra¨gen, die fu¨r die 15
Lerndatensa¨tze einzeln bestimmt und eingesetzt wurden (siehe Kapitel 3.7.5), des
Histogramm-Templates H˜T berechnet. Mit dem jeweiligen Histogramm-Template
H˜T (Minimum, Median, ∅ oder Maximum) und den Parametern aus Gleichung 4.2
und 4.3 wurden die Kostenfunktionen cII und ˆcII nach Gleichung 3.112 (Kapi-
tel 3.7.5) berechnet und in Tabelle 4.16 zusammengefasst.
Tabelle 4.16.: Ergebnisu¨bersicht der Detektion mit einheitlichem HT
Parametersatz der Segmentierung: {Tψ, Tθ}
Parametersatz der Detektion: {bψ, bθ}
#1 #2 #3 #4 #5
cII [%] ˆcII [%] cII [%] ˆcII [%] cII [%] ˆcII [%] cII [%] ˆcII [%] cII [%] ˆcII [%]
Min 1,36 2,39 0,73 1,47 1,46 1,40 1,23 1,11 0,92 1,48
Med 1,35 2,39 0,73 1,44 1,44 1,38 1,20 1,09 0,92 1,46
∅ 1,34 2,38 0,73 1,44 1,44 1,38 1,20 1,09 0,90 1,45
Max 1,45 2,53 0,84 1,52 1,56 1,55 1,30 1,25 1,06 1,56
#6 #7 #8 #9 #10
cII [%] ˆcII [%] cII [%] ˆcII [%] cII [%] ˆcII [%] cII [%] ˆcII [%] cII [%] ˆcII [%]
Min 1,37 1,64 2,11 1,41 2,08 2,15 1,73 1,78 1,23 2,18
Med 1,33 1,62 2,08 1,39 2,05 2,14 1,72 1,72 1,23 2,12
∅ 1,33 1,62 2,08 1,39 2,04 2,13 1,72 1,73 1,22 2,12
Max 1,41 1,74 2,22 1,52 2,22 2,24 1,87 1,82 1,34 2,26
#11 #12 #13 #14 #15
cII [%] ˆcII [%] cII [%] ˆcII [%] cII [%] ˆcII [%] cII [%] ˆcII [%] cII [%] ˆcII [%]
Min 0,90 1,04 1,02 1,97 0,83 1,23 1,35 1,00 0,79 1,68
Med 0,90 1,02 1,01 1,96 0,81 1,22 1,35 0,98 0,82 1,67
∅ 0,90 1,02 1,00 1,96 0,81 1,22 1,35 0,98 0,80 1,66
Max 0,99 1,11 1,18 2,10 0,90 1,30 1,49 1,08 0,96 1,83
Die Eintra¨ge der Tabelle 4.16 sind, wie zuvor, farblich gekennzeichnet. Das beste Er-
gebnis der vier mo¨glichen Histogramm-Templates H˜T (Minimum, Median, ∅ oder
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Maximum) wurde nach der Kostenfunktion cII , welche auf den Lerndatensa¨tzen be-
stimmt wurde, in Blau gekennzeichnet, das zweitbeste Ergebnis ist Cyan. Das beste
Ergebnis auf den Testdatensa¨tzen nach der Kostenfunktion ˆcII ist in Rot und das
zweitbeste Ergebnis in Magenta hervorgehoben. In den Spalten der Tabelle 4.16 sind
die Ergebnisse fu¨r die einzelnen Lern- (cII) bzw. Testdatensa¨tze ( ˆcII) aufgefu¨hrt. Mit
11 bzw. 11 (von 15) besten Ergebnissen nach cII bzw. ˆcII ist das arithmetische Mittel
∅ aus der dritten Zeile der Tabelle 4.16 das Histogramm-Template H˜T , welches im
Vergleich zum Median, dem Minimum und dem Maximum heraussticht. Der Unter-
schied zwischen den Ergebnissen ist jedoch so gering, dass der dargestellte Detailgrad
der Werte in Tabelle 4.16 im Vergleich zu den Ergebnissen der Tabellen E.29-E.31
aus Anhang E.2.2 erho¨ht wurde. Zur Verwendung eines einheitlichen Parametersat-
zes wird das arithmetische Mittel ∅ der einzelnen Histogramm-Templates H˜T der
Lerndatensa¨tze in allen folgenden Auswertungen eingesetzt.
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4.5. Ergebnisse der Posenbestimmung und Normalisierung
4.5.1. Parametervergleich
Parametervergleich A
Tabelle 4.17 entha¨lt die nach der Kostenfunktion cA aus Gleichung 3.116 zur Pa-
rameteroptimierung A (Kapitel 3.7.6) optimierten Parameter. Die fu¨r jeden der 15
Lerndatensa¨tze (1. Spalte) optimierten Werte der Parameter TN und TO (siehe Ta-
belle 3.8 in Kapitel 3.7.6) sind in der jeweiligen Zeile in den Spalten 2 (TN ) und 3
(TO) der Tabelle 4.17 aufgefu¨hrt. Die Spalte 4 der Tabelle 4.17 entha¨lt die mit den
jeweiligen Parametern durch cA u¨ber die 199 Frames des jeweiligen Lerndatensatzes
bestimmten Kosten. c∅A (Spalte 5) ist der durchschnittliche Wert der Kostenfunk-
tion cA pro Datensatz:
cA
199 . cˆA (Spalte 6 in Tabelle 4.17) ist der Wert, welcher u¨ber
die Testdatensa¨tze mit den Parametern der Spalten 2 (TN ) und 3 (TO) nach der




Tabelle 4.17.: Parameter zur Grobe Posenbestimmung aus Kapitel 3.5.1
# TN TO cA c∅A cˆA ˆc∅A
1 95,3 % 98,8 % 4,3m 2,3 cm 5,7m 2,9 cm
2 100,0 % 69,8 % 4,7m 2,4 cm 4,3m 2,3 cm
3 100,0 % 68,3 % 4,7m 2,5 cm 4,8m 2,5 cm
4 97,1 % 69,8 % 4,6m 2,4 cm 4,5m 2,3 cm
5 98,4 % 78,0 % 4,3m 2,2 cm 5,8m 3,1 cm
6 100,0 % 69,1 % 4,4m 2,3 cm 4,4m 2,3 cm
7 97,6 % 67,9 % 4,1m 2,1 cm 4,7m 2,4 cm
8 100,0 % 65,2 % 4,7m 2,4 cm 4,7m 2,4 cm
9 97,6 % 72,2 % 4,0m 2,1 cm 4,9m 2,6 cm
10 96,5 % 71,6 % 3,8m 1,9 cm 5,2m 2,7 cm
11 98,3 % 65,7 % 4,4m 2,3 cm 5,0m 2,6 cm
12 95,5 % 80,4 % 4,2m 2,1 cm 4,3m 2,3 cm
13 93,6 % 80,0 % 3,8m 2,0 cm 4,7m 2,4 cm
14 100,0 % 97,4 % 4,6m 2,4 cm 4,4m 2,3 cm
15 100,0 % 74,3 % 4,8m 2,5 cm 5,0m 2,6 cm
In Tabelle 4.17 fa¨llt auf, dass fu¨r einige Lerndatensa¨tze (2, 3, 6, 8, 14 und 15) der
Parameter TN zur Optimierung nach der Kostenfunktion cA (Gleichung 3.116 aus
Kapitel 3.7.6) den maximal zula¨ssigen Wert von 100 % (obere Schranke) annimmt.
Die obere Schranke zur Parameteroptimierung A (Kapitel 3.7.6) anzupassen wa¨re
jedoch keine Option, da durch Rd = TN max(di,MC ) mit TN = 100 % sich Rd =
max(di,MC ) ergibt, welches dem ho¨chsten zula¨ssigen Wert fu¨r Rd entspricht.




Die nach Gleichung 3.122 der Parameteroptimierung B aus Kapitel 3.7.6 optimierten
Parameter der Tabelle 3.9 (Kapitel 3.7.6) sind in Tabelle 4.18 aufgefu¨hrt. Die fu¨r
jeden Lerndatensatz (Zeilen der Tabelle) bestimmten Parameter befinden sind in den
Spalten 2 − 8 der Tabelle 4.18. Die u¨ber die Lerndatensa¨tze nach Gleichung 3.122
(Kapitel 3.7.6) mit den optimierten Parameterwerten bestimmten Kosten cB sind in
der 9 Spalte der Tabelle 4.18 aufgefu¨hrt. c∅B =
cB
199 in Spalte 10 der Tabelle 4.18
entspricht dem Durchschnittswert der Kostenfunktion cB umgerechnet auf einen
der 199 Datensa¨tze des jeweiligen Lerndatensatzes. Die in den Spalten 11 bzw. 12
(cˆB bzw. ˆc∅B) der Tabelle 4.18 aufgefu¨hrten Werte wurden u¨ber die Testdatensa¨tze
bestimmt und nicht, wie bei den entsprechenden Werten der Spalten 9 bzw. 10 (cB
bzw. c∅B), u¨ber die Lerndatensa¨tze.
Tabelle 4.18.: Parameter zur Posenverfeinerung aus Kapitel 3.5.2
δS ,∆S ,∆W ,∆L,∆A, TZ und δoff angegeben in cm
# δS ∆S ∆W ∆L ∆A TZ δoff cB c∅B cˆB ˆc∅B
1 1,4 1,8 1,7 24,7 1,4 17,8 5,0 6,9m 3,6 cm 7,8m 4,1 cm
2 0,9 1,9 2,3 26,6 0,5 18,5 5,1 6,6m 3,4 cm 6,9m 3,6 cm
3 4,1 2,0 1,5 23,7 2,0 19,8 5,2 6,9m 3,6 cm 7,8m 4,0 cm
4 0,6 1,9 2,2 24,6 1,4 17,6 5,1 7,3m 3,8 cm 7,1m 3,7 cm
5 4,1 1,7 5,2 27,5 1,0 19,7 5,0 6,9m 3,5 cm 8,8m 4,6 cm
6 0,9 1,9 2,8 25,5 2,2 17,2 5,0 6,5m 3,4 cm 7,5m 3,8 cm
7 0,9 1,9 5,0 29,1 1,9 17,6 5,0 6,7m 3,5 cm 7,8m 4,0 cm
8 1,3 1,8 2,7 25,7 0,5 17,8 4,8 6,4m 3,3 cm 7,2m 3,7 cm
9 1,2 1,8 14,4 7,6 2,4 18,5 4,8 7,3m 3,8 cm 8,4m 4,4 cm
10 1,0 1,5 2,1 21,8 0,8 18,0 4,9 6,6m 3,4 cm 7,5m 3,9 cm
11 0,9 1,9 2,6 21,2 4,3 17,1 5,1 7,8m 4,0 cm 8,2m 4,3 cm
12 4,1 1,8 1,6 24,5 1,1 19,9 5,0 6,9m 3,5 cm 7,8m 4,1 cm
13 2,5 1,9 14,6 7,5 1,9 19,7 5,0 7,1m 3,7 cm 7,7m 3,9 cm
14 1,6 1,1 2,0 27,6 0,8 17,1 5,1 6,4m 3,3 cm 7,0m 3,5 cm
15 1,0 2,7 14,6 7,8 0,7 19,2 4,9 7,0m 3,6 cm 7,0m 3,6 cm
Der Großteil der Parameterwerte in Tabelle 4.18 befinden sich in deutlichem Abstand
zu den in der Tabelle 3.10 aus Kapitel 3.7.6 (Parameter zur Posenverfeinerung B)
angegebenen Schranken. Ausnahmen sind die obere Schranke fu¨r ∆W (Datensa¨tze
9, 13 und 15), die untere Schranke fu¨r ∆A (Datensa¨tze 2 und 8) und die obere Schran-
ke des Parameters TZ (Datensa¨tze 3, 5, 12, 13 und 15). Ein Zusammenhang zwischen
entsprechenden Ausreißern bzw. Parametern nahe der vorgegebenen Schranken und
den sich mit diesen ergebenen Kosten cB bzw. cˆB (als auch c∅B bzw. ˆc∅B) ist nicht zu
erkennen. Die Werte der Kostenfunktion cB bzw. cˆB (c∅B bzw. ˆc∅B) in Tabelle 4.18
sind im Vergleich zu den Werten der Kostenfunktion cA bzw. cˆA (c∅A bzw. ˆc∅A) in
Tabelle 4.17 ho¨her. Dies ist darauf zuru¨ckzufu¨hren, dass in der Kostenfunktion cB
bzw. cˆB (c∅B bzw. ˆc∅B) neben der Rotation (RII+III) die Translation tII+III zur
Parameteroptimierung B beru¨cksichtigt wird, welches bei der Parameteroptimierung
A nicht der Fall ist.
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4.5.2. Parameterwahl
Das vorherige Kapitel 4.5.1 entha¨lt die Parameter der Parameteroptimierung A und
der Parameteroptimierung B aus Kapitel 3.7.6. Die entsprechenden Parametersa¨tze
wurden auf die einzelnen Lerndatensa¨tze angepasst. Um jedoch das Verfahren zur
Posenbestimmung aus Kapitel 3.5.1 und 3.5.2 auf unterschiedliche Datensa¨tze (im
Idealfall sind diese den bisherigen Daten a¨hnlich) anwenden zu ko¨nnen, ist es no¨tig
eine Parameterwahl zu treffen, so dass ein fester Parametersatz angewendet werden
kann.
Hierzu wurden pro Parameter das Minimum, der Median (siehe Kapitel 3.8.1), das
arithmetische Mittel ∅ (siehe Gleichung 3.115 in Kapitel 3.7.6) und das Maximum,
entsprechend der Parameterwahl zur Detektion aus Kapitel 4.4.3, berechnet.
Tabelle 4.19 wurde aus den Parametern der Tabelle 4.17 in Kapitel 4.5.1 bestimmt,
die aus der Parameteroptimierung A (Kapitel 3.7.6) stammen. Die erste Zeile der
Tabelle 4.19 entha¨lt das Minimum der Parameterwerte aus Tabelle 4.17 des Parame-
ters TN (2. Spalte) bzw. TO (3. Spalte). Die weiteren Zeilen enthalten den Median (2.
Zeile), das arithmetische Mittel (3. Zeile) und das Maximum (4. Zeile) der jeweiligen
Parameterwerte aus Tabelle 4.17.
Tabelle 4.19.: Parameteru¨bersicht A zur Grobe Posenbestimmung aus Kapitel 3.5.1
TN TO
Min 93,6 % 65,2 %
Med 98,3 % 71,6 %
∅ 98,0 % 75,2 %
Max 100,0 % 98,8 %
Entsprechend sind in Tabelle 4.20 das Minimum (1. Zeile), der Median (2. Zeile), das
arithmetische Mittel (3. Zeile) und das Maximum (4. Zeile) der durch die Paramete-
roptimierung B bestimmten Werte jedes Parameters aus Tabelle 4.18 (Kapitel 4.5.1)
zusammengefasst.
Tabelle 4.20.: Parameteru¨bersicht B zur Posenbestimmung aus Kapitel 3.5.2
δS ∆S ∆W ∆L ∆A TZ δoff
Min 0,6 cm 1,1 cm 1,5 cm 7,5 cm 0,5 cm 17,1 cm 4,8 cm
Med 1,2 cm 1,9 cm 2,6 cm 24,6 cm 1,4 cm 18,0 cm 5,0 cm
∅ 1,8 cm 1,8 cm 5,0 cm 21,7 cm 1,5 cm 18,4 cm 5,0 cm
Max 4,1 cm 2,7 cm 14,6 cm 29,1 cm 4,3 cm 19,9 cm 5,2 cm
Zur Parameterwahl wurden fu¨r alle Kombinationen der Parametersa¨tze aus Tabel-
le 4.19 (Parameteroptimierung A) und Tabelle 4.20 (Parameteroptimierung B) die
Kostenfunktion cB bzw. cˆB nach Gleichung 3.122 (Kapitel 3.7.6) mit den Lern-
bzw. Testdatensa¨tzen berechnet. Die direkten Ergebnisse sind im Anhang F in den
Tabellen F.1-F.5 zu finden. In den Tabellen F.1-F.5 wurden pro Lern- bzw. Testda-
tensatz die besten bzw. zweitbesten Ergebnisse markiert. Die Anzahl der besten bzw.
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zweitbesten Ergebnisse aus den insgesamt 15 Lerndatensa¨tze ist in Tabelle 4.21 pro
Kombination der Parametersa¨tze (Spalten 1 und 2 der Tabelle 4.21) in der Spalte 3
(NcB ) in Blau bzw. Cyan gekennzeichnet. Entsprechend ist die Anzahl NcˆB (Spal-
te 4 derTabelle 4.21) der besten bzw. zweitbesten Ergebnisse, welche sich mit der
jeweiligen Parametersatzkombination (Spalte 1 und 2) aus den 15 Testdatensa¨tzen
ergeben, in Rot bzw. Magenta eingetragen.
Tabelle 4.21.: Ergebnisu¨bersicht der Posenbestimmung der Kapitel 3.5.1 und 3.5.2
A B NcB NcˆB
Min Min -/- -/-
Min Med 1/- -/-
Min ∅ -/- -/-
Min Max -/- -/-
Med Min -/- -/-
Med Med -/2 -/1
Med ∅ -/1 -/-
Med Max -/- -/-
∅ Min -/- -/-
∅ Med 1/2 -/-
∅ ∅ -/- -/-
∅ Max -/- -/-
Max Min 1/- -/-
Max Med 11/2 10/5
Max ∅ 1/8 5/9
Max Max -/- -/-
In der U¨bersicht aus Tabelle 4.21 stechen zwei Parameterkombinationen aus den
Zeilen 14 (A: Maximum & B: Median) und 15 (A: Maximum & B: arithmetisches
Mittel ∅) hervor. Sowohl fu¨r die Lern- als auch fu¨r die Testdatensa¨tze hat das Ma-
ximum aus Tabelle 4.19 kombiniert mit dem Median aus Tabelle 4.20 als kompletter
Parametersatz (Zeile 14 in Tabelle 4.21) die meisten besten Ergebnisse (11 bzw. 10).
Zudem za¨hlen insgesamt 13 bzw. 15 der Lern- bzw. Testdatensa¨tze mit dem Para-
metersatz (A: Maximum & B: Median) zu den besten zwei Ergebnissen.
Zur weiteren Verwendung werden die Parameter zur Posendetektion nach diesem
Parametersatz (A: Maximum & B: Median) festgelegt: TN = 100 %, TO = 98.8 %,
δS = 1.2 cm, ∆S = 1.9 cm, ∆W = 2.6 cm, ∆L = 24.6 cm, ∆A = 1.4 cm, TZ = 18.0 cm
und δoff = 5.0 cm.
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4.5.3. Parameter zur Normalisierung der 2D Daten
Die Kameramatrix KV wurde nach dem in Kapitel 3.7.6 beschriebenen Vorgehen
bestimmt. Der Pixelabstand der Landmarken ∆px wurde zuvor auf 60 px festgelegt,
um eine Bildgro¨ße von 80 × 175 bei den normalisierten Bildern zu erzeugen. Der int-
rinsische Parameter αv (siehe Kapitel 3.5.3) der Matrix KV wurde mit αv = 336, 94
festgelegt. xv = 40 richtet die Pferdeko¨pfe in horizontaler Richtung zentriert auf
den normalisierten Bildern aus und yv = 35 la¨sst in vertikaler Richtung nach oben




αv 0 xv0 αv yv
0 0 1
 =
336, 94 0 400 336, 94 35
0 0 1
 (4.4)
wird nach Kapitel 3.5.3, neben der durch die Pose bestimmten Rotation RI+II+III
und Translation tI+II+III, dazu genutzt aus den urspru¨nglichen Grauwertbildern der
Kameras die normalisierten, virtuellen Kamerabilder zu generieren.
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4.6. Ergebnisse der Identifizierung individueller Pferde
4.6.1. Daten zur Identifikation
Tabelle 3.4 aus Kapitel 3.7.2 fu¨hrt die Anzahl der Besuche mit den jeweiligen Zeitra¨u-
men und entsprechender Beleuchtungsart auf, die mit dem Bilderfassungssystem aus
Kapitel 3.3 aufgezeichnet wurden. Die wa¨hrend dieser Besuche aufgezeichneten Fra-
mes (Bild der Tiefenkamera, Farbkamera und der zwei Industriekameras) bilden die
Datenbasis zu den in dieser Arbeit vorgestellten Verarbeitungsschritte. In den Dis-
parita¨tenbildern der Tiefenkamera aller Besuche aus Tabelle 3.4 wurden zuna¨chst
nach der Beschreibung in Kapitel 3.7.7 alle Pferdeko¨pfe aufgefunden und extrahiert.
Dabei kamen die Verfahren aus Kapitel 3.4.3 und 3.4.4 mit den Parametern aus
Kapitel 4.4.3 zum Einsatz. Anschließend wurde eine Symmetriepru¨fung nach Kapi-
tel 3.7.7 durchgefu¨hrt.
Die Anzahl der nach der Symmetriepru¨fung in den Daten vorhandenen Frames, bei
denen nach der Klassifikation mit TROC = 0, 35 (siehe Kapitel 3.7.7) ein Pferdekopf
im Bild erwartet wird, ist in Tabelle 4.22 pro Pferd und Aufnahmezeitraum zusam-
mengefasst. In den ersten beiden Spalten der Tabelle 4.22 sind in jeder Zeile die
jeweiligen Aufnahmezeitra¨ume (Zeitraum von, bis) aufgefu¨hrt. Die Spalten 3 und 4
der Tabelle 4.22 geben an welche der beiden Leuchtstoffro¨hren wa¨hrend der Auf-
nahmen in Betrieb waren. Alle folgenden Spalten 5 − 18 geben in der Tabelle 4.22
je Pferd die Anzahl der extrahierten Frames wieder. Der Wert innerhalb der Klam-
mern, welcher unterhalb jeder Frameanzahl angegeben ist, gibt den prozentualen
Anteil der extrahierten zu den aufgezeichneten Frames an. Der in den Klammern
angegebene Anteil liegt in der Tabelle 4.22 zwischen 5, 1 % und 28, 1 % und ha¨ngt
stark vom Verhalten der Tiere ab, wodurch dieser nicht repra¨sentativ ist.
Die Frames der Tabelle 4.22 wurden anschließend manuell nach der Beschreibung











Kein Kopf“ eingeteilt. Die Anzahl der Frames aus jeder
Gruppe sind in den Tabellen 4.23 und 4.24 untereinander aufgefu¨hrt. Die jeweiligen
Gruppen werden dabei in den Tabellen 4.23/4.24 farblich unterschieden: die Gruppe
”




Sehr Schlecht“ in Rot,
”
Sons-
tiges“ in Blau und die Gruppe
”
Kein Kopf“ ist in Dunkelgrau dargestellt.
Die Zeilen aus denen die Frames der Gruppe
”
Gut“ stammen, welche zur Auswertung
in Kapitel 4.6.2 verwendet werden, sind in Grau hinterlegt. Die Datensa¨tze wurden
entsprechend der Beschreibung aus Daten zur Identifikation in Kapitel 3.7.7 ausge-
wa¨hlt; die entsprechenden Pferdeko¨pfe sind durch die verwendeten Leuchtstoffro¨hren
von beiden Seiten beleuchtet.
224
































































































































































































































































































































































































































































































































































































































































































































































































































































































































































25.07. 31.07. x x - - -
5
- - - -
2012 2012 - - 101
-
66
- - - -



























































































































































30.04. 06.05. x x - 350
270
- - - - 54
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2013 2013 - 421
56
119
- - - - 304
49
88
06.05. 07.05. x - 247
67
- - - - 42
108
2013 2013 - 106
-
1
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Abbildung 4.13 zeigt die Anzahl der Frames in den einzelnen Gruppen, ohne die
Aufschlu¨sselung der einzelnen Tiere, u¨bereinander dar. Dabei werden verschiedene






Schlecht“) fu¨r die Praxis darzustellen und die Verteilung der Daten in
Abha¨ngigkeit bestimmter Schwellen aufzuzeigen. Die Gruppen sind farblich entspre-
chend der Eintra¨ge aus den Tabellen 4.23/4.24 gekennzeichnet.
In Abbildung 4.13a ist der zur Detektion verwendete Schwellwert Tρ auf dem A¨hnlich-
keitsfaktor ρ aus Gleichung 3.55 (Kapitel 3.4.4) auf der Abszisse aufgetragen. Umso
kleiner der Schwellwert Tρ fu¨r ρ (ρ < Tρ ≡ TROC , siehe Kapitel 3.7.7 bzw.Tabellen 4.10
und 4.11 aus Kapitel 4.4.2) gewa¨hlt wird, umso geringer ist die Anzahl der Frames in
den einzelnen Gruppen, welche unterhalb des Schwellwerts Tρ liegen. Auf der rech-
ten Seite der Abbildung 4.13a sind die gesamten 89.662 manuel gruppierten Frames
aus den Tabellen 4.23 und 4.24, bei der Verwendung des Schwellwerts Tρ = 0, 35
(ρ ≤ Tρ), zu erkennen. Nach links hin wird der auf den A¨hnlichkeitsfaktor ρ ange-
wendete Schwellwert kleiner und mit ihm die Anzahl der Frames in den jeweiligen
Gruppen, welche nicht durch den Schwellwert ausgeschlossen wurden und auf der
Oridnate der Abbildung 4.13a aufgetragen sind. Die magenta farbene Linie markiert
den Schwellwert Tρ = 0, 25, der fu¨r die Auswahl in Abbildung 4.14 auf ρ angewendet
wurde.
Abbildung 4.13b zeigt die Anzahl der nach den 5 Gruppen sortierten Frames, nach
Anwendung des Schwellwerts TV px auf die Anzahl der Pixel (maskierte Pixel nach
Daten zur Identifikation in Kapitel 3.7.7) im virtuellen Kamerabild (siehe Kapi-
tel 3.5.3) mit einer Auflo¨sung von 80 × 175. Der Schwellwert TV px, welcher durch
die Linie in Magenta markiert ist, liegt bei 6.500 Pixeln und wurde fu¨r die Auswahl
in Abbildung 4.14 verwendet. Die 6.500 Pixel entsprechen auf einer 1m entfern-
ten Ebene (entspricht der Entfernung der normalisierten Pferdeko¨pfe) einer Fla¨che
von 551, 7 cm2 und decken 46, 4 % des virtuellen Bilds ab. Sollte die Auflo¨sung des
virtuellen Grauwertbilds oder der Abstand des Kopfes zum Rand der Bilder ver-
a¨ndert werden, so ist der Schwellwert TV px entsprechend anzupassen. Die Anzahl
der Pixel im virutellen Kamerabild dient vorrangig dazu die Frames der Gruppe
”
Sehr Schlecht“ von den restlichen Frames zu trennen. Der Schwellwert TV px ist da-
zu im Fall der Abbildung 4.13b umgekehrt (Pixel der virtuellen Kamera > TV px)






Schlecht“) herausfiltern zu ko¨nnen.
Pferdeko¨pfe, die nicht komplett im Tiefenbild liegen, beeintra¨chtigen die autonome
Posenbestimmung der Verfahren aus Kapitel 3.5. Ist die Pose nicht korrekt, so wird
auch das virtuelle Kamerabild, in dem der Pferdekopf in die Kamera schauen sollte,
keine guten Bilder fu¨r eine Identifikation des Tieres erzeugen. Entsprechende Fra-
mes wurden in Abbildung 4.13c u¨ber die Pixelanzahl in der Maske M
⊕
S (siehe
Abbildung 3.34a aus Kapitel 3.5.2) bestimmt, die in einem Abstand von zwei Pi-
xeln zum Rand des Disparita¨tenbilds liegen. Werden in dem Rand von zwei Pixeln
228
4.6. Ergebnisse der Identifizierung individueller Pferde
Teile des Kopfes detektiert, so ist es wahrscheinlich, dass der Kopf nicht komplett
im Tiefenbild abgebildet ist. Entsprechend ist die magenta farbene Linie auf dem
Schwellwert TBpx = 0 gelegt, so dass Frames ausgeschlossen werden, die auch nur
einen Pixel in dem genannten Randbereich haben. In der Abbildung 4.13c ist gut
zu erkennen, dass dieses Auswahlkriterium einen a¨ußerst geringen Einfluss auf die
Anzahl der Frames in der Gruppe
”
Gut“ hat.
Abbildung 4.14 entha¨lt die Anzahl der Frames pro Gruppe als Balkendiagramm dar-
gestellt. Es zeigt, wie sich die Frames mit nur der Beschra¨nkung der Frames durch
den A¨hnlichkeitsfaktor ρ (ρ ≤ Tρ = 0, 35) ”Vorher“ und einer Kombination der in
Abbildung 4.13 dargestellten Ausschlussbedingungen
”
Nachher“ zusammensetzten.
Die Ausschlussbedingungen sind beispielhaft gewa¨hlt und ko¨nnen den entsprechen-
den Bedingungen angepasst werden. Die Anzahl der Frames, dargestellt durch die
Balken nach der Ausschlusspru¨fung
”
Nachher“, wurde durch die in magenta her-
vorgehobenen Schwellwerte aus Abbildung 4.13 bestimmt. Der A¨hnlichkeitsfaktor ρ
liegt unterhalb von ρ < Tρ = 0, 25, die Anzahl der Pixel im virtuellen Kamerabild
mit einer Auflo¨sung 80 × 175 liegt oberhalb von TV px = 6.500 und die Anzahl der
Pixel auf dem Rand des Disparita¨tenbilds liegt bei TBpx = 0 (Anzahl Pixel ≤ 0).
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(a) A¨hnlichkeitsfaktor ρ der Detektion



























(b) Pixel im virtuellen Kamerabild




























Abbildung 4.13.: Frames pro Gruppe mit Ausschlussbedingung
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Abbildung 4.14.: Frames pro Gruppe vor und nach Ausschlusspru¨fung
Mit der vorgestellten Ausschlusspru¨fung, die in Abbildung 4.14 dargestellt ist, lassen




Schlecht“ auf den Daten der Tabellen 4.23




In Kapitel 3.7.7 wird beschrieben wie die Ergebnisse der Identifikation von einzelnen
Individuen bei Pferden erzeugt wurden. Dieses Kapitel stellt dabei die unterschiedli-
chen Variationen der Auswertungen auf den mit der zweiten Industriekamera (siehe
Aufbau aus Kapitel 3.3) aufgenommenen Daten zusammen. Entsprechende Auswer-
tungen zu der Farb- und ersten Industriekamera (siehe Aufbau aus Kapitel 3.3)
werden aufgrund des Umfangs nicht weiter behandelt. Die in diesem Kapitel vorge-
stellte Unterscheidung der Pferde anhand ihrer Gesichter basiert, entsprechend der
Beschreibung aus Kapitel 3.7.7, auf den Daten einer Gruppe von 9 Pferden. Die
Pferde in dieser Gruppe sind nochmals in Abbildung 4.15 gezeigt.
Anna Arielle Bara Blu¨te Blu¨tenzauber
Delia Dumbledore Romanze Rosi
Abbildung 4.15.: Die 9 Pferde der Test- und Validierungsgruppe
Abbildung 4.16 zeigt die Treffergenauigkeit (ACC) nach Gleichung 3.136 aus Ka-
pitel 3.8.3 der Multi-Klassen Entscheidung der Methode aus Kapitel 3.6.2, welche
gegen den verwendeten Anteil der Lerndaten (prozentual von jeweils 200 Bildern
pro Tier) aufgetragen ist. Der Anteil der verwendeten Lerndaten gibt damit die
Anzahl der Bilder an, die zum Anlernen und Evaluieren verwendet wurde (vgl. Ka-
pitel 3.7.7). Zudem sind die eingesetzten Bilddaten fu¨r jede der zu den einzelnen
Variationen der verwendeten Bildgro¨ße bzw. der verwendeten Eigenwerte (EW) ein-
gezeichneten Kurven aus Abbildung 4.16 in vertikaler Richtung (gleicher Anteil von
Lerndaten) identisch.
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12, 5% 9 EW
25, 0% 18 EW
37, 5% 36 EW
50, 0% 54 EW
100%
Abbildung 4.16.: Identifikationsergebnisse der zweiten Industriekamera
Die Variation der Bildgro¨ße (Auflo¨sung variiert von 10 × 22 bis 80 × 175) ist in
den Graphen der Abbildung 4.16 durch unterschiedliche Farben gekennzeichnet. Die
eingesetzte Auflo¨sung ist prozentual ausgehend von einer Auflo¨sung von 80 × 175
(100%) in der Legende angegeben. Die Variation der eingesetzten Eigenwerte (9, 18,
36 bzw. 54 EW) ist durch die Linienart (fein gepunktet 9 EW, gestrichelt 18 EW, di-
cker gepunktete 36 EW bzw. durchgehend 54 EW) der Kurven aus Abbildung 4.16
zu unterscheiden, als auch durch die verwendete Markierung in jedem Punkt der
Kurven.
Die unteren fu¨nf Kurven geben dabei die Identifikationsergebnisse mit 9 Eigenwer-
ten an, wovon die unterste Kurve das Ergebnis mit der niedrigsten Auflo¨sung von
10×22 (12%) in Magenta darstellt. Ausgehend von diesen fu¨nf fein gepunkteten Kur-
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ven (9 EW), sind die na¨chsten drei daru¨ber liegenden Kurven allesamt in Magenta
gezeichnet, so dass der Einsatz von 9 Eigenwerten schlechtere Ergebnisse liefert, als
die Identifikation mit der hier eingesetzten geringsten Auflo¨sung von 10× 22 (12%),
wenn mehr als 9 Eigenwerte eingesetzt werden. Werden die unteren acht Kurven,
bei denen eine Auflo¨sung von 10 × 22 (12%) bzw. 9 Eigenwerte eingesetzt wurden,
ausgeblendet, so lassen sich die na¨chsten vier Kurven den Ergebnissen mit 18 Ei-
genwerten und den Auflo¨sungen u¨ber 10× 22 (12%) zuordnen. Damit hebt sich der
Einsatz von 9 Eigenwerten jeweils stark von den restlichen Kurven ab, wobei sich der
Einsatz von 18 Eigenwerten nur geringfu¨giger von den verbleibenden Kurven abhebt.
Entsprechendes gilt fu¨r den Einsatz der niedrigsten Auflo¨sung von 10 × 22 (12%),
wobei hier die Ergebnisse deutlich na¨her an den verbleibenden Ergebnissen liegen.
Die verbleibenden Kurven bei denen mehr als 18 Eigenwerte verwendet wurden, las-
sen sich in der linearen Darstellung aus Abbildung 4.16 nur schlecht auseinander
halten.
Der in Abbildung 4.16 in Grau schraffierte Bereich oberhalb einer Treffergenauig-
keit von 99% und unterhalb von 99, 8% ist in Abbildung 4.17 nochmals vergro¨ßert
dargestellt. Die Kennzeichnung der Kurven ist dabei identisch zu der aus Abbil-
dung 4.16. Mit wenigen Ausnahmen lassen sich die Kurven aus Abbildung 4.17 nach
den Eigenwerten sortiert so interpretieren, dass der Einsatz von mehr Eigenwerten
auch bessere Ergebnisse liefert, wobei die Auflo¨sung (mit Ausnahme der kleinsten
Auflo¨sung 10× 22) einen geringeren Einfluss zeigt.




























12, 5% 9 EW
25% 18 EW
37, 5% 36 EW
50% 54 EW
100%
Abbildung 4.17.: Identifikationsergebnisse der zweiten Industriekamera (vergro¨ßert)
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Die Kurven der ho¨chsten Auflo¨sung (100%) beim Einsatz von 36 bzw. 54 Eigen-
werten liegen in Abbildung 4.17 (mit Lernanteil gro¨ßer 40%) sogar unterhalb der
Kurven mit einer Auflo¨sung von 37, 5% (30 × 66) bzw. 50% (40 × 88) bei gleicher
Anzahl von eingesetzten Eigenwerten.
In den folgenden Beobachtungen sind die Kurven mit der geringsten Auflo¨sung
10 × 22 (12%) und solche, die mit 9 Eigenwerten erzeugt wurden, ausgeschlossen.
Beim Einsatz von mehr als 35% der Lerndaten, ließ sich fu¨r die Kurven mit jeweils
gleichbleibender Auflo¨sung (25%, 37, 5%, 50% bzw. 100%), zwischen den Kurven, in
denen pro Auflo¨sung eine unterschiedliche Anzahl (18, 36 oder 54) von Eigenwerten
verwendet wurde, eine absolute Differenz der Treffergenauigkeit von unter 0, 23%
feststellen. Fu¨r den Einsatz eines beliebigen Anteils von Lerndaten ergibt sich fu¨r
diese Kurven (gleichbleibende Auflo¨sung, unterschiedliche Anzahl Eigenwerte) eine
maximale absolute Abweichung von 0, 54% in der Treffergenauigkeit. Bleibt hinge-
gen die Anzahl (18, 36 oder 54) der verwendeten Eigenwerten konstant, so liegt
die absolute Abweichung der Treffergenauigkeit fu¨r die jeweiligen Kurven, bei unter-
schiedlicher Auflo¨sung (25%, 37, 5%, 50% bzw. 100%), unter 0, 12%, solange mehr als
15% der Lerndaten genutzt werden. Wird der Lernanteil beliebig gewa¨hlt, so liegt
die absolute Differenz fu¨r diese Kurven (gleichbleibende Anzahl an Eigenwerten, un-
terschiedliche Auflo¨sung) unter 0, 6% der Treffergenauigkeit.
Die folgenden Auswertungen wurden auf eine Auflo¨sung von 30 × 66 (37, 5%) und
den Einsatz von 36 Eigenwerten beschra¨nkt, da die Ergebnisse nach Abbildung 4.16
bzw. 4.17 im oberen Mittelfeld liegen und die na¨here Auswertung aller Kurven den
Rahmen dieser Dissertation u¨bersteigt. Abbildung 4.18 zeigt die CMC-Kurven (cu-
mulative match curves) (siehe Kapitel 3.8.3) mit der genannten Auflo¨sung (30× 66)
und den 36 Eigenwerten fu¨r unterschiedliche Lernanteile. Der Anteil der Lerndaten
ist in Abbildung 4.18 durch die jeweilige Farbe und Linienart der Kurve (siehe Le-
gende) gekennzeichnet. Auf der Abzisse findet sich der Rang, welcher, entsprechend
der Beschreibung aus Kapitel 3.8.3, gegen die Erkennungsrate auf der Ordinate auf-
getragen ist. In Abbildung 4.18 lassen sich daher die Erkennungsraten nach dem
Rang ablesen, wobei die Erkennungsraten des ersten Rang (ROR - rank one reco-
gnition rate) bereits in den Abbidlungen 4.16 und 4.17 angegeben sind.
In Abbildung 4.18 ist ein deutlicher Anstieg vom ersten auf den zweiten Rang fu¨r
alle eingezeichneten Kurven erkennbar, wobei dieser gro¨ßer ist je kleiner der ver-
wendete Anteil der Lerndaten ist. Aufgrund der U¨bersicht sind nicht alle in den
Abbildungen 4.16 bzw. 4.17 eingetragenen Lernanteile in Abbildung 4.18 als Kur-
ven eingezeichnet. Die gewa¨hlten Lernanteile sind in der Legende der Abbildung zu
erkennen, wobei die Kurve mit einem Lernanteil von 75% (150 Bilder) kaum von
der mit einem Lernanteil von 99, 5% (199 Bilder) zu unterscheiden ist. Die Kurve
mit einem Lernanteil von 50% (100 Bildern) ist ebenfalls recht nahe an den beiden
oberen Kurven (75 und 99, 5% Lernanteil) und ab dem dritten Rang kaum noch von
diesen zu unterscheiden. Es folgen die Kurven mit geringeren Lernanteilen, wobei
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Abbildung 4.18.: CMC-Kurve der Identifikation (zweite Industriekamera) mit 36 Ei-
genwerten und einer 37, 5% Auflo¨sung (30× 66)
darauf zu achten ist, dass die Schrittweiten zwischen den gewa¨hlten Lernanteilen
nicht linear ist.
Die Abbildungen 4.19-4.21 zeigen die ROC- bzw. PR-Kurven, die in Kapitel 3.8.2
beschrieben sind, der Bina¨rklassifikation eines jeden Pferds zu den verbleibenden an-
gelernten Individuen in der Datenbank. Dabei bleibt die Mehrklassen-Entscheidung,
die durch d2min (siehe Kapitel 3.6.2) bestimmt wird, unberu¨cksichtigt, sodass fu¨r je-




i) nach Gleichung 3.105 aus
Kapitel 3.6.2 zu den Eintra¨gen der Datenbank Ωˆ
′
i beim Erstellen der Kurven be-
ru¨cksichtigt wird. Dies entpricht der Verifikation (1 : 1 Abbildung), wobei die Details
dieser Auswertung in Kapitel 3.7.7 erla¨utert sind. Es gilt jeweils das in der Legende
der Abbildungen 4.19-4.21 angegebene Pferd als positive Klasse p und die verblei-
benden Tiere als negative Klasse n bei der in Kapitel 3.8.2 beschriebenen bina¨ren
Klassifikation.
Die Abbildungen 4.19-4.21 sind jeweils mit unterschiedlichem Anteil von Lernda-
ten erzeugt worden. Abbildungen 4.19a fu¨hrt die ROC- und PR-Kurven fu¨r einen
Lernanteil von 5% der Datensa¨tze, Abbildungen 4.19b den fu¨r 25% Lernanteil.
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ROC-Kurve






























































(a) 10 Lerndatensa¨tze pro Pferd (5%) [36 Eigenwerte bei 37, 5% Auflo¨sung (30× 66)]
ROC-Kurve




























































(b) 50 Lerndatensa¨tze pro Pferd (25%) [36 Eigenwerte bei 37, 5% Auflo¨sung (30×66)]
Abbildung 4.19.: ROC- und PR-Kurven der Bina¨rklassifikation zu jedem Individuum
(2. Industriekamera, 5 und 25%)
In den Abbildungen 4.20 a bzw. b werden die Kurven in denen 50% (4.20a) bzw.
75% (4.20b) Anteil der Lerndaten eingesetzt wurden gezeigt.
Die Abbildung 4.21a zeigt die ROC- und PR-Kurven fu¨r einen Lernanteil von 97, 5%.
Bei den abgebildeten Kurven aus 4.19-4.21 ist darauf zu achten, dass die Richtig-
Positiv-Rate erst ab 0, 7 und die Falsch-Positiv-Rate nur bis 0, 3 angegeben ist,
wodurch Details zwischen den Kurven besser zu erkennen sind. U¨ber die einzelnen
Abbildungen 4.19-4.21 von 5% Lernanteil zu 97, 5% la¨sst sich, a¨hnlich wie zuvor
in den Abbildungen 4.16 bzw. 4.17 und 4.18, erkennen, dass auch fu¨r die in den


































































(a) 100 Lerndatensa¨tze pro Pferd (50%) [36 Eigenwerte bei 37, 5% Auflo¨sung (30×66)]
ROC-Kurve




























































(b) 150 Lerndatensa¨tze pro Pferd (75%) [36 Eigenwerte bei 37, 5% Auflo¨sung (30×66)]
Abbildung 4.20.: ROC- und PR-Kurven der Bina¨rklassifikation zu jedem Individuum
(2. Industriekamera, 50 und 75%)
dem Lernanteil besser werden. Jedoch zeigt sich, im Gegensatz zu den vorherigen
Abbildungen 4.16-4.18 zur Multiklassenentscheidung, deutlich, dass die Resultate
pro Pferd abweichend sind. Es la¨sst sich erkennen, dass beispielsweise die ROC-
Kurven von
”
Delia“ fu¨r alle Lernanteile deutlich unterhalb der ROC-Kurven der
restlichen Tiere liegen.
Um zusa¨tzlich die Unterschiede der Identifikation (mehr-Klassen Entscheidung) aus
Kapitel 3.6.2 zwischen den Tieren darzustellen, wurden die Konfusionsmatrizen (sie-
he Tabellen 4.25-4.29) entsprechend der Beschreibung aus Kapitel 3.8.3 erstellt. An-
stelle der absoluten Werte, wie sie in Abbildung 3.73 (Kapitel 3.8.3) aufgefu¨hrt
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ROC-Kurve






























































(a) 195 Lerndatensa¨tze pro Pferd (97, 5%) [36 Eigenwerte bei 37, 5% Auflo¨sung
(30× 66)]
Abbildung 4.21.: ROC- und PR-Kurven der Bina¨rklassifikation zu jedem Individuum
(2. Industriekamera, 97, 5%)
sind, wurden prozentuale Werte in Abha¨ngigkeit der ebenfalls angegebenen Testda-
tensa¨tze je Pferd in den Tabellen 4.25-4.29 angegeben. Die Anzahl der Testdaten-
sa¨tze ergibt sich pro Tier aus der durch die Lerndaten verbleibenden Datensa¨tze
(200 · (100%−Lerndatenanteil)) und der durch die in Kapitel 3.7.7 beschriebene
Kreuzvalidierung 200fachen Wiederholung. Die Konfusionsmatrizen aus den Tabel-
len 4.25-4.29 fu¨hren somit die prozentual angegebenen Richtig-Positiv Entscheidun-
gen auf der Diagonalen und die Fehlzuordnungen außerhalb der Diagonalen (vgl.
Kapitel 3.8.3). Das arithmetische Mittel der Diagonalelemente entspricht dabei der
Treffergenauigkeit (ACC) nach Gleichung 3.136 aus Kapitel 3.8.3. Die so bestimmte
Treffergenauigkeit (ACC) entspricht bei gleichem Lernanteil dem Wert des ersten
Ranges aus der CMC-Kurve in Abbildung 4.18 oder aber den Punkten auf der Kur-
ve aus Abbildung 4.16 bzw. 4.17, die mit 36 Eigenwerten und einer Auflo¨sung von
30× 66 (37, 5%) bestimmt wurden.
Tabelle 4.25 stellt die Konfusionsmatrix mit einem Lernanteil von 5 % dar. Selbst
mit einem recht geringen Anteil an Lerndaten werden im schlechtesten Fall bereits
85, 3 % (
”
Delia“) der Testdaten korrekt erkannt (Eintra¨ge auf der Diagonalen). Mit
einem geringen Lernanteil zeigen sich am deutlichsten die Fehlentscheidungen fu¨r die
einzelnen Tiere. Es la¨sst sich erkennen, dass A¨hnlichkeiten zwischen den Pferden das







Rosi“, bedingt durch ihre vergleichbaren Zeichnungen,
A¨hnlichkeiten aufweisen, die auch in der Tabelle 4.25 vermehrt zu Fehlentscheidun-
















Romanze“ nach Abbildung 4.15
a¨hnlicher sehen (beide Tiere sind Schimmel). Entsprechendes gilt auch fu¨r die Bil-
der von
”
Bara“, welche nach Tabelle 4.25 mit 1, 2 % erstaunlich ha¨ufig dem Pferd
”
Anna“ zugeordnet wird.
Tabelle 4.25.: Konfusionsmatrix zur Identifikation zwischen den Individuen #1












































Anna 93,9% 0,9% 1,2% 0,0% 0,2% 0,9% 0,8% 1,6% 0,6%
Arielle - 91,6% - 0,0% - - 1,2% - -
Bara 1,7% 0,4% 89,1% 0,1% 0,1% 8,4% 2,4% 0,1% 0,9%
Blu¨te - 0,3% - 99,0% - 0,0% 0,0% - -
Blu¨tenzauber 0,5% 0,3% 0,2% 0,2% 97,1% 0,9% 0,7% 0,3% 0,1%
Delia 0,4% 0,4% 2,8% 0,5% 0,3% 85,3% 0,4% 0,0% 0,2%
Dumbledore - 2,2% - - - - 91,8% - -
Romanze 0,2% 3,8% - - 0,0% 0,1% 2,2% 97,5% -
Rosi 3,3% 0,1% 6,7% 0,2% 2,3% 4,3% 0,5% 0,6% 98,1%
Beim Vergleich der in Kapitel 3.6.1 beschriebenen Bilder mit normalisierten Grau-












Romanze“ mit normalisierten Grauwerten gezeigt.
Die Abbildung 4.22d zeigt die absolute Differenz der Bilder ΓAnna und ΓBara. Abbil-





Romanze“ beides Schimmel sind und in Abbildung 4.15 deut-
lich a¨hnlicher wirken, zeigen die Differenzen der Bilder aus Abbildung 4.22d und
4.22e deutlich, dass der Unterschied zwischen den Bildern ΓAnna und ΓRomanze
(Abbildung 4.22e) gro¨ßer ist als zwischen den Bildern ΓAnna und ΓBara (Abbil-
dung 4.22d).
Tabelle 4.26 zeigt die mehr-Klassen Entscheidung mit gleichen Randbedingungen (16
Eigenwerte und 37, 5% Auflo¨sung 30× 66), wie sie in Tabelle 4.25 gewa¨hlt wurden,
jedoch mit einem ho¨heren Lernanteil von 12, 5 % (25 Bilder pro Pferd). Der prozen-
tual angegebene Anteil der korrekten Zuordnung eines Pferdes ist auf der Diagonalen
der Tabelle 4.26 im Vergleich zu Tabelle 4.25 deutlich gestiegen (arithmetisches Mit-
tel der Steigerung 3, 3 %, maximale Steigerung 6, 6 %). Ein entsprechender Anstieg
(arithmetisches Mittel 1, 5 %, maximaler Anstieg 3, 5 %) ist nochmals beim Verwen-
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(a) ΓBara (b) ΓAnna (c) ΓRomanze
(d) ‖ΓAnna − ΓBara‖ (e) ‖ΓAnna − ΓRomanze‖
Abbildung 4.22.: Unterschied in normalisierten Grauwertbildern
den von 50 statt 25 Bildern pro Pferd (25 % Lernanteil) zum Anlernen im Vergleich
zu den Ergebnissen aus Tabelle 4.26 in Tabelle 4.27 zu verzeichnen.
Deutlich geringer fallen die Unterschiede zwischen den Tabellen 4.28 und 4.29 aus,
die mit einem Lernanteil von 50 % bzw. 95 % (100 bzw. 190 Bilder) erzeugt wurden.
Die Steigung der Diagonalelemente betra¨gt zwischen den Tabellen 4.28 und 4.29 im
arithmetischen Mittel lediglich 0, 3 %, wobei ein maximaler Anstieg von 1 % beim
Pferd
”
Delia“ zu verzeichnen ist. Die niedrigste Richtig-Positiv-Rate erlangt, wie
zuvor in den ROC- bzw. PR-Kurven der Abbildungen 4.19-4.21 zur Verifikation, das
Pferd
”
Delia“ mit 97, 8 % bei einem Lernanteil von 95 % der Daten bzw. 96, 8 % bei
einem Lernanteil von 50 %. Wohingegen die restlichen Tiere bereits ab 10 Bildern
zum Anlernen (5 % Lernanteil) mit einer Treffergenauigkeit (ACC) (arithmetisches
Mittel der Diagonalelemente) von 94, 8 % vorhergesagt werden ko¨nnen bzw. ab 50
Bildern (25 %) die Treffergenauigkeit bereits bei 98, 8 % liegt.
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Tabelle 4.26.: Konfusionsmatrix zur Identifikation zwischen den Individuen #2












































Anna 97,7% 0,5% 0,6% - 0,2% 0,5% 0,4% 0,6% 0,2%
Arielle - 95,9% - - - - 0,6% 0,0% -
Bara 0,8% 0,2% 93,9% 0,0% 0,0% 5,1% 0,6% 0,0% 0,6%
Blu¨te - 0,0% - 99,9% - 0,0% - - -
Blu¨tenzauber 0,3% 0,1% 0,1% - 98,6% 0,5% 0,3% 0,2% 0,1%
Delia 0,3% 0,2% 1,9% 0,1% 0,3% 91,9% 0,0% - 0,0%
Dumbledore - 0,9% - - - - 97,2% - -
Romanze 0,1% 2,2% - - - 0,1% 0,8% 98,9% -
Rosi 0,9% - 3,5% 0,0% 0,9% 2,0% 0,1% 0,2% 99,1%
Tabelle 4.27.: Konfusionsmatrix zur Identifikation zwischen den Individuen #3












































Anna 98,7% 0,3% 0,2% - 0,1% 0,3% 0,2% 0,5% 0,1%
Arielle - 98,1% - - - - 0,5% - -
Bara 0,4% 0,0% 97,0% - - 3,2% 0,2% - 0,6%
Blu¨te - - - 100,0% - - - - -
Blu¨tenzauber 0,3% - - - 99,5% 0,3% 0,1% 0,1% 0,0%
Delia 0,2% 0,0% 1,2% - 0,2% 95,4% - - -
Dumbledore - 0,4% - - - - 98,8% - -
Romanze 0,1% 1,3% - - - 0,2% 0,2% 99,3% -
Rosi 0,2% - 1,6% - 0,3% 0,6% - 0,1% 99,3%
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Tabelle 4.28.: Konfusionsmatrix zur Identifikation zwischen den Individuen #4












































Anna 99,6% 0,2% 0,0% - 0,1% - 0,0% - -
Arielle - 99,0% - - - - 0,5% - -
Bara - - 98,8% - - 2,2% - - 0,3%
Blu¨te - - - 100,0% - - - - -
Blu¨tenzauber 0,3% - - - 99,9% 0,3% - 0,0% -
Delia 0,2% - 0,4% - - 96,8% - - -
Dumbledore - - - - - - 99,4% - -
Romanze - 0,7% - - - 0,2% 0,1% 100,0% -
Rosi - - 0,8% - - 0,5% - - 99,7%
Tabelle 4.29.: Konfusionsmatrix zur Identifikation zwischen den Individuen #5












































Anna 100,0% - - - - - - - -
Arielle - 99,0% - - - - 0,5% - -
Bara - - 99,5% - - 1,2% - - -
Blu¨te - - - 100,0% - - - - -
Blu¨tenzauber - - - - 100,0% - - - -
Delia - - - - - 97,8% - - -
Dumbledore - - - - - - 99,5% - -
Romanze - 1,0% - - - 0,5% - 100,0% -
Rosi - - 0,5% - - 0,5% - - 100,0%
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5.1. Aufnahme von 2D/3D Daten in der Versuchsstation
5.1.1. Aufnahmeeinheit und Messanordnung im Versuchsstall
Nur wenige Arbeiten befassen sich mit der Detektion (vgl. Kapitel 2.2.4) von land-
wirtschaftlichen Nutztieren aus einer Front- oder Seitenansicht (z.B. [Kim u. Jung
2013; van Hertem u. a. 2013]). In [Cangar u. a. 2008] wird ein Aufbau vorgestellt mit
dem das Verhalten von großen Tieren (Ku¨he) untersucht und aufgezeichnet wird.
Dabei wird eine Draufsicht auf die Tiere mit den Kameras erfasst, eine zweite Ka-
mera nimmt die Seitenansicht der Tiere lediglich fu¨r die manuelle Auswertung auf.
Cangar u. a. [2008] beschreibt, dass ein solcher Aufbau es erlaubt einzelne Bereiche
gut abzudecken. Um eine entsprechende Abdeckung (ebenfalls bedingt durch den
O¨ffnungswinkel der Kamera) zu ermo¨glichen, sollten die Kameras nach [Cangar u. a.
2008] jedoch recht hoch (5m) angebracht werden. Dies wird in der Praxis durch die
Bauho¨he der Sta¨lle eingeschra¨nkt, wobei die Wahl eines starken Weitwinkels, soll-
te der Arbeitsabstand verkleinert werden, zu hoher Verzeichnung und niedrigeren
Auflo¨sungen in Teilbereichen der Bilder fu¨hrt. Der in dieser Arbeit gewa¨hlte An-
satz der Front- bzw. Seitenaufnahmen ist nach van Hertem u. a. [2013] aufgrund der
unterschiedlichen Fellzeichnungen der Tiere (z.B. Rinder, Pferde) und der ungleich-
ma¨ssigen Hintergru¨nde eine Herausforderung zur automatischen Detektion. Diesen
Herausforderungen wurde durch den Einsatz einer Tiefenkamera, wie sie in Ka-
pitel 3.3 beschrieben ist, zum Erfassen der 2D- und 3D-Bilddaten begegnet. Der
Ansatz der Front- und Seitenaufnahme bietet hingegen im Vergleich zur Aufnahme
einer Draufsicht einen deutlich flexibleren Einsatz. So sind in freien Bereichen (kei-
ne Verdeckung) wenig bauliche Einschra¨nkungen zu erwarten (keine Beschra¨nkung
durch Bauho¨he), so dass Aufnahmen auch u¨ber eine gro¨ßere Distanz mo¨glich sind,
welche ausschließlich durch die Eigenschaften der Kamera (Auflo¨sung bzw. bei 3D
Kameras deren Arbeitsbereich) eingeschra¨nkt wird. Erlaubt es die Kamera, so ist die
Position der Tiere im Raum auch u¨ber einen gro¨ßeren Bereich hinweg feststellbar.
Natu¨rlich ist fu¨r die Unterscheidung von Tieren vorrangig entscheidend, wo sich die
Merkmale am Tier befinden, um die Kameras dem Bedarf entsprechend zu positio-
nieren. So wird die Unterscheidung anhand der Ko¨pfe, wie sie in dieser Dissertation
untersucht wurde, kaum mit Aufnahmen einer Kamera mit Draufsicht durchfu¨hrbar
sein, da diese den zu untersuchenden Bereich des Kopfes nicht ausreichend abdecken.
Bei einer Gruppe von Tieren kann es bei seitlichen Aufnahmen, ohne eine Verein-
zelung der Tiere z.B. durch eine wie in Kapitel 3.2 beschriebenen Futterstation, zu
Verdeckungen der Tiere untereinander kommen. Zudem ist die Technik (Kamera)
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durch entsprechende Vorkehrungen (in dieser Arbeit durch V-Ausschnitt, siehe Ka-
pitel 3.2) vor den Tieren zu schu¨tzen. Dies dient gleichzeitig dem Schutz der Tiere,
die sich an den Gera¨tschaften verletzen ko¨nnten.
Alternativ ist das Anbringen der Kameras unterhalb der Decke mit einer diagona-
len Ausrichtung auf den zu untersuchenden Bereich vermutlich fu¨r den praktischen
Einsatz die einfachste Mo¨glichkeit, die eingesetzte Technik außerhalb des durch die
Tiere erreichbaren Bereiches zu installieren und eine ausreichende Distanz sowie Ab-
deckung zu gewa¨hrleisten. Mit einer entsprechenden Ausrichtung der Kamera la¨sst
sich der Arbeitsabstand ohne einen gro¨ßeren Fla¨chenbedarf vergro¨ßern, so dass auch
Kameras mit geringerem O¨ffnungswinkel (mehr Auswahl auch in Bezug auf die Tie-
fenkameras) eingesetzt werden ko¨nnen oder aber der Abstand in horizontaler Rich-
tung verkleinert werden kann. Die Ergebnisse aus Kapitel 4.3 stellen ohnehin dar,
dass die Pferde mit leicht gehobenem Kopf an die Aufnahmeeinheit getreten sind. So
liegt der Masseschwerpunkt des Winkels θ im Histogramm aus Abbildung 4.5 (Ka-
pitel 4.3) fu¨r die Orientierung des Pferdekopfes ohne Selbstverdeckung bei 19, 1◦.
Damit wa¨re anzunehmen, dass die Kamera im besten Fall in einem Winkel von ca.
70◦ von oben auf den Pferdekopf gerichtet sein sollte. Die in Kapitel 4.3 beschriebe-
ne Orientierung der Ko¨pfe bezieht sich jedoch auf den in Kapitel 3.2 beschriebenen
Versuchsstall, in dem die Kopfhaltung der Tiere durch die baulichen Gegebenheiten
(erho¨hter Trog oder V-Ausschnitt, siehe Abbildung 3.3 aus Kapitel 3.2) beeinflusst
sein kann.
Fazit
Der in der vorliegenden Forschungsarbeit aufgezeigte Weg hin zur automatischen
Identifikation von Pferden anhand der biometrischen Merkmale im Gesicht der Tie-
re ist auf ein Aufnahmesystem angewiesen. Das beno¨tigte Bilderfassungssystem muss
in der Lage sein gleichzeitig die Tiefeninformationen einer Szene mit den Grauwert-
daten einer Standard-Kamera zu erfassen. Ein entsprechendes System, welches die
Aufnahmen der Tiere unter realen Bedingungen (im Versuchsstall) erfasst, konnte
im Zuge dieser Arbeit aufgebaut werden. Durch den beschriebenen Aufbau der Ver-
suchsstation mit V-Ausschnitt konnten Tier und Technik voneinander getrennt und
damit mo¨gliche Verletzungen der Pferde oder das Beeinflussen der Technik durch
die Tiere verhindert werden.
Das Auslo¨sen der Aufnahme konnte durch die Auswertung der Tiefendaten zuver-
la¨ssig ohne weitere Sensoren (z.B. Lichtschranke) neben dem beschriebenen Bilder-
fassungssystem durchgefu¨hrt werden.
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5.1.2. Kamerakalibrierung und Tiefenmessungen
Die Ergebnisse der Tiefenmessung 1 aus Kapitel 4.2 sind vergleichbar mit den durch
Khoshelham [2011] vorgestellten Ergebnissen, bei denen ebenfalls die Fehler einer
in die Tiefendaten eingepassten Ebene in unterschiedlicher Entfernung zur Kamera
ausgewertet wurden. Die Ergebnisse aus Kapitel 4.2 sind entgegen der Darstellung in
[Khoshelham 2011] als Boxplots (siehe Kapitel 3.8.1) dargestellt, um mo¨gliche Ver-
schiebungen oder systemrelevante Fehler (konnten nicht festgestellt werden) besser
beurteilen zu ko¨nnen. Die Standardabweichung, die in dieser Arbeit nicht dargestellt
wurde, entspricht dabei u¨ber die jeweiligen Distanzen (die in Kapitel 4.2 lediglich
bis 3, 8m gemessen wurden) der Standardabweichung aus [Khoshelham 2011]. Es ist
zu beachten, dass ca. 68 % der Daten innerhalb der durch die Standardabweichung
angegebenen Schranken liegen. Die Ergebnisse aus Kapitel 4.2 sind vergleichbar mit
denen aus [Khoshelham 2011], obwohl durch Khoshelham [2011] eine abweichende
Kamerakalibrierung zu der in Kapitel 3.3.2 beschriebenen Kamerakalibrierung nach
Herrera u. a. [2011] eingesetzt wurde. Aus den Ergebnissen der Tiefenmessung 1
la¨sst sich die These von Khoshelham [2011] besta¨tigen, dass die Fehler der Tiefen-
messung quadratisch mit der Entfernung zunimmt. Die Tiefendaten zur Auswertung
der Detektion aus Kapitel 3.7.4 als auch die Orientierung der Pferdeko¨pfe aus Ka-
pitel 4.3 wurden nach der Beschreibung aus Kapitel 3.7.4 auf Pferdeko¨pfe mit einer
maximalen Distanz von 3m zur Kamera beschra¨nkt. Wie durch Khoshelham [2011]
beschrieben, fa¨llt die Tiefenmessung oberhalb von 3m deutlich schlechter aus. Die
Absolutfehler innerhalb der 3m liegen nach den Ergebnissen aus Kapitel 4.2 haupt-
sa¨chlich (90 %) unterhalb von 1, 7 % der jeweiligen Distanz.
Die Messungen der Linienla¨ngen aus Unterkapitel Tiefenmessung 2 haben geringere
Fehler aufzuweisen als die der reinen Tiefenmessung aus Unterkapitel Tiefenmessung
1 des Kapitels 4.2. Wobei die Messfehler in Kapitel 4.2 der horizontalen Linien aus
Abbildung 4.2 gro¨ßer waren als die der vertikalen Linien aus Abbildung 4.3. Wird
die Abbildung 4.2 der horizontalen Linienmessfehler nur fu¨r die Kalibrierobjekte #2
und #3 der unteren Reihe aus Abbildung 3.56 des Kapitels 3.7.1 erstellt, so erge-
ben sich die Fehler wie sie in Abbildung 5.1 in Blau dargestellt sind. Zum Vergleich
sind die Fehler der vertikalen Linien fu¨r die entsprechenden Kalibrierobjekte in der
Abbildung 5.1 in Grau eingezeichnet. Die Messfehler der horizontalen und vertika-
len Linienla¨ngen unterscheiden sich in der Abbildung 5.1 nur noch geringfu¨gig. Die
Unterschiede in den Messfehlern der horizontalen bzw. vertikalen Linienla¨nge sind
damit auf die Orientierung der Kalibrierobjekte zur Kamera zuru¨ckzufu¨hren. Der
Fehler ist, wie auch in [Khoshelham 2011] beobachtet wurde, gro¨ßer, sobald der Ein-
fallwinkel der Lichtstrahlen des Projektors (strukturiertes Licht siehe Kapitel 3.3)
auf die zu messende Oberfla¨che gro¨ßer wird.
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Fehler der gemessenen horizontalen/vertikalen Linien am Kalibrierobjekt (Zoom)
Horizontal
Vertikal
Abbildung 5.1.: La¨ngenfehler der horizontalen (blau) bzw. vertikalen (grau) Linien
des Kalibrierobjekts (#2 und #3) in unterschiedlichen Entfernungen
Fazit
Die Ergebnisse aus Kapitel 4.2 geben einen Einblick auf die in der jeweiligen Ent-
fernung zu erwartenden Messfehler der in Kapitel 3.3 beschriebenen Tiefenkamera.
Durch den Einsatz einer Kalibrierung, die zu der in Kapitel 3.3.2 verwendeten Ka-
merakalibrierung zusa¨tzlich die Verzerrung der Infrarotkamera und damit der Tie-
fenmesswerte beru¨cksichtigt, wie durch Khoshelham u. Elberink [2012] oder Herrera
u. a. [2012] vorgestellt, kann die Messgenauigkeit weiter verbessert werden. Zudem
sollte die Kalibrierung zuku¨nftig wie in [Herrera u. a. 2012] mit einer Fehlerfunktion
u¨ber alle verwendeten Kameras erstellt werden. Denkbar ist auch die Tiefeninforma-
tionen der Kinect mit Aufnahmen mehrerer Kameras zu kombiniert, um so a¨hnlich
der Beschreibung von Smisek u. a. [2011] 3D Rekonstruktionen mit gro¨ßerem Detail
erstellen zu ko¨nnen.
5.2. Orientierung der Pferdeko¨pfe
Die Ergebnisse aus Kapitel 4.3 wurden im Zusammenhang mit den Vergleichsdaten
(siehe Kapitel 3.7.4) erstellt. Es wird dargestellt in welchen Bereichen die Orientie-
rung der Pferdeko¨pfe, unter Beru¨cksichtigung des Messaufbaus aus Kapitel 3.2, zu
Selbstverdeckung fu¨hrt. Abließend kann eine Ellipse in Abha¨ngigkeit der Orientie-
rungswinkel (ψ und θ) der Pferdeko¨pfe bestimmt werden, in denen keine Selbstver-
deckung zu erwarten ist. Nur entsprechende Bilddaten mit komplett abgebildeten
Ko¨pfen und ohne eine Selbstverdeckung kommen fu¨r eine Identifikation nach Kapi-
tel 3.6 in Frage. Im Zuge einer automatischen Bildverarbeitungskette zur Identifika-
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tion (siehe Abbildung 1.1 aus Kapitel 1.1) sind diese Informationen erst nach einer
Detektion (Kapitel 3.4) sowie der Posenbestimmung der Ko¨pfe (Kapitel 3.5.1 bzw.
3.5.2) zur Auswahl der Bilder fu¨r eine Identifikation (Kapitel 3.6) nutzbar.
Die Verteilung in der Orientierung der Pferdeko¨pfe zur Kamera ist dahingehend re-
levant, dass die Kamera eine mo¨glichst große Anzahl an verwertbaren Daten erfasst.
So ko¨nnen die Informationen der Histogramme (Abbildung 4.5 und 4.4) aus Kapi-
tel 4.3 dazu genutzt werden, die Kamera neu zu positionieren und die Anzahl der
nutzbaren Bilddaten hoch zu halten (vgl. Diskussion aus Kapitel 5.1.1 zur Kamera-
positionierung).
In den Histogrammen aus Abbildung 4.4 und 4.5 sind lediglich Datensa¨tze einge-
tragen, bei denen alle Marker (Nu¨stern und Augen) gesetzt wurden. Die Winkelori-
entierungen der Datensa¨tze mit unvollsta¨ndiger Markierung sollte jedoch deutlich
ho¨her sein als die Winkel innerhalb der in Kapitel 4.3 beschriebenen Ellipse. Somit
ist davon auszugehen, dass die Mehrheit der Pferdeko¨pfe ohne vollsta¨ndig sichtbare
Markierungen, zumindest im Fall einer Selbstverdeckung, ebenfalls ignoriert wer-
den. Die im Kapitel 4.3 angegebene Treffergenauigkeit liegt daher, aufgrund der
beru¨cksichtigten Datensa¨tze, unterhalb der voraussichtlich deutlich ho¨her anzuset-
zenden Treffergenauigkeit. Anzumerken ist, dass das manuelle Markieren der Da-
ten auf Selbstverdeckung auf den 2D Bilddaten erfolgte. Die Daten wurden dabei
auf einer Kamera markiert, welche eine andere Orientierung auf die Szene besitzt,
als die Tiefenkamera, mit der letztlich die Orientierungswinkel bestimmt wurden.
Vorrangig in den Bilddaten, in denen sich die Pferdeko¨pfe in einem Bereich des U¨ber-
gangs zur Selbstverdeckung befinden, vergleichbar mit den Winkeln auf der Ellipse,
ist die Markierung nur ungenau zu setzen. Werden die Winkel zuvor in die Orien-
tierungen der jeweils u¨brigen Kameraansichten transformiert, wa¨re so eine Auswahl
der, in der entsprechenden Kamera ohne Selbstverdeckung sichtbaren Daten, besser
mo¨glich.
Fazit
Sollte die Kameraposition vera¨ndert werden (z.B. unterhalb der Decke), ist zu unter-
suchen, ob diese die Aufnahme in Bezug auf eine quantitativ ha¨ufig festzustellende
Kopfhaltung der Tiere zu sehr einschra¨nkt. Hierzu kann die in der vorliegenden Ar-
beit bereits durchgefu¨hrte Auswertung lediglich Anhaltspunkte liefern, inwiefern ein
Umbau der Station jedoch das Verhalten der Tiere und damit deren gewohnte Kopf-
haltung beeinflusst kann nicht vorhergesagt werden.
Anhand der durchgefu¨hrten quantitativen Auswertung der Orientierung des Kopfes
der Pferde wa¨hrend ihrer Besuche in der Futterstation konnten Bereiche bestimmt
werden, in denen auf den Bilddaten mit einer Selbstverdeckung zu rechnen ist. Durch
die unterschiedlichen Zeichnungen beim Pferd ist eine Rekonstruktion entsprechend
verdeckter Bereiche im Gesicht der Tiere, um die Daten fu¨r eine Identifikation zu
vervollsta¨ndigen, nicht zu empfehlen. Eine Alternative wa¨re das Anlernen unter-
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schiedlicher Teilbereiche des Pferdegesichts, um außerhalb der genannten Grenzen
operieren zu ko¨nnen. Inwiefern das Auswerten von Teilbereichen die Identifikations-
ergebnisse beeinflusst wa¨re zuku¨nftig ebenfalls zu untersuchen.
5.3. Detektion
Das Verfahren von Viola u. Jones [2004] gilt, wie bereits in der Literaturu¨bersicht
im Kapitel 2.2.2 beschrieben, als das Standardverfahren der Gesichtsdetektion beim
Menschen [Zhang u. Zhang 2010] auf zweidimensionalen Bildern. Obwohl das Ver-
fahren bereits durch Burghardt u. a. [2004a]; Burghardt u. Calic [2006a, b]; Zhang
u. a. [2008]; Kozakaya u. a. [2009]; Martinez-Ortiz u. a. [2013] zur Detektion von Ge-
sichtern unterschiedlicher Tiere eingesetzt wurde, wird es in dieser Dissertation nicht
weiter verwendet. Andreopoulos u. Tsotsos [2013] beschreibt, dass die Methode von
Viola u. Jones [2004] nur zur Detektion von einfachen Objekten, die sich durch eine
kleine Anzahl an typischen Merkmalen auszeichnen, eingesetzt werden sollte. An-
dreopoulos u. Tsotsos [2013] nennt hier menschliche Gesichter und Tu¨rkno¨pfe. Die
unterschiedlichen Zeichnungen der in dieser Dissertation untersuchten Pferde fal-
len nicht in diese Gruppe. Auch eine Anpassung der verwendeten Feature (HOOG
- Haar of Oriented Gradients bzw. CoHOG - co-occurrence histograms of oriented
gradients), wie sie durch Zhang u. a. [2008] oder Kozakaya u. a. [2009] vorgestellt
wurden, wird bei den Pferden nicht zu vergleichbaren Resultaten wie bei der De-
tektion von Katzengesichtern fu¨hren. Die seitliche Ausrichtung der Augen bei den
Pferden [Timney u. Keil 1999] erschwert es vergleichbare Strukturen im Gesicht un-
terschiedlicher Tiere aus zweidimensionalen Bilddaten zu extrahieren. Zudem werden
zum Anlernen des Verfahrens von Viola u. Jones [2004] eine mo¨glichst große Anzahl
an Bilddaten von mehreren Tieren (in [Zhang u. a. 2008] 10.000 gelabelte Bilder)
beno¨tigt. Die im Rahmen dieser Dissertation erstellte Datenbank entha¨lt jedoch nur
Bilder von 14 Pferden, wobei nur von 9 Pferden ausreichend Bildmaterial gesammelt
werden konnte (siehe Tabelle 4.1 der gesammelten Bilddaten aus Kapitel 4.1 bzw.
Tabellen 4.23 und 4.24 der detektierten Pferdeko¨pfe aus Kapitel 4.6.1).
Im Gegensatz zur Detektion auf zweidimensionalen Bilddaten haben die unterschied-
lichen Zeichnungen und Fellfarben der Pferde keinen Einfluss auf die Tiefeninforma-
tion. Die Kopfform der Pferde zeigt eine deutlich geringere Variation zwischen den
Tieren, als ihre Zeichnung. Zudem ist die Trennung von Tier und Hintergrund u¨ber
die Tiefeninformation deutlich einfacher und zuverla¨ssiger, weshalb sich die Detek-
tion in dieser Dissertation auf die Tiefeninformation der Kamera aus Kapitel 3.3
beschra¨nkt.
In Kapitel 3.4.2 bzw. 3.4.3 wurden zwei Verfahren (Clustern durch Hough-
”
Voting“
bzw. Segmentierung durch Winkel der Ebenennormalen) vorgestellt, um die einzel-
nen im Tiefenbild vorhandenen Regionen zu differenzieren bzw. zu segmentieren. Die
aufgefundenen Bereiche werden anschließend mit dem in Kapitel 3.4.4 vorgestellten
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Verfahren (Detektion von Kopfkandidaten aus segmentierten Bilddaten) dahingehend
untersucht, ob es sich bei dem Bereich um einen Pferdekopf handelt. Dieses Vorge-
hen entspricht fu¨r beide Verfahren (Kapitel 3.4.2 bzw. 3.4.3) der in [Zhang u. a.
2013] als
”
Lokalisierung durch Segmentierung“ (localization through segmentation)
bezeichneten Lokalisierungs-Strategie, welche neben den Strategien der
”
Lokalisie-
rung durch Fenster-Suche“ (localization through sub-window search) und der
”
Voting-
Strategie“ (voting strategy) aufgefu¨hrt wird. Auch fu¨r das Hough-
”
Voting“ aus Kapi-
tel 3.4.2 findet die eigentliche Detektion erst mit der Klassifikation in Kapitel 3.4.4
statt. In [Zhang u. a. 2013] ist ebenfalls beschrieben, dass die durch die vorgestellten
Verfahren erreichten Genauigkeiten nicht fu¨r den praktischen Einsatz ausreichen,
weshalb in dieser Dissertation auf die Kopfform der Pferde spezialisierte Ansa¨tze
(besonders Kapitel 3.4.3) zum Auffinden der Pferdeko¨pfe beschrieben sind.
Fazit
Die Detektion der Tiere auf den erfassten Daten erfolgt rein auf den Tiefendaten,
was es ermo¨glicht die Tiere unabha¨ngig von ihrer Fellfarbe oder -zeichnung in den
Bilddaten aufzufinden.
5.3.1. Segmentierung und Regionenmarkierung
Die Vereinzelung der Bereiche im Bild der in Kapitel 3.4 beschriebenen Verfahren
(das Clustern durch Hough-
”
Voting“ und die Segmentierung durch Winkel der Ebe-
nennormalen) la¨sst sich, wie durch Silberman u. a. [2012] vorgestellt, auch zur Inter-
pretation von Szenen ausnutzten. Das Verfahren zum Clustern durch Hough-
”
Voting“
aus Kapitel 3.4.2 setzt dabei, wie auch Silberman u. a. [2012], auf die Fla¨chen, wo-
bei in Kapitel 3.4.2 lediglich die gro¨ßte Fla¨che im Vordergrund extrahiert wird. Das
Verfahren zur Segmentierung durch Winkel der Ebenennormalen aus Kapitel 3.4.3
unterteilt hingegen das gesammte Tiefenbild, wobei im Gegensatz zu der Arbeit [Sil-
berman u. a. 2012] Lo¨cher (Bereiche ohne Zuordnung) zwischen den aufgefundenen
Regionen auftreten ko¨nnen und in [Silberman u. a. 2012] die Farbbildinformatio-
nen beru¨cksichtigt werden. Zudem scheint der Ansatz von Silberman u. a. [2012]
deutlich rechenintensiver zu sein, da das Verfahren aus Kapitel 3.4.3 direkt zur Re-
gionenmarkierung (siehe Kapitel 3.4.3) genutzt wird und die Regionen nicht, wie
durch Silberman u. a. [2012], zusammengefu¨hrt werden. Beim Vergleich der Verfah-
ren aus Kapitel 3.4.2 und 3.4.3 fa¨llt auf, dass fu¨r das Verfahren aus Kapitel 3.4.2,
welches darauf ausgelegt ist durch das Hough-
”
Voting“ große Fla¨chen im Bild aufzu-
finden, zuna¨chst der Hintergrund zu entfernen ist (siehe Ablauf aus Abbildung 3.23
in Kapitel 3.4.2). So muss der Hintergrund fu¨r das Verfahren aus Kapitel 3.4.2 zuvor
angelernt werden. Das in Kapitel 3.4.3 vorgestellte Verfahren kommt hingegen ohne
diesen Schritt aus und kann das komplette Bild, mitsamt Hintergrund, anhand der
zuvor berechneten Winkel aus Kapitel 3.4.1 in Einzelbereiche einteilen.
Die in Gleichung 3.111 aus Kapitel 3.7.5 erstellte Kostenfunktion ermo¨glicht es an
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Hand der Vergleichsdaten aus Kapitel 3.7.3 die beiden Verfahren aus Kapitel 3.4.2
und 3.4.3 zu vergleichen. Dabei hat sich bereits im Kapitel 4.4.1 das Verfahren aus
Kapitel 3.4.3 als dem Verfahren aus Kapitel 3.4.2 u¨berlegen dargestellt, welches sich
durch die in Kapitel 4.4.2 beschriebenen Detektionsraten besta¨tigt. Das Verfahren
aus Kapitel 3.4.3 kommt dabei nach der beschriebenen Kostenfunktion (aus Glei-
chung 3.111 in Kapitel 3.7.5) zu besseren Ergebnissen, obwohl es ohne eine Trennung
von Vorder- und Hintergrund auskommt.
Die Kombination der optionalen Parameter aus Tabelle 3.6 in Kapitel 3.7.5 er-
geben unterschiedliche Parametersa¨tze fu¨r das Verfahren aus Kapitel 3.4.3. Un-
ter diesen Parametersa¨tzen erzielen die Parameterkombinationen {α, tb, Tθ} und
{α, tb, Tψ, Tθ} (vgl. Parametervergleich I aus Kapitel 4.4.1) nach der Tabelle 4.7
aus Kapitel 4.4.1 die besten Ergebnisse. Wie in Kapitel 4.4.3 beschrieben, fa¨llt die
Wahl auf den Parametersatz {α, tb, Tψ, Tθ}.
Obwohl die Variation der Parameter (vorrangig Tψ : 5, 3
◦ ≤ Tψ ≤ 14, 7◦), die jeweils
fu¨r die 15 Lerndatensa¨tze optimiert wurden (vgl. Kapitel 3.7.5), recht hoch ist, er-
gibt sich nach Tabelle E.4 aus Anhang E.1.1 eine vergleichsweise geringe Streuung
(72, 0 ≤ cI ≤ 75, 7) in den Kosten cI (nach Gleichung 3.111 aus Kapitel 3.7.5) der
Lerndatensa¨tze. Die Streuung ∆5, 5 der Kosten cˆI (73, 2 ≤ cˆI ≤ 77, 7) aus Tabel-
le E.4 in Anhang E.1.1 fu¨r die Testdatensa¨tze des Parametersatzes {α, tb, Tψ, Tθ}
ist nur fu¨r den Parametersatz {α, tb, Tθ} in Tabelle E.2 (Anhang E.1.1) mit ∆4, 6
(74, 2 ≤ cˆI ≤ 78, 9) geringer. Zudem zeigen die Ergebnisse der Parameterwahl I
aus Anhang E.2.1 in den Tabellen E.26-E.28 fu¨r den Median und das arithme-
tische Mittel ∅ der optimierten Parameter des Parametersatzes {α, tb, Tψ, Tθ}
ebenfalls eine geringe Streuung der Kosten cI bzw. cˆI fu¨r die 15 Lern- bzw. Test-
datensa¨tze (72, 6 ≤ cI ≤ 77, 3 bzw. 73, 0 ≤ cˆI ≤ 77, 0), trotzdem keine pro Da-
tensatz optimierten Parameter verwendet wurden. Aufgrund dieser Ergebnisse la¨sst
sich das Verfahren aus Kapitel 3.4.3 mit dem Parametersatz {α, tb, Tψ, Tθ} als
robust gegenu¨ber kleinen Parametervariationen (im Bereich der als Median bzw.
arithmetischen Mittel aufgefu¨hrten Parameter aus Tabelle 4.14) bezeichnen. Die Er-
gebnisse (78, 7 ≤ cI ≤ 86, 8 bzw. 78, 4 ≤ cˆI ≤ 84, 4) der maximalen Parameter
aus den Tabellen E.26-E.28 (Anhang E.2.1) fallen, verglichen mit den Ergebnissen
(92, 4 ≤ cI ≤ 98, 2 bzw. 93, 6 ≤ cˆI ≤ 98, 0) der minimalen Parameter, deutlich bes-
seren aus, weshalb darauf geachtet werden sollte, die Parameter nicht zu klein zu
wa¨hlen.
Fu¨r einige wenige Datensa¨tze der Tabelle 4.7 aus Kapitel 4.4.1, welche die Ergeb-
nisse der Segmentierung nach Kapitel 3.4.3 fu¨hrt, la¨sst sich erkennen, dass es sich
bei den durch das in Kapitel 3.7.5 beschriebene Optimierungsverfahren bestimm-
ten Ergebnissen um kein globales Minimum handelt. Dies wird durch den Vergleich
der Ergebnisse in Tabelle 4.7 aus Kapitel 4.4.1 mit denen der Tabellen E.26-E.28
zur Parameterwahl I aus Anhang E.2.1 deutlich. So sind die Ergebnisse des Pa-
rametersatzes {Tψ, Tθ, Tδ} fu¨r die Lerndatensa¨tze #3, #6, #8 und #10 in den
Tabellen E.26-E.28 der Parameterwahl I (Anhang E.2.1) kleiner als die fu¨r jeden
Datensatz optimierten Ergebnisse der Tabelle 4.7 (Kapitel 4.4.1). Entsprechendes
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gilt fu¨r den Datensatz #2 des Parametersatzes {Tψ, Tθ} und den Datensatz #1 des
Parametersatzes {Tψ, Tδ}. Die Optimierung der Parameter aus Kapitel 3.7.5 nach
der diskreten, nicht differenzierbaren Kostenfunktion (Gleichung 3.111) ist demnach
nicht optimal.
Alternativ zu dem in Kapitel 3.7.5 verwendeten Generalized Pattern Search (GPS)
Algorithmus [Kolda u. a. 2003] lassen sich Evolutiona¨re Algorithmen (EA - evolutio-
nary algorithms) [Tomassini 1996] oder Verfahren der simulierten Abku¨hlung (SA
- simulated annealing) [Busetti 2003] einsetzten. Die Arbeit von Abramson [2002]
beschreibt den Generalized Pattern Search (GPS) Algorithmus zur Optimierung
mit gemischten Variablen (kontinuierlichen und diskreten), zudem werden die zuvor
genannten Verfahren (Evolutiona¨re Algorithmen und simulierte Abku¨hlung) grob
erkla¨rt und mit dem Generalized Pattern Search (GPS) Algorithmus verglichen.
Die Optimierung durch die simulierte Abku¨hlung (SA - simulated annealing) wurde
probehalber auf einem der Datensa¨tze getestet und braucht fu¨r das Auffinden des
Optimums deutlich la¨nger (auf einem Intel i7 mit 2, 93 GHz single Thread: SA - 4627
Funktionsauswertungen [74, 5 Stunden] gegen GPS - 367 Funktionauswertungen [7, 2
Stunden]). Zudem liegen die Kosten cI mit den beiden Optimierungsverfahren (GPS
[Kolda u. a. 2003] bzw. SA [Busetti 2003]) bestimmten Parametern fu¨r den Daten-
satz #1 des Parametersatzes {Tψ, Tθ} mit cI = 75, 3 bzw. cI = 73, 8 recht nahe
beieinander. Letztlich garantiert das Verfahren der simulierten Abku¨hlung (SA - si-
mulated annealing), entgegen der Evolutiona¨ren Algorithmen [Tomassini 1996] oder
dem Generalized Pattern Search (GPS) Algorithmus [Kolda u. a. 2003], das Errei-
chen des globalen Minimums nach Busetti [2003] bei einer unendlichen Laufzeit. Der
Generalized Pattern Search (GPS) Algorithmus [Kolda u. a. 2003] ist hingegen effi-
zienter und fu¨hrt in der genannten Probe zu vergleichbaren Ergebnissen.
Abbildung 5.2 zeigt beispielhaft die Kosten cI zur Parametervariation der ersten
beiden Parameter α und tb des Parametersatzes {α, tb, Tψ, Tθ} fu¨r den ersten
Lerndatensatz bei festen Parametern Tψ und Tθ. Abbildung 5.2 zeigt, dass tb im
Bereich zwischen 7 und 10, 5 und α zwischen 52◦ und 66◦ liegen sollte, damit fu¨r
den ersten Lerndatensatz die Kosten cI unterhalb von 80 (nach Gleichung 3.111 aus
Kapitel 3.7.5) bleiben. Die Kosten steigen mit dem Parameter tb zu den Seiten hin
stark an, wohingegen sich die Kosten durch die Variation des Parameters α deut-
lich langsamer vera¨ndern und nur eine leichte Steigung bei gro¨ßeren Werten fu¨r α
(α > 66◦) aufweisen (cI = 92, 8 bei α = 90◦ und tb = 8).
Abbildung 5.3 zeigt entsprechend der Abbildung 5.2 die Kosten cI zur Parameterva-
riation der letzten beiden Parameter Tψ und Tθ des Parametersatzes {α, tb, Tψ, Tθ}
fu¨r den ersten Lerndatensatz bei festen Parametern α und tb. Aus Abbildung 5.3
ist erkennbar, dass der Parameter Tψ nur geringen Einfluss auf die Kosten cI hat.
Dies wurde bereits in Kapitel 4.4.1 festgestellt, da der Parametersatz {α, tb, Tθ}
nur geringfu¨gig schlechtere Ergebnisse im Vergleich zum verwendeten Parametersatz
{α, tb, Tψ, Tθ} erzielt. Wird der Parameter Tψ gro¨ßer als 6, 5◦ gewa¨hlt, so hat dieser
nach Abbildung 5.3 nahezu keinen Einfluss auf die Kosten cI in Bezug auf den ersten
Lerndatensatz. Liegt der Parameter Tθ zudem im Bereich zwischen 3, 5
◦ und 6, 5◦,
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so liegen auch die Kosten cI fu¨r den ersten Lerndatensatz unterhalb von 85 (nach
Gleichung 3.111 aus Kapitel 3.7.5).
Durch die Abbildungen 5.2 und 5.3 la¨sst sich besta¨tigen, dass das Verfahren aus
Kapitel 3.4.3 mit den Parametern α = 57, 6◦, tb = 9, 3, Tψ = 9, 1◦ und Tθ = 5, 6◦ der
Parameterwahl I aus Kapitel 4.4.3 fu¨r den ersten Lerndatensatz robust gegenu¨ber
kleinen Parametervariationen ist und zeigt weitere Schranken auf in denen die Para-
meter zu wa¨hlen sind. Zudem liegen die durch den Generalized Pattern Search (GPS)
Algorithmus der Parameteroptimierung nach Kapitel 3.7.5 bestimmten Parameter
in den Abbildungen 5.2 und 5.3 innerhalb der als Senken erkennbaren Bereiche, wel-
ches den Generalized Pattern Search (GPS) Algorithmus mit Beru¨cksichtigung der
Effizienz im Vergleich zu den Verfahren der simulierten Abku¨hlung (SA - simulated
annealing) als geeignet darstellt.
Fazit
Anstatt eines sequenziellen Verfahrens, wie das von Stockman u. Shapiro [2001],
welches in Kapitel 3.4.2 verwendet und auf dem die Erweiterung der Regionenmar-
kierung auf Mehrkanal-Bilder in Kapitel 3.4.3 basiert, la¨sst sich auch das parallele
Verfahren von Cohen [1996] anpassen. Zudem kann mit dem Verfahren von Cohen
[1996] das auf Seite 74 aus Kapitel 3.4.2 beschriebene Erzeugen der einzelnen Bi-
na¨rbilder fu¨r jede Ebene umgangen werden, da es in der Lage ist Grauwertbilder in
seine Regionen zu unterteilen. Bei der Implementierung ist jedoch auf die Anzahl der
wa¨hrend der Ausfu¨hrung entstehenden Markierungen (Label) zu achten, da diese die
Bittiefe des Regionen-Bilds vorgibt und die Verarbeitungsgeschwindigkeit beeinflus-
sen kann. Der Unterschied liegt bei einer Parallelisierung der Verfahren nach Cohen
[1996] in der Geschwindigkeit, fu¨hrt jedoch zu gleichen Ergebnissen.
5.3.2. Detektion der Pferdeko¨pfe
Die eigentliche Detektion aus Kapitel 3.4.4 nutzt zur Klassifikation der Einzelbe-
reiche einen zu den HONV (histogram of oriented normal vector) vergleichbaren
Ansatz. In [Han u. a. 2013] bzw. [Tang u. a. 2013] wird beschrieben das die HONV
(histogram of oriented normal vector) den HOG (histogram of oriented gradients -
Richtungshistogramme z.B. [Dalal u. Triggs 2005]) Merkmalen, wie sie z.B. durch
Zhang u. a. [2008] oder Kozakaya u. a. [2009] in abgewandelter Form verwendet wer-
den, bei der Detektion unterschiedlicher Objekte u¨berlegen ist.
Tabelle 4.9 aus Kapitel 4.4.1 fu¨hrt die nach Gleichung 3.112 (Kapitel 3.7.5) berech-
neten Kosten cII bzw. ˆcII fu¨r die in Tabelle 3.7 (Kapitel 3.7.5) beschriebenen Para-
meterkombinationen auf. Zur Detektion aus Kapitel 3.4.4 mit der Segementierung
aus Kapitel 3.4.3 wurde, durch die in der Tabelle 4.9 (Kapitel 4.4.1) aufgefu¨hrten
Kosten, der Parametersatz {bψ, bθ} unter den beschriebenen Parameterkombinatio-
nen als der mit den besten Resultaten identifiziert. Die Ergebnisse der Detekti-
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Abbildung 5.2.: Kosten zur Parametervariation der Parameter α und tb (Tψ = 9.1
◦
und Tθ = 5.6
◦ fest) des ersten Lerndatensatzes
Kapitel 3.4.2, die in Tabelle 4.8 (Kapitel 3.7.5) aufgefu¨hrt sind, fallen, wie bereits
beim Segmentieren (Kapitel 5.3.1), deutlich schlechter aus als mit dem Verfahren
nach Kapitel 3.4.3.
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Abbildung 5.3.: Kosten zur Parametervariation der Parameter Tψ und Tθ (α = 57, 6
◦
und tb = 9, 3 fest) des ersten Lerndatensatzes
Die Variation des nach der Kostenfunktion cII optimierten Parameters bψ hat, nach
der in Anhang E.1.2 aufgefu¨hrten Tabelle E.17, eine vergleichsweise hohe Variation
zwischen den 15 Lerndatensa¨tzen (7, 3◦ ≤ bψ ≤ 44, 9◦). Wohingegen der Parameter bθ
kaum Variation zwischen den Datensa¨tzen aufweist (12, 7◦ ≤ bθ ≤ 14, 9◦). Die Kosten
cII nach der Parameterwahl II aus Kapitel 4.4.3 zum Parametersatz {bψ, bθ}, welche
in den Tabellen E.29-E.31 aus Anhang E.2.2 zu finden sind und im Bereich zwischen
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0, 7 % und 2, 9 % liegen, weichen nur geringfu¨gig von den pro Datensatz optimierten
Kosten cII (0, 3 % ≤ cII ≤ 2, 0 %) aus Tabelle 4.9 (Kapitel 4.4.1) ab. Deshalb kann
angenommen werden, dass die Detektion aus Kapitel 3.4.4 in Kombination mit der
Segmentierung aus Kapitel 3.4.3 (mit dem Parametersatz {α, tb, Tψ, Tθ}) zwar
robust gegenu¨ber Variationen des Parameters bψ ist, jedoch wenig robust gegenu¨ber
Vera¨nderung des Parameters bθ.
Abbildung 5.4 zeigt beispielhaft die Kosten cII (nach Gleichung 3.112 aus Kapi-
tel 3.7.5) zur Variation der Parameter bψ und bθ fu¨r den ersten Lerndatensatz (siehe
Kapitel 3.7.5). In Abbildung 5.4 ist die genannte Abha¨ngigkeit vom Parameter bθ er-
kennbar. Die Bereiche, in denen die Kosten cII unterhalb von 0, 6 % liegen, befinden
sich mit wenigen Ausnahmen in dem Bereich, in dem der Parameter bθ zwischen 13
◦
und 15◦ liegt. Wohingegen innerhalb dieses Bereiches (13◦ ≤ bθ ≤ 15◦) der Parame-
ter bψ nur wenig Einfluss hat. So liegen die Kosten cII in dem Bereich 13
◦ ≤ bθ ≤ 15◦
ohne eine Beschra¨nkung durch bψ bei maximal 1, 02 %.
Einige Ergebnisse der Tabelle 4.9 aus Kapitel 4.4.1, welche die nach der Kostenfunk-
tion aus Gleichung 3.112 (Kapitel 3.7.5) je Datensatz optimierten Ergebnisse fu¨hrt,
sind gro¨ßer als die der Tabellen E.29-E.31 zur Parameterwahl II aus Anhang E.2.2.
Die Diskussion, den Generalized Pattern Search (GPS) Algorithmus [Kolda u. a.
2003] zur Parameteroptimierung II in Kapitel 3.7.5 einzusetzten, la¨sst sich wie im
vorherigen Kapitel (5.3.1) fu¨hren. Jedoch wa¨re es in der selben Zeit mit dem Ver-
fahren der simulierten Abku¨hlung (SA - simulated annealing) [Busetti 2003] nicht
mo¨glich gewesen, eine entsprechende Vielzahl an Datensa¨tzen (15 Datensa¨tze mit je
199 Bildern) und Parameterkombinationen (6 unterschiedliche, siehe Kapitel 3.7.5)
zu untersuchen. Die Trennung der Optimierung in die Parameteroptimierung I und
Parameteroptimierung II aus Kapitel 3.7.5 hat zudem dazu beigetragen sowohl mehr
Details zu den Einzelschritten zu erfahren, als auch die Parameteroptimierung zu
beschleunigen. Eine Parameteroptimierung aller Parameter in Kombination der ein-
zelnen Parametersa¨tze wurde nicht durchgefu¨hrt, da die Kostenfunktionen darauf
ausgelegt sind entsprechend relevante Informationen zu den Teilaufgaben der Algo-
rithmen zur Detektion aus Kapitel 3.4 zu optimieren.
Die durchschnittliche Genauigkeit (AP - average precision, siehe [Zhu 2004; Murphy
2012]) der Detektionsergebnisse aus Kapitel 4.4.2 liegt fu¨r die untersuchten Testda-
tensa¨tze zwischen 87, 7 % und 95, 2 % und fu¨r die 15 Testdatensa¨tze im Mittel bei
93, 2 %. Diese liegen deutlich oberhalb der in [Zhang u. a. 2013] beschriebenen De-
tektionsraten (maximal 58, 4 % fu¨r Flugzeuge), wobei in dieser Dissertation lediglich
Pferdeko¨pfe vom restlichen Bildinhalt zu trennen sind und nicht wie in [Zhang u. a.
2013] zwischen mehreren Klassen unterschieden wird. Mit den in Tabelle 4.10 aus
Kapitel 4.4.2 angegebenen Treffergenauigkeiten (ACC) von 96, 5 % bis 98, 4 %, wel-
che unter realen Bedingungen erzielt wurden, ist ein praktischer Einsatz denkbar.
Das Verfahren aus Kapitel 3.4.3, welches zur Detektion eingesetzt wurde, kommt
ohne das Anlernen des Hintergrundes aus (vgl. Kapitel 5.3.1). Dadurch la¨sst es sich
auch ohne eine fest installierte Tiefenkamera einsetzten. Die in dieser Dissertation
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Abbildung 5.4.: Kosten zur Parametervariation der Parameter bψ und bθ des ersten
Lerndatensatzes
erzielten Detektionsergebnisse aus Kapitel 4.4.2 wurden jedoch ohne eine vera¨nde-
rung des Hintergrunds erzielt.
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Fazit
Zur Optimierung der Parameter der entwickelten Segmentierung und der angepass-
ten Klassifikation zur Detektion der Pferdeko¨pfe wurden Kostenfunktionen erstellt,
so dass aus 15 Lerndatensa¨tzen zu je 199 Frames die optimalen Parameter fu¨r ei-
ne bestmo¨gliche Segmentierung bestimmt werden konnten. Mit diesen Parametern
wurde eine durchschnittliche Genauigkeit (AP - average precision) von bis zu 95, 2 %
bzw. eine Treffergenauigkeit von 96, 5 − 98, 4 % auf den 15 Testdatensa¨tzen (zu je
199 Frames) beim Auffinden der Pferdeko¨pfe in den Bilddaten erzielt.
Zur Erweiterung des beschriebenen Verfahrens zur Klassifikation (Detektion) aus
Kapitel 3.4.4 ist der Einsatz der durch Cover u. Hart [1967] oder Bhatia u. a. [2010]
beschriebenen Algorithmen der Na¨chsten-Nachbarn (NN - nearest-neighbour) oder
k-Na¨chsten-Nachbarn (KNN - k-nearest-neighbour) sinnvoll. In Kapitel 3.4.4 wurde
lediglich der Abgleich mit einem Template HT durch den mit der Gleichung 3.55
beschriebenen A¨hnlichkeitsfaktor ρ eingesetzt. Dadurch ist die Auswertung aus Ka-
pitel 4.4 deutlich vereinfacht, da die Klassifikation nach den k-Na¨chsten-Nachbarn
(KNN) stark von den Nachbarn (Eintra¨ge in der Datenbank) abha¨ngt. Mit den Algo-
rithmen der k-Na¨chsten-Nachbarn (KNN) ließe sich die Detektion jedoch besser auf
individuelle Kopfformen (z.B. unterschiedliche Pferderassen oder Tierarten wie Rin-
der) anpassen, da die Abweichungen zu den Nachbarn deutlich enger gewa¨hlt werden
ko¨nnen als zu einem einzigen Template. Bei der richtigen Wahl der Nachbarn ließen
sich damit vermutlich noch bessere Detektionsergebnisse als in Kapitel 4.4.2 erzielen.
5.4. Posenbestimmung, Landmarkendetektion und
Normalisierung
Das Auffinden von Landmarken ist entsprechend der Diskussion zur Detektion aus
Kapitel 5.3 auf 2D Bilddaten bei Pferden durch die unterschiedlichen Zeichnungen
und die Orientierung der Augen zu den Seiten des Kopfes nur schwer mo¨glich. Das
Verfahren aus Kapitel 3.5.2 zur Landmarkendetektion nutzt daher zur Auswertung
die Tiefeninformationen, welche durch das in Kapitel 3.3 beschriebene System aufge-
zeichnet und bereits zur Detektion der Pferdeko¨pfe (Kapitel 3.4) eingesetzt wurden.
Die Landmarkendetektion aus Kapitel 3.5.2 verwendet dabei die durch die Posen-
bestimmung aus Kapitel 3.5.1 bzw. 3.5.2 normalisierten Daten. Der Großteil der in
Kapitel 2.3.2 vorgestellten Arbeiten zur Posennormalisierung bei Tieren setzt auf
manuell gesetzte Marker anstatt diese, wie in dieser Dissertation beschrieben, auf-
zufinden. Beim Menschen wird hingegen zur automatischen Landmarkendetektion
auf Tiefendaten ha¨ufig die Nase als markantes Merkmal im Gesicht genutzt (siehe
Kapitel 2.3.1). Die Nu¨stern der Pferde (als Pendant zur Nase des Menschen) bieten
hingegen keine entsprechende Markanz, da diese nicht wie die Nase beim Menschen
aus den restlichen Tiefendaten herausragen und dementsprechend nicht so deutlich
aus unterschiedlichsten Blickrichtungen auf den Kopf erkennbar sind.
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Die Posennormalisierung aus Kapitel 3.5.3 beru¨cksichtigt zur Transformation des
originalen Grauwertbildes in eine Frontansicht des Pferdekopfes die Tiefendaten der
Kamera sowie die durch die Verfahren aus Kapitel 3.5.1 und 3.5.2 bestimmte Pose
des Kopfes im R3. Die Grauwertbilder der Pferdeko¨pfe werden so durch eine nicht-
lineare Transformation im R2 unter Beru¨cksichtigung der tatsa¨chlichen Kopfform der
Pferde im R3 in die Frontansichten transformiert. In den meisten in der Literatur
beschriebenen Arbeiten aus Kapitel 2.3.2 zur Normalisierung der Pose wird vor der
Identifikation eine Affine Transformation des zweidimensionalen Bildes eingesetzt.
Die Affine Transformation stellt jedoch lediglich eine lineare Transformation in den
zweidimensionalen Bilddaten dar. Diese reichen nach Zhang u. Gao [2009] jedoch
nicht aus, um die Variationen durch unterschiedliche Posen in den Bilddaten zu kor-
rigieren.
Zur zuna¨chst groben Posenbestimmung in Kapitel 3.5.1 wird die spezielle Kopfform
der Pferde ausgewertet. Die Ko¨pfe der Pferde sind in Ho¨he der Augen (Stirn direkt
oberhalb) deutlich breiter als am langen schmalen Nasenru¨cken, auch die Nu¨stern
und das Maul sind nicht breiter als die oberen Bereiche des Scha¨dels (vgl. [von den
Driesch 1976, Seite 20, Abbildung 5a - Stirnbreite Nr. 41]). Dies wird mit der Be-
stimmung des Masseschwerpunktes MC in Kapitel 3.5.1 ausgenutzt, um eine grobe
Orientierung der Pferdeko¨pfe zuna¨chst auf der Maske des detektierten Pferdekopfes
und anschließend im Raum zu bestimmen. Auch die in Kapitel 3.5.2 beschriebene
Posenverfeinerung ist auf die besondere Kopfform ausgelegt. Hier wird ein geome-
trisches Teilmodell (vgl. Kapitel 2.3.1) bestehend aus mehreren Kreisen in die drei-
dimensionalen Tiefendaten der Pferdeko¨pfe eingepasst. Aus den Kreiszentren der
eingepassten Kreise im R3 kann nach der Beschreibung aus Kapitel 3.5.2 die Me-
dianebene extrahiert werden. Die breiteste Stelle nach der Posennormalisierung am
Pferdekopf ist der Bereich, in dem die Landmarken nach Kapitel 3.5.2 extrahiert wer-
den. Die Landmarken liegen damit leicht oberhalb der Augen (vgl. [von den Driesch
1976, Seite 20, Abbildung 5a - Ectorbitale]).
Die Parameter zur Posennormalisierung und Landmarkendetektion der Pferdeko¨pfe
sind nach Kapitel 3.7.6 u¨ber die Vergleichsdaten aus Kapitel 3.7.3 optimiert. Die
Posen der Pferdeko¨pfe in den Vergleichsdaten (Kapitel 3.7.3) wurden hierzu zuvor
mit dem ICP-Algorithmus (iterative closest point - algorithm, siehe Anhang D) be-
stimmt. In Kapitel 2.3.1 wurde bereits beschrieben, dass der ICP-Algorithmus (itera-
tive closest point - algorithm) das Standardverfahren zur Registrierung rigider (nicht
verformbarer) Ko¨rper ist (siehe [Go¨kberk u. a. 2009]). Dadurch findet ein Vergleich
der Posendetektion in Kombination mit der Landmarkendetektion aus Kapitel 3.5
durch die in Kapitel 3.7.6 beschriebene Kostenfunktion cA aus Gleichung 3.116 bzw.
cB aus Gleichung 3.122 mit den Resultaten des ICP-Algorithmus statt.
Der ICP-Algorithmus kann die in Kapitel 3.5 beschriebene Posennormalisierung
(bzw. Posenbestimmung) nicht ersetzen, da er auf eine gute Initialisierung angewie-
sen ist (siehe Kapitel 2.3.1 bzw. Anhang D) und unterschiedliche Skalierungen des
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einzupassenden Modells unberu¨cksichtigt bleiben. In Kapitel 3.7.3 wurde daher pro
Tier ein individuelles Kopfmodell verwendet, um die unterschiedlichen Gro¨ßen der
Pferdeko¨pfe zu beru¨cksichtigen. Außerdem sind Marker fu¨r eine Initialisierung zu-
vor von Hand gesetzt worden, um die Vergleichsdaten aus Kapitel 3.7.3 zu erstellen.
Entsprechende Marker stehen jedoch vor einer automatischen Landmarkendetektion,
wie sie in Kapitel 3.5.2 beschrieben ist, nicht zur Verfu¨gung.
Die durchschnittlichen Fehler c∅B bzw. ˆc∅B pro Frame ( ˆc∅B =
cB
199 mit Kostenfunk-
tion cB nach Gleichung 3.122 aus Kapitel 3.7.6, c∅B fu¨r Lern- und ˆc∅B fu¨r Testda-
ten) liegen in der Tabelle 4.18 aus Kapitel 4.5.1 (pro Datensatz optimiert nach cB)
zwischen 3, 3 und 4, 6 cm und in den Tabellen F.1-F.5 aus Anhang F (einheitliche
Parameter fu¨r alle Datensa¨tze) zwischen 3, 5 und 3, 8 cm. Der Augendurchmesser
der Pferde liegt nach Howland u. a. [2004] bei ca. 4 cm (Abha¨ngig von der Rasse,
Holsteiner nicht aufgefu¨hrt), so dass der bei der Posenkorrektur feststellbare Fehler
(nach c∅B bzw. ˆc∅B) in Bezug auf die Ergebnisse des ICP-Algorithmus (iterative
closest point - algorithm) in etwa einer Augenbreite entspricht.
Die Optimierung der Parameter zur Posenbestimmung durch den Generalized Pat-
tern Search (GPS) Algorithmus nach Kapitel 3.7.6 la¨sst sich wie zuvor zur Detektion
(siehe Kapitel 5.3.1 bzw. 5.3.2) diskutieren. Jedoch sind vergleichbare Darstellungen
des Parameterraumes im Bereich der Parameterwahl nach Kapitel 4.5.2, wie sie in
Kapitel 5.3 gezeigt wurden, durch die hohe Anzahl an Parametern (7 Parameter zur
Parameteroptimierung B aus Kapitel 3.7.6) deutlich unu¨bersichtlicher. Durch die
eigenen Untersuchungen wurde jedoch festgestellt, dass mit dem Parameter TN bei
100 % der Parameter TO keinen Einfluss auf die Ergebnisse der Kostenfunktion cA
aus Kapitel 3.7.6 hat.
Die Validierung der Posennormalisierung wird in der Literatur ha¨ufig u¨ber die Er-
kennungsraten der Identifikationsalgorithmen fu¨r Gesichter mit unterschiedlichem
Winkel zur Kamera bestimmt z.B. [Go¨kberk u. a. 2009; Yi u. a. 2013]. Die Auswer-
tung der Identifikation findet sich im folgenden Kapitel 5.5, wobei bewusst die Ei-
gengesichter aus Kapitel 3.6.2 zur Identifikation eingesetzt wurden. Der Algorithmus
der Eigengesichter (Kapitel 3.6.2) ist stark anfa¨llig gegenu¨ber vera¨nderten Bilddaten
der Normalisierung aus Kapitel 3.5.3, so dass dieser bei der Unterscheidung nicht
frontaler Bilddaten deutlich schlechter abschneidet [Chai u. a. 2005]. Dadurch sind
die in Kapitel4.6 erreichten Ergebnisse der Identifikation eine zusa¨tzliche, indirekte
Validierung aller Schritte der Posennormalisierung aus Kapitel 3.5. Eine Auswer-
tung der Identifikation nach den unterschiedlichen Orientierungen der Pferdeko¨pfe
zur Kamera wa¨re sinnvoll. Die entsprechende Auswertung wurde jedoch aufgrund
weiterer Abha¨ngigkeiten (Auflo¨sung, Lernanteil und Anzahl der Eigenwerte) der
Identifikation mit den Eigengesichtern nach Kapitel 3.6.2 in den Ergebnissen aus
Kapitel 4.6 nicht beru¨cksichtigt.
Fu¨r eine Auswertung mit gleichverteilten Daten pro Kopforientierung reduzieren
sich die zur Verfu¨gung stehenden realen Daten pro Position auf den Bereich mit der
geringsten Anzahl, welche sich durch den gewa¨hlten Winkelbereich pro Orientierung
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bestimmt. Die seitlichen Kopfpositionen sind nach Kapitel 4.3 jedoch deutlich sel-
tener vertreten. Um u¨ber die Erkennungsraten der Idendifikationsalgorithmen eine
aussagekra¨ftige Untersuchung (mit ausreichend gleichverteilten Daten) durchfu¨hren
zu ko¨nnen sollten daher weitere reale Daten gesammelt werden. Ohne die Koopera-
tion der Tiere braucht das Erfassen der entsprechenden Daten jedoch deutlich mehr
aufgezeichnete Besuche. Eine Alternative stellt das Erstellen simulierter Daten dar,
wodurch sich zur Auswertung der Posennormalisierung deutlich mehr Daten in den
beno¨tigten Positionen generieren lassen. In dieser Dissertation wurden hierzu nur
reale Daten ausgewertet.
Fazit
Die eigens entwickelte Posendetektion wurde zuna¨chst auf einer Maske aus den
Tiefendaten durchgefu¨hrt, um die daru¨ber zuna¨chst nur grob bestimmte Pose an-
schließend mit einem geometrischen Teilmodell zu verfeinern. Auch hier konnte mit
einer passend gewa¨hlten Kostenfunktion, welche die Abweichung zu den auf den
Vergleichsdaten (mittels dem ICP-Algorithmus iterative closest point-algorithm) be-
stimmten Posen beru¨cksichtigt, ein Satz von optimal einzusetzenden Parametern be-
stimmt werden. Mit den zusa¨tzlich ermittelten Landmarken, die etwas oberhalb der
Augen gefunden wurden, la¨sst sich eine Posennormalisierung durchfu¨hren. Diese Po-
sennormalisierung korrigiert die Ansicht der Pferdeko¨pfe virtuell dahingehend, dass
die Ko¨pfe unabha¨ngig von der urspru¨nglichen Pose direkt in die Kamera schauen,
so dass eine Identifikation auf den Bilddaten mo¨glich wird. Die Grenzen zur Orien-
tierung der Pferdeko¨pfe wurden bereits in Kapitel 5.2 behandelt. Die durchgefu¨hrte
Posennormalisierung ermo¨glicht es selbst mit einem globalen Identifikationsverfah-
ren, die im Allgemeinen anfa¨llig gegenu¨ber Posenvariationen sind, gute Identifikati-
onsresultate zu erzielen.
Die im Zuge der Posenverfeinerung aus Kapitel 3.5.2 zu bestimmenden Kreise wur-
den durch die einfachere algebraische Methode nach Kasa [1976] bestimmt. Der
durch die algebraische Methode bestimmte Radius der Kreise fa¨llt im Allgemeinen
kleiner aus als der durch die geometrischen Methoden [Al-Sharadqah u. Chernov
2009; Chernov u. Lesort 2005] bestimmte Radius. Sollten die geometrischen Me-
thoden eingesetzt werden, kann dieses Einfluss auf die Posenverfeinerung und die





Aktuelle 2D Methoden der Gesichtserkennung u¨bertreffen nach Scheenstra u. a. [2005]
leistungsma¨ßig immer noch die 3D Methoden, auch wenn erwartet wird, dass die 3D
Methoden in Zukunft die 2D Methoden u¨bertreffen werden [Scheenstra u. a. 2005].
Chang u. a. [2003] vergleicht die Methode der Eigengesichter (siehe Kapitel 3.6.2) auf
2D und 3D Gesichtsdaten bzw. deren Fusion beim Menschen. In [Chang u. a. 2003]
zeigt der Vergleich von 2D und 3D Methode, dass die 3D Methode der 2D Methode
bei ausreichender Tiefenauflo¨sung der 3D Daten u¨berlegen ist. Werden die Ergebnis-
se aus [Chang u. a. 2003] hingegen in Abha¨ngigkeit der Tiefenauflo¨sung betrachtet,
so wu¨rden die 2D und die 3D Methoden unter Verwendung der in dieser Disserta-
tion verwendeten Tiefenkamera aus Kapitel 3.3 bei einer Tiefenauflo¨sung von 5mm
mit vergleichbaren Ergebnissen abschneiden. Eine Tiefenauflo¨sung von 5mm konnte
jedoch nach den Ergebnissen der Tiefenmessung 1 aus Kapitel 4.2 (siehe 50 % IQA
in Tabelle 4.2) nur bis etwas u¨ber einen Meter bei frontaler Ausrichtung (vgl. Dis-
kussion um La¨ngenfehler aus Kapitel 5.1.2) erreicht werden.
Zudem macht der Einsatz der 2D Methode die Ergebnisse dieser Dissertation ver-
gleichbar mit den Ergebnissen der Arbeiten durch Kim u. a. [2005b]; Cai u. Li [2013]
bzw. Corkery u. a. [2007] zur Erkennung von Rindern bzw. Schafen. Nach Gupta u. a.
[2007] bzw. Phillips u. a. [2000] ist die Methode der Eigengesichter auf 2D Bildern
(siehe Kapitel 3.6.2) das Referenzverfahren mit dem weitere Verfahren verglichen
werden.
Im Gegensatz zu den globalen Verfahren (z.B. PCA - Eigengesichter, LDA -
Fisherfaces) sind die lokalen Verfahren (z.B. LBP - local binary pattern) nach Zhao
u. a. [2003] darauf ausgelegt, Beleuchtungsvariationen und mo¨gliche Verschiebungen
(z.B. durch Posena¨nderung oder unterschiedliche Gesichtsausdru¨cke) in einem ge-
wissen Rahmen zu kompensieren. Die Hauptteile dieser Dissertation beschreiben die
Detektion (siehe Kapitel 3.4) und die Posenkorrektur (siehe Kapitel 3.5), welche
fu¨r eine automatische Identifikation der Individuen anhand der Kopfaufnahmen von
Pferden beno¨tigt werden. Um mo¨gliche Schwachstellen der Posenkorrektur besser
erkennen zu ko¨nnen, wird, wie bereits in Kapitel 5.4 beschrieben, ein globales Ver-
fahren eingesetzt. Das Verfahren der Eigengesichter aus Kapitel 3.6.2 ist im Gegen-
satz zu einigen lokalen Verfahren (z.B. LBP - local binary pattern) nicht in der Lage
Posenvariationen in den Bilddaten zu kompensieren. Chai u. a. [2005] beschreibt,
dass bei Abweichungen von der Frontansicht (z.B. durch eine Posena¨nderung) die
Identifikationsresultate fu¨r die globalen Verfahren (z.B. Eigengesichter - PCA und
Fisherfaces - LDA) drastisch schlechter werden. Mit den Identifikationsresultaten
aus Kapitel 4.6.2 wird durch den Einsatz der globalen Methode aus Kapitel 3.6.2
also indirekt auch das Verfahren der Posenkorrektur (vgl. Kapitel 5.4) validiert. Dies
ist der Grund, weshalb in dieser Dissertation das Verfahren der Eigengesichter aus
Kapitel 3.6.2 eingesetzt wurde und nicht ein lokales Verfahren, wie in Cai u. Li
[2013], mit dem vorrangig bei bestehenden Problemen der Posenkorrektur bessere
Identifikationsergebnisse erzielt werden ko¨nnten.
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Die Ergebnisse aus Kapitel 4.6.2 haben fu¨r die Identifikation der Pferde mit dem
Algorithmus der Eigengesicher (siehe Kapitel 3.6.2) gezeigt, dass die Auflo¨sung im
Vergleich zur Anzahl der eingesetzten Eigenwerte oder des Lernanteils einen nur ge-
ringen Einfluss auf die Erkennungsleistung hat. Entsprechendes wurde bereits durch
Zhao u. a. [2003] fu¨r globale Verfahren bei der Gesichtserkennung von menschlichen
Gesichtern festgestellt. Speziell mit dem Verfahren der Fisherfaces (LDA, siehe Ka-
pitel 2.4.2), ebenfalls ein globales Verfahren, kann eine Unterscheidung (Verifikation)
von menschlichen Gesichtern bereits mit einer Auflo¨sung von 12 × 10 durchgefu¨hrt
werden [Zhao u. a. 2003]. In Kapitel 4.6.2 wurde zudem beobachtet, dass trotz ei-
ner ho¨heren Auflo¨sung bei ansonsten gleichen Parametern die Treffergenauigkeit des
Verfahrens aus Kapitel 3.6.2 zur Identifikation von Pferden zum Teil schlechter aus-
fa¨llt als bei einer etwas niedrigeren Bildauflo¨sung. Auch dies konnte bereits in [Zhao
u. a. 2003] fu¨r menschliche Gesichter festgestellt werden, wobei nach Zhao u. a. [2003]
eine Erkla¨rung hierzu ein verbessertes Signal-zu-Rausch-Verha¨ltnis bei niedrigerer
Auflo¨sung ist.
Verglichen mit den Arbeiten in der Literatur zur Identifikation von landwirtschaftli-
chen Nutztieren anhand von Gesichtsaufnahmen aus Kapitel 2.4.4 sind die Ergebnis-
se dieser Dissertation fu¨r den praktischen Einsatz deutlich vielversprechender. Zum
einen konnten die Bilddaten zur Identifikation in dieser Dissertation automatisch aus
realen Aufnahmen erzeugt und extrahiert werden (siehe Kapitel 3.3-3.5). Lediglich
eine Auswahl der
”
guten“ Bilddaten (Gruppierung der Daten), die in Kapitel 3.7.7
beschrieben ist, wurde bisher nicht automatisiert und ist vermutlich zur Auswahl der
Lerndaten auch weiterhin sinnvoll, wobei die in Kapitel 4.6.1 beschriebenen Bedin-
gungen den Großteil der
”
schlechten“ Bilddaten bereits automatisch herausfiltert.
Ohne diese Auswahl ist zwar zu vermuten, dass die Ergebnisse der Identifikation
schlechter ausfallen, jedoch wa¨re ein Vergleich mit den Arbeiten aus Kapitel 2.4.4
nicht mo¨glich, da diese ausnahmslos von Hand markierte Bilddaten (und damit op-
timale Bilddaten) einsetzen.
Zum anderen fallen die Ergebnisse bei der Identifikation der in dieser Dissertation
untersuchten Gruppe von 9 Pferden mittels der aufgenommenen Gesichter im Ver-
gleich zu den genannten Arbeiten aus Kapitel 2.4.4 zur Identifikation von Rindern
[Cai u. Li 2013] und Schafen [Corkery u. a. 2007] besser aus. Die Verifikation durch
Kim u. a. [2005b] ist nicht mit dieser und den restlichen Arbeiten vergleichbar, da bis
auf Transformationen oder A¨nderungen (z.B. zusa¨tzliches Rauschen) auf den Bild-
daten zum Test und zur Verifikation die gleichen Ursprungsbilder eingesetzt wurden.
Dadurch lassen sich zwar Tendenzen bezu¨glich der Anfa¨lligkeit der Algorithmen zur
Identifikation durch bestimmte Transformationen oder Bilda¨nderungen prognosti-
zieren, jedoch lassen sich keine Erkennungsraten fu¨r unterschiedliche Bilddaten der
jeweiligen Tiere vorhersagen. Corkery u. a. [2007] berichtet von einer Trefferquote
(Richtig-Positiv-Rate) von 96 % bei einem Lernanteil von 57 % (4 Bilder zum Anler-
nen und 3 Bilder zum Testen), wohingegen in Tabelle 4.28 aus Kapitel 2.4.4 fu¨r den
schlechtesten Fall (fu¨r das Pferd
”
Delia“) bereits eine Trefferquote von 96, 8 % bei
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einem Lernanteil von 50 % erzielt werden konnte. Die durchschnittliche Trefferquote
bzw. Treffergenauigkeit (ACC) aus Tabelle 4.28 (Kapitel 2.4.4) liegt bei 99, 2 % mit
einem Lernanteil von 50 %. Die Trefferquote von 96 % wurde in [Corkery u. a. 2007]
jedoch mit der maximalen Anzahl der 200 Komponenten aus der unabha¨ngigen Kom-
ponentenanalyse (ICA, vgl. [Delac u. a. 2005]) erreicht. In Kapitel 2.4.4 sind dagegen
maximal 54 Eigenwerte (von den 900 maximal mo¨glichen Eigenwerten bei 50 % Ler-
nanteil) zur Identifikation durch den Algorithmus aus Kapitel 3.6.2 beru¨cksichtigt
worden und in den genannten Beispielen der Tabelle 4.28 (Kapitel 2.4.4) wurden le-
diglich 36 Eigenwerte eingesetzt. Mit nur 60 Komponenten wird durch Corkery u. a.
[2007] eine Trefferquote um die 86 % angegeben. In [Corkery u. a. 2007] wurden da-
gegen weniger Bilder (absolute Anzahl) zum Anlernen gebraucht, um mehr Tiere (50
Schafe) unterscheiden zu ko¨nnen. Gegenu¨berzustellen ist jedoch auch der Aufwand
um eine entsprechende Anzahl an Bildern zum Anlernen zu sammeln, welcher durch
die in dieser Dissertation vorgestellten automatischen Verfahren (mit Ausnahme der
Auswahl entsprechend Kapitel 3.7.7) deutlich reduziert ist.
Cai u. Li [2013] erreicht mit einer Abwandlung des lokalen Verfahrens LBP (local
binary pattern von Ahonen u. a. [2004]) bei der Identifikation von Rindern innerhalb
einer Gruppe von 30 Tieren eine Erkennungsrate (entspr. Treffergenauigkeit (ACC))
von 95, 3 %. Cai u. Li [2013] nutzt dazu 90 % der 100 Bilder je Tier als Lerndaten.
Die durchschnittliche Treffergenauigkeit der Ergebnisse dieser Dissertation in Ta-
belle 4.26 aus Kapitel 4.6.2 liegt im Vergleich dazu bei 97 %, wohingegen lediglich
12, 5 % der Lerndaten (25 Bilder) genutzt wurden.
Allgemein ist zu beru¨cksichtigen, dass mit einer gro¨ßeren Anzahl an zu unterschei-
denden Individuen mit einer geringeren Erkennungsleistung zu rechnen ist. Beim
Menschen wurde mit der Verdopplung der Individuen in einer Datenbank ein Ru¨ck-
gang der Erkennungsraten von zwei bis drei Prozentpunkten beobachtet [Zhao u. a.
2003; Kong u. a. 2005]. In [Phillips u. a. 2005] wird der Einfluss den die Anzahl an
Lerndaten (Anzahl der Bilder pro Individuum) hat beschrieben, welcher in dieser
Dissertation durch die unterschiedlichen Lernanteile ebenfalls beru¨cksichtigt wurde
(siehe Kapitel 4.6.2). Außerdem ist die Vera¨nderung u¨ber die Zeit zu beru¨cksichtigen,
da je mehr Zeit zwischen zwei Aufnahmen vergeht die A¨hnlichkeit und damit die
Erkennungsraten bei der Identifikation reduziert ist [Abate u. a. 2007]. Eine Lo¨sung
ist nach Abate u. a. [2007] das regelma¨ßige Erfassen von Bildern, um A¨nderungen
u¨ber die Zeit auch in die Datenbank aufzunehmen. Dies ist lediglich in bestimm-
ten Einsatzbereichen praktikabel. So wa¨re ein Aktualisieren der Bilddaten in einer
Futterstation problemlos mo¨glich, da die Tiere in regelma¨ßigen Absta¨nden neu er-
fasst werden ko¨nnten. Bei einer Verifikation, beispielsweise zur Identita¨tsfeststellung
im Handel mit den Tieren, ist ein entsprechendes Vorgehen jedoch kaum praktikabel.
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Fazit
Die erfolgreiche Mo¨glichkeit der Identifikation einzelner Individuen wurde an einer
Gruppe von neun Pferden mittels des globalen Verfahrens der Eigengesichter ge-
zeigt. So kann festgehalten werden, dass eine Unterscheidung von Individuen einer
kleinen Gruppe von Pferden anhand biometrischer Merkmale im Gesicht der Tiere
grundsa¨tzlich mo¨glich ist. Der entsprechende Prozess konnte zudem, bis auf eine letz-
te Auswahl der Daten vor der Identifikation, automatisiert werden. Im Vergleich zu
den Identifikationsresultaten der Literatur bei Rindern und Schafen, konnten auf der
beschriebenen Gruppe von Pferden, trotz der automatisierten Detektion und Posen-
normalisierung, bessere Ergebnisse bei der Unterscheidung der Tiere erzielt werden.
Die Identifikation durch das Verfahren der Eigengesichter ist dabei weniger auf eine
hohe Auflo¨sung angewiesen, als dass die Anzahl der Stu¨tzvektoren (Eigenvektoren),
die den Gesichtsraum aufspannen, und die Anzahl der Lerndaten mo¨glichst hoch
sein sollten. Die Treffergenauigkeit (ACC) bei der Identifikation der Individuen aus
der Gruppe der neun Pferde liegt beim Einsatz von 36 Eigenwerten, einer Bild-
auflo¨sung von 30 × 66 und 50 % bzw. 12, 5 % der Lerndaten (100 bzw. 25 Bilder)
bei 99, 2 % bzw. 97 %. Einzelne Pferde sind mit dem untersuchten Verfahren jedoch
schlechter von den anderen Tieren der Gruppe zu unterscheiden, welches auf die
A¨hnlichkeit der grauwertnormalisierten Bilder zwischen den Tieren zuru¨ckzufu¨hren
ist. Die Treffergenauigkeit (ACC) liegt in dem schlechtesten Fall, fu¨r das Pferd
”
De-
lia“, beim Einsatz der 36 Eigenwerte, einer Bildauflo¨sung von 30×66 und 50 % bzw.
12, 5 % der Lerndaten (100 bzw. 25 Bilder) bei 96, 8 % bzw. 91, 9 %.
Fu¨r weitere Untersuchungen sollte die Gruppe von Pferden (Anzahl der Tiere) ver-
gro¨ßert werden, wobei die Erkennungsraten von den jeweiligen Tieren innerhalb der
Gruppe abha¨ngig zu sein scheint. Mit der in dieser Dissertation eingesetzten Iden-
tifikation durch das Verfahren der Eigengesichter aus Kapitel 3.6.2 konnte lediglich
ein Algorithmus auf einer kleinen Gruppe von Pferden gezeigt werden. Es bleiben
jedoch weitere globale Algorithmen, welche besser darauf ausgelegt sind die Unter-
schiede zwischen den einzelnen Individuen zu beru¨cksichtigen (z.B. ICA oder LDA,
siehe [Delac u. a. 2005]), oder lokale Verfahren, wie das LBP-Verfahren (local binary
pattern) von Ahonen u. a. [2004], zur Gesichtserkennung, die gute Ergebnisse bei der
Gesichtserkennung erzielen und besser skalierbar mit der Anzahl der Datenbankgro¨-
ße sind (inkrementelles Anlernen mo¨glich). Lo´pez u. Ruiz [2010] vergleicht hierzu
mehrere Abwandlungen des LBP-Verfahrens (local binary pattern) von Ahonen u. a.
[2004]. Letztlich ist die Auswahl des Identifikationsalgorithmus immer anwendungs-
spezifisch zu treffen. Der Vergleich weiterer Algorithmen zur Identifikation von Pfer-
den bleibt daher ein Thema fu¨r zuku¨nftige wissenschaftliche Untersuchungen.
A¨hnlich verha¨lt es sich mit der Normalisierung der Grauwerte. Das in dieser Ar-
beit gewa¨hlte Verfahren aus Kapitel 3.6.1 ist beispielsweise nicht in der Lage star-
ke Beleuchtungsvariationen innerhalb eines Bildes zu kompensieren. Vorangig beim
Einsatz der globalen Verfahren zur Gesichtserkennung lassen sich bei inhomogener
Beleuchtung (z.B. einseitige Beleuchtung) deutlich bessere Ergebnisse mit den Ver-
266
5.5. Identifikation
fahren, die eine Normalisierung auf Basis der diskreten Kosinustransformation (DCT
- discrete cosine transform) durchfu¨hren, erzielen, als mit der in dieser Dissertation
eingesetzten Histogramma¨qualisation [Goel u. Nehra 2011]. Die lokalen Verfahren
wie LBP [Ahonen u. a. 2004] zeigen auch ohne eine Grauwertnormalisierung gute
Ergebnisse.
Die Identifikation der Nutztiere anhand der aufgenommenen Gesichter ko¨nnte um
eine Analyse des Verhaltens, wie beispielsweise in [Morrow-Tesch u. a. 1998] beschrie-
ben, erweitert werden. Diese ko¨nnte es ermo¨glichen Verhaltensmuster zu studieren
und in der Praxis Fehlverhalten oder Krankheiten fru¨hzeitig zu erkennen, die mit der
heutzutage eingesetzten Identifikation u¨ber die RFID-Transponder nicht erkennbar
sind (Position und Haltung der Tiere bleibt unbekannt).
Die in dieser Arbeit beschriebenen Ansa¨tze zur Identifikation von Pferden sind,
neben den vorgeschlagenen Arbeiten zur Optimierung der Verfahren, auf weiteren
Nutztieren zu untersuchen. Die vorgestellten Methoden sind dabei die Bru¨cke zwi-
schen dem Erfolg der rechnergestu¨tzten Identifikation von Menschen anhand ihrer
Gesichter und dem Bedarf zur Identifikation von Individuen in der Tierhaltung ohne




Die Identifikation von Individuen beim Menschen anhand von Gesichtsaufnahmen
wurde bereits in zahlreichen Arbeiten behandelt. Mit aktuellen Methoden werden
sogar Erkennungsraten erreicht, die den Fa¨higkeiten des Menschen zur Unterschei-
dung einzelner Personen gleich kommen. Dagegen umfasst die Literatur nur wenige
Arbeiten, welche entsprechende Ansa¨tze der Gesichtserkennung beim Menschen zur
Unterscheidung von Nutztieren untersuchen. Zudem konnten keine Arbeiten ausge-
macht werden, die eine Detektion der Ko¨pfe von Tieren (Nutztiere wie Rind, Pferd
und Schaf) mit seitlich am Kopf ausgerichteten Augen behandeln. Ein entsprechen-
des System zur Identifikation von Nutztieren anhand ihrer Gesichter per Kamera
stellt eine Alternative zur Erkennung durch am Tier befestigten RFID-Transpondern
zum Monitoring der Tiere in der Pra¨zisionstierhaltung (PLF - precision livestock far-
ming) dar.
Das Ziel der vorliegenden Arbeit war die weitestgehend automatische Identifikati-
on von Pferden (siehe Kapitel 3.1) anhand der Kameradaten in einer Futterstation
(siehe Kapitel 3.2) unter Verwendung der biometrischen Mermale am Kopf der Tie-
re. Die Hauptaufgaben dieser Arbeit bestand dabei darin die vor der Identifikation
durchzufu¨hrenden Schritte der Aufnahme, Detektion und Normalisierung zu ent-
wickeln und zu validieren, wodurch eine entsprechend automatisierte Identifikation
erst realisierbar wird. Da in der Literatur keine relevanten Arbeiten zur Identifikation
von Pferden aus Bilddaten bekannt sind, musste zuna¨chst eine Datenbank aufgebaut
werden. Hierzu wurde eigens ein Bilderfassungssystem aufgebaut, welches es erlaubt
die Tiefendaten der Szene parallel zu den Grauwertdaten zweier Industriekameras zu
erfassen (siehe Kapitel 3.3). In der Zeit vom 13.04.2012 bis zum 07.05.2013 konnte
so eine Datenbank aus 1064 Besuchen erstellt werden, die mehr als 587 k Frames
(entspricht etwa 32, 5 Stunden) mit ca. 89 k detektierten Pferdeko¨pfen umfasst (sie-
he Tabelle 4.1 aus Kapitel 4.1 bzw. Tabelle 4.22 aus Kapitel 4.6.1).
Zur Detektion wurden zwei Methoden (siehe Kapitel 3.4) zum Auffinden der Pferde-
ko¨pfe in den Tiefendaten erstellt und verglichen. Diese wurden mit unterschiedlichen
Parametern auf den Vergleichsdaten (siehe Kapitel 3.7.3) getestet, wobei die bessere
Methode eine durchschnittliche Treffergenauigkeit (ACC - accuracy) von 97, 4 % (fu¨r
einen der 15 Testdatensa¨tze sogar bis zu 98, 4 %) erreicht (siehe Kapitel 4.4). Die
auf die Detektion folgende Posenbestimmung (siehe Kapitel 3.5) wird zu Beginn auf
der Tiefenmaske durchgefu¨hrt, um die Pose der Ko¨pfe zuna¨chst grob zu bestimmen.
Mit einem geometrischen Teilmodell, welches eigensta¨ndig speziell fu¨r die Kopfform
der Pferde entwickelt wurde, konnte die Pose verfeinert werden. Mit Hilfe dieser
verfeinerten Pose ko¨nnen automatisiert Landmarken knapp oberhalb der Augen der
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Tiere ausgemacht und damit letztendlich eine Posennormalisierung durchgefu¨hrt
werden. Die Detektion, die Posenbestimmung und die Landmarkendetektion wur-
den ausschließlich auf den Tiefendaten durchgefu¨hrt, um unabha¨ngig von Fellfarbe
und -zeichnung der Tiere diese in den Bilddaten zu erfassen und deren Kopfpose
bestimmen zu ko¨nnen. Die Posennormalisierung nutzt sowohl die Pose als auch die
Landmarken aus den Tiefendaten, um die Grauwertbilder unter Beru¨cksichtigung
der individuellen Kopfform jedes Tieres zu transformieren. Durch die Posennorma-
lisierung wurde eine virtuelle Kameraansicht aus den Grauwertdaten erzeugt, in der
die Pferde, trotz abweichender Kopfhaltung, direkt in die Kamera schauen.
Mit den normalisierten Grauwertdaten wurde die Identifikation der Individuen aus
einer Gruppe von neun Pferden mittels des globalen Verfahrens der Eigengesichter
(siehe Kapitel 3.6) untersucht. Die Methode der Eigengesichter ist ein Standard-
verfahren zur Gesichtserkennung von menschlichen Gesichtern und wird ha¨ufig in
der Literatur zum Vergleich herangezogen. Validiert wurde die Identifikation mit
unterschiedlicher Auflo¨sung in den Bilddaten, unterschiedlichen Lernmengen und
Dimensionen im Merkmalsraum. Mit dem Einsatz von 36 Eigenwerten, 12, 5 % der
Lerndaten (25 Bilder pro Pferd) und einer Bildauflo¨sung von 30 × 66 konnte ei-
ne Treffergenauigkeit (ACC - accuracy) von 97 % bei der Identifikation der Tiere
erreicht werden (siehe Kapitel 4.6.2). Es konnte gezeigt werden, dass die Identifika-
tion bereits mit einer recht geringen Auflo¨sung der Bilddaten mo¨glich ist, wobei die
Anzahl der genutzten Eigenwerte und vorrangig die Menge der Lerndaten großen
Einfluss auf die Erkennungsleistung haben. Es bleibt jedoch zu beachten, dass teil-
weise einzelne Pferde deutlich schlechter von den restlichen Tieren zu unterscheiden
sind (Treffergenauigkeit von 91, 9 % mit den genannten Parametern).
Im Rahmen dieser Arbeit konnte eine weitestgehend automatisierte Identifikation
von Pferden anhand von realen Bilddaten der Tierko¨pfe erfolgreich unter den realen
Bedingungen in einem Pferdestall gezeigt werden. Vorrangig die vorgestellte De-
tektion und Posenbestimmung stellen fu¨r den beschriebenen Einsatz neue, in der
Literatur bisher nicht vorhandene Methoden dar. Die angewendeten, entwickelten
und validierten Methoden bilden eine erste Grundlage zur automatisierten Identi-
fikation von Nutztieren mit seitlich am Kopf ausgerichteten Augen auf Bilddaten
unter Verwendung der biometrischen Merkmale.
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A. Angaben nach dem Pferdepass der
Tiere
Tabelle A.1 listet die Geburtsdaten und das Geschlecht der bereits in Kapitel 3.1
vorgestellten Tiere auf. Der vollsta¨ndige Name der Tiere ist durch die Erweiterung in
Klammern angegeben. Ausnahme ist das Tier
”




Tabelle A.1.: Geburtsdatum und Geschlecht der Tiere
Name Geburtsdatum Geschlecht
Anna (Lang) 30.04.2008 weiblich
Arielle 19.05.2008 weiblich
Baldo 1995 ma¨nnlich




Diadem (56) 1989 weiblich
Dumbledore 20.04.2011 ma¨nnlich
Linus Ma¨rz 2011 ma¨nnlich
Romanze Ma¨rz 2001 weiblich
Rosi (Wilde Rose) 25.04.2006 weiblich
Royal Bess 2000 weiblich
Serenade 1997 weiblich
Die folgenden Angaben sind lediglich fu¨r die neun Pferde gemacht, deren Grauwert-
bilder zur Auswertung der Identifikation in Kapitel 4.6 genutzt wurden. Die Tabel-
le A.2 gibt den Ursprung der Tiere an, wobei zuna¨chst das Tier und anschließend
Vater sowie Mutter mit Namen genannt sind. In den jeweils darauffolgenden Zeilen
sind die Lebensnummern der Tiere selbst bzw. des Vaters und der Mutter angege-


















A. Angaben nach dem Pferdepass der Tiere
Tabelle A.2.: Ursprung der Tiere mit Lebensnummern
Tier Vater Mutter
Anna (Lang) Legolas Meine Myrthe
DE421000229208 DE421000278203 DE321210020797
Arielle Con Air Romanze
DE421000246108 DE321210133897 DE421000191301
Bara (Barynia) Lordanos Diadem II
DE421000131109 DE321210188993 DE321210127689




Delia Cassilano Wilde Rose
DE421000134411 DE421000185407 DE421000146106
Dumbledore De Chirico Romanze
DE421000133711 DE421000138704 DE421000191301
Romanze Diadem (56) Dream of Glory
DE421000191301 - -
Rosi (Wilde Rose) Lordanos Diadem II
DE421000146106 DE321210188993 DE321210127689
In Tabelle A.3 sind die zum Kopf im Pferdepass gefu¨hrten “Abzeichen bei Fuß der
Mutter“ zusammengefasst. Diese unterscheiden sich zum Teil von den Zeichnungen
zum Zeitpunkt der Aufnahmen, die in Tabelle 3.1 aus Kapitel 3.1 angegeben sind.
Tabelle A.3.: Vermerk zum Kopf unter
”
Abzeichen bei Fuß der Mutter“
Name Vermerk
Anna (Lang) Weiss. Blesse, Weiss. Unterlippenfleck
Arielle Weiss. Stern
Bara (Barynia) Weiss. Blesse
Blu¨te Weiss. Stern




Rosi (Wilde Rose) Weiss. durchgehende Blesse
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In den Abbildungen A.1 - A.3 ist der fu¨r die Zeichnungen am Kopf der Tiere rele-
vante Teil der Diagramme aus den Pferdepa¨ssen abgebildet. Die vollsta¨ndigen Dia-
gramme sind aufgrund der U¨bersichtlichkeit nicht dargestellt. Das Diagramm im
Pferdepass der Tiere stellt eine abstrakte Skizze eines Pferdes dar, in welche alle
relevanten Zeichnungen und Merkmale des jeweiligen Pferdes einzuzeichnen sind.
Die weißen Stellen am Tier sollen dabei im Diagramm lediglich in Rot umrandet




Rosi“ aus Abbildung A.3a bzw. c, in Rot auszumalen sind. Alle
weiteren, nicht weißen Kennzeichen, wie z.B. Brandzeichen oder Narben, mu¨ssen im
Diagramm in schwarz eingezeichnet sein. Wirbel werden mit einem schwarzen Kreuz
markiert.










Abbildung A.1.: Diagramme aus den Pa¨ssen der Tiere (1)
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Abbildung A.2.: Diagramme aus den Pa¨ssen der Tiere (2)
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Dieses Kapitel ist eine Kurzfassung der Informationen aus Stahl [2007] und Hartley
u. Zisserman [2004], auf die der Leser fu¨r weitere Details verwiesen ist. Die Projektive
Geometrie erlaubt neben Skalierung, Rotation und Scherung auch eine Translation
oder Projektion (P3 ⇒ P2) durch eine einfache Matrixmultiplikation zu beschrei-
ben. Ein Punkt in dem projektiven Raum Pn wird hierzu durch n+ 1 Koordinaten
beschrieben. Zudem wird eine A¨quivalenzrelation verwendet
xˆ ∼ wˆ : ⇐⇒ ∃λ ∈ R, λ 6= 0, mit xˆ = λwˆ , (B.1)
wobei xˆ =
[




w1 w2 . . . wn+1
]T
ist. Ein Punkt im
Endlichen hat dabei die Koordinate xn+1 6= 0 bzw. wn+1 6= 0. Punkte im Unend-
lichen, die zur Beschreibung von Fluchtpunkten verwendet werden ko¨nnen, haben
die Koordinate xn+1 = 0 bzw. wn+1 = 0. Der Punkt xˆ =
[
x1 x2 x3
]T ∈ P2 (mit





]T ∈ R2. In Abbil-
dung B.1 ist ein Beispiel des Punktes x =
[−2 2]T ∈ R2 abgebildet, dieser liegt
mit projektiven Koordinaten beschrieben xˆ =
[−2 2 1]T ∈ P2 auf der projektiven
Ebene (z = 1). Durch die A¨quivalenzrelation gilt xˆ ∼ wˆ = [−4 4 2]T ∈ P2.
Abbildung B.1.: Projektive Ebene P2; Euklidische Ebene bei z = 1 [Stahl 2007]
Die Projektive Transformation H wird auch Homografie genannt, sie bildet Punkte
aus dem Pn in sich selber ab (Pn → Pn) . Die Transformation muss invertierbar
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sein, daher darf die Matrix H, mit der die Transformation beschrieben wird, nicht
singula¨r sein. Durch die Skalierungsinvarianz, die durch die A¨quivalenzrelation zu-
stande kommt, hat H somit (n + 1)2 − 1 Freiheitsgrade. Im P2 hat die Projektive
Transformation die Formh11 h12 h13h21 h22 h23
h31 h32 h33
 und im P3 die Form

h11 h12 h13 h14
h21 h22 h23 h24
h31 h32 h33 h34
h41 h42 h43 h44
 .
Die Affine Transformation besitzt n(n+ 1) Freiheitsgrade und hat im P2 die Form
a11 a12 txa21 a22 ty
0 0 1
 , im P3 wird sie durch die Matrix

a11 a12 a13 tx
a21 a22 a23 ty
a31 a32 a33 tz
0 0 0 1
dargestellt.
tx, ty und tz sind dabei Translationen auf den jeweiligen Achsen. Die oberen linken
Untermatrizen (alle a Elemente) du¨rfen nicht singula¨r sein.
Die A¨hnlichkeitstransformation setzt sich zusammen aus einer Skalierung s, einer
Rotation (alle r Elemente) und einer Translation (alle t Elemente). Dies ergibt die
Forms r11 s r12 txs r21 s r22 ty
0 0 1
 fu¨r den P2 und

s r11 s r12 s r13 tx
s r21 s r22 s r23 ty
s r31 s r32 s r33 tz
0 0 0 1
 fu¨r den P3.
Die Anzahl der Freiheitsgrade der Rotationsmatrix ergibt sich aus den Kombinati-





= n!(n−2)! 2 . Dazu kommen noch
n+1 Freiheitsgrade fu¨r die Translation (n Freiheitsgrade) und die Skalierung (1 Frei-
heitsgrad). Fu¨r den P2 hat die A¨hnlichkeitstransformation somit 4 Freiheitsgrade
(1 Rotation, 2 Translation und 1 Skalierung), im P3 sind es 7 Freiheitsgrade (3 Ro-
tation, 3 Translation und 1 Skalierung).
Bei der Euklidischen Transformation fa¨llt die Skalierung weg, so dass diese im P2
3 Freiheitsgrade und im P3 6 Freiheitsgrade besitzt. Die Matrizen entsprechen
r11 r12 txr21 r22 ty
0 0 1
 im P2 und

r11 r12 r13 tx
r21 r22 r23 ty
r31 r32 r33 tz
0 0 0 1
 im P3.
Ohne die Rotation bleibt lediglich die Translation, welche n Freiheitsgrade besitzt.
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Im P2 erfolgt die Translation durch eine Multiplikation mit der Matrix
1 0 tx0 1 ty
0 0 1
 , im P3 durch die Matrix

1 0 0 tx
0 1 0 ty
0 0 1 tz
0 0 0 1
 .
In der Tabelle B.1 finden sich die Invarianten der jeweiligen Transformation im
P2 bzw. P3. Die dort aufgefu¨hrten Eigenschaften bleiben durch die Transformation
erhalten. Da die Gruppe der jeweiligen Zeile eine Teilgruppe der vorangegangenen ist,
gelten die aufgefu¨hrten Invarianten der jeweiligen Zeile auch fu¨r die auf sie folgenden
Zeilen.
Tabelle B.1.: Transformationen im P2 und P3 [Stahl 2007]


















Wiedererkennbar sind hier die Kameramatrizen aus Kapitel 3.3.2. Die dort beschrie-
bene intrinsische Kameramatrix K (siehe Gleichung 3.5) ist eine affine Transforma-




aus Gleichung 3.7, welche die Orientierung der Kamera mit den extrinsischen Kame-
raparametern beschreibt, ist eine Euklidische Transformation im P3. Sie setzt sich
aus einer Rotation und einer Translation zusammensetzt.
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Die Rotationsmatrix R setzt sich dabei aus den einzelnen Rotationen um die Achsen
X,Y und Z mit den Winkeln ψ, θ und φ zusammen:
R =
r11 r12 r13r21 r22 r23
r31 r32 r33
 = RX RY RZ mit RX =




 cos(θ) 0 sin(θ)0 1 0
−sin(θ) 0 cos(θ)
 und RZ =
cos(φ) −sin(φ) 0sin(φ) cos(φ) 0
0 0 1
 .
Die Projektionsmatrix aus Gleichung 3.3
P0 =
1 0 0 00 1 0 0
0 0 1 0

projiziert die Punkte vom P3 in den P2.
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C. Rekonstruktion der Raumkoordinaten
aus den Disparita¨tenwerten
Die Rekonstruktion beschreibt die Berechnung der Raumkoordinaten aus den Punkt-
korrespondenzen bzw. deren Disparita¨tenwerte. Damit ist die Rekonstruktion die
entsprechende Umkehr der Projektion aus Kapitel 3.3.2. Die Rekonstruktion aus
zwei Kameraperspektiven wird auch als Triangulation bezeichnet. Wie in Abbil-
dung C.1 zu erkennen, ist eine Rekonstruktion des Punktes X im Raum aus nur
einer Kameraperspektive ohne Vorwissen u¨ber das Objekt nicht mo¨glich. Bei der
Umkehr der Projektion des Pixels x auf der linken Kameraebene (blau) aus Abbil-
dung C.1 entsteht eine Linie in den Raum hinein, da die Tiefeninformation bei der
Projektion verloren geht. Um die Tiefeninformation rekonstruieren zu ko¨nnen ist








Abbildung C.1.: Tiefeninformation durch Stereo-Vision
Die Ansicht des Punktes X auf der zweiten Kameraebene (rot, hier rechts) bzw. aus
einer zweiten Kameraposition entspricht dem Punkt x
′
(rot). Die Punkte x und x
′
werden als Punktkorrespondenzen bezeichnet. Die Disparita¨t beschreibt den Versatz
zwischen diesen Punktkorrespondenzen auf einer gemeinsamen, meist virtuellen Ka-
meraebene. Mit der Disparita¨t la¨sst sich somit, bei bekanntem Punkt x, der zweite
Punkt x
′
der Punktkorrespondenz bestimmen. Zusa¨tzlich zu den Punktkorrespon-
denz werden die intrinsischen und extrinsischen Parameter der Kameras (bzw. deren
zwei Ansichten bei nur einer Kamera) zur Rekonstruktion des Punktes X im Raum
beno¨tigt. Diese lassen sich durch eine Kalibrierung, welche in Kapitel 3.3.2 beschrie-
ben ist, oﬄine (also vor einer Rekonstruktion) bestimmen.
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In dieser Arbeit wird die in Kapitel 3.3 beschriebene Tiefenkamera Kinect eingesetzt.
Diese verwendet ein Projektionsverfahren zur Bestimmung des Disparita¨tenbilds.
Dies bedeutet, dass anstelle der ersten Kamera (von zwei Kameras) ein Projektor
eingesetzt wird, welcher Lichtstrahlen in den Raum sendet. Diese treffen auf die
Oberfla¨che der aufzunehmenden Szene und werden von einer Kamera aufgenom-
men. Der Vorteil liegt darin, dass aktiv ein Muster auf die aufzunehmenden Objekte
projiziert wird, welches ein besseres Auffinden von Punktkorrespondenzen ermo¨g-
licht. Ohne eine entsprechende Zuordnung der Punktkorrespondenzen, welches nur
u¨ber entsprechend wiedererkannte Texturen mo¨glich ist, kann die Tiefeninformation
nicht rekonstruiert werden. Zudem liefert die beschrieben Tiefenkamera Kinect be-
reits das Disparita¨tenbild, eine entsprechende Zuordnung der Punktkorrespondenzen
findet bereits innerhalb der Kamera statt.
C.1. Umkehr der Projektion
Die Projektion ist im Kapitel 3.3.2 beschrieben. Die allgemeine Projektion ist hier





αx s x00 αy y0
0 0 1
1 0 0 00 1 0 0









gegebenen. αx, αy, s, x0 und y0 sind die intrinsischen Parameter der Kamera, welche
die Abbildung im Kamerakoordinatensystem beschreiben. R und t = −RC sind die
extrinsischen Parameter der Kamera, welche die Orientierung der Kamera im Raum
beschreiben.
Die durch Herrera u. a. [2011] im Kapitel 3.3.2 vorgestellte Kamerakalibrierung
nimmt fu¨r die Tiefenkamera keine Verzerrung an. Zudem wird die Tiefenkamera
durch die Kamerakalibrierung so positioniert, dass diese im Ursprung liegt (C =[
0 0 0
]T
) und die Orientierung der Kamera mit dem des Weltkoordinatensystems
u¨bereinstimmt R = I3x3 (Einheitsmatrix). Somit sind die extrinsischen Parameter
fu¨r die Rekonstruktion eines Punktes X im Raum nach der in dieser Arbeit be-










ein X = Xcam.
282
C.1. Umkehr der Projektion
Die Gleichung C.1 la¨sst sich so auf die Gleichung 3.5 der Projektion im Kamerako-




1 0 0 00 1 0 0







 , mit K =
αx s x00 αy y0
0 0 1
 . (C.2)
Mit der weiteren Annahme [Herrera u. a. 2011], dass in dem Modell der Tiefenkamera
keine Scherung s = 0 auftritt, ergibt sich die interne Kameramatrix K als
K =
αx 0 x00 αy y0
0 0 1
 . (C.3)
Die Projektion aus Gleichung C.2 entspricht mit den zuvor beschriebenen Annahmen
der Abbildung P : (X,Y, Z) ∈ R3 7→ P(X,Y, Z) := (u, v) ∈ R2. Aufgelo¨st ergibt
sich ohne Scherung s = 0 und mit X = Xcam
u =





+ x0 und v =






Zudem ist im Unterkapitel Kamerakalibrierung durch die Gleichung 3.17 die Model-
lierung der Tiefenkamera angegeben:
Zdcam =
1
β(d− γ) . (C.5)
Welche die Abbildung FZ : d ∈ Z 7→ FZ(d) := Zdcam ∈ R der Disparita¨t d auf den
Tiefenwert Zdcam (hier Z
d
cam = Z, da Xcam = X) beschreibt. β und γ sind die Pa-
rameter der Tiefenkamera, welche ebenfalls durch die Kamerakalibrierung bestimmt
werden.
Die Umkehr der Projektion P aus Gleichung C.4 entspricht der Abbildung P−1 :
(u, v) ∈ R2 7→ P−1(u, v) := (X,Y, Z) ∈ R3, welche nicht bijektiv ist und ent-
sprechend der Erkla¨rung anhand von Abbildung C.1 keine Rekonstruktion von X
erlaubt. Erst durch die Rekonstruktion der Tiefeninformation Z durch die Dispa-
rita¨t d nach Gleichung C.5 la¨sst sich die Projektion umkehren R : (u, v, Z) ∈
R3 7→ R(u, v, Z) := (X,Y, Z) ∈ R3 oder RD : (u, v, d) ∈ R3 7→ RD(u, v, d) :=





Z und Y =
v − y0
αy






D. Registrieren von 3D Daten durch den
Iterative Closest Point - Algorithmus
Das Registrieren von Daten beschreibt die Problematik eine Datenmenge mit Hilfe
einer geeigneten Transformation auf eine andere abzubilden. Ziel der Registrierung
ist, die beiden Datenmengen durch die Transformation in eine bestmo¨gliche U¨ber-
einstimmung zu bringen. Der Iterative Closest Point (ICP)- Algortihmus ist hier ein
weitverbreitetes Verfahren, welches mittlerweile in unterschiedlichsten Variationen
vom Original [Besl u. McKay 1992] Verwendung findet. Der ICP-Algorithmus zielt
darauf ab, ein starres 3D Modell M (hier die 3D Punkte eines zuvor segmentierten
Kopfes) in U¨bereinstimmung mit einer 3D Punktwolke P (die 3D Punkte des aktuell
zu untersuchenden Kopfes) zu bringen. Dabei wird versucht eine Transformation zu
finden, welche nach der Methode der kleinsten Fehlerquadrate einen mo¨glichst klei-
nen Fehler zwischen den 3D Punkten P und dem Modell M erzeugt. Der Algorithmus
ist, wie der Name schon sagt, iterativ. Entgegen den globalen Verfahren, welche im
Allgemeinen deutlich rechenaufwa¨ndiger sind, garantiert der Iterativ Closest Point
- Algortihmus nicht, das globale Minimum zu finden. Das Finden des globalen Mi-
nimums ha¨ngt stark von der initialen Positionierung der Daten zueinander ab. Bei
einer schlechten Ausrichtung der Daten braucht das Verfahren meist deutlich mehr
Iterationen und landet nicht selten in einem lokalen Minimum. Zudem ist ein Be-
standteil des Algorithmus das Auffinden von Korrespondenzen, welches, sollten die
Datenmengen keine A¨hnlichkeit haben, sehr aufwa¨ndig und instabil ist.
Das Registrieren von Daten, die keine A¨hnlichkeit besitzen, macht daher nur bedingt
Sinn, da diese nicht zuverla¨ssig aufeinander abzubilden sind. U¨ber die Registrierung
kann zwar die A¨hnlichkeit zweier Objekte gepru¨ft werden, da der zu optimieren-
de Fehler ein entsprechendes Maß fu¨r die Deckung zweier Objekte (Punktmengen)
ist. Jedoch ist die Transformation variabel, wodurch die bestimmte A¨hnlichkeit vom
entsprechend gefundenen Minimum abha¨ngt, welches wie bereits erwa¨hnt nicht das
globale Minimum sein muss.
Ohne eine A¨hnlichkeit der Punktmenge zum Modell wird das Modell ha¨ufig in Posi-
tionen transformiert, die relativ wahllos durch ein lokales Minimum bestimmt wur-
den. Daher ist es durch eine entsprechende Detektion (siehe Kapitel 3.4) no¨tig die
Datenmenge zuvor so einzugrenzen, dass mo¨glichst viele Punkte des zu registrieren-
den Objekts und wenig Punkte vom Hintergrund in der Datenmenge vorhanden sind.
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D.1. Iterative Closest Point - Algorithmus
Es gibt unterschiedlichste Variationen des ICP-Algorithmus Rusinkiewicz u. Levoy
[2001]. Die meisten lassen sich in sechs Schritte aufteilen:
1. Auswahl der Punkte in den Punktwolken (Modell und Daten)
2. Finden der Korrespondenzen zwischen dem Modell und den Daten
3. Gewichtung der Korrespondenzen
4. Ausschluss von Punktkorrespondenzen
5. Bestimmen des Fehlers
6. Minimieren des Fehlers
In dem in dieser Arbeit verwendeten Algorithmus wird keine Gewichtung durchge-
fu¨hrt, wodurch Schritt 3 komplett wegfa¨llt. Zudem lassen sich Schritt 5 und 6 als ein
Schritt betrachten, da die Minimierung des Fehlers diesen als Ergebnis liefert. Die
verwendete Version fu¨hrt zudem keine spezielle Auswahl der Punkte aus, wodurch
auch Schritt 1 wegfa¨llt.
Die verwendete Version la¨sst sich somit in 3 Unterschritte aufteilen:
1. Finden der Korrespondenzen zwischen dem Modell und den Daten
2. Ausschluss von Punktkorrespondenzen
3. Bestimmen und Minimieren des Fehlers
Aus Gru¨nden des Umfangs dieser Arbeit werden die einzelnen Schritte nur kurz
erla¨utert und auf entsprechende Literatur verwiesen. Eine Einleitung kann in der
Arbeit von Padia u. Pears [2011] gefunden werden, an der sich im Folgenden orien-
tiert wurde.
Im ersten Schritt wurde ein k-d Baum (Abku¨rzung fu¨r k-dimensionaler Bina¨r-
baum) verwendet, wie es in der Arbeit von Besl u. McKay [1992] vorgeschlagen wird.
Genauer wird eine Delaunay-Triangulation [O’Rourke 1998; Aurenhammer 1991] ge-
neriert. Diese ist in der Bibliothek QHull verfu¨gbar und wird in [Barber u. a. 1996]
vorgestellt. Die QHull-Bibliothek wird ebenfalls in MATLAB R© eingesetzt. Durch in-
krementelles Hinzufu¨gen einzelner Punkte zur Triangulation kann ein entsprechender
k-d Baum erzeugt werden [Teillaud 1993]. Durch das Generieren eines entsprechen-
den Baumes fu¨r eine der beiden 3D Punktwolken, ko¨nnen die Punktkorrespondenzen
zwischen den beiden 3D Punktwolken effizient bestimmt werden. Dabei werden sol-
che Punkte verknu¨pft, welche die minimale Entfernung zueinander haben.
Anschließend werden im zweiten Schritt solche Punkte aus beiden Punktwolken
ausgeschlossen, deren Entfernung zwischen den korrespondierenden Punkten zu groß
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ist. Hierzu wird ein Schwellwert festgelegt, der eine entsprechende Selektion erlaubt.
Im dritten Schritt geht es darum die Punkte xm des Modells M mit P : xm ∈
R3 7→ xˆm := R xm + t ∈ R3 so zu transformieren, dass sie bestmo¨glich mit den
Punkten xp der 3D Punktwolke P , auf die das Modell zu registrieren ist, u¨berein-
stimmen. Die Transformation besteht dabei aus einer Rotation R ∈ R3x3 und einer
Translation t ∈ R3, welche sechs Freiheitsgrade besitzt (jeweils 3 fu¨r die Rotation


















‖xpi,k −R xmi,k − t‖2 ,
welche den entsprechenden Fehlerterm darstellt, zu minimieren.Nk ist die Anzahl der
in den Schritten 1 & 2 bestimmten Punktkorrespondenzen xpi,k ∈ P bzw. xmi,k ∈
M . Wie in [Besl u. McKay 1992] fu¨r das Registrieren von 3D Punkten empfohlen,
wird hier die Methode der Quaternationen von Horn [1987] verwendet. Diese schließt,
im Gegensatz zur Methode u¨ber die Singula¨rwertzerlegung, Reflexionen als mo¨gliche
Lo¨sung aus.






Nk‖xpi,k −R(q) xmi,k − tq)‖2 . (D.2)
Deren A¨hnlichkeit zu Gleichung D.1 ist unverkennbar. R(q) ∈ R3x3 und tq ∈ R3 sind
eine Rotationsmatrix und ein Translationsvektor. Diese ko¨nnen nach Horn [1987]
aus q bestimmt werden. q =
[
q0 q1 q2 q3
]T ∈ R4 ist die Vektordarstellung der zu
bestimmenden Einheitsquaternation q˚. Die Einheitsquaternation kann als eine Zahl
mit einem Realteil und drei Imagina¨rteilen (i, j und k) aufgeschrieben werden












i wx + j wy + k wz
)
(D.4)
wird durch die Einheitsquaternation q˚ eine Rotation um den Einheitsvektor w =[
wxwywz
]T ∈ R3 mit dem Winkel θ repra¨sentiert.
Die Transformation tq aus Gleichung D.2 ist durch
tq = xp −R(q) xm (D.5)
zu berechnen. xp bzw. xm sind die Zentren der Punktwolken P bzw. M und werden
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Der Vektor q der Einheitsquaternation ist nach Horn [1987] der Eigenvektor, welcher
zum gro¨ßten Eigenwert der symmetrischen 4x4 Matrix
N = (D.7)
(Sxx + Syy + Szz) Syz − Szy Szx − Sxz Sxy − Syx
Syz − Szy (Sxx − Syy − Szz) Sxy + Syx Szx + Sxz
Szx − Sxz Sxy + Syx (−Sxx + Syy − Szz Syz + Szy
Sxy − Syx Szx + Sxz Syz + Szy (−Sxx − Syy + Szz)

geho¨rt. Die Elemente der Matrix N sind zusammengestellt aus der Kreuzkovarianz-
matrix
M =











i,k −Nk xmi,k xpi,kT .
In der Arbeit [Horn 1987] ist beschrieben, dass sich die Rotationsmatrix R(q) aus
der bestimmten Einheitsquaternation q =
[




q20 + q21 − q22 − q23 2(q1 q2 − q0 q3) 2(q1 q3 − q0 q2)2(q1 q2 − q0 q3) q20 + q22 − q21 − q23 2(q2 q3 − q0 q1)
2(q1 q3 − q0 q2) 2(q2 q3 − q0 q1) q20 + q23 − q21 − q22
 (D.9)
ergibt.
Die Methode der Quaternationen liefert fu¨r die zuvor festgelegten Punktkorrespon-
denzen eine geschlossene Lo¨sung.
Der ICP-Algorithmus ruft iterativ die Schritte 1-3 auf, wobei sich in jedem Itera-
tionsschrit k jeweils andere Punktkorrespondenzen ergeben, da sich das Modell M
immer weiter an die Punktwolke P anna¨hert. Beendet wird dieses Vorgehen, sobald
die A¨nderung des Fehlers dk (siehe Gleichung D.1) unterhalb einer vordefinierten
Grenze δ liegt
dk − dk+1 < δ . (D.10)
dk+1 ist der Fehler des Folgeschritts k + 1 vom Iterationsschritt k, dessen Fehler dk
ist. Die Punkte des Modells xm ∈M vera¨ndern sich somit in jedem Iterationsschritt
xmk+1 = Rk x
m
k + tk. Rk und tk sind die Rotationsmatrix bzw. der Translations-
vektor aus dem k-ten Iterationsschritt. Wa¨hrend des gesamten Verfahrens werden
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Rotation und Translation mit Rk+1 = Rk Rk−1 und tk+1 = Rk tk−1 + tk durch die
aktuellen Rotations- Rk und Translationsschritte tk laufend aktualisiert.
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E.1. Parametervergleich
E.1.1. Parametervergleich I
Die Tabellen E.1-E.7 enthalten die nach der Parameteroptimierung I aus Kapi-
tel 3.7.5 optimierten Parameter zur Segmentierung nach Kapitel 3.4.3. Jede Tabelle
steht fu¨r einen Parametersatz (nach Tabelle 3.6 aus Kapitel 3.7.5), die einzelnen
Zeilen in den Tabellen entsprechen den Lerndatensa¨tzen, mit denen die Parameter
optimiert wurden. Die Gesamtkosten der Lern- cI bzw. Testdatensa¨tze cˆI in den
beiden letzten Spalten, der hier aufgefu¨hrten Tabellen E.1-E.7, sind entsprechend
der Tabelle 4.7 aus Kapitel 4.4.1 farblich markiert.
Tabelle E.1.: Parameter (1) der Segmentierung aus Kapitel 3.4.3
Parametersatz {Tψ}
# α tb Tψ cI cˆI
1 50,7◦ 11,3 6,6◦ 105,3 108,8
2 50,4◦ 32,0 3,8◦ 102,3 102,2
3 47,5◦ 11,3 6,3◦ 107,9 110,7
4 50,4◦ 6,4 8,4◦ 105,0 109,6
5 49,3◦ 32,0 4,6◦ 98,7 107,3
6 46,5◦ 10,3 8,6◦ 100,7 100,2
7 48,2◦ 10,3 7,2◦ 106,4 105,3
8 52,4◦ 10,5 4,8◦ 107,2 112,1
9 51,1◦ 10,5 4,2◦ 104,7 106,0
10 47,0◦ 8,8 8,4◦ 99,6 103,3
11 47,4◦ 10,5 6,5◦ 98,0 104,8
12 47,4◦ 32,0 3,8◦ 106,5 105,2
13 46,7◦ 11,3 7,3◦ 106,9 101,7
14 46,6◦ 10,5 7,0◦ 103,5 105,5
15 48,5◦ 32,0 4,3◦ 104,3 110,8
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Tabelle E.2.: Parameter (2) der Segmentierung aus Kapitel 3.4.3
Parametersatz {Tθ}
# α tb Tθ cI cˆI
1 58,8◦ 4,4 7,2◦ 76,0 76,2
2 58,6◦ 6,3 6,1◦ 72,6 75,8
3 59,6◦ 4,3 7,5◦ 74,8 76,3
4 58,3◦ 4,4 6,6◦ 74,5 75,6
5 58,1◦ 3,6 8,7◦ 73,2 74,9
6 57,2◦ 4,2 7,5◦ 73,8 75,2
7 57,4◦ 5,6 6,6◦ 74,3 77,7
8 58,7◦ 5,0 6,7◦ 76,4 78,9
9 58,9◦ 3,4 8,9◦ 75,3 75,8
10 55,5◦ 4,9 6,9◦ 74,7 77,3
11 56,4◦ 5,4 6,4◦ 74,1 75,6
12 58,8◦ 4,0 8,4◦ 71,8 78,3
13 59,7◦ 3,1 10,1◦ 76,3 74,3
14 57,8◦ 5,4 7,1◦ 75,4 74,2
15 57,4◦ 4,4 7,5◦ 75,2 75,8
Tabelle E.3.: Parameter (3) der Segmentierung aus Kapitel 3.4.3
Parametersatz {Tδ}
# α tb Tδ cI cˆI
1 58,7◦ 24,0 2,8 cm 79,1 83,2
2 58,3◦ 24,0 3,0 cm 80,7 80,6
3 60,1◦ 13,5 2,8 cm 79,6 79,1
4 58,2◦ 24,0 2,7 cm 80,6 83,0
5 58,0◦ 24,0 2,9 cm 79,3 81,4
6 56,6◦ 24,0 2,9 cm 77,8 80,3
7 59,6◦ 24,0 2,6 cm 79,7 82,8
8 59,9◦ 24,0 2,9 cm 79,4 87,0
9 58,9◦ 24,0 2,9 cm 83,8 80,1
10 59,2◦ 32,0 2,9 cm 78,3 80,2
11 55,9◦ 24,0 2,8 cm 75,9 83,4
12 57,2◦ 24,0 3,1 cm 75,5 81,9
13 58,9◦ 13,5 2,8 cm 81,2 74,9
14 60,3◦ 24,0 2,7 cm 80,1 78,9
15 57,3◦ 24,0 2,7 cm 80,9 83,1
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Tabelle E.4.: Parameter (4) der Segmentierung aus Kapitel 3.4.3
Parametersatz {Tψ, Tθ}
# α tb Tψ Tθ cI cˆI
1 58,2◦ 10,5 7,1◦ 6,1◦ 75,3 74,9
2 56,7◦ 10,5 5,3◦ 7,0◦ 74,1 76,2
3 59,5◦ 7,5 10,8◦ 5,4◦ 74,0 73,6
4 57,3◦ 10,5 13,2◦ 4,5◦ 74,1 73,4
5 57,1◦ 7,4 14,7◦ 5,0◦ 73,5 75,3
6 57,6◦ 7,4 13,5◦ 4,5◦ 73,5 74,1
7 58,1◦ 8,0 7,0◦ 6,3◦ 73,4 77,3
8 59,5◦ 8,8 8,9◦ 5,6◦ 74,0 77,0
9 58,6◦ 9,3 9,7◦ 4,9◦ 75,1 74,4
10 56,3◦ 7,6 9,6◦ 6,5◦ 73,8 77,7
11 55,0◦ 9,3 12,0◦ 5,2◦ 73,3 76,5
12 58,3◦ 10,5 9,0◦ 5,3◦ 72,0 76,6
13 57,6◦ 10,4 7,1◦ 6,1◦ 75,7 74,5
14 57,5◦ 8,3 9,1◦ 6,0◦ 73,4 73,2
15 57,3◦ 10,5 6,7◦ 6,1◦ 73,8 75,7
Tabelle E.5.: Parameter (5) der Segmentierung aus Kapitel 3.4.3
Parametersatz {Tψ, Tδ}
# α tb Tψ Tδ cI cˆI
1 60,1◦ 24,0 3,8◦ 3,6 cm 80,8 83,0
2 58,3◦ 24,0 43,3◦ 3,0 cm 80,7 80,6
3 60,1◦ 13,5 44,7◦ 2,8 cm 79,6 79,1
4 58,9◦ 20,0 8,3◦ 2,8 cm 80,7 82,8
5 58,0◦ 24,0 40,0◦ 2,9 cm 79,3 81,4
6 58,7◦ 22,0 4,0◦ 3,1 cm 77,0 80,4
7 59,6◦ 24,0 44,6◦ 2,6 cm 79,8 82,8
8 59,9◦ 24,0 43,6◦ 2,9 cm 79,4 87,0
9 61,0◦ 24,0 3,3◦ 3,6 cm 83,7 81,3
10 59,2◦ 32,0 27,4◦ 2,9 cm 78,3 79,9
11 55,9◦ 24,0 35,6◦ 2,8 cm 75,8 83,2
12 58,3◦ 24,0 14,9◦ 3,1 cm 75,3 81,4
13 59,9◦ 13,5 15,7◦ 2,8 cm 81,4 75,9
14 60,0◦ 21,0 3,7◦ 3,4 cm 81,2 79,4
15 59,7◦ 25,0 3,3◦ 3,5 cm 81,8 81,6
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Tabelle E.6.: Parameter (6) der Segmentierung aus Kapitel 3.4.3
Parametersatz {Tθ, Tδ}
# α tb Tθ Tδ cI cˆI
1 58,7◦ 24,0 40,7◦ 2,8 cm 79,1 83,2
2 58,3◦ 24,0 35,0◦ 3,0 cm 80,9 80,8
3 60,1◦ 13,4 32,2◦ 2,8 cm 79,6 79,1
4 57,3◦ 20,0 3,6◦ 5,3 cm 76,6 77,3
5 58,0◦ 24,0 44,9◦ 2,9 cm 79,3 81,4
6 56,1◦ 24,0 2,9◦ 4,9 cm 74,9 75,3
7 56,9◦ 26,0 3,5◦ 4,3 cm 74,8 77,6
8 59,9◦ 24,0 43,7◦ 2,9 cm 79,4 87,0
9 58,0◦ 24,0 40,4◦ 2,7 cm 84,0 78,3
10 58,4◦ 32,0 4,4◦ 3,5 cm 75,6 77,9
11 55,9◦ 24,0 37,0◦ 2,8 cm 75,9 83,4
12 56,9◦ 24,0 3,2◦ 5,7 cm 73,6 78,1
13 56,6◦ 26,0 3,4◦ 5,3 cm 77,4 75,4
14 60,3◦ 24,0 44,2◦ 2,7 cm 80,1 78,8
15 58,3◦ 28,0 3,0◦ 4,5 cm 75,5 77,1
Tabelle E.7.: Parameter (7) der Segmentierung aus Kapitel 3.4.3
Parametersatz {Tψ, Tθ, Tδ}
# α tb Tψ Tθ Tδ cI cˆI
1 58,7◦ 24,0 13,7◦ 4,5◦ 3,7 cm 75,9 77,7
2 56,9◦ 24,0 4,9◦ 3,4◦ 10,9 cm 74,8 76,9
3 60,1◦ 13,3 18,1◦ 15,9◦ 2,7 cm 79,6 79,5
4 57,3◦ 20,0 4,6◦ 3,4◦ 8,2 cm 76,2 76,0
5 57,0◦ 14,0 8,8◦ 3,0◦ 8,2 cm 75,9 76,9
6 59,3◦ 28,0 3,4◦ 7,2◦ 3,6 cm 77,9 80,8
7 56,9◦ 32,0 43,6◦ 3,5◦ 4,3 cm 74,8 77,8
8 59,9◦ 24,0 43,2◦ 44,6◦ 2,9 cm 79,4 87,0
9 58,3◦ 14,0 10,6◦ 3,4◦ 4,1 cm 78,4 76,0
10 56,1◦ 32,0 6,2◦ 43,5◦ 3,6 cm 78,3 81,2
11 55,5◦ 24,0 28,6◦ 4,3◦ 3,6 cm 74,0 78,9
12 58,1◦ 24,0 8,3◦ 5,6◦ 3,6 cm 74,2 77,9
13 58,7◦ 13,0 11,3◦ 5,2◦ 3,6 cm 78,4 76,4
14 59,3◦ 24,0 6,6◦ 3,2◦ 7,6 cm 74,6 75,0




Die Tabellen E.8-E.13 enthalten die optimierten Parameter (Parameteroptimierung
II aus Kapitel 3.7.5) zur Detektion (Kapitel 3.4.4) nach dem Clustern aus Kapi-
tel 3.4.2. Zum Clustern kamen die bereits fu¨r jeden Datensatz optimierten Parameter
(Parameteroptimierung I in Kapitel 3.7.5) aus Tabelle 4.6 zum Einsatz. Jede Tabel-
le steht fu¨r einen Parametersatz (nach Tabelle 3.7 aus Kapitel 3.7.5). Die einzelnen
Zeilen in den Tabellen entsprechen den Lerndatensa¨tzen, mit denen die Parameter
optimiert wurden. Die Gesamtkosten der Lern- cII bzw. Testdatensa¨tze ˆcII in den
beiden letzten Spalten, der hier aufgefu¨hrten Tabellen E.8-E.13, sind entsprechend
der Tabelle 4.8 aus Kapitel 4.4.1 farblich markiert.
Tabelle E.8.: Parameter (1) der Detektion nach dem Clustern aus Kapitel 3.4.2
Parametersatz {bψ}
# bψ cII [%] ˆcII [%]
1 8,1◦ 6,1 9,2
2 0,6◦ 16,7 20,1
3 10,0◦ 8,5 7,9
4 0,6◦ 21,3 27,4
5 34,8◦ 13,2 18,3
6 0,6◦ 20,9 17,9
7 42,9◦ 8,0 8,0
8 0,6◦ 20,5 21,7
9 0,8◦ 8,4 5,5
10 6,4◦ 27,1 24,7
11 8,2◦ 10,8 10,0
12 0,6◦ 9,8 12,6
13 8,3◦ 10,3 13,0
14 10,0◦ 13,5 14,0
15 0,6◦ 13,9 15,7
295
E. Ergbnisse der Detektion
Tabelle E.9.: Parameter (2) der Detektion nach dem Clustern aus Kapitel 3.4.2
Parametersatz {bθ}
# bθ cII [%] ˆcII [%]
1 21,6◦ 16,7 19,4
2 6,8◦ 28,2 29,0
3 6,3◦ 19,7 18,6
4 20,9◦ 24,3 26,5
5 11,0◦ 24,4 30,9
6 40,6◦ 33,9 36,3
7 7,5◦ 17,1 20,5
8 40,3◦ 30,0 31,2
9 6,2◦ 17,2 16,0
10 22,9◦ 36,2 35,4
11 28,2◦ 19,4 19,8
12 28,5◦ 17,9 19,7
13 0,6◦ 23,5 25,9
14 29,9◦ 23,6 23,6
15 32,9◦ 21,3 28,7
Tabelle E.10.: Parameter (3) der Detektion nach dem Clustern aus Kapitel 3.4.2
Parametersatz {bδ}
# bδ cII [%] ˆcII [%]
1 6,3 cm 12,8 13,8
2 8,3 cm 22,8 26,8
3 11,2 cm 13,3 12,4
4 8,6 cm 22,2 28,8
5 7,3 cm 22,2 29,9
6 7,3 cm 31,0 33,1
7 10,0 cm 13,5 17,0
8 6,3 cm 35,3 45,6
9 9,4 cm 12,5 9,7
10 8,1 cm 32,6 35,4
11 7,9 cm 15,6 18,5
12 6,5 cm 16,7 20,0
13 7,5 cm 13,2 19,0
14 5,3 cm 20,4 25,2
15 8,1 cm 13,8 19,0
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Tabelle E.11.: Parameter (4) der Detektion nach dem Clustern aus Kapitel 3.4.2
Parametersatz {bψ, bθ}
# bψ bθ cII [%] ˆcII [%]
1 6,0◦ 17,8◦ 5,6 9,8
2 0,6◦ 44,2◦ 16,7 20,4
3 10,0◦ 44,8◦ 8,7 7,9
4 22,5◦ 25,2◦ 24,0 25,9
5 25,9◦ 40,4◦ 13,7 19,1
6 0,6◦ 44,9◦ 21,3 18,6
7 14,5◦ 12,7◦ 7,7 9,3
8 0,6◦ 44,9◦ 20,6 21,8
9 6,4◦ 5,7◦ 8,6 6,0
10 6,4◦ 44,9◦ 27,3 24,8
11 10,0◦ 38,5◦ 11,4 10,0
12 6,4◦ 23,0◦ 9,8 13,4
13 10,0◦ 42,7◦ 10,4 13,2
14 2,8◦ 28,8◦ 13,3 14,4
15 0,6◦ 44,5◦ 14,2 16,0
Tabelle E.12.: Parameter (5) der Detektion nach dem Clustern aus Kapitel 3.4.2
Parametersatz {bψ, bδ}
# bψ bδ cII [%] ˆcII [%]
1 0,6◦ 14,9 cm 5,8 9,5
2 0,6◦ 8,4 cm 12,8 17,2
3 0,6◦ 14,5 cm 7,7 7,0
4 0,7◦ 14,9 cm 16,0 23,0
5 0,6◦ 14,9 cm 10,2 16,6
6 0,6◦ 14,9 cm 15,9 17,1
7 16,9◦ 14,9 cm 7,8 8,8
8 0,6◦ 14,9 cm 17,0 21,4
9 0,6◦ 13,7 cm 8,1 5,4
10 0,6◦ 14,9 cm 19,6 21,8
11 8,2◦ 14,5 cm 9,5 10,2
12 0,6◦ 14,9 cm 8,3 12,6
13 0,6◦ 9,0 cm 8,0 11,5
14 0,6◦ 13,9 cm 10,1 13,0
15 0,6◦ 14,9 cm 9,6 13,0
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Tabelle E.13.: Parameter (6) der Detektion nach dem Clustern aus Kapitel 3.4.2
Parametersatz {bθ, bδ}
# bθ bδ cII [%] ˆcII [%]
1 10,3◦ 10,0 cm 9,6 12,2
2 33,9◦ 8,3 cm 21,1 25,4
3 8,3◦ 9,4 cm 12,3 10,8
4 20,1◦ 7,7 cm 19,8 27,0
5 32,8◦ 7,5 cm 21,2 28,5
6 32,2◦ 7,3 cm 28,8 33,0
7 10,9◦ 9,2 cm 8,7 11,1
8 30,6◦ 6,3 cm 30,4 42,3
9 6,6◦ 11,4 cm 11,3 7,5
10 20,1◦ 8,2 cm 29,3 33,8
11 9,0◦ 8,6 cm 11,5 14,8
12 9,8◦ 9,2 cm 15,5 19,2
13 32,6◦ 7,3 cm 12,4 18,2
14 22,3◦ 8,6 cm 19,4 20,8
15 26,2◦ 7,5 cm 11,8 17,8
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Die Tabellen E.14-E.19 enthalten die nach der Parameteroptimierung II aus Ka-
pitel 3.7.5 optimierten Parameter der Detektion nach der Segmentierung aus Kapi-
tel 3.4.3 mit den Parametern aus Tabelle E.4 (Parametersatz {Tψ, Tθ}). Jede Tabelle
steht fu¨r einen Parametersatz, die einzelnen Zeilen in den Tabellen entsprechen den
Lerndatensa¨tzen, mit denen die Parameter optimiert wurden. Die Gesamtkosten der
Lern- cII bzw. Testdatensa¨tze ˆcII in den beiden letzten Spalten der hier aufgefu¨hr-
ten Tabellen E.8-E.13 sind entsprechend der Tabelle 4.8 aus Kapitel 4.4.1 farblich
markiert.
Tabelle E.14.: Parameter (1) der Detektion nach der Segmentierung aus Kapitel
3.4.3
Parametersatz {bψ}
# bψ cII [%] ˆcII [%]
1 33,3◦ 5,9 8,1
2 30,6◦ 6,5 7,5
3 28,8◦ 9,0 8,6
4 10,9◦ 7,5 7,0
5 29,7◦ 9,2 10,4
6 11,8◦ 9,9 10,3
7 28,8◦ 9,5 8,4
8 30,1◦ 7,4 9,9
9 30,1◦ 7,3 7,2
10 29,7◦ 7,4 11,4
11 27,9◦ 8,1 8,7
12 29,7◦ 7,4 7,1
13 29,7◦ 7,1 7,8
14 30,1◦ 8,8 8,9
15 30,1◦ 7,9 6,9
Tabelle E.15.: Parameter (2) der Detektion nach der Segmentierung aus Kapitel
3.4.3
Parametersatz {bθ}
# bθ cII [%] ˆcII [%]
1 14,9◦ 4,8 6,4
2 17,6◦ 4,3 6,2
3 6,0◦ 5,2 5,2
4 18,1◦ 4,3 4,5
5 0,6◦ 4,6 5,8
6 44,0◦ 4,9 12,9
7 44,9◦ 3,8 6,5
8 44,9◦ 5,5 5,8
9 0,6◦ 4,4 5,3
10 16,7◦ 5,2 6,3
11 16,7◦ 4,9 5,5
12 0,6◦ 4,4 5,4
13 17,2◦ 5,4 5,2
14 14,5◦ 5,9 4,3
15 17,6◦ 5,0 6,0
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Tabelle E.16.: Parameter (3) der Detektion nach der Segmentierung aus Kapitel
3.4.3
Parametersatz {bδ}
# bδ cII [%] ˆcII [%]
1 9,8 cm 15,6 19,9
2 9,0 cm 15,9 21,6
3 9,8 cm 16,2 18,9
4 5,9 cm 17,1 17,6
5 3,6 cm 23,7 23,4
6 1,2 cm 22,3 21,9
7 6,7 cm 19,0 20,9
8 4,3 cm 15,4 15,9
9 2,0 cm 17,5 16,5
10 5,1 cm 19,8 21,4
11 2,0 cm 23,1 26,1
12 5,9 cm 16,0 17,0
13 5,9 cm 16,2 17,9
14 1,2 cm 16,7 17,2
15 1,2 cm 19,1 16,5
Tabelle E.17.: Parameter (4) der Detektion nach der Segmentierung aus Kapitel
3.4.3
Parametersatz {bψ, bθ}
# bψ bθ cII [%] ˆcII [%]
1 18,5◦ 14,9◦ 0,8 2,2
2 40,0◦ 13,6◦ 0,3 1,5
3 10,9◦ 14,5◦ 1,9 2,0
4 10,0◦ 14,5◦ 0,8 0,8
5 8,7◦ 13,1◦ 0,7 2,2
6 7,3◦ 13,6◦ 1,7 1,7
7 41,3◦ 12,7◦ 2,0 1,5
8 38,6◦ 14,9◦ 1,7 2,2
9 10,9◦ 14,5◦ 1,2 1,5
10 14,5◦ 13,6◦ 1,1 2,5
11 10,9◦ 14,0◦ 1,0 2,3
12 7,3◦ 13,6◦ 0,9 2,0
13 13,1◦ 13,1◦ 0,7 1,7
14 42,7◦ 13,6◦ 1,6 1,0
15 44,9◦ 14,9◦ 0,5 1,3
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Tabelle E.18.: Parameter (5) der Detektion nach der Segmentierung aus Kapitel
3.4.3
Parametersatz {bψ, bδ}
# bψ bδ cII [%] ˆcII [%]
1 5,5◦ 13,7 cm 1,4 3,0
2 6,4◦ 7,5 cm 0,9 3,2
3 0,6◦ 12,9 cm 2,7 3,0
4 7,3◦ 11,4 cm 1,4 1,2
5 0,6◦ 11,4 cm 1,3 3,3
6 0,6◦ 11,4 cm 2,5 2,4
7 1,5◦ 10,6 cm 3,3 3,9
8 1,9◦ 11,4 cm 1,8 3,1
9 0,6◦ 11,4 cm 1,5 1,7
10 5,5◦ 9,0 cm 2,3 4,7
11 1,9◦ 11,4 cm 1,6 2,9
12 7,3◦ 12,2 cm 0,8 2,2
13 7,3◦ 11,4 cm 1,1 2,4
14 7,3◦ 11,4 cm 2,3 1,7
15 7,3◦ 12,2 cm 1,3 1,5
Tabelle E.19.: Parameter (6) der Detektion nach der Segmentierung aus Kapitel
3.4.3
Parametersatz {bθ, bδ}
# bθ bδ cII [%] ˆcII [%]
1 14,9◦ 14,5 cm 0,9 2,5
2 14,9◦ 14,5 cm 0,7 1,8
3 16,3◦ 12,9 cm 1,9 1,9
4 14,9◦ 12,9 cm 1,1 1,0
5 6,4◦ 11,4 cm 1,1 2,9
6 12,2◦ 12,2 cm 2,0 1,9
7 14,0◦ 12,9 cm 2,2 1,8
8 12,7◦ 12,2 cm 1,5 2,2
9 11,8◦ 11,4 cm 1,3 1,5
10 12,7◦ 12,2 cm 2,0 2,5
11 13,1◦ 12,2 cm 1,1 2,3
12 16,7◦ 14,5 cm 0,8 2,0
13 13,1◦ 12,2 cm 1,0 2,5
14 14,5◦ 12,9 cm 1,3 1,1
15 14,0◦ 14,5 cm 1,0 1,1
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Die Tabellen E.20-E.25 sind die verbleibenden Kombinationen der Parameteropti-
mierung I und Parameteroptimierung II aus Kapitel 3.7.5. Sie entsprechen der Ta-
belle 4.9 aus Kapitel 4.4.1. Die entpsrechend optimierten Parameter der Detektion,
wie sie in den Tabellen E.14-E.19 fu¨r die Parameterkombination {Tψ, Tθ} der Seg-
mentierung aus Kapitel 3.4.3 aufgefu¨hrt sind, werden wegen der Menge der Daten
(insgesamt 42 Tabellen) nicht weiter angegeben.
Tabelle E.20.: Ergebnisse (1) der Detektion nach der Segmentierung aus Kapitel
3.4.3
Parametersatz (1) der Segmentierung: {Tψ}
#
{bψ} {bθ} {bδ} {bψ, bθ} {bψ, bδ} {bθ, bδ}
cII [%] ˆcII [%] cII [%] ˆcII [%] cII [%] ˆcII [%] cII [%] ˆcII [%] cII [%] ˆcII [%] cII [%] ˆcII [%]
1 11,4 18,0 15,6 12,2 36,5 41,3 6,7 5,6 10,1 15,7 5,3 5,6
2 15,7 16,0 14,4 10,4 39,2 34,3 12,1 11,7 11,6 13,7 9,0 5,1
3 18,5 20,3 11,9 7,7 41,8 41,2 11,2 7,1 20,7 21,2 14,0 9,6
4 12,4 17,0 7,5 5,2 38,3 38,2 6,2 5,4 12,0 15,2 7,0 4,9
5 12,0 16,7 13,9 12,6 40,1 39,0 5,5 6,2 13,0 15,6 6,9 6,1
6 13,9 14,7 15,6 13,0 44,4 40,6 9,7 8,2 17,9 16,6 11,8 8,6
7 13,9 14,6 10,4 9,0 42,4 37,8 10,1 6,5 16,2 16,7 14,1 8,4
8 12,9 20,3 7,5 7,3 38,2 34,4 7,8 9,7 11,4 16,4 6,9 5,4
9 14,7 15,3 8,4 5,8 41,5 35,6 7,6 6,0 13,9 14,7 7,9 4,1
10 14,3 16,5 10,3 16,1 42,0 37,1 8,9 6,5 17,2 17,2 11,7 9,2
11 14,8 18,1 15,3 14,8 40,0 40,3 7,3 8,5 17,2 21,2 9,6 10,6
12 15,0 15,4 16,9 13,1 42,4 39,3 8,9 10,0 16,1 17,4 11,2 7,6
13 17,9 17,4 17,3 11,6 41,7 36,7 10,2 6,3 18,5 17,6 12,6 7,8
14 17,3 19,1 17,3 14,3 41,5 37,0 10,2 8,6 17,5 19,2 13,0 10,1
15 15,1 17,5 17,3 16,5 41,8 38,0 7,8 7,6 11,9 14,7 10,7 7,8
Tabelle E.21.: Ergebnisse (2) der Detektion nach der Segmentierung aus Kapitel
3.4.3
Parametersatz (2) der Segmentierung: {Tθ}
#
{bψ} {bθ} {bδ} {bψ, bθ} {bψ, bδ} {bθ, bδ}
cII [%] ˆcII [%] cII [%] ˆcII [%] cII [%] ˆcII [%] cII [%] ˆcII [%] cII [%] ˆcII [%] cII [%] ˆcII [%]
1 10,3 13,1 6,1 8,8 21,4 24,1 1,5 3,8 2,7 4,5 1,4 3,1
2 10,3 12,5 4,7 5,5 19,3 23,2 0,5 1,5 2,2 4,9 0,7 1,6
3 11,3 10,2 6,4 5,7 20,0 21,3 2,8 3,2 3,4 4,2 2,2 2,0
4 12,0 11,0 5,5 5,2 21,6 21,9 1,9 1,5 2,9 2,2 2,3 1,5
5 8,8 9,3 6,7 7,0 25,0 24,6 1,8 2,0 2,2 3,0 1,4 1,5
6 10,1 11,6 5,3 6,1 25,7 26,4 1,4 2,4 2,0 3,2 1,5 2,4
7 10,9 10,1 6,3 6,4 25,1 25,5 3,1 2,7 4,9 4,9 3,0 3,2
8 8,4 11,9 5,9 6,3 19,9 18,7 3,0 3,3 4,2 5,0 2,3 2,9
9 9,5 10,4 5,4 7,0 21,2 20,4 2,0 2,8 3,3 3,4 2,0 2,1
10 8,5 10,4 5,3 6,4 22,7 22,3 1,8 1,9 3,1 3,9 2,1 2,1
11 11,8 11,5 5,4 6,1 25,9 26,7 1,9 2,4 3,0 3,4 1,6 2,2
12 10,3 10,7 4,1 5,9 19,4 19,7 1,1 3,4 1,6 4,2 1,3 2,4
13 9,9 10,0 6,0 6,2 19,1 17,8 1,9 2,2 2,1 2,5 1,1 1,6
14 11,7 12,8 5,7 5,0 20,2 20,5 2,7 2,2 4,2 4,3 1,9 2,1
15 12,4 11,4 7,2 7,4 24,3 21,1 2,0 2,6 3,3 3,0 1,7 1,9
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Tabelle E.22.: Ergebnisse (4) der Detektion nach der Segmentierung aus Kapitel
3.4.3
Parametersatz (3) der Segmentierung: {Tδ}
#
{bψ} {bθ} {bδ} {bψ, bθ} {bψ, bδ} {bθ, bδ}
cII [%] ˆcII [%] cII [%] ˆcII [%] cII [%] ˆcII [%] cII [%] ˆcII [%] cII [%] ˆcII [%] cII [%] ˆcII [%]
1 7,8 11,7 4,8 7,4 16,5 20,9 1,5 3,8 3,7 6,4 1,7 3,6
2 10,8 11,4 4,4 3,9 20,0 23,0 2,7 2,4 5,2 5,7 2,7 2,3
3 9,0 9,1 6,6 4,0 20,3 21,5 2,7 2,1 4,9 5,1 2,3 1,5
4 9,8 11,3 5,4 6,2 18,1 21,4 3,0 3,5 5,1 6,7 3,1 3,0
5 9,0 9,5 3,3 4,4 18,3 19,7 1,5 2,5 3,1 4,9 1,9 2,1
6 9,1 10,0 4,1 4,3 22,0 21,0 2,4 3,0 4,6 5,8 2,7 2,8
7 9,1 8,7 5,6 4,8 17,3 18,8 2,7 2,2 3,6 4,4 3,2 2,0
8 9,5 13,1 6,0 7,0 18,3 18,8 2,9 3,6 3,6 6,8 2,7 3,6
9 10,8 10,5 4,8 3,4 22,0 17,2 2,7 2,1 5,4 3,9 3,0 1,6
10 8,3 9,9 5,4 4,9 18,0 17,6 2,2 2,6 2,9 4,4 2,4 1,7
11 8,7 10,0 3,5 5,1 19,8 24,4 0,8 3,3 3,0 6,9 1,3 4,2
12 10,1 11,8 3,8 5,1 18,6 21,1 1,7 3,3 3,2 5,8 1,7 2,7
13 11,9 10,0 6,7 2,9 22,1 19,8 2,4 1,3 5,8 3,5 2,8 1,4
14 10,5 10,9 6,8 5,3 18,6 15,8 3,5 2,5 5,1 4,1 2,8 2,4
15 10,8 11,3 4,6 6,0 21,3 19,7 2,6 2,9 5,1 4,8 2,8 2,6
Tabelle E.23.: Ergebnisse (5) der Detektion nach der Segmentierung aus Kapitel
3.4.3
Parametersatz (5) der Segmentierung: {Tψ, Tδ}
#
{bψ} {bθ} {bδ} {bψ, bθ} {bψ, bδ} {bθ, bδ}
cII [%] ˆcII [%] cII [%] ˆcII [%] cII [%] ˆcII [%] cII [%] ˆcII [%] cII [%] ˆcII [%] cII [%] ˆcII [%]
1 8,4 12,3 4,8 7,5 15,9 18,5 1,5 3,4 4,2 6,3 2,7 4,8
2 10,9 11,3 4,4 3,8 20,1 22,9 2,8 2,4 5,2 5,7 2,8 2,2
3 9,0 9,1 6,6 4,0 20,3 21,5 2,7 2,1 4,9 5,1 2,3 1,5
4 10,2 11,0 5,2 6,1 15,0 17,5 2,4 2,9 4,3 5,5 3,0 4,2
5 9,0 9,5 3,3 4,5 18,3 19,7 1,6 2,6 3,1 4,9 1,9 2,1
6 9,7 10,4 3,9 5,9 14,4 14,5 1,1 2,1 2,5 3,8 1,3 2,9
7 9,2 8,8 5,6 4,8 17,3 18,8 2,7 2,2 3,6 4,4 3,3 2,0
8 9,4 13,0 6,0 7,0 18,2 18,8 2,9 3,6 3,6 6,8 3,5 4,9
9 10,6 8,9 5,5 4,9 18,0 13,8 3,1 1,8 5,8 4,1 4,3 3,0
10 8,3 9,4 5,5 4,9 18,4 17,4 2,2 2,4 3,2 4,2 2,4 1,7
11 8,6 9,8 3,4 5,0 19,4 24,3 0,8 3,3 3,0 7,0 1,3 4,2
12 9,8 11,2 3,8 4,8 14,6 15,0 1,4 2,0 2,5 4,2 1,2 1,4
13 11,7 10,6 7,1 3,2 18,8 16,6 2,1 1,1 5,2 3,3 2,3 1,8
14 11,0 12,2 6,6 5,2 15,6 13,5 3,7 2,8 5,3 4,8 4,2 3,4
15 10,8 11,4 4,9 5,6 16,9 15,5 2,2 2,4 4,4 3,9 3,1 3,2
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Tabelle E.24.: Ergebnisse (6) der Detektion nach der Segmentierung aus Kapitel
3.4.3
Parametersatz (6) der Segmentierung: {Tθ, Tδ}
#
{bψ} {bθ} {bδ} {bψ, bθ} {bψ, bδ} {bθ, bδ}
cII [%] ˆcII [%] cII [%] ˆcII [%] cII [%] ˆcII [%] cII [%] ˆcII [%] cII [%] ˆcII [%] cII [%] ˆcII [%]
1 7,9 11,7 4,9 7,5 16,5 20,9 1,5 3,8 3,7 6,4 1,7 3,6
2 10,9 11,3 4,5 4,1 20,2 23,1 2,8 2,4 5,4 5,7 2,8 2,3
3 8,9 9,1 6,7 4,0 20,4 21,5 2,7 2,1 5,0 5,1 2,4 1,7
4 9,3 9,3 5,9 4,7 22,1 23,1 2,4 2,8 3,8 3,5 2,3 2,0
5 9,0 9,6 3,3 4,5 18,3 19,8 1,6 2,6 3,1 4,9 1,9 2,1
6 9,2 9,3 4,0 6,3 21,7 21,7 1,1 1,7 1,7 2,6 1,4 2,3
7 8,8 7,4 4,4 6,9 22,6 23,4 2,4 1,7 3,4 4,0 2,7 1,7
8 9,6 13,0 5,9 7,0 18,1 18,8 2,9 3,6 3,6 6,8 3,5 4,8
9 10,7 9,0 5,4 4,2 22,4 16,6 3,8 1,6 6,6 3,6 4,0 1,7
10 7,6 10,3 4,9 7,7 18,1 20,3 0,8 1,9 1,6 3,8 1,3 2,9
11 8,7 9,8 3,5 5,1 19,9 24,4 0,7 3,3 3,0 6,9 1,3 4,2
12 9,6 9,3 5,6 6,3 22,5 23,3 1,3 2,3 2,1 3,5 1,3 1,8
13 9,7 10,5 5,4 5,0 21,8 22,3 1,4 2,0 2,7 3,5 1,5 2,2
14 10,4 11,0 6,7 5,2 18,6 15,6 3,5 2,4 5,1 4,1 2,8 2,4
15 10,5 9,9 5,7 6,6 18,7 17,8 1,4 2,0 2,1 2,6 1,5 1,9
Tabelle E.25.: Ergebnisse (7) der Detektion nach der Segmentierung aus Kapitel
3.4.3
Parametersatz (7) der Segmentierung: {Tψ, Tθ, Tδ}
#
{bψ} {bθ} {bδ} {bψ, bθ} {bψ, bδ} {bθ, bδ}
cII [%] ˆcII [%] cII [%] ˆcII [%] cII [%] ˆcII [%] cII [%] ˆcII [%] cII [%] ˆcII [%] cII [%] ˆcII [%]
1 7,4 10,2 4,1 6,3 16,1 19,1 0,8 2,8 1,8 4,0 1,0 3,5
2 7,9 8,6 4,7 5,3 17,1 23,3 1,2 2,3 2,0 3,2 1,6 2,4
3 8,4 8,0 6,3 4,8 12,6 13,6 2,3 1,4 2,6 1,9 1,9 1,1
4 8,8 8,4 5,7 5,5 17,9 19,0 2,0 2,4 3,0 3,5 2,1 2,5
5 9,5 9,6 5,9 6,4 25,6 23,7 1,4 2,1 1,9 3,1 1,7 2,8
6 9,2 10,5 3,7 5,6 15,7 16,2 1,9 2,5 2,8 4,5 2,2 3,6
7 8,8 7,3 4,4 6,9 22,3 23,5 2,4 1,7 3,4 3,9 2,7 1,7
8 9,4 13,0 6,0 7,0 18,2 18,8 2,9 3,7 3,6 6,8 3,5 4,9
9 9,5 7,7 6,3 5,7 21,3 17,0 2,6 1,1 4,3 2,5 3,2 2,0
10 7,2 10,7 4,7 5,2 14,0 15,2 2,2 2,8 3,5 5,6 2,9 4,1
11 9,1 9,7 3,8 4,9 22,1 25,2 0,4 2,1 2,0 4,8 1,0 4,0
12 8,9 9,3 4,0 4,6 16,1 17,6 1,2 1,7 1,9 3,0 1,4 1,5
13 10,8 11,1 5,0 3,5 12,9 13,5 1,8 1,1 3,0 3,3 2,1 1,9
14 9,4 10,0 5,4 5,1 13,9 14,7 1,8 2,1 2,4 2,9 1,8 2,1





Die Tabellen E.26-E.28 listen die Ergebnisse der Kostenfunktionen cI bzw. cˆI (Glei-
chung 3.111 aus Kapitel 3.7.5) auf, welche mit dem Minimum, dem Median, dem
arithmetischen Mittel ∅ und dem Maximum der 15 einzeln optimierten Parameter-
sa¨tze (siehe Kapitel 3.7.5) fu¨r die Lern- bzw. Testdatensa¨tze mit der Segmentierung
aus Kapitel 3.4.3 bestimmt wurden. Die entsprechenden Parameter sind in Tabel-
le 4.14 im Kapitel 4.4.3 aufgefu¨hrt. Fu¨r jeden Datensatz wurden jeweils die zwei
besten Ergebnisse farblich markiert (bestes Ergebnis cI in Blau, zweitbestes Ergeb-
nis cI in Cyan, bestes Ergebnis cˆI in Rot und das zweitbeste Ergebnis cˆI in Magenta).
Die Anzahl NcI bzw. NcˆI in der Tabelle 4.14 aus Kapitel 4.4.3 entsprechen der An-
zahl der farblich hervorgehobenen Datensa¨tze in den Tabellen E.26-E.28 (beste und
zweitbeste Ergebnisse).
Tabelle E.26 zeigt die Ergebnisse der ersten fu¨nf Datensa¨tze.
Tabelle E.26.: Ergebnisu¨bersicht (1) der Segmentierung
#1 #2 #3 #4 #5
cI cˆI cI cˆI cI cˆI cI cˆI cI cˆI
{α, tb, Tψ}
Min 123,5 123,2 122,8 120,4 126,7 127,0 122,1 127,0 118,9 121,8
Med 107,6 107,2 105,0 103,1 108,4 110,2 105,8 110,2 99,9 106,0
∅ 107,5 107,9 104,6 103,5 109,7 110,8 106,8 111,9 99,8 107,3
Max 108,3 108,8 106,2 102,0 112,1 111,7 108,2 110,8 102,3 106,1
{α, tb, Tθ}
Min 96,6 96,1 98,9 95,9 98,1 99,8 99,5 96,1 96,0 99,8
Med 76,1 76,1 73,2 75,2 75,8 74,0 74,8 73,9 74,1 75,5
∅ 77,0 75,8 72,8 75,1 75,3 75,5 75,8 73,5 74,3 74,9
Max 88,6 85,6 81,7 87,5 85,5 84,0 86,1 83,7 83,8 81,2
{α, tb, Tδ}
Min 81,6 84,2 84,3 83,1 81,7 81,9 83,6 83,3 81,3 82,1
Med 79,1 83,2 81,5 80,6 80,6 79,3 81,5 83,1 80,1 81,7
∅ 80,3 83,7 81,9 80,5 81,3 79,5 81,2 83,0 80,0 81,8
Max 80,2 83,1 82,0 80,7 80,7 79,9 83,0 84,5 81,8 83,9
{α, tb, Tψ, Tθ}
Min 95,2 96,1 97,7 96,9 95,1 94,6 96,3 93,8 92,4 93,6
Med 76,0 74,9 73,5 75,8 74,9 73,8 74,9 73,9 75,5 74,9
∅ 75,9 74,9 73,3 75,7 75,2 73,9 75,5 74,2 75,5 74,8
Max 82,8 82,5 79,8 83,2 81,9 82,5 82,4 81,9 81,3 79,6
{α, tb, Tψ, Tδ}
Min 92,0 94,6 95,6 92,3 94,9 95,0 92,9 90,3 88,7 93,5
Med 79,6 82,9 81,5 80,9 80,5 79,8 81,1 83,9 79,5 81,5
∅ 79,6 82,5 81,0 80,6 80,8 79,4 83,0 83,7 81,0 82,3
Max 85,9 87,1 85,8 84,4 84,2 85,3 86,9 91,9 84,2 87,9
{α, tb, Tθ, Tδ}
Min 90,8 92,9 96,3 94,6 91,8 94,7 92,7 90,8 89,6 91,8
Med 79,8 82,8 81,1 80,9 81,0 79,5 82,8 83,7 80,6 82,1
∅ 84,7 87,1 84,7 84,8 85,7 85,6 86,6 92,9 83,5 88,0
Max 108,3 107,6 102,1 99,8 99,8 103,5 105,1 104,1 96,5 101,0
{α, tb,
Tψ, Tθ, Tδ}
Min 110,8 113,0 113,6 114,3 115,5 115,4 113,6 110,0 109,6 112,4
Med 76,4 78,0 77,8 78,3 78,0 76,8 77,7 77,2 78,1 76,3
∅ 95,4 93,1 87,6 90,4 91,0 90,4 93,5 95,9 87,4 91,6
Max 120,1 122,5 115,7 117,8 123,1 124,1 117,7 118,4 112,6 110,8
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Die Tabelle E.27 zeigt die Ergebnisse der Datensa¨tze #6−#10.
Tabelle E.27.: Ergebnisu¨bersicht (2) der Segmentierung
#6 #7 #8 #9 #10
cI cˆI cI cˆI cI cˆI cI cˆI cI cˆI
{α, tb, Tψ}
Min 117,9 118,7 125,4 124,2 127,1 123,4 123,3 122,1 122,5 123,6
Med 103,3 100,3 106,5 105,4 109,6 109,0 106,9 103,4 100,5 102,4
∅ 103,8 100,4 109,1 106,2 110,8 111,1 109,0 102,9 101,7 102,1
Max 106,2 98,5 111,6 110,1 109,7 112,6 109,8 108,6 103,2 106,0
{α, tb, Tθ}
Min 96,4 97,3 98,6 95,1 99,8 99,4 99,0 98,4 98,4 99,5
Med 74,7 74,6 76,4 76,6 77,9 77,5 76,9 75,9 75,5 75,2
∅ 74,7 74,3 75,7 76,9 77,5 77,3 76,4 77,2 75,2 74,9
Max 86,4 84,0 88,8 86,2 89,7 85,5 89,3 87,6 81,3 84,5
{α, tb, Tδ}
Min 79,9 81,4 80,7 83,7 83,3 87,5 85,7 80,3 82,5 80,5
Med 78,4 79,9 81,0 81,1 79,9 85,8 84,7 79,5 78,9 79,2
∅ 77,9 79,6 81,0 80,8 80,0 85,9 84,7 80,2 78,9 79,2
Max 79,9 81,8 81,8 83,2 82,1 87,8 85,7 80,9 78,8 82,8
{α, tb, Tψ, Tθ}
Min 94,0 94,4 96,1 94,9 98,2 98,0 96,7 96,8 95,2 95,5
Med 75,6 75,0 74,4 76,8 74,8 77,0 77,2 75,8 74,9 76,6
∅ 75,5 74,9 74,4 76,7 74,7 76,9 77,3 76,3 74,8 76,4
Max 83,1 81,0 81,6 82,2 83,3 83,9 86,8 83,5 78,7 82,7
{α, tb, Tψ, Tδ}
Min 87,7 90,0 91,1 90,5 94,7 95,4 93,0 91,2 92,0 90,5
Med 78,3 80,7 81,1 81,8 79,8 87,1 83,8 80,2 78,8 80,8
∅ 79,3 81,5 81,8 82,9 80,6 87,5 85,4 80,7 79,1 82,1
Max 84,1 84,3 88,1 85,8 86,2 91,0 89,5 83,6 82,1 86,5
{α, tb, Tθ, Tδ}
Min 88,7 91,2 92,6 92,4 95,2 93,6 93,3 91,2 91,5 91,5
Med 78,4 81,2 81,8 82,3 80,6 87,4 85,4 80,2 78,4 81,1
∅ 84,4 83,1 88,8 84,8 84,7 91,9 89,0 84,1 81,5 85,6
Max 98,9 91,6 107,4 103,0 103,6 109,9 104,7 105,5 97,2 97,5
{α, tb,
Tψ, Tθ, Tδ}
Min 108,2 109,3 114,3 109,6 114,5 112,0 109,4 113,0 113,9 112,1
Med 77,5 77,0 78,4 79,0 76,5 80,6 79,9 75,9 75,9 77,9
∅ 90,8 84,7 95,8 91,3 90,6 98,9 94,7 91,1 87,3 88,8
Max 118,9 106,0 122,3 119,3 121,4 120,4 123,0 119,3 114,2 113,6
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Und in Tabelle E.28 sind die Ergebnisse der Datensa¨tze #11−#15 aufgefu¨hrt.
Tabelle E.28.: Ergebnisu¨bersicht (3) der Segmentierung
#11 #12 #13 #14 #15
cI cˆI cI cˆI cI cˆI cI cˆI cI cˆI
{α, tb, Tψ}
Min 118,4 122,5 125,7 121,9 123,8 120,5 123,1 123,9 122,3 128,8
Med 98,4 104,0 108,8 105,2 107,3 101,7 107,4 104,8 104,6 110,8
∅ 101,6 104,6 109,3 105,0 107,4 103,4 109,2 105,5 104,8 110,9
Max 107,2 104,8 112,0 110,4 109,8 107,4 110,8 108,5 105,7 110,5
{α, tb, Tθ}
Min 97,2 98,1 98,3 97,7 97,6 95,1 101,1 98,1 96,5 100,1
Med 75,3 75,5 73,2 78,9 77,5 74,0 75,7 74,5 75,5 76,0
∅ 74,7 75,6 72,8 78,6 77,2 74,1 75,5 73,9 75,3 75,7
Max 83,9 86,3 81,3 84,9 87,6 86,6 84,7 81,9 84,2 87,3
{α, tb, Tδ}
Min 77,4 84,5 79,9 81,0 83,2 76,3 83,0 80,5 83,3 85,2
Med 77,2 82,6 76,6 80,9 83,2 75,3 82,2 79,5 82,7 82,6
∅ 77,1 82,6 76,4 80,9 83,0 75,5 82,4 79,7 83,1 82,5
Max 80,4 81,4 75,6 82,4 84,0 79,5 83,7 79,7 86,3 83,1
{α, tb, Tψ, Tθ}
Min 96,6 95,7 95,4 96,3 97,5 94,3 98,0 97,3 94,5 96,9
Med 74,6 75,8 72,6 76,6 76,3 73,5 73,9 73,0 74,9 75,1
∅ 74,8 75,8 72,6 76,9 76,1 73,5 73,7 73,0 74,7 75,1
Max 81,5 82,0 78,7 82,5 84,6 83,0 81,5 78,4 81,3 84,3
{α, tb, Tψ, Tδ}
Min 87,9 92,2 92,2 90,8 94,2 90,9 94,1 90,7 92,0 96,0
Med 78,5 81,7 76,1 81,3 82,6 77,1 82,8 78,5 82,9 82,8
∅ 80,0 81,4 75,8 81,1 83,9 78,5 83,7 79,8 84,8 83,3
Max 83,2 82,4 81,2 85,1 88,2 83,2 89,9 85,0 89,0 86,9
{α, tb, Tθ, Tδ}
Min 91,1 91,3 91,2 89,5 93,9 89,6 94,0 92,5 91,6 94,1
Med 79,1 81,5 75,7 81,1 83,1 77,4 83,5 79,3 84,6 83,7
∅ 82,3 82,8 82,1 84,3 87,4 83,3 89,6 84,7 88,5 87,5
Max 106,6 102,7 106,4 100,9 107,6 101,2 102,0 102,3 106,2 104,0
{α, tb,
Tψ, Tθ, Tδ}
Min 108,7 111,4 113,8 109,9 113,6 110,2 114,0 112,1 112,8 115,9
Med 74,9 78,7 75,0 77,8 78,5 74,8 77,5 75,8 77,7 77,4
∅ 89,6 92,6 91,1 88,3 96,6 88,8 95,1 89,9 94,4 93,8
Max 119,5 118,1 118,7 121,3 121,7 119,1 119,3 118,8 116,3 118,0
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E.2.2. Parameterwahl II
Die Tabellen E.29-E.30 listen die Ergebnisse der Kostenfunktionen cII bzw. ˆcII (Glei-
chung 3.112 aus Kapitel 3.7.5) auf, welche mit dem Minimum, dem Median, dem
arithmetischen Mittel ∅ und dem Maximum der 15 einzeln optimierten Parameter-
sa¨tze (siehe Kapitel 3.7.5) fu¨r die Lern- bzw. Testdatensa¨tze mit der Detektion aus
Kapitel 3.4.4 nach der Segmentierung aus Kapitel 3.4.3 (mit den Parametern aus
Kapitel 4.4.3) bestimmt wurden. Die entsprechenden Parameter sind in Tabelle 4.15
im Kapitel 4.4.3 aufgefu¨hrt. Fu¨r jeden Datensatz wurden jeweils die zwei besten
Ergebnisse farblich markiert (bestes Ergebnis cII in Blau, zweitbestes Ergebnis cII
in Cyan, bestes Ergebnis ˆcII in Rot und das zweitbeste Ergebnis ˆcII in Magenta).
Die Anzahl NcII bzw. N ˆcII in der Tabelle 4.15 aus Kapitel 4.4.3 entsprechen der
Anzahl der farblich hervorgehobenen Datensa¨tze in den Tabellen E.29-E.31 (beste
und zweitbeste Ergebnisse).
Tabelle E.29 zeigt die Ergebnisse der ersten fu¨nf Datensa¨tze.
Tabelle E.29.: Ergebnisu¨bersicht (1) der Detektion nach der Segmentierung
Parametersatz (4) der Segmentierung: {Tψ, Tθ}
#1 #2 #3 #4 #5
cII [%] ˆcII [%] cII [%] ˆcII [%] cII [%] ˆcII [%] cII [%] ˆcII [%] cII [%] ˆcII [%]
{bψ}
Min 9,5 10,7 10,1 11,9 10,6 10,9 9,7 9,1 9,7 10,3
Med 7,4 8,9 7,4 8,4 7,5 7,6 8,2 7,2 8,1 8,5
∅ 7,6 8,9 7,8 8,5 7,8 7,5 8,5 7,7 8,5 8,6
Max 7,5 9,4 7,8 8,7 7,9 7,9 8,3 7,2 8,4 9,0
{bθ}
Min 5,4 6,7 4,6 5,5 5,1 5,3 4,9 4,9 4,2 5,3
Med 5,6 6,7 4,4 5,7 5,1 5,1 5,1 5,2 4,8 5,7
∅ 5,7 6,8 4,3 5,6 5,2 5,0 4,9 5,0 4,6 5,8
Max 7,4 8,6 5,8 7,3 5,9 5,6 6,3 5,5 4,7 5,3
{bδ}
Min 19,5 20,3 16,6 22,5 17,8 20,0 19,2 19,4 21,3 20,4
Med 20,3 21,9 18,0 23,7 18,9 21,0 20,6 20,2 22,9 22,6
∅ 19,8 21,5 17,5 23,1 18,7 21,0 20,2 19,9 22,5 22,0
Max 18,0 20,6 16,0 21,2 16,0 19,3 17,6 17,8 19,5 19,6
{bψ, bθ}
Min 2,0 2,9 0,8 2,1 1,6 2,2 1,5 1,2 1,0 1,4
Med 1,8 2,8 0,8 2,1 1,5 2,0 1,4 1,0 1,0 1,3
∅ 1,8 2,6 0,7 1,9 1,6 1,8 1,4 1,2 1,0 1,4
Max 1,4 2,4 0,7 1,4 1,3 1,3 1,1 1,0 1,0 1,5
{bψ, bδ}
Min 2,7 3,0 1,2 3,3 2,7 2,9 2,1 1,1 1,5 2,2
Med 2,7 3,5 1,3 2,9 2,2 2,5 2,3 1,6 1,3 1,8
∅ 2,7 3,6 1,3 3,0 2,3 2,6 2,3 1,6 1,2 1,9
Max 2,7 3,4 1,5 3,0 2,2 2,7 2,3 1,8 1,5 1,9
{bθ, bδ}
Min 2,1 3,0 1,4 2,5 1,7 1,8 1,4 1,3 0,8 1,5
Med 2,0 3,1 1,1 1,9 1,6 1,7 1,3 1,1 1,1 1,3
∅ 1,9 3,1 1,0 1,9 1,6 1,7 1,3 1,1 1,1 1,3
Max 2,1 2,9 1,1 2,0 1,9 1,6 1,3 1,0 1,1 1,3
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Die Tabelle E.30 zeigt die Ergebnisse der Datensa¨tze #6−#10.
Tabelle E.30.: Ergebnisu¨bersicht (2) der Detektion nach der Segmentierung
Parametersatz (4) der Segmentierung: {Tψ, Tθ}
#6 #7 #8 #9 #10
cII [%] ˆcII [%] cII [%] ˆcII [%] cII [%] ˆcII [%] cII [%] ˆcII [%] cII [%] ˆcII [%]
{bψ}
Min 10,1 11,5 10,0 9,8 11,0 12,1 11,4 12,3 9,3 11,9
Med 8,3 8,7 8,3 6,9 7,8 9,8 8,1 8,1 6,1 8,8
∅ 8,6 9,4 8,8 7,1 8,2 10,2 8,6 8,3 6,4 9,3
Max 8,5 8,7 8,4 7,2 7,8 9,9 8,2 8,2 6,3 8,6
{bθ}
Min 5,1 5,1 5,6 6,0 5,5 5,5 5,6 6,1 5,6 5,9
Med 5,4 5,2 6,1 6,3 6,4 5,5 5,5 6,2 5,5 6,4
∅ 5,3 5,2 5,9 6,1 6,4 5,6 5,4 6,1 5,4 6,2
Max 5,2 5,6 4,2 6,5 6,3 6,2 7,3 5,7 5,4 7,4
{bδ}
Min 22,6 21,4 20,7 21,0 18,2 17,7 21,3 19,4 20,0 21,1
Med 23,8 22,6 21,9 22,7 19,7 19,1 22,8 20,7 21,3 21,5
∅ 23,6 22,5 21,3 21,8 19,6 18,9 22,6 20,6 21,1 21,5
Max 21,7 19,3 19,4 19,8 17,8 17,2 20,6 17,9 17,0 18,7
{bψ, bθ}
Min 2,1 2,4 2,6 2,1 2,3 2,7 2,9 2,7 1,3 3,1
Med 2,0 2,3 2,5 1,8 2,4 2,6 2,7 2,5 1,4 2,8
∅ 1,9 2,2 2,4 2,0 2,2 2,5 2,5 2,4 1,5 2,8
Max 1,5 1,7 2,2 1,4 1,9 2,0 2,1 1,9 1,4 2,3
{bψ, bδ}
Min 2,3 3,1 3,1 3,1 1,8 3,5 3,3 2,5 2,0 3,4
Med 2,4 2,5 3,0 2,9 2,1 3,0 3,2 2,9 1,9 3,0
∅ 2,5 2,6 3,0 2,9 2,2 3,0 3,3 2,9 1,9 3,1
Max 2,8 2,7 3,0 2,7 2,3 3,1 3,2 2,9 1,9 2,9
{bθ, bδ}
Min 2,0 2,0 2,6 2,1 2,4 2,9 2,5 2,0 2,2 2,3
Med 1,9 1,9 2,4 1,5 2,2 2,2 2,3 1,9 2,1 2,1
∅ 2,0 1,9 2,3 1,6 2,1 2,2 2,3 1,9 2,0 2,1
Max 2,0 2,0 2,5 1,5 2,7 2,2 3,1 1,9 2,3 2,4
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Und in Tabelle E.31 sind die Ergebnisse der Datensa¨tze #11−#15 aufgefu¨hrt.
Tabelle E.31.: Ergebnisu¨bersicht (3) der Detektion nach der Segmentierung
Parametersatz (4) der Segmentierung: {Tψ, Tθ}
#11 #12 #13 #14 #15
cII [%] ˆcII [%] cII [%] ˆcII [%] cII [%] ˆcII [%] cII [%] ˆcII [%] cII [%] ˆcII [%]
{bψ}
Min 10,4 10,7 9,9 10,3 10,3 11,0 10,3 10,4 10,5 10,6
Med 8,5 8,1 8,4 7,7 8,1 8,5 8,4 8,6 8,9 8,5
∅ 8,7 8,7 8,4 7,8 8,4 9,1 8,6 9,3 9,1 8,6
Max 8,8 8,0 8,9 8,0 8,6 8,6 8,7 8,9 9,4 9,0
{bθ}
Min 4,7 5,5 4,5 5,7 5,1 5,1 5,8 4,5 6,0 6,2
Med 4,8 5,1 5,0 5,8 5,4 4,9 5,7 4,6 5,4 6,0
∅ 4,8 5,0 4,9 5,6 5,5 5,0 5,8 4,6 5,3 6,0
Max 6,1 4,4 5,5 5,4 7,1 3,8 7,1 5,2 5,1 7,1
{bδ}
Min 19,6 21,8 18,8 20,6 19,2 19,2 16,2 16,7 18,7 16,6
Med 20,7 23,3 19,8 22,2 21,1 20,1 18,1 18,2 20,5 19,0
∅ 20,6 22,8 19,9 21,6 20,6 20,0 17,7 18,0 20,0 18,5
Max 17,8 19,0 17,6 18,0 18,4 16,8 13,8 15,8 19,2 16,7
{bψ, bθ}
Min 1,7 2,0 1,1 2,2 1,2 2,1 1,6 1,2 1,2 2,0
Med 1,4 2,0 1,0 2,0 1,1 1,9 1,5 1,1 1,0 1,8
∅ 1,5 1,8 1,0 2,0 1,3 1,9 1,6 1,2 1,1 1,7
Max 1,2 1,3 0,9 1,9 1,1 1,4 1,3 0,9 0,8 1,5
{bψ, bδ}
Min 2,1 2,8 1,4 2,4 2,1 2,2 2,3 1,6 2,3 1,9
Med 1,7 2,6 1,2 2,5 1,6 2,3 2,1 1,8 1,9 2,0
∅ 1,7 2,7 1,3 2,5 1,7 2,3 2,1 1,7 1,9 2,0
Max 2,1 2,5 1,2 2,3 1,7 2,4 2,3 1,9 1,7 2,0
{bθ, bδ}
Min 1,4 2,0 1,3 2,5 1,4 2,4 1,2 1,4 1,6 1,6
Med 1,0 1,5 1,0 2,3 1,1 2,1 1,2 1,1 0,9 1,2
∅ 1,0 1,5 1,0 2,4 1,1 2,1 1,3 1,1 0,9 1,3
Max 1,3 1,9 1,0 2,2 1,5 2,0 1,3 1,3 1,1 1,2
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Posenbestimmung
Das Vorgehen zum Optimieren und Bestimmen der Parameter zur Posenbestim-
mung aus Kapitel 3.5.1 bzw. 3.5.2 ist in Kapitel 3.7.6 beschrieben. Die Posenbe-
stimmung ist in zwei Schritte (A und B) eingeteilt: A) die Grobe Posenbestimmung
aus Kapitel 3.5.1 und B) die Posenverfeinerung aus Kapitel 3.5.2. Fu¨r jeden die-
ser Schritte (A und B) wurden optimale Parameter nach der Parameteroptimierung
A (Kapitel 3.7.6) bzw. Parameteroptimierung B (Kapitel 3.7.6) pro Lerndatensatz
bestimmt, die im Kapitel 4.5.1 in den Tabellen 4.17 bzw. 4.18 aufgefu¨hrt sind. Um
eine Parameterwahl treffen zu ko¨nnen wurden in Kapitel 4.5.2 je Schritt (A bzw.
B) und Parameter das Minimum, der Median, das arithmetische Mittel ∅ und das
Maximum der pro Lerndatensatz optimierten Parameter (Tabelle 4.17 bzw. 4.18)
bestimmt. Diese sind in den Tabellen 4.19 bzw. 4.20 im Kapitel 4.5.2 zu finden.
Fu¨r alle Kombinationen der Parametersa¨tze aus Tabelle 4.19 (Parameteroptimierung
A) und Tabelle 4.20 (Parameteroptimierung B) wurde die Kostenfunktion cB bzw.
cˆB nach Gleichung 3.122 (Kapitel 3.7.6) mit den Lern- bzw. Testdatensa¨tzen (siehe
Kapitel 3.7.5) berechnet. Diese Ergebnisse (cB bzw. cˆB) sind fu¨r die 15 Lern- bzw.
Testdatensa¨tze in den Tabellen F.1-F.5 eingetragen.
Neben den in Metern angegeben Kosten cB bzw. cˆB der Gleichung 3.122 (Kapi-
tel 3.7.6), sind die durchschnittlichen Kosten c∅B bzw. ˆc∅B pro beru¨cksichtigtem
Frame aus den Lern- bzw. Testdatensa¨tzen in Zentimetern in den Tabellen F.1-F.5
angegeben. Auf die durchschnittlichen Kosten c∅B bzw. ˆc∅B haben nur die beru¨ck-
sichtigten Frames der Lern- bzw. Testdatensa¨tze (mit je 199 Frames pro Datensatz)
einen Einfluss. So wurden ca. 1 − 5 % der Daten eines Lern- bzw. Testdatensatzes
nicht beru¨cksichtigt (dB = 0 in Gleichung 3.122), da keine bzw. eine unrealisti-
sche Detektion festgestellt werden konnte (siehe Parameteroptimierung B bzw. A
aus Kapitel 3.7.6). c∅B und ˆc∅B sind lediglich zusa¨tzliche Angaben, die den Fehler
entsprechend der Kostenfunktion nach Gleichung 3.122 (Kapitel 3.7.6) auf die ver-
wendeten Frames beschreiben.
Aus den aufgefu¨hrten Kombinationen der Parameter der beiden Schritte (A und B,
erste und zweite Spalte der Tabellen F.1-F.5) wurden fu¨r jeden Datensatz die jeweils
zwei besten Ergebnisse farblich markiert (bestes Ergebnis cB in Blau, zweitbestes
Ergebnis cB in Cyan, bestes Ergebnis cˆB in Rot und das zweitbeste Ergebnis cˆB in
Magenta).
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Tabelle F.1 zeigt die Ergebnisse der ersten drei Datensa¨tze und Tabelle F.2, die der
Datensa¨tze #4−#6.
Tabelle F.1.: Ergebnisu¨bersicht (1) der Posenbestimmung aus Kapitel 3.5.1 und 3.5.2
Datensa¨tze #1 - #3
Einheiten: cB bzw. cˆB in m und c∅B bzw. ˆc∅B in cm
A B #1 #2 #3
cB c∅B cˆB ˆc∅B cB c∅B cˆB ˆc∅B cB c∅B cˆB ˆc∅B
Min Min 7,9 4,1 8,5 4,4 8,3 4,2 7,6 4,0 9,0 4,7 8,6 4,5
Min Med 7,3 3,8 8,1 4,2 8,1 4,1 7,4 3,9 8,6 4,4 8,0 4,1
Min ∅ 7,4 3,9 8,1 4,2 8,3 4,2 7,5 4,0 8,6 4,4 8,1 4,2
Min Max 8,3 4,4 8,7 4,6 9,3 4,7 7,9 4,2 9,4 4,8 8,8 4,6
Med Min 7,6 4,0 8,2 4,3 8,2 4,1 7,7 4,1 8,3 4,3 8,7 4,5
Med Med 6,9 3,6 7,6 4,0 7,7 3,9 7,6 4,0 7,6 3,9 7,9 4,1
Med ∅ 7,1 3,7 7,5 3,9 8,0 4,0 7,5 3,9 7,9 4,1 8,0 4,2
Med Max 8,0 4,2 8,2 4,3 9,1 4,6 7,9 4,2 8,6 4,4 8,6 4,5
∅ Min 7,8 4,1 7,8 4,1 8,5 4,3 7,5 3,9 8,4 4,4 8,6 4,5
∅ Med 7,1 3,7 7,5 3,9 8,1 4,1 7,5 3,9 7,7 4,0 7,7 4,0
∅ ∅ 7,3 3,8 7,3 3,8 8,3 4,2 7,4 3,9 8,0 4,1 7,9 4,1
∅ Max 8,2 4,3 8,1 4,2 9,5 4,8 7,9 4,2 8,8 4,5 8,4 4,4
Max Min 7,7 4,0 6,7 3,5 7,4 3,8 6,8 3,6 8,0 4,1 7,8 4,0
Max Med 6,8 3,6 6,7 3,5 7,0 3,5 6,7 3,5 6,9 3,6 7,2 3,7
Max ∅ 7,0 3,6 6,6 3,4 7,2 3,7 6,6 3,5 7,4 3,8 7,3 3,8
Max Max 7,8 4,1 7,1 3,7 8,4 4,3 7,2 3,8 7,8 4,1 7,9 4,1
Tabelle F.2.: Ergebnisu¨bersicht (2) der Posenbestimmung aus Kapitel 3.5.1 und 3.5.2
Datensa¨tze #4 - #6
Einheiten: cB bzw. cˆB in m und c∅B bzw. ˆc∅B in cm
A B #4 #5 #6
cB c∅B cˆB ˆc∅B cB c∅B cˆB ˆc∅B cB c∅B cˆB ˆc∅B
Min Min 8,9 4,6 8,2 4,2 8,4 4,3 8,5 4,5 8,5 4,4 8,3 4,3
Min Med 7,9 4,1 7,5 3,9 8,3 4,3 8,1 4,3 7,8 4,1 8,1 4,2
Min ∅ 8,1 4,1 7,7 3,9 8,3 4,3 8,4 4,4 8,0 4,1 8,3 4,3
Min Max 9,3 4,8 8,3 4,3 8,6 4,4 8,6 4,5 8,8 4,6 9,0 4,7
Med Min 7,9 4,0 8,1 4,2 7,6 3,9 9,2 4,8 8,5 4,4 7,9 4,1
Med Med 7,5 3,8 7,4 3,8 7,3 3,8 8,8 4,6 7,7 4,0 7,5 3,9
Med ∅ 7,6 3,9 7,4 3,8 7,6 3,9 8,8 4,6 7,8 4,1 7,7 4,0
Med Max 8,6 4,4 8,2 4,2 7,8 4,0 9,2 4,8 8,5 4,4 8,5 4,4
∅ Min 7,8 4,0 7,9 4,1 7,4 3,8 8,8 4,6 8,2 4,2 7,9 4,1
∅ Med 7,4 3,8 7,3 3,7 7,3 3,8 8,4 4,4 7,3 3,8 7,5 3,9
∅ ∅ 7,7 3,9 7,2 3,7 7,5 3,9 8,4 4,4 7,5 3,9 7,7 4,0
∅ Max 8,8 4,5 8,1 4,2 7,9 4,1 8,8 4,6 8,3 4,3 8,6 4,4
Max Min 8,1 4,2 7,3 3,8 7,2 3,7 7,7 4,0 7,8 4,1 7,6 3,9
Max Med 7,4 3,8 6,9 3,6 7,0 3,6 7,2 3,8 6,7 3,5 7,4 3,8
Max ∅ 7,5 3,9 7,0 3,6 7,1 3,6 7,0 3,7 6,8 3,6 7,7 4,0
Max Max 8,6 4,4 8,0 4,1 7,5 3,9 7,5 3,9 7,6 4,0 8,6 4,4
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In Tabelle F.3 sind die Ergebnisse der Datensa¨tze #7−#9 gezeigt.
Tabelle F.3.: Ergebnisu¨bersicht (3) der Posenbestimmung aus Kapitel 3.5.1 und 3.5.2
Datensa¨tze #7 - #9
Einheiten: cB bzw. cˆB in m und c∅B bzw. ˆc∅B in cm
A B #7 #8 #9
cB c∅B cˆB ˆc∅B cB c∅B cˆB ˆc∅B cB c∅B cˆB ˆc∅B
Min Min 8,0 4,1 8,0 4,1 9,0 4,7 9,1 4,7 8,8 4,6 9,1 4,8
Min Med 7,6 3,9 7,9 4,1 8,8 4,6 8,4 4,3 8,4 4,4 8,5 4,4
Min ∅ 7,3 3,8 8,0 4,1 8,8 4,6 8,2 4,2 9,0 4,7 8,6 4,5
Min Max 8,2 4,2 8,8 4,6 9,8 5,1 9,0 4,7 9,7 5,1 9,2 4,8
Med Min 7,9 4,1 7,7 4,0 8,2 4,3 8,8 4,6 7,9 4,1 8,7 4,6
Med Med 7,8 4,0 7,2 3,7 8,2 4,3 8,2 4,2 7,6 4,0 8,2 4,3
Med ∅ 7,3 3,8 7,7 4,0 8,0 4,2 8,1 4,2 8,1 4,2 8,3 4,4
Med Max 8,1 4,2 8,4 4,4 9,0 4,7 8,9 4,6 8,9 4,6 8,9 4,7
∅ Min 7,8 4,0 8,0 4,1 7,8 4,1 8,9 4,6 7,7 4,0 8,8 4,6
∅ Med 7,6 3,9 7,7 4,0 8,0 4,2 8,4 4,3 7,3 3,8 8,0 4,2
∅ ∅ 7,2 3,7 8,0 4,1 7,9 4,1 8,3 4,3 7,9 4,1 8,2 4,3
∅ Max 8,0 4,1 8,8 4,6 8,8 4,6 9,1 4,7 8,5 4,4 8,8 4,6
Max Min 7,3 3,8 7,2 3,8 6,7 3,5 7,9 4,1 7,7 4,0 8,0 4,2
Max Med 7,0 3,6 7,0 3,6 7,0 3,6 7,2 3,7 7,4 3,8 7,1 3,7
Max ∅ 7,1 3,7 7,2 3,7 6,9 3,6 7,3 3,7 7,8 4,0 7,1 3,7
Max Max 7,6 3,9 7,7 4,0 8,0 4,2 7,9 4,1 8,8 4,6 7,9 4,1
Die Tabelle F.4 zeigt die Ergebnisse der Datensa¨tze #10−#12.
Tabelle F.4.: Ergebnisu¨bersicht (4) der Posenbestimmung aus Kapitel 3.5.1 und 3.5.2
Datensa¨tze #10 - #12
Einheiten: cB bzw. cˆB in m und c∅B bzw. ˆc∅B in cm
A B #10 #11 #12
cB c∅B cˆB ˆc∅B cB c∅B cˆB ˆc∅B cB c∅B cˆB ˆc∅B
Min Min 8,0 4,1 8,3 4,3 10,1 5,2 8,2 4,3 8,4 4,3 8,0 4,3
Min Med 8,0 4,1 7,5 3,9 10,0 5,1 7,8 4,0 7,6 3,9 7,5 4,0
Min ∅ 8,2 4,2 7,7 4,0 9,9 5,1 7,9 4,1 7,5 3,8 7,5 4,0
Min Max 8,4 4,4 8,4 4,4 10,1 5,2 8,9 4,6 8,2 4,2 8,3 4,4
Med Min 7,1 3,7 8,3 4,4 8,3 4,2 8,4 4,4 8,0 4,1 7,9 4,2
Med Med 7,0 3,6 7,7 4,0 8,1 4,2 8,0 4,2 7,2 3,7 7,9 4,2
Med ∅ 7,2 3,7 7,6 4,0 7,8 4,0 8,1 4,2 7,3 3,7 7,7 4,1
Med Max 7,5 3,9 8,7 4,6 8,6 4,4 9,0 4,6 7,9 4,0 8,4 4,5
∅ Min 7,1 3,7 8,3 4,3 8,6 4,4 7,9 4,1 7,8 4,0 7,7 4,1
∅ Med 7,1 3,7 7,5 3,9 8,3 4,2 7,5 3,9 7,1 3,6 7,7 4,1
∅ ∅ 7,2 3,7 7,5 3,9 8,1 4,2 7,6 4,0 7,2 3,7 7,3 3,9
∅ Max 7,5 3,9 8,5 4,5 8,7 4,5 8,4 4,4 7,7 3,9 8,2 4,3
Max Min 7,2 3,7 7,6 4,0 8,2 4,2 7,7 4,0 7,9 4,0 7,2 3,8
Max Med 6,8 3,5 6,8 3,6 8,1 4,1 7,0 3,6 7,0 3,5 7,1 3,8
Max ∅ 7,1 3,7 6,7 3,5 7,7 3,9 7,1 3,7 7,0 3,6 7,0 3,7
Max Max 7,5 3,9 7,7 4,0 8,3 4,3 8,1 4,2 7,5 3,8 7,5 4,0
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Und in Tabelle F.5 sind die Ergebnisse der Datensa¨tze #13−#15 aufgefu¨hrt.
Tabelle F.5.: Ergebnisu¨bersicht (5) der Posenbestimmung aus Kapitel 3.5.1 und 3.5.2
Datensa¨tze #13 - #15
Einheiten: cB bzw. cˆB in m und c∅B bzw. ˆc∅B in cm
A B #13 #14 #15
cB c∅B cˆB ˆc∅B cB c∅B cˆB ˆc∅B cB c∅B cˆB ˆc∅B
Min Min 8,2 4,3 8,0 4,1 8,3 4,3 8,5 4,3 8,6 4,4 8,6 4,4
Min Med 7,1 3,7 7,7 3,9 7,7 3,9 7,6 3,9 7,6 3,9 7,9 4,0
Min ∅ 7,3 3,8 7,5 3,8 8,0 4,1 8,0 4,1 7,8 4,0 8,2 4,2
Min Max 8,1 4,2 8,4 4,3 8,7 4,5 8,9 4,5 8,9 4,6 8,7 4,5
Med Min 8,3 4,3 7,6 3,9 8,6 4,4 8,0 4,1 8,3 4,3 8,3 4,3
Med Med 7,6 4,0 7,8 4,0 7,5 3,9 7,2 3,7 7,3 3,8 7,7 3,9
Med ∅ 7,7 4,0 7,7 3,9 7,7 4,0 7,6 3,9 7,3 3,8 7,8 4,0
Med Max 8,4 4,3 8,3 4,2 8,5 4,4 8,5 4,3 8,4 4,3 8,6 4,4
∅ Min 8,4 4,3 7,7 4,0 8,0 4,1 8,0 4,1 7,8 4,0 8,2 4,2
∅ Med 7,6 4,0 7,8 4,0 7,4 3,8 7,4 3,8 7,0 3,6 7,5 3,8
∅ ∅ 7,6 4,0 7,6 3,9 7,5 3,8 7,7 4,0 7,2 3,7 7,6 3,9
∅ Max 8,4 4,4 8,4 4,3 8,4 4,3 8,7 4,4 8,2 4,2 8,4 4,3
Max Min 7,6 3,9 7,2 3,7 7,6 3,9 7,6 3,9 8,0 4,1 7,6 3,9
Max Med 7,2 3,8 6,9 3,6 6,8 3,5 6,8 3,5 6,7 3,5 6,8 3,5
Max ∅ 7,3 3,8 7,0 3,6 7,1 3,6 7,2 3,6 7,1 3,7 6,9 3,6
Max Max 7,9 4,1 7,8 4,0 7,7 4,0 8,0 4,1 8,1 4,2 7,7 4,0
Die Auswertung nach der Anzahl NcB bzw. NcˆB der jeweils besten/zweitbesten Er-
gebnisse u¨ber alle Datensa¨tze (Lern- bzw. Testdatensa¨tze) findet sich in der Tabel-
le 4.21 im Kapitel 4.5.2.
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