Approximate clustering of incomplete fingerprints  by Figueroa, A. et al.
Journal of Discrete Algorithms 6 (2008) 103–108
www.elsevier.com/locate/jda
Approximate clustering of incomplete fingerprints
A. Figueroa a, A. Goldstein b, T. Jiang c,d,1, M. Kurowski e,
A. Lingas f,2, M. Persson f,∗
a Department of Computer Science, University of Texas-Pan American, TX, USA
b Department of Mathematics, Yeshiva University, NY, USA
c Computer Science Department, University of California, Riverside, CA, USA
d Department of Computer Science, Tsinghua University, Beijing, China
e Institute of Informatics, Warsaw University, Poland
f Department of Computer Science, Lund University, Sweden
Received 3 May 2005; received in revised form 27 April 2006; accepted 5 January 2007
Available online 27 March 2007
Abstract
We study the problem of clustering fingerprints with at most p missing values (CMV(p) for short) naturally arising in oligonu-
cleotide fingerprinting, which is an efficient method for characterizing DNA clone libraries. We show that already CMV(2) is
NP-hard. We also show that a greedy algorithm yields a min(1 + lnn,2 + p ln l) approximation for CMV(p), and can be im-
plemented to run in O(nl2p) time. We also introduce other variants of the problem of clustering incomplete fingerprints based on
slightly different optimization criteria and show that they can be approximated in polynomial time with ratios 22p−1 and 2(1− 122p ),
respectively.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
In this paper, we study the problem of clustering binarized fingerprints with at most p missing values (CMV(p) for
short, see Section 2) which arises very naturally in the problem of characterizing DNA clone libraries, especially in
the so called oligonucleotide fingerprinting method [3,5,7,10,11]. CMV(p) is a combinatorial optimization problem
where one tries to identify clusters and resolve the missing values in the fingerprints simultaneously. The objective
is to minimize the number of clusters and the motivation behind is the minimum description length (MDL) principle
(or Occam’s razor) which makes it natural to consider the problem of partitioning the fingerprints into the smallest
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the hypothesis that biomolecular diversity is a precious resource [4].
The CMV(p) problem was first considered and motivated in [4] where it was shown to be NP-hard for p  3 and
polynomially solvable for p = 1. However, the case p = 2 was stated as open in [4]. In [4], also polynomial-time
heuristics for CMV(p) were presented. One of them achieves the approximation ratio of 2p . The other greedy, which
seems more practical, is based on MINIMUM CLIQUE PARTITION on graphs, the algorithm builds clusters iteratively
by finding maximum cliques as well as maximal cliques on graphs built with binarized fingerprints; it runs in time
O(p2pn2), where n is the number of binarized fingerprints [4].
In this paper, we show that CMV(2) is NP-hard by a reduction from the minimum vertex cover problem on planar,
cubic, 3-connected and triangle-free graphs. Furthermore, we show that the aforementioned greedy heuristic yields
a min(1+ lnn,2+p ln l) approximation for CMV(p), and can be implemented in O(nl2p) time,3 where l denotes the
length of a fingerprint vector. We also introduce two other variants of the problem of clustering fingerprint vectors with
at most p missing values based on slightly different optimization criteria. The first variant, termed as the problem of
inside compatible clustering with at most p missing values (IECMV(p) for short) is defined analogously to CMV(p)
with the exception that now the number of compatible (i.e., identical on positions not containing missing values) pairs
of vectors within the same clusters is maximized instead of the minimization of the cardinality of the partition. The
second variant, denoted as the problem of outside compatible clustering with at most p missing values (OECMV(p)
for short) is again defined analogously to CMV(p) with the exception that now the number of compatible pairs of
vectors belonging to different clusters is minimized. In this paper we show that, for any p = O(logn), IECMV(p) can
be approximated in polynomial time with ratio 22p−1 whereas in case no two compatible vectors both have missing
values at the same position OECMV(p) can be approximated in polynomial time with ratio 2(1 − 122p ).
Our paper is structured as follows. In Section 2, we provide more formal definitions of the problems of clustering
binary fingerprints vectors that take into account missing values. In Section 3, the NP-hardness of CMV(2) is proved.
The computational complexity of CMV(2) was stated as an open problem in [4]. In Section 4, we consider the greedy
algorithm for CMV(p) and prove that it yields an approximation ratio of min(1 + lnn,2 + p ln l). We also show how
to implement the greedy algorithm for CMV(p) in order to reduce its running time to O(nl2p). In Section 5, we
prove that for any p = O(logn), IECMV(p) can be approximated in polynomial time with ratio 22p−1 whereas the
aforementioned restriction of OECMV(p) can be approximated in polynomial time with ratio 2(1 − 122p ).
2. Definitions
We consider binarized fingerprints obtained from hybridization intensity data, which are vectors of 1 (hybridiza-
tion), 0 (no hybridization) or N (unknown classifications, i.e., a missing value). Let n be the number of fingerprint
vectors and let l denote the length of a fingerprint vector. Two fingerprints vectors fi and fj are compatible if for any
position they differ fi or fj has N at this position. A 0–1 vector r is a resolved vector of a 0–1–N fingerprint vector f
if it is identical with f on all positions having 0 or 1 in f . Formally, we define the three different approaches to the
problem of clustering fingerprints with at most p missing values as follows.
The problem of clustering with p missing values (CMV(p) for short) is to partition a set F of 0–1–N fingerprint
vectors of length l with at most p symbols N into disjoint subsets F1, . . . ,Fk such that for each 1 i  k, any two
vectors in Fi are compatible and the cardinality k of the partition is minimized.
The problem of inside compatible clustering with p missing values (IECMV(p) for short) is defined analogously
with the exception that the total number of compatible pairs of vectors within the same clusters is maximized instead
of the minimization of the cardinality of the partition.
The problem of outside compatible clustering with p missing values (OECMV(p) for short) is again defined anal-
ogously with the exception that now the number of compatible pairs of vectors belonging to different clusters is
minimized.
Since the total number of compatible pairs is bounded, IECMV is dual to OECMV—an exact solution to
IECMV(p) is an exact solution to OECMV(p) and vice versa.
3 In the microbial rDNA clone classification project in [4], p is around 4.
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The CMV(p) problem has been proved to be NP-hard for p  3 and solvable in polynomial time for p = 1 in [4].
The case p = 2 has been stated as an open problem in [4]. In the following, we prove that even for p = 2, CMV(p) is
NP-hard.
To prove the NP-hardness of CMV(2), we show a reduction from the minimum vertex cover problem (MVC for
short) on planar, cubic, 3-connected and triangle-free graphs, which is known to be NP-hard from [9], to the CMV(2)
problem. The MVC problem is defined as follows. Given a graph H = (V ,E), find a subset V ′ ⊆ V such that, for each
edge (u, v) ∈ E, at least one of u and v belongs to V ′ and the cardinality of V ′ is minimized. To show the reduction,
consider a planar, cubic, 3-connected and triangle-free graph G = (V ,E). Let e ∈ E be an arbitrary edge incident with
faces a and b. Denote the faces incident with the ends of e as a, b, x and a, b, y respectively (see Fig. 1). Faces a, b
(x, y) are called close (far) neighbors of e.
Let F denote the set of faces in G. We construct a set of 0–1–N fingerprint vectors as follows. For each edge e
in G we define a 0–1–N fingerprint vector fe of length |F | as follows: set the positions a and b to 1, the positions x
and y to N , and the remaining ones to 0. To show the NP-hardness of CMV(2), we first need to prove the following
lemma.
Lemma 1. Given a planar, cubic, 3-connected, triangle-free graph. Edges e and e′ share a common vertex if and only
if the vectors fe and fe′ are compatible.
Proof. First, suppose that the edges e and e′ share a common vertex v. Let the faces incident with v be denoted
as p, q , r . The resolved vector fp,q,r has 1 at positions p, q , r and 0 on the remaining positions. Clearly, fp,q,r is
compatible with both fe and fe′ and this proves the first part of the lemma. Second, suppose that for some non-incident
edges e and e′ the vectors fe and fe′ are compatible. Let close and far neighbors of e be a, b and x, y respectively.
Similarly, let close and far neighbors of e′ be a′, b′ and x′, y′. Since a, b, a′, and b′ are set to 1 in the construction of
the set of fingerprint vectors and furthermore, since fe and fe′ are compatible, it follows that {a, b} ⊂ {a′, b′, x′, y′}
and {a′, b′} ⊂ {a, b, x, y}. Essentially, we need to consider three different cases. First, note that one of these cases,
namely when a = a′, b = x′, b′ = x, implies that e and e′ share a common vertex.
Case a = a′, b = b′ (see Fig. 2). Note that one can separate G′ from G′′ by deleting 2 vertices—a contradiction.
Case a = x′, b = y′, a′ = x, b′ = y (see Fig. 3). Note that one of G′ and G′′ can not be empty because otherwise
there would be a triangle in G. Let us assume that G′ is not empty. It can be separated from the rest of the graph by
removal of 2 vertices—a contradiction.
Note that all the other possible cases that may occur are symmetric to either case 1, case 2 or case 3 and therefore
they are omitted here. 
It remains to show that the vectors can be divided into k clusters if and only if G has a vertex cover of cardinality k.
First, suppose that the vectors have been divided into clusters F1, . . . ,Fk . As every pair of vectors from cluster Fi
share a common vertex and there are no triangles in G all the vectors from Fi share a common vertex. Let us denote
it by ui . Clearly u1, . . . , uk constitute a vertex cover for G. Second, suppose that we have a vertex cover u1, . . . , uk
for G. Clearly, we can divide the set of vectors into k clusters selecting to the ith cluster the vectors corresponding to
the edges incident with ui . We have proved the following theorem.
Fig. 1. Far and close neighbors of e. Fig. 2. Case a = a′ , b = b′ .
Fig. 3. Case a = x′ , b = y′ ,
a′ = x, b′ = y.
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4. Approximation of CMV(p)
In this section we consider the greedy heuristics for CMV(p) and prove that a greedy strategy yields an approxima-
tion ratio of min(1 + lnn,2 +p ln l). We also give some implementation details about how to carefully implement the
greedy algorithm for CMV(p) in order to achieve a running time of O(nl2p). Theorem 3 summarizes these results.
Theorem 3. CMV(p) can be approximated in time O(nl2p) with ratio min(1 + lnn,2 +p ln l). For p = O(logn) the
approximation algorithm runs in polynomial time.
Proof. Apply the greedy heuristic which iterates the following step while the set of remaining vectors is non-empty:
add the largest possible cluster (i.e., the maximum clique in the compatibility graph4) to the current clustering and
remove the vectors belonging to the cluster from the set of remaining vectors (see Fig. 5).
Since the operation of the greedy heuristic can be interpreted as covering the input set of vectors with subsets in
one to one correspondence with the possible maximal clusters, it yields the min(1 + lnn,2 + p ln l) approximation
ratio [6]. This is because the size of each clique is at most min(n, ( l0
) + ( l1
) + · · · + ( l
p
)
).
Let us focus now on some details of implementation. For a fingerprint x (set of fingerprints X), let res(x) (res(X))
be the set of all resolved fingerprints compatible with x (with some element of X).
First we compute an auxiliary bipartite graph H with set of vertices (A,B) where A = res(F ) and B = F . For
x ∈ A and y ∈ B , the edge xy is present in H iff x and y are compatible. The algorithm is summarized in Fig. 4.
There is a technical obstacle we have to take care of. When we go through the vertices from B , for each of them
computing its resolved neighbors in A, we have to ensure that no duplicated fingerprints appear in A (see line 4,
Fig. 4).
To perform the check in O(l) time one can represent set A with a rooted binary tree, with edges labeled with 0
or 1. Namely every fingerprint x ∈ A is represented by a leaf x˜ in the tree, such that the sequence of labels on path
from root to x˜ is equal x. In order to check whether x ∈ A or not, we need to traverse a single path in the tree. The
construction of H takes O(nl2p) time.
Observe that each maximal clique corresponds to some resolved fingerprint (possibly not unique). Subsequently
the maximum clique corresponds to the resolved fingerprint x ∈ A with the largest degree in H .
To look for the vertices of the largest degree in A fast, we store them in a priority queue Q.
Since all keys in Q are bounded from above by n, it can be implemented as a list of ranked queues. For each
i = 1, . . . , n, the ranked queue Qi stores elements of Q with key equal to i. Operation DeleteMax deletes the element
from the last nonempty queue. The total time of all DeleteMax operations is O(|Q|+n). Observe that if Qi are doubly
linked lists, one can implement DecreaseKey operation in constant time.
At each step of the Greedy Clustering algorithm (see Fig. 5) we take an arbitrary vertex x ∈ Q of the largest degree,
delete all the edges incident with x and their ends together with incident edges. In the algorithm above we assume that
Let A := ∅, B := F and E := ∅
for all x ∈ B do
for all y ∈ res(x) do
if y /∈ A then
Insert(y,A)
Insert(E,xy)
Fig. 4. The algorithm for con-
struction of H = (A,B,E).
for all x ∈ A do
Insert(x,Q) {Q is a priority queue with respect to key deg(x)}
while Q is not empty do
x := DeleteMax(Q)
Begin reporting a new cluster
for all y neighbor of x do
Report(y)
DeleteB(y)
DeleteA(x)
Fig. 5. The Greedy Clustering algorithm.
4 Given a set of 0–1–N fingerprint vectors F , define the compatibility graph of F , GF = (F,EF ), where two vertices (fingerprints) are adjacent
if and only if they are compatible.
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additionally updates the keys of the neighbors of x in Q by calling DecreaseKey.
As every edge and every vertex is deleted from H only once it is clear that the complexity of this phase is linear in
the size of H , i.e., O(n2p). 
5. Approximation of IECMV(p)
In this section, we shall reduce IECMV(p) and a restricted version of OECMV(p) to special variants of maxi-
mum and minimum satisfiability problems which will yield polynomial-time constant-factor approximations for both
problems.
First we shall show that IECMV(p) can be expressed as a variant of maximum satisfiability problem where the
formula is in disjunctive normal form (DNF).
To construct the formula for each input vector 1 i  n and each position 1 j  p of N in the vector, we reserve
the variable xi,j . Next, for each pair of compatible vectors i and i′, i < i′, we form an auxiliary formula Gi,i′ out of
these variables as follows. For each position j of N in the vector i we define the component formula P(i, i′, j) to be
respectively xi,j , x¯i,j or xi,j xi′,j ′ ∨ x¯i,j x¯i′,j ′ if 1, 0 or j ′th N respectively occurs on the position corresponding to xi,j
in the vector i′. Similarly, for each position j ′ of N in the vector i′, we define the component formula Q(i′, i, j ′) to be
respectively xi′,j ′ , x¯i′,j ′ or 1 if 1, 0 or N respectively occurs on the position corresponding to xi,j in the vector i′ (note
that the N case is already taken care by P(i, i′, j)). Now, the formula Gi,i′ is simply the conjunction of the at most 2p
aforementioned component formulas P(i, i′, j) and Q(i′, i, j ′). Note that the component formulas can totally contain
at most p disjunctions (in one to one correspondence with overlapping Ns in the vectors i and i′). Hence, Gi,i′ can
be easily transformed into a DNF formula Hi,i′ with at most 2p conjunctive clauses of length  2p by de Morgan’s
Laws. Let H be the DNF formula obtained by taking the disjunction of the formulas Hi,i′ over all compatible input
vector pairs i, i′, where i < i′.
For example, if there are just two input vectors 1NN and N0N then the formula H (H = H1,2) is as follows:
x¯1,1x1,2x2,2x2,1 ∨ x¯1,1x¯1,2x¯2,2x2,1.
Note that an 0–1 assignment to the variables in H specifies an assignment to Ns in the input vectors and thus their
clustering, and vice versa. Furthermore, at most one of the conjunctive clauses in a Hi,i′ formula can be satisfied by
the assignment. Hence, conjunctive clauses of H satisfied by the assignment are in one to one correspondence with
pairs of compatible vectors in the same cluster of the clustering corresponding to the assignment. We conclude that an
approximate solution with ratio r to the maximum satisfiability problem for H yields an approximate solution with
ratio r to IECMV(p) for the input vectors and vice versa. By [8], the maximum satisfiability problem for DNF formu-
las with conjunctive clauses of length at most k admits a polynomial-time approximation algorithm with ratio 2k−1.
Hence, we obtain the following theorem.
Theorem 4. There is a polynomial-time approximation algorithm with ratio 22p−1 for IECMV(p).
Assume that no two compatible vectors contain N at the same position and consider the negation of the formula
H from the proof of Theorem 4. By applying de Morgan’s Laws to the negated formula, we obtain a formula K
in a conjunctive normal form (CNF for short) whose clauses are in one to one equivalence with the negations of
conjunctive clauses of F . Hence, for any 0–1 assignment A of the variables in H , two compatible vectors i and
i′ are not in the same cluster of the clustering corresponding to A if and only if all the clauses of K equivalent to
the negations of the conjunctive clauses in the DNF formula Hi,i′ being a part of H are satisfied by A. However Hi,i′
contains only one conjunctive clause by our assumption that no two compatible vectors contain N at the same position.
It follows then that the problem of finding the minimum number of clauses in K which can be simultaneously satisfied
is equivalent to the problem of finding a clustering of the input vectors minimizing the number of compatible vector
pairs not sharing the same cluster, i.e., to the OECMV(p) problem for the input vectors.
Since by the construction of H , each clause of K has length at most 2p, and the problem of minimum
k-satisfiability admits a polynomial-time approximation algorithm with ratio 2(1 − 12k ) [2], we obtain the follow-
ing theorem.
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6. Concluding remarks and open problems
We designed polynomial-time approximation algorithms for three different variants, CMV(p), IECMV(p) and
restricted OECMV(p), of the problem of clustering fingerprints with p missing values. In particular, we presented
a greedy approximation algorithm for CMV(p), running in polynomial time for p = O(logn). We also proved the
NP-hardness of CMV(2) and by this, the complexity status of CMV(p) for all possible values of the parameter p
is resolved. Several open problems remain. Several of them have been raised during joint discussions with Leszek
Ga¸sieniec and Peter Damaschke, and some of them by the referees.
(1) Is there a tight example for the greedy heuristic for CMV(p) which actually can be (logn) larger than the
optimal, as in the case of SET COVER?
(2) For small p, the size of each cluster in a solution to CMV(p) seems to be very small. Maybe a more practical
criteria would be something like correlation clustering [1]?
(3) Does OECMV(p) in the general case admit an O(1)-approximation polynomial-time algorithm?
(4) Does the greedy heuristic yield also a non-trivial approximation ratio for IECMV(p)? Some experimental work
would be helpful in order to develop intuitions about this question.
(5) Is there any non-trivial approximation relationship between CMV(p), IECMV(p) and OECMV(p). Again, some
experimental work would be useful here.
(6) For a set of 0–1–N fingerprint vectors, one can consider several problems related to the construction of phylo-
genetic trees. For instance, find an assignment to the N -positions which, for the resulting vectors, yields perfect
phylogeny or a phylogenetic tree of minimum size or a phylogenetic tree with minimum number of mutations etc.
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