Abstract. We consider a situation where dislocations are parallel lines moving in a single plane. For this simple geometry, dislocations dynamics is modeled by a one-dimensional non-local transport equation. We prove a result of existence and uniqueness for all time of the continuous viscosity solution for this equation. A finite difference scheme is proposed to approximate the continuous viscosity solution. We also prove an error estimate result between the continuous solution and the discrete solution, and we provide some simulations.
1. Introduction
Physical motivation.
In this work, we are interested in the dislocations dynamics in a crystal material (see [18] for a physical description of dislocations). A perfect crystal, for small deformations, is well described by the equations of linear elasticity. The real crystals contain, in particular, some line defects called dislocations. The dislocations dynamics is one of the main explanations of the plastic deformation of metals. When we apply an exterior stress, these dislocations lines can move in a slip plane of the crystal. We consider here a simple geometry where the dislocations are parallel lines moving in a same plane (xy). This plane is embedded in a three-dimensional elastic crystal. The particular geometry of this problem leads to the study of a one-dimensional model given by the following non-local transport equation modelling dislocations dynamics: as the resolved Peach-Koehler force; see [20] . It is given by where the function E is the floor function defined by E(v) = k if k ≤ v < k + 1, k ∈ Z. The scalar function u has no physical meaning but it is chosen such that the jumps of E(u) correspond to the positions of dislocations (see Figure 1 ). The velocity c [u] is the sum of two terms. We first assume the existence in the material of obstacles to the motion of dislocations. The term c ext represents the exterior stress created by these obstacles (such as precipitates in the material, other fixed dislocations, other defects, . . . ). We consider obstacles that are independent on time and periodic in space. Namely, we assume that the velocity satisfies (3) c ext ∈ W 1,∞ (R) such that c ext (x + 1) = c ext (x) in R.
The second term c int [u] is a non-local term, given by a convolution with respect to the space variable, and represents the elastic interior stress created by all the dislocations in the material. This term c int [u] is obtained by the resolution of the equations of linear elasticity. For instance, in the model of Peierls-Nabarro (see [5] ), we have in the case of edge dislocation (see [18] ) There is a physical parameter ζ = 0 (depending on the material) which represents the size of the core of the dislocation.
Main results.
In the rest of this paper, we use some adapted norms introduced in the following definition. unif (R), we will show later that the convolution product c 0 f is well defined. This will be applied to define c int [u] with f (x) = E (u(x, t)) − P x.
We denote Lip(R) the space of Lipschitz continuous functions on R.
Existence and uniqueness of a continuous solution.
We consider the following assumptions for the kernel c 0 : One can check easily that the kernel given in (4) satisfies (5) . We consider the initial condition u 0 ∈ Lip(R) such that for x ∈ R (6) u 0 (x + 1) = u 0 (x) + P and 0 < b 0 ≤ u 0 x ≤ B 0 < +∞ a.e.
with b 0 and B 0 some constants and P ∈ N \{0}. This condition means in particular that dislocations are periodically distributed. As mentioned above, in order to study the solutions of (1), we use the theory of continuous viscosity solutions (see [7, 10] 
In [5] , a short time existence and uniqueness result is given for a two-dimensional problem for a single dislocation line. Because in the present work our problem is one-dimensional, we are able to get a refined result for the dynamics of several dislocations in interaction, namely the existence and uniqueness of a solution for all time.
Let us mention that under the more restrictive assumptions that the velocity c [u] is nonnegative, the existence and uniqueness of a solution for all time is proved in [1, 9] .
In the special case where the kernel c 0 is assumed nonnegative, some existence and uniqueness results for all time in any dimension are available in a "Slepčev formulation" (see [8, 14] ).
The previous theorem will be proved in two steps. First, we will prove the result for short time (see for instance [17] ) using a fixed point theorem. Second, we will repeat this short time result on a sequence of time intervals of lengths T n decreasing to zero, such that n∈N T n = +∞.
Remark 1.4. Let us mention three remaining open problems.
• When the initial data u 0 is not monotone, the existence and uniqueness of the solution for all time is an open question.
• We do not know the behavior of the solution as t → +∞.
• If we replace ∂u ∂x in equation (1) by its absolute value, then we have a nonlocal Hamilton-Jacobi equation. Physically, the absolute value would allow us to consider the possible annihilation of two dislocations associated to opposed jumps of E(u). The existence and uniqueness of a solution for all time is an open question in the general case. Nevertheless, in the whole paper we will only consider the case of solutions u monotone in space which allows us to forget the absolute value.
1.2.2.
Convergence of a numerical scheme. We build a finite difference scheme of order one in space and time
• by assuming that it is upwind, • by approximating the non-local term c 0 E (u(·, t)) by a discrete convolution, and • by using an explicit Euler scheme in time. Given a mesh size Δx, Δt and a lattice I d = {(iΔx, nΔt); i ∈ Z, n ∈ N}, (x i , t n ) denotes the node (iΔx, nΔt) and v n = (v n i ) i the values of the numerical approximation of the continuous solution u(x i , t n ). We then consider the following numerical scheme:
Δx ,
We are interested in solutions v n satisfying v n i+K = v n i + P for all i ∈ Z. Then we can check that the discrete velocity satisfies c i+K (
Note that the global scheme v n+1 = S(v n ) given by (7) is not monotone in general because the velocity c i (v n ) depends non-monotonically on the solution v n itself (here some c 0 i are non-positive because we assumed that R c 0 (x) dx = 0). We assume that the mesh satisfies the following CFL (Courant, Friedrichs, Lévy) condition
.
Our second main result is Theorem 1.5 (Error estimate). Let u be the continuous viscosity solution of problems (1), (2) under assumptions (3), (5), (6) . Let v be the discrete solution of the associated finite difference scheme (7)- (10) . Assume that the time step Δt satisfies
Then, there exists two constants
The proof of this theorem is based on the ideas of Crandall and Lions [13] adapted to the case of non-local equations (see [2] ).
Extensive simulations of dislocations dynamics are provided in [16] .
1.3. Brief review of the literature. Let us recall that, in the 1980s, the notion of viscosity solution was first introduced by Crandall and Lions in [11] for first-order Hamilton-Jacobi equations. For an introduction to this notion, see in particular the books of Barles [7] , and of Bardi and Capuzzo-Dolcetta [6] . Recently, Alvarez, Hoch, Le Bouar and Monneau [4, 5] used this theory for the resolution of a non-local Hamilton-Jacobi equation modelling dislocation dynamics. They proved results of short time existence and uniqueness of a discontinuous viscosity solution. Their results are mainly valid for dislocations with the shape of graphs and loops, and they used the level set approach, which was introduced by Osher and Sethian [19] . As already mentioned, in the situation where the non-local velocity is non-negative, Barles and Ley [9] proved that the existence and uniqueness is valid for any time interval for a level set formulation. Still in the case of non-negative velocity, an approach for discontinuous viscosity solution was developed by Alvarez, Cardaliaguet and Monneau [1] . Let us mention, for dislocations dynamics with mean curvature terms, Forcadel in [15] proved a short time existence and uniqueness result.
A numerical analysis was done by Crandall and Lions [13] , for approximations of solutions of Hamilton-Jacobi equations. Convergence of a first-order scheme for an abstract non-local eikonal equation was proved by Alvarez, Carlini, Monneau and Rouy [2] . They also applied this convergence result for the numerical analysis of a non-local Hamilton-Jacobi equation in [3] describing the dynamics of a single dislocation in two dimensions.
1.3.1. Organization of the paper. In Section 2, we give some properties of the solution of an auxiliary local equation, i.e. an eikonal equation where the velocity is assumed to be a given function independent on the solution. In Section 3, we give some properties of the non-local velocity. The existence and uniqueness result of a continuous solution, i.e. Theorem 1.3, is then proved in Section 4. We give preliminary results for the discrete local problem in Section 5 and for the discrete non-local velocity in Section 6. Theorem 1.5 about the error estimate is proved in Section 7. Finally, in Section 8 we give some simulations.
Preliminary results for the eikonal equation with prescribed velocity
In this section, we start by recalling the notion of viscosity solution of an eikonal equation. We then give some properties of the solution of a such equation.
Let T > 0. Consider the following problem:
We make the following assumptions: a) the velocity c : R × (0, T ) −→ R is bounded, Lipschitz continuous in space and in time, b) the initial data u 0 ∈ Lip(R). We recall the notions of viscosity subsolutions, supersolutions and solutions for (13) (see [10] ). We denote
We then define Definition 2.1 (Viscosity subsolution, supersolution and solution).
is a viscosity subsolution of (13) if the following properties hold:
is a viscosity supersolution of (13) if the following properties hold:
is a continuous viscosity solution of (13) if it is both a viscosity subsolution and a viscosity supersolution of (13) .
We have the following a priori estimates for the solution of the eikonal equation. These estimates are may be quite classical, and part of them is already proved in [5] , but we give a proof for sake of completeness.
Proposition 2.2 (a priori estimates for the solution of the eikonal equation).
Assume that c ∈ W 1,∞ (R × [0, T ]) and u 0 ∈ Lip(R) such that |(u 0 ) x | ≤ B 0 a.e. and (u 0 ) x ≥ b 0 a.e. for some B 0 > b 0 > 0. Then, there exists a unique continuous viscosity solution u on R × [0, T ) of problem (13). Moreover, u ∈ Lip(R × [0, T )). With L c := L c (t) = |c x (·, t)| L ∞ (R) , B(t) = B 0 e L c t and b(t) = b 0 e −L c t ,
we have the following estimates:
i) for every 0 ≤ t < T ,
and
Proof of Proposition 2.2. We refer to [7, Theorem 2.8, page 38] for the proof of existence and uniqueness of a solution u. We introduce the double variables (x, y) ∈ R 2 and set the half-plane Ω = {x ≥ y}. Consider the following problem:
Then, w(x, y, t) = u(x, t) − u(y, t) is a continuous viscosity solution of problem (14)
(we refer to [12, Lemma 2, page 357] for a proof). Let Φ(x, y, t) = B(t)(x − y). Then, we have Claim 1. Φ is a (viscosity) supersolution of problem (14) . As a matter of fact, since Φ is smooth, Φ is a classical supersolution of problem (14) . Indeed, on the one hand, we have
On the other hand, we have
Moreover,
We then obtain 
We deduce that
Passing to the limit in (17), by Rademacher's Theorem [7] , we get
We now prove the Lipschitz in time estimate. Let (
and (17) we obtain
and then
We now give a stability result. 
where
This result has been proved in [5] . For sake of completeness we give it here.
Proof of Proposition 2.3. We denotē
We want to prove thatv 2 is a viscosity subsolution of the equation satisfied by
We show that
Moreover, at t = 0, we havev
Hence, we deduce thatv 2 is a subsolution of the equation satisfied by v 1 . Then, by the comparison principle [7] ,
Similarly, we prove the inequalityv 1 ≥ v 2 which leads to
We conclude that
Properties of the non-local velocity
The goal of this section is to prove the following estimate, which will be used in Section 4. (20) . Then,
We will use this estimate later.
This result is the generalization of Lemma 4.2 in [3] to the case of several dislocations where the characteristic function ρ i > 0 is replaced with the floor part E(ρ i ).
To do the proof of Proposition 3.1 we need to introduce the following notation.
, and we assume that Λ ∈ (0, +∞) (other cases are trivial). For k ∈ Z, we denote, for i = 1, 2,
First, we remark that since ρ 1 x ≥ b > 0 and ρ 1 is continuous, there exists a unique a k ∈ R such that ρ 1 (a k ) = k + 1 and we have E 1 k = (−∞, a k ). We will use the following lemma for the proof of Proposition 3.1. 
Proof of Lemma 3.3. The main idea in this proof is to use the minoration of the gradient of the function ρ
which implies (by definition of Λ)
and therefore Figure 2) . The second inclusion can be proved similarly. Figure 2 . Example of functions ρ 1 and ρ 2 satisfying (20) Proof of Proposition 3.1. The main idea in this proof is to bound the function
Therefore,
Let us assume that there exists k ∈ Z such that I(
, one can check easily in Figure 2 that the number of k is less
. Therefore
Taking the supremum on x ∈ R, we get
We recall the following result (we refer to [5] for a proof).
Lemma 3.4 (Norm of the product of convolution). For every
We now present some properties of the non-local velocity.
Lemma 3.5 (Properties of the non-local velocity). Recall that
Then we have the following properties:
(1) The convolution c int is well defined if u x ≥ 0 a.e. and if u(x + 1, t) = u(x, t) + P with P ∈ N \ {0};
then c int is Lipschitz continuous in time with Lipschitz constant
Proof of Lemma 3.5.
(1) From u(x+1, t) = u(x, t)+P , we deduce that E (u(x + 1, t)) = E (u(x, t))+ P and E (u(x + 1, t))
Passing to the floor part, for x ∈ [0, 1[ we obtain
and then |E (u(x, t)) − E (u(0, t))| ≤ P for every x ∈ [0, 1[ and every t ≥ 0 . We remark first that c
where for the last inequality we have used that c 0 (−x) = c 0 (x) for all x ∈ R and R c 0 (x) dx = 0. We now show that c
We now prove the Lipschitz continuity in time of c int . Let x ∈ R, 0 < t, s < T . Then we have
where we have used successively Lemma 3.4, Proposition 3.1 (see Remark 3.2) and the Lipschitz continuity of u we assumed to hold.
Proof of Theorem 1.3
We prove Theorem 1.3 in two main steps. In a first step (see Subsection 4.1), we prove existence and uniqueness for short time, using a fixed point theorem. In a second step (see Subsection 4.2), we extend the result for all time by repeating the argument on successive time intervals. We need to recall Lemma 2.8 of Barles [7] .
Lemma 4.1. Let H be a continuous Hamiltonian. If u ∈ C(Ω × [0, T ]) is a subsolution (respectively, a supersolution) of the problem
then u is a subsolution (respectively, a supersolution) of the problem
This lemma will be applied for H(x, t,
Short time existence and uniqueness of the solution. For c
ext satisfying (3) and c 0 satisfying (5), we denote
Consider four constants satisfying 0 < b 1 < b 0 < B 0 < B 1 , and for T > 0, we set
Clearly, X T − P x is a closed set of the Banach space W 1,∞ (R × [0, T )). We want to establish that there exists a unique solution u ∈ X T of the problem
where u 0 satisfies assumptions (6). For any u ∈ X T such that u(x, 0) = u 0 (x), we consider the continuous viscosity solution v of the problem
The main idea, in this section, is to show that the map (30) is well defined and has a unique fixed point.
We will first show that ϕ is well defined for T small enough, and then show that ϕ is a contraction. Let us define
We first remark that the solution v of (30) is given by Proposition 2.2. Indeed this proposition applies because our initial condition satisfies its assumptions and the velocity c(
by Lemma 3.5 and the definition of X T .
We will now check that v ∈ X T for T small enough. By Lemma 3.5, assertion (2), we know that c
and c
By the a priori estimates for the eikonal equation (Proposition 2.2), we see that the function v satisfies for a.e. (x, t) ∈
and we have B(T * ) ≤ B 1 and b(T * ) ≥ b 1 with the definition of T * in (31). By Lemma 3.5, assertion (2), we know that c(x + 1, t) = c(x, t). Let w(x, t) = v(x + 1, t) − P . Then w(x, 0) = u 0 (x + 1) − P = u 0 (x) = v(x, 0). Then by the space periodicity of the velocity c and the fact that the eikonal equation "does not see the constants", we deduce that w is still a viscosity solution of (30). By the uniqueness of the solution we get that w(x, t) = v(x, t), and therefore v(x + 1, t) = v(x, t) + P . We deduce that v ∈ X T if T ≤ T * .
2) ϕ has a unique fixed point. Let us define
Indeed, the following proposition shows that ϕ is a contraction.
Proposition 4.2 (Contraction). Let v
i = ϕ(u i ) for i = 1, 2. If u i ∈ X T for i = 1, 2, and if u 2 − u 1 L ∞ (R×[0,T )) ≤ P , then v 2 − v 1 L ∞ (R×[0,T )) ≤ 1 2 u 2 − u 1 L ∞ (R×[0,T )) for all T ∈ [0, T 0 ] .
A corollary of this contraction property is

Proposition 4.3 (Short time existence and uniqueness of the solution).
We assume that c ext and c 0 satisfy (3) and (5) and that u 0 satisfies (6) . There then exists a unique continuous viscosity solution u ∈ X T 0 of (29). Step
. For all t ∈ τ 0 , and for all x ∈ R, we compute (33) and get a solution v ∈ X T 0 . We then define
Third by construction, u is a viscosity solution on 0, 
Again applying Step 1 with initial condition
u 0 (·) := u 1 (·, T * 0 ) = u 2 (·, T * 0 ),
NON-LOCAL TRANSPORT EQUATION 1551
we get by the contraction property that ( using (33) ). Contradiction.
Proof of Proposition 4.2. Let v
By the stability result (Proposition 2.3), we have
By Proposition 3.1 and Remark 3.2, we know that
, then combining Proposition 4.2 and Lemma 3.4, we obtain
We set T * * =
Long time existence of the viscosity solution: Proof of Theorem 1.3.
Proof of Theorem 1.3. We will repeat this short time result on a sequence of time intervals of lengths T n decreasing to zero, such that n∈N T n = +∞. We will do the proof in three steps.
Step 1. We rephrase the result of Proposition 4.3. We proved in the previous subsection that given an initial data u 0 such that
x ≤ B 0 and b 1 , B 1 (which will be specified later) such that
there exists a unique viscosity solution u of problem (29) up to time T 0 satisfying
where T 0 is defined by
For given b 0 and B 0 , in order to equalize the two terms in the infimum of (34), we choose μ 0 such that ln μ 0 = Step 2. Definition of the recurrence. We apply successively this reasoning on time intervals of length T n which will be specified below. So, for n ≥ 1, for b n+1 , B n+1 (which will be specified later) there exists a unique solution of the problem (29) up to time T 0 + T 1 + · · · + T n , where
Step 3. Divergence of the series n∈N T n .
Proposition 4.4. With previous notation and the choice of the sequence
This ends the proof of Theorem 1.3.
In the rest of this subsection, we will prove Proposition 4.4. Before proving this proposition we need preliminary results. First, we remark by (36) that
and then by (37) and (38) we get
ln μ n+1 and T n = A ln μ n . The recurrence relation defining the sequence (μ n ) n can be inverted as μ n+1 = G(μ n ) with μ n > 1. Introducing
where by the implicit function theorem F ∈ C We have the following lemma.
Lemma 4.5 (Subsolution for the sequence). Let
Then a 0 > 0. Let ρ a (t) be the solution of
Corollary 4.6 (A lower bound on the sequence (ε n ) n ). Under the assumptions of Lemma 4.5, we consider a sequence
Applying (43) and using the fact that F is increasing, we get
Proof of Lemma 4.5. We set φ(t) = F (ta). Using the Taylor formula with integral remainder, we have
because ρ(t) ∈ [0, a 0 ] from the assumption of the lemma (and the fact that ρ is decreasing in t), which guarantees σ (ρ(t)) ≥ −2. We now estimate
We deduce that F (ρ(t)) − ρ(t + 1) ≥ 0.
Proof of Proposition 4.4. Let us first remark that
We will now show that n≥0 ε n diverges.
If it is not the case, then ε k −→ 0 when k → ∞, and so for k large enough we have ε k ≤ a 0 . Therefore, by Corollary 4.6, we know that ε k+n ≥ ρ(n − 1) for all n ∈ N and ρ(t) = . We deduce that
Then the series n≥0 ε n diverges and n≥0 T n also diverges.
Preliminary results for the discrete local problem
As explained in Subsection 1.2, we construct a numerical scheme for the nonlocal equation by explicitly discretising the time variable by an Euler scheme and the space variable by an upwind scheme. We first study the case of a local equation whose gradient satisfies ∂u ∂x ≥ 0. This leads us to study the following local transport equation:
Given a mesh size Δx, Δt and a lattice 
where the discrete Hamiltonian is chosen so that the scheme is upwind; precisely we choose
and c n i is the discrete velocity. We assume the following CFL condition for the local problem
For the reader's convenience, we recall some useful results proved in [2, 3] . We first recall a discrete gradient estimate from above whose proof is given in [2] . 
Δx
, then
In the following, we also need a discrete gradient estimate from below. 
Proof of Lemma 5.2. First, let us remark that b n ≥ 0 because of the condition Δt < for all i ∈ Z, we check that w n is a discrete subsolution i.e. c
This achieves the proof of Lemma 5.2.
We introduce the grid
We recall the following numerical stability result, whose proof is given in [3, 2] . 
Then there exists a constant C > 0, depending on the discrete gradient estimates on v 1 and v 2 , such that
Preliminary result for the discrete non-local problem
We will prove the analogue of Proposition 3.1 in the framework of discrete solutions. We will use this result in Section 7.
Proposition 6.1 (Estimate of the difference of integer parts in the discrete case).
Consider a discrete function v 1 such that
Assume that there exist two constants B ≥ b > 0 such that for every i ∈ Z we have
Then for all discrete functions v 2 satisfying (50), we get
This result is the discrete analogue of Proposition 3.1. This is also the generalization of Lemma 5. 
Proof of Lemma 6.3. The main idea in this proof is to use the discrete gradient estimate from below. We will estimate in two steps the distance between E 
which implies (by definition of Λ )
Step 2. We have E 
Then we can write
Similarly to (22) in the proof of Proposition 3.1, we get 
= 0 and where we have used the fact that the measure E
Similarly to (24) in the proof of Proposition 3.1, we get
We then conclude that
7. Proof of Theorem 1.5
In this section, we first recall how to get an error estimate between the continuous solution and the discrete solution for a general non-local transport equation for somē T > 0. We are inspired by the work of [2] . 7.1. An abstract error estimate. We consider the continuous viscosity solution u of a general non-local transport equation
We recall that the non-local velocity c [u] belongs to L ∞ ((0,T ), W 1,∞ (R)) and that the solution u is Lipschitz continuous. We will consider a discrete solution v satisfying
where this abstract scheme will be made precise below. For 0 < T ≤T and given a mesh Δ = (Δx, Δt), we denote E
, which will allow us to apply Lemma 5.2. Here we will apply Theorem 7.1 withT = T 0 given in (32) and with T 1 =T * , C = K given by Theorem 7.1. We recall the following notations (see (28) and (31)):
and L = c 
Then c int,Δ is consistent. where we have used in the last time Proposition 6.1. Finally, we apply Theorem 7.1 and we obtain Theorem 1.5.
Example of a simulation
In this section, we provide some numerical simulations showing the behavior of the solution and the dislocations dynamics through obstacles.
We start by an initial data u 0 (x) = 2x. The velocity is chosen as Figure 4 we represent the trajectories of the dislocations x(t) (here there are two dislocations) with the time on the vertical axis and the space on the horizontal one. We recall that the positions of dislocations correspond to the jumps of the floor part of the solution. In Figure 4 we see that the dislocations slow down on the obstacles. Finally, we remark numerically on Figure 3 that the gradient of the solution is far from zero in the regions where we take the floor part of the solution, which is a good behavior for this simulation. We can even say that we can localize the dislocations by the strong variations of the solution. 
