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SUR LES COLLAPSES DE CORPS DIFFE´RENTIELS COLORE´S
EN CARACTE´RISTIQUE NULLE DE´CRITS PAR POIZAT A`
L’AIDE DES AMALGAMES A` LA HRUSHOVSKI.
T. BLOSSIER ET A. MARTIN-PIZARRO∗
Re´sume´. Nous collapsons le corps diffe´rentiel rouge de Poizat en des corps
diffe´rentiellement clos de rang de Morley ω · 2, chacun muni d’un sous-groupe
additif de´finissable de rang ω. En utilisant la de´rive´e logarithmique, on obtient
un corps vert de rang ω · 2 avec un sous-groupe multiplicatif de´finissable divi-
sible contenant le corps des constantes, qui reste de´finissable dans le re´duit a`
la structure de corps vert.
Et ce qu’il advint.
1. Introduction
En 1991, Hrushovski [7, 5] donna une preuve de la conjecture de Mordell-Lang
pour les corps de fonctions. Ce re´sultat e´tait de´ja` connu en caracte´ristique nulle,
mais l’originalite´ de cette nouvelle preuve re´side dans son approche uniforme en
toutes caracte´ristiques. Elle consiste a` remplacer la structure du corps alge´briquement
clos de base, par une structure de corps dans laquelle l’e´nonce´ de Mordell-Lang est
e´quivalent a` la notion mode`le-the´orique de monobase´ pour un certain sous-groupe.
En caracte´ristique nulle, il s’agit de montrer qu’un sous-groupe diffe´rentiel, le noyau
de Manin, est monobase´. Il est alors utilise´ un principe de dichotomie qui est sa-
tisfait par les ge´ome´tries non triviales vivant dans un corps diffe´rentiel universel
(appele´ corps diffe´rentiellement clos) : ces ge´ome´tries sont typiques de celle d’un
corps alge´briquement clos (dans ce cas, le corps des constantes) ou de celle d’un
espace vectoriel. Au de´but des anne´es 80, Zilber avait conjecture´ ce principe de
dichotomie pour toute ge´ome´trie associe´e a` un ensemble fortement minimal. On
rappelle qu’un ensemble fortement minimal est un ensemble irre´ductible de dimen-
sion1 1.
Cette conjecture fut re´fute´e par Hrushovski [9] qui, par une me´thode d’amalga-
mation utilisant des ide´es de Fra¨ısse´ , construisit des ensembles fortement minimaux
avec des ge´ome´tries plus exotiques. Cette me´thode permit e´galement a` Poizat [14]
de construire des corps ω-stables en toutes caracte´ristiques munis d’un sous-groupe
additif de rang commensurable (qu’il nomma corps rouges) ainsi qu’un corps en
caracte´ristique nulle de rang ω ·2 muni d’un sous-groupe multiplicatif divisible sans
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torsion de´finissable de rang ω (nomme´ vert). Associe´ audit proce´de´, le collapse
consiste a` effectuer l’amalgamation dans une classe restreinte afin de forcer cer-
tains types a` devenir alge´briques. En conse´quence, Poizat conjectura l’existence de
collapses de rang fini autant pour les corps rouges en caracte´ristique positive que
pour le corps vert. Les premiers furent collapse´s dans [3], ce qui montra l’existence
de corps de rang fini en caracte´ristique positive qui ne sont pas additivement mini-
maux. Dans [1], les corps verts furent e´galement collapse´s, ce qui montra l’existence
de mauvais corps en caracte´ristique nulle. Rappelons au lecteur qu’un corps de rang
fini est mauvais s’il admet un sous-groupe propre multiplicatif de´finissable divisible
et que la non-existence de tels corps avait e´te´ conjecture´e originellement dans le
programme de classification de groupes de rang de Morley fini. En caracte´ristique
positive, l’existence d’un mauvais corps forcerait a` avoir une finitude de nombres
premiers de Mersenne en p, c’est a` dire de la forme p
n−1
p−1 [16].
Notons qu’un corps de rang de Morley fini en caracte´ristique nulle est additive-
ment minimal. Ne´anmoins dans [14], Poizat conjectura qu’il devait eˆtre e´galement
possible d’obtenir des collapses rouges de rang minimal, c’est a` dire de rang ω · 2.
Rappelons que sa construction d’un corps rouge de caracte´ristique nulle, qui est
de rang ω2 · 2, est obtenue par amalgamation de corps diffe´rentiels. Le but de
cet article est de collapser ce corps. Pour cela, nous suivrons la me´thode des col-
lapses de corps rouges de caracte´ristique positive [3]. Par contre, la the´orie des
corps diffe´rentiellement clos, meˆme si elle est ω−stable, pre´sente des particularite´s
qui nous ont oblige´s a` eˆtre minutieux dans la susdite adaptation. Les deux points
de´licats re´sident d’une part dans le fait que le sous-groupe additif rouge est ici un
espace vectoriel sur un corps flottant, le corps des constantes, et d’autre part dans
le fait que les rangs dans la the´orie des corps diffe´rentiellement clos ne co¨ıncident
pas. Nous devons alors estimer le rang de Morley en utilisant l’encadrement donne´
par le degre´ diffe´rentiel pour les types a` collapser. Ces types correspondent aux
types ge´ne´riques des sous-groupes additifs diffe´rentiels pour lesquels nous pouvons
de´crire uniforme´ment leurs rangs, ceci a` l’aide d’un re´sultat de Pillay et Pong [12].
La structure de cet article est la suivante : nous commenc¸ons par rappeler la
construction par amalgamation de Poizat. Nous explicitons ensuite le calcul des
rangs dans cette the´orie. Cette description technique est ne´cessaire pour coder les
types a` collapser dans la partie qui suit. Dans ces deux parties, nous rappelons
e´galement les re´sultats de la the´orie des corps diffe´rentiellement clos qui sont utilise´s.
La partie suivante de´crit les collapses et leurs axiomatisations. Finalement, nous
regardons le corps vert obtenu par de´rive´e logarithmique.
Tout au long de cet article, une certaine familiarite´ avec le proce´de´ d’amalgama-
tion et en particulier avec les constructions de corps colore´s sera requise (voir par
exemple [14, 2, 3]).
Les auteurs aimeraient remercier B. Poizat qui a inspire´ ce travail ainsi que A.
Pillay, F.O. Wagner et M. Ziegler pour leurs commentaires avise´s.
2. Poizat et les rouges
Dans cette partie, nous rappelons au lecteur certains des re´sultats de [14] que
nous utiliserons pour le collapse. Commenc¸ons par fixer les notations : nous tra-
vaillerons dans un corps diffe´rentiellement clos universel K de caracte´ristique nulle
et nous noterons C le corps des constantes (c.a`.d. les e´le´ments de de´rive´e nulle).
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Soit L := {0,+,−, ·, d} le langage des anneaux diffe´rentiels. Nous formons le lan-
gage L∗ en ajoutant a` L un pre´dicat unaire R et pour toute L∗-structure, les points
dans R seront nomme´s rouges, les autres blancs. Dans la suite de ce papier, nous
conside´rons uniquement des L∗-structures k telles que la restriction de k au lan-
gage L soit un sous-corps diffe´rentiel de K et telles que R(k) soit un sous-espace
vectoriel de (k,+) sur Ck (:= C ∩k). On appellera ces structures corps diffe´rentiels
rouges. Nous appellerons degre´ diffe´rentiel d’un corps diffe´rentiel la taille d’une
base de transcendance diffe´rentielle de ce corps. Nous de´finissons alors sur les corps
diffe´rentiels rouges k de degre´ diffe´rentiel fini la pre´dimension suivante :
δ(k) = 2 deg.dif k − dim.linCR(k)
ou` deg.dif k est le degre´ diffe´rentiel de k et dim.linCR(k) la dimension line´aire
des points rouges sur C.
Notons que C de´pend du sous-corps diffe´rentiel conside´re´, mais du fait que
l’inde´pendance line´aire sur les constantes s’exprime a` l’aide du Wronskien, la dimen-
sion line´aire des points rouges reste inchange´e qu’on la conside`re au-dessus de Ck
ou au-dessus de l’ensemble des constantes C. Nous utiliserons donc cette notation
ambigue¨ pour δ.
Notons K0 la classe e´le´mentaire des corps k diffe´rentiels alge´briquement clos
rouges, dont tout sous-corps diffe´rentiel de degre´ diffe´rentiel fini a une pre´dimension
positive ou nulle. (Cette classe est ∀∃-axiomatisable.)
Pour tout corps k ⊂ K et toute partie A ⊂ K, on notera k〈A〉 la cloˆture alge´brique
du corps diffe´rentiel engendre´ par A au-dessus de k. On dira que A engendre k′ au-
dessus de k si k′ = k〈A〉.
Pour tout uple fini a¯ et tout partie B dans un corps k de K0, on utilisera la
notation :
δ(a¯/B) := 2 deg.dif(a¯/B)− dim.linC(R(Q〈a¯B〉)/R(Q〈B〉)).
Cette pre´dimension n’est pas sous-modulaire : l’ine´galite´ δ(a¯/B) ≤ δ(a¯/Q〈a¯〉 ∩
Q〈B〉) n’est pas toujours ve´rifie´e du fait que le corps des constantes n’est pas fixe.
Par contre, dans le cas ou` Q〈a¯〉, Q〈B〉 et Q〈a¯B〉 ont meˆme corps de constantes,
cette ine´galite´ est bien ve´rifie´e.
On de´finit de la manie`re habituelle la notion d’autosuffisance : soient k ⊂ k′ deux
corps dans K0 ; on dit que k est autosuffisant dans k
′ ou que k′ est une extension
autosuffisante de k (note´ k ≤ k′) si δ(a¯/k) ≥ 0 pour tout uple fini a¯ de k′.
Notons que k est autosuffisant dans k′ si et seulement si les points rouges de
k〈Ck′〉 sont engendre´s par les points rouges de k et k〈Ck′〉 est autosuffisant dans k
′
[14, Lemme 2.3.1].
On dira par la suite qu’un ensemble A d’un corps k′ de K0 est autosuffisant dans
k′ si Q〈A〉 est autosuffisant dans k′ et A engendre les points rouges de Q〈A〉 comme
espace vectoriel sur CQ〈A〉.
La relation d’autosuffisance est transitive pour la classe K0 mais il n’existe pas
de cloˆture autosuffisante uniquement de´termine´e, elle flotte avec les constantes :
soit K un corps de K0, alors pour tout sous-corps k de K il existe un plus petit
sous-corps autosuffisant de K contenant CK ∪ k. Si k1 et k2 sont deux corps de K0
contenant k, autosuffisants dans K et de degre´ diffe´rentiel minimal au-dessus de k
alors ils sont engendre´s par des bases line´aires rouges qui se correspondent par un
isomorphisme line´aire au-dessus des constantes globales.
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Dans [14], Poizat amalgame la classe K0 par la me´thode de Hrushovski-Fra¨ısse´ :
Soient k1 et k2 deux corps de K0 d’intersection k. On place k1 et k2 de fac¸on
line´airement disjointe au-dessus de k et on conside`re la cloˆture alge´brique k′ =
k〈k1 ∪ k2〉 du corps diffe´rentiel engendre´ par k1 et k2. (Notons que le corps des
constantes de k′ peut eˆtre plus gros que la cloˆture alge´brique des corps de constantes
de k1 et k2.) On colorie en rouge les points de k
′ engendre´s par les points rouges
de k1 et de k2. La structure ainsi obtenue s’appelle l’amalgame libre de k1 et k2
au-dessus de k. Elle appartient a` K0 (voir [14, Lemme 2.3.3]).
The´ore`me 2.1. [14] La sous-classe de K0 consistant en les corps diffe´rentiels de
degre´ diffe´rentiel fini a la proprie´te´ d’amalgamation respectant les plongements au-
tosuffisants (donne´e par l’amalgame libre). Soit Kω sa limite de Fra¨ısse´. Alors Kω
est a` isomorphisme pre`s l’unique mode`le de´nombrable ω-sature´ de sa the´orie, cette
the´orie est ω-stable de rang ω2 · 2, et les rouges forment un sous-groupe additif de
rang ω2.
Pour la suite, on appelle the´orie DCF0 colore´e la the´orie de Kω. (La notation
DCF0 seule de´signera la the´orie des corps diffe´rentiellement clos de caracte´ristiques
nulles dans le langage L.) Le calcul des rangs (de Lascar et de Morley) dans DCF0
colore´e se fait, comme habituellement, en de´composant les extensions autosuffi-
santes en tours d’extensions minimales (extensions autosuffisantes ne contenant
pas de sous-extensions autosuffisantes propres interme´diaires).
Il est facile de ve´rifier qu’une extension minimale correspond a` l’une des quatre
possibilite´s suivantes. Par contre, le calcul des rangs des extensions minimales de
second type est assez technique (voir la section suivante) :
Proposition 2.2. Une extension minimale k′ dans K0 d’un corps k dans K0 cor-
respond a` l’un des cas suivants et on obtient les rangs suivants si on suppose de
plus k′ plonge´ de manie`re autosuffisante dans Kω :
(1) k′ est engendre´ par un point blanc diffe´rentiellement alge´brique sur k. Dans ce
cas δ(k′/k) = 0 et les rangs (de Lascar et de Morley dans DCF0 colore´e) du
point blanc sur k sont finis.
Sinon on a Ck′ = Ck et ou bien :
(2) k′ est engendre´ par une base a¯ de 2n points rouges line´airement inde´pendants
et k′ est de degre´ diffe´rentiel n sur k. Dans ce cas δ(k′/k) = 0 et les rangs de
a¯ sur k sont infe´rieurs a` ω · 2 ;
(3) k′ est engendre´ par un point rouge diffe´rentiellement transcendant sur k. Dans
ce cas δ(k′/k) = 1 et les rangs de ce point rouge ge´ne´rique sont e´gaux ω2.
(4) k′ est engendre´ par un point blanc diffe´rentiellement transcendant sur k. Dans
ce cas δ(k′/k) = 2 et les rangs de ce point blanc ge´ne´rique sur k sont e´gaux
ω2 · 2.
3. Rangs colore´s
Pour collapser les corps diffe´rentiels rouges, il est ne´cessaire d’analyser pre´cise´ment
le rang des extensions minimales de second type dans la proposition 2.2. Pour cela,
commenc¸ons par rappeler des re´sultats sur la the´orie DCF0 et plus ge´ne´ralement
de stabilite´ qui seront utiles.
Pour la suite, nous noterons RU (resp. RU*) le rang de Lascar, RM et dM
(resp. RM* et dM*) le rang et degre´ de Morley, dans la the´orie DCF0 (resp. dans
frenchROUGE DIFFE´RENTIEL 5
la the´orie DCF0 colore´e). Nous noterons dcl, acl et |⌣ la cloˆture de´finissable, la
cloˆture alge´brique, et l’inde´pendance dans la the´orie DCF0.
Fait 3.1. Dans DCF0 :
(1) Soit a¯ un uple d’e´le´ments diffe´rentiellement alge´briques surB. Alors RM(a¯/B) ≤
RD(a¯/B) ou` RD(a¯/B) (le rang diffe´rentiel de a¯ sur B) correspond au degre´ de
transcendance du corps diffe´rentiel engendre´ par a¯ au dessus de celui engendre´
par B.
(2) Tout type p ve´rifie,
ω · deg.dif(p) ≤ RU(p) ≤ RM(p) < ω · (deg.dif(p) + 1)(voir [4]).
(3) Tout sous-groupe additif de´finissable de Kn est connexe (car K est de ca-
racte´ristique nulle) et est un sous-espace vectoriel sur les constantes (voir par
exemple [17, Corollary 1.12]).
(4) Les rangs de Lascar et de Morley d’un groupe de´finissable sont e´gaux [12].
(5) Pour tout uple a¯ de taille n, tout uple b¯ et tout ensemble de parame`tres B
tels que deg.dif(a¯/B) = n (c.a`.d a¯ ge´ne´rique sur B) et b¯ diffe´rentiellement
alge´brique sur a¯B, alors il existe c¯ diffe´rentiellement alge´brique sur B telle que
RU(a¯b¯/Bc¯) = ω · n et RM(c¯/B) ≤ RM(b¯/a¯B).
Notons alors que dans DCF0 :
– Si p est un type sur B tel que RU(p) = ω · n alors une re´alisation a¯ de p est
ge´ne´rique sur A ⊃ B si et seulement si deg.dif(a¯/A) = n.
– Si ϕ(x¯, b¯) est une formule telle que RM(ϕ) = ω ·n alors une re´alisation a¯ de ϕ
est ge´ne´rique sur B ⊃ b¯ si et seulement si deg.dif(a¯/B) = n.
– Soit p un type sur B de rang de Lascar ω · n. Par les ine´galite´s de Lascar,
pour toute re´alisation a¯ de p et tout ensemble A d’e´le´ments diffe´rentiellement
alge´briques sur B, on a a¯ |⌣
B
A. De plus les corps Q〈a¯B〉 et Q〈B〉 ont meˆme
corps de constantes.
Quelques mots sur (5) (nous remercions A. Pillay pour nous avoir communique´
l’argument) : soit p le type ge´ne´rique sur B d’un e´le´ment diffe´rentiellement trans-
cendant dans DCF0. Le p-poids de a¯b¯ sur B est n. Soit Y l’ensemble des uples c¯
de´finissables sur a¯b¯B de p-poids nul sur B. Par [11, Corollary 7.1.20]), le type fort
de a¯b¯ sur BY est e´quivalent a` p(n) et donc de p-poids n. Donc il existe c¯ dans Y
diffe´rentiellement alge´brique sur B tel que RU(a¯b¯/Bc¯) = ω · n. De plus, RM(c¯/B)
est borne´ par RM(b¯/a¯B) (car c¯, ayant un rang fini, il ne peut devier avec a¯ sur B.)
Nous aurons e´galement besoin du lemme suivant [18] que nous appliquerons aux
groupes additifs Gna (ou` Ga := (K,+)) :
Lemme 3.2. Soient G un groupe ω-stable abe´lien, et a, b et c des e´le´ments de G
deux a` deux inde´pendants sur B tels que a = b+ c. Alors :
(1) Leurs types forts sur B ont meˆme stabilisateur U qui est connexe et de´finissable
sur acleq(B).
(2) a, b et c sont des e´le´ments ge´ne´riques de cossettes de U de´finissables sur
acleq(B).
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Revenons maintenant au calcul des rangs des extensions minimales.
Un point blanc diffe´rentiellement alge´brique a un type de nature purement cor-
pique. Ses rangs dans DCF0 colore´ correspondent donc aux rangs dans DCF0 sans
couleur ; ses rangs sont donc finis.
Le second cas est beaucoup plus de´licat : notons a¯ une base line´aire de R(k′) au
dessus de k. Pour commencer supposons que RU(a¯/k) = ω ·n ou` n = deg.dif(a¯/K).
(En utilisant le fait 3.1 (5), on pourra ensuite se ramener a` cette situation en
ajoutant un uple fini d’e´le´ments diffe´rentiellement alge´briques, qui sont de rangs
finis). Avec cette hypothe`se, une re´alisation a¯′ de p est inde´pendante de B si et
seulement si deg.dif(a¯′/Bk) = n. Par minimalite´, δ(a¯/k ∪M · a¯) < 0 pour toute
matrice M de M2n(Ck) de rang 1 ≤ d < 2n, c’est-a`-dire 2 deg.dif(a¯/k ∪M · a¯) <
2n−d. Du fait que la cloˆture diffe´rentielle de k n’a pas plus de constantes que celles
de k et que dans DCF0, a¯ est inde´pendant des constantes au-dessus de k, on en
de´duit que 2 deg.dif(a¯/k ∪M · a¯) < 2n − d pour toute matrice M de M2n(C) de
rang d parce que a¯ et C sont en position d’he´ritier-cohe´ritier au-dessus de la cloˆture
diffe´rentielle de k.
Conside´rons alors une formule ϕ (a` parame`tres b¯ ∈ k) de DCF0 qui isole p des
types de rangs de Morley supe´rieurs ou e´gaux. De plus, on peut supposer que ϕ
exprime d’une part l’inde´pendance line´aire de a¯ sur les constantes et d’autre part
la minimalite´, c.a`.d. que pour toute uple a¯′ dans ϕ, pour tout 0 < d < 2n, pour
toute matrice M de M2n(C) de rang d, le degre´ diffe´rentiel de a¯
′ sur b¯ ∪M · a¯′ est
strictement infe´rieur a` n− d/2. (Ce deuxie`me point s’obtient par compacite´.)
Lemme 3.3. Soit ϕ(x¯, b¯) une formule comme ci-dessus, c’est-a`-dire telle que |x| =
2n, toute re´alisation a¯′ de ϕ(x¯, b¯) est line´airement inde´pendante sur les constantes,
deg.dif(ϕ(x¯, b¯)) = n et deg.dif(a¯′/b¯ ∪M · a¯′) < n − d/2 pour toute matrice M ∈
M2n(C) de rang d ou` 0 < d < 2n. Soit K ∈ K0 tel que b¯ ∈ K. Si a¯
′ est une
re´alisation rouge de ϕ alors δ(a¯′/K) ≤ 0. De plus δ(a¯′/K) = 0 si et seulement
si a¯′ est dans le C-espace vectoriel engendre´ par R(K) ou a¯′ est C-line´airement
inde´pendant au dessus de R(K) et de degre´ diffe´rentiel n sur K.
De´monstration. Soit d = 2n − dim.linC(a¯
′/R(K)). Soit M de rang d telle que
M · a¯′ ∈ R(K). Si 0 < d < 2n, alors 2 deg.dif(a¯′/K) ≤ 2 deg.dif(a¯′/b¯ ∪M · a¯′) <
2n− d = dim.linC(a¯
′/R(K)) et donc δ(a¯′/K) < 0. Si d = 0, alors δ(a¯′/K) ≤ 0 car
deg.dif(ϕ(x¯, b¯)) = n ; et δ(a¯′/K) = 0 si et seulement si deg.dif(a¯′/K) = n. 
Comme k est autosuffisant, le type p∗ de a¯ sur k dans DCF0 colore´e est de´termine´
par p et la formule “a¯ est rouge”. On peut supposer de plus l’ensemble des pa-
rame`tres b¯ autosuffisant et conside´rer pour la suite que p et p∗ sont les types de a¯
sur b¯ respectivement dans DCF0 et DCF0 colore´e.
Lemme 3.4. Le type p∗ est re´gulier et a une ge´ome´trie localement modulaire.
(1) Si p∗ est non trivial alors p est le type ge´ne´rique d’un sous-C-espace affine de
K2n et RU*(a¯/k) = RM*(a¯/k) = ω.
(2) Si p∗ est trivial alors RU*(a¯/k) ≤ RM*(a¯/k) < ω.
De´monstration. Du fait que RU(p) = ω · n et donc que l’on re´alise une extension
non de´viante de p si et seulement si on reste de degre´ diffe´rentiel n, en appliquant le
lemme 3.3, on en de´duit que si a¯, a¯1 . . . a¯m sont des re´alisations de p
∗, alors a¯ de´vie
sur a¯1 . . . a¯m au-dessus de k si et seulement si a¯ est dans l’espace vectoriel engendre´
par a¯1 . . . a¯m. Donc p
∗ est re´gulier et sa ge´ome´trie est localement modulaire.
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(1) Supposons p∗ non trivial. Alors il est facile de ve´rifier qu’il existe une re´alisa-
tion a¯1 de p et deux uples a¯2 et a¯3 de K
2n deux a` deux inde´pendants sur b¯ dans
DCF0 tels que a¯1 = a¯2+ a¯3. Par le lemme 3.2 , a¯1 est ge´ne´rique d’une cossette d’un
sous-groupe additif de K2n de´finissable dans DCF0. Par le fait 3.1 (3) et (4) ce sous-
groupe est un sous-espace vectoriel sur les constantes et RM(p) = RU(p) = ω · n.
Alors ϕ est de rang ω ·n et de degre´ 1. Soit a¯′ rouge satisfaisant ϕ et B un ensemble
de parame`tres autosuffisant contenant b¯. Comme B est autosuffisant, δ(a¯′/B) = 0.
Donc par le lemme 3.3, ou bien a¯′ tombe dans le C-espace vectoriel engendre´ par
B et est donc de rang fini sur B ou bien a¯′ re´alise l’unique extension non de´viante
de p∗ a` B. D’ou` RM∗(p∗) ≤ ω et comme p∗ a une ge´ome´trie d’espace affine sur C,
les rangs sont exactement ω.
(2) Supposons p∗ trivial. Soit a¯ une re´alisation d’une extension de´viante q∗ de p∗
sur un ensemble B. Par stabilite´ de la the´orie colore´e, la base canonique de q∗sur
B est de´finissable sur une suite de Morley de ce type, suite qu’on peut supposer
inde´pendante de a¯ au-dessus de B. Par trivialite´ de p∗, il existe un e´lement a¯′ de
cette suite, tel que a¯ de´vie sur a¯′ au-dessus de b¯ et donc a¯ est dans l’espace vectoriel
engendre´ par a¯′b¯ par le lemme 3.3. D’ou` RU∗(q∗) ≤ RU∗(a¯/a¯′b¯) ≤ 2n(2n + |b¯|).
Donc p∗ est de rang de Lascar fini. En revanche, on ne peut pas conclure par le
meˆme argument pour le rang de Morley car le rang de ϕ dans DCF0 n’est pas
ne´cessairement monomial. Remarquons que a¯ peut se de´composer en deux uples
a¯0 et a¯1 de taille n, avec a¯1 diffe´rentiellement alge´brique sur a¯0b¯. On peut alors
e´galement supposer que RD(a¯′1/a¯
′
0b¯) ≤ RD(a¯1/a¯0b¯) pour toute re´alisation a¯
′ = a¯′0a¯
′
1
de ϕ.
Par ailleurs p∗ trivial signifie que pour toutes re´alisations rouges a¯, a¯′ et a¯′′ de
p, si deg.dif(a¯a¯′a¯′′/b¯) = 3n alors a¯′ + a¯′′ − a¯ n’est pas une re´alisation de p. Par
compacite´, il existe une formule ψ dans p tel que si a¯, a¯′ et a¯′′ rouges satisfont ψ
et deg.dif(a¯a¯′a¯′′/b¯) = 3n, alors a¯′ + a¯′′ − a¯ ne satisfait pas ψ. On peut supposer
que ϕ → ψ. Alors pour tout type q dans ϕ de RU(q) = ω · n, le type q∗ (c.a`.d.
q et rouge) a une ge´ome´trie triviale. Notons que cette proprie´te´ peut eˆtre impose´e
uniforme´ment sur les parame`tres. On appelle alors une telle formule ϕ une formule
a` ge´ome´tries triviales.
On va maintenant montrer par induction que toute re´alisation rouge d’une telle
formule a un rang de Morley fini dans DCF0 colore´e :
Sous-lemme. Soit ϕ(x¯, b¯) ve´rifiant les proprie´te´s ci-dessus (avec |x| = 2n et b¯
autosuffisant). Pour tout a¯ rouge satisfaisant ϕ(x¯, b¯), le rang RM∗(a¯/b¯) est fini et
borne´ en fonction de n, |b¯|, RD(a¯1/a¯0b¯) et l tel que RM(a¯/b¯) ≤ ω · n+ l.
De´monstration du sous-lemme. Soit a¯ rouge satisfaisant ϕ(x¯, b¯). On conside`re une
formule ψ(x¯, b¯) impliquant ϕ et isolant le type q de a¯ sur b¯ des types de rangs de
Morley supe´rieurs ou e´gaux. On fait alors la preuve par induction sur RD(a¯1/a¯0b¯)
et RM(ψ(x¯, b¯)).
Tout d’abord, si RD(a¯1/a¯0b¯) = 0, alors a¯1 est alge´brique sur a¯0b¯ et donc
– ou bien RM(a¯/b¯) < ω · n (c.a`.d. deg.dif(a¯/b¯) < n) et alors par le lemme 3.3, a¯
est dans l’espace vectoriel engendre´ par b¯. On conclut que RM∗(a¯/b¯) ≤ 2n|b¯|.
– ou bien RM(a¯/b¯) = ω·n et RU(a¯/b¯) = ω·n. Alors pour tout a¯′ rouge satisfaisant
ψ et tout ensemble B ⊃ b¯ autosuffisant, ou bien a¯′ re´alise une extension non
de´viante a` B de q∗ ou bien a¯′ n’est pas inde´pendant de B au-dessus de b¯. Dans
ce deuxie`me cas, par trivialite´ de q∗, il existe alors une re´alisation a¯′′ de q∗
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de´viante avec a¯′ au-dessus de b¯ telle que RM∗(a¯′/B) ≤ RM∗(a¯′/b¯a¯′′). Alors
a¯′ tombe dans l’espace vectoriel engendre´ par a¯′′b¯ et donc RM∗(a¯′/a¯′′b¯) ≤
2n(2n+ |b¯|). D’ou` on de´duit que RM∗(a¯/b¯) ≤ 2n(2n+ |b¯|) + 1.
Si RD(a¯1/a¯0b¯) = i + 1. Le cas RM(ψ(x¯, b¯)) ≤ ω · n se traite comme de´crit
ci-dessus. Sinon, ω · n < RM(ψ(x¯, b¯)) ≤ ω · n+ k et on distingue alors deux cas :
– Ou bien RU(a¯/b¯) = ω · n. D’une part, par induction sur le rang de Mor-
ley, l’ensemble des RM∗(a¯′/b¯) pour les re´alisations rouges a¯′ de ψ telles que
RM(a¯′/b¯) < RM(ψ(x¯, b¯)) est uniforme´ment borne´. D’autre part si a¯′ est une
re´alisation rouge ge´ne´rique de ψ qui de´vie sur un ensemble autosuffisant B
contenant b¯, alors comme pre´ce´demment, RM∗(a¯′/B) ≤ 2n(2n + |b¯|). On en
de´duit une borne pour RM∗(a¯/b¯).
– Ou bien RU(a¯/b¯) > ω · n. Alors, par le Fait 3.1 (5) il existe un e´le´ment
blanc c diffe´rentiellement alge´brique sur b¯, tel que RM(a¯/b¯c) < RM(a¯/b¯)
et RM(c/b¯) ≤ RM(a¯1/a¯0b¯). Alors RD(a¯1/a¯0b¯c) < RD(a¯1/a¯0b¯) et donc par
hypothe`se d’induction RM∗(a¯/b¯c) est fini et borne´ en fonction de |b¯| + 1,
RD(a¯1/a¯0b¯c) ≤ i et RM(a¯/b¯c) ≤ RM(a¯/b¯). On conside`re alors θ(x¯, z, b¯) conte-
nant ψ, satisfaite par a¯c et telle que RD(x¯1/x¯0b¯z) ≤ i. En particulier il existe
une borne uniforme finie de RM∗(a¯′/b¯c′), pour toute re´alisation a¯′c′ de θ. A`
l’aide de la formule θ, on peut borner RM∗(a¯/b¯) par l’ine´galite´ d’Erimbetov
[6].
Fin de la preuve du sous-lemme.
La formule ϕ ∧ R(x¯) a donc un rang de Morley fini dans DCF0 colore´ et donc
RM∗(p∗) < ω. 
Si le RU(a¯/b¯) n’est pas monomial, par le fait 3.1 (5), il existe c¯ diffe´rentiellement
alge´brique tel que RU(a¯/b¯c¯) = ω ·n. Dans le cas non trivial, l’additivite´ du rang de
Lascar implique que RU∗(a¯/b¯) < ω ·2, et dans le cas trivial, l’ine´galite´ d’Erimbetov
[6] implique que les rangs restent finis. Dans le cas non trivial, une induction du
meˆme type que ci-dessus permet en fait de montrer que RM∗(a¯/b¯) < ω · 2. De
manie`re plus ge´ne´rale on peut ve´rifier que pour toute extension autosuffisante k′ de
k de pre´dimension nulle qui se de´compose en une tour finie d’extensions minimales,
ω ·m ≤ RU∗(k′/k) ≤ RM∗(k′/k) < ω · (m+ 1)
ou` m est le nombre d’extensions correspondantes a` des ge´ne´riques d’espaces affines.
En utilisant cette dernie`re remarque, le lecteur sagace notera facilement que le
type ge´ne´rique rouge est limite de types de rang ω ·m avecm croissant. Il en de´duira
qu’il a rang ω2. Il notera e´galement que tout blanc est produit de deux rouges et
du fait que le rang d’un corps est monomial et que le groupe additif est connexe ;
il de´duira que le type ge´ne´rique blanc est de rang ω2 · 2.
D’apre`s la description pre´ce´dente, pour obtenir un collapse de rang ω · 2, il
suffit donc de collapser a` rang fini les extensions minimales affines, qu’on ap-
pellera pre´finitaires. Pour ce faire, nous allons les rendre de dimension finie sur
C, en leur interdisant d’avoir une infinite´ de re´alisations rouges C-line´airement
inde´pendantes. Par la suite nous appelerons extensions finitaires les extensions mi-
nimales de´termine´es par un type trivial
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4. Les codes
Dans cette partie nous travaillons dans DCF0. Nous allons fre´quemment adapter
les preuves de [3] a` ce cadre en utilisant certaines proprie´te´s de la the´orie DCF0 ;
et en particulier celles rappele´es dans le fait 3.1 et dans la remarque suivante :
Remarque 4.1. Dans DCF0 :
(1) Le ge´ne´rique de Kn est de´finissable ; c’est l’unique type de degre´ diffe´rentiel n.
(2) Soient p un type stationnaire de rang de Morley ω ·n et e¯0, . . . , e¯m une suite de
Morley de p au-dessus de B. Alors, pour tout d¯ de longueur infe´rieure ou e´gale
a` m, il existe au moins un e¯i tel que d¯ |⌣
B
e¯i.
Pour la suite, on dira qu’un ensemble de´finissable (ou un type) dans DCF0
a un bon rang si son rang de Morley est un monoˆme de la forme ω · n. Deux
ensembles de´finissables X et Y dans Kn sont dits e´quivalents si RM(X) = RM(Y )
et RM(X △ Y ) < RM(X). On notera cette proprie´te´ X ∼ Y . Soit X un sous-
ensemble de´finissable de Kn qui est ge´ne´riquement un sous-groupe additif de Kn.
Son groupe invariant, Inv(X), est le sous-groupe {H ∈ GLn(C) |H(X) ∼ X}.
Comme tout sous-groupe additif de´finissable est connexe, tout ensemble de´finissable
X, qui est ge´ne´riquement un sous-groupe additif, est de degre´ de Morley 1 (c.a`.d.
“irre´ductible”) et de plus si X a un bon rang alors par la remarque 4.1 (1), le
sous-groupe Inv(X) est de´finissable.
Le lemme suivant se montre de manie`re analogue a` [3, Lemma 2.7]
Lemme 4.2. Soient X un sous-ensemble B-de´finissable de Kn ayant un bon rang et
de degre´ de Morley 1, et e¯0 et e¯1 deux ge´ne´riques B-inde´pendants. Si e¯0−He¯1 |⌣
B
e¯0
pour une matrice H de GLn(C), alors X est e´quivalent a` un sous-espace affine sur
C. De plus, si X est e´quivalent a` un sous-espace vectoriel sur C, alors H est dans
Inv(X).
De´finition 4.3. On appelle ensemble pre´finitaire toute partie de´finissable X de
K2n a` parame`tres b¯ et de bon rang ω · n telle que pour tout ge´ne´rique a¯ de X, les
conditions suivantes sont re´alise´es :
(a) dim.linC(a¯) = 2n.
(b) pour toute matrice M de M2n(C) de rang 0 < d < 2n,
deg.dif(a¯/b¯ ∪Ma¯) < n− d/2.
(c) X est e´quivalent a` un sous-espace affine sur C.
Notons qu’un ensemble pre´finitaire est ne´cessairement de degre´ de Morley 1 car
tout sous-groupe additif de´finissable est connexe.
Rappelons que les types de bon rangs ne de´vient pas sur les constantes. Ainsi,
on peut adapter les arguments utilise´s pour les ensembles pre´alge´briques dans [3,
Lemma 3.3], pour ve´rifier que la pre´finitude est conserve´e par e´quivalence, transla-
tion et action de GL2n(C).
On dira qu’une formule ϕ(x¯, y¯) encode un ensemble de´finissable X si il existe
b¯ ∈ K tel que X et ϕ(x¯, b¯) sont e´quivalents.
De´finition 4.4. Un code α est une formule ϕα(x¯, y¯) telle que (pour un entier nα) :
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(a) La longueur de x¯ est 2nα.
(b) L’ensemble ϕα(x¯, b¯) est soit vide, soit ge´ne´riquement un sous-groupe additif de
rang ω · nα.
(c) Si a¯ est une re´alisation de ϕα(x¯, b¯) alors a¯ ve´rifie les conditions (a) et (b) de la
de´finition 4.3.
(d) Si ϕα(x¯, b¯) et ϕα(x¯, b¯
′) non vides sont e´quivalents alors b¯ = b¯′.
(e) Pour toute matrice M ∈ GL2nα(C), l’ensemble ϕα(M · x¯, b¯) est encode´ par ϕα.
Rappelons que les rangs de Lascar et de Morley sont les meˆmes pour un groupe
de´finissable dans DCF0, il en est donc de meˆme pour un ensemble pre´finitaire.
Notons que dans la the´orie DCF0 le rang de Morley n’est pas de´finissable. Afin
de montrer que tout groupe pre´finitaire peut eˆtre code´, nous devons donc ve´rifier
que l’on peut exprimer sur les parame`tres qu’un sous-groupe additif a un bon rang.
Lemme 4.5. La proprie´te´ d’eˆtre un sous-groupe additif G de´finissable avec un bon
rang est de´finissable sur les parame`tres dans le sens suivant : si ϕ(x¯, b¯) de´finit un
sous-groupe additif ayant un bon rang ω · n, il existe une formule du type de b¯ tel
que pour tout b¯′ satisfaisant cette formule, ϕ(x¯, b¯′) a les meˆmes proprie´te´s.
De´monstration. Commenc¸ons par remarquer qu’un sous-groupe G de´finissable de
Km a un bon rang ω · n si et seulement si il est de degre´ diffe´rentiel supe´rieur ou
e´gal a` n et tout sous-groupe propre de´finissable est de degre´ diffe´rentiel strictement
infe´rieur a` n (voir [13, The´ore`me 6.7]).
Soit G un sous-groupe additif de´finissable de Km avec un bon rang ω · n. Alors
G est de´fini par un syste`me diffe´rentiel line´aire S a` parame`tres b¯ que l’on note Sb¯.
Pour exprimer que Sy¯ est de degre´ diffe´rentiel supe´rieur ou e´gal a` n, il suffit de dire
qu’une projection sur n coordonne´es est dans le type ge´ne´rique de Kn ce qui est
de´finissable (remarque 4.1 (1)).
Fixons un ge´ne´rique (a1, ..., am) de G sur b¯. Si ai est diffe´rentiellement alge´brique
sur ai1 , ...., aik au dessus de b¯, on peut supposer que Sb¯ contient une e´quation
diffe´rentielle line´aire l’exprimant et on peut la choisir unitaire en ai (c.a`.d. de la
forme a
(r)
i + .... = 0). Ainsi, pour tout parame`tre y¯, le syste`me Sy¯ est de degre´
diffe´rentiel infe´rieur ou e´gal a` n.
Il reste maintenant a` exprimer que le degre´ chute de`s que l’on conside`re un
sous-groupe propre. Pour un sous-groupe propre donne´ par une nouvelle e´quation
diffe´rentielle line´aire, cela s’exprime sur les parame`tres car il suffit de dire qu’une
certaine projection n’est pas de degre´ diffe´rentielle maximale. Pour l’exprimer globa-
lement, il suffit de montrer que l’on peut borner l’ordre des e´quations diffe´rentielles
a` conside´rer.
Notons M l’ordre de Sy¯, c’est a` dire l’ordre maximal en toutes les variables
x1, .., xm. Conside´rons un sous-groupe de´fini par Sy¯ et une seule nouvelle e´quation
diffe´rentielle line´aire g(x1, ..., xk) = 0 (sur des parame`tres quelconques). On peut
supposer qu’il existe l ≤ k tel que a1, ..., al est diffe´rentiellement transcendant et
al+1, ..., ak diffe´rentiellement alge´brique sur a1, ..., al au dessus de b¯. Si l = k, il n’y
a rien a` dire sur y¯, le degre´ du sous-groupe chute ne´cessairement. Sinon a` l’aide
des e´quations du syste`me, on commence a` transformer g tel que l’ordre de g en les
variables xl+1, ..., xk soit infe´rieur a` M .
Dans ce cas nous utiliserons l’argument qui suit, soit pour remplacer g = 0 par
une e´quation sans la variable xk, soit pour borner l’ordre de g :
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Sous-lemme. Soient deux e´quations diffe´rentielles line´aires g0(x1, ..., xk) = 0 et
f(x1, ..., xk) = 0 d’ordre en xl+1, ..., xk borne´ par m0 telles que f(x1, ..., xk) = 0 a
ordre total borne´ par M et est non trivial en xk. Alors le syste`me g0 = 0 et f = 0
implique un e´quation diffe´rentielle line´aire g1(x1, ..., xk−1) = 0 telle que l’ordre en
xl+1, ..., xk−1 de g1 est borne´ par M
2 +m0 et l’ordre total de g0 est borne´ par le
maximum de l’ordre total de g1 et de M +m0.
De´monstration. Posons h0 = g0 et h1 = f . On commence par construire h2 en
enlevant a` h0 les de´rive´es de xk d’ordre supe´rieur ou e´gal a` l’ordre de xk dans h1 a`
l’aide de de´rive´es de h1. Alors h2 est e´gal a` la somme de h0 et d’une combinaison
line´aire de de´rive´es de h1, tel que l’ordre de de´rivation en h1 dans cette expression
est au plus m0. On en de´duit que l’ordre de h2 en xl+1, ..., xk−1 est borne´ par
M+m0 et l’ordre de h2 en xk est strictement infe´rieur a` M . Si h2 est non trivial en
xk, on ite`re ce proce´de´ avec h1 et h2, jusqu’a` ce que hr soit trivial en xk. Ceci se fait
en au plus M e´tapes. Un calcul simple montre alors que l’ordre en xl+1, ..., xk−1
de hr est borne´ par M
2 + m0. De plus on ve´rifie par induction sur 2 ≤ i ≤ r
que, hi est e´gal a` une combinaison line´aire de de´rive´es de h0 et de h1 tel que dans
cette expression, l’ordre de de´rivation en h1 est au plus e´gal a` m0 plus l’ordre de
de´rivation en h0 (on peut remarquer pour cela que l’ordre de de´rivation en h0 dans
cette expression est strictement croissante avec i). On en de´duit que l’ordre total
de g0 = h0 est borne´ par le maximum de l’ordre total de hr et de M +m0. On pose
g1 = hr. 
Revenons a` notre e´quation g = 0. En conside´rant une e´quation f de S qui affirme
que xk est diffe´rentiellement alge´brique sur x1, ..., xl, en posant g0 = g et m0 =M ,
on obtient une e´quation g1(x1, ..., xk−1) = 0 d’ordre en xl+1, ..., xk−1 borne´ par
m1 = M
2 + M . Si cette e´quation de´finit elle-meˆme un sous-groupe propre, on
traite ce cas par induction sur k. Sinon, cette e´quation est implique´e par le syste`me
S. Dans ce cas, on ite`re le proce´de´ de suppression de variables. On obtient une
e´quation gk−l(x1, ..., xl) = 0 implique´e par S, mais alors gk−l est identiquement
nul. En utilisant les bornes du sous-lemme pre´ce´dent, un calcul simple montre que
l’ordre total de g est alors borne´ par M(2 + (k − l − 1)M). 
Lemme 4.6. Tout groupe pre´finitaire peut eˆtre encode´.
De´monstration. Soit X un groupe pre´finitaire de´fini par ϕ(x¯, b¯). Par le lemme 4.5,
on peut supposer que ϕ(x¯, y¯) satisfasse (b). Les conditions du (c) sont de´finissables,
donc on peut supposer e´galement que ϕ(x¯, y¯) les satisfasse. Les conditions (d) et
(e) s’obtiennent exactement de la meˆme fac¸on que dans la preuve de [3, Lemma
4.3]. (Notons que DCF0 a e´limination d’imaginaires.) 
Comme pour les ensembles pre´alge´briques des corps alge´briquement clos de ca-
racte´ristique fini, on peut choisir un ensemble de bons codes C tel que tout groupe
pre´finitaire est encode´ par un unique code dans C.
Pour chaque code α, on choisit mα tel que pour toute suite de Morley e¯i de
ϕα(x¯, b¯) de longueur mα et tout b¯
′ de meˆme taille que b¯, alors l’un des e¯i est
inde´pendant de b¯′ sur b¯. (On peut choisir un tel mα plus petit que |b¯| + 2 par la
remarque 4.1 (2) .)
The´ore`me 4.7. Pour tout code α et tout λ ≥ mα, il y a une formule Ψα(x¯0, . . . , x¯λ)
telle que :
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(a) Pour toute suite de Morley e¯0, . . . , e¯λ de ϕα(x¯, b¯), on a Ψα(e¯0, . . . , e¯λ).
Re´ciproquement, pour chaque re´alisation (e¯0, . . . , e¯λ) de Ψα :
(b) Il existe un unique b¯ tel que |= ϕα(e¯i, b¯) pour 0 ≤ i ≤ λ. De plus, b¯ ∈
dcl(e¯i1 , . . . , e¯imα ) pour tout i1 < · · · < imα . (On appelle b¯ le parame`tre ca-
nonique de la suite e¯0, . . . , e¯λ.)
(c) e¯0, . . . , e¯λ sont line´airement inde´pendants sur C.
(d) Ψα(f¯0, . . . , f¯λ) pour tout


f¯0
...
f¯λ

 =M


e¯0
...
e¯λ

 avec M ∈ GLλ+1(C).
(e) Ψα(e¯0, . . . , e¯i−1, e¯i − He¯j , e¯i+1, . . . , e¯λ) pour tout H de Inv(ϕα(x¯, b¯)) et tout
i 6= j. 2
(f) Si e¯i est ge´ne´rique dans ϕα(x¯, b¯), alors
e¯i −He¯j 6 |⌣
b¯
e¯i
pour tout j 6= i et H dans GL2nα(C) \ Inv(ϕα(x¯, b¯)).
De´monstration. Montrons pour commencer que le type partiel suivant ve´rifie toutes
les proprie´te´s voulues :
Σ(e¯0, . . . , e¯λ) = “ il existe b¯ tel que e¯0, . . . , e¯λ
est une suite de Morley de ϕα(x¯, b¯) ”
Par de´finition, Σ satisfait (a) et (c). Le choix de m¯α avec la proprie´te´ (d) du code,
nous donne (b). Notons que l’uple e¯0...e¯λ a un bon rang et est donc inde´pendant des
constantes. On en de´duit que toute transformation line´aire de cette suite reste une
suite de Morley sur b¯ ainsi que la transformation d’un seul e´le´ment de la suite par
une matrice du sous-groupe invariant associe´ au code. Par conse´quent Σ satisfait
(d) et (e). Par le lemme 4.2, on a (f).
Par compacite´ on choisit Ψ0 dans Σ satisfaisant les proprie´te´s (b), (c) et (f).
On regarde maintenant le groupe GLλ+1(C) comme sous-groupe de GL2nα(λ+1)(C)
agissant par combinaisons line´aires d’uples de longueur 2nα. Le groupe GLλ+1(C)
est connexe donc inde´composable dans la structure C qui est un pur corps alge´briquement
clos. Pour chaque H ∈ GL2nα(C), soit CH le conjugue´ de GLλ+1(C) par la matrice

H
Id
. . .
Id


Par le the´ore`me des inde´composables de Zilber, le sous-groupe G(α, e¯0, ..., e¯λ)
engendre´ par {CH}H∈Inv(ϕα(x¯,b¯)) est uniforme´ment de´finissable sur b¯. Notons que
pour tout H ∈ Inv(ϕα(x¯, b¯)), la transformation
(e¯0, ..., e¯i, ...e¯λ) → (e¯0, . . . , e¯i−1, e¯i −He¯j , e¯i+1, . . . , e¯λ)
est dans ce sous-groupe.
2Par (b) et λ ≥ mα cette nouvelle suite a aussi pour parame`tre canonique b¯.
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Soit Ψ de´finie par ∧
τ∈G(α,e¯0,...,e¯λ)
Ψ0(τ(e¯0, . . . , e¯λ))
Alors Ψ ve´rifie toutes les proprie´te´s. 
5. La chute des rouges
Dans cette section, on travaille dans le corps diffe´rentiel rouge Kω (c.f. The´ore`me
2.1) et on conside`re des structures de K0 plonge´es de manie`re autosuffisantes dans
Kω.
Une pseudo-suite de Morley de longueur λ + 1 (avec λ ≥ mα) pour le code α
est une re´alisation rouge d’une formule Ψα(x¯0, . . . , x¯λ) satisfaisant les proprie´te´s du
the´ore`me 4.7. On appellera transformation d’une pseudo-suite de Morley (e¯0, . . . , e¯λ),
une pseudo-suite obtenue par transformations successives de types (d) ou (e) dans
le the´ore`me 4.7. Notons que le parame`tre canonique d’une transformation peut eˆtre
diffe´rent de celui de la pseudo-suite de de´part.
Lemme 5.1. Pour tout code α et tout entier r, il existe une fonction entie`re λ =
λ(α, r) telle que pour toute extension autosuffisante k ≤ k′ dans K0 ve´rifiant Ck′ =
Ck et toute pseudo-suite de Morley e¯0, . . . , e¯λ dans k
′, avec parame`tres b¯, si la suite
ne peut pas eˆtre transforme´e en une pseudo-suite de Morley a` parame`tres dans k,
alors on peut extraire une sous-suite de Morley (au sens de DCF0) sur k ∪ b¯ de
longueur r.
De´monstration. La preuve suit essentiellement celles des articles pre´ce´dents (voir
[9], [3]). Le but est de borner le nombre d’e´le´ments de la suite qui sont des combi-
naisons line´aires de pre´de´cesseurs modulo k. Soit X une partie quelconque de cette
suite. Pour chaque e¯i inclus dans le Ck′ -espace vectoriel engendre´ par X au-dessus
de k, on associe une matrice Hi a` coefficients dans Ck′ = Ck tel que e¯i = HiX+mi
avec mi ∈ k. La dimension line´aire ξ de l’espace de telles matrices est borne´e en
fonction de |X| et α. Avec ξ + 1 tels e¯i, on obtient une combinaison line´aire qui
chute dans k. Par hypothe`se le nombre de telles combinaisons line´aires est borne´
par mα et donc le nombre de e¯i comme ci-dessus est borne´ en fonction de |X|
et α. Alors le re´sultat suit en prenant X minimale contenant e¯0, . . . , e¯mα−1 telle
que l’ensemble des coordonne´es de la pseudo-suite de Morley est contenu dans le
sous-espace vectoriel engendre´ par X au-dessus de k. 
De la meˆme fac¸on que dans [3], on choisit deux fonctions µ et µ∗ de´finies sur
l’ensemble de codes C, a` valeurs dans N et a` fibres finies telles que :
– µ(α) ≥ max(λ(α, µ∗(α)),mα) ;
– µ∗(α) ≥ max(λ(α, mα + 1) + 1, 2nα + 1).
et on de´finit la sous-classe Kµ des structures dans K0 qui pour tout code α ∈ C, ne
posse`dent pas de pseudo-suite de Morley de longueur µ(α) + 1.
La classeKµ est e´videmment e´le´mentaire. (Ajout d’axiomes universels aux axiomes
de la classe K0). Nous commenc¸ons par ve´rifier que cette classe a la proprie´te´
d’amalgamation.
Les conditions sur les fonctions µ et µ∗ permettent de montrer le lemme suivant
en appliquant le lemme 5.1 de la meˆme manie`re que dans la preuve de [3, Lemma
8.1] :
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Lemme 5.2. Soient k, k1, k2 ∈ K0 tels que k est autosuffisant dans k1 et k2 et
tels que Ck〈k1∪k2〉 = Ck1 = Ck2 = Ck. Si pour un code α ∈ C, l’amalgame libre
k〈k1 ∪ k2〉 contient une pseudo suite de Morley de longueur µ(α) + 1 pour le code
α, alors le parame`tre canonique d’une de ses transformations est contenu dans k1
ou dans k2.
Pour montrer la proprie´te´ d’amalgamation pour la classe Kµ, nous allons ajouter
des constantes afin de travailler a` corps de constantes fixe.
Lemme 5.3. Si k ∈ Kµ et k
′ est une extension autosuffisante de k obtenue en
ajoutant des constantes alors k′ ∈ Kµ.
De´monstration. Soit e¯0, . . . , e¯λ une pseudo-suite de Morley dans k
′ pour le code α.
Conside´rons, e¯′0, . . . , e¯
′
λ dans R(k) tel que e¯i = Mie¯
′
i ou` les Mi sont des matrices
sur le corps des constantes de k′. Par conse´quent, au sens de DCF0, la cloˆture
diffe´rentielle de k′ satisfait la formule
∃M0 . . . ,Mλ des matrices sur C de tailles fixe´es telles que Ψα(M0e¯
′
1, ...,Mλe¯
′
λ).
Cette formule est donc satisfaite dans la cloˆture diffe´rentielle de k (qui est sous-
structure e´le´mentaire de la cloˆture diffe´rentielle de k′). Du fait que prendre la cloˆture
diffe´rentielle n’ajoute pas de constantes, on obtient une pseudo-suite de Morley dans
k. 
Le lemme suivant se montre de manie`re analogue au [3, Lemma 7.3] (en remar-
quant tout d’abord, par le lemme pre´ce´dent, que le corps des constantes est fixe
dans ce cas) :
Lemme 5.4. Soient k ∈ Kµ et k
′ /∈ Kµ une extension minimale de k contenant
une pseudo-suite de Morley e¯0, . . . , e¯µ(α) de parame`tre canonique b¯ ∈ k pour un code
α ∈ C. Alors il existe une pseudo-suite de Morley e¯′0, . . . , e¯
′
µ(α) pour le meˆme code et
avec meˆme parame`tre canonique telle que k contient e¯′0, . . . , e¯
′
µ(α)−1 et k
′ = k〈e¯′µ(α)〉.
Notons qu’alors α est l’unique code ve´rifiant ces proprie´te´s.
The´ore`me 5.5. La classe Kµ a la proprie´te´ d’amalgamation.
De´monstration. Il suffit de montrer la proprie´te´ pour des extensions minimales k1
et k2 de k dans Kµ. Notons k
′ l’amalgame libre k〈k1 ∪ k2〉. On peut supposer que
Ck′ = Ck (il suffit pour cela d’e´tendre k par les constantes de k
′ en utilisant le
lemme 5.3). Avec cette hypothe`se, la pre´dimension est sous-modulaire entre k et k′
et par conse´quent k′ est une extension minimale de k1 et de k2. A` l’aide des lemmes
5.2, 5.4, 3.3 et de la remarque 4.1 (2), on montre alors, de la meˆme manie`re que
dans la preuve du [3, Theorem 8.2], que si k′ /∈ Kµ alors k1 et k2 sont isomorphes
au-dessus de k. 
On suit la notation des articles pre´cedents et on dit qu’un corps K dans Kµ
est riche si pour tout sous-corps autosuffisant finiment engendre´e k dans K et
toute extension finiment engendre´e k ≤ k′ dans Kµ, il existe une k-copie de k
′
autosuffisante dans K. Par la proprie´te´ d’amalgamation, il y a un unique corps
riche de´nombrable (a` isomorphisme pre`s). Maintenant, nous ve´rifions que les corps
riches correspondent aux mode`les ω-sature´s d’une the´orie. Pour cela, nous devons
commencer par de´crire les extensions minimales qui ne restent pas dans la classe
Kµ.
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Notons que dans le lemme suivant, on ne suppose pas qu’une extension pre´finitaire
est engendre´e par un type de bon rang dans DCF0 (contrairement aux ensembles
pre´finitaires qui sont par de´finition des ensembles de´finissables ayant bon rang).
Lemme 5.6. Soient k ∈ Kµ et k
′ une extension minimale de k. Alors :
(1) Ou bien dim.linC(R(k
′)/R(k)) ≤ 1 et alors k′ ∈ Kµ.
(2) Ou bien k′ est une extension finitaire ou pre´finitaire de k, et alors k′ /∈ Kµ si et
seulement si k′ contient une pseudo-suite de Morley e¯0, . . . , e¯µ(α) de parame`tre
canonique b¯ pour un code α ∈ C telle que l’une des conditions suivantes soit
re´alise´e :
(a) k contient e¯0, . . . , e¯µ(α)−1 et k
′ = k〈e¯µ(α)〉 (dans ce cas k
′ est pre´finitaire).
(b) µ∗(α) e´le´ments parmis e¯0, . . . , e¯µ(α) forment (au sens de DCF0) une suite
de Morley de ϕα(x¯, b¯) au-dessus de k ∪ b¯.
De´monstration. Par le lemme 5.3, on peut supposer que Ck′ = Ck. Si k
′ est en-
gendre´ par un point blanc diffe´rentiellement alge´brique ou ge´ne´rique alors R(k′) =
R(k) et donc k′ ∈ Kµ car k
′ contient les meˆme pseudo-suites de Morley que k.
Sinon, supposons que k′ contienne une pseudo-suite de Morley e¯0, . . . , e¯µ(α) de
parame`tre canonique b¯ pour un code α ∈ C. On distingue deux cas :
Ou bien apre`s une transformation de e¯0, . . . , e¯µ(α), on peut supposer que k
contient b¯. Alors par le lemme 5.4, on est dans le cas (2a) et dans ce cas k′ est
une extension pre´finitaire correspondant en fait a` un groupe pre´finitaire (en parti-
culier cette extension a un bon rang).
Sinon, par le lemme 5.1, au moins µ∗(α) e´le´ments parmis e¯0, . . . , e¯µ(α) forment
une suite de Morley de ϕα(x¯, b¯) au-dessus de k ∪ b¯. En particulier, il existe un
e´le´ment e¯i ge´ne´rique au-dessus de k∪ b¯. Ce n’est pas possible si k
′ est engendre´ par
un ge´ne´rique rouge car dans ce cas dim.linC(R(k
′)/R(k)) = 1. 
Notons que le fait qu’une formule ϕ(x¯, b¯) de DCF0 ve´rifie les conditions du lemme
3.3 est de´finissable sur b¯. On appelle formule de delta nul, une formule ϕ(x¯, y¯) qui
est pour chaque b¯, soit vide, soit comme ci-dessus.
Corollaire 5.7. Pour chaque formule de delta nul, ϕ(x¯, y¯),il existe un axiome ∀∃,
χϕ, tel que tout corps k ∈ Kµ diffe´rentiellement clos satisfait χϕ si et seulement
si, pour tout b¯ ∈ k tel qu’il n’y a pas de re´alisation rouge de ϕ(x¯, b¯) dans k, alors
aucune extension minimale k〈a¯〉, donne´e par une re´alisation rouge a¯ de ϕ(x¯, b¯) de
degre´ de diffe´rentiel sur k maximal, n’est dans la classe Kµ.
De´monstration. De la meˆme fac¸on que dans la preuve [3, Corollary 7.5], a` partir de
la caracte´risation des extensions minimales qui ne sont pas dans Kµ, en utilisant le
lemme 5.6 et le fait que µ∗ est a` fibres finies, on ve´rifie facilement qu’il existe une
partie finie Cϕ ⊂ C de codes telle qu’une telle extension k〈a¯〉 /∈ Kµ si et seulement
si k〈a¯〉 contient une pseudo-suite de Morley de longueur µ(β) + 1 pour un certain
β ∈ Cϕ.
Ainsi, k n’a pas une telle extension minimale dans Kµ associe´e a` ϕ(x¯, b¯) si et
seulement s’il existe un code β ∈ Cϕ, des uples rouges m¯0, ..., m¯µ(β) de k et des
matrices M0, ..., Mµ(β) a` coefficients dans Ck tels que le degre´ diffe´rentiel de la
diffe´rence syme´trique de ϕ(x¯, b¯) et Ψβ(M0 · x¯ + m¯0, . . . ,Mµ(β) · x¯ + m¯µ(β)) chute.
C’est une proprie´te´ uniforme´ment de´finissable en les parame`tres (par de´finissabilite´
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du ge´ne´rique de DCF0). De plus, en utilisant l’e´limination des quantificateurs dans
DCF0, on remarque que cette proprie´te´ est de´finissable par une formule ∀∃. 
Conside´rons maintenant la the´orie Tµ suivante :
(1) Axiomatisation de Kµ ;
(2) Axiomatisation de DCF0 ;
(3) Les axiomes χϕ pour toute formule ϕ de delta nul.
The´ore`me 5.8. Un corps K de Kµ est riche si et seulement si K est un mode`le
ω-sature´ de Tµ.
De´monstration. Montrons qu’un mode`le K ω-sature´ est riche. Soit k finiment en-
gendre´ tel que k ≤ K et k′ une extension minimale de k dans Kµ.
Si k′ est engendre´ au-dessus de k par un e´le´ment diffe´rentiellement alge´brique
blanc alors il suffit de re´aliser le type corpique de cet e´le´ment dans K ce qui est
possible car K est un mode`le ω-sature´ de DCF0.
Si δ(k′/k) = 0 et k′ est engendre´ par une base rouge a¯ de taille 2n. On peut
supposer que a¯ est en amalgame libre avec K au-dessus de k. Par saturation, il
suffit de re´aliser dans K toute formule de delta nul du type rouge de a¯ sur k. Si une
telle formule n’e´tait pas re´alise´, alors par l’axiome χϕ, l’amalgame libre de K et a¯
ne serait pas dans la classe Kµ, ce qui contredirait la proprie´te´ d’amalgamation.
Si k′ est engendre´ par le ge´ne´rique rouge au-dessus de k, on l’approxime dans
K par des types rouges pre´finitaires donne´s par (a, a(n)) (qui sont dans Kµ car de
dimension line´aire deux) et donc par saturation, ce ge´ne´rique est re´alise´ dans K.
Le meˆme argument d’approximation montre que K re´alise le ge´ne´rique blanc.
Montrons maintenant que les corps riches sont mode`les de Tµ. Soit K un corps
riche. Alors K est bien dans Kµ et il est diffe´rentiellement clos car tout type
diffe´rentiellement alge´brique sur un ensemble fini est re´alise´ par un point blanc dans
K. (Il suffit de plonger l’amalgame libre d’une extension par un point diffe´rentiellement
alge´brique).
Soit ϕ(x¯, b¯) une formule de delta nul avec b¯ ∈ K. Soit k contenant b¯, corps
finiment engendre´ et autosuffisant dans K. S’il existe une re´alisation rouge a¯ de
ϕ(x¯, b¯) telle que k〈a¯〉 est dans Kµ, alors par richesse il y a une re´alisation de ϕ(x¯, b¯)
dans K. Sinon, la seconde partie de l’axiome est satisfaite.
Puisque tous les riches se correspondent par va et vient infini, on de´duit qu’ils
sont tous ω-sature´s. 
Pour la suite, nous notons K l’unique mode`le riche de´nombrable. Remarquons
qu’il n’y a pas d’extension pre´finitaire au-dessus deK dans Kµ : sinon a` partir d’une
re´alisation rouge ge´ne´rique d’une cossette d’un groupe code´ par α ∈ C, on pourrait
facilement trouver dans K une suite de Morley rouge de ce groupe, de longueur
arbitrairement grande, et obtiendrait, par la proprie´te´ (a) de Ψα, une pseudo-suite
de Morley de longueur trop grande.
Corollaire 5.9. La the´orie Tµ est de rang ω ·2 et les rouges forment un sous-groupe
additif de rang ω.
De´monstration. Soit k′ une extension minimale affine de bon rang sur k engendre´e
par une base rouge a¯. Rappelons que le type de a¯ est alors le ge´ne´rique d’une cos-
sette de´finissable d’un groupe code´ par ϕα(x¯, b¯), ou` l’on peut supposer b¯ autosuffi-
sant. Si on pouvait trouver une suite assez longue des re´alisations de ϕα(x¯, b¯) non
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comple`tement lineairement de´pendantes, on obtiendrait une suite de Morley (car la
pre´dimension ne chute pas inde´finiment). Du fait que la taille des pseudo-suites de
Morley correspondantes est borne´e, l’espace de re´alisations rouges de ϕα(x¯, b¯) est
finiment engendre´ sur les constants. Comme C est de rang 1, le rang de Morley de
ϕα(x¯, b¯) ∧ R(x¯) est donc fini (borne´ inde´pendemment de b¯).
Les extensions minimales de pre´dimension nulle sont donc toutes de rangs finis.
Le meˆme calcul de rangs que dans le sous-lemme de 3.4 nous permet de borner
uniformement le rang de chaque morceau dans une tour d’extensions minimales de
pre´dimension nulle et a` nouveau graˆce a` l’ine´galite´ d’Erimbetov, on conclut que
toute les extensions autosuffisantes de pre´dimension nulle ont rang de Morley fini.
Donc le ge´ne´rique rouge est de rang au plus ω.
Tout point est produit de deux rouges : en effet, pour a ∈ K, on conside`re une
cloˆture autosuffisante k de a et on prend une paire de rouges r1, r2 line´airement
inde´pendants sur k telle que a = r1 · r2 et r1 est diffe´rentiellement transcendant sur
k. Cette paire de´termine alors une extension triviale qui est donc re´alise´e dans K
(qui sont dans Kµ car de dimension line´aire deux par le lemme 5.6). Comme K ne
peut pas avoir rang fini, on en de´duit que le ge´ne´rique rouge est de rang ω et par
connexite´ du groupe additif de K, le rang du ge´ne´rique blanc est ω · 2. 
6. Les verts
Dans cette dernie`re section, nous travaillons dans le mode`le riche K obtenu dans
section 4.
Conside´rons le logarithme diffe´rentiel de´fini de la fac¸on suivante :
L∂ : Gm → Ga
x → x
′
x
ou` Gm (resp. Ga) de´note le groupe alge´brique multiplicatif (resp. additif) de K.
Notons que L∂ est un homomorphisme de groupes avec noyau Gm(C) = C
∗. On
de´fini maintenant :
V = {x¯ ∈ Gm |L∂(x) ∈ R}
et on l’appelle ensemble de points verts de K. Il est un sous-groupe multiplicatif
divisible (parce que R est un Q-espace vectoriel) qui contient de la torsion (toute la
torsion de C∗). Poizat [14] avait de´ja` note´ que la structure re´duite (K,V) n’est pas
un mauvais corps, meˆme si on oublie la de´rive´ (et donc les rouges). Nous re´pe´tons
et comple´tons maintenant son argument. Dans le langage e´tendu, V a aussi rang
ω (parce que le noyau de L∂ a rang 1 et l’application L∂ est surjective car K
est diffe´rentiellement clos). De plus, V est divisible, et donc inde´composable (mul-
tiplicativement mais aussi additivement). Le the´ore`me des inde´composables [13,
The´ore`me 6.10] montre qu’il existe une borne ξ (en fait, 4) telle que tout e´le´ment
de K s’exprime comme somme de ξ e´le´ments de V. Cet e´nonce´ reste alors vrai dans
la structure re´duite, donc K et V ont des rangs commensurables dans la struc-
ture (K,V). Maintenant, [15] donne l’existence d’un plus petit corps de´finissable F
contenant le corps de constantes C. En passant au langage e´tendu, on de´duit que
F a rang fini (meˆme en passant au langage e´tendu car F est strictement contenu
dans V ∪ {0}), et donc F = C parce que C est alge´briquement clos. Ainsi le rang
de C dans le re´duit reste 1, et le rang de K est au moins ω. Par commensurabilite´
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de K et V et le fait que K est multiplicativement connexe, le rang de V reste ω et
le rang de K est ω · 2 dans la structure re´duite (K,V ).
En utilisant l’application de Manin, on obtient des sous-groupes non-alge´briques
d’une varie´te´ semiabelienne donne´e telles que la structure re´duite n’a pas rang fini.
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