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a b s t r a c t
The convergence of many iterative procedures, in particular that of the conjugate gradient
method, strongly depends on the condition number of the linear system to be solved. In
cases with a large condition number, therefore, preconditioning is often used to transform
the system into an equivalent one, with a smaller condition number and therefore faster
convergence. For Poisson-like difference equations with flat grids, the vertical part of
the difference operator is dominant and tridiagonal and can be used for preconditioning.
Such a procedure has been applied to incompressible atmospheric flows to preserve
incompressibility, where a system of Poisson-like difference equations is to be solved for
the dynamic pressure part. In the mesoscale atmospheric model KAMM, convergence has
been speeded up considerably by tridiagonal preconditioning, even though the system
matrix is not symmetric and, hence, the biconjugate gradient method must be used.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Numerical solutions to initial value problems with hyperbolic or parabolic partial differential equations and elliptic side
conditions require a considerable amount of computation, since an elliptic equation must be solved in each time step
in order to adapt the solution to the side condition. Examples of such problems are the Navier–Stokes equations for an
incompressible fluid [1], and the anelastic approximation for atmospheric flows, where a filtering condition is introduced
in order to suppress meteorologically uninteresting acoustic waves, whose integration would require small time steps, for
numerical stability reasons [2].
In these cases, the equation determining the pressure is a Poisson-like difference equation with a large number
of unknowns, though its matrix is sparse. Therefore it has to be solved iteratively to a certain approximation. If the
correspondingmatrix A is symmetric positive definite, themethod of conjugate gradients is applicable [3,4]. Its convergence
speed strongly depends on the condition number of the matrix A: the convergence rate of a rigorous error bound is
q = 1− 2/( cond 1/22 (A)+ 1) (1)
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as pointed out by Hanke-Bourgeois in [3]. Reducing the error bound by a factor η < 1 therefore requires I iterations with
I = | ln η|| ln q| ≈
1
2

cond 2(A)| ln η|. (2)
However, actual convergence may be faster (see [3, Section 35.3]) depending on the distribution of the next-to-largest
eigenvalues of A. In the cases under consideration, the condition number turns out to be large, which means many iterative
steps must be performed to achieve sufficient accuracy. By preconditioning, one tries to transform the system in such a way
that the condition number of the transformed system becomes smaller; hence, the convergence becomes faster [3].
In many atmospheric situations, the vertical dimensions of the flow to be treated are notably smaller than its horizontal
dimensions and the grids used have vertical spacing much smaller than the horizontal grid point distances, particularly
near the Earth’s surface. This happens in global and regional climate models [5,6] and also in mesoscale models [7–10]. In
this latter case, the discrete Laplacian contains vertical differences as its dominant part, which correspond to a tridiagonal
matrix. This matrix can be used for preconditioning, and the condition number turns out to be considerably reduced by such
a transformation. The additional amount of work to be done by solving tridiagonal systems is proportional to the number
of equations/unknowns with a small natural number coefficient. Therefore preconditioning does not essentially increase
the number of operations in one CG iteration step. For band matrices, the latter number of operations also is proportional
to the number of unknowns, with a larger coefficient dependent on the bandwidth, however. Hence, the total amount of
computation necessary for a certain degree of accuracy is notably reduced.
The paper is organized as follows. Section 2 introduces the tridiagonal preconditioning method for a simplified case. In
Section 3 the application of this method to an atmospheric mesoscale model, namely the Karlsruhe Atmospheric Mesoscale
Model (KAMM), is outlined and the computational results are shown. Section 4 is then devoted to some concluding remarks.
2. A simplified case
2.1. Constant vertical mesh width
To understand the effects described above more quantitatively, we consider the Poisson differential equation
− ∂
2ϕ
∂x2
− ∂
2ϕ
∂y2
− ∂
2ϕ
∂z2
= g(x, y, z) (3)
in a three-dimensional rectangular region with sides L1, L2, and H,H ≪ Li for i = 1, 2, homogeneous Dirichlet boundary
conditions at the upper boundary and homogeneous Neumann conditions elsewhere. For the sake of simplicity we choose
L1 = L2 = L. On discretizing with constant mesh widths, (3) becomes
−

δ2xϕ
(1x)2
+ δ
2
yϕ
(1y)2
+ δ
2
z ϕ
(1z)2

= g(x, y, z) (4)
where δ2x is the second-order centered difference operator with respect to the variable x; δ
2
y , δ
2
z are analogous.
If1z ≪ 1x = 1y, the vertical difference part is dominant. Using matrix notation we obtain
T
−→
Φ + B−→Φ = −→g (5)
where T denotes the tridiagonal ‘‘vertical’’ part and B the remaining ‘‘horizontal’’ part of the matrix. (Strictly speaking, T is
a tensor product of a tridiagonal ‘‘vertical’’ factor with the unit matrix as a ‘‘horizontal’’ factor, and B has a similar structure.
We prefer, however, the simplified notation as used above.) Note that, depending on the discretization of the Neumann
boundary conditions, the matrices T and B may slightly deviate from symmetry. This may be compensated for by using
similarity transformations with diagonal matrices deviating from the identity at the Neumann boundary points only. The
matrices T and B commute. The eigenvalues of the matrix T + B then are
λi,j,k = 4
(1x)2
sin2
iπ1x
2L
+ 4
(1y)2
sin2
jπ1y
2L
+ 4
(1z)2
sin2
(2k− 1)π1z
4H
,
i, j = 0, 1, . . . ,M; k = 1, . . . ,N; M1x = M1y = L,N1z = H. (6)
For error estimates in the Euclidean vector norm we have
cond (T + B) = max{λi,j,k}/min{λi,j,k}
=
[
4
(1x)2
+ 4
(1y)2
+ 4
(1z)2
sin2
π
2

1− 1
N + 1/2
]
4
(1z)2
sin2
π1z
4H
≈ 16
π2

H
1z
2
. (7)
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Preconditioning by T−1 means that we transform the system into
−→
Φ + T−1B−→Φ = T−1−→g . (8)
The eigenvalues of the corresponding symmetric positive definite matrix I + T−1B are
µi,j,k = 1+
[
4
(1x)2
sin2
iπ1x
2L
+ 4
(1y)2
sin2
jπ1y
2L
]
4
(1z)2
sin2
(2k− 1)π1z
4H
,
i, j = 0, 1, . . . ,M; k = 1, . . . ,N, (9)
and its condition number, therefore, is
cond (I + T−1B) =

1+
[
4
(1x)2
+ 4
(1y)2
]
4
(1z)2
sin2
π1z
4H

1
≈ 1+ 16
π2
H2
[
1
(1x)2
+ 1
(1y)2
]
. (10)
One sees that, as compared to (7), a remarkable reduction has been achieved as 1z ≪ 1x = 1y. Note that, due to the
diagonal similarity transformations, the condition number is computed as the quotient of matrix norms corresponding to
Euclidean vector norms with a different weight of the original variables at the Neumann boundary points.
In this simplified case, diagonal preconditioning would not change the original condition number, since the diagonal
elements of T and B are the same at each grid point and thus the preconditioning changes all of the eigenvalues by the same
factor.
If we use preconditioning by (T + DB)−1 where DB = dBI is the diagonal part of B, the condition number relative to
preconditioning with T−1 does not change, as is shown by the following arguments:
(T + DB)−1(T + B) = I + (T + DB)−1(B− DB). (11)
Hence
λmax((T + DB)−1(T + B)) = 1+ (λmin(T )+ dB)−1(λmax(B)− dB)
= (λmin(T )+ dB)−1(λmin(T )+ λmax(B)) (12)
and since λmin(B)− dB = −dB < 0, we conclude that
λmin((T + DB)−1(T + B)) = 1+ (λmin(T )+ dB)−1(λmin(B)− dB)
= (λmin(T )+ dB)−1λmin(T ). (13)
Therefore, the condition number is
cond ((T + DB)−1(T + B)) = (λmin(T )+ λmax(B))/λmin(T )
= 1+ λmax(B)/λmin(T ) (14)
as in (10). Note that the same arguments hold if the vertical grid spacing is no longer uniform.
2.2. Variable vertical mesh width
In this case, if the grid spacing is e.g. closer near the ground, T will no longer be symmetric, but once again, can be made
symmetric. However, this time a more general diagonal similarity transformation is needed. The CG method then would be
applied to this symmetric matrix. This means that error estimates have to be considered with respect to a suitably weighed
Euclidean norm. As compared to the case of constant vertical mesh width with the same number of grid points, it turns
out that the larger eigenvalues of T become even larger, whereas its smallest eigenvalue does not change much. Hence the
condition number of T + B will become even larger, whereas the condition number of I + T−1B remains about the same.
Thus the gain in computing time achieved by preconditioning will be more important than in the case of constant vertical
mesh width.
As an example we consider the vertical mesh width constant with respect to a new vertical coordinate η which is
connected to z by the quadratic relation
z = H(1− η)(b+ (1− b)(1− η)) (15)
as was used in KAMM (see [2]), where b = 2/(c+ 1), c = 50 is a parameter describing non-uniformness, corresponding to
a ratio near 30 between the largest and the smallest vertical step sizes (1zmin ≈ 16.4 m,1zmax ≈ 500 m). If the parameter
c = 20, we get 1zmin ≈ 30 m,1zmax ≈ 500 m, i.e. with a ratio near 17. Further parameters are 1x = 1y = 1 km,H =
10 km,1η = 1/39. Then, for the extreme eigenvalues of T we find
λmax(T ) ≈ 1350/(H1η)2 ≈ 2.05× 104, λmin(T ) ≈ π2/(4H2) ≈ 2.47× 10−2. (16)
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From this, using the fact that T and B commute and λmax(B) ≈ 8, λmin(B) ≈ 0, we obtain
λmax(T + B) ≈ 2.05× 104, λmin(T + B) ≈ 2.47× 10−2, (17)
cond (T + B) ≈ 0.83× 106. (18)
This is of the same order of magnitude as in the constant step size case with a step size near1zmin, where cond (T + B) ≈
0.60× 106.
Using diagonal pivoting with (DT + DB)−1, the maximal and minimal eigenvalues will be λmax ≈ 1.9972 and λmin ≈
1.8498 × 10−4; hence cond ≈ 1.080 × 104, thus gaining a factor close to 9 in the number of iterations as compared to
the unpreconditioned case, according to (2). Observe, however, that diagonal pivoting destroys symmetry, which can be
regained by a suitable similarity transformation. Then the Euclidean norm used for the condition number will be a weighted
one with weights differing by a factor up to 37.
On the other hand,
λmax(I + T−1B) ≈ 1+ (H2/2.47)(4/(1x)2 + 4/(1y)2) ≈ 325, (19)
λmin(I + T−1B) = 1, (20)
cond (I + T−1B) ≈ 325. (21)
Hence the number of iterations is reduced by another factor 5.8, amounting to a total factor of approximately 51with regard
to the unpreconditioned case.
We compare this to two cases of constant mesh width from Eqs. (6) and (9) where we had an approximate ratio of
condition numbers of
1
(1z)2
: 2
(1x)2
.
For 40 horizontal grid planes, i.e.1z = H/39, we find this ratio to be≈ 7.6, and hence a gain in convergence speed of≈ 2.8.
If, however, we compare with a constant1z ≈ 1zmin ≈ 0.0164 km, this ratio is≈ 1860 with a gain in convergence speed
of≈ 43.
It can be easily seen that the gain in the number of iterations achieved by tridiagonal preconditioning is only slightly
lessened by the additional amount of work to be done. LetmA = mT+B be the number of non-zero elements in each row of
the matrix T + B. Then, in the unpreconditioned case, the amount of work per column of the grid turns out to be mA ∗ N
floating point operations (not counting additions) for computing the initial residuum, and (mA + 5) ∗ N flops per iteration
of the CG method.
Preconditioning can be done according to Algorithm 10.1 in [3]. Then, in addition, one has to solve linear systems with
the matrices D = diag(T + B) orT = T + db ∗ I , respectively, initially and within each iteration step. This amounts to N
flops in the case of diagonal preconditioning.
In the case of tridiagonal preconditioning one has to decomposeT by LR decomposition once, which amounts to 2N flops,
and 3N flops for each linear system, initially and for each iteration step.
As one sees, the amount of computing work stays proportional to N per grid column; hence scalability is retained.
3. Application to an atmospheric mesoscale model
3.1. The model description
The three-dimensional non-hydrostatic numerical simulation model KAMM (Karlsruhe Atmospheric Mesoscale Model)
solves the momentum, heat and humidity equation [2,11]. Anelastic approximation is applied to filter out sound waves. In
mathematical terms, the model is described by the following system of time-evolutionary differential equations together
with a non-divergence condition to filter out acoustic waves [2]:
∂
∂t
−→v + (−→v · grad )−→v + f [−→k ×−→v ] + cpθv gradπ + g−→k = ( div (Kv grad ))−→v (22)
∂
∂t
θ + (−→v · grad )θ = ( div (K grad ))θ (23)
∂
∂t
q+ (−→v · grad )q = ( div (K grad ))q (24)
with the elliptic filtering condition
div−→v = 0. (25)
Here −→v , θ, q, and π are unknown functions: velocity, potential temperature, mixing ratio of water vapor to dry air
(≈ specific humidity), and Exner pressure function; f is the constant Coriolis parameter, −→k the vertical unit vector, cp the
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specific heat of air, θv = θ(1+0.608q) the virtual potential temperature, and g the constant of gravity. K and Kv are variable
matrices of turbulent diffusion coefficients, essentially depending on the gradients of the velocity and potential temperature,
and on the distance to the ground. Note that density does not show up in the above equations except implicitly in the
coefficient of the pressure gradient term where buoyancy is taken into consideration (the ‘‘Boussinesq approximation’’).
The potential temperature and the pressure function will be split into a given basic state and perturbations which
are treated as unknowns. The pressure function’s perturbation itself will be split into a hydrostatic part πh obtained by
integrating the perturbation of θ−1 vertically, and a dynamic partπd. The latter is determined in such away that the filtering
condition is satisfied. There results a Poisson-type elliptic equation
div (cpθv gradπd) = div−→a (26)
where−→a is the sum of all terms in (22) changing−→v locally without the πd term.
The equations are transformed into a coordinate system following the terrain. The relation between the vertical
coordinate z and the transformed coordinate η is given by
z = h(x, y)+ (H − h(x, y))(1− η)(b+ (1− b)(1− η)), 0 ≤ η ≤ 1 (27)
where h(x, y) denotes the altitude of the terrain, and b and H are as in Section 2.
The model was conceived for the mesoscale γ and the microscale α. It is driven by a large-scale or synoptic basic
state, geostrophically and hydrostatically balanced, and by energy conversions at the ground. The turbulent fluxes are
parametrized analogously to the molecular exchange according to the eddy diffusivity concept. The stress tensor is
assumed to be proportional to the deformation of the velocity field with the turbulent diffusion coefficient being used as
a proportionality factor. The diffusion coefficients are determined by the mixing length concept with modifications in [12]
depending on the local Richardson number. Alternatively, under unstable conditions, a nonlocal closure is used [13].
Boundary conditions are different for the different physical processes involved. For advection, the quantities transported
across the boundary are kept constant at inflow boundaries. There is no turbulent diffusion across boundaries. Also, no
pressure perturbation gradients are applied across lateral boundaries. In addition, the scheme of Orlanski [14] is used at
lateral boundaries to avoid reflection of gravitywaves, whereas at the upper boundary, the vertical velocity and perturbation
pressure are coupled according to Klemp and Durran [15]. At the lower boundary a particular soil and vegetationmodel [16]
is incorporated.
As input data themodel requires large-scale meteorological data driving the processes in the simulation area, the terrain
altitude as a function of the geographical location and data on soil and vegetation types. The large-scale flow is described in
terms of the geostrophic wind components and the large-scale field of the potential temperature. The model’s outputs are
space- and time-dependent distributions of wind (horizontal and vertical components), potential temperature and specific
humidity.
3.2. Discretization and the convergence speed
As usual in atmospheric sciences, these equations are solved numerically by applying the fractional steps method
(splittingmethod) which consists of the sequential calculation of changes due to the different physical processes (advection,
turbulent diffusion, hydrostatic pressure gradient, Coriolis force, and dynamic pressure gradient). The discretization is done
over an Arakawa-A-type grid [17] uniform in the coordinate η, and hence non-uniform in z, and finer near the Earth’s surface,
and also dependent on the horizontal coordinates, due to the topography (see (27)).
Euler’s explicitmethod is used for time discretization, with subdivision into smaller step sizes for turbulent diffusion, and
centered differences for the space discretization of diffusion and pressure gradient terms, whereas a special flux corrector
scheme [18] is applied for advection terms.
When all fractional steps, except the acceleration due to dynamic pressure, have been executed for one time step, a
flow field
−→v results which is, typically, not divergence-free. After that, its divergence and the dynamic pressure πd are
determined through discretization of the Poisson-type equation
1t div (cpθv gradπd) = div (−→v ). (28)
In addition, boundary conditions for the dynamic pressure are required: homogeneous Dirichlet conditions at the upper
boundary, inhomogeneous Neumann conditions at the lower boundary, and homogeneous Neumann conditions at the
lateral boundaries [19]. Then the new velocity field
−→v = −→v −1tcpθv gradπd (29)
is divergence-free apart from discretization errors. This procedure is closely related to the procedure applied in [1] and the
ones used in [20].
Though the Poisson-type operator in (26) is self-adjoint under the boundary conditions above, its discrete analogon may
not be so, because of the transformation to terrain-following coordinates and the use of a variable vertical mesh width.
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Table 1
Efficiency of the TPC method on the SX-8R machine with ix = 265, iy = 232, iz = 40,1x = 1y = 1000 m,1zmin = 6.3 m,1zmax = 500 m.
Simulation
time (min)
Epslin c Total CPU time
DPC (min)
Total CPU time
TPC (min)
CPU time
ratio
CPU time ratio (Poisson solver)
10 10−4 50 5.85 0.93 6.3 18.9
60 10−4 50 24.04 5.06 4.7 23.9
120 10−4 50 43.29 10.27 4.2 22.3
240 10−4 50 78.33 21.57 3.6 20.3
1620 10−4 50 421.29 160.63 2.6 16.7
60 10−2 50 17.51 4.91 3.6 20.7
60 10−4 20 16.49 4.58 3.6 11.9
60 10−2 20 10.48 4.29 2.4 8.7
Hence the conjugate gradient method must be modified to be applicable to a nonsymmetric matrix, e.g. by applying the
biconjugate gradients method [21].
In KAMM, this was originally done with diagonal preconditioning (DPC) in order to improve the convergence speed as
compared to the case without preconditioning. But if tridiagonal preconditioning (TPC) is applied as suggested in Section 2,
there is an additional gain in speed (see also Section 3.3).While in the former version, the computing timewas dominated by
the amount of time necessary for solving Poisson’s equation, now the time required to solve the equation is only a fraction
of the total computing time.
Note that in KAMM, with both DPC and TPC, the complete diagonal element of the Poisson matrix is used in the
preconditioning matrix.
The introduction of tridiagonal preconditioning into the existing program KAMM was intended to improve its
performancewith aminimumof program changes. For this reason, and because of its storage requirements, the introduction
of GMRES or other methods was not considered.
3.3. Computational results
In order to obtain a comparison of the improved KAMM program (with TPC) to the former version (with DPC), the
numerical simulation programwas applied to a computational domain corresponding to a region located near 30°S in [7–9].
This region extends over 264 km in an east–west direction from the Pacific ocean to the high Andes mountains (up to
6200 m altitude), over 231 km in a north–south direction, and up to H = 10 km altitude, with a grid equally spaced with
1 km mesh width horizontally, and 40 grid planes in the vertical, equally spaced in η. For the non-uniformness parameter
c (see Section 2.2, after Eq. (15)) we used the values c = 50 (with a minimal vertical step size of 1zmin ≈ 16.4 m
near sea level and 1zmin ≈ 6.3 m at the top levels of the Andes) and c = 20 (with 1zmin ≈ 30 m and 1zmin ≈
11.5 m, respectively). The maximal step sizes are 1zmax ≈ 500 m and 1zmax ≈ 190 m, respectively, for both values
of c.
Results are shown in Table 1, particularly for the NEC SX-8R supercomputer [22]. The parameter Epslin describes the
criterion by which the iteration loop is finished. This is the case as soon as the square sum of the residuals in the grid points
drops below Epslin relative to the square sum before the iteration.
It is remarkable that the solution of the Poisson-like equation is speeded up by a factor near 20 by introducing TPC instead
of DPC. Since the other parts of the programwere not changed, but play an important role in the computing time, the speed-
up of the whole run is much smaller, with a factor between 3 and 5 approximately. It might be surprising that the real
speed-up factor is much larger than the one computed in Section 2.2. Note, however, that the latter is based on a (rigid)
error bound whereas the former is computed from true residuals.
For the case without any preconditioning there were no computational results available. But see Section 2 for this case
in the simplified model.
4. Concluding remarks
A preconditioning procedure using the tridiagonal vertical part of the discretized Laplacian, which is dominant in the
case of flat grids, was constructed in order to speed up the convergence of iterations necessary for solving the Poisson-
like difference equations which occur in the case of incompressible flows, particularly with the method of conjugate
or biconjugate gradients. It should also be applicable for other iteration methods where the system’s condition number
determines the convergence speed.
The essential effects of tridiagonal preconditioning can be seen already in a simplified model with a rectangular domain
using rigid error bounds. The method also has demonstrated its efficiency in computations for the atmospheric model
KAMM. Whereas in the former DPC version the time consumed by the Poisson solver dominated the computing time of
the whole program, it plays only a minor part in the new version, and the reduction in computing time for mesoscale
atmospheric studies, involving complicated terrain and extending over at least 24 h [2,7–10], is significant.
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