The paper presents an evaluation of the combined use of the HYDRUS and SWI2 packages for MODFLOW as a potential tool for modeling recharge in coastal aquifers subject to saltwater intrusion. The HYDRUS package for MODFLOW solves numerically the one-dimensional form of the Richards equation describing water flow in variablysaturated media. The code computes groundwater recharge to or capillary rise from the groundwater table while considering weather, vegetation, and soil hydraulic property data. The SWI2 package represents in a simplified way variable-density flow associated with saltwater intrusion in coastal aquifers. Combining these two packages within the MODFLOW framework provides a more accurate description of vadose zone processes in subsurface systems with shallow aquifers, which strongly depend upon infiltration. The two packages were applied to a two-dimensional problem of recharge of a freshwater lens in a sandy peninsula, which is a typical geomorphologic form along the Baltic and the North Sea coasts, among other places. Results highlighted the sensitivity of calculated recharge rates to the temporal resolution of weather data. Using daily values of precipitation and potential evapotranspiration produced average recharge rates more than 20% larger than those obtained with weekly or monthly averaged weather data, leading to different trends in the evolution of freshwater-saltwater interfaces. Root water uptake significantly influenced both the recharge rate and the position of the freshwater-saltwater interface. The results were less sensitive to changes in soil hydraulic parameters, which in our study were found to affect average yearly recharge rates by up to 13%.
INTRODUCTION
Groundwater recharge through the vadose zone is an important factor affecting salinity patterns in coastal aquifers. In particular, in view of possible climate change, increased water demands and sea level rise, the development of freshwater lenses supplied with infiltrated rainwater on top of saline aquifers is a subject of intense research (e.g., Werner et al., 2013) . A large number of contributions have focused on freshwater lenses in deltaic regions, as well as on islands, peninsulas, or sandbars located in tropical, arid, and temperate climatic zones (e.g., Comte et al., 2014; Contractor and Jenson, 2000; Chang et al., 2016; De Louw et al., 2011; Eeman et al., 2017; Holding and Allen, 2015; Houben and Post, 2016; Illangasekare et al., 2006; Jocson et al., 2002; Mahmoodzadeh et al., 2014; Sadurski et al., 1987; Sinclair et al., 2016; Stuyfzand, 2016; Sulzbacher et al., 2012) .
The actual amount of recharge reaching the groundwater table depends on several factors, including time-variable weather conditions, land use, hydraulic properties of the vadose zone, topographic relief, and the groundwater table depth. Thus, recharge is inherently variable in space and time and this variability may have a significant influence on freshwater-saltwater dynamics in shallow coastal aquifers (Mollema and Antonelli, 2013; Trglavcnik et al., 2016; Vandenbohede et al., 2014) . Other studies highlighted the importance of such factors as water uptake by tree roots (Comte et al., 2014) or hydraulic properties and water storage in the vadose zone (Contractor and Jenson, 2000; Jocson et al., 2002) . There is thus a need to include seasonal fluctuations of recharge in groundwater models for coastal aquifers (Eeman et al., 2012; Mollema and Antonellini, 2013; Oude Essink et al., 2010) and to integrate vadose zone processes more fully into groundwater models.
Vadose zone models transform weather data that are provided as input (precipitation and potential evapotranspiration) into recharge fluxes arriving at the groundwater table. The choice of the temporal resolution of weather data (hourly, daily, monthly, yearly) can significantly affect time distribution and values of recharge. This problem was investigated previously mainly within the context of solute transport through the unsaturated zone (e.g. Foussereau et al., 2001; Persson and Saifadeen, 2016; Vero et al., 2014) , with results showing that using longer averaging periods (e.g., daily vs. hourly) of weather data leads to less recharge and longer solute travel times. A systematic study by Batalha et al. (2018) evaluated groundwater recharge in different climatic regions of Brazil. They found that recharge rates calculated using daily climatological data were up to 9 times larger than those obtained using yearly averages. On the other hand, saltwater intrusion studies are often performed using monthly (e.g., Mollema and Antonellini, 2013; Prieto et al., 2006) or yearly (e.g., Oude Essink et al., 2010) weather data. Thus, the question arises about the possible influence of the temporal resolution of weather data on modeling results.
It is generally accepted that comprehensive representations of water flow in the vadose zone can be obtained using the Richards equation (e.g., Healy, 2010) , although this approach generally does not account for some processes that may be important at the local scale, such as preferential flow (e.g., Šimůnek et al., 2003) or air entrapment (e.g., Szymańska et al., 2016 ). An extended form of the Richards equation can be used to describe flow under both unsaturated and saturated conditions, thereby offering a unified three-dimension (3D) description of flow for the entire subsurface domain. Numerical codes such as SUTRA (Voss and Provost, 2010) , or HydroGeoSphere (Therrien et al., 2010) are based on this approach and include the capability to simulate density-dependent flow essential for saltwater intrusion modeling. However, due to high nonlinear nature of the Richards equation and the need for fine spatial discretizations close to the land surface, the requirements for computational power and time are often prohibitive for fully coupled saturated-unsaturated 3D models.
Alternatively, less complex models can be used also to describe flow in the vadose zone, especially close to the land surface. These models are often based on relatively simple water balance principles (e.g., SWAT (Neitsch et al., 2011) or HELP (Schroeder et al., 1994) ) or kinematic wave routing (e.g., the UZF1 package for MODFLOW (Niswonger et al., 2006) ). The usefulness of these type of models has been confirmed in a number of studies (e.g., Chang et al., 2016; Holding and Allen, 2015; Luoma and Okkonen, 2014) . They are typically very efficient computationally. However, due to their simplified nature, they may not be able to represent properly some important features of unsaturated flow. For example, neither UZF1 nor HELP allows for upward flow due to capillary action, while SWAT greatly simplifies water flow below the root zone. Additionally, the kinematic wave model used in UZF1 is based on the assumption of a homogeneous soil profile, which is often not the case.
In addition to the above two groups of models, another possible modeling approach of intermediate complexity would be to couple a 3D (or 2D horizontal) model for flow in the saturated zone with one or more 1D models for flow in representative unsaturated zone soil profiles, based on the Richards equation. Such an intermediate approach would still allow for a wide range of unsaturated zone processes, but with less computational overhead compared to the complete 3D variablysaturated flow models. The intermediate concept was implemented in the HYDRUS package for MODFLOW (Beegum et al., 2018; Seo et al., 2007; Twarakavi et al., 2008) , which is based on the widely-used standalone numerical HY-DRUS-1D code (Šimůnek et al., 2008ab, 2016) . HYDRUS-1D simulates the transient movement of water, solute, and heat in variably-saturated soil profiles using finite element discretization in space and fully implicit discretization in time. The model has been validated in a large number of applications (Šimůnek et al., 2008b, 2016) , including several related to recharge (e.g., Scanlon et al., 2002; Šimůnek et al., 2016) and saltwater intrusion (Werner and Lockington, 2004) .
The HYDRUS package for MODFLOW was originally written for MODFLOW-2000 (Seo et al., 2007) . Its evaluation and comparison with other MODFLOW-related packages for vadose zone flow was presented by Twarakavi et al. (2008) and Bailey et al. (2013) . Applications to regional scale groundwater flow, as well as comparisons with the UZF1 package, are described in Leterme et al. (2013 Leterme et al. ( , 2015 . Currently, the package is being developed further in cooperation between research groups from the University of California Riverside, the Belgian Nuclear Research Centre (SCK•CEN), and the Gdańsk University of Technology (Beegum et al., 2018) . The most recent version of the HYDRUS package is compatible with MOD-FLOW-2005 (Harbaugh, 2005 . So far, only a fraction of the processes implemented in the original standalone HYDRUS-1D program has been ported to HYDRUS for MODFLOW. Much potential exists for further enhancements, including features such as contaminant transport, macropore flow, or improved models of the hydraulic functions.
The SWI2 package is the latest release of the Seawater Intrusion (SWI) Package for MODFLOW. This package allows simulations of variable-density groundwater flow and seawater intrusion in multi-aquifer coastal systems. Vertically integrated variable-density flow is based on the Dupuit approximation in which an aquifer is vertically discretized into zones of differing densities, separated from each other by defined surfaces representing interfaces . The simplified, sharp-interface approach to densitydependent flow implemented in the SWI and SWI2 packages allows for considerable savings of computer time, as compared to solutions of the coupled variable-density flow and salt transport equations. In fact, each aquifer can be represented by only a single layer of cells. However, the sharp-interface model neglects diffusion and dispersion processes, which may be important in some circumstances. Numerical tests (Dausman et al., 2010) showed that the sharp-interface models may not be realistic when considerable dispersion occurs across the interface, when the anisotropy ratio is very small, or in some systems where inversion occurs and a significant amount of vertical fingering is present.
Our research reported in this contribution has two main goals. The first objective is to carry out an evaluation of the HYDRUS package for MODFLOW as a tool for simulating recharge in conjunction with the SWI2 package for saltwater intrusion modeling. While HYDRUS-1D has been used previously in studies related to saltwater intrusion, the HYDRUS package for MODFLOW has to the best of our knowledge not yet been applied in this particular context. The second objective is to investigate the influence of selected factors on the amount of recharge as well as evolutions of the groundwater table and the saltwater-freshwater interface during the simulations. These factors include uncertainty in soil hydraulic parameters (describing the retention and hydraulic conductivity functions of unsaturated soils), the presence of vegetation, and the temporal resolution of weather data (precipitation and reference evapotranspiration).
MATERIALS AND METHODS HYDRUS code
Numerical simulations were performed using a modified version of MODFLOW-OWHM (Hanson et al., 2014) , which includes both the SWI2 and HYDRUS packages for MODFLOW (Twarakavi et al., 2008) . We used the updated version of HYDRUS for MODFLOW (Beegum et al., 2018) , which represents an improvement over the original version as described by Seo et al. (2007) and Twarakavi et al. (2008) , and which is compatible with MODFLOW-2005 and MODFLOW-OWHM. Here, we provide a more detailed description of the current version of the HYDRUS package, while details about MODFLOW-OWHM and SWI2 can be found in Hanson et al. (2014) and Bakker et al. (2013) , respectively.
The HYDRUS package performs simulations of vertical flow in the vadose zone overlying the MODFLOW model domain. Simulations are carried out for a number of userdefined soil profiles. In principle, it is possible to associate a separate soil profile with each cell of the MODFLOW horizontal grid, but this approach may lead to unacceptably long simulation times for larger problems. Thus, it is recommended to divide the flow domain into a number of regions in such a way that each region encompasses several MODFLOW cells having approximately the same vadose zone flow and transport parameters. The division into regions should be based on such criteria as soil type, vegetation, depth to groundwater, and weather data. It is also possible to define HYDRUS profiles only for a part of the MODFLOW cells for which a more detailed description of unsaturated flow is required, while using alternative methods to specify recharge rates for the remaining cells.
The top of each HYDRUS profile corresponds with the soil surface, while the bottom should be located within the uppermost aquifer defined in MODFLOW, below the expected water table fluctuation zone. Each profile may consist of an arbitrary number of soil layers having different hydraulic properties. The number and position of nodes used to discretize each vadose zone profile are specified by the user. For reasons of numerical stability and efficiency, small nodal spacings (on the order of 1 cm) close to the soil surface are recommended. Details of the numerical scheme used to solve the Richards equation in HY-DRUS are given by Šimůnek et al. (2008a) .
Boundary conditions at the soil surface are implemented as so-called atmospheric conditions, which can be described by the following set of inequalities (Neuman et al., 1974; Šimůnek et al., 2008a) :
where I max is the maximum possible infiltration rate (equal to precipitation if interception is neglected), given as a negative number, K is the soil hydraulic conductivity at the surface, h is the pressure head, z is the vertical coordinate (oriented positively upwards), E max is the maximum possible evaporation rate (potential evaporation), h pond is the maximum ponding depth at the soil surface, and h dry is the minimum allowed value of the pressure head at the surface. These values are provided by users at an arbitrary temporal resolution, and not related to the stress periods defined in MODFLOW. The type of the boundary condition at the soil surface is automatically switched between the flux and pressure head boundary conditions, depending upon the prevailing weather and soil conditions. When the pressure head boundary condition is used, the potential flux is reduced to the actual flux (e.g., actual infiltration and/or evaporation). Details about the numerical implementation of the atmospheric boundary conditions can be found in Šimůnek et al. (2008a) . Another important feature of the HYDRUS package is an explicit representation of water uptake by plant roots. The root zone depth and root density distribution is specified for each soil profile, according to available data on vegetation. The maximum potential transpiration rates are specified by the user at a temporal resolution matching the precipitation and evaporation data. At each HYDRUS time step, the current maximum transpiration rate is distributed among the nodes in the root zone, proportionally to the defined root density distribution, to calculate the nodal potential root water uptake. Actual root water uptake, appearing as a source term in the Richards equation, is obtained by multiplying potential root water uptake using a stress response function, which in turn depends on the soil water pressure head. For our simulations we used a simplification of the well-known stress response function of Feddes et al. (1978) , as given by Huang et al. (2011) . Resulting values of root water uptake are either equal to or smaller than the potential root water uptake.
HYDRUS-MODFLOW coupling
The sequential coupling of MODFLOW and HYDRUS involves exchanging information about the recharge rates and the position of the groundwater table. During each MODFLOW time step, the HYDRUS package is called to solve the 1D Richards equation for each defined soil profile. Due to the variability and nonlinearity of flow in the unsaturated zone, the HYDRUS solution is generally performed using much smaller time steps than the MODFLOW solution. HYDRUS time steps are adjusted automatically within a user-defined range according to the performance of the iterative solver. The initial condition for each soil profile is specified by users for the first MODFLOW time step. The atmospheric boundary condition at the top of each profile is used to represent precipitation, irrigation and/or evaporation as described above. The boundary condition at the bottom of each profile is given as the average value of the groundwater head in the uppermost aquifer, calculated for all MODFLOW cells associated with a particular soil profile.
The unsaturated flow simulation is performed for a time period corresponding to the current MODFLOW time step. Average flow through the bottom of the vadose zone profile during a particular MODFLOW time step is then used as the average recharge (or capillary rise) rate for a particular time step. This recharge rate is then included into the discretized equations for the MODFLOW cells corresponding to a given profile (in the same manner as recharge values defined in the RCH package). Next, the solution for saturated zone flow is obtained with MODFLOW for the new time level, thus providing new values of groundwater heads in the upper aquifer, with the solution proceeding to the next time step. Pressure head and water content distributions in each HYDRUS profile are updated next to reflect the new position of the water table and the vertical flux in the considered HYDRUS profile at the end of the previous MODFLOW time step (Beegum et al., 2018) .
Note that the HYDRUS package for MODFLOW does not consider full coupling of saturated and unsaturated flow, such as in the VSF (Thoms et al., 2006) , VS2DI (Healy, 2008) , or SUTRA (Voss and Provost, 2010) codes. Rather, the HYDRUS package is now merely a tool to facilitate and improve estimations of infiltration and evapotranspiration fluxes, which otherwise could be achieved using the standalone HYDRUS-1D code or other codes solving the 1D Richards equation, as implemented for example by Contractor and Jenson (2000) and Kamps et al. (2008) . The applied loose coupling scheme does not allow complete consistency between the HYDRUS and MODFLOW solutions due to the three reasons, First, during each MODFLOW time step, the HYDRUS simulation is performed with a constant groundwater head at the bottom of the profile, which is subsequently updated instantaneously at the beginning of a new time step. In reality, the groundwater table varies continuously in time in response to vadose zone flow and other processes such as pumping. Second, the groundwater head at the bottom of each HYDRUS profile represents an average for all MODFLOW cells associated with a particular soil profile, while in reality it is spatially variable. And third, MODFLOW solves the groundwater flow equation for an unconfined aquifer using a value of specific yield (S y ), which is defined by the user independently of the vadose zone simulations. The value of S y determines the change in the groundwater table position in response to the specified recharge flux. Consequently, the specific yield also determines the updated boundary condition at the bottom of each HYDRUS profile during the next time step. We are aware that the value of specific yield should be strongly related to the vadose zone conditions above the water table; this issue is a subject of ongoing research.
The simplifications mentioned above result of the need to compromise between accuracy and computational efficiency in the proposed approach. As a consequence, it is not possible to calculate a global mass balance for both the saturated and unsaturated zones. The mass balance should be considered separately for the MODFLOW groundwater domain (taking into account the coupled fluxed) and for each HYDRUS profile at each MODFLOW time step. In the simulations described below the HYDRUS and MODFLOW mass balance errors for all time steps were below 1%.
Simulation setup
Simulations were carried out for a 2D cross-section through a sandy peninsula along the Polish Baltic coast, as shown in Fig. 1 . Although the width of the peninsula was 600 m, the solution domain extended offshore 200 m on each side. The elevation of the ground surface varied from -5 m at the edges of the domain to +5 m in the center of the peninsula, while the bottom of the aquifer was assumed to be horizontal at an elevation of -40 m. The MODFLOW grid consisted of a single row of 100 cells in a single layer representing the unconfined aquifer. The vertical boundaries and the bottom of the domain were assumed impermeable. A third-type boundary condition (a general head boundary, GHB) was prescribed on those parts of the soil surface that were below the sea level, similarly as in the examples described by Bakker et al. (2013) , using the GHB package of MODFLOW. The total freshwater head, H = h+z, was assumed to be 0 m for the GHB cells, while the conductivity was set to 100 m 2 /d. The SWI2 option ISOURCE was set to -2 for the GHB cells so that any water infiltrating into the aquifer was considered to be seawater, while water exfiltrating to the sea had the salinity corresponding to the upper part of the cell. In all simulations, the number of salinity zones in the SWI2 package was set to 2 (i.e., a single zeta-surface was defined). The density of freshwater (ρ f ) was 1 g/cm 3 , and the density of saltwater (ρ s ) was 1.0065 g/cm 3 , typical for south Baltic sea water. The aquifer was assumed to be isotropic and homogeneous with a saturated conductivity (K s ) of 10 m/day and a specific yield (S y ) of 0.25.
The central (land) part of the aquifer was subject to recharge from precipitation. Simulations of vadose zone flow were carried out using the HYDRUS package. Two regions with representative soil profiles were defined based on the average depth to the groundwater (GW) table. Region 1 included two 200-m wide strips of land parallel to the shoreline on each side of the peninsula where the GW table was up to 2 m deep on average. Region 2 consisted of the central 200 m of land where the GW table was expected to be about 4 to 5 m deep. The soil profiles were discretized using 41 nodes in Region 1 and 81 nodes in Region 2. The vertical node spacing was non-uniform, ranging from 1 cm close to the ground surface to 9 cm at the bottom of the profile.
The simulations were performed for three types of sand, characterized by the van Genuchten-Mualem hydraulic functions of the following form:
where θ is the volumetric water content, θ S is the water content at field saturation, θ R is the residual water content, h is the soil water pressure head (negative in the unsaturated zone), K is the hydraulic conductivity, K S is the hydraulic conductivity at field saturation, K R is the relative hydraulic conductivity, and α, n and m are fitting parameters (with m = 1-1/n). Values of the soil hydraulic parameters are listed in Table 1 . The first set, with a relatively high saturated conductivity (400 m/d), is denoted as medium sand in the database of VS2DTI and VS2DHI codes (Hsieh et al., 1999) and was used e.g. by Dan et al. (2012) . While such a high hydraulic conductivity is not typical for vertical flow in the vadose zone (except macropore flow), we include this set as an example of highly permeable material. The second set, denoted here as fine sand, is reported by Carsel and Parrish (1988) as an average set of parameters for sand according to the USDA textural division. Similarly, the third set represents an average set of parameters for a loamy sand according to the USDA classification (Carsel and Parrish, 1988) .
In the following section, we report results obtained for each of these three soil types. Note that the change in hydraulic Fig. 1 . Assumed flow domain and specified boundary conditions (CD = conductance).
parameters affected only the HYDRUS simulations for the vadose zone. The values of specific yield and the horizontal hydraulic conductivity in the aquifer were kept the same for all simulations. Thus, we neglected the influence of unsaturated flow on the specific yield, as explained above. The initial condition for each simulation was obtained by running the MODFLOW/HYDRUS simulation for a period of 40 000 days with a constant value of the infiltration flux (equal to the assumed recharge rate) imposed at the soil surface. The infiltration flux was specified as 300 mm/yr, based on estimates given by Dyck and Chardabellas (1963) (cited in Hölting and Coldewey, 2013) for sands with a sparse plant cover (about 60% of yearly precipitation). A long warm-up period was used because of the need to obtain the steady position of the interface with the SWI2 package, which generally requires more than 100 years (see Examples 3 and 4 in the documentation of SWI2). A warm-up period for the vadose zone simulations was also necessary, but it is much shorter, on the order of a single year. As a basic check, we compared the steady-state results obtained with the HYDRUS package with a constant infiltration rate to the results obtained with the RCH MODFLOW package. This package allows one to input a user-specified rate of recharge at the water table. While the results are not shown here, the agreement in terms of both the groundwater table elevation and the saltwater-freshwater interface position was very good (differences in the position of the groundwater table and the fresh-salt interface in the center of the domain were less that 1.5 cm, while the elevations agreed with the Ghyben-Herzberg formula (Verruijt, 1968) ).
Simulations were performed for a 5-year period using the available weather data from Gdańsk (2011 Gdańsk ( -2015 , starting from the initial steady-state conditions. Daily values of the reference potential evapotranspiration (ET 0 ) for the simulation period are shown in Figure 2 , while the daily precipitation values are shown in Figs. 3, 5 and 7. Average annual precipitation during the 5-year period was 550 mm/yr and the average annual ET 0 317 mm/yr. ET 0 was estimated using the method of Grabarczyk, developed in Poland (Grabarczyk and Żarski, 1992) , which gives evapotranspiration values somewhat lower The total evapotranspiration flux includes both evaporation from the soil surface and transpiration of water taken up by plant roots from deeper soil layers. Several studies (e.g., Comte at al., 2014; Kamps et al., 2008) reported that water uptake by vegetation is an important factor influencing groundwater resources of freshwater lenses. In order to account for this, we performed two series of simulations. In the first series, we neglected the presence of plants and assumed that ET 0 was equal to potential evaporation. In the second series, the reference evapotranspiration was distributed as a source term over the root zone, i.e., ET 0 corresponded to potential transpiration (interception was not considered). While both of these cases were significant simplifications of reality, they can be considered as indicators for the possible range of variability of recharge for a varying soil cover by vegetation. We assumed that the depth of the root zone was 2 m, with the root density distribution decreasing linearly from a maximum value at the soil surface to zero at a depth of 2 m. For the stress response function, which describes the reduction in water uptake due to decreasing pressure heads in unsaturated soil, we used the model of Huang et al. (2011) , which is a simplified version of the well-known formulation by Feddes et al. (1978) . In this approach, root water uptake is assumed to be maximum for pressure heads larger than h 1 (equal to -3 m in our study), zero for pressure heads less than the wilting point (assumed at h 2 = -150 m), and changing linearly for pressure heads between these two values. Such a model is considered representative of coniferous forests (see Huang et al., 2011, and references therein) . More details on the implementation of root water uptake in HYDRUS-1D can be found in Šimůnek et al. (2008a) . The two scenarios represent typical conditions of coastal sandbars of the Baltic coast, which can be covered by bare dunes, grassland, or sparse pine forests.
The coupled codes were also used to investigate the effect of the temporal resolution of weather data. We used either daily, weekly, or monthly averages of the precipitation and evapotranspiration rates. Regardless of the temporal resolution of the weather data, we used a constant MODFLOW time step of 1 day and allowed the time steps in HYDRUS to vary within a range from 10 -5 to 1 day. All simulations assumed a ponding depth of zero and a minimum soil water pressure head at the soil surface of -10000 m. The input data for the groundwater model were partly prepared using the ModelMuse interface (Winston, 2009 ). Since ModelMuse does not support HYDRUS for MODFLOW, all data required by this package were prepared using spreadsheet software.
Sensitivity analysis
Additionally, a sensitivity analysis was performed by changing values of the van Genuchten-Mualem parameters of fine sand, one at a time, according to the following scheme: K S was decreased or increased by one order of magnitude (K S = 1 or 100 m/d), α was changed by +/-50% (α = 7.25 and 21.75 m -1 ), and n was changed by +/-0.5 (n = 2.18 and 3.18). Such a range of parameter variability may reflect uncertainty in the unsaturated zone parameters as measured in the field or estimated from basic soil data via pedotransfer functions. For example, a study by Meyer et al. (1997) , and n = 1.95 to 3.62. According to other authors, the hydraulic conductivity of sands may vary in a wider range. For example, Freeze and Cherry (1979) gave values of K S from about 1 to 1000 m/d for clean sands. These intervals are wider than those assumed in our study; combinations of hydraulic parameters that differ from the above intervals may still be considered physically admissible.
RESULTS AND DISCUSSION
Results obtained for the various scenarios described in the previous section are presented in Tables 2 and 3 and Figures 3 to 8. The different scenarios are compared in terms of the average yearly recharge rate during the 5-year simulation period, daily recharge values in the two HYDRUS regions, and evolutions of the groundwater table and the freshwater-saltwater interface in the center of the domain.
Influence of the soil hydraulic properties
The results of simulations performed using daily values of precipitation and reference evaporation for the three types of sand are presented in Table 2 and Figures 3 and 4 . For these simulations we neglected the presence of vegetation. This means that the maximum evaporation flux at the soil surface was set to ET 0 as indicated in the previous section. Table 2 shows average annual values of recharge computed for the 5-year period. They varied from 476 mm/yr for medium sand to 416 mm/yr for loamy sand, which corresponds to a relative difference of about 13%. Figure 3 shows daily values of recharge in two regions, obtained using the fine sand hydraulic parameters. The distribution of recharge was found to be highly variable in time, generally following the pattern of precipitation. However, it can be seen that the depth of the vadose zone has a visible influence on the temporal distribution of recharge and its maximum daily values. In Region 2, where the depth to groundwater was larger than in Region 1, the recharge distribution was much smoother throughout the year, with peak values largely reduced. On the other hand, recharge rates between precipitation periods were larger in Region 2 because of longer redistribution time of soil moisture in deeper profiles. Fig. 8 . Evolution of the water table position (top) and the freshwater/saltwater interface for different types of sand, using monthly weather data and assuming no vegetation.
As shown in Figure 4 , the water table fluctuated following periods of high and low recharge, with a maximum amplitude of about 0.4 m. The freshwater-saltwater interface also showed seasonal fluctuations, with a general decreasing trend. The final position of the interface was about 0.5 m lower than the initial position. This can be explained by the fact that average yearly recharge rates during the simulation period (from 416 mm/yr to 476 mm/yr) were significantly higher that the recharge rate used obtain the initial steady-state condition (300 mm/yr). The results shown in Figure 4 are similar for all three soil types, except that for loamy sand the interface elevation decreased at a lower rate than for medium and fine sand. We also note that recharge values were larger during the first 3 years of the simulations, resulting in a visible lower position of the interface. In contrast, the last 2 years were characterized by less recharge and more stable positions of the water table and the interface. The simulated position of the interface was generally higher than its elevation calculated using the Ghyben-Herzberg formula for a particular water table position. While the GhybenHerzberg approach assumes steady-state conditions, numerical simulations represent transient conditions. A notable time lag exists in the adjustment of the interface location for varying positions of the water table.
Results of the sensitivity analysis are presented in Table 3 . The range of variability of average recharge rate and the final (minimum) position of the interface were consistent with the range of variability observed for the three sandy soils obtained
earlier. An increase in any parameter (i.e., K S , α, or n) produced an increase in recharge and a decrease in the final position of the interface. Modifying K S by an order of magnitude produced a change of less than 4% in the average yearly recharge. Changing the van Genuchten parameter α by a factor of two resulted in variations in recharge of less than 6%. On the other hand, increasing or decreasing n by 19% produced a 4.2% increase and a 9.9% decrease in the average recharge rate, respectively. We hence conclude that, for our particular setting, the most sensitive parameter was n since relatively small changes of its value were found to have a significant effect on recharge.
Influence of water uptake by plant roots
The second series of simulations assumed that the evapotranspiration flux was distributed over a 2-m deep root zone. Results of these simulations are summarized in Table 2 . The data show that root water uptake has a pronounced effect on recharge, and consequently also on the saltwater-freshwater interface position. Average yearly recharge rates decreased to values between 306 and 351 mm/yr, corresponding to a reduction of 24 to 30% compared to scenarios without vegetation. Relative differences in the average recharge rates of various soils were slightly larger than those for corresponding cases without vegetation (16% vs. 13%).
The reduction in recharge due to vegetation is also reflected in the daily values of recharge shown in Figure 5 . In contrast to the previous case, the elevation of the freshwater-saltwater interface increased during the simulation period (Fig. 6) for all three soils. The increase was particularly visible during the last two years, characterized by smaller recharge rates, which is consistent with the results for the scenarios without vegetation. Also, in this case, one can see somewhat larger differences between soil types in terms of the interface position. The highest final elevation of the interface was obtained for medium sand.
Influence of the temporal resolution of weather data
In order to investigate the effects of the temporal resolution of weather data, simulations were carried out using weekly and monthly averaged precipitation and reference evapotranspiration rates. The resulting values of average annual recharge are reported in Table 2 . For the bare soil scenarios with weekly and monthly averaged meteorological data, the recharge rate decreased by about 20 and 27% , respectively. Daily recharge values are shown in Figure 7 for the bare fine sandy soil and monthly averaged weather data. The plots show that the recharge patterns are distinctly different from those in Figure 3 . As expected, fluctuations were smoothed to a large extent. The episodic nature of recharge, reported in the literature (e.g., Hunt et al., 2008; Smerdon et al., 2008) , is lost when precipitation values are averaged over longer time periods. Similar conclusions on the influence of time averaging of the weather data were also presented by Batalha et al. (2018) . These authors found that using long-term averages of precipitation and evapotranspiration will lead to severe underestimates of the recharge rates as compared to the use of daily data. Their results for semi-arid region in Brazil differed by a factor of 9 between simulations using daily and yearly averages of weather data. The discrepancy was found to be particularly significant for coarsetextured soils, which corroborates the results of our study.
The influence of the temporal resolution of weather data was found to be significantly smaller for the scenarios with vegetation. Table 2 shows that the maximum differences in average annual recharge were only about 13% for medium sand. In contrast to the case of bare soil (no vegetation), using monthly averaged weather data did lead to higher recharge rates than weekly averages. While this could be explained by a more complex pattern of water flow in the presence of a relatively deep root zone, these interactions remain to be investigated further. For the setting considered in this study, monthly averages of weather data produced nearly the same values of recharge for the cases with and without vegetation (differences were less than 1 mm/yr). Table 2 also shows that the influence of soil hydraulic parameters on recharge decreases when weather data are averaged over longer time periods. While relative differences in recharge between the three types of sand for the daily data were about 13%, they were only about 8% and 6% for the weekly and monthly averaged data, respectively. Sensitivity analysis with respect to the hydraulic parameters K S , α, and n were also carried out for the weekly and monthly weather data. While details are not further reported here, the obtained ranges of recharge values were similar to the ranges shown in Table 2 for the three types of sand. Similarly as for daily data, increasing K S , α, or n produced a slightly higher recharge rates when weekly or monthly weather data were used, with the n parameter seemingly being the most sensitive parameter.
CONCLUSIONS
Based on preliminary evaluations carried out in this study, we consider the HYDRUS package for MODFLOW to be a promising tool for integrating vadose zone processes in a saturated groundwater flow model accounting for saltwater intrusion. This package allows calculations of spatially and temporally variable recharge rates using the physically-based Richards equation and an appropriate set of water retention and hydraulic conductivity functions characterizing vadose zone flow processes, and accounting for interactions with groundwater.
Our simulations indicated that for the particular system considered in this study, changes in soil hydraulic parameters had a moderate influence on the final position of the groundwater table and the freshwater-saltwater interface. This may explained by the fact that we considered only sandy soils, which are characterized by low water holding capacities and relatively high hydraulic conductivities. The sensitivity analysis showed that the recharge rates are affected more by the α and n parameters of the van Genuchten function than by the hydraulic conductivity, which for our study was not the limiting factor for water infiltration. On the other hand, the results were influenced more significantly by the temporal resolution of the weather data and by the presence of vegetation (i.e., land use). The use of monthly and weekly averaged values of precipitation and potential evaporation led to recharge rates that were more than 20% smaller than those obtained using daily values. Similarly, when the potential evapotranspiration rate was distributed over the root zone instead of being assigned to the soil surface (i.e., vegetated versus unvegetated soil surfaces), the resulting recharge rates decreased by more than 24%. Differences in the recharge rate directly influenced the evolution of the saltwaterfreshwater interface. For the scenarios with daily weather data and no vegetation, the position of the interface decreased with time due to relatively large recharge (larger than the initial steady-state value). The opposite trend was observed for scenarios with vegetation or for weekly and monthly averaged precipitation and evaporation data, which produced reductions in the recharge rate and upward displacement of the freshwatersaltwater interface.
