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Abstract
In this paper, we consider the problem of recovering a sparse signal from noisy linear measurements using
the so called LASSO formulation. We assume a correlated Gaussian design matrix with additive Gaussian noise.
We precisely analyze the high dimensional asymptotic performance of the LASSO under correlated design matrices
using the Convex Gaussian Min-max Theorem (CGMT). We define appropriate performance measures such as the
mean-square error (MSE), probability of support recovery, element error rate (EER) and cosine similarity. Numerical
simulations are presented to validate thr derived theoretical results.
Index Terms
LASSO, MSE, element error rate, probability of support recovery, cosine similarity, correlated designs, asymptotic
performance
I. INTRODUCTION
The LASSO is one of the most celebrated methods in statistics and signal processing [1]. Given a noisy linear
measurments y = Ax0+z, it recovers the unknown k-sparse signal x0 ∈ Rn by solving the following optimization
problem:
x̂ := argmin
x
‖y−Ax‖22 + λ‖x‖1, (1a)
where A ∈ Rm×n is the design (measurement) matrix, z ∈ Rm is the noise vector that has iid entries N (0, σ2),
λ > 0 is the regularization parameter, ‖ · ‖2 denotes the ℓ2-norm of a vector, and ‖ · ‖1 represents its ℓ1-norm.
The asymptotic performance of the LASSO has been recently extensively studied in many works. One approach
that is based on the Approximate Massage Passing (AMP) framework was used in series of papers to sudy the
LASSO under the assumption of iid design matrix [2]–[4]. Another approach used the Convex Gaussian min-max
Theorem (CGMT) to derive sharp performance garantees of the LASSO for iid design matrices [5]–[9]. In addition,
in [10], [11] the LASSO was analyzed for imperfect designs. In many practical situations, the design matrix has
correlated entries [12] so it is important to take into account correlations in the analysis. Very recently, [13] used
2the CGMT farmework to analyze the Box-Least Squares decoder under the presence of correlations. To the best of
our knowledge, the precise error analysis of the LASSO under correlated designs has not been explicitly derived
in this contex before.
To close this gap, this paper derives precise aysmptotic error analysis of the LASSO with correlated Gaussian
design matrix. In particular, we provide asymptotic expressions of the mean squared error (MSE) of the LASSO. In
addition, we study other interseting performance measures such as the probability of support recovery, the element
error rate (EER) and the cosine similarity.
II. PROBLEM FORMULATION
A. System Model
We consider a noisy linear measurements system y = Ax0 + z ∈ Rm. The unknown signal vector x0 ∈ Rn is
assumed to be k-sparse, i.e., only k of its entries are sampled iid from a distribution pX0 and the remaining entries
are zeros. The noise vector z ∈ Rm is assumed to have iid entries N (0, σ2). In this work, we consider a correlated
Gaussian design matrix which can be modeled as [14], [15]
A = Σ
1
2H,
where Σ ∈ Rm×m is known Hermitian nonnegative left correlation matrix, satisfying 1m tr(Σ) = O(1), while
H ∈ Rm×n is a Gaussian matrix with iid entries N (0, 1n ). The analysis is performed when the system dimensions
grow simultaneously to infinity (m,n, k → ∞) at fixed rates: mn → δ ∈ (0,∞) and kn → κ ∈ (0, 1). The
signal-to-noise ratio (SNR) is assumed to be constant and given as SNR = κσ2 .
B. Performance Metrics
We consider the following performance metrics:
Mean squared error: The recovery mean squared error (MSE) measures the deviation of x̂ from the true signal
x0. Formally, it is defined as
MSE :=
1
n
‖x̂− x0‖22. (2)
Support Recovery: In the problem of sparse recovery, a natural measure of performance that is used in many
applications is support recovery, which is defined as identifying whether an entry of x0 is on the support (i.e.,
non-zero), or it is off the support (i.e., zero). The decision is based on the LASSO solution x̂: we say the ith entry
of x̂ is on the support if |x̂i| ≥ ξ, where ξ > 0 is a user-defined hard threshold on the entries of x̂. Formally, let
Φξ,on(x̂) :=
1
k
∑
i∈S(x0)
1{|x̂i|≥ξ}, (3a)
Φξ,off(x̂) :=
1
n− k
∑
i/∈S(x0)
1{|x̂i|≤ξ}, (3b)
where 1{A} is the indicator function of a set A, and S(x0) is the support of x0, i.e., the set of the non-zero entries
of x0. In Theorem 2, we precisely predict the per-entry rate of successful on-support and off-support recovery.
Element Error Rate: We also consider the ad-hoc performance metric that we call (per) Element-Error Rate (EER)
3that is the opposite of the probability of successful recovery. After hard thresholding the entries of x̂ by ξ as before,
we define the EER as follows
EERξ :=
1
k
∑
i∈S(x0)
1{|x̂i|<ξ} +
1
n− k
∑
i/∈S(x0)
1{|x̂i|>ξ}.
As we can see, this metric can be linked to the support recovery metrics defined before as follows:
EERξ = 2− Φξ,on(x̂)− Φξ,off(x̂). (4)
Cosine Similarity: We define another metric that is widely used in machine learning which is the cosine similarity
between x̂ and x0.
1 It is defined as
cos(∠(x̂,x0)) :=
x̂Tx0
‖x̂‖2‖x0‖2 ∈ [−1,+1].
Obviously, we seek estimates that maximize similarity (correlation).
The rest of the paper is organized as follows. In Section III, we present and discuss the main results of the paper.
Numerical results are included in Section IV, while a proof outline is given in Section V. Finally, the paper is
concluded in Section VI.
III. MAIN RESULTS
In this section, we summarize the asymptotic analysis of the LASSO in (1) in terms of its MSE, probability
of support recovery, EER and cosine similarity. We use the standard notation plimn→∞Xn = X to denote that a
sequence of random variables Xn converges in probability towards a constant X . Define the spectral decomposition
of Σ as Σ = UΓUT . Finally, let Q(·) denote the Gaussian Q-function associated with the standard normal
probability density function (pdf) ϕ(x) = 1√
2π
e
−x2
2 .
Theorem 1 (MSE of the LASSO). Let MSE denote the mean squared error of the LASSO in (1) for some fixed
but unknown k-sparse signal x0, then in the limit of m,n, k→∞,m/n→ δ, and k/n→ κ, it holds
plim
n→∞
MSE = α⋆, (5)
where α⋆ is the unique solution to the following:
min
α>0
max
β>0
sup
χ>0
D(α, β, χ) := 1
n
m∑
j=1
γjα+ σ
2
1− γjµ(α, β) −
(
β2
4
µ(α, β) +
χ
2
+
αβ2
2χ
)
+
χ
α
EX0∼pX0
Z∼N(0,1)
[
e
(
X0 +
αβ
χ
Z;
λα
χ
)]
,
e(a; b) =

ba− 12b2 , if a > b
1
2a
2 , if |a| ≤ b
−ba− 12b2 , if a < −b,
(6)
γj is the j-th eigenvalue of the matrix Σ, and µ(α, β) satisfies:
1
n
m∑
j=1
α+ σ
2
γj(
1
γj
− µ(α, β)
)2 − β24 = 0.
1This performance measure can also be seen as the correlation between the estimator x̂ and x0.
4Proof. A proof outline of this theorem is given in Section V.
Remark 1. The optimal solutions α⋆, β⋆, χ⋆ can be computed numerically by writing the first order optimality
conditions, i.e., by solving ∇(α,β,χ)D(α, β, χ) = 0.
Remark 2. Theorem 1 allows us to optimally tune the involved parameter such as the regularizer λ or the number
of normalized measurements δ, etc.. See Fig.1 for an illustration. Note that the MSE expression in (5) requires the
knowledge of the noise variance σ2. However, even if the noise variance is unknown, we can use some algorithm
to estimatie the SNR such as in [16].
The following Theorem precisely characterizes the support recovery metrics introduced in (3).
Theorem 2 (Probability of support recovery). Under the same settings of Theorem 1 and for any fixed ξ > 0, and
in the limit of m,n, k →∞,m/n→ δ, and k/n→ κ, it holds that:
plim
n→∞
Φξ,on(x̂) = P
[∣∣∣∣η(X0 + α⋆β⋆χ⋆ Z; λα⋆χ⋆
)∣∣∣∣ ≥ ξ],
and
plim
n→∞
Φξ,off(x̂) = P
[∣∣∣∣η(α⋆β⋆χ⋆ Z; λα⋆χ⋆
)∣∣∣∣ ≤ ξ],
where η(a; b) is the soft-thersholding function defined as
η(a; b) =

a− b , if a > b
0 , if |a| ≤ b
a+ b , if a < −b.
(7)
Proof. An overview of the proof is given in Section V.
Remark 3. It should be clear that these probabilities are taken over the randomness of X0 and Z .
The following proposition derives a precise asymptotic characterization of the EER.
Proposition 1 (Element Error Rate). Under the same settings of Theorem 2 and for any fixed ξ > 0, it holds that:
plim
n→∞
EERξ = P
[∣∣∣∣η(X0 + α⋆β⋆χ⋆ Z; λα⋆χ⋆
)∣∣∣∣ < ξ]+ P [∣∣∣∣η(α⋆β⋆χ⋆ Z; λα⋆χ⋆
)∣∣∣∣ > ξ] . (8)
Proof. The proof follows from Theorem 2 and the definition of the EER as given by (4).
In all of the above metrics, we care about the magnitude of the LASSO estimate. However, in many applications,
the orientation of the solution matters as well. This is the objective of the next proposition that characterizes the
cosine similarity of the LASSO.
Proposition 2 (Cosine Similarity). Under the same settings of Theorem 1, it holds that:
plim
n→∞
cos(∠(x̂,x0)) =
EX0,Z
[
η
(
X0 +
α⋆β⋆
χ⋆
Z; λα⋆χ⋆
)
X0
]
√
κEX0,Z
[
η2
(
X0 +
α⋆β⋆
χ⋆
Z; λα⋆χ⋆
)] .
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Fig. 1. MSE performance of the LASSO decoder for the exponential correlation model in (9), δ = 0.7, n = 400, ρ = 0.7, σ2 = 0.01, and κ = 0.1. For each
λ value, the data are averaged over 500 independent realizations of the channel matrix, the signal vector and the noise vector.
Proof. The proof is based on the CGMT to derive asymptotic predictions of the numerator and the denominator
of the cosine similarity expression separetely and then use the Continuous Mapping Theorem to arrive at this
proposition. Details are omitted for space limitations.
IV. NUMERICAL RESULTS
To validate the provided theoretical results of the MSE as given by Theorem 1 and probability of support recovery
as stated in Theorem 2, we consider the following example for the correlation matrix Σ [12]:
Σ(ρ) =
[
ρ|i−j|
2
]
i,j=1,2,··· ,m
, ρ ∈ [0, 1). (9)
For illustration, we focus only on the case where x0 has entries that are sampled iid from a sparse-Bernoulli
distribution px0 = (1 − κ)δ0 + κδ1, where δ· is the Dirac delta function. Fig. 1 shows the MSE performance of
the LASSO for different values of the regularizer λ. Monte Carlo Simulations are used to validate the theoretical
prediction of Theorem 1. Comparing the simulation results to the asymptotic MSE prediction of Theorem 1 shows
the close match between the two. We used δ = 0.7, n = 400, ρ = 0.7, σ2 = 0.01, and κ = 0.1, and the data are
averaged over 500 realizations of the channel matrix and the noise vector.
In Fig 2 and Fig 3, we proivde the comparision between simulation and theory for the probability of successful
on-support and off-support recovery respectively. We used the same values as in Fig 1. Again these figures show
the preciseness of our results.
Fig 4 validates the prediction of Propostion 1 for the EER. This figure show the close agreement between
simulation and Proposition 1. From this figure we can see that there is an optimal value of the regularizer λ for
which the EER is minimized.
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Fig. 2. The probability of on-support recovery performance of the LASSO with x0 being a sparse-Bernoulli vector. For simulations κ =
0.1, δ = 0.7, n = 400, ξ = 0.001, SNR = 10 dB.
Finally, Fig 5 shows the cosine similarity metric. As before, this figure show the precise nature of our results. As
discussed earlier, we seek estimates that maximizes this measure and form this figure we can see a clear maximum
value of the measure for some value of λ around 0.14.
V. APPROACH AND PROOF OVERVIEW
In this section, we provide a proof outline of Theorems 1 and 2. The proof idea is mainly based on the framework
of the CGMT which is summarized next.
A. Convex Gaussian Min-max Theorem (CGMT)
The key ingredient of the analysis is the CGMT. Here, we recall the statement of the theorem, and we refer the
reader to [5], [18] for the complete technical details. Consider the following two min-max problems, which we
refer to, respectively, as the Primary Optimization (PO) and Auxiliary Optimization (AO):
Φ(C) := min
w∈Sw
max
u∈Su
uTCw + ψ(w,u), (10a)
φ(g,h) := min
w∈Sw
max
u∈Su
‖w‖gTu− ‖u‖hTw+ ψ(w,u), (10b)
where C ∈ Rm×n,g ∈ Rm,h ∈ Rn,Sw ⊂ Rn,Su ⊂ Rm and ψ : Rn × Rm 7→ R. Denote by wΦ := wΦ(C)
and wφ := wφ(g,h) any optimal minimizers of (10a) and (10b), respectively. Further let Sw,Su be convex and
compact sets, ψ(·, ·) is convex-concave continuous on Sw×Su and, C,g and h all have iid standard normal entries.
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Fig. 3. The probability of off-support recovery performance of the LASSO with x0 being a sparse-Bernoulli vector. For simulations κ =
0.1, δ = 0.7, n = 400, ξ = 0.001, SNR = 10 dB.
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Fig. 4. The EER performance of the LASSO. For simulations κ = 0.1, δ = 0.7, n = 400, ξ = 0.001, SNR = 10 dB, and the data are averaged over 500
independent realizations of problem.
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Fig. 5. The cosine similarity performance of the LASSO with x0 being a sparse-Bernoulli vector. For simulations κ = 0.1, δ = 0.7, n = 400,
SNR = 10 dB.
Let S be any arbitrary open subset of Sw, and Sc = Sw\S. Denote φSc(g,h) the optimal cost of the optimization
in (10b), when the minimization over w is constrained over w ∈ Sc. Suppose that there exist constants φ¯ and
η > 0 such that in the limit as n→ +∞, it holds with probability approaching one: (i) φ(g,h) ≤ φ¯+ η, and, (ii)
φSc(g,h) ≥ φ¯+ 2η. Then, limn→∞ P[wφ ∈ S] = 1, and limn→∞ P[wΦ ∈ S] = 1.
B. Identifying the PO and the AO
For notational convenience, we consider the error vector w := x − x0, then the problem in (1) (after proper
normalization by n) can be reformulated as
ŵ := argmin
w
1
n
‖Aw− z‖22 +
λ
n
‖w+ x0‖1. (11)
Using the invariance of the Gaussian distribution under orthogonal transformations, we have
ŵ = argmin
w
1
n
‖Γ 12Gw − z‖22 +
λ
n
‖w+ x0‖1, (12)
where G has iid Gaussian entries N (0, 1n ). The loss function can be expressed in its dual form through the Fenchel
conjugate as
‖Γ 12Gw − z‖22 = max
u
√
nuT (Γ
1
2Gw − z)− n‖u‖
2
2
4
.
Then, the PO can be written as
Φ(n) =
1
n
min
w
max
u
√
nuTΓ
1
2Gw
−√nuT z− n‖u‖
2
2
4
+ λ‖w + x0‖1. (13)
9Redefining u as u = Γ
1
2u yields
Φ(n) =
1
n
min
w
max
u
√
nuTGw −√nuTΓ− 12 z
− n
4
uTΓ−1u+ λ‖w+ x0‖1. (14)
The above optimization is in a PO form, and its corresponding AO is
φ(n) =
1
n
min
w
max
u
‖w‖2gTu− ‖u‖2hTw −
√
nuTΓ−
1
2 z
− n
4
uTΓ−1u+ λ‖w+ x0‖1. (15)
Recalling that
‖a‖1 = max‖v‖∞≤1 a
Tv,
for any vector a, we have
φ(n) =
1
n
min
w
max
u
max
‖v‖∞≤1
‖w‖2gTu− ‖u‖2hTw
−√nuTΓ− 12 z− n
4
uTΓ−1u+ λ(w + x0)Tv. (16)
Fixing the normalized norm of w to
√
α = ‖w‖2√
n
, the AO can be expressed as
φ(n) =min
α≥0
max
u
‖v‖∞≤1
√
α
n
gTu− 1√
n
uTΓ−
1
2 z− 1
4
uTΓ−1u
+
λ
n
xT0 v + min‖w¯‖2=1
√
α
n
(λv − ‖u‖2h)T w¯. (17)
The last minimization is easy to perform as
min
‖w¯‖2=1
√
α
n
(
λv − ‖u‖2h
)T
w¯ = −
√
α
n
∥∥λv − ‖u‖2h∥∥2,
with the optimal solution
w¯∗ = − λv − ‖u‖2h‖λv − ‖u‖2h‖2 . (18)
Then, we have the following
φ(n) = min
α≥0
max
u
‖v‖∞≤1
√
α
n
gTu− 1√
n
uTΓ−
1
2 z− 1
4
uTΓ−1u
+
λ
n
xT0 v −
√
α
n
∥∥λv − ‖u‖2h∥∥2. (19)
Let g˜ =
√
αg − Γ− 12 z, and fixing the norm of u to β = ‖u‖2, then
φ(n) = min
α≥0
max
β≥0
‖u¯‖2=1
‖v‖∞≤1
1√
n
βg˜T u¯− β
2
4
u¯TΓ−1u¯
+
λ
n
xT0 v −
√
α
n
∥∥λv − βh∥∥
2
. (20)
Now, the optimization over u¯ becomes separable, hence we need to solve the following non-convex problem
max
‖u¯‖2=1
1√
n
βg˜T u¯− β
2
4
u¯TΓ−1u¯, (21)
10
which is a standard optimization that has been extensively studied [19], [20]. Its solution is u¯∗ = 2β√n
(
Γ−1 − µ(α, β)I)−1 g˜,
with µ(α, β) satisfying
1
n
g˜T
(
Γ−1 − µ(α, β)I
)−2
g˜ − β
2
4
= 0. (22)
Subistituting u¯∗ into (21) gives:
−β
2
4
µ(α, β) +
1
n
g˜T
(
Γ−1 − µ(α, β)I
)−1
g˜.
Therefore, the AO becomes
φ
(n) = min
α≥0
max
β≥0
‖v‖∞≤1
−
β2
4
µ(α, β) +
1
n
g˜
T
(
Γ
−1 − µ(α, β)I
)−1
g˜
+
λ
n
x
T
0 v −
∥∥
√
α
n
(λv − βh)
∥∥
2
, (23)
where µ(α, β) satisfies (22). We proceed by expressing the ℓ2-norm in (23) using the following varational form
‖s‖2 = inf
χ>0
χ
2
+
‖s‖22
2χ
,
for any vector s.
φ
(n) =min
α≥0
max
β≥0
‖v‖∞≤1
sup
χ>0
−
β2
4
µ(α, β) +
1
n
g˜
T
(
Γ
−1 − µ(α, β)I
)−1
g˜
+
λ
n
x
T
0 v −
χ
2
−
α
2χ
∥∥ 1√
n
(
λv − βh
)∥∥2
2
. (24)
Next, we perform the optimization over v, since it is separable now. So, we need to solve:
max
‖v‖∞≤1
λ
n
xT0 v −
α
2χ
∥∥ 1√
n
(
λv − βh)∥∥2
2
. (25)
This can be rewritten as
χ
αn
n∑
i=1
max
−1≤vi≤1
(
λα
χ
x0,i +
α2βλ
χ2
hi
)
vi − α
2λ2
2χ2
v2i −
α2β2
2χ2
h2i . (26)
Let ai =
λα
χ x0,i +
α2βλ
χ2 hi. Then, the optimal solution is given by:
v∗i =

−1, if ( χαλ)2 ai < −1(
χ
αλ
)2
ai, if − 1 ≤
(
χ
αλ
)2
ai ≤ 1
1, if
(
χ
αλ
)2
ai > 1.
(27)
Subistituting v∗i into (26) and after some algebraic manipulations we get
χ
αn
[ n∑
i=1
e
(
x0,i +
αβ
χ
hi;
λα
χ
)
− α
2β2
2χ2
h2i
]
,
where e(·; ·) is as defined in (6). Now, the AO becomes
φ˜(n) = min
α≥0
max
β≥0
sup
χ>0
− β
2
4
µ(α, β) +
1
n
g˜T
(
Γ−1 − µ(α, β)I
)−1
g˜
− χ
2
+
1
n
[ n∑
i=1
χ
α
e
(
x0,i +
αβ
χ
hi;
λα
χ
)
− αβ
2
2χ
h2i
]
. (28)
11
C. Probabilistic Asymptotic Analysis of the AO
Note that g˜ ∼ N (0,Cg˜), where Cg˜ is given by
Cg˜ = αIm + σ
2Γ−1.
Thus, applying the trace lemma [21], we have
1
n
g˜T
(
Γ−1 − µ(α, β)I
)−1
g˜ − 1
n
tr
(
Cg˜
(
Γ−1 − µ(α, β)I
)−1)
P−→ 0.
Also, using the WLLN, 1n
∑
i h
2
i
P−→ 1, and for all α ≥ 0, β > 0 and χ > 0, we have 1n
∑
i e
(
x0,i +
αβ
χ hi;
λα
χ
)
P−→
EX0∼pX0
Z∼N(0,1)
[
e
(
X0 +
αβ
χ Z;
λα
χ
)]
. Therefore, again using Lemma 10 of [5], φ˜(n) − φ(n) P−→ 0, where
φ
(n)
=min
α≥0
max
β≥0
sup
χ>0
−β
2
4
µ(α, β)− χ
2
− αβ
2
2χ
+
1
n
m∑
j=1
γjα+ σ
2
1− γjµ(α, β) +
χ
α
EX0∼pX0
Z∼N(0,1)
[
e
(
X0 +
αβ
χ
Z;
λα
χ
)]
, (29)
where µ(α, β) satisfies (from (22) and using the trace Lemma)
1
n
m∑
j=1
α+ σ
2
γj(
1
γj
− µ(α, β)
)2 − β24 = 0. (30)
D. Applying the CGMT
Now we will evaluate the performance of the LASSO using the different metrics introduced earlier. We begin
with the MSE analysis. Let w˜ be the optimal solution to the AO defined as the solution to (17). Let α⋆ be the
optimal solution to (29). For any ǫ > 0, define the set:
Sǫ =
{
r :
∣∣∣∣ 1n‖r‖22 − α⋆
∣∣∣∣ < ǫ}.
Define αˆn as the minimizer of (17). Then, by definition, αˆn =
‖w˜‖22
n . In the previous section, we showed that
φ(n) − φ(n) P−→ 0. Hence, we can show that αˆn − α⋆ P−→ 0, which implies∣∣∣∣ 1n‖w˜‖22 − α⋆
∣∣∣∣ P−→ 0.
Therefore, w˜ ∈ Sǫ with probability approaching 1. Then, applying the CGMT yields that ŵ ∈ Sǫ with probability
approaching 1 as well. This completes the proof of Theorem 1.
We proceed now to the proof of the probabilities of support recovery. First, for the on-support recovery probability,
change the set to the following:
Sǫ =
{
r :
∣∣∣∣1k ∑
i∈S(x0)
1{|ri|≥ξ} − P
[∣∣∣∣η(X0 + α⋆β⋆χ⋆ Z; λα⋆χ⋆
)∣∣∣∣ ≥ ξ]∣∣∣∣ < ǫ},
for any ξ > 0. Note that it can be shown, based on (18), that for all i = 1, 2, · · · , n:
w˜i = − α˜(λv
∗
i − β˜hi)√
α˜
n‖λv∗i − β˜hi‖2
, (31)
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where α˜, β˜ are the solutions of (28). Note that
√
α˜
n‖λv∗i − β˜hi‖2 = χ˜ which is the solution of (28) as well. Then
w˜i = − α˜(λv
∗
i − β˜hi)
χ˜
.
Recall that w˜ = x˜− x0, where w˜ is the AO solution. Hence
x˜i = w˜i + x0,i.
Subistituting the values of w˜i and v
∗
i and after some algebraic manipulations, it can be shown that x˜i = η(x0,i +
α˜β˜
χ˜ hi;
λα˜
χ˜ ). Since φ˜
(n) − φ(n) P−→ 0, it can be shown that α˜− α⋆ P−→ 0, β˜ − β⋆ P−→ 0, and χ˜− χ⋆ P−→ 0. Then,
after some simple calculations, it holds∣∣∣∣1k ∑
i∈S(x0)
1{|x˜i|≥ξ} − P
[∣∣∣∣η(X0 + α⋆β⋆χ⋆ Z; λα⋆χ⋆
)∣∣∣∣ ≥ ξ]∣∣∣∣ P−→ 0.
This proves that x˜ ∈ Sǫ with probability approaching 1. Note that the indicator function 1{|x˜i|≥ξ} is not Lipschitz,
so we cannot directly apply the CGMT. However, as discussed in [18, Lemma A.4] and [22], this function can
be appropriately approximated with Lipschitz functions. Therefore, we can conclude by applying the CGMT that
x̂ ∈ Sǫ with probability approaching 1, which proves the first result of Theorem 2. The off-support recovery
probability can be derived in a similar manner and details are thus omitted.
VI. CONCLUSION
In this paper, we derived precise asymptotic error performance analysis of LASSO under the assumption that
the design matrix has correlated entries. In particular, we derived precise expressions of the MSE, probability of
support recovery, EER, and cosine similarity. Numerical simulations show the close agreement to the theory even
for low dimensions of the problem. Possible future extensions inculde the double-sided correlation model, imperfect
channel models and analyzing the box varient of the LASSO.
APPENDIX
The expectation in (29) can be evaluated in closed form for any distribution. For example, take the case of a
sparse-Bernoulli vector x0, i.e., the entries of x0 are sampled iid from a distribution px0 = (1− κ)δ0 + κδ1, then
χ
α
EX0∼pX0
Z∼N(0,1)
[
e
(
X0 +
αβ
χ
Z;
λα
χ
)]
=
α(1− κ)
χ
(
β2
2
+ βλϕ
(
λ
β
)
− (λ2 + β2)Q
(
λ
β
))
+ κ
(
λ−
αλ2
2χ
)
Q
(
λ
β
−
χ
αβ
)
− κ
(
λ+
αλ2
2χ
)
Q
(
λ
β
+
χ
αβ
)
+
αβλκ
χ
(
ϕ
(
λ
β
+
χ
αβ
)
+ ϕ
(
λ
β
−
χ
αβ
))
−
κβ
2χ
ϕ
(
αλ+ χ
αβ
)(
αλ− χ+ (αλ+ χ) exp
(
2λχ
αβ2
))
+
κ
4
(
αβ2
χ
+
χ
α
)(
erf
(
αλ+ χ
√
2αβ
)
+ erf
(
αλ− χ
√
2αβ
))
,
where erf(x) is the error function defined as erf(x) = 2√
π
∫ x
0 e
−t2dt.
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Also, for the sparse-Bernoulli distribution, we have
plim
n→∞
Φξ,on(x̂) = Q
(
λ
β⋆
+
χ⋆(ξ + 1)
α⋆β⋆
)
+Q
(
λ
β⋆
+
χ⋆(ξ − 1)
α⋆β⋆
)
,
plim
n→∞
Φξ,off(x̂) = 1− 2Q
(
λ
β⋆
+
χ⋆ξ
α⋆β⋆
)
.
and
plim
n→∞
EERξ = Q
(
χ⋆(1− ξ)
α⋆β⋆
− λ
β⋆
)
−Q
(
χ⋆(1 + ξ)
α⋆β⋆
+
λ
β⋆
)
+ 2Q
(
χ⋆ξ
α⋆β⋆
+
λ
β⋆
)
.
Finally, for the cosine similarity, we have for the sparse-Bernoulli distribution:
plim
n→∞
cos(∠(x̂,x0)) =
I0√
κ(I1 + I2)
,
where
I0 =
κ
χ⋆
[
α⋆β⋆
(
ϕ
(
χ⋆
α⋆β⋆
− λ
β⋆
)
− ϕ
(
χ⋆
α⋆β⋆
+
λ
β⋆
))
+ (χ⋆ − λα⋆)Q
(
λ
β⋆
− χ⋆
α⋆β⋆
)
+ (χ⋆ + λα⋆)Q
(
λ
β⋆
+
χ⋆
α⋆β⋆
)]
,
I1 =
κ
χ2⋆
(α2⋆β2⋆ + (λα⋆ − χ⋆)2)Q
(
λ
β⋆
−
χ⋆
α⋆β⋆
)
+
(
α
2
⋆β
2
⋆ + (λα⋆ + χ⋆)
2
)
Q
(
λ
β⋆
+
χ⋆
α⋆β⋆
)
− α⋆β⋆
(λα⋆ − χ) exp
 2λχ⋆
α⋆β
2
⋆
 + λα⋆ + χ⋆
ϕ( λ
β⋆
+
χ⋆
α⋆β⋆
) ,
and
I2 =
2(1− κ)α2⋆
χ2⋆
[
(λ2 + β2⋆)Q
(
λ
β⋆
)
− λβ⋆ϕ
(
λ
β⋆
)]
.
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