We perform high-statistics Monte Carlo simulations of three-dimensional Ising spin-glass models on cubic lattices of size L: the ±J (Edwards-Anderson) Ising model for two values of the disorder parameter p, p = 0.5 and p = 0.7 (up to L = 28 and L = 20, respectively), and the bond-diluted bimodal model for bond-occupation probability p b = 0.45 (up to L = 16). The finite-size behavior of the quartic cumulants at the critical point allows us to check very accurately that these models belong to the same universality class. Moreover, it allows us to estimate the scaling-correction exponent ω related to the leading irrelevant operator: ω = 1.0(1). Shorter Monte Carlo simulations of the bond-diluted bimodal models at p b = 0.7 and p b = 0.35 (up to L = 10) and of the Ising spinglass model with Gaussian bond distribution (up to L = 8) also support the existence of a unique Ising spin-glass universality class. A careful finite-size analysis of the Monte Carlo data which takes into account the analytic and the nonanalytic corrections to scaling allows us to obtain precise and reliable estimates of the critical exponents ν and η: we obtain ν = 2.45(15) and η = −0.375(10).
I. INTRODUCTION
The Ising model with random ferromagnetic and antiferromagnetic couplings is a simplified model 1 for disordered uniaxial magnetic materials which show glassy behavior in some region of their phase diagram, such as Fe 1−x Mn x TiO 3 and Eu 1−x Ba x MnO 3 ; see, e.g., Refs. 2,3,4. The random nature of the short-ranged interactions is mimicked by nearestneighbor random bonds. This model is also interesting per se, since it provides a laboratory in which the combined effect of quenched disorder and frustration can be studied.
It is now well established that three-dimensional Ising spin-glass models present a hightemperature paramagnetic phase and, for some values of the parameters, a low-temperature glassy phase (if the frustration is small, the low-temperature phase is ferromagnetic). The two phases are separated by a continuous phase transition, which is expected to have universal features, i.e. to belong to a universality class which is independent of the details of the model and, in particular, of the disorder distribution. Several numerical works 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33 have addressed these issues, considering various Ising spin-glass models, characterized by different disorder distributions, with or without dilution. Over the years many estimates of the critical exponents have been obtained. We mention the most recent ones for the correlation-length exponent ν: ν = 2.39(5), 30 and ν = 2.00 (15) 18 for the symmetric model with Gaussian disorder distribution; ν = 2.4(6) for the random-anisotropy Heisenberg model in the limit of large anisotropy, 27 which is expected to be in the same Ising spin-glass universality class. 27, 34, 35 Moreover, the analysis of different quantities has often given different estimates of the same critical exponent, even in the same model. For instance, recent Monte Carlo (MC) studies 29, 30 find significant discrepancies among the estimates of the exponent ν obtained from the finite-size scaling (FSS) at T c of the temperature derivative of ξ/L, of the Binder cumulant, and of the overlap susceptibility. For the bimodal Ising model Ref. 30 quotes ν = 2.39(5), ν = 2.79 (11) , and ν = 1.527 (8) , from the analysis of these three quantities, respectively. A likely reason for these discrepancies is the presence of scaling corrections, which may be quite important in spin-glass systems since the absence of fast MC algorithms makes it necessary to work with systems of relatively small size.
One of the aims of the present paper is a detailed analysis of the role of scaling corrections in spin-glass systems. We present a general renormalization-group (RG) analysis based on the Wegner expansion, 36 which allows us to predict the corrections to the asymptotic critical behavior for the different quantities. In particular, we show that the analytic dependence of the relevant scaling fields on the model parameters, such as the temperature, may give rise to scaling corrections that decay as powers of L −1/ν , where L is the linear size of the lattice. Since ν ≈ 2.45 in Ising spin-glass systems, they decay quite slowly and may give rise to systematic deviations which are difficult to detect, given the small interval of values of L which can be considered in MC simulations. Their presence explains some inconsistencies in the standard analyses of MC data reported in the literature. Thus, it is crucial to take scaling corrections into account for an accurate study of the critical behavior, for a robust check of universality among different models, and for reliable estimates of universal quantities such as the critical exponents.
In this paper we report a high-statistics MC study of different Ising spin-glass models.
We consider the ±J Ising model for two values of the disorder parameter, the bond-diluted symmetric bimodal model with various values of the dilution, and also the model with Gaussian disorder distribution. We determine the FSS behavior of several RG invariant quantities, such as the ratio R ξ ≡ ξ/L (ξ is the second-moment correlation length) and the quartic cumulants defined from the overlap variables. We verify with good precision their independence on the model and disorder distribution, providing an accurate evidence of universality. Then, we obtain an estimate of the leading correction-to-scaling exponent ω: ω = 1.0(1). Finally, we determine the critical exponents. We analyze the MC data at the critical point and in the high-temperature phase, taking into account the RG predictions for the scaling corrections and the precise above-reported estimate of ω. We obtain ν = 2.45 (15) , η = −0.375 (10) .
Then, using scaling and hyperscaling relations we obtain β = ν(1 + η)/2 = 0.77(5), γ = (2 − η)ν = 5.8(4), α = 2 − 3ν = −5.4(5).
In this work we extend the results presented in Ref. 32 . First, we have significantly increased the statistics of the large-L data for the bimodal symmetric Ising model and we have added some data for other diluted models and for the bimodal model with Gaussian distributed couplings. Second, we present a much more detailed analysis of the critical-point data and a new analysis of the high-temperature data obtained in the parallel-tempering simulations. This allows us to check the universality of the critical behavior of the correlation length and of the susceptibility in the high-temperature phase. Finally, we discuss the extendedscaling scheme, 29, 37 which is inspired by the high-temperature expansion. As already noted in Ref. 29 , this scheme shows an apparent improvement of the scaling behavior with respect to the naive approach in which scaling corrections are simply neglected, at least for some quantities, e.g., the overlap susceptibility. However, as we shall show, such an improvement is only marginal for the purpose of obtaining accurate results. Indeed, this requires to take into account the analytic and nonanalytic scaling corrections predicted by the RG theory.
The paper is organized as follows. In Sec. II we define the models we investigate and the quantities that are computed in the MC simulation. In Sec. III we derive the FSS predictions of the RG theory which are the basis of our FSS analyses. Some details are reported in App. A. In Sec. IV and in App. B we give some details on the MC simulations. In Sec. V A we discuss universality, verifying that the infinite-volume limit of the quartic cumulants and of R ξ ≡ ξ/L is independent of the model. In Sec. V B we compute the leading correction-to-scaling exponent ω. In Sec. VI we compute the critical exponents ν and η and the critical temperature for the different models by using the data close to the critical point. In Sec. VII we present a global analysis of all available high-temperature data obtained in our parallel-tempering MC simulations. We again determine the critical exponents and show that the FSS behavior of several quantities is universal. Moreover, we discuss the extendedscaling scheme of Ref. 29 . In Sec. VIII we compute the high-temperature zero-momentum quartic couplings. Finally, in Sec. IX we present our conclusions. 
II. ISING SPIN GLASS SYSTEMS A. The ±J Edwards-Anderson Ising model and its phase diagram
We consider the ±J Edwards-Anderson Ising model on a simple cubic lattice of linear size L with periodic boundary conditions. The corresponding Hamiltonian is
where σ x = ±1, the sum is over the nearest-neighbor lattice sites, and the exchange interactions J xy are uncorrelated quenched random variables with probability distribution P (J xy ) = pδ(J xy − 1) + (1 − p)δ(J xy + 1).
The usual bimodal Ising spin glass model, for which [J xy ] = 0 (brackets indicate the average over the disorder distribution), corresponds to p = 1/2. For p = 1/2 we have
and ferromagnetic (or antiferromagnetic) configurations are energetically favored. Note that the free energy and also the correlations of the overlap variables that we shall define below are invariant under p → 1 − p and thus we can always assume p ≥ 1/2. The T -p phase diagram of the three-dimensional ±J Ising model is sketched in Fig. 1 . The high-temperature phase is paramagnetic for any p. The nature of the low-temperature phase depends on the value of p: it is ferromagnetic for small values of 1 − p, while it is glassy with vanishing magnetization for sufficiently large values of 1 − p. The three phases are separated by transition lines, which meet at a magnetic-glassy multicritical point (MGP), usually called Nishimori point, which is located along the so-called Nishimori line 38, 39, 40, 41, 42 defined by the relation (p ≥ 1/2)
On the Nishimori line the magnetic and the overlap two-point correlation functions are equal. The paramagnetic-ferromagnetic (PF) transition line starts at the Ising transition at p = 1 and extends up to the MGP at p = p * . For p = 1 there is the standard Ising transition at 43 T Is = 4.5115248 (14) . Disorder is a relevant perturbation of the pure three-dimensional Ising fixed point. As a consequence, the Ising point p = 1 is a multicritical point 44 with crossover exponent φ = α Is , where 45 α Is = 0.1096(5) is the Ising specific-heat exponent. The critical behavior for any 1 > p > p * belongs to the randomly-dilute Ising (RDI) universality class, 44 characterized by the correlation-length critical exponent 46,47 ν = 0.683(2) and by the magnetic exponent η = 0.036(1). The coordinates of the MGP in the T -p plane are 42 T * = 1.6692(3) and p * = 0.76820(4). The multicritical behavior is characterized by 42 the thermal exponent ν = 1.64(5), the crossover exponent φ = 1.67 (10) , and the magnetic (and also overlap) exponent η = −0.114(3).
The paramagnetic-glassy (PG) transition line starts at the MGP and extends up to p = 1/2 (actually up to p = 1 − p * = 0.23180(4) due to the symmetry p → 1 − p of the phase diagram). A reasonable hypothesis is that the PG critical behavior is independent of p, as found in mean-field models. 48 Hence, for any p * > p > 1 − p * the PG transition is expected to belong to the same universality class (named ISG in Fig. 1) as that of the bimodal Ising spin-glass model at p = 1/2. The critical behavior along this transition line is the main subject of this paper. As we shall see, the universality hypothesis is fully confirmed by our FSS analyses at p = 0.5 and p = 0.7.
The nature of the ferromagnetic-glassy (FG) transition line is not clear yet. At fixed p the following inequality holds:
where the subscripts indicate the temperature of the thermal average, and T N (p) is the temperature along the Nishimori line, defined in Eq. (6) . This relation shows that ferromagnetism can only exist in the region p > p * and that the system is maximally magnetized along the Nishimori line. Ref. 50 (see also Refs. 41,51) also argues that the FG transition line coincides with the line p = p * , from T = T * to T = 0. Recent numerical investigations 52,53,54 of the two-dimensional ±J model have shown that this conjecture is not exact, though quantitative deviations are small: at T = 0 the critical value p c where ferromagnetism disappears is definitely larger than p * , indicating a reentrant transition line. In three dimensions Ref. 55 quotes p c = 0.778(5), which is slightly larger than p * = 0.76820(4), with an associated critical exponent ν = 1.1(3): it is therefore likely that the conjecture does not hold in three dimensions as well. We also mention that a mixed low-temperature phase, 56 in which ferromagnetism and glassy order coexist, is found in mean-field models 48 such as the infinite-range Sherrington-Kirkpatrick model. 57 Its presence has been confirmed in the ±J Ising model on a Bethe lattice. 58 However, there is no evidence of a mixed phase in the ±J Ising model on a cubic lattice 55 and in related models. 59 In particular, the numerical results of Ref. 55 show that the onset of the glassy behavior at T = 0 occurs close to the point where the ferromagnetic phase disappears, and are consistent with a single transition within numerical precision. Nevertheless, the existence of such a mixed phase is still an open problem, as discussed in Ref. 58 .
B. Other Ising spin-glass models
We also consider the bond-diluted bimodal Ising model (BDBIM) defined by Hamiltonian (3) with bond probability distribution 
63
The model can be extended by considering the distribution
In this case, for p b > p SG (p SG may depend on p) we expect a T -p phase diagram similar to the one sketched in Fig. 1 for the ±J Ising model without dilution, with a PF and a PG transition line meeting at a multicritical point. A PG transition is also observed in the random-bond Ising spin-glass model with Gaussian bond distribution:
This transition is expected to be in the same universality class as that of the bimodal Ising model.
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C. Overlap thermodynamic quantities
In this work we focus on the critical behavior of the overlap parameter
where the spins σ (i)
x belong to two independent replicas with the same disorder realization {J xy }. The corresponding correlation function is
where the angular and square brackets indicate the thermal average and the quenched average over {J xy }, respectively. We define the susceptibility χ and the second-moment correlation length ξ as
where p = (p min , 0, 0), p min ≡ 2π/L, and G(q) is the Fourier transform of G(x). We also define the RG invariant quantities
where
We call them phenomenological couplings and denote them by R in the following.
In the high-temperature paramagnetic phase, we also consider the zero-momentum quartic couplings
The critical limit T → T + c of the zero-momentum quartic couplings G 4 and G 22 is universal.
III. FINITE-SIZE SCALING
In this section we summarize some basic results concerning FSS, which allow us to understand the role of the analytic and nonanalytic scaling corrections. We consider two Ising spin-glass systems coupled by an interaction
where h is a constant external field. The model is defined on a cubic lattice of linear size L with periodic boundary conditions. By applying standard RG arguments we expect the disorder-averaged free-energy density to be the sum of a regular part and a singular part:
where β ≡ 1/T . The regular part is expected to depend on L only through exponentially small terms, while the singular part encodes the critical behavior. The starting point of FSS is the scaling behavior of the singular part of the free-energy density (see, e.g., Refs. 36,47, 64,65):
where d is the space dimension, u h and u t are the scaling fields associated with h and the reduced temperature t ∼ 1 − β/β c (their RG dimensions are y h = (d + 2 − η)/2 and y t = 1/ν, respectively), and v i are irrelevant scaling fields with y i < 0. At the critical point we have u t (t = 0, h = 0) = 0 and u h (t = 0, h = 0) = 0, while, generically, we expect v i (t = 0, h = 0) = 0. Since y i < 0, for large L the free energy can be expanded in powers of {v i L y i }. Therefore, we can write
where the leading nonanalytic correction-to-scaling exponent ω is related to the RG dimension y ω of the leading irrelevant scaling field v ω ≡ v 1 , ω = −y ω . The scaling fields are analytic functions of the system parameters-in particular, of h and t-and are expected not to depend on L. Note also that the size L is expected to be an exact scaling field for periodic boundary conditions. For a general discussion of these issues, see Ref. 65 , Sec. III of Ref. 66 , and references therein. In general, u t and u h can be expanded as
where we used the fact that the free energy is symmetric under h → −h. In the expansion of u h,t around the critical point h, t = 0, the terms beyond the leading ones give rise to analytic scaling corrections. The scaling behavior of zero-momentum thermodynamic quantities can be obtained by performing appropriate derivatives of F with respect to h. For instance, for the overlap susceptibility at h = 0 we obtain
The function g reg (β) represents the contribution of the regular part F reg (β, h, L) of the freeenergy density and is L independent (apart from exponentially small terms). It gives rise to a correction proportional to L η−2 . Analogous formulae hold for the 2n-point susceptibilities. The FSS of the phenomenological couplings is given by
where R * ≡ r(0), c ω = v ω r ω (0), and the second line holds only very close to the critical point, for tL yt ≪ 1. A proof of Eq. (30) for the phenomenological couplings U 4 , U 22 , and R ξ is presented in App. A.
The thermal RG exponent y t = 1/ν is usually computed from the FSS of the derivative R ′ of a phenomenological coupling R with respect to β at β c . Using Eq. (30) one obtains
One may also consider the derivative χ ′ ≡ dχ/dβ of the susceptibility χ. From Eq. (29) we obtain
Note that the second term in the right hand side gives rise to scaling corrections proportional to L −yt = L −1/ν , while the background term g ′ reg (β) leads to corrections proportional to L −yt−2+η . At T = T c , setting t = 0 in the above-reported equations, we obtain:
Note that, unlike the temperature derivative R ′ of a RG-invariant quantity, χ ′ also presents an L −1/ν scaling correction, due to the analytic dependence on t of the scaling field u h (for this reason we call it analytic correction). Since, as we shall see, in the Ising spin-glass case 1/ν ≈ 0.4 and ω ≈ 1.0, the scaling corrections in χ ′ decay significantly more slowly than those occurring in R ′ . This makes the ratio
unsuitable for a precise determination of ν and explains the significant discrepancies observed in Ref. 30 . Instead of computing the various quantities at fixed Hamiltonian parameters, one can also consider FSS keeping a phenomenological coupling R fixed at a given value R f . 46, 67 This means that, for each L, one determines β f (L, R f ), such that R(β = β f (L, R f ), L) = R f , and then considers any quantity at β = β f (L, R f ). The value R f can be specified at will, as long as R f is taken between the high-and low-temperature fixed-point values of R. For R f = R * , where R * is defined in Eq. (33), β f converges to β c as
where, using Eq. (30),
Now, if R f = R * , we have B(R f ) = 0, which implies u t,f ∼ L −yt−ω , hence Eq. (39) . Otherwise, B(R f ) is different from zero and we obtain the behavior (38) .
If we now substitute relation (40) into Eqs. (29), (30) , (31) , and (32), we obtain the expansion of the different quantities at fixed R f , which we denote by adding a bar: given (34) , (35) , and (36), with different coefficients, of course. If R f = R * , we must be more careful. The behavior of another phenomenological coupling R α does not change qualitatively and we still havē 
If R f = R * , B(R f ) = 0, and thus analytic corrections occur. Note that, if R f is close to R * , since B(R * ) = 0, we have
Hence, in this case the analytic corrections are small, of order (
IV. MONTE CARLO SIMULATIONS
In the MC simulations we employed the Metropolis algorithm, the random-exchange method (often called parallel-tempering or multiple Markov-chain method), 68 and multispin coding. See App. B for details on their implementation.
We simulated the ±J Ising model at p = 0. For each L and model we performed parallel-tempering runs. This allowed us to estimate the different quantities in a large interval [β min , β max ]. To fix β max we used the results of Ref. 30 , which provided the best estimates of R * ξ at the time we started our simulations: (6) 1.47597(6) 1.49853 (8) 1.4996(2) 6 1.49446 (6) 1.48193(6) 1.50300 (9) 1.49618 (9) 1.50788 (9) 1.5033(2) 7 1.49753 (6) 1.48642(6) 1.50544(9) 8 1.49987 (6) 1.48984 (6) 1.50714 (9) 1.50082 (9) 1.51320 (13) 1.5063(5) 9 1.50136 (6) 1.49260 (6) 1.50815(9) 10 1.50273 (6) 1.49478 (6) 1.50889 (9) 1.50382 (11) 1.5146(2) 11 1.50383 (6) 1.49665 (6) 1.50946(9) 12 1.50469 (6) 1.49781 (7) 1.50984(13) 13 1.50541(11) 14 1.50618(10) 1.50030(12) 1.5103(3) 16 1.50702(13) 1.50220(13) 1.5113(3) 20 1.5081 (3) 1.5048(5) 24 1.5089(4) 28 1.5108 (13) 0.627(4) and 0.635 (9) for an Ising model with bimodal and Gaussian distributed bonds, respectively. Thus, in most of the runs β max was chosen so that R ξ (β max , L) ≈ 0.63. Only in the most recent simulations (two runs with L = 20 and 24) of the ±J Ising model at p = 0.5 did we take β max such that R ξ (β max , L) ≈ 0.66. We checked thermalization by using the recipe outlined in Ref. 30 , see App. B for some details.
As already emphasized in Refs. 46,69, in high-precision MC studies of random systems one should be careful when computing disorder averages of products of thermal expectations, for instance the quartic cumulant U 22 defined in Eq. (17) . Indeed, naive estimators have a bias that may become significantly larger than the statistical error if N s is large. We use (essentially) bias-free estimators, defined as discussed in Ref. 46 ; some details are given in App. B.
In total, the MC simulations took approximately 40 years of CPU time on a single core of a 2.4 GHz AMD Opteron processor.
V. UNIVERSALITY AND CORRECTION-TO-SCALING EXPONENT ω
A. Analysis of the quartic cumulants at fixed R ξ
In this section we investigate the universality of the critical behavior of Ising spin-glass models by comparing the limit for L → ∞ of U 4 and U 22 computed at fixed R ξ , denoted bȳ U 4 andŪ 22 , respectively. As discussed in Sec. III, for sufficiently large L,Ū 4 andŪ 22 are expected to behave asŪ (6) 0.13955(6) 0.13581 (9) 0.13602 (7) 0.14635(10) 0.13522(15) 5 0.14088 (7) 0.14087(6) 0.13935(10) 0.14014(24) 6 0.14277 (7) 0.14181 (7) 0.14166(10) 0.14193(10) 0.14501(10) 0.14227(24) 7 0.14392 (6) 0.14262 (7) 0.14308(10) 8 0.14478 (7) 0.14318 (7) 0.14415(10) 0.14414(10) 0.14597 (15) 0.1434(5) 9 0.14522 (7) 0.14380 (7) 0.14470(10) 10 0.14561 (7) 0.14418 (7) 0.14518(10) 0.14536 (12) 0.14586(24) 11 0.14595 (7) 0.14453 (7) 0.14566(10) 12 0.14618 (7) 0.14465 (7) 0.14605 (14) (14) where the constantsŪ * # are universal (model independent) but depend on the fixed value of R ξ ; ω is the leading scaling-correction exponent.
In Tables I and II we report the estimates ofŪ 4 andŪ 22 at fixed R ξ = 0.63 for different models. Without performing any analysis, one can immediately observe that the results obtained for the different models are very close, and appear to approach the same large-L limit as L increases. For instance, the estimates ofŪ 4 for the largest lattices differ at most by 0.5%, while those ofŪ 22 vary by a few percent. This already provides strong support to universality.
For a more detailed analysis, let us first consider the three models for which we have most data, the ±J model at p = 0.5 and p = 0.7, and the BDBIM at p b = 0.45. The MC estimates ofŪ 4 (L) are shown in Fig. 2 versus 1/L. The results for the ±J Ising model at p = 0.5 and p = 0.7 fall quite nicely on two straight lines that approach the same point as L → ∞. They support the universality of the critical behavior and show the presence of scaling corrections with an exponent ω ≈ 1.0. In the case of the BDBIM with p b = 0.45, the data apparently show a faster approach to the same infinite-volume limit. A fit ofŪ 4 (L) toŪ * 4 + cL −ε using all data with L > 4 gives an effective exponent ε ≈ 2. However, for sufficiently large L, L 10 say, scaling corrections are consistent with a linear 1/L behavior, as in the other models. The corresponding amplitude |c 4 | is quite small, at least a factor of two smaller than in the undiluted bimodal model. This means that for L 10 next-to-leading corrections to scaling dominate and determine the apparent approach of the data to the infinite-volume limit. Since the ratios of the amplitudes of the leading scaling corrections are universal, a small |c 4 | implies that the leading nonanalytic scaling correction is small for any quantity. Thus, in this model the approach of any thermodynamic quantity to the critical limit should be faster than in the ±J models without dilution, as already noted in Ref. 28 , at least for sufficiently large lattice sizes, where next-to-leading corrections can be neglected. Similar results are obtained forŪ 22 , see Fig. 3 . However, in this case next-to-leading corrections appear to be more important, since the 1/L behavior is observed for somewhat larger values of L.
In order to estimate the universal infinite-volume valuesŪ * 4 andŪ * 22 , we perform fits of
The exponent ε is either a free parameter, or is set equal to 1, which corresponds, as we discuss below, to our best estimate of the leading scaling-correction exponent ω. In Table III we report the results. They are all consistent with the estimates
The accuracy and stability of the fits can also be appreciated in Fig. 4 , where the fit results are plotted versus the minimum lattice size L min allowed in the fits. We can thus conclude that the estimates of the quartic cumulants for the ±J Ising model and the BDBIM at 
Here L min is the minimum lattice size allowed in the fits. The fits labelled "p = 0.5 & p = 0.7" are fits in which the data for p = 0.5 and p = 0.7 are analyzed together. The dotted lines correspond to the final estimatesŪ * 4 = 1.514(2) andŪ * 22 = 0.148(1).
the optimal model-the one with the smallest leading scaling corrections-corresponds to a dilution in the range 0.3 p * b 0.4: the model with p b = 0.35 should be close to the optimal one.
The estimates ofŪ 4 andŪ 22 for the Ising spin-glass model with Gaussian bond distribution are shown in Figs. 5 and 6: they are very close, and clearly approach, the estimates (48). The results for L = 8 differ by 0.5% (Ū 4 ) and 3% (Ū 22 ) from the asymptotic value.
In conclusion, the results for the ±J model, for the BDBIM, and for the model with Gaussian distributed couplings provide a very strong evidence of universality for the critical behavior of Ising spin-glass models along the PG transition line. 
B. The RG exponent of the leading irrelevant operator
The analyses ofŪ 4 andŪ 22 also give estimates of ω. The most precise ones are obtained from fits ofŪ 4 . In Fig. 7 we show the estimates of ω obtained from fits ofŪ 4 
and from fits of the differenceŪ 4 (p = 0.5; L) −Ū 4 (p = 0.7; L) to bL −ω . We estimate
Consistent but less precise results are obtained from fits ofŪ 22 . The result (49) is consistent with the less precise estimates ω = 0.84
−0.37 and ω = 1.0(4) reported in Refs. 21 and 27, respectively. In order to verify that scaling corrections are controlled by a single correction-to-scaling term with exponent ω = 1 and we have not determined an effective exponent arising from several almost degenerate exponents, we check that the ratio c 22 /c 4 is universal, where c # is the scaling-correction amplitude appearing in Eq. (47), as predicted by standard RG arguments. In order to determine this ratio, we fit together the available estimates ofŪ (L) for the ±J Ising models at p = 0.5 and p = 0.7 toŪ(L) =Ū * + c p L −ε , fixing ε = 1 and takingŪ * and the two amplitudes c p=0.5 and c p=0.7 as free parameters. Fits of the data for L ≥ L min = 10 givē
(χ 2 /DOF ≈ 1.3, where DOF is the number of degrees of freedom of the fit), and
(χ 2 /DOF ≈ 1.4). It follows 
VI. CRITICAL TEMPERATURE AND EXPONENTS
A. Estimates of β c
In order to determine the critical temperature, we perform a standard FSS analysis of R ξ and the quartic cumulants. Figure 8 shows the crossing points β cross (L) determined by solving the equation
for the ±J Ising model at p = 0.5, using R ξ and U 4 . In the large-L limit β cross (L) is expected to converge to β c as
since ν ≈ 2.45 and ω ≈ 1.0. We perform a combined fit of R ξ and U 4 to β c + c # L −ε with ε = −1.4, taking β c and the two amplitudes c R ξ and c U 4 as free parameters. Using only the results with L ≥ L min = 8, we obtain β c = 0.9035(22) with χ 2 /DOF ≈ 1.1 (since the estimates of R ξ and U 4 are correlated the error is only indicative). The corresponding lines are drawn in Fig. 8 . We also consider larger values of L min . We find that the estimates of β c vary significantly (much more than the statistical error) when L min varies, indicating that the systematic error due to the additional scaling corrections is significantly larger than the statistical one. Equivalently, one can perform fits to
taking R = R ξ or U 4 . 70 The results are shown in Fig. 9 . Taking into account the dependence of the results on L min and their variation as ω varies by one error bar we obtain the final estimates β c = 0.902 (8) , We regard the error as conservative. We also consider the pseudocritical β f (L) defined in Sec. III at fixed R ξ , which converges to β c as L → ∞, cf. Eqs. (38) and (39) . The results are consistent with the estimate (57) . The analysis of the crossing points and the fits to Eq. (56) also provide estimates of the limit L → ∞ of R ξ and U 4 at the critical point. We obtain We estimate the critical exponent ν from the finite-size behavior of R ′ ξ ≡ dR ξ /dβ and U ′ 4 ≡ dU 4 /dβ at a fixed value R ξ,f of R ξ . As we discussed in Sec. III, the best choice for R ξ,f is R * ξ , otherwiseR ′ ξ andŪ ′ 4 present analytic corrections. In the present case, the estimate (58) of R * ξ is not very precise, hence the corrections of order L −1/ν ∼ L −0.4 cannot be completely neglected. However, since their amplitude is proportional to (R ξ −R * ξ ), we can assume that they are small for R ξ,f close to R * ξ . Thus, in order to estimate the systematic error induced by them, we proceed as follows. We repeat the analysis ofR ′ at fixed R ξ using two different values of R ξ and neglecting in both cases the L −1/ν corrections: we use R ξ = 0.630 and R ξ = 0.654, which are close to our best estimate R * ξ = 0.645(15). For both values of R ξ we determine an estimate of ν. Our final result is obtained by linear interpolation to R ξ = 0.645. The systematic error is estimated from the difference of the results at R ξ = 0.630 and R ξ = 0.645.
The exponent ν is obtained from fits ofR
with ǫ = ω = 1.0(1). The results of the fits ofR ′ ξ for the ±J Ising model with p = 0.5 are shown in Fig. 11 as a function of the minimum lattice size L min allowed in the fits. They are quite stable with respect to L min , depend very little on the fixed value R ξ , and change only slightly as ω varies by ±0.1, corresponding to one error bar. In particular, the fit ofR Fig. 12 , favor a smaller value of ν, although in substantial agreement. Indeed, fits with L min = 10 give ν = 2.30(9) at R ξ = 0.654 and ν = 2.42(9) at R ξ = 0.630, thus suggesting the estimate ν = 2.35 (9) . The error due to the analytic corrections is apparently larger than that obtained in the analysis ofR ′ ξ , approximately 0.07. As our final result we take ν = 2.45(15), with ε = 2.0 give results that are systematically larger; for instance, we obtain ν = 2.61(5) for L min = 7. This slight discrepancy is probably due to the fact that scaling corrections with exponent ω = 1 are small in the BDBIM at p b = 0.45 but not completely negligible: thus, the fits assume that corrections vanish faster than they really do, obtaining a slightly incorrect asymptotic estimate.
C. The critical exponent η
We estimate the exponent η by analyzing the susceptibility χ at fixed R ξ . Its critical behavior is discussed in Sec. III: at fixed R ξ , it behaves as
where the O(L −2+η ) term is the background contribution, cf. Eq. (29) . Since R ξ is not exactly equal to R * ξ , we must take into account the O(L −1/ν ) corrections. As for ν, the systematic error they induce is estimated by comparing the results at R ξ = 0.630 and R ξ = 0.654, which are close to the best estimate R * ξ = 0.645 (15) . We perform fits with and without scaling 
with ε = 1 (the leading scaling correction arising from irrelevant scaling fields) and ε = 2.4 ≈ 2 − η (to check the relevance of the background term, which might be large for small lattices) at R ξ = 0.63 and R ξ = 0.654. Fig. 15 shows the estimates of η for the ±J model at p = 0.5. As already mentioned, the systematic error due to the neglected L −1/ν corrections is estimated from the difference of the estimates at R ξ = 0.63 and R ξ = 0.654. Following the same method used to determine ν, we obtain η = −0.375(2){8}, where the first error is the statistical one while the second error takes into account the systematic error due to the residual O(L −1/ν ) corrections and corresponds to the uncertainty on our estimate of R * ξ . Slightly smaller but perfectly consistent results are obtained in the analyses of the data for the other models. For example, in the case of the ±J Ising model at p = 0.7, a fit of the data at R ξ = 0.63 to Eq. (64) with ε = 1.0 gives η = −0.381(5) for L ≥ L min = 10 (χ 2 /DOF ≈ 1.6). In the case of the BDBIM at p b = 0.45, a fit of the data at R ξ = 0.63 to Eq. (64) with ε = 2.0 gives η = −0.385(4) for L ≥ L min = 9 (χ 2 /DOF ≈ 1.4). Taking also these results into account, we arrive at the final estimate η = −0.375 (10) .
We finally discuss the behavior of the derivative χ ′ ≡ dχ/dβ of the susceptibility, which in some numerical works, see, e.g. Ref. 30 , has led to contradictory results for the exponent ν. We show in the following that this discrepancy is essentially due to the analytic O(L −1/ν ) corrections discussed in Sec. III, cf. Eq. (36) . At fixed R ξ ,χ ′ is expected to behave as
where σ ≡ 1/ν + 2 − η. Using our best estimates of ν and η, we obtain σ = 2.78(4). Unlike the case of χ and the derivative of the phenomenological quantities, the amplitude b a of the O(L −1/ν ) corrections does not vanish at T c and thus at R ξ = R * ξ ; therefore, it is not expected to be small when R ξ ≈ R * ξ . The O(L −σ ) term in Eq. (66) is the background contribution, cf. Eq. (32). In Fig. 16 we show the estimates of σ obtained in fits of ln χ ′ to
for several values of ε, ε 1 , ε 2 . The results are consistent with the expected value σ ≈ 2.78, when the O(L −1/ν ) corrections are taken into account.
VII. HIGH-TEMPERATURE ESTIMATES
In the parallel-tempering simulations we have collected a large amount of data for several values of β in the high-temperature phase. They have not been used in the analyses we have presented in the previous Sections. Here, we shall present analyses that consider all high-temperature results. They fully confirm the critical-point estimates discussed above and provide additional evidence that all models belong to the same universality class. A. Finite-size scaling behavior of ξ and estimates of ν
We determine ν from the FSS behavior of the correlation length. The starting point is the FSS equation
where f (x) and f ω (x) are universal (once the normalization of the scaling fields has been fixed) and have a regular expansion in powers of x. In order to ensure a finite infinite-volume limit, for x → ∞ they behave as
The scaling field u t is an analytic function of β that vanishes at the critical point. Hence, it has an expansion
In Fig. 17 we report ξ(β, L)/L versus (β c −β)L 1/ν using the data for the ±J model at p = 0.5 and the estimates of β c and ν obtained in the previous Sections: β c = 0.902 and ν = 2.45. The data collapse quite precisely onto a single curve. This indicates that the nonanalytic scaling corrections are small and so are the analytic ones due to the nontrivial dependence of u t on β.
In order to obtain quantitative estimates of ν, we follow Ref. 71 and perform three different fits of ξ(β, L)/L. In the first fit we neglect the nonanalytic scaling corrections, set u t = β c −β, and fit the data to (fit a)
where P n (x) is a polynomial of degree n. We have chosen polynomials for computational convenience, but any other complete set of functions can be used. Note that the specific choice (71) of fitting function satisfies the large-x behavior (69) . In this fit, the free parameters are the (n + 1) coefficients of the polynomial P n (x), the critical inverse temperature β c , and ν. 72 The critical-point value R * ξ is equal to P n (x = 0) −ν/n . In order to take into account the analytic corrections (fit b), we slightly modify the Ansatz (71), setting x ≡ β c − β + b(β c − β) 2 and taking b as an additional free parameter. Finally, we consider the nonanalytic scaling corrections. We use the Ansatz (fit c)
where P n (x) and Q n (x) are both polynomials of degree n, and a is a free parameter. We can check that Ansatz (72) has the correct infinite-volume limit. For L → ∞ at fixed β, i.e., for x → ∞, we have P n (x) ≈ p n x n , Q n (x) ≈ q n x n , and
where ∆ ≡ ων. In these fits n must be chosen so that P n provides an accurate parametrization of the scaling function. We have tried several values of n, until the χ 2 of the fit does not change significantly as n increases by 1. In practice, we have taken n between 6 and 10. In fit (72) corrections to scaling are parametrized by a polynomial that has the same degree as that parametrizing the leading behavior. Our data are not so precise and corrections are not so large to require such a large number of parameters. To reduce the number of free parameters we have taken n = 6, 9 and set This choice, which is completely arbitrary, significantly reduces the number of free parameters, but still allows us to parametrize accurately (at the level of the statistical errors) the scaling corrections. In order to take into account the additional scaling corrections which are not taken into account by our fit Ansätze, we have repeated each fit several times; each time we only include data such that β ≥ β min and L ≥ L min . In Fig. 18 we report the estimates of ν obtained in fits of ξ/L to Eq. (71) for the ±J model at p = 0.5. Corrections to scaling are clearly visible for small values of β min and L min . Indeed, at fixed L min the estimates decrease, becoming approximately independent of β min for β min 0.65. The dependence on L min is instead tiny, and all results with L min ≥ 10 are consistent within errors.
The results of fits that also take into account the analytic and the nonanalytic corrections (with ω = 1) are reported in Fig. 19 . As far as ν is concerned, no significant differences are observed and in all cases the results become independent of β min for β min 0.65. All results (with their statistical errors) lie in the interval 2.3 ≤ ν ≤ 2.5, and are therefore in perfect agreement with the estimate ν = 2.45(15) obtained before. Corrections to scaling are more evident in the analyses of β c . Indeed, while analyses without nonanalytic scaling corrections give estimates of β c that cluster around 0.895, those that take the corrections into account give values which are somewhat larger. In any case, all results are consistent with the estimate β c = 0.902(8) obtained in Sec. VI A. Finally, these analyses also provide estimates of R * ξ . Analyses without nonanalytic scaling corrections give R * ξ = 0.632(5), while those which include scaling corrections give a somewhat higher value R * ξ = 0.648 (5) . Also in this case, scaling corrections appear to be quite relevant. These results are perfectly consistent with the estimate (58), R * ξ = 0.645 (15) . The analyses that take into account the analytic scaling corrections (fit b) also give estimates of the constant b that appears in the expansion (70) of u t : they vary somewhat with β min and give approximately 0 b 0.3.
In order to verify universality, we compute ν and determine the FSS curves also for the In order to verify the universality of the FSS curves we first fitted the data for the ±J model at p = 0.5 presented in Fig. 17 . Taking ν = 2.45, β c = 0.902, and using only the data satisfying L ≥ 10, β ≥ 0.62, we obtain
with (this expression is valid in the interval of values of x for which we have data, i.e., for 0 ≤ x 1.5) 
The function R ξ (x) is universal apart from a rescaling of its argument. Thus, if we plot ξ/L vs x ≡ (β c − β)L 1/ν in any model, the data should fall on the curve R ξ (cx), where c is a model-dependent constant. In Fig. 20 we report the data for the ±J model at p = 0.7 and the BDBIM at p b = 0.45. The results show very good scaling and fall on top of the curve computed from the data of the bimodal model at p = 0.5, confirming universality.
We finally consider the cumulant U 4 . In the critical limit U 4 should be a universal function of ξ/L, independent of the model. Corrections scale as L −ω h(ξ/L), where h(x) is also universal, apart from a multiplicative constant. The numerical estimates of U 4 and ξ/L are reported in Fig. 21 . We consider the ±J model at p = 0.5 and p = 0.7 and the BDBIM at p d = 0.45. We only consider the largest lattices, so that nonanalytic scaling corrections are not visible on the scale of the figure (a detailed study of the L −ω corrections for ξ/L = 0.63 is reported in Sec. V A). All points fall quite precisely onto a single curve, confirming that the PG transition in these three models belongs to the same universality class.
B. Finite-size scaling of the susceptibility and estimates of η
We now turn to the determination of the critical exponent η. The starting point is Eq. (29), which we rewrite as
This equation is not very convenient since it involves u t , hence the critical temperature, and the exponent ν. To reduce the number of unknown parameters, we note that Eq. (68) be inverted to give
Inserting in Eq. (77) we obtain the scaling form
In Eq. (79) we have singled out ξ 2−η and ξ −ω instead of L 2−η and L −ω . With this choice C(x) and C ω (x) are regular for x → 0. Note the presence of the functionū h (β). In the FSS limit ξ → ∞, L → ∞, at fixed ξ/L, we always have β → β c , so that asymptotically it should be possible to replaceū h (β) with the constantū h (β c ). Therefore, this function gives rise to scaling corrections, that we have named analytic corrections in the previous sections. In order to understand their relevance for our data, in Fig. 22 (upper panel) we plot ξ η−2 χ versus ξ/L for the ±J model at p = 0.5. It is evident that the data do not fall onto a single curve: the scaling-field termū h (β) varies significantly with β and therefore cannot be neglected.
The previous discussion indicates that, in order to estimate accurately the exponent η, it is essential to include the analytic corrections in the fitting function. We perform two fits. In the first one (fit a) we neglect the nonanalytic scaling corrections and consider
where P n (x) and Q m (x) are polynomials of degree n and m, respectively. Moreover, we require Q m (0) = 0 in order to avoid the presence of two constant terms. As before, n and m are varied till the quality of the fit does not change significantly by varying the parameters by 1. In practice, we take 6 ≤ n, m ≤ 10. To include the scaling corrections, we also consider
where S p (x) is a polynomial of degree p: we take p ≤ 3. Note that here, as we already did in the analysis of ξ/L, we neglect the β dependence of the scaling field v ω . The results of the fits for the ±J model at p = 0.5 are reported in Fig. 23 1.6
(Color online) Scaling-field functionũ h (β) for the ±J model at p = 0.5, as determined in the fits of χ to the Ansatz (80), for different values of β min and L min . It is normalized such thatũ h (β c ) = 1. We also report the approximationũ h (β) ≈ (β/β c ) 1−η/2 , which is used in the extended-scaling scheme (see the discussion in Sec. VII C).
scaling corrections. This is consistent with what is observed at the critical point: While the results for η depend strongly on the chosen value for R ξ,f , indicating that the analytic scaling corrections are important, essentially no dependence is observed on the nonanalytic ones; see, e.g., Fig. 15 . 
which is valid for 0.55 ≤ β ≤ 0.902. Onceũ h (β) has been determined, we can compute the
. Such a combination is shown in Fig. 22 (lower panel) : all points fall on top of each other, confirming the validity of the FSS Ansatz. Moreover, as expected, we find thatC(0) is finite andC(ξ/L) is approximately constant for ξ/L 0.15, two properties which are not obvious from the upper panel of Fig. 22 . These conclusions are consistent with the FSS results for χ(2L, β)/χ(L, β) (in this quantity the analytic functionū h (β) cancels out) reported in Refs. 20,28, which show that this ratio has a tiny dependence on ξ/L up to ξ/L ≈ 0.15 (for ξ/L = 0.15 we have χ(2L, β)/χ(L, β) ≈ 1.02). Note that the curve in the lower panel of Fig. 22 (which corresponds to the dashed line in the upper panel) is the limiting curve of the points that appear in the upper panel as L → ∞. Since the rate of convergence is very slow (at fixed ξ/L data converge as L −1/ν ), it is clear that such an asymptotic behavior can only be observed on enormously large lattices. Thus, in order to estimate η, it is crucial to take the function ū h (β) into account.
The functionC(x) is universal, apart from a model-dependent multiplicative constant. We write it asC (x) = bΓ(x)
where Γ(x) is universal. A fit of the data reported in Fig. 22 
and b ≈ 1.9395. The expression (84) is valid for x ≡ ξ/L R * ξ ≈ 0.645. The same analyses can be repeated for the ±J model at p = 0.7 and the BDBIM at p b = 0.45. Here we only present results corresponding to fits to the Ansatz (80). Our data are not precise enough to allow us to perform fits which include the nonanalytic scaling corrections. The results are consistent with the estimate η = −0.375 (10) . For the ±J model at p = 0.7, we obtain η = −0.366(2) (β min = 0.59) and η = −0.366(3) (β min = 0.68) for L min = 7, and η = −0.368(2) (β min = 0.59) and η = −0.366(3) (β min = 0.68) for L min = 9. For the BDBIM, we obtain η = −0.361(2) and −0.359(3) for L min = 7 and 9 and any β min in the range [0.82, 1.12].
As a further check of universality we determine the scaling behavior of the combination χξ η−2ũ−2 h . In Fig. 25 we report this quantity for the ±J model at p = 0.7 (upper panel) and the BDBIM at p b = 0.45 (middle panel), using in both cases η = −0.375 and our best estimate ofũ h . As expected all points fall onto a single curve. If universality holds, these curves should be parametrized as bΓ(x), where Γ(x) is given in Eq. (84) and b is a modeldependent constant. In the case of the ±J model (upper panel of Fig. 25 ) we observe a very good agreement, while for the BDBIM at p b = 0.45 (middle panel) some discrepancies occur for ξ/L 0.4. There are two reasons for them. First, the functionũ h is not precisely known for β ≈ β c : in this range of values of β it varies slightly (10%) with β min and L min . Second, the plot depends on η. If we use η = −0.360, which is the value obtained in the fits for the diluted model which provideũ h , we obtain the lower panel of Fig. 25 . Discrepancies are now significantly reduced.
It is worth noting that the functionsū h are approximately the same in the three models we study, if one considers them as a function of the reduced temperature t ≡ 1 − β/β c . For 0 t 0.4-this is the interval of t which is probed by our simulations-the ratiō u h,model1 (t)/ū h,model2 (t) is constant, within our precision, for any pair of models. This result is somewhat unexpected within RG theory, because these functions are not universal.
Finally, let us comment on the FSS approach of Ref. 73 , applied to spin-glass systems in Refs. 20,28. In this approach one considers the ratio χ(2L, β)/χ(L, β). This choice has a significant advantage: the scaling-field functionū h (β) cancels out, so that the leading scaling corrections are the nonanalytic ones. As we have shown here, they are quite small, so that very good scaling is observed and reliable infinite-volume estimates are obtained. Analytic scaling corrections come in again when considering the critical limit of the infinite-volume results χ ∞ (β). Indeed, since ∆ ≡ ων ≈ 2.45, for β → β c the analytic corrections dominate: 
C. Extended-scaling scheme
In this Section we consider the extended-scaling scheme introduced in Ref. 29 . It consists in a particular choice of scaling variables, which, according to Ref. 29 , should somehow decrease scaling corrections and thus allow a faster convergence to the critical limit. Let us consider first ξ/L. In this scheme the appropriate fit Ansatz is
where P n (x) is a polynomial of degree n. The results for the ±J model at p = 0.5 are reported in Fig. 19 and should be compared with those obtained by fits to Eq. (71), which neglect any scaling corrections (fit a). They are substantially equivalent and no improvement is observed. This can be explained by noting that, for the present values of β c and ν, we have (β 2 ) as approximate thermal scaling field, the analytic correctionsin this case they are proportional to (β 2 c −β
2 ) 2 -are more important than in the case in which u t is simply approximated with β c − β.
The extended-scaling scheme can also be applied to the analysis of the susceptibility. It amounts to consider the scaling Ansatz
In Fig. 26 we show β 2−η χξ η−2 versus ξ/L for the ±J model at p = 0.5. Scaling is better than that observed in the upper panel of Fig 22: the scatter of the data points is significantly reduced, indicating that β η−2 approximates the scaling-field termū 2 h better than a constant. However, the rescaled data are still far from the asymptotic curve (the dashed line) determined numerically above, indicating that the residual analytic scaling corrections are also in this case not negligible. This is better understood, by comparing the functionũ h , as determined in the fits, with the approximation (β/β c ) η/2−1 , which follows from Eq. (88). As can be seen from Fig. 24 , the approximate expression proposed in Ref. 29 has the correct qualitative shape, but differs significantly from the quantitative point of view. For these reasons, we do not expect the scaling Ansatz (88) to be particularly useful to estimate η from our data.
To understand the role of the residual analytic scaling corrections on the determinations of η, we fit the data for the ±J model at p = 0.5 to the scaling Ansatz (fit c) ln χβ
where P n (x) is a polynomial of degree n. The results are reported in Fig. 26 . They vary strongly with β min and L min , indicating that scaling corrections are sizable and not negligible. As a test we have also repeated the fits to Eqs. (80) and (81) replacing ln χ/ξ 2 with ln χβ 2 /ξ 2 and ln ξ with ln ξ/β (we call fit d and fit e the fits corresponding to Eqs. (80) and (81), respectively). As expected, the results are identical to those obtained in fit b and fit c, respectively. Indeed, the fits only differ in the parametrization of the analytic function u h . Note that the extended-scaling approximation forū h is not analytic in β, since β = 0 is a branching point. This is, however, irrelevant in practice, since we are looking for approximations ofū h in the interval 0.6 β 0.9, which is quite far from β = 0.
VIII. THE ZERO-MOMENTUM QUARTIC COUPLINGS G 4 AND G 22 IN THE HIGH-TEMPERATURE PHASE
In this section we consider the zero-momentum quartic couplings G 4 and G 22 defined in Eq. (19) and (20) and estimate their infinite-volume critical value defined by
We consider the ±J Ising model at p = 0.5 and use the estimates of the quartic couplings for β = 0.55 and L = 12, 14, 16, 18, and 32, and for β = 0.625 and L = 16, 18, 28, 32, and 40.
We combine results obtained in the random-exchange runs that we performed for our FSS study around β c and results obtained in standard MC simulations for these two values of β. 74 First, we investigate the infinite-volume limit. The correlation length converges rapidly (see Fig. 27 ). For instance, for β = 0.55 we obtain ξ = 1.7888(3), 1.7885 (5) (9) for L = 18, 20, 32, respectively. We can thus take the estimates on the largest lattices as infinite-volume estimates.
In the critical limit we expect 
where the error takes also into account the effects of the O(ξ −ω ) scaling corrections, which is roughly estimated from the difference of the infinite-volume results at the two values of β. These results can be compared with those obtained in Ref. 27 for the random-anisotropy Heisenberg model in the limit of infinite anisotropy: G * 4 = 88 (8) and G * 22 = −11(4). There is a substantial agreement, which confirms that the critical behavior of the random-anisotropy Heisenberg model for infinite anisotropy belongs to the Ising spin-glass universality class.
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IX. CONCLUSIONS
In this paper we discuss the critical behavior of three-dimensional Ising spin-glass systems with the purpose of verifying universality, clarifying the role of scaling corrections, and determining the critical exponents. More precisely, our results can be summarized as follows. inconsistent results. These corrections have been overlooked in previous FSS studies. Note that the general expressions we obtain are relevant also in other glassy systems, in which ν is typically large.
ii) We determine the leading nonanalytic correction-to-scaling exponent ω. We obtain ω = 1.0(1). Note that in Ising spin-glass systems nonanalytic scaling corrections decay faster than in the Ising model, in which ω ≈ 0.8, see Ref. 47 . The exponent ω is also significantly larger than that at the PF transition, which occurs for small frustration: ω = 0.29(2).
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iii) We accurately verify universality. A careful analysis of the quartic cumulants U 4 and U 22 at fixed R ξ = 0.63 shows that their limit for L → ∞ is independent of the model and of the disorder distribution. The results obtained in the different models differ at most by approximately one per mille in the case ofŪ 4 and one per cent forŪ 22 . They support the existence of a unique Ising spin-glass universality class. Universality is also supported by the FSS analyses of ξ and χ in the high-temperature phase. We verify that the FSS curves for these two quantities are independent of the model. iv) We determine the critical exponents. For this purpose we perform analyses at the critical point and analyses which take into account all high-temperature data. Results are consistent, once the analytic and the nonanalytic corrections are taken into account. Moreover, they do not depend on the model and disorder distribution. Again, this supports the universality of the paramagnetic-glassy transition. We obtain ν = 2.45(15), η = −0.375 (10) .
Using scaling and hyperscaling relations, we find β = ν(1 + η)/2 = 0.77(5), γ = (2 − η)ν = 5.8(4), and α = 2 − 3ν = −5.4(5).
Our estimates of the critical exponents can be compared with those reported in the literature. Earlier estimates of ν are reported in the introduction and in Table I of Ref. 30 . Some of the most recent ones are close to our final estimate. For the exponent η, we quote here the most recent results: η = −0.395(17), −0.37(5), 30 η = −0.40(4), 29 and η = −0.349 (18) . 28 They are all in substantial agreement with our result, which is however significantly more precise. We also mention the estimate β = 0.52 (9) , obtained in Ref. 26 by an out-of-equilibrium simulation.
The estimates (93) slightly differ from, and have larger errors than, those obtained in Ref. 32 : ν = 2.53 (8) and η = −0.384 (9) . There are two reasons for that. First, we have significantly extended the runs for L = 20, 24 for the ±J model at p = 0.5. The new results have slightly shifted the estimates of β c , R * ξ , and of the critical exponents. Second, we have been more conservative. With our present error bars, the estimates are fully consistent with the results of all analyses for the three models we considered.
We also analyzed our data by using the extended-scaling scheme proposed in Ref. 29 . This approach might partly take into account the scaling corrections arising from the analytic dependence of the scaling fields on the reduced temperature but it neglects the nonanalytic corrections arising from the irrelevant operators. In some cases, for instance for the overlap susceptibility, this scheme shows an apparent improvement of the scaling behavior with respect to the naive approach in which the analytic corrections are simply neglected. However, the approximate expressions which follow from the extended-scaling scheme are not sufficiently precise for a high-precision study of the critical behavior: if one aims at accurate estimates, it is necessary to determine the corrections directly from the data.
APPENDIX A: FINITE-SIZE BEHAVIOR OF THE PHENOMENOLOGICAL COUPLINGS
We now provide a detailed proof of Eq. (30) for the phenomenological couplings U 4 , U 22 , and R ξ ≡ ξ/L. First, we present a simple physical argument that clarifies the origin of the functionū h (t) introduced in Eq. (27) , and then, a more formal argument based on the Wegner expansion.
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A short and physical proof goes as follows. First, note that χ is not RG invariant and, in particular, it is not invariant under field redefinitions. Given a theory with fields φ, define
If we change variables φ = Zψ, we obtain
Thus, under a field redefinition χ → Z 2 χ. The functionū h (t) is exactly the field redefinition that relates the bare lattice fields to the renormalized fields. Hence, we expect at criticality
A t dependent prefactor is absent in the phenomenological couplings, because these quantities are RG invariant and in particular, they do not depend on the normalization of the fields. This is quite obvious from their definitions. In the continuum limit they can be written as
The formula we report for ξ correspond to Eq. (14) for L → ∞, disregarding corrections of order L −2 . Since the number of fields in the denominator is equal to the number of fields in the numerator in all expressions, each quantity is invariant under field redefinitions.
This discussion clarifies the origin of the t-dependent prefactor in Eq. (A3) and is at the basis of the statement, which is well accepted in the literature, that U 4 (T c ), U 22 (T c ), and ξ(T c )/L approach universal constants as L → ∞. The presence of an analytic prefactor would violate universality. Indeed, imagine that a phenomenological coupling R behaves as
close to the critical point. Sinceū h (t) is model dependent, at the critical point R(β c , L) would not be universal for L → ∞. Hence, on purely physical grounds, there must be no t-dependent prefactor in any phenomenological coupling, hence no analytic corrections. This short discussion shows that R ξ and χ/L 2−η are conceptually two very different objects. The first quantity is RG invariant and shows a universal FSS behavior. The second quantity is not RG invariant and, for instance,
Eq. (30) can also be derived from the usual Wegner's scaling expression for the free energy. Let us first consider U 4 . Using Eq. (26), we find
[the dots correspond to nonanalytic scaling corrections and bulk contributions, and the derivatives refer to the first variable appearing in the scaling function f (x, y)] so that 
Then, consider
A scaling Ansatz like Eq. (25) allows one to obtain an expression analogous to that obtained for U 4 and to prove Eq. (30) for U 22 . In order to determine the scaling behavior of R ξ we consider a momentum-dependent magnetic field. The argument goes as follows: Define Z(β, h, L, p) as the partition function of two systems at inverse temperature β defined on a lattice of size L 3 coupled by an interaction h x σ 1x σ 2x cos(p · x). Then, consider the corresponding disorder-averaged free-energy density
Under RG transformations L → λL, momenta scale as p → p/λ, so that the singular part of the free-energy density scales as
where we have neglected the nonanalytic scaling corrections and now the scaling fields depend also on p. Taking derivatives with respect to h and then setting h = 0, we obtain for the two-point function [of course
where we write as before
and we have neglected subleading terms. For p → 0, because of the cubic symmetry of the lattice, we haveū h (t, p) =ū h (t) + O(p 2 ), (A17) u t (0, t, p) = u t (0, t) + O(p 2 ),
whereū h (t) and u t (0, t) are the usual (zero-momentum) scaling fields. Hence, for p → 0, disregarding corrections of order p 2 , we can express G(p) in terms of the scaling fields that appear for p = 0:
In the definition (14) of the correlation length ξ we should consider p = q ∼ 1/L. Thus, disregarding terms of order L −2 we have
Neglecting again corrections of order 1/L 2 , we have
which proves Eq. (30). If we consider the corrections to scaling, this derivation shows that R ξ behaves essentially as U 22 and U 4 . The only difference is the presence of corrections due to the momentum-dependence of the scaling fields and to the specific definition of the correlation length: they scale as L −2 , L −4 , . . ., L −ω−2 , . . . Since ω ≈ 1, in Eq. (30) they represent additional subleading corrections and can thus be neglected. This allows us to consider R ξ , U 22 , and U 4 on the same footing.
APPENDIX B: SOME TECHNICAL DETAILS ON THE MC SIMULATIONS
In our MC simulations we implement the standard Metropolis algorithm with a sequential update of the spins. We use a multispin 76 implementation, in which n bit = 64 systems are simulated in parallel. For each of them we use a different set of bonds {J xy }.
For the random numbers we use the SIMD-oriented Fast Mersenne Twister (SFMT)
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generator. In particular, we use the genrand res53() function that produces double-precision output. Independent random numbers are employed to generate the starting configurations for each disorder realization and in the parallel-tempering updates. In the latter case very few random numbers are used and thus, it takes virtually no extra time to use individual random numbers for each of the n bit systems which are simulated in parallel. On the other hand, in order to save CPU time, we use the same sequence of random numbers for the local Metropolis update of any of the n bit systems. Though this choice does not lead to wrong estimates of the expectation values, it might create a statistical correlation among the n bit systems. However, since each of the n bit systems correspond to a different set of bond couplings J xy we expect this effect to be negligible. Nevertheless, in order to ensure a correct estimate of the statistical error, in our jackknife analysis we put all n bit systems that use the same sequence of random numbers in the same bin. In order to compute overlap observables, we performed runs for two systems with the same set {J xy } in parallel. In our MC simulations a single Metropolis update of a single spin takes about 1.2 × 10 −9 seconds on an Opteron CPU running at 2 GHz (this should be compared with the speed of the dedicated computer Janus, 33 the fastest computer simulating discrete spin models, which takes 2 × 10 −11 seconds to update an Ising spin). To reduce autocorrelations we used the random-exchange or parallel-tempering method.
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To this end, we divided the interval [β min , β max ] into N β − 1 equal intervals ∆β. The parameter β max was chosen such that ξ(β max )/L ≈ 0.63 in most cases; in the latest runs we considered larger values, such that ξ(β max )/L ≈ 0.66. The parameter β min was chosen such that ξ(β min ) ≪ L. We computed the observables in the neighborhood of β max by using their second-order Taylor expansion around β max . The coefficients of the expansion were estimated by measuring appropriate correlators with the energy.
An elementary update unit consists in n met Metropolis sweeps followed by a replica exchange of all pairs of systems at nearby temperatures. The different systems were sequentially visited, starting from those at β min and β min + ∆β. As a candidate for the exchange, we considered one of two replicas with equal probability. The acceptance probability for the exchange is min[1, exp(−∆β∆H)]. Since the measurement of the energy in our implementation costs more CPU time than a Metropolis sweep, we chose n met ≫ 1 independent of β.
The computation of disorder averages of products of thermal expectations requires particular care. Indeed, naive estimators show a bias which may become larger than statistical errors. 69 To avoid the problem we consider essentially bias-free estimators, defined following Ref. 46 . For this purpose we divide the measurement phase of the run into 12 intervals. Between each pair of subsequent interval there is a decorrelation phase. In total, the run consists of the following phases: Eq, D 1 M 1 , D 2 M 2 , ..., D 12 M 12 . After some tests, we fixed the number of update steps for each of them. The equilibration phase Eq corresponds to 20n temp elementary update units; the measurement phases M i correspond to n temp update units, while the length of D i is n temp for i = 7 and 5n temp for i = 7. Recall that each elementary update unit corresponds to n met Metropolis sweeps of all systems and to one full tempering sweep.
The presence of different measurement phases allows us to define bias-free quantities. To define [ A B ] (for instance, this is relevant for the computation of U 22 ) we average over the samples the quantity 1 2 × 6 × 6 In order to check equilibration, and decorrelation for the bias correction, we followed the suggestion of Ref. 30 . We doubled the length of the run until the estimates of all observables were consistent within error bars. We performed this check only for the observables at β max , because these are expected to be the most difficult ones for equilibration and decorrelation.
Starting from disordered configurations, we determined the number of update steps n half that are needed to reach (averaged over samples) half of the equilibrium value of the overlap susceptibility. In total, the equilibration consisted of at least 100n half update steps. Using these methods to check equilibration, we came up with the choices summarized in Table IV . The parameters are not highly tuned, since we had the CPU time available on short notice. The runs that were done later have typically a larger β min than those done earlier. The run for L = 28 is a bit at the edge of the criterion given above for equilibration. However, given the rather small number of samples (N s = 18240), we are quite confident that the estimates are correct within the quoted error bars.
