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A RELATION BETWEEN FINITARY LIPSCHITZ EXTENSION MODULI
MANOR MENDEL AND ASSAF NAOR
This note contains a simple and elementary observation in response to [1]. To explain it, we need
to first briefly recall standard notation (introduced in [7]) related to Lipschitz extension moduli.
Suppose that (M, dM) and (N, dN) are metric spaces and C ⊆ M. The Lipschitz constant of a
mapping φ : C → N is denoted ‖φ‖Lip(C;N). Thus, ‖φ‖Lip(C;N) ∈ [0,∞] is the infimum over those
L ∈ [0,∞] such that dN(φ(x),φ(y)) 6 LdM(x, y) for all x, y ∈ C. Denote by e(M,C;N) ∈ [1,∞]
the infimum over those K ∈ [1,∞] such that for every φ : C→ N with ‖φ‖Lip(C;N) <∞ there exists
Φ : M → N that extends φ, i.e., Φ(x) = φ(x) for all x ∈ C, and satisfies ‖Φ‖Lip(M;N) 6 K‖φ‖Lip(C;N).
Note that when N is complete, N-valued Lipschitz functions on C automatically extend to the closure
of C while preserving the Lipschitz constant, so one usually assumes here that C is closed. Given
n ∈ N, the finitary modulus en(M;N) is defined to be the supremum of e(M,C;N) over all those
subsets C ⊆ M of cardinality at most n. Analogously, denote by en(M;N) the supremum of
e(C ∪ {x1, . . . , xn},C;N) over all closed subsets C ⊆M and all x1, . . . , xn ∈M r C.
The Lipschitz extension modulus en(M;N) has been investigated extensively over the past several
decades, though major fundamental questions about it remain open; a thorough description of what
is known in this context appears in [8]. A variant of the modulus en(M;N) (related to the stronger
requirement that Lipschitz retractions exist) was studied in [2, 5]. However, it seems that the
quantity en(M;N) did not receive further scrutiny in the literature, prior to the recent preprint [1].
The purpose of this note is to derive the following simple upper bound on en(M;N) in terms of
en(M;N), thus allowing one to use the available literature on en(M;N) to bound e
n(M;N), and in
particular to improve some of the estimates in [1]; see Remark 2 below. Many natural questions
related to upper and lower bounds on en(M;N) remain open and warrant future investigation.
Claim 1. e
n(M;N) 6 en(M;N)+ 2 for every n ∈ N and every two metric spaces (M, dM), (N, dN).
Remark 2. Fix an integer n > 3. By combining Claim 1 with [4, Theorem 1.10], it follows that1
e
n(M;Z) .
log n
log log n
for every metric space M and every Banach space Z. This answers (for sufficiently large n) a
question that was asked in [1, page 3]. By combining Claim 1 with [6, Theorem 2.12] it follows that
∀ p ∈ (1, 2], en(ℓp; ℓ2) .p (log n)
1
p
− 1
2 .
Also, by combining Claim 1 with [3] it follows that en(ℓ2;Z) .
√
log n for every Banach space Z. A
“dual” version of this estimate follows by combining Claim 1 with [4, Theorem 1.12], which yields
that en(Z; ℓ2) .
√
log n, thus improving (for sufficiently large n) over the bound en(ℓ2;Z) 6
√
n+ 1
of [1, Theorem 1.2]; more generally, this implies that en(ℓp;Z) .p (log n)
1/p for every p ∈ (1, 2].
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1We use throughout the following (standard) asymptotic notation. Given two quantities Q,Q′ > 0, the notations
Q . Q′ and Q′ & Q mean that Q 6 KQ′ for some universal constant K > 0. The notation Q ≍ Q′ stands for
(Q . Q′) ∧ (Q′ . Q). If we need to allow for dependence on certain parameters, we indicate this by subscripts. For
example, in the presence of an auxiliary parameter ψ, the notation Q .ψ Q
′ means that Q 6 c(ψ)Q′, where c(ψ) > 0
is allowed to depend only on ψ, and similarly for the notations Q &ψ Q
′ and Q ≍ψ Q
′.
1
Proof of Claim 1. Fix δ ∈ (0, 1), a closed subset C ⊆M, and x1, . . . , xn ∈MrC. Since C is closed,
we have dM(xj ,C) > 0 for all j ∈ N. Hence, there exist y1, . . . , yn ∈ C such that
∀ j ∈ {1, . . . , n}, dM(yj, xj) 6 (1 + δ)dM(xj ,C). (1)
Suppose that φ : C→ N is a Lipschitz mapping. Denote
K
def
= en(M;N) and L
def
= ‖φ‖Lip(C;N).
There is Ψ : {y1, . . . , yn} ∪ {x1, . . . , xn} → N such that Ψ(yj) = φ(yj) for all j ∈ {1, . . . , n} and
‖Ψ‖Lip({y1,...,yn}∪{x1,...,xn};N) 6 (1 + δ)K‖φ‖Lip({y1,...,yn};N) 6 (1 + δ)KL. (2)
Define Φ : C ∪ {x1, . . . , xn} → N by setting
Φ(z)
def
=
{
Ψ(z) if z ∈ {x1, . . . , xn},
φ(z) if z ∈ C.
By design, Φ extends both φ and Ψ. For every z ∈ Cr {y1, . . . , yn} and j ∈ {1, . . . , n} we have
dN
(
Φ(z),Φ(xj)
)
6 dN
(
Φ(z),Φ(yj)
)
+ dN
(
Φ(yj),Φ(xk)
)
6 LdM(z, yj) + (1 + δ)KLdM(xj, yj) (3)
6 L
(
dM(z, xj) + dM(xj , yj)
)
+ (1 + δ)2KLdM(xj ,C) (4)
6 L
(
dM(z, xj) + (1 + δ)dM(xj ,C)
)
+ (1 + δ)2KLdM(xj, z) (5)
6 L
(
dM(z, xj) + (1 + δ)dM(xj , z)
)
+ (1 + δ)2KLdM(xj , z)
=
(
2 + δ+ (1 + δ)2K
)
LdM(z, xj), (6)
where (3) uses the definition of L and (2), and both (4) and (5) use (1). Since Φ extends both φ
and Ψ, it is L-Lipschitz on C and (1 + δ)KL-Lipschitz on {x1, . . . , xn}. Therefore, due to (6) we
have ‖Φ‖Lip(C∪{x1,...,xn};N) 6 (2+ δ+ (1+ δ)2K)L. Hence en(M;N) 6 2+ δ+(1+ δ)2en(M;N) and
the desired estimate follows by letting δ→ 0. 
Remark 3. By [1, Theorem 1.1] we have en(M,N) 6 n + 1 for every n ∈ N and all pairs of metric
spaces (M, dM), (N, dN). At the same time, it could be the case that en(M,N) = ∞; this is so for
example when n = 2, M = R and N = {0, 1}, because there is no nonconstant continuous function
from R to {0, 1}. Hence, in general one cannot reverse the assertion of Claim 1 so as to obtain
an estimate of the form en(M,N) 6 f(e
g(n)(M,N)) for some f : [1,∞) → [1,∞) and g : N → N.
However, it would be worthwhile to obtain good asymptotic bounds on such f and g for meaningful
subclasses of the possible metric spaces (M, dM), (N, dN), e.g. when N is a Banach space.
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