T he largest number factored on a quantum device reported until now was 143 [1]. That quantum computation, which used only 4 qubits at 300K, actually also factored much larger numbers such as 3599, 11663, and 56153, without the awareness of the authors of that work. Furthermore, unlike the implementations of Shor's algorithm performed thus far [2-8], these 4-qubit factorizations do not need to use prior knowledge of the answer. However, because they only use 4 qubits, these factorizations can also be performed trivially on classical computers. We discover a class of numbers for which the power of quantum information actually comes into play. We then demonstrate a 3-qubit factorization of 175, which would be the first quantum factorization of a triprime.
It is well known that factoring large numbers on classical computers is extremely resource demanding, and that Shor's algorithm could theoretically allow a quantum computer to factor the same numbers with drastically fewer operations. However, in its 20-year lifespan, Shor's algorithm has not gone far in terms of factoring large numbers. Until 2012 the largest number factored using Shor's algorithm was 15 [2] [3] [4] [5] [6] 8] , and today the largest is still only 21 [7, 8] . Furthermore, these factorizations were not genuine implementations of Shor's algorithm because they relied on prior knowledge of the answer to the factorization problem being solved in the first place [8] .
An alternative to Shor's algorithm that also makes use of quantum mechanics to factor numbers, relies on first transforming the factorization problem into an optimization problem. This idea was first introduced in 2001 by Burges [9] , and it was improved in 2010 by Schaller and Schutzhold [10] , and then again in 2012 by Xu et al [1] who used it with NMR to factor the number 143 with 4 qubits and no prior knowledge of the answer to the problem. To provide context, factoring the number 15 with Shor's algorithm and no prior knowledge of the answer to the problem, requires a minimum of 8 qubits (and more if error correction is attempted); and this has still never been done.
Quantum factorization of 143
The NMR factorization of 143 in 2012 [1] began with the multiplication table: Adding each column leads to the equations:
. . .
By noticing simplifications such as z 12 = 0 when p 1 + q 1 = 1 + 2z 12 , these equations then reduce to:
Since any real number squared is ≥ 0, the minimum of the function (p 1 + q 1 − 1) 2 is 0, and the 
values of (p 1 , q 1 ) that allow this minimum to be attained then must also be the solution to equation 7.
In fact, the minimum of the function:
is also 0, meaning that the values of (p 1 , p 2 , q 1 , q 2 ) that minimize Eq.10 are also the solution to the equations 7-9. This means that the values of (p 1 , p 2 , q 1 , q 2 ) which represent the solution to the factorization problem, are encoded in the ground state of the 4-qubit Hamiltonian:
It is easy to see that this is true, especially when we look at the Hamiltonian in matrix form: 
Since this matrix is diagonal, we can read off the eigenvalues, the lowest of which are clearly at eigenstates |6 = |0110 and |9 = |1001 , corresponding (respectively) to:
Quantum factorization of larger numbers with the same 4-qubit Hamiltonian
Let us see what the Hamiltonian looks like for the factorization of a larger number, using 56153 as an example. The multiplication table in binary is given in Table 2 . 
The equations obtained from adding the columns in the multiplication table are then:
. . . q 6 + p 6 + z 12,13 + z 11,13 + z 10,13 = 0 + 2z 13,14 + 4z 13,15 1 + z 13,14 + z 12,14 + z 11,14 = 1 + 2z 14,15 z 14,15 + z 13,15 = 1 and when the simplification rules are applied automatically by a computer program, most p i and q i are already determined, and the result is this set of equations:
Notice how these have precisely the same form as the equations in the factorization of 143, except with different variables. Therefore the Hamiltonian is also the same, except the qubits p a , p b , q a , q b appearing represent different positions in the corresponding binary strings representing p and q. Other numbers that we have discovered reduce to these same equations include 3599, 11663, and 56153.
In fact, it turns out that the product of any two numbers differing at only 2 bits will lead to the equations:
where the subscripts a and b correspond to the two bit-positions that differ, and the right-side variables {x, y, z} can each be 0 or 1 depending on the number being factored. However, unless we know in advance that the factors will differ at two bits, this reduction will not allow us to crack big RSA codes. Furthermore, Eqs. 19-21 can easily be solved by a classical computer, since there are only 4 variables, and therefore solving only involves at most 2 4 = 16 queries.
Cases that cannot be solved so easily on a classical computer
The real advantage of solving such equations as Eqs. 19-21 via finding the ground state of an appro- priate Hamiltonian, is realized when the final set of reduced equations has many more variables. Considering for example a case where the final equations have 512 unknowns, which is the number of qubits in the D-Wave Two, a brute force "guess and check" strategy for solving the equation system would require at most 2 512 = 10 154 queries. If a trillion queries could be made per second, this would amount to ≈ 10 123 times the age of the universe (clearly for numbers this large, classical factorization algorithms alternative to solving the discrete minimization problem would vastly outperform the "brute force" strategy, but the best such classical algorithm is the General Number Field Sieve whose computational complexity also contains an exponential). The question then is, which cases will reduce to a set of equations with a large number of unknown variables (ie., which cases will be able to exploit the use of more qubits). While we have noticed the pattern that whenever the factors of a semiprime differ at two bit-positions, the minimization problem contains 4 unknown variables (and the Hamiltonian contains 4 qubits); we have also noticed that when the factors of a semiprime differ at three bitpositions, the minimization problem contains 6 unknown variables (see for example Table 3 and 22-27). In fact, the semiprimes which exploit the most power from the quantum computer will be those whose factors differ in the largest number of possible digits. For an example of this see Table 3 .
From Table 3 the following equations are ultimately derived:
whose solution is encoded in the ground state of the following Hamiltonian involving at most 3-qubit interactions: [10] that the Hamiltonians whose ground states encode the solutions to the factorization problem for semiprimes will always have at most 3-body interactions between the qubits (as seen for example in the Hamiltonians of Eqs.12 & 29). Such Hamiltonians are relatively simple to implement in experiments [1, 10] . The only cases that will involve more "difficult" to implement Hamiltonians (in terms of requiring many-body interactions between qubits) will be where the integer to be factored is the product of more than 2 numbers (the more factors, the higher-body interactions required). The construction of the factorization table when there are more than 2 factors is a bit more complicated, so we demonstrate the factorization of 175 below. Interestingly, until now, the only numbers for which successful quantum factorization has been demonstrated, are integers with only 2 factors.
For the factorization of 175, Table 4 leads to the equations: 
which ultimately reduce to:
The Hamiltonian whose ground state encodes the solution to Eqs. 37-38 is then: 
The lowest eigenvalues correspond to |1 = |001 , |2 = |010 , and |4 = |100 , which (respectively) correspond to:
Conclusion
We have shown that the NMR experiment of Xu et al. [1] in 2012 factored an entire class of numbers, and not just the one number that they reported (which was 143). The largest such number that we found without using any prior knowledge of the solution to the factorization problem was 56153. Since the experiment in [1] only involved 4 qubits, it could easily have been factored on a classical computer as well. In order to exploit the true power of quantum mechanics in this type of computation, finding the solution will need to make use of more qubits. To this end, we have discussed a scheme for factoring numbers via the same minimization technique, but where more qubits are required to solve the discrete optimization problem.
As an example, we demonstrated how to factor 291311 with 6 qubits. To put this into context, Table  5 shows all progress until now in factoring numbers using quantum computers.
We further noted that the Hamiltonians involved in factoring numbers via discrete minimization only involve 3-qubit interactions when the numbers to factor are semiprimes. Such Hamiltonians are relatively easy to construct (and it is noted that the best classical factorization algorithms are the opposite: they find semiprimes most difficult). Hamiltonians involving higher-body qubit interactions will only arise for the factorization of numbers with more than two factors. To this end, we have demonstrated the quantum factorization of the triprime 175 with 3 qubits.
