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Abstract
We present a new algorithms to discretize a decoupled forward backward stochastic
differential equations driven by pure jump Le´vy process (FBSDEL in short). The
method is built in two steps. Firstly, we approximate the FBSDEL by a forward
backward stochastic differential equations driven by a Brownian motion and Poisson
process (FBSDEBP in short), in which we replace the small jumps by a Brownian
motion. Then, we prove the convergence of the approximation when the size of small
jumps ε goes to 0. In the second step, we obtain the Lp Ho¨lder continuity of the solution
of FBSDEBP and we construct two numerical schemes for this FBSDEBP. Based on
the Lp Ho¨lder estimate, we prove the convergence of the scheme when the number of
time steps n goes to infinity. Combining these two steps leads to prove the convergence
of numerical schemes to the solution of FBSDEL.
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1 Introduction and summary
In this paper, we are concerned by discretization of a system of decoupled forward-backward
stochastic differential equation (FBSDEs in short) driven by a pure jump Le´vy process{
Xt = X0 +
∫ t
0 b(Xr)dr +
∫ t
0
∫
R
β(Xr−)M¯(de, dr),
Yt = g(XT ) +
∫ T
t f(Θr)dr −
∫ T
t
∫
R
VrM¯ (de, dr)
(1.1)
Here Θ :=
(
X,Y,
∫
E ρ(e)V eν(de)
)
and M¯(E, t) =
∫
E×[0,t] eµ¯(de, dr) where µ¯(de, dr) :=
µ(de, dr)− ν(de)dr an independent compensated Poisson measure and µ a Poisson random
measure on R× [0, T ] with intensity ν satisfying
∫
1 ∧ |e|2ν(de) <∞.
Numerical discretization schemes for FBSDE have been studied by many authors. In the
no-jump case, Ma et al. [21] developed the first step algorithm to solve a class of general
forward-backward SDE. Douglas et al. [14] suggest a finite difference approximation of the
associated PDE. Other discrete scheme have been considered in [7], [8] and [11] mainly
based on approximation of the Brownian motion by some discrete process, Gobet et al.
[18] proposed an adapted Longstaff and Schwartz algorithm based on non-parametric re-
gressions. In the jump case, to our knowledge, there is only the work of Bouchard and Elie
[5] in which the authors propose a Monte-Carlo methods in the case when ν(R) <∞.
The main motivation to study the numerical scheme of a systems of above form, is to treat
the case when ν(R) =∞, which means the existence of an infinite number of jumps in every
interval of non-zero length a.s.. In this sense, we should mention the important work on
the approximation of stochastic differential equation studied by Kohatsu-Higa and Tankov
[20].
Since we are interested in the case of ν(R) = ∞, we will follow the idea of [20] to ap-
proximate (1.2) without cutoff the small jumps smaller than ε, which should improve the
approximation scheme. Then by using the approximation result of Asmussen and Rosinski
[2] we replace the small jumps of the driven-Le´vy process with σ(ε)W where W is a stan-
dard Brownian motion and σ2(ε) :=
∫
Eε e
2ν(de).
In the aim to approximate (1.1), we cut the jumps at ε as the following{
Xt = X0 +
∫ t
0 b(Xr)dr +
∫ t
0 β(Xr−)dRr +
∫ t
0
∫
Eε
β(Xr−)M¯ (de, dr)
Yt = g(XT ) +
∫ T
t f(Θr)dr −
∫ T
t VrdRr −
∫ T
t
∫
Eε
VrM¯(de, dr)
(1.2)
where Rt =
∫ t
0
∫
|e|≤ε eM¯ (de, dr), E
ε := {e ∈ R, s.t / |e| ≤ ε}, Eε := {e ∈ R, s.t / |e| > ε}
and E := R = Eε ∪ Eε.
The idea we propose is to discretize the solution of (1.1) in two steps. In the first step, we
approximate (1.2) by the following FBSDE:{
Xεt = X
ε
0 +
∫ t
0 b(X
ε
r )dr +
∫ t
0 β(X
ε
r )σ(ε)dWr +
∫ t
0
∫
Eε
β(Xεr−)M¯ (de, dr)
Y εt = g(X
ε
T ) +
∫ T
t f(Θ
ε
r)dr −
∫ T
t Z
ε
rdWs −
∫ T
t
∫
Eε
U εr (e)M¯ (de, dr)
(1.3)
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Here Θε :=
(
Xε, Y ε,Γε
)
and Γε :=
∫
Eε
ρ(e)U ε(e)eν(de). Further, we show that for a finite
measure m defined by m(E) :=
∫
E e
2ν(de), our error
Err2ε(Y, V ) := E
[
sup
t≤T
|Yt − Y
ε
t |
2
]
+ E
[
sup
t≤T
∣∣∣∣
∫ t
0
VrdRr −
∫ t
0
ZεrdWr
∣∣∣∣
2
]
+E
[∫ T
0
∫
Eε
|Vr − U
ε
r (e)|
2m(de)dr
]
,
is controlled by σ(ε)2, which means that the solution of (1.3) converges to the solution of
(1.1), as the size of small jumps ε goes to 0 (See Remark 2.1). We also derive the upper
bound
E
[
sup
t≤T
|Xt −X
ε
t |
2
]
≤ Cσ(ε)2. (1.4)
The second step consists of discretizating the approximated FBSDE (1.3) and studying its
convergence to (1.2). For this purpose we consider two numerical schemes, the first one is
based on discrete-time approximation of decoupled FBSDE derived by Bouchard and Elie
[5]. More precisely, for a fixed ε, given a regular grid pi = {ti = iT/n, i = 0, 1, ..., n.},
the authors approximate Xε by its Euler scheme X¯pi and (Y ε, Zε,Γε) by the discrete-time
process (Y¯ pit , Z¯
pi
t , Γ¯
pi
t )

X¯piti+1 = X¯
pi
ti +
1
nb(X¯
pi
ti) + β(X¯
pi
ti)σ(ε)∆Wi+1 +
∫
Eε
β(X¯piti)M¯ (de, (ti, ti+1])
Z¯pit = nE
[
Y¯ piti+1∆Wi+1/Fti
]
Γ¯pit = nE
[
Y¯ piti+1
∫
Eε
ρ(e)M¯ (de, (ti, ti+1])/Fti
]
Y¯ pit = E
[
Y¯ piti+1/Fti
]
+ 1nf(X¯
pi
ti , Y¯
pi
ti , Γ¯
pi
ti)
(1.5)
on each interval [ti, ti+1), where the terminal value Y¯
pi
tn := g(X¯
pi
tn). Under Lipschitz conti-
nuity of the solution, the authors proved that the discretization error
Err
2
n(Y
ε, Zε,Γε) := sup
t≤T
E
[
|Y εt − Y¯
pi
t |
2
]
+
∫ T
0
E
[
|Zεt − Z¯
pi
t |
2 + |Γεt − Γ¯
pi
t |
2
]
dt (1.6)
achieves the optimal convergence rate n−1/2. Finally, we derive the first main result of this
paper in Proposition 3.1 showing that the approximation-discretization error
Err
2
(n,ε)(Y, V ) := sup
t≤T
E
[
|Yt − Y¯
pi
t |
2 +
∣∣∣ ∫ t
0
VrdRr −
∫ t
0
Z¯pir dWr
∣∣∣2]+ ‖Γ− Γ¯pi‖2H2 ,(1.7)
is bounded by C(n−1 + σ(ε)2) and converges to 0 as (n, ε) tends to (∞, 0), where Γ :=∫
Eε
ρ(e)V eν(de) . Taking ε = n−1/2, our approximation-discretization achieves the optimal
convergence rate n−1/2.
The second numerical scheme has been inspired from the paper of Hu, Nualart and Song
[19]. Where the authors study a backward stochastic differential equation driven by a
Brownian motion with general terminal variable ξ. They propose a new scheme using the
3
representation of Zε as the trace of the Malliavin derivatives of Y ε. Their discretization
scheme is based on the Lp-Ho¨lder continuity of the solution Zε, to obtain an estimate of
the form
E|Zεt − Z
ε
s |
p ≤ K|t− s|
p
2 ,
which implies the existence of a γ-Ho¨lder continuous version of the process Zε for any
γ < 12 −
1
p . In this sense, our article extend the work done in [19] to a forward-backward
stochastic differential equation with jumps and terminal value g(XεT ). Similarly to [19], we
obtain the following regularity of Γε
E|Γεt − Γ
ε
s|
p ≤ C|t− s|
p
2 ,
which allows us to deduce the existence of a γ-Ho¨lder continuous version of the process
Γε for any γ < 12 −
1
p . Finally, on one hand, we use the representation of Z
ε and Γε as
the trace of Malliavin derivative of Y ε to derive our a new extended discretization scheme
for the solution (Y ε, Zε,Γε) of (1.3). From other hand we approximate Xε by Xpi the
continuous-time version of the Euler scheme, that is for a fixed ε > 0


Xpit = X
pi
φnt
+ σ(ε)b(Xpiφnt
)(t− φnt ) + σ(ε)β(X
pi
φnt
)(Wt −Wφnt ) +
∫
Eε
β(Xpiφnt
)M¯(de, (t, φnt ]).
Y piti = E
[
Y piti+1 + f(Θ
pi
ti+1)∆ti+1/Fti
]
Zpiti = E
[
Epiti+1,tn∂xg(X
pi
T )DtiX
pi
T +
∑n−1
k=i E
pi
ti+1,tk+1
∂xf(Θ
pi
tk+1
)DtiX
pi
tk
∆tk/Fti
]
Γpiti = E
[ ∫
Eε
ρ(e)
[
Ee,piti+1,tnDti,eg(X
pi
T ) +
∑n−1
k=i E
e,pi
ti+1,tk+1
αpiti,tk+1Dti,eX
pi
tk+1
∆tk
]
ν(de)
/
Fti
]
(1.8)
with terminal values Y pitn = g(X
pi
T ), Z
pi
tn = σ(ε)∂xg(X
pi
T )β(X
pi
T ) and U
pi
tn,e = g(X
pi
T +β(X
pi
T ))−
g(XpiT ), where φ
n
t , E
pi
ti,tj and E
e,pi
ti,tj
are detailed in section 4.
The key-ingredient for computation of discretization error, is based on the Lp-Ho¨lder con-
tinuity of the solution (Y ε, Zε,Γε). This allows us to prove that
Err2n(Y
ε, Zε,Γε) := E max
0≤i≤n
[
|Y εti − Y
pi
ti |
2 + |Zεti − Z
pi
ti |
2 + |Γεti − Γ
pi
ti |
2
]
,
is controlled by |pi|
1− 1
log 1
|π| . Then we obtain the second main result of this article in Theorem
4.3, which stating that
Err2n,ε(Y, V ) := max
0≤i≤n
sup
t∈[ti,ti+1]
E
[
|Yt − Y
pi
ti |
2
]
+ E
∣∣∣∣∣
∫ T
0
VrdRr −
n−1∑
i=0
Zpiti∆Wti
∣∣∣∣∣
2
+
n−1∑
i=0
∫ ti+1
ti
E|Γt − Γ
pi
ti |
2dt,
is of the order σ(ε)2 + |pi|
1− 1
log 1
|π| and converges to 0 as the discretization step (ε, n) tends
to (0,∞).
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The importance of the above scheme, is it can be adapted to the case when the a terminal
value is not given by the forward diffusion equation Xε, as it ’s the case in [19]. However,
this scheme remains to be further investigated.
The two numerical schemes above are not directly implemented in practice and require an
important procedure to simulate the conditional expectation. However, there exist different
technics which can be adapted to our setting to compute this conditional expectation and
we shall only mention the papers: [3], [6] , [9] and [18].
The paper is organized as follows. In Section 2, we prove the convergence of the approxi-
mated scheme. In Section 3, we describe discrete-time scheme introduced in [5] and state
our first main convergence result. In section 4, we extend the new discrete scheme of [19]
and state our second main result. We also discuss a general case of BSDE. Section 5, is
devoted to Malliavin calculus for a class of FBSDE with jumps, we then get the Lp-Ho¨lder
continuity of Zε and Γε via the trace of the Malliavin derivatives of Y ε.
2 Approximation of decoupled FBSDE driven by pure jump
Le´vy processes
Let (Ω,F ,F = (F)t≤T ,P) be a stochastic basis such that F0 contains the P-null sets, FT = F
and F satisfies the usual assumptions. We assume that F is generated by a one-dimensional
Brownian motion W and an independent Poisson measure µ on [0, T ] × E. We denote
by FW = (FWt )t≤T (resp. F
µ = (Fµt )t≤T ) the P-augmentation of the natural filtration
of W (resp. µ). As usual, we denote by B(X) the Borel set of topological set X. We
introduce the following subset: Eε := {e ∈ R, s.t / |e| ≤ ε}, Eε := {e ∈ R, s.t / |e| > ε},
E := R = Eε ∪ Eε.
The martingale measure µ¯ is the compensated measure corresponding to Poisson random
measure µ, such that µ¯(de, dr) = µ(de, dr) − ν(de)dr, where ν is a Le´vy measure on E
endowed with its Borel tribe E . The Le´vy measure ν will be assumed to satisfy ν(R) =∞
and
∫
R
|e|2ν(de) <∞. Throughout this paper we deal with the measure M¯ defined by
M¯(t, B) =
∫
[0,t]×B
eµ¯(dr, de), B ∈ B(E)
which can be considered as a compensated Poisson random measure on [0, T ] × E and∫
[0,t]×E eµ(dr, de) is a compound Poisson random variable. We associate to M¯ the σ-finite
measure
m(B) :=
∫
B
e2ν(de) B ∈ B(E). (2.1)
In particular, we have σ(ε)2 = m(Eε).
The measure M¯ is taken to drive the jump noise instead of µ¯, in the aim to adopt the
concept of Malliavin calculus on the canonical Le´vy space from [12].
For some constant K > 0, we consider four K-Lipschitz functions with bounded derivatives
β : R → R, b : R→ R , g : R→ R and f : Ω × R× R× L2(E, E , ν,R) → R, where the first
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derivative of b, β and g are bounded.
Define ρ to be a measurable function ρ : E → R such that:
sup
e∈E
|ρ(e)| < K. (2.2)
For any p ≥ 2 we consider the following class of processes:
• Sp is the set of real valued adapted rcll process Y such that:
‖Y ‖Sp := E
(
sup
0≤t≤T
|Yt|
p
) 1
p
<∞.
• Hp is the set of progressively measurable R-valued processes Z such that:
‖Z‖Hp :=
(
E
(∫ T
0
|Zr|
2dr
) p
2
) 1
p
<∞.
• Lp is the set of P ⊗ E measurable map U : Ω× [0, T ] ×E → R such that:
‖U‖Lp :=
(
E
∫ T
0
∫
E
|Ur(e)|
pν(de)dr
) 1
p
<∞.
• The space Bp := Sp ×Hp × Lp is endowed with the norm
‖(Y,Z,U)‖Bp :=
(
‖Y ‖pSp + ‖Z‖
p
Hp + ‖U‖
p
Lp
) 1
p
.
• M2,p the class of square integrable random variable F of the form:
F = EF +
∫ T
0
UrdWr +
∫ T
0
∫
E
ψ(r, e)µ¯(de, dr),
where u (resp. ψ) is a progressively measurable (resp. measurable) process satisfying
supt≤T E|ut|
p <∞ (resp. supt≤T E
∫
E |ψ(t, e)|
pν(de) <∞).
2.1 Approximation scheme
In this subsection, we show that the approximation error
Err2ε(Y, V ) := E
[
sup
t≤T
|Yt − Y
ε
t |
2
]
+ E
[
sup
t≤T
∣∣∣∣
∫ t
0
VrdRr −
∫ t
0
ZεrdWr
∣∣∣∣
2
]
+E
[∫ T
0
∫
Eε
|Vr − U
ε
r (e)|
2m(de)dr
]
,
converges to 0 as ε goes to 0.
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Theorem 2.1 Under the space (Ω,F ,P),
1. There exist a solution X on [0, T ] of
Xt = X0 +
∫ t
0
b(Xr)dr +
∫ t
0
β(Xr−)dLr, (2.3)
where X0 ∈ R.
2. There exist a solution Xε on [0, T ] of
Xεt = X
ε
0 +
∫ t
0
b(Xεr )dr +
∫ t
0
β(Xεr )σ(ε)dWr +
∫ t
0
∫
Eε
β(Xεr−)M¯ (dr, de),(2.4)
where Xε0 ∈ R.
Moreover
E
(
sup
0≤t≤T
|Xt −X
ε
t |
2
)
≤ Cσ(ε)2. (2.5)
For the proof, we state firstly the following Lemma
Lemma 2.1 On the space (Ω,F ,P), fixing ε > 0, we have for p ≥ 2:
E
(
sup
0≤t≤T
|Xt|
p
)
< ∞. (2.6)
E
(
sup
0≤t≤T
|Xεt |
p
)
< ∞. (2.7)
Proof. We denote by C a constant whose value may change from line to line. Using
Jensen’s inequality, Burkholder-Davis-Gundy inequality and Lipschitz property of b and β
we have:
E sup
0≤s≤t
|Xs|
p ≤ C sup
0≤s≤t
(
E
[
|X0|
p +
(∫ s
0
b(Xr)dr
)p
+
∫ s
0
∫
E
β(Xr)M¯ (dr, de)
]p)
≤ C
(
|X0|
p +
∫ t
0
E
[
|b(X0)|+ |Xr|+ |X0|
]p
dr
+
∫ t
0
∫
E
E
[
|β(X0)|+ |X0|+ |Xr|
]p
epν(de)dr
)
≤ C
(
|X0|
p + |b(X0)|
p + |β(X0)|
p +
∫ t
0
E
[
sup
0≤u≤r
|Xu|
pdr
])
,
where C depends on t, b(X0) and β(X0). We conclude the first assertion by Gronwall’s
Lemma.
Following the same arguments, we obtain the second assertion. ✷
Proof of Theorem 2.1 The existence and uniqueness of such SDEs was already studied
in the literature see e.g. [17] and [1]. Then it remains to prove the estimate (2.5).
7
Using Jensen’s inequality leads to :
E sup
0≤u≤t
|Xu −X
ε
u|
2 ≤ C
(
E
[∫ t
0
|b(Xr)− b(X
ε
r )|dr
]2
+E
[∫ t
0
∫
Eε
|β(Xr)− β(X
ε
r )|M¯ (dr, de)
]2
+E
[(∫ t
0
∫
Eε
|β(Xr)|M¯ (de, dr)
)2
+
(∫ t
0
|β(Xεr )σ(ε)|dWr
)2])
.
By Burkholder-Davis-Gundy inequality, we get
E sup
0≤u≤t
|Xu −X
ε
u|
2 ≤ C
(
tE
[∫ t
0
(b(Xr)− b(X
ε
r ))
2 dr
]
+E
[∫ t
0
∫
Eε
(β(Xr)− β(X
ε
r ))
2m(de)dr
]
+ E
[∫ t
0
∫
Eε
β(Xr)
2m(de)dr
]
+ CE
[∫ t
0
β(Xεr )
2σ(ε)2dr
])
.
By Lipschitz property of b and β
E sup
0≤u≤t
|Xu −X
ε
u|
2 ≤ C
([∫ t
0
E (Xr −X
ε
r )
2 dr
]
+σ(ε)2E
∫ t
0
[
β2(X0) + β
2(Xε0) + |X
ε
r |
2 + |Xr|
2
]
dr
)
≤ C
[∫ t
0
E
[
sup
u≤r
|δXu|
2
]
dr + σ(ε)2
]
.
The result follows from Gronwall’s Lemma. ✷
Finally, we can now state the main result of this section.
Theorem 2.2 Under the space (Ω,F ,P),
1. There exist a unique pair (Y, V ) ∈ S2 ×H2, which solves the BSDE:
Yt = g(XT ) +
∫ T
t
f(Θr)dr −
∫ T
t
VrdLr, (2.8)
where Θ :=
(
X,Y,
∫
E ρ(e)V eν(de)
)
.
2. For a fixed ε > 0, There exist a unique solution (Y ε, Zε, U ε) ∈ B2 of the following
BSDE:
Y εt = g(X
ε
T ) +
∫ T
t
f(Θεr)dr −
∫ T
t
ZεrdWs −
∫ T
t
∫
Eε
U εr (e)M¯ (dr, de). (2.9)
with Θε :=
(
Xε, Y ε,Γε
)
and Γε :=
∫
Eε
ρ(e)U ε(e)eν(de).
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Moreover, if supt≤T E|Vt|
2 <∞, then there exist a constant C such that:
Err2ε(Y, V ) ≤ Cσ(ε)
2. (2.10)
Remark 2.1 Observe that
E
[
sup
t≤T
|Yt − Y
ε
t |
2
]
+ E
[
sup
t≤T
∣∣∣∣
∫ T
t
∫
R
VrM¯(de, dr)
−
∫ t
0
ZεrdWr −
∫ T
0
∫
Eε
U εr (e)M¯ (de, dr)
∣∣∣∣
2
]
≤ Err2ε(Y, V )
≤ σ(ε)2.
Which shows clearly the convergence of the approximated scheme (1.3) to (1.1).
Proof. of Theorem 2.2 Existence and uniqueness of the solutions of BSDEs (2.8) and
(2.9) was already proved, see e.g [4].
We are going to prove inequality (2.10). By Itoˆ’s formula applied to |δY |2 := |Y − Y ε|2
yields :
|δYt|
2 +
∫ T
t
Zεr
2dr +
∫ T
t
∫
Eε
(U εr (e)− Vr)
2m(de)dr
= |g(XT )− g(X
ε
T )|
2 + σ(ε)2
∫ T
t
V 2r dr −
∫ T
t
δYrZ
ε
rdWr
+2
∫ T
t
δYr (f (Θr)− f (Θ
ε
r)) dr + 2
∫ T
t
∫
Eε
[
(δYs− + Vr)
2 − δY 2s−
]
M¯(de, dr)
−2
∫ T
t
∫
Eε
[
(δYs− + U
ε
r (e)− Vr)
2 − δY 2s−
]
M¯(de, dr). (2.11)
Taking expectation in both hand-side of the above equality we get
E
[
δY 2t +
∫ T
t
Zεr
2dr +
∫ T
t
∫
Eε
(U εr (e)− Vr)
2m(de)dr
]
= E
[
|g(XT )− g(X
ε
T )|
2 + σ(ε)2
∫ T
t
V 2r dr + 2
∫ T
t
δYr (f (Θr)− f (Θ
ε
r)) dr
]
.
From Lemma 2.1, Lipschitz property of g and Jensen inequality we obtain:
E
[
|Yt − Y
ε
t |
2 +
∫ T
t
Zε2rdr +
∫ T
t
∫
Eε
(U εr (e)− Vr)
2m(de)dr
]
≤ C
(
σ(ε)2 +KE
∫ T
t
(Yr − Y
ε
r )(|Xr −X
ε
r |+ |Yr − Y
ε
r |)dr
+KE
∫ T
t
[
(Yr − Y
ε
r )
∫
Eε
ρ(e)e|U εr (e)− Vr|ν(de)
]
dr
+ KE
∫ T
t
[
(Yr − Y
ε
r )
∫
Eε
ρ(e)Vreν(de)
]
dr
)
.
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Using the fact that ab ≤ αa2 + 1αb
2 for some α > 0, yields to
E
[
|Yt − Y
ε
t |
2 +
∫ T
t
Zε2rdr +
∫ T
t
∫
Eε
(U εr (e)− Vr)
2m(de)dr
]
≤ C
(
σ(ε)2 +K(1 + α2 + γ2 + η2)E
∫ T
t
(Yr − Y
ε
r )
2dr +
K
α2
E
∫ T
t
|Xr −X
ε
r |
2dr
+
K
γ2
E
∫ T
t
∫
Eε
ρ(e)2|U εr (e)− Vr|
2m(de)dr +
K
η2
E
∫ T
t
∫
0≤|e|≤ε
ρ(e)2V 2r m(de)dr
)
,
where α and γ are two constants taken such that K
α2
= K
3
γ2
= 12 , we then get
E
[
|Yt − Y
ε
t |
2 +
∫ T
t
Zε2rdr +
∫ T
t
∫
Eε
(U εr (e)− Vr)
2m(de)dr
]
≤ C
(
σ(ε)2 + (K + 2K2 + 2KK2)E
∫ T
t
(Yr − Y
ε
r )
2dr
)
. (2.12)
Using Gronwall’s Lemma, we deduce that
E|Yt − Y
ε
t |
2 ≤ Cσ(ε)2. (2.13)
Plugging this estimate in the previous upper bound, we get
E
∫ T
0
Zεr
2dr + E
∫ T
0
∫
Eε
(U εr (e) − Vr)
2m(de)dr ≤ Cσ(ε)2, (2.14)
Then
E|δYt|
2 + E
∫ T
0
Zεr
2dr + E
∫ T
0
∫
Eε
(U εr (e) − Vr)
2m(de)dr ≤ Cσ(ε)2. (2.15)
Now using Burkholder-Davis-Gundy inequality, we have
E sup
t≤T
|δYt|
2 + E
∫ T
0
Zεr
2dr + E
∫ T
0
∫
Eε
(U εr (e)− Vr)
2m(de)dr ≤ Cσ(ε)2. (2.16)
From other side, it follows by Burkholder-Davis-Gundy inequality and (2.16) that:
E
[
sup
t≤T
∣∣∣∣
∫ t
0
ZεrdWr −
∫ t
0
VrdRr
∣∣∣∣
2
]
≤ CE
[
sup
t≤T
∣∣∣∣
∫ t
0
ZεrdWr
∣∣∣∣
2
+ sup
t≤T
∣∣∣∣
∫ t
0
VrdRr
∣∣∣∣
2
]
≤ CE
[∫ T
0
Zεr
2dr + σ(ε2)
∫ T
0
V 2r dr
]
≤ E
∫ T
0
Zεr
2dr + Cσ(ε2). (2.17)
The result now follows by combining (2.16) and (2.17). ✷
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Remark 2.2 One can show that supt≤T E|Vt|
2 < ∞, following the same arguments as in
Remark 2.8 in [19].
Remark 2.3 In the BSDE (2.9), each time we change ε, there exist a unique pair (Zε, U ε)
of predictable process, such that the BSDE (2.9) has a solution.
3 Forward-backward Euler scheme
In this section, we discretize the solution (Xε, Y ε, Zε,Γε) of (1.3) by (Xpi, Y pi, Zpi,Γpi) de-
fined by induction in (3.3) and then we show the convergence of (Xpi, Y pi, Zpi,Γpi) to the
solution of (1.2). Thus let us recall some definition and notation.
For each t ∈ [ti, ti+1), we define:
Z¯t = nE
[∫ ti+1
ti
Zsds/Fti
]
, Γ¯t = nE
[∫ ti+1
ti
Γsds/Fti
]
, (3.1)
and
Z¯piti = nE
[∫ ti+1
ti
Zpis ds/Fti
]
, Γ¯piti = nE
[∫ ti+1
ti
Γpis ds/Fti
]
. (3.2)
The process Z¯ti and Γ¯ti (resp. Z¯
pi
ti and Γ¯
pi
ti) can be interpreted as the best approximation
of Zti and Γti (resp. Z
pi
ti and Γ
pi
ti). We know from Bouchard and Elie [5], that FBSDE (2.8)
has a backward Euler scheme taking the form:


X¯piti+1 = X¯
pi
ti +
1
nb(X¯
pi
ti) + σ(ε)∆Wi+1 +
∫
Eε
β(X¯piti)M¯ (de, (ti, ti+1])
Z¯pit = nE
[
Y¯ piti+1∆Wi+1/Fti
]
Γ¯pit = nE
[
Y¯ piti+1
∫
Eε
ρ(e)M¯ (de, (ti, ti+1])/Fti
]
Y¯ pit = E
[
Y¯ piti+1/Fti
]
+ 1nf(X¯
pi
ti , Y¯
pi
ti , Γ¯
pi
ti)
(3.3)
for which the discretization error:
Errn(Y
ε, Zε,Γε) :=
{
sup
t≤T
E
[
|Y εt − Y¯
pi
t |
2
]
+ ‖Zε − Z¯pi‖2H2 + ‖Γ
ε − Γ¯pi‖2H2
} 1
2
≤ Cn−1/2, (3.4)
converges to 0 as the discretization step Tn tends to 0. Means that the discretization scheme
(3.3) achieves the optimal convergence rate n−1/2. The regularity of Zε and Γε has been
studied in L2 sense in [5] when the terminal value is a functional of forward diffusion.
It is well known also that
max
i<n
E
[
sup
t∈[ti,ti+1]
|Xεti − X¯
pi
ti |
2
]
≤ Cn−1/2.
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Our aim in this part, is to show that the approximation-discretization error between BSDE
(1.2) and (3.3):
Err
2
(n,ε)(Y, V ) := sup
t≤T
E
[
|Yt − Y¯
pi
t |
2
]
+ sup
t≤T
E
∣∣∣∣
∫ t
0
VrdRr −
∫ t
0
Z¯pir dWr
∣∣∣∣
2
+‖Γ− Γ¯pi‖2H2 , (3.5)
converges to 0 as (ε, n)→ (0,∞).
The first main result of this paper is:
Proposition 3.1 Assuming Lipschitz property of coefficients b and β, the approximation-
discretization error defined in (3.5) is bounded by:
Err(n,ε)(Y, V ) ≤ C
(
n−1/2 + σ(ε)
)
. (3.6)
Means that:
Err(n,ε)(Y, V ) −→
(n,ε)→(∞,0)
0.
Proof. From (3.5), Jensen inequality and Burkholder-Davis-Gundy inequality, we have:
Err
2
(n,ε)(Y, V ) ≤ C
(
sup
t≤T
E
[
|Yt − Y
ε
t |
2 + |Y εt − Y¯
pi
t |
2
]
+ ‖Γ− Γε‖2H2 + ‖Γ
ε − Γ¯pi‖2H2
+sup
t≤T
E
∣∣∣∣
∫ t
0
VrdRr −
∫ t
0
ZεrdWr
∣∣∣∣
2
+ ‖Zε − Z¯pi‖2H2
)
. (3.7)
From other side, it follows from Ho¨lder inequality that:∫
Eε
ρ(e)e(Vr − U
ε
r (e))ν(de) ≤ K
(∫
Eε
(Vr − U
ε
r (e))
2m(de)
) 1
2
ν
(
Eε
) 1
2
. (3.8)
Recalling that ν(Eε) < ∞ so that ν has a.s. only a finite number of big jumps on [0, T ].
Combining the two last inequalities with (3.4) leads to:
Err
2
(n,ε)(Y, V ) ≤ C
(
n−1 + sup
t≤T
E
[
|Yt − Y
ε
t |
2
]
+ sup
t≤T
E
∣∣∣∣
∫ t
0
VrdRr −
∫ t
0
ZrdWr
∣∣∣∣
2
+
∫ T
0
∫
Eε
E|Vr|
2m(de)dr + E
[∫ T
0
∫
Eε
|U εr (e) − Vr|
2m(de)dr
])
.
By Theorem 2.2 we get:
Err(n,ε)(Y, V ) ≤ C
(
n−1/2 + σ(ε)
)
, (3.9)
where C depends on K. ✷
Remark 3.1 In the general case, as we neglect the small jump, the Brownian part in (1.3)
disappears. In this case the assertion (3.6) can be replaced by:
Err(n,ε)(Y, V ) ≤ Cn
−1/2.
Remark 3.2 Taking ε = n−1/2, we obtain the optimal convergence rate n−1/2 in (3.6),
Err(n,ε)(Y, V ) ≤ Cn
−1/2,
which is exactly the approximation error in [5].
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4 A discrete scheme via Malliavin derivatives
In this section, we generalize the new discrete scheme recently introduced by Hu, Nualard
and Song [19] from a general BSDE, to our framework of decoupled forward-backward
SDEs with jumps. For this aim, we use the Malliavin derivatives of Y to derive the discrete
scheme. We first fix a regular grid pi := {ti := iT/n, i = 0, ..., n} on [0, T ] and approximate
the forward SDE Xε in (1.3) by its Euler scheme Xpi already defined in (3.3). It’is hard
to prove existence and convergence of Malliavin derivatives of X¯pi. However, to avoid this
problem, we can instead consider the continuous-time version of the Euler scheme, then we
define the function φ for each t ∈ [0, T ]:
φnt := max{ti, i = 0, ..., n. / ti ≤ t}, (4.1)
for which we associate:
Xpit := X
pi
φnt
+ σ(ε)b(Xpiφnt )(t− φ
n
t ) + σ(ε)β(X
pi
φnt
)(Wt −Wφnt ) +
∫
Eε
β(Xpiφnt )M¯ (de, (t, φ
n
t ]).
It could be written as
Xpit := X0 +
∫ t
0
b(Xpiφnr )dr +
∫ t
0
σ(ε)β(Xpiφnr )dWr +
∫ t
0
∫
Eε
β(Xpiφnr )M¯ (de, dr).
It is well known that under Lipschitz property of the coefficients
E
[
sup
t∈[0,T ]
|Xεt −X
pi
t |
p
]1/p
≤ Cpi1/2. (4.2)
The Malliavin derivatives of the continuous-time version of Euler scheme for θ ≤ s a.e. are:
DθX
pi
t =
∫ t
θ
∂xb(X
pi
φnr
)DθX
pi
φnr
dr +
∫ t
θ
∫
Eε
∂xβ(X
pi
φnr
)DθX
pi
φnr
M¯(de, dr) + σ(ε)β(Xpiθ )
+σ(ε)
∫ t
θ
∂xβ(X
pi
φnr
)DθX
pi
φnr
dWr,
Dθ,eX
pi
t =
∫ t
θ
Dθ,eb(X
pi
r )dr +
∫ t
θ
∫
Eε
Dθ,eβ(X
pi
r )M¯ (de, dr) + σ(ε)
∫ t
θ
Dθ,eβ(X
pi
r )dWr
+β(Xpiθ ).
We introduce some additional assumptions:
(A1) f(t, y, γ) doesn’t depend on x.
(A2) The first derivative of b and β and g is a K-Lipschitz function
|b′(x)− b′(y)|+ |β′(x)− β′(y)|+ |g′(x)− g′(y)| ≤ K|x− y|.
(A3) f(t, y, γ) is linear with respect to t, y and γ. Moreover, there exist three bounded
functions f1, f2 and f3 such that :
f(t, y, u) = f1(t) + f2(t)y + f3(t)γ. (4.3)
13
Lemma 4.1 Under Lipschitz continuity of b and β, we have for any q ≥ 1
sup
0≤θ≤T
sup
n≥1
E
[
sup
θ≤t≤T
‖DθX
pi
t ‖
2q
]
< ∞, (4.4)
sup
0≤θ≤T
sup
n≥1
E
[
sup
θ≤t≤T
‖Dθ,eX
pi
t ‖
2q
]
< ∞. (4.5)
For the proof see the Appendix.
We then derive the following theorem
Theorem 4.1 Under assumption (A2), Lipschitz continuity of b and β and for any p ≥ 2,
we have,
E
[
sup
t∈[0,T ]
|DθX
ε
t −DθX
pi
t |
p
]1/p
≤ Cppi
1/2. (4.6)
E
[
sup
t∈[0,T ]
|Dθ,eX
ε
t −Dθ,eX
pi
t |
p
]1/p
≤ Cppi
1/2. (4.7)
Proof. Using Burkholder-Davis-Gundy inequality, Jensen inequality, inequality (4.2)
and Lemma 4.1
E
[
sup
s∈[0,t]
|DθX
ε
t −DθX
pi
t |
p
]
≤ CpE
[∫ t
0
∣∣∣∂xb(Xpiφnr )DθXpiφnr − ∂xb(Xr)DθXεr
∣∣∣pdr
+
∫ t
0
∫
Eε
∣∣∣∂xβ(Xpiφnr )DθXpiφnr − ∂xβ(Xεr )DθXεr
∣∣∣pν(de)dr
+ σp(ε)
(∫ t
0
∣∣∣∂xβ(Xpiφnr )DθXpiφnr − ∂xβ(Xεr )DθXεr
∣∣∣2dr)p/2
+ σp(ε)
∣∣∣β(Xpiθ )− β(Xεθ )∣∣∣p] .
which leads to
≤ CpE
[∫ t
0
∣∣DθXεr ∣∣p[|∂xb(Xεr )− ∂xb(Xpiφnr )|p + |∂xβ(Xεr )− ∂xβ(Xpiφnr )|p
]
dr
+
∫ t
0
∣∣DθXεr −DθXpiφnr ∣∣p
[
|∂xb(X
pi
φnr
)|p + |∂xβ(X
pi
φnr
)|p
]
dr
+ |Xpiθ −X
ε
θ |
p
]
≤ CpE
(
pip/2 +
∫ t
0
sup
u∈[0,r]
|DθX
ε
u −DθX
pi
u |
pdr
)
.
We conclude by using Gronwall’s Lemma. Following the same arguments, we prove the
second assertion.
✷
Now we derive the discrete scheme using the expression of Zε and U ε as the trace of
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Malliavin derivatives of Y . From equation (5.15) and (5.17), the two Malliavin derivatives
DθYt , Dθ,eYt could be expressed as:
DθY
ε
t = E
(
Et,T∂xg(X
ε
T )DθX
ε
T +
∫ T
t
Et,r∂xf(Θ
ε
r)DθX
ε
rdr/Ft
)
(4.8)
Dθ,eY
ε
t = E
(
Eet,TDθ,eg(X
ε
T ) +
∫ T
t
Eet,rαθ,rDθ,eX
ε
rdr/Ft
)
, (4.9)
where
Et,r = exp
{∫ r
t
(
∂yf(Θ
ε
u)−
1
2
∫
Eε
∂γf
2(Θεu)ρ
2(e)m(de)
)
du
+
∫ r
t
∫
Eε
∂γf(Θ
ε
u)ρ(e)M¯ (de, du)
}
Eet,r := exp
{∫ r
t
[
αθ,u −
1
2
α2θ,u
∫
Eε
ρ2(e)m(de)
]
du+
∫ r
t
∫
Eε
αθ,uρ(e)M¯ (de, du)
}
and
αθ,r :=
f(Θεr +Dθ,eΘ
ε
r)− f(Θ
ε
r)
Dθ,eXεr +Dθ,eYr +Dθ,eΓr
1{Dθ,eXεr+Dθ,eYr+Dθ,eΓr 6=0}.
Thus, we define our discrete scheme for i = n− 1, ..., 1, 0. and t ∈ [ti, ti+1) by induction

Y piti = E
[
Y piti+1 + f(Θ
pi
ti+1)∆ti+1/Fti
]
Zpiti = E
[
Epiti+1,tn∂xg(X
pi
T )DtiX
pi
T +
∑n−1
k=i E
pi
ti+1,tk+1
∂xf(Θ
pi
tk+1
)DtiX
pi
tk+1
∆tk/Fti
]
Γpiti = E
[ ∫
Eε
ρ(e)
[
Ee,piti+1,tnDti,eg(X
pi
T ) +
∑n−1
k=i E
e,pi
ti+1,tk+1
αpiti,tk+1Dti,eX
pi
tk+1
∆tk
]
ν(de)/Fti
]
(4.10)
with terminal conditions
Y pitn = g(X
pi
T ), Z
pi
tn = σ(ε)∂xg(X
pi
T )β(X
pi
T ), U
pi
tn,e = g(X
pi
T + β(X
pi
T ))− g(X
pi
T ),
where for any 0 ≤ i < j ≤ n,
Epiti,tj = exp
{
j−1∑
k=i
∫ tk+1
tk
[
∂yf(Θ
pi
tk
)−
1
2
∫
Eε
∂γf
2(Θpitk)ρ
2(e)m(de)
]
dr
+
j−1∑
k=i
∫ tk+1
tk
∫
Eε
∂γf(Θ
pi
tk
)ρ(e)M¯ (de, dr)
}
, (4.11)
Ee,piti,tj = exp
{
j−1∑
k=i
∫ tk+1
tk
[
αpiθ,r,tk −
1
2
αpi2θ,r,tk
∫
Eε
ρ2(e)m(de)
]
dr
+
j−1∑
k=i
∫ tk+1
tk
∫
Eε
αpiθ,r,tkρ(e)M¯ (de, dr)
}
, (4.12)
and
αpiθ,r,tk :=
f(Θpitk +Dθ,eΘ
pi
tk
)− f(Θpitk)
Dθ,eX
pi
tk
+Dθ,eY
pi
tk
+Dθ,eΓ
pi
tk
× 1{Dθ,eXπtk+Dθ,eY
π
tk
+Dθ,eΓ
π
tk
6=0},
Γpitk :=
∫
Eε
Upitk ,eρ(e)ν(de),
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with Θpitk =
(
r,Xpitk , Y
pi
tk
,Γpitk
)
.
We are going to compute the discretization error of our discrete scheme and prove the
convergence of the above scheme. We recall the expression of the error between the solution
of (1.3) and (4.10):
Errpn(Y
ε, Zε,Γε) := E max
0≤i≤n
[
|Y εti − Y
pi
ti |
p + |Zεti − Z
pi
ti |
p + |Γεti − Γ
pi
ti |
p
]
,
where, Γpiti =
∫
Eε
ρ(e)Upiti,eν(de).
We also recall the expression of discretization-approximation error between (1.2) and (4.10)
Err2n,ε(Y, V ) := max
0≤i≤n
sup
t∈[ti,ti+1]
E
[
|Yt − Y
pi
ti |
2
]
+ E
∣∣∣∣∣
∫ T
0
VrdRr −
n−1∑
i=0
Zpiti∆Wti
∣∣∣∣∣
2
+
n−1∑
i=0
∫ ti+1
ti
E|Γt − Γ
pi
ti |
2dt.
We conclude this section with the following Theorems whose proof are at the end of section
5.
Theorem 4.2 Under assumption 5.1, we assume the existence of a constant L3 > 0 such
that :
|f(t2, y, u)− f(t1, y, u)| ≤ L3|t2 − t1|
1
2 . (4.13)
Then there exist a positive constant C independent of pi such that:
Errpn(Y
ε, Zε,Γε) ≤ Cp|pi|
p
2
− p
2log 1
|π| . (4.14)
The second main result of this paper is summarized in the following theorem:
Theorem 4.3 Under the same assumptions as Theorem 4.2, we have
Errn,ε(Y, V ) ≤ C
(
σ(ε) + |pi|
1
2
− 1
2log 1
|π|
)
. (4.15)
Remark 4.1 The importance of the above scheme is it can be adapted to a backward SDE
when the generator does not depends on the terminal value of a forward equation.
Consider the following backward stochastic differential equation driven by pure jump Le´vy
processes
Yˆt = ξˆ +
∫ T
t
f
(
r, Yˆr,
∫
E
ρ(e)Vˆreν(de)
)
dr −
∫ T
t
VˆrdLr (4.16)
Which we approximate by
Yˆ εt = ξˆ +
∫ T
t
f
(
r, Yˆ εr ,
∫
Eε
ρ(e)Vˆreν(de)
)
dr −
∫ T
t
ZˆεrdWs −
∫ T
t
∫
Eε
Uˆ εr (e)M¯ (dr, de)
(4.17)
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We finally propose the below discrete time scheme, defined by terminal values Yˆ pitn = ξ,
Zˆpitn = DT ξ and Uˆ
pi
ti = DT,eξ

Yˆ piti = E
[
Yˆ piti+1 + f(Θˆ
pi
ti+1)∆ti+1/Fti
]
Zˆpiti = E
[
Epiti+1,tnDti ξˆ +
∑n−1
k=i E
pi
ti+1,tk+1
∂xf(Θˆ
pi
tk+1
)DtiX
pi
tk+1
∆tk/Fti
]
Γˆpiti = E
[ ∫
Eε
ρ(e)
[
Ee,piti+1,tnDti,eξˆ +
∑n−1
k=i E
e,pi
ti+1,tk+1
αpiti,tk+1Dti,eX
pi
tk+1
∆tk
]
ν(de)/Fti
]
(4.18)
with Θˆpitk =
(
r, Yˆ pitk , Γˆ
pi
tk
)
.
Under the same assumptions of Theorem 4.2 we prove the convergence of the system (4.18)
to BSDE (4.16). Moreover, we obtain the upper bound
max
0≤i≤n
sup
t∈[ti,ti+1]
E
[
|Yt − Y
pi
ti |
2
]
+ E
∣∣∣∣∣
∫ T
0
VrdRr −
n−1∑
i=0
Zpiti∆Wti
∣∣∣∣∣
2
+
n−1∑
i=0
∫ ti+1
ti
E|Γt − Γ
pi
ti |
2dt
≤ C
(
σ2(ε) + |pi|
1− 1
log 1
|π|
)
. (4.19)
5 Malliavin calculus for FBSDEs
For ease of notations, we shall denote throughout this section the process (Xε, Y ε, Zε,Γε)
by (X,Y,Z,Γ).
In this section, we study some regularity properties of the solution (X,Y,Z,Γ). We recall
the system (1.3) using the new notations{
Xt = X0 +
∫ t
0 b(Xr)dr +
∫ t
0 β(Xr)σ(ε)dWr +
∫ t
0
∫
Eε
β(Xr−)M¯ (dr, de)
Yt = g(XT ) +
∫ T
t f(Θr)dr −
∫ T
t ZrdWs −
∫ T
t
∫
Eε
Ur(e)M¯ (dr, de)
(5.1)
In fact, there are many methods to develop Malliavin calculus for Le´vy processes. In our
paper, we opt for the approach of Sole´ et al. [25], based on a chaos decomposition in terms
of multiple stochastic integrals with respect to the random measure M¯ . Adopting notation
of [12], we will recall the suitable canonical space we adopt to our setting.
We start by introducing some additional notations and definitions. We assume that the
probability space (Ω,F ,P) is the product of two canonical spaces (ΩW ×Ωµ,FW ×Fµ,PW ×
Pµ) and the filtration F = (Ft)t∈[0,T ] the canonical filtration completed for P (for details
concerning this construction, see Section 2 in [12]).
We consider the finite measure q defined on [0, T ]× R by
q(B) =
∫
B(0)
dt+
∫
B′
e2ν(de)dt, B ∈ B([0, T ]× R).
where B(0) = {t ∈ [0, T ]; (t, 0) ∈ B}, B′ = B−B(0) and the random measure Q ∈ [0, T ]×R:
Q(B) =
∫
B(0)
dWt +
∫
B′
eµ¯(dt, de), B ∈ B([0, T ]× R).
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For n ∈ N, a simple function hn = 1E1×...×En with pairwise disjoints sets E1, ..., En ∈
B([0, T ] ×R), we define:
In(hn) =
∫
([0,T ]×R)n
h((t1, e1), ..., (tn, en))Q(dt1, de1) · ... ·Q(dtn, den).
We Define the following spaces
1. L2T,q,n(R) the space of product measurable deterministic functions h : ([0, T ]×R)
n →
R satisfying ‖h‖2
L2
T,q,n
<∞, where
‖h‖2
L2
T,q,n
=:
∫
([0,T ]×R)n
|h((t1, e1), ..., (tn, en))|
2q(dt1, de1) · ... · q(dtn, den).
2. D1,2(R) denote the space of F-measurable random variables H ∈ L2(R) with the
representation H =
∑∞
n=0 In(hn) and satisfying
∞∑
n=0
nn!‖hn‖
2
L2
T,q,n
<∞.
3. L1,2(R) denote the space of product measurable and F-adapted processes G : Ω×R→
R satisfying
E
(∫
[0,T ]×R
|G(s, y)|2q(ds, dy)
)
<∞
G(s, y) ∈ D1,2(R), for q − a.e (s, y) ∈ [0, T ]× R
E
(∫
([0,T ]×R)2
|Dt,zG(s, y)|
2q(ds, dy)q(dt, dz)
)
<∞.
This space is endowed with the norm
‖G‖2
L1,q
= E
(∫
[0,T ]×R
|G(s, y)|2q(ds, dy)
)
+ E
(∫
([0,T ]×R)2
|Dt,zG(s, y)|
2q(ds, dy)q(dt, dz)
)
.
We should mention that the derivative Dt,0 coincide with Dt the classical Malliavin deriva-
tive with respect to Brownian motion.
To study the regularity of Z and U , we shall also introduce the following assumption:
Assumption 5.1 For 2 ≤ p ≤ q2
1. The generator f has continuous and uniformly bounded first and second order partial
derivative with respect to x, y and γ.
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2. For each (x, y, γ) ∈ R3, ∂xf(Θ), ∂yf(Θ) and ∂γf(Θ) belong to L
1,2 and satisfy
sup
0≤θ≤T
E
(∫ T
θ
|Dθ∂if(Θr)|
2dr
) q
2
< ∞, (5.2)
sup
0≤θ≤T
sup
0≤u≤T
E
(∫ T
θ∨u
|DuDθ∂if(Θr)dr|
2
) q
2
< ∞, (5.3)
where i := x, y, γ.
There exist a constant K > 0 such that for any e ∈
(
R− {0}
)
, t ∈ [0, T ] and
0 ≤ θ, u ≤ t ≤ T :
E|Dθg(XT )−Dug(XT )|
p ≤ K|θ − u|
p
2 . (5.4)
E|Dθ,eg(XT )−Du,eg(XT )|
p ≤ K|θ − u|
p
2 . (5.5)
E
(∫ T
t
|Dθf(Θr)−Duf(Θr)|
2
) p
2
≤ K|θ − u|
p
2 . (5.6)
E
(∫ T
t
|Dθ,ef(Θr)−Du,ef(Θr)|
2
) p
2
≤ K|θ − u|
p
2 . (5.7)
Additionally to Assumption 5.1, we assume that
Assumption 5.2 For any λ > 0 and q ≥ 1, we consider three progressive measurable
processes {αt}0≤t≤T , {βt}0≤t≤T and {γt}0≤t≤T such that:
E exp
(
λ
∫ T
0
(
|βr|+ γ
2
r
)
dr
)
< ∞,
sup
0≤t≤T
E
(
|αt|
q + |γt|
q
)
< ∞.
Proposition 5.1 Under Assumption 5.2, the discontinuous semi-martingale Et:
dEt = Etβtdt+ Etγt
∫
Eε
ρ(e)M¯ (de, dt), (5.8)
has the following properties
1. E sup
0≤t≤T
Ent <∞, for any n ∈ R.
2. The process Zt := E
−1
t satisfies the following linear SDE:
dZt
Zt
=
(
−βt + γ
2
t
∫
Eε
ρ2(e)m(de)
)
dt− γt
∫
Eε
ρ(e)M¯ (de, dt).
Moreover, we have for any p ≥ 2:
E|Zt −Zs|
p ≤ C|t− s|p. (5.9)
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Proof. E could be written as :
Et = exp
{∫ t
0
[
βr −
1
2
∫
Eε
γ2rρ
2(e)m(de)
]
dr +
∫ t
0
∫
Eε
γrρ(e)M¯ (de, dr)
}
.
Under Assumption 5.2, we get the first assertion. The second assertion is deduced from
first one, Ho¨lder inequality and Burkholder-Davis-Gundy inequality. ✷
The following Theorem constitutes the main tool to prove Theorem 5.3.
Theorem 5.1 Suppose that ETXT and
∫ T
0 αrDθXrdr are in M
2,q. The following linear
BSDE
Yt = g(XT )XT +
∫ T
t
[αrXr + βrYr + γrΓr] dr −
∫ T
t
ZrdWr
−
∫ T
t
∫
Eε
Ur(e)M¯ (dr, de), 0 ≤ t ≤ T (5.10)
has a unique solution (Y,Z,U) and there is a constant C > 0 such that
E|Yt − Ys|
p ≤ C|t− s|
p
2 for all s, t ∈ [0, T ]. (5.11)
Proof. Applying Itoˆ’s formula to EtYt, we obtain
d(EtYt) = −EtαtXT dt+ EtZtdWt + Et
∫
Eε
(Ytγtρ(e) + Ut(e))M¯ (de, dt).
Then
Yt = E
(
Et,T g(XT )XT +
∫ T
t
Et,rαrXrdr/Ft
)
,
where Et,r = ZtEr.
For 0 ≤ s ≤ t ≤ T , we have:
E|Yt − Ys|
p ≤ 3p−1E |E (Et,T g(XT )XT /Ft)− E (Es,Tg(XT )XT /Fs)|
p
+3p−1E
∣∣∣∣E
(∫ T
t
Et,rαrXrdr/Ft
)
− E
(∫ T
s
Es,rαrXrdr/Fs
)∣∣∣∣
p
= 3p−1(I1 + I2). (5.12)
By adapting the argument of Theorem 2.3 in [19] and recall Remark 5.1, we can immediately
show that I1 ≤ C|t− s|
p
2 and I2 ≤ C|t− s|
p
2 . ✷
5.1 Malliavin calculus on the Forward SDE
In this section, we recall well-known properties on forwards SDEs, concerning the Malliavin
derivatives of the solution of a forward SDE with jump, stated in Nualart [22] in the case
of SDE without jumps and in Petrou [24] in case of a Le´vy process. The following theorem
can be found in [24].
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Theorem 5.2
Let X be the solution of forward SDE (5.1). Then, for all t ∈ [0, T ] and (θ, e) ∈ [0, T ] ×
(R\{0}), the Malliavin derivatives of X satisfy
DθXt =
∫ t
θ
∂xb(Xr)DθXrdr +
∫ t
θ
∫
Eε
∂xβ(Xr)DθXrM¯(dr, de)
+σ(ε)β(Xθ) + σ(ε)
∫ t
θ
∂xβ(Xr)DθXrdWr, 0 ≤ θ ≤ t ≤ T. (5.13)
And
Dθ,eXt =
∫ t
θ
Dθ,eb(Xr)dr +
∫ t
θ
∫
Eε
Dθ,eβ(Xr)M¯(dr, de)
+β(Xθ) + σ(ε)
∫ t
θ
Dθ,eβ(Xr)dWr, 0 ≤ θ ≤ t ≤ T. (5.14)
For all θ > t, we have Dθ,eXt = DθXt = 0 a.s.
Remark 5.1 Using standard arguments as in the proof of Lemma 4.1, we can prove the
following a priori estimate:
sup
0≤θ≤T
E
[
sup
0≤t≤T
DθXt
]
< ∞,
sup
0≤θ≤T,e∈R∗
E
[
sup
0≤t≤T
Dθ,eXt
]
< ∞,
sup
0≤u≤T
sup
0≤θ≤T
E
[
sup
0≤t≤T
DuDθXt
]
< ∞,
sup
0≤u≤T
sup
0≤θ≤T,e∈R∗
E
[
sup
0≤t≤T
DuDθ,eXt
]
< ∞.
5.2 Malliavin calculus on the Backward SDE
In this section, we recall some result of Malliavin derivatives applied to BSDE especially
established in [15] and [12] in the aim to generalize the result of Theorem 2.6 in [19].
Theorem 5.3 Assume that assumption 5.1 hold. There exist a unique solution
{(Yt, Zt, Ut(e))}0≤t≤T,e∈(R−{0}) of BSDE (5.1), such that:
1. The first version of Malliavin derivative {(DθYt,DθZt,DθUt(e))0≤θ,t≤T,e∈(R−{0}) of
the solution {(Yt, Zt, Ut(e))}0≤t≤T,e∈(R−{0}) satisfies the following linear BSDE :
DθYt = ∂xg(XT )DθXT +
∫ T
t
f θ(Xr, Yr,Γr)dr −
∫ T
t
DθZrdWs (5.15)
−
∫ T
t
∫
Eε
DθUr(e)M¯ (dr, de), 0 ≤ θ ≤ t ≤ T
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where f θ(Θ) := ∂xf(Θ)DθXr + ∂yf(Θ)DθYr + ∂γf(Θ)DθΓr.
Moreover (DtYt)0≤t≤T is a version of (Zt)0≤t≤T :
Zt = DtYt. a.s. (5.16)
2. The second version of Malliavin derivative (Dθ,zYt,Dθ,zZt,Dθ,zUt(e))0≤θ,t≤T,(e,z)∈(R−{0})2
of the solution (Yt, Zt, Ut(z))0≤t≤T,z∈(R−{0}) satisfies the following linear BSDE
Dθ,zYt = g(XT +Dθ,zXT )− g(XT ) +
∫ T
t
[f(Θr +Dθ,zΘr)− f(Θr)]dr (5.17)
−
∫ T
t
Dθ,zZrdWs −
∫ T
t
∫
Eε
Dθ,zUr(e)M¯ (dr, de), 0 ≤ θ ≤ t ≤ T.
Moreover (Dt,eYt)0≤t≤T,e∈(R−{0}) is a version of (Ut(z))0≤t≤T,z∈(R−{0}):
Ut(z) = Dt,eYt a.s. (5.18)
And for (θ, e) ∈ [0, T ]× R
Dθ,zYt = Dθ,zZt = Dθ,zUt(z) = 0, 0 ≤ t < θ (e, z) ∈ R× (R− {0}).
3. There exist a constant C > 0 such that for all s, t ∈ [0, T ]:
E|Zt − Zs|
p ≤ C|t− s|
p
2 (5.19)
E|Γt − Γs|
p ≤ C|t− s|
p
2 . (5.20)
Proof. Existence and uniqueness of solution is similar to Proposition 5.3 in [15] and
Theorem 4.1 in [12]. Then we focus our attention to prove inequalities (5.19) and (5.20).
 We first prove that E|Zt − Zs|
p ≤ C|t− s|
p
2 .
Let C > 0 be a constant independent of s and t, whose value vary from line to line. From
(5.16) we have:
Zt − Zs = DtYt −DsYs.
Then
E|Zt − Zs|
p ≤ E|DtYt −DsYt|
p + E|DsYt −DsYs|
p.
Step 1: Estimate E|DtYt −DsYt|
p.
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From Lemma (6.1), equation (5.15) and assumption (5.4)-(5.6), we obtain
E|DtYt −DsYt|
p + E
(∫ T
t
|DtZr −DsZr|
2dr
)p
2
+ E
(∫ T
t
∫
Eε
|DtUr(e)−DsUr(e)|
2m(de)dr
) p
2
≤ CE
(
|Dtg(XT )−Dsg(XT )|
p
)
+CE
(∫ T
t
|Dtf(r,Xr, Yr,Γr)−Dsf(r,Xr, Yr,Γr)|
2dr
) p
2
≤ C|t− s|
p
2 . (5.21)
Step 2: Estimate E|DsYt −DsYs|
p.
We recall the expression of Et
Et = exp
{∫ t
0
[
βr −
1
2
∫
Eε
γ2rρ
2(e)m(de)
]
dr +
∫ t
0
∫
Eε
γrρ(e)M¯ (de, dr)
}
. (5.22)
Denote βr = ∂yf(Θr) and γr = ∂γf(Θr). For any 0 ≤ θ ≤ t ≤ T , we have:
DθEt = Et
{∫ t
θ
∫
Eε
ρ(e)
[
∂γxf(Θr)DθXr + ∂γyf(Θr)DθYr + ∂γγf(Θr)DθΓr
]
M¯ (de, dr)
+
∫ t
θ
∫
Eε
[
∂xyf(Θr)− ρ
2(e)γr∂xγf(Θr)
]
DθXrm(de)dr
+
∫ t
θ
∫
Eε
[
∂yyf(Θr)− ρ
2(e)γr∂yγf(Θr)
]
DθYrm(de)dr
+
∫ t
θ
∫
Eε
[
∂γyf(Θr)− ρ
2(e)γr∂γγf(Θr)
]
DθΓrm(de)dr
}
.
From other side, by induction on chain rule:
Dθ,ef
2(Θ) = f2(Θ +Dθ,eΘ)− f
2(Θ). (5.23)
Using this in the previous equality
Dθ,eEt = Et
(
exp
{∫ t
θ
[
∂yf(Θr +Dθ,eΘr)− ∂yf(Θr)
−
1
2
∫
Eε
ρ2(e)
[
(∂γf(Θr +Dθ,eΘr))
2 − γ2r
]
m(de)
]
dr
+ γθρ(e) +
∫ t
θ
∫
Eε
ρ(e)
[
∂γf(Θr +Dθ,eΘr)− γr
]
M¯(de, dr)
}
− 1
)
.
From Proposition 5.1, Assumption 5.1, Ho¨lder inequality and Burkholder-Davis-Gundy
inequality, we can show for any p < q that:
sup
θ∈[0,T ],e∈R
E sup
θ≤t≤T
|Dθ,eEt|
p < ∞. (5.24)
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Now, by Clark-Ocone formula (See Es-Sebaiy and Tudor [16]) on ETDθXT :
ETDθXT = E(ETDθXT ) +
∫ T
0
E
(
Dr(ETDθXT )/Fr
)
dWr
+
∫ T
0
∫
Eε
E
(
Dr,e(ETDθXT )/Fr
)
M¯(dr, de)
= E(ETDθXT ) +
∫ T
0
uθrdWr +
∫ T
0
∫
Eε
vθr,eM¯ (dr, de).
Where
uθr := E
(
DrETDθXT + ETDrDθXT /Fr
)
vθr,e := E
(
Dr,eETDθXT + ETDr,eDθXT +Dr,eETDr,eDθXT /Fr
)
.
Thus it remains to prove that
sup
θ∈[0,T ]
sup
r∈[0,T ]
|uθr |
p < ∞
sup
θ∈[0,T ]
sup
r∈[0,T ],e∈R
|vθr,e|
p < ∞.
By Ho¨lder inequality
E|vθr,e|
p = E
∣∣∣E(Dr,eETDθXT + ETDr,eDθXT +Dr,eETDr,eDθXT /Fr)∣∣∣p
≤ 3p−1
(
E|Dr,eETDθXT |
p + E|ETDr,eDθXT |
p + E|Dr,eETDr,eDθXT |
p
)
≤ 3p−1
((
E|Dr,eET |
pq
q−p
) q−p
q
(
E|DθXT |
q
) p
q
+
(
E|ET |
pq
q−p
) q−p
q
(
E|Dr,eDθXT |
q
) p
q
+
(
E|Dr,eET |
pq
q−p
) q−p
q
(
E|Dr,eDθXT |
q
) p
q
)
.
Combining (5.24) and Remark 5.1, we deduce that supθ∈[0,T ] supr∈[0,T ],e∈R |v
θ
r,e|
p <∞. Fol-
lowing the same arguments we conclude that supθ∈[0,T ] supr∈[0,T ] |u
θ
r |
p <∞. As consequence
ETDθXT belongs to M
2,p. Therefore, by Theorem 5.1 we conclude
E|DsYt −DsYs|
p ≤ C|t− s|
p
2 . (5.25)
Now, combining (5.21) and (5.25), we finally obtain for some constant C > 0
E|Zt − Zs|
p = E|DsYt −DsYs|
p ≤ C|t− s|
p
2 . (5.26)
 We prove that E|Γt − Γs|
p ≤ C|t− s|
p
2 .
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By Ho¨lder inequality
E|Γt − Γs|
p = E
∣∣∣∣
∫
Eε
ρ(e)(Ut(e) − Us(e))ν(de)
∣∣∣∣
p
≤ E
((∫
Eε
|Ut(e)− Us(e)|
p ν(de)
)(∫
Eε
|ρ(e)|
p
p−1 ν(de)
)p−1)
≤ C
∫
Eε
E |Ut(e)− Us(e)|
p ν(de)
= C
∫
Eε
E |Dt,eYt −Ds,eYs|
p ν(de)
≤ C
∫
Eε
E
[
|Dt,eYt −Ds,eYt|
p + |Ds,eYt −Ds,eYs|
p
]
ν(de).
Step 3.: We prove that E |Dt,eYt −Ds,eYt|
p ≤ C|t− s|
p
2 .
Under assumption (5.5), (5.7) and from Lemma 6.1
E|Dt,eYt −Ds,eYt|
p + E
(∫ T
t
|Dt,eZr −Ds,eZr|
2
) p
2
+E
(∫ T
t
∫
Eε
|Dt,eUr(e) −Ds,eUr(e)|
2ν(de)dt
) p
2
≤ CE [|Dt,eξ −Ds,eξ|
p]
+CE
(∫ T
t
|Dt,ef(r, Yr, Ur)−Ds,ef(r, Yr, Ur)|
2dr
) p
2
≤ C|t− s|
p
2 . (5.27)
Step 4.: We prove that E |Ds,eYt −Ds,eYs|
p ≤ C|t− s|
p
2 .
We can write BSDE (5.17) as:
Dθ,eYt = G(XT )Dθ,eXT +
∫ T
t
αθ,r
[
Dθ,eXr +Dθ,eYr +Dθ,eΓr
]
dr −
∫ T
t
Dθ,eZrdWs
−
∫ T
t
∫
Eε
Dθ,eUr(e)M¯ (dr, de), (5.28)
where
G(XT ) :=
g(XT +Dθ,eXT )− g(XT )
Dθ,eXT
1{Dθ,eXT 6=0}
αθ,r :=
f(Θr +Dθ,eΘ)− f(Θr)
Dθ,eXr +Dθ,eYr +Dθ,eΓr
1{Dθ,eXr+Dθ,eYr+Dθ,eΓr 6=0}.
Then, from Lipschitz continuity of f , we have sup0≤t≤T E|αθ,t|
p < ∞. It remain to show
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that ETDθ,eXT belongs to M
2,p. In fact, by Clark-Ocone formula applied to ETDθ,eXT :
ETDθ,eXT = E(ETDθ,e) +
∫ T
0
E
(
Dr(ETDθ,eXT )/Fr
)
dWr
+
∫ T
0
∫
Eε
E
(
Dr,e(ETDθ,eXT )/Fr
)
M¯(dr, de)
= E(ETDθ,eXT ) +
∫ T
0
u˜θrdWr +
∫ T
0
∫
Eε
v˜θr,eM¯(dr, de),
with
u˜θr := E
(
DrETDθ,eXT + ETDrDθ,eXT /Fr
)
v˜θr,e := E
(
Dr,eETDθ,eXT + ETDr,eDθ,eXT +Dr,eETDr,eDθ,eXT /Fr
)
.
Following the same argument as Step 2 and using Remark (5.1) we prove that
sup
θ∈[0,T ],e∈R
E
(
|u˜θr|
p + |v˜θr,e|
p
)
<∞.
Therefore, ETDθ,eXT belongs to M
2,p. Finally, we apply once again the result of Theorem
5.1 to BSDE (5.28) we get:
E|Ds,eYt −Ds,eYs| ≤ C|t− s|
p
2 . (5.29)
The result then follows. ✷
We now complete the proof of Section 3
Proof. of Theorem 4.2 We adapt the proof of Theorem 5.2 in [19].
Let i = n− 1, ..., 1, 0.
Step 1. : We show that E
[
sup0≤i≤n |δZ
pi
ti |
p
]
≤ C|pi|p−1.
Denote
δZpiti = Zti − Z
pi
ti .
Combining (4.8) and (4.10)
|δZpiti | ≤
∣∣∣E [Eti,T∂xg(XεT )DtiXεT − Epiti+1,tn∂xg(XpiT )DtiXpiT/Fti]
∣∣∣
=
∣∣∣E [Eti,T([∂xg(XεT )− ∂xg(XpiT )]DtiXpiT + ∂xg(XεT )[DtiXεT −DtiXpiT ])
+ ∂xg(X
pi
T )DtiX
pi
T
[
Eti,T − E
pi
ti,T
]/
Fti
]∣∣∣ .
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From Lemma 4.1, inequality (4.6) and Assumption (A2)
E sup
0≤i≤n
|δZpiti |
p ≤
[
E
(
sup
0≤i≤n
DtiX
pi
T
) p
p−1
]p−1 [
E
(
∂xg(X
ε
T )− ∂xg(X
pi
T )
)p]
+
[
E
(
∂xg(X
ε
T )
) p
p−1
]p−1 [
E
(
sup
0≤i≤n
|DtiX
ε
T −DtiX
pi
T |
p
)]
+E
[
sup
0≤i≤n
E
[
∂xg(X
pi
T )DtiX
pi
T (Eti,T − E
pi
ti,T )
/
Fti
]p]
≤ Cp
(
pip/2 + E sup
0≤i≤n
|Ii|
p
)
.
Using the fact that |ex − ey| ≤ (ex + ey)|x− y|, leads to
Ii ≤ CE
{(
DtiX
pi
TEti,T + E
pi
ti+1,tn
)
×
∣∣∣∣
∫ T
ti
[
f2(r)−
1
2
∫
Eε
[f3(r)]
2ρ2(e)m(de)
]
dr +
∫ T
ti
∫
Eε
f3(r)ρ(e)M¯ (de, dr)
−
n−1∑
k=i+1
∫ tk+1
tk
∫
Eε
f3(r)ρ(e)M¯ (de, dr)
−
n−1∑
k=i+1
∫ tk+1
tk
[
f2(r) +
1
2
∫
Eε
[f3(r)]
2ρ2(e)m(de)
]
dr
∣∣∣∣∣
/
Fti
}
It follows that
Ii ≤ CE
{
DtiX
pi
T
(
Eti,T + E
pi
ti+1,tn
)
×
∣∣∣∣
∫ ti+1
ti
[
f2(r)−
1
2
∫
Eε
[f3(r)]
2ρ2(e)m(de)
]
dr +
∫ ti+1
ti
∫
Eε
f3(r)ρ(e)M¯ (de, dr)
∣∣∣∣ /Fti}.
From Assumption (A.3), we have
|DtiX
pi
TEti,T | ≤ |DtiX
pi
T |
rexp
{∫ T
ti
f2(u)du−
1
2
∫ T
ti
∫
Eǫ
f3(u)ρ
2(e)m(de) du
+
∫ T
ti
∫
Eǫ
f3(u)ρ(e)M¯ (de, du)
}
≤ C
(
sup
0≤θ≤T
|DθX
pi
T |
)(
sup
0≤t≤T
exp
{∫ T
t
∫
Eǫ
f3(t)ρ(e)M¯ (de, du)
})
.
Similarly, we have:
|DtiX
pi
T |E
pi
ti,tn ≤ C
(
sup
0≤θ≤T
|DθX
pi
T |
)(
sup
0≤t≤T
exp
{∫ T
t
∫
Eǫ
f3(t)ρ(e)M¯ (de, du)
})
.
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From other side, for any r ≥ 0, we have by Ho¨lder inequality and Proposition 5.1:
E
(
sup
0≤t≤T
exp
(∫ T
t
∫
Eε
f3(r)ρ(e)M¯ (de, dr)
))r
≤ E
(
exp
{
2r
∫ T
0
∫
Eε
f3(r)ρ(e)M¯ (de, dr)
}) 1
2
× E
(
sup
0≤t≤T
exp
{
−2r
∫ t
0
∫
Eε
f3(r)ρ(e)M¯ (de, dr)
}) 12
≤ E
(
exp
{
r2
∫ T
0
∫
Eε
f3(r)ρ2(e)m(de)dr
})
× E
(
sup
0≤t≤T
exp
{
−2r
∫ t
0
∫
Eε
f3(r)ρ(e)M¯ (de, dr)
}) 12
<∞.
Thus, for p′ ∈ (p, q2)
E sup
0≤i≤n−1
Ipi ≤ CE
((
sup
0≤θ≤T
|DtiX
pi
T |
)p(
sup
0≤t≤T
exp
{∫ T
t
∫
Eǫ
f3(t)ρ(e)M¯ (de, du)
})p
×
[
sup
0≤i≤n−1
∫ ti+1
ti
|f2(r)|dr +
1
2
sup
0≤i≤n−1
∫ ti+1
ti
∫
Eε
[f3(r)]
2ρ2(e)m(de)dr
+ sup
0≤i≤n−1
∣∣∣∣
∫ ti+1
ti
∫
Eε
f3(r)ρ(e)M¯ (de, dr)
∣∣∣∣
]p
.
≤ C

E
(
sup
0≤θ≤T
|DtiX
pi
T |
) 2pp′
p′−p


p′
2(p′−p)
×

E
(
sup
0≤t≤T
exp
{∫ T
t
∫
Eǫ
f3(t)ρ(e)M¯ (de, du)
}) 2pp′
p′−p


p′
2(p′−p)
×
[
E sup
0≤i≤n−1
(∫ ti+1
ti
|f2(r)|dr
)p′
+ E sup
0≤i≤n−1
(∫ ti+1
ti
∫
Eε
[f3(r)]
2ρ2(e)m(de)dr
)p′
+ E sup
0≤i≤n−1
∣∣∣∣
∫ ti+1
ti
∫
Eε
f3(r)ρ(e)M¯ (de, dr)
∣∣∣∣
p′
] p
p′
≤ C
[
I1 + I2 + I3
] p
p′
.
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We first estimate I3.
By Holder inequality for r > 1, Jensen inequality and Burkholder-Davis-Gundy inequality:
I
p
p′
3 =
[
E sup
0≤i≤n−1
∣∣∣∣
∫ ti+1
ti
∫
Eε
f3(r)ρ(e)M¯ (de, dr)
∣∣∣∣
rp′
] p
rp′
≤ E

 ∑
0≤i≤n−1
∣∣∣∣
∫ ti+1
ti
∫
Eε
f3(r)ρ(e)M¯ (de, dr)
∣∣∣∣
rp′


p
rp′
≤ C

 ∑
0≤i≤n−1
E
∣∣∣∣
∫ ti+1
ti
∫
Eε
[f3(r)]
2ρ2(e)m(de)dr
∣∣∣∣
rp′
2


p
rp′
≤ C|pi|
p
2
− p
rp′ .
For pi small enough, we take r =
2log 1
|π|
p′ , then
I
p
p′
3 ≤ C|pi|
p
2
− p
2log 1
|π| .
And
E [I1 + I2]
p
p′ ≤ C|pi|p.
Consequently,
E sup
0≤i≤n
|δZpiti |
p ≤ C|pi|
p
2
− p
2log 1
|π| . (5.30)
Step 2. We show that
E sup
0≤i≤n
|δΓpiti |
p ≤ C|pi|p−1,
where δΓpiti = Γti − Γ
pi
ti . In fact,
E sup
0≤i≤n
|δΓpiti |
p = E sup
0≤i≤n
∣∣∣∣
∫
Eε
ρ(e)δUpiti,eν(de)
∣∣∣∣
p
≤ CE sup
0≤i≤n
∫
Eε
ρp(e)
∣∣δUpiti,e∣∣p ν(de)
≤ CE sup
0≤i≤n
∣∣δUpiti,e∣∣p
However, following exactly the same arguments as Step 1, we can prove that:
E sup
0≤i≤n
∣∣δUpiti,e∣∣p ≤ C|pi|
p
2
− p
2log 1
|π| ,
and that
E sup
0≤i≤n
|δΓti |
p ≤ C|pi|
p
2
− p
2log 1
|π| . (5.31)
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Step 3.: We show that
E sup
0≤i≤n
|δY piti |
p ≤ C|pi|p−1.
We have
Y piti = E
(
g(XpiT ) +
n−1∑
k=i+1
f(Θpitk+1)∆tk/Fti
)
,
Y εti = E
(
g(XεT ) +
n−1∑
k=i+1
f(Θtk+1)∆tk/Fti
)
.
Hence by adapted again the argument of [19] to our setting, we have for i = n−1, n−2, ..., 0.
|δY piti | ≤ E
(
n−1∑
k=i+1
|f(Θpitk+1)− f(Θ
ε
tk+1
)|∆tk + |R
pi
ti |+ |δg
pi(XεT )|
/
Fti
)
where |δgpi(Xεt )| = |g(X
ε
T )− g(X
pi
T )| and
|Rpiti | =
∣∣∣∣∣
∫ T
t
f(Θεr)dr −
n−1∑
k=i+1
|f(Θpitk+1)∆tk
∣∣∣∣∣ .
For j = n− 1, n − 2, ..., i
|δY pitj | ≤ E
(
n−1∑
k=i+1
|f(Θpitk+1)− f(Θtk+1)|∆tk + sup
0≤t≤T
|Rpiti |+ |δg
pi(XεT )|
/
Ftj
)
Since we know from [19] that E sup0≤t≤T |R
pi
ti |
p ≤ C|pi|
p
2 , combining this with standard
estimate of δXpi and Lipschitz property of the generator f we have:
E sup
0≤j≤n
|δY pitj |
p
≤ CE
[(
n−1∑
k=i+1
|f(Θpitk+1)− f(Θtk+1)|∆tk
)p
+ sup
0≤t≤T
|Rpiti |
p + |δgpi(XT )|
p
]
≤ CE
[(
n∑
k=i+1
|δXpitk |∆tk
)p
+
(
n∑
k=i+1
|δY pitk |∆tk
)p
+
(
n∑
k=i+1
|δΓpitk |∆tk
)p
+ sup
0≤t≤T
|Rpiti |
p + |δgpi(XT )|
p
]
≤ C
{
(T − ti)
p
E sup
i+1≤k≤T
|δY pitk |
p +
(
|pi|
p
2
− p
2log 1
|π| + |pi|
p
2
)}
Using similar recursive methods of Theorem 4.2 in [19] we get estimate:
E sup
0≤j≤n
|δY pitj |
p ≤ Cp|pi|
p
2
− p
2log 1
|π| . (5.32)
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Finally, combining (5.30)-(5.31) and (5.32) we close this proof. ✷
Proof. of Theorem 4.3.
For any i = n− 1, n − 2, ..., 0. Observing that
max
0≤i≤n
sup
t∈[ti,ti+1]
E
[
|Y εt − Y
pi
ti |
2
]
≤ C max
0≤i≤n
sup
t∈[ti,ti+1]
E
[
|Y εt − Yt|
2 + |Yt − Yti |
2 + |Yti − Y
pi
ti |
2
]
.
Combining (2.10), (4.14) with Corollary 2.7 applied to our setting, we have:
max
0≤i≤n
sup
t∈[ti,ti+1]
E
[
|Y εt − Y
pi
ti |
2
]
≤ C
(
σ(ε)2 + |pi|
1− 1
log 1
|π|
)
. (5.33)
Combining (2.10) and (5.30) we obtain
E
∣∣∣∣∣
∫ T
0
VrdRr −
n−1∑
i=0
Zpiti∆Wti
∣∣∣∣∣
2
≤ C
(
E
∣∣∣∣
∫ T
0
VrdRr −
∫ T
0
ZεrdWr
∣∣∣∣
2
+ E
∣∣∣∣∣
n−1∑
i=0
∫ ti+1
ti
[
Zεr − Z
pi
ti
]
dWr
∣∣∣∣∣
2


≤ C
(
σ(ε)2 + |pi|
1− 1
log 1
|π|
)
. (5.34)
Arguing as above, we obtain
n−1∑
i=0
∫ ti+1
ti
E|Γt − Γ
pi
ti |
2dt ≤
n−1∑
i=0
∫ ti+1
ti
E
[
|Γt − Γ
ε
t |
2 + |Γεt − Γ
ε
ti |
2 + |Γεti − Γ
pi
ti |
2
]
dt.
From (2.10), (5.20) and (5.31) we have:
n−1∑
i=0
∫ ti+1
ti
E|Γt − Γ
pi
ti |
2dt ≤
∫ T
0
E
[
|Γr − Γ
ε
r|
2
]
dr + C|pi|
1− 1
log 1
|π|
≤ C
(∫ T
0
∫
Eε
E|Vr − U
ε
r (e)|
2m(de)dr +
∫ T
0
∫
Eε
E|Vr|
2m(de)dr
+ |pi|
1− 1
log 1
|π|
)
≤ C
(
σ(ε)2 + |pi|
1− 1
log 1
|π|
)
. (5.35)
Combining (5.33), (5.34) and (5.35) we get the required results. ✷
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6 Appendix: A priori estimates
Proof. of Lemma 4.1
By Jensen inequality
sup
θ≤s≤t
‖DθX
pi
t ‖
2p ≤ 32p−1 sup
θ≤s≤t
‖
∫ s
θ
∂xb(X
pi
φnr
)DθX
pi
φnr
dr‖2p
+ 32p−1 sup
θ≤s≤t
‖σ(ε)
∫ s
θ
∂xβ(X
pi
φnr
)DθX
pi
φnr
dWr‖
2p
+ 32p−1 sup
θ≤s≤t
‖
∫ s
θ
∫
Eε
∂xβ(X
pi
φnr
)DθX
pi
φnr
M¯(de, dr)‖2p
+ 32p−1|σ(ε)β(Xpiθ )|
2p,
Taking expectation in both hand side and using Ho¨lder inequality, we obtain:
E
[
sup
θ≤s≤t
‖DθX
pi
t ‖
2p
]
≤ Cp
(
E
[∫ t
θ
‖DθX
pi
φnr
‖2pdr
]
+ E
[∫ t
θ
‖DθX
pi
φnr
‖2dr
]p
+ E
[∫ T
0
‖DθX
pi
φnr
‖2pdr
]
+ E
[
|σ(ε)β(Xpiθ )|
2p
])
≤ C
(
E
[∫ t
θ
‖DθX
pi
φnr
‖2pdr
]
+B
)
≤ C
(
E
[∫ t
θ
sup
0≤u≤r
‖DθX
pi
φnu
‖2pdr
]
+B
)
,
where B := E
[
sup0≤s≤T ‖β(X
pi
s )‖
2p
]
. Since the constant C doesn’t depends on θ and n,
we conclude by Gronwall lemma that E
[
supθ≤t≤T ‖DθX
pi
t ‖
2p
]
is bounded and therefore
sup0≤θ≤T supn≥1 E
[
supθ≤t≤T ‖DθX
pi
t ‖
2p
]
is finite .
By the same arguments, we prove that
sup
0≤θ≤T
sup
n≥1
E
[
sup
θ≤t≤T
‖Dθ,eX
pi
t ‖
2p
]
<∞.
✷
Lemma 6.1 Let ξ ∈ Lq(Ω), f : Ω×[0, T ]×R×L2(E, E , ν;R)→ R be P×B×B(L2(E, E , ν;R))
measurable, satisfies E
∫ T
0 |f(t, 0, 0)|
2dt <∞ and uniformly Lipschitz w.r.t (y, z), such that,
for some constant K > 0 we have:
|f(t, y1, u1)− f(t, y2, u2)| ≤ K(|y1 − y2|+ ‖u1 − u2‖),
for all y1, y2,∈ R and u1, u2 ∈ L
2(E, E , ν;R).
Then, there exist a unique triple (Y,Z,U) ∈ B2 solution to BSDEs (1.3). Moreover, For
q ≥ 2, we have the following a priori estimate:
E
[
sup
0≤t≤T
|Yt|
q
]
+ E
(∫ T
0
|Zt|
2
) q
2
+ E
(∫ T
0
∫
E
|Ut(e)|
qν(de)dt
)
≤ C
(
E|ξ|q + E
(∫ T
0
|f(t, 0, 0)|2dt
) q
2
)
. (6.1)
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Proof. Existence and uniqueness of solution of BSDEs with jump are proved in [4] and
the estimate (6.1) is a direct consequence of proposition 2.2 in the same reference, with
(f ′, Q′) = (0, 0). ✷
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