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Abstract
In this thesis various aspects of porphyrin adsorption on metal surfaces were studied
using Density Functional Theory (DFT) calculations. The studies were motivated by
recent experiments and include self-assembly of adsorbed porphyrins, CO bonding to
the metal centres of the porphyrins and the associated anharmonicity of the internal
stretch mode and on-surface porphine dimerisation. This reaction is a precursor for
the oligomerisation of Porphines into various nano structures such as nano wires and
tapes with a potential interest for the development of nanotechnologies and molecular
devices.
Chapter 1 gives a brief introduction to porphyrin and surface science. The exper-
imental methods such as reflection absorption infrared spectroscopy, Sum Frequency
Generation (SFG) and Scanning Tunnelling Microscopy (STM), which are central to the
thesis, are discussed shortly in Chapter 2. Chapter 3 gives a brief background of the
theory behind the DFT calculations with results presented in Chapters 4 - 6. Finally,
concluding remarks and a future outlook are presented in Chapter 7.
Chapter 4 presents results for the adsorption energies and structures of isolated
and adsorbed Tetra Phenyl Porphyrin (TPP) with three different metal centres, Ru, Co
and Zn, on a Cu(110) surface. These results include also a study of the bonding of
CO to these isolated and adsorbed complexes. Their electronic structures are analysed
using calculated projected and partial density of states. The calculated STM images
compared favourably with the observed images. The adsorption on the Cu(110) sur-
face is found to have a significant effect on their geometric structures but also on the
CO bonding.
The analysis of the CO bonding to the porphyrins continues in Chapter 5 with a
study of the anharmonicity of the internal stretch mode based of DFT calculations of
potential energy curves for the internal stretch of CO in various bonding situations.
This study was motivated by the relatively large value of this anharmonicity observed
by SFG for CO bonded to Ru-TPP adsorbed on a Cu(110) surface. Furthermore, some
attention was paid concerning the possibility to use the anharmonicity to estimate
important quantities such as the dissociation energy.
Chapter 6 presents the results of reaction thermodynamics calculations of dimer
formation of physisorbed porphine monomers on the Au(111) surface through C-C
coupling. This study is motivated by recent observations by STM of this reaction
under ultra high vacuum conditions carried out at University of Liverpool and Uni-
versity of Graz. In particular, a puzzling observation is the different occurrences of
various bonding motifs at different surface temperatures. These calculations include
also free energy contributions from translational and rotational motions of the reac-
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tants and products. The large entropy of the hydrogen gas under ultra high vacuum
conditions is found to be a strong thermodynamic driving force for the dimerisation
reaction. The calculated STM images helped the assignment of the observed STM im-
ages to different bonding motifs. The reaction free energy calculations were able to
rationalise the different occurrences of the most observed dimer bonding motifs.
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Chapter 1
Introduction
This chapter presents a brief introduction to the central topics of the thesis such as
the field of surface science, porphyrin molecules and density functional theory (DFT)
calculations.
1.1 Surface Science: A Brief Introduction
It is difficult to give a precise date of the birth of surface science, but the discov-
ery of the platinum-surface-catalysed reaction of water from hydrogen and oxygen
molecules by Dobereiner [1] already in 1823 was one of the first landmarks of Surface
Science. However, the first technologically important surface reactions appeared in
the period of 1860-1912, with processes such as the Deacon, Mond, Ostwald processes
[1].
For a deeper understanding of surface reactions and processes, the scientist waited
until 1964, when the ultra-high vacuum (UHV) technology became available to carry
out experiments under well-defined conditions. Under these conditions, it was pos-
sible to characterise surfaces and investigate surfaces phenomena using experiments
based on electron, photon, atom and ion beam scattering. A most important devel-
opment was the invention of the scanning tunnelling microscopy (STM) by Binnig
and Rohrer [2]. The STM made possible to investigate single adsorbed atoms and
molecules [3] instead of ensembles and also paved the way for the emergence of nano
science and technology. An example of successful application of STM was the first
determination of the geometrical structure of the Si(7x7) surface in 1983 [4], whereas
earlier experimental techniques failed with this structure determination.
Some other important surface experimental techniques include ultraviolet photo
electron spectroscopy and x-ray core-hole spectroscopy where the photoelectric effect
is used for an understanding of the energy bonding between two atoms or molecules,
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Auger electron spectroscopy (AES) [5], [6] and sum frequency generation (SFG) based
on pulsed laser beams in the visible and the infrared where the non-linear response of
the material generate another beam at a frequency equal to the sum of the frequencies
of the infrared beam and the visible beam [7]. So there is a multitude of experimental
techniques in Surface Science that can be used to characterise and investigate pro-
cesses and phenomena at surfaces. Some examples of phenomena are given below.
One important phenomenon is thermionic emission [8], [9]. where electrons are
emitted from a heated surface. Crystal growth [10], [11] is very important and pro-
ceeds through the diffusion of atoms or molecules on surfaces and their interactions.
Heterogeneous catalysis [12], [13], [14] is probably the most studied topic in surface sci-
ence due to its paramount importance for the society. The mechanisms behind the cat-
alytic activity of surfaces are investigated by many different experimental techniques.
The final are to be brought up here is semiconductor interfaces [15], [16], [17]. Many
semiconducting devices depend crucially upon phenomena that occur at a surface or
interface, such as junction between p-type and n-type semi-conductor, a junction be-
tween a metal oxide and a semiconductor and the Schottky barrier between a metal
in contact with a semiconductor. This short list of areas shows that Surface Science
is not just important for fundamental studies but also for the development of new
technologies.
1.2 Porphyrins: A Brief Introduction
Before discussing the importance of porphyrin molecules, we begin by a short dis-
cussion of the structures of the two examples of porphyrin molecules – porphine
and the tetraphenyl porphyrin – studied in the thesis. These structures are shown
in Figs. 1.1 and 1.2. The porphine is the simplest example of a porphyrin molecule
with the generic structure consisting of a macrocycle of four pyrrole groups, whereas
the TPP has four tetra phenyl groups attached to the macrocycle. The two inner H
atoms can also readily be replaced by a metal atom by bonding to the N atoms of the
pyrrole groups. The ability of the porphyrin molecules to have such metal centres
and to be functionalised by side groups makes this class of molecules [18], [19] to be
among the most interesting organic molecules in nature.
The importance of porphyrin molecules and their physical and chemical propri-
eties was first realised through the studies in the field of medicine [20], through the
study carried out by scientist such as Küster and Fischer, and the discovered of the
importance of porphyrin to transport important molecules such as CO2 and O2 in the
body [21], [22], [23].
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Figure 1.1: Structure of base porphine, the simplest porphyrin.
Figure 1.2: Structure of tetraphenyl porphyrin.
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Figure 1.3: Resonance effect between the two possible arrangements of alternating
single and double C-C bonds of benzene.
Another example is the important role played by porphyrin in photosynthesis [24]
. The discovery that porphyrin was present in chlorophyll took a long time. Chloro-
phyll was already identified and named by Pelletier and Caventou [20] in 1818. The
atomic structure of chlorophyll was not elucidated until 150 years later by Fischer,
Orth and Woodward [20] in 1960. They showed that chlorophyll are defined by the
presence of a porphyrin molecule consisting of four pyrrole rings linked to a magne-
sium atom at its centre.
After 150 years of research on porphyrins and their physical, chemical and biologi-
cal properties one is now also interested using this molecule in nano science and nano
technologies for the development of molecular devices.
1.2.1 Aromatic bonding
Aromatic molecules are planar and cyclic organic molecules which has a strong sta-
bility with respect to other molecular configurations. Porphine turns out to be an
aromatic molecule as will be shown below.
There are two conditions for a molecule to be aromatic. The first condition is that
molecule has to be cyclic and flat with the relevant C valence orbitals forming sp2
hybrids and pi orbitals. These hybridised orbitals form σ and pi bonds,respectively.
The second condition is the Huckel rule that the number of pi electron pairs has to
be odd. In a molecular orbital description of the pi bonding, this condition for the
electron count corresponds to a closed shell structure and thus an enhanced stability.
This closed shell structure and the delocalisation of the pi electrons results also in all
C-C bond lengths being equal. The most well-known aromatic molecule is the ben-
zene molecule which has a six membered ring of C atoms with six pi electrons and
equal C-C bond lengths of 1.40 Å. In a valence bond picture, the aromaticity of the
benzene molecule is viewed as a resonance between the two possible arrangements of
15
Figure 1.4: Blyholder model of CO metal bonding and orbital mixing.
alternating single and double C-C bonds as illustrated in Fig. 1.3
As shown in Fig. 1.1, porphine is a planar molecule with 20 C atoms in a cycle.
There will also be electrons contributing to the pi manifold from the N atoms. Each
N atoms has two σ bonds with C atoms but each imine N atom has a lone pair and
contributes with one electron whereas each amine N atom has a single bond with an
H atom and contribute with two electrons. So in total there are 26 electrons in the pi
manifold of orbitals, which corresponds to an odd number of electron pairs. Thus, the
porphine molecule satisfies the two conditions for an aromatic molecule.
1.3 Blyholder model of CO-metal bonding
Chapters 4 and 5 present computational studies of the bonding of CO on metallated
tetraphenyl-porphyrin (MTPP) molecules for various metal centres and includes also
a study of their adsorption energy, and the internal CO stretch frequency. A classic
and successful model for describing CO bonding in various metal carbonyls and for
adsorption on metal surfaces is the Blyholder model [25, 26].
The CO molecule is bonded by a single σ bond and a double pi bond. The σ bond
arises from the occupation of the 5σ orbital which is formed by a bonding combination
of the spz hybrid orbital of the C atom and the pz orbital of the O atom. The pi bonds
arise from the occupied, two-fold degenerate, 1pi orbitals which are formed by the
bonding combinations of the px and py orbitals of the C and O atoms. Due to the higher
electronegativity of the O atom than the C atom, the highest occupied orbital is the 5σ
orbital with dominant weight on the C atom. The lowest unoccupied orbitals are the
two-fold, degenerate 2pi? orbitals which are formed by the anti-bonding combination
of px and py orbitals of the C and O atoms.
A dative bond between a CO molecule and a metal can now be formed by the
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mixing of 5σ orbital with unoccupied metal orbitals resulting in an electron donation
into these metal states. This donation is compensated by an electron back-donation
to the 2pi? orbitals obtained by a mixing of these orbitals with occupied metal states.
This picture is illustrated in 1.4. The back donation into CO 2pi∗ anti-bonding orbital
weakens the CO bond resulting in an elongation of the bond. In the case of the bond-
ing with a transition metal atom as in the case of MTPP, the 5σ orbital mixes with dz
orbitals, whereas 2pi? mixes with dxz/yz orbitals.
1.4 Crystal field theory and d orbitals splitting
Crystal field theory is used for the elucidation of bonding in transition metal (TM) ion
complexes. This theory only takes into account the electrostatic interaction between
the ligands and the TM ion. The ligands are represented by point charges and the
corresponding electrostatic (crystal) field interacts with the orbital charge densities
of the five d orbitals. This crystal field will then result in a energy splitting of the
degenerate d orbitals of the TM ion. The nature of this splitting and the resulting
energy ordering depends on the different spatial orientations of the d orbitals and the
symmetry of the coordination of the ligands as illustrated below.
1.4.1 An octahedral complex
In the octhaedral coordination of the TM ion with six ligands 1.5, the crystal field
splits the five-fold degenerate d level into a two-fold degenerate level and a three-fold
degenerate level with symmetry characters eg and t2g, respectively. The electrostatic
interaction increases the average value of the energies of the d orbitals with respect
to their energy of the isolated transition metal ion. The lobes of the dz2 and dx2−y2
orbitals of the eg level has a stronger electrostatic interaction with the point charges
than the lobes of the dxy, dxz and dyz orbitals of the t2g level so that the eg level is
higher in energy than the t2g level.
1.4.2 A tetrahedral complex
In the tetrahedral coordination of the TM ion with four ligands, the crystal field splits
the five-fold degenerate d level in the same manner as for the octahedral coordination
into a two-fold degenerate eg level and a three-fold degenerate t2g level as shown in
Fig. 1.5. However, the energy ordering of these two levels are reversed for a tetrahe-
dral complex as compared to an octahedral complex due to the lobes of the t2g orbitals
in this case are closer to the point charges of the ligands than the lobes of the eg or-
bitals.
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Figure 1.5: Energy levels of an octahedral and a tetrahedral transition metal ion com-
plex.
1.4.3 A square planar complex
The square planar coordination of the TM ion is the most relevant here in the case
of MTTP. The crystal field splits the five-fold degenerate d energy level into a single
two-fold degenerate energy level of the dxz and dyz orbitals and three non-degenerate
energy levels of the remaining d orbitals. The dxz and dyz orbitals has the weakest
interaction with the ligands due to their nodal plane is in the molecular plane and
has the lowest energy level, whereas the remaining d orbitals have no nodes at the
molecular plan and will have higher energies in the order shown in Fig.1.6.
1.5 DFT calculations
Density Functional Theory (DFT) is used in this thesis to investigate the geometric and
electronic structure of adsorbed porphyrin molecules. The advantage of DFT is that
the electron density is the basic variable instead of the many-electron wave function.
This makes it possible to develop efficient and approximate computational methods
for solving the many-electron problem for large systems with useful accuracy.
Despite the first idea about using the electron density as basic variable in deter-
mining the electronic structure appeared already in the 1930s with the Thomas-Fermi
model [27], we had to wait until the 1960s before this idea was set on a firm footing
and was viable by the development of density functional theory (DFT) by Kohn and
Hohenberg [28]. Together with Sham, Kohn also developed the local density approx-
imation which was widely used in solid state physics. However, it took another 30
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Figure 1.6: Energy levels of a planar square transition metal ion complex.
years before DFT attracted interest from the chemistry community through the devel-
opment of the generalized gradient approximation. Two of the examples where DFT
calculations have given important results are the following:
Ammonia synthesis by Heterogeneous Catalysis is a very important process for nitro-
gen fixation. In spite of this reaction is very simple as given by
N2 + 3H2 → 2NH3 , (1.1)
high temperature (400 ◦C) and high pressure (100 atm) are necessary to run the reac-
tion in presence of metals such as iron (Fe) and ruthenium (Ru) that act as catalysts.
Despite this reaction being discovered almost 100 years ago by Haber, the reaction
mechanisms are just beginning to be unraveled.
An example of how DFT calculations can contribute to a solution of this problem
was given by Honkala and coworkers [29]. They showed that the net chemical reac-
tion, Eq. (1.1) proceeds via at least 12 distinct steps on a Ruthenium catalyst and that
the rates of these steps depend strongly on the local coordination of the metal atoms
to the reactants. The challenge was to predict the relative stability of many different
local coordination of surface atoms on a Ru nanoparticle in a way that allowed them
to predict the detailed shape of the nanoparticles as a function of particle size. This
prediction gave an idea about the relation between the diameter of the nano particle
considered and the number of highly desirable reactive sites for breaking the N2 bond
on the nanoparticle. From the results of these studies, they were able to develop a ki-
netic model that describes how the individual reaction rates for many different kinds
of metal atoms on the nanoparticle’s surfaces couple together to define the overall re-
action rate under realistic reaction conditions. Applying this kinetic model at the ex-
periments running under the industrial conditions, Honkala and co-worker obtained a
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stunning agreement with the experimental results, avoiding using any values derived
from experimental data.
Embrittlement of Metals by Trace Impurities is an example where tiny amounts of an
element can change the physical and chemical properties of the host. If an important
metal such as copper is mixed with a tiny quantity of another element it loses some
of its important properties such as its ductility. This phenomena is really surprising,
in view of that these effects are observed if the used trace element is not soluble in
copper such as bismuth. The DFT calculations of bulk mixing of copper and bismuth
by Schweinfest, Paxton and Finnis [30] showed that the formation energy of a grain
boundary decreased in the presence of bismuth. Furthermore, the associated embrit-
tlement was not a grain boundary electronic effect but was causes by the atomic size
of the bismuth atom.
1.6 Research objectives
The main objectives and topics of this thesis are listed below.
1.6.1 Self assembly of porphyrins on metal surfaces
The self-assembly of porphyrin molecules on metal surfaces [31], [32], [33], [34], is
an emerging area of research. This assembly is an interesting process since it can
help us to change the porphyrin geometry and its function by the interaction of the
molecules with the surface and the surrounding molecules. In Chapter 4, we study
using DFT calculations the geometric structure and electronic structure of isolated TPP
molecules with the three different metal centres Ru, Co and Zn and adsorbed on a
copper surface. One aim of this study is to investigate how the rotation and tilting of
the phenyl groups of these TPP molecules change upon adsorption and self-assembly
on this metal surface. The ability to control the orientation of the phenyl rings could be
of potential interest in the development of nanotechnology such as memory storage,
nano transistors and molecular machines. [35], [36], [37], [38].
1.6.2 Interaction of inorganic molecules with porphyrins
The interaction of inorganic molecules with porphyrins is a key process in some life
processes in nature such as oxygen transport in humans. This process is enabled by
the coordination of an O2 molecule to the metal centre of a porphyrin molecule. Fur-
thermore, the stronger bond formed by the CO molecule to this metal centre is the
underlying cause for CO poisoning. In Chapters 4 and 5, we study using DFT cal-
culations the interaction of CO with an isolated and adsorbed TPP molecule for the
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three different metal centres Ru, Co and Zn [39], [21], [40]. This study includes the cal-
culation of geometric structures, CO adsorption energies, electronic structure and the
potential energy curve for the internal CO stretch. This study is motivated by recent
vibrational spectroscopy of the CO molecule adsorbed on these porphyrin molecules
and the aim is to find out whether the observed anomalous value for the anharmonic-
ity of the internal CO stretch is due to an unusual bonding.
1.6.3 On surface porphyrin oligomerisation
The formation of nano structures of adsorbed porphyrin molecules such as nano tapes
and wires by oligomerisation is another area that has attracted a lot of interest [18, 32].
This kind of nano structures has the capacity to control the conductance [41], and
to create junctions for semiconductors and memory storage on the nanoscale which
could be useful for the development of the next generation of computers [42]. One
widely used metod to form oligomers from adsorbed porphyrin monomers is based
on on-surface Ullman coupling [43], [44]. The disadvantage of this coupling is the in-
volvement of halogen atoms which pollutes the surface. In Chapter 6, we study the
dimerisation of porphyrin molecules adsorbed on an inert gold surface by C-C cou-
pling with the only waste product being hydrogen which desorbs from the surface.
This dimerisation reaction is the intial step of the oligomerisation of the adsorbed
porphyrin molecules. This study is motivated by recent STM experiments of this reac-
tion and the aim is to rationalise the observed occurrences of different dimer bonding
motifs at different surface temperatures from the DFT calculations of the reaction ther-
modynamics.
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Chapter 2
Experimental methods
In this chapter, the main experimental surface techniques that are behind the projects
in this thesis are discussed. Particular emphasis is given to scanning tunnelling mi-
croscopy and vibrational spectroscopy. The first section discusses mainly the theory
behind imaging by the scanning tunnelling microscope and how the images can be cal-
culated using the Tersoff-Hamann approximation. STM images of adsorbed molecules
were calculated and compared with experiments in Chapters 4 and 6. The experimen-
tal results that are discussed in Chapters 4 and 5 were based primarily on vibrational
spectroscopy of fundamental vibrational modes and their overtones using sum fre-
quency generation but also using reflection absorption infrared spectroscopy. These
two spectroscopies are discussed in the following two sections. This discussion in-
cludes also a description of the harmonic approximation of vibrational modes.
2.1 Scanning tunnelling microscopy
Since the invention of Scanning tunnelling microscopy [45], [46],[2],[47] (STM), physi-
cists have a new tool to investigate and manipulate the atomic world. This invention
has permitted the researchers to image adsorbed atoms and molecules on surfaces
at the atomic scale. This capability is based on the quantum effect of tunnelling of
electrons between the tip and the sample. To understand how tunnelling in the STM
works, we will first consider an one-dimensional model of the STM junction as shown
in Fig. 2.1. The vacuum region between the tip and the sample gives rise to a potential
barrier between the electrons confined in the tip and the sample, respectively.
In this model, the wave function φ(z) of the electron with an energy E satisfies the
time-independent Schrödinger equation,
− h¯
2
2me
∂2φ(z)
∂z2
+ U(z)φ(z) = Eφn(z) (2.1)
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where U(z) is the potential of the electron at position z and me is the electron mass.
In the tip and and the sample regions, where E > U(z) = 0, the solutions are a
superposition of travelling waves, exp(±ikz) with the wave vector k,
k =
√
2meE
h¯
(2.2)
whereas in the vacuum region, where E < U(z) = U0, the solution will be a superpo-
sition of evanescent waves, exp(±κz), where
κ =
√
2me(U0 − E)
h¯
. (2.3)
The resulting form of the wave function for an incident wave from z < 0 is shown in
Fig. 2.1. In the case of deep tunnelling the solution in the vacuum region is dominated
by the exponentially decaying solution, exp(−κz), and the probability to cross the
barrier, that is the tunnelling probability, is then essentially given by,
P = exp(−2κd) (2.4)
where d is the barrier width. Thus there is a strong exponential dependence on the
square root of barrier height, U0 − E, through κ and the barrier width. For a typi-
cal barrier height of about 4.5 eV corresponding to the work function, the tunnelling
probability decreases with about a factor 10 for an increase of d of 1 Å. This strong ex-
ponential dependence on the barrier width is the underlying reason behind the atomic
resolution of the STM.
Finally, in order to get the tunnelling current from the tunnelling probability at a
bias V , one needs to integrate over current of incident electrons that are allowed to
cross the barrier by ending up in an unoccupied state times the tunnelling probability.
In the next section, we outline how this can be done in the full three-dimensional
case when introducing the Tersoff-Hamann approximation [48] used in this thesis for
calculating STM images.
2.1.1 The Tersoff-Hamann Approximation
Tersoff and Hamann TH [48] showed that under certain assumptions the differential
tunnelling conductance is simply proportional to the local density of states (LDOS) of
the sample wave functions at the tip apex as,
dI
dV
(V ) ∝ ρ(~rt, F + eV ) (2.5)
where dIdV (V ) is the differential tunnelling conductance at a sample bias V and the
LDOS is defined as,
ρ(~rt, F + eV ) =
∑
s
|φs(~rt)|2δ(− s) . (2.6)
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Figure 2.1: One-dimensional model of tunnelling in an STM junction. The solution of
the time-independent Schrödinger through the indicated potential barrier equation is
shown.
Here φs(~r) is a sample, one-electron wave function with energy s and ~rt is the position
of the tip apex. Note that his result does not give an absolute value for the differential
tunnelling conductance.
The TH approximations is based on two key assumptions: Bardeen’s expression
[49]for the tunnelling matrix element and an s-wave approximation of the tails of the
tip wave functions in the vacuum region. From the Fermi golden rule, the tunnelling
rate between a tip state t and a sample state s is given by,
wst =
2pi
h¯
|Mst|2δ(s − t) (2.7)
where s and s are the energies of s and t, respectively. Bardeen showed that the
tunnelling matrix element can be expressed as,
Mst =
h¯2
2m
∫
S
(φs(~r)∇φt(~r)− φt(~r)∇φs(~r)) · d~S , (2.8)
Here S is a dividing surface in the vacuum region between the tip and the sample
and φs(~r) is a sample wave function. Assuming that the tip wave function φt(~r) is an
s-wave function on S with a centre at the tip apex ~rt and using Green’s theorem for
the surface integral, one obtains that Bardeen’s tunnelling matrix element reduces to
a simple separable form,
Mst = Ctφs(~rt) (2.9)
where Ct is a constant determined by the tip wave function. The tunnelling current
is now obtained from summing up the tunnelling rates and taking into account the
Fermi statistics of the sample and tip as,
I =
4pie
h¯
∑
st
[f(t − eV )− f(s)]|Mst|2δ(s − t) (2.10)
=
4pie
h¯
∫ ∞
∞
d[f(− eV )− f()]
∑
st
|Mst|2δ(− t)δ(− s) (2.11)
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where the sum is over sample s and tip t states, f() is the Fermi-Dirac distribution for
the sample and V is the sample bias. The differential conductance at zero temperature
is now obtained by differentiating I with respect to V in Eq. (2.11) and one obtains,
dI
dV
(V ) =
4pie
h¯
|Mst|2δ(F + eV − t)δ(F + eV − s) (2.12)
Thanks to the separable form of the matrix element Mst in Eq. (2.9), one now obtains
the Tersoff-Hamann result in Eq. (2.6) from Eq. (2.9).
Finally, the calculation of the ρ(~rt, ) is challenging since it depends on the tail of
the sample wave functions in the vacuum region, which contribute negligible to the
total energy in the DFT calculations. This problem is alleviated by extrapolating these
wave functions far way into the vacuum region where the KS potential is constant
based on their analytical behaviour in this region. In the slab representation of the
sample in a super cell, the KS one-electron wave function can be labelled by a lateral
wave vector ~K in the surface Brillouin zone and is extrapolated from the matching
plane z = zm into the vacuum region as (atomic units),
φµ; ~K(~r) =
∑
~G
cµ; ~K+ ~G(zm) exp
(
−
√
2(Φ− µ; ~K) + ( ~K + ~G)2(z − zm) + i( ~K + ~G) · ~R
)
, z > zm
(2.13)
where Φ is the work function of the sample, ~R and ~G are the lateral position vectors
(~r = ~R+zzˆ) and reciprocal lattice vectors, respectively, c
µ;~k+ ~G
(zm) are the lateral plane
wave coefficients at z = zm and µ; ~K is referenced with respect to the sample Fermi
level F.
2.2 Infrared absorption spectroscopy
Infrared spectroscopy [50], [51],[52] is used to investigate the vibrational energies of
a molecular system and to identify the system from the finger print of vibrational en-
ergies. A molecular complex such as a gas-phase molecular compound is irradiated
by an infrared beam at different frequencies (a typical range is 1300-4000 cm−1). The
vibrational modes couple to the IR photons through the dynamic dipole moment and
adsorb photons when the IR frequency matches the frequency of a vibrational mode.
On metal surfaces, due to the metallic screening the IR beam does not penetrate into
the bulk and is almost totally reflected, and the technique, reflection absorption in-
frared spectroscopy (RAIRS), becomes surface sensitive. Furthermore, the dynamic
dipole moment is perpendicular to the surface.
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2.2.1 Vibrations in the harmonic approximation
A starting point to describe the nature of the vibrations of a system is the harmonic
approximation. Here we begin by discussing the vibrations of an one-dimensional
system in the harmonic approximation and end by showing the results for a multi-
dimensional system corresponding to a collection of atoms.
In the harmonic approximation for the motion of a particle in one-dimensional
potential V (x), only terms up to second order are kept in the Taylor expansion of V (x)
around the equilibrium position x0:
Vharm(x) = V (x0) +
dV
dx
|x=x0(x− x0) +
d2V
dx2
|x=x0
(x− x0)2
2
(2.14)
Since the force is zero at x0, the second term in this expansion is zero. The force
from this harmonic potential is then linear in the displacement from the equilibrium
position,
F (x) = −dV
dx
= −k(x− x0). (2.15)
where
k =
1
2
d2V
dx2
|x=x0 (2.16)
is the force constant. The equation of motion for the displacement u = x − x0 is then
by Newton’s second law given by,
m
d2
dt2
u = −ku (2.17)
where the m is the mass of the particle. The solutions of this equation correspond to
an harmonic vibrational motion,
u(t) = A cos(2piνt+ φ) (2.18)
with a frequency ν given by,
ν =
1
2pi
√
k
m
(2.19)
or alternatively given by the trivial eigen-value problem,
d2V
dx2
|x=x0u = (2piν)2mu . (2.20)
Now we turn to the multi-dimensional problem of a system of M atoms. The
displacement of an atom I from its equilibrium position is here denoted by ~uI . In
the harmonic approximation, the PES, V , is only expanded to second order in ~uI and
one obtains that Eq. (2.21) generalises to a generalised eigen-value problem in 3M
dimensions for the different vibrational modes i and frequencies νi,
M∑
I′=1
3∑
α′=1
(
HIα;I′α′ − (2piνi)2MIα;I′α′
)
ui;I′α′ = 0 (2.21)
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where α is a Cartesian index. The force constant matrix HIα;I′α′ is now given by the
second partial derivatives of V with respect the positions of the atoms at the equilib-
rium configuration as
HIα;I′α′ =
∂2V
∂RIα∂RI′α′
(2.22)
and MIα;I′α′ is the mass matrix defined as,
MIα;I′α′ = MIδII′δαα′ , (2.23)
where MI is the mass of atom I .
Finally, in IR spectroscopy of vibrations at metal surfaces, the absolute intensity
Ii,abs of a vibrational mode i is determined by the change of the perpendicular dipole
moment µ with the amplitude of the mode and,
Ii,abs ∝ |
M∑
I′=1
3∑
α′=1
∂µ
∂uIα
ui;Iα|2 . (2.24)
In this thesis, we are not just considering the fundamental vibrational modes but also
the overtones. In IR spectroscopy, they will appear either be electrical or mechani-
cal anharmonicity but they are typically very weak. Electrical anharmonicity arises
from non-linear terms in the expansion of the dipole moment with respect to the am-
plitude of the vibrational modes. Mechanical anharmonicity corresponds to higher
order terms in the displacements than quadratic in the PES.
2.3 Sum frequency generation
Since the advent of pulsed lasers in the picosecond down to the femtosecond regime
with the concomitant high intensity of the pulses, it is possible to probe the non-linear
optical response of the material. In contrast, traditional IR spectroscopy probes the
linear response. The polarization, ~P , response of the material to an external electric
field can be expanded in powers of the electric field, [53], [54] ~E as,
P = 0
(
χ(1)E + χ(2)E2 + χ(3)E3 ...
)
(2.25)
where 0 is the vacuum permittivity, χ(i) is the ith order nonlinear susceptibility (ten-
sor), and the space-time coordinates and the Cartesian indices have been suppressed.
In Sum Frequency Generation (SFG), the sample is irradiated by two pulsed beams,
one in the visible range of frequency and one in the IR range [7], [55], [56]. The electric
field of the sum frequency beam is then proportional to the second-order term of the
polarisation,
P 2(ω + ω′) = χ2EVIS(ω)EIR(ω′) , (2.26)
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where EV IS and EIR are the electric fields of the visible and infrared beams, respec-
tively.
The surface sensitivity of SFG arises from the breaking of inversion symmetry at
the surface. This sensitivity can be understood from the following argument that the
second order susceptibility is zero for an inversion symmetric material. Since the elec-
tric fields and the polarisation are vectors, they change their sign under inversion,
whereas the second order susceptibility is invariant for an inversion-symmetric mate-
rial and from Eq. (2.26) one obtains under inversion,
−P (2)(ω + ω′) = χ(2)(−EV IS(ω))(−EIR(ω′)) (2.27)
However, Eqns. (2.26) and (2.27) can only be fulfilled if χ(2) = 0. Thus SFG is forbid-
den in a bulk material possessing inversion symmetry but is permitted at the surface
of this material where the inversion symmetry is broken.
The second order polarisation given by Eq. 2.25 radiates an electric field at the
sum of the frequencies of the IR and visible photons. The sources of the radiated sum
frequency field are the vibrational and, possibly, electronic transitions of the adsorbed
molecules and the surface itself, described by their respective susceptibilities:
χ(2) = χ(2)res + χ
(2)
NR (2.28)
The resonant part of the susceptibility, χ(2)res and the SFG beam intensity is greatly en-
hanced when the infrared field has a frequency corresponding to that of a molecular
vibrational mode. In contrast to RAIRS, the intensity of the vibrational modes is not
determined by the perpendicular dipole moment, which makes it possible to observe
vibrational modes that are not dipole active. Furthermore, the high intensity of the
pulsed, broad band beam makes it possible to populate vibrationally excited states
and to probe vibrational overtones.
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Figure 2.2: Schematic representation of femtosecond broadband SFG. The left panel
shows the beam geometry in a reflection experiment. The right panel shows the inter-
action of the vibrational modes with a broad-spectrum IR pulse. [57]
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Chapter 3
Theory and methodology
3.1 Introduction
In this chapter some of the key mathematical methods and theorems behind the devel-
opment of electronic structure calculations based on density functional theory (DFT)
are discussed. In the first part are discussed some early attempts of attacking the quan-
tum many body problem of interacting electrons and nuclei and their limits. Next DFT
is introduced to show how some of these limits can be circumvented. The fundamental
principles and theorems of DFT are outlined in Section 3.5. In the Section 3.6, some de-
tails of the PBE and optB86b-vdW functionals used in thesis are presented. Section 3.7
shows some methods that are used in this thesis to solve the Kohn-Sham equations of
DFT.
3.2 The quantum many-body problem
The quantum many-body problem [58], [59], [60], [61] for a system of N electrons in
the presence ofM nuclei amounts to the solution of the time-independent Schrödinger
Equation 3.1.
HˆΨ(x1, ..., xN , ~R1, ..., ~RM ) = EΨ(x1, ..., xN , ~R1, ..., ~RM ) (3.1)
where Ψ(x1, ..., xN , ~R1, ..., ~RM ) is the wave function of the many-body system, xi =
(~ri, si) is the spatial and spin coordinates, ~ri and si, respectively, of electron i and ~RI
is the spatial coordinates of nuclei I . This wave function has to be anti-symmetric in
the electron coordinates. The Hamiltionian, Hˆ , is determined by the kinetic energies
of the electrons and the nuclei and the Coulomb interaction energies among electrons
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and nuclei as,
Hˆ = − h¯
2
2me
N∑
i=1
∇2i −
N∑
i=1
M∑
I=1
ZIe
2
|~ri − ~RI |
+
1
2
N∑
i=1
N∑
j 6=i
e2
|~ri − ~rj |
(3.2)
− h¯
2
2MI
M∑
I
∇2I +
1
2
e2
M∑
I=1
M∑
J 6=I
ZIZJ
|~RI − ~RJ |
where me is the electron mass and MI and ZIe is the mass and charge of nuclei I ,
respectively.
A most important simplification of this problem is provided by the Born-Oppenheimer
approximation, which is based on the the fact that the motion of the nuclei is much
slower than the electronic motions, so that one can first solve for the ground-state
wave function ψ0 and energy E0 of the many-electron system for fixed nuclear posi-
tions,
HˆelΨ0(x1, ..., xN ; ~R1, ..., ~RM ) = E0(~R1, ..., ~RM )Ψ0(x1, ..., xN ; ~R1, ..., ~RM ) (3.3)
Here Hˆel is the many-electron Hamiltonian and lacks the kinetic energy term of the
nuclei,
Hˆel = − h¯
2
2me
N∑
i
∇2i −
N∑
i=1
N∑
I=1
ZIe
2
|~ri − ~RI |
+
1
2
N∑
i=1
N∑
j 6=i
e2
|~ri − ~rj | +
1
2
e2
M∑
I=1
M∑
J 6=I
ZIZJ
|~RI − ~RJ |
.
(3.4)
The ground-state energy E0(~R1, ..., ~RM ) now acts as a potential energy for the nuclear
motion.
However, Eq.(3.3) is only analytically solvable in the trivial case of an hydrogen
atom due to the large number variables otherwise. To give an idea about the number
of variables needed, we can consider the case of CO2 as an example. The number of
electrons of CO2 dioxide is 22, which means that the number of variables is 66. Thus
approximate and numerical methods are needed to solve Eq.(3.3).
3.3 The variational principle
A most important method to find the ground state wave function ψ0 and energy E0
of the many-electron Hamiltonian, Eq.(3.3), is provided by the variational principle
which turns this eigen-value problem into a minimization problem. This principle
is based on the fact that the expectation value of a normalized, trial wave function
ψtrial with respect to an Hamiltonian is always larger or equal to the corresponding
expectation value of the ground state wave function,
Etrial = 〈Ψtrial| Hˆ |Ψtrial〉 ≥ 〈Ψ0| Hˆ |Ψ0〉 = E0 (3.5)
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In particular, the expectation value is only equal to E0 when the trial wave function is
equal to the ground-state wave function. In constructing the trial wave function of a
many-electron system, it has to be anti-symmetric.
3.4 The Hartree-Fock approximation
Hartree-Fock approximation, [61] amounts to finding the non-interacting, many-electron
wavefunction Φ that minimises 〈Φ| Hˆel |Φ〉. The corresponding trial wavefunction for
an N electron system is then given by a Slater determinant,
Φ(x1, ..., xN ) =
1√
N !
∣∣∣∣∣∣∣∣∣∣∣
χ1(x1) χ2(x1) . . . χN (x1)
χ1(x2) χ2(x2) . . . χN (x2)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
χ1(xN ) χ2(xN ) . . . χN (xN )
∣∣∣∣∣∣∣∣∣∣∣
(3.6)
where the ortho-normal, one-electron wave function χi(x) in spin-restricted Hartree-
Fock is a product of a spatial orbital φi(~r) and a spin function, σi(s). Using, the vari-
ational principle, Eq. (3.5). we can now find the best Φ function by minimizing the
expectation value of the hamiltonian by varying φi.
The expectation value of Hˆel with respect to Φ is given by,
E(φ1, ..., φN ) = 〈Φ| Hˆ |Φ〉 =
N∑
i
〈i| Hˆ |i〉+ 1
2
N∑
i
N∑
j
〈ii| |jj〉 − 〈ij| |ji〉 (3.7)
where (in atomic units)
〈i| Hˆ |i〉 =
∫
φ∗i (~r)[−
1
2
∇2 −
M∑
I
ZI
|~r − ~RI |
]φi(~r)d~r (3.8)
gives the contribution from the kinetic energy and the electron-nucleus attraction for
spin-orbital i and
〈ii| |jj〉 =
∫ ∫
|φi(~r1)|2 1|~r1 − ~r2| |φj(~r2)|
2d~r1d~r2 (3.9)
and
〈ij| |ji〉 =
∫ ∫
φi(~r1)φ
∗
j (~r1)
1
|~r1 − ~r2|φj(~r2)φ
∗
i (~r2)d~r1d~r2 (3.10)
are the terms representing the Coulomb and exchange integrals respectively. The min-
imisation of E(φ1, ..., φN ) in Eq.(3.16) with respect to the spatial orbitals φi has to take
into account the constraint that the spin orbitals have to be orthonormal. This con-
straint can be imposed by using Lagrange multipliers i and φi are then determined
by the Hartree-Fock equations,
fˆφi(~r) = iφi(~r) (3.11)
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where
fˆ = −1
2
∇2i −
M∑
I=1
ZI
|~r − ~RI |
+ VˆHF . (3.12)
Here the first two terms correspond to the kinetic energy and the potential energy due
to the electron-nuclei Coulomb attraction. The third term in Eq.(3.12) is the Hartree-
Fock potential operator which has two terms,
VˆHFφi(~r) =
N∑
j=1
(jˆjφi(~r)− kˆjφi(~r)) . (3.13)
where jˆj and kˆj are the local Coulomb and non-local exchange potential operators as
obtained from Eqns. 3.9 and 3.10 as,
jˆjφi(~r) =
∫ |φj(~r′)|2
|~r − ~r′| d~r
′φi(~r) (3.14)
and
kˆjφi(~r) =
∫
φi(~r
′)φ∗j (~r)
|~r′ − ~r| d~r
′φj(~r) . (3.15)
The jˆj represents the potential that an electron in an orbital φi(~r) experiences due to
the charge distribution of another electron in an orbital φj(~r). In contrast, kˆjφi(~r) leads
to an exchange of the electron between the two orbitals if they have the same spin. The
occurence of the exchange is due to the antisymmetry of the Slater determinant. The
Hartree-Fock energy is now given in terms of the eigen-functions and -energies of fˆ
as,
EHF =
N∑
i
i +
1
2
N∑
i
N∑
j
〈ii| |ii〉 − 〈ij| |ji〉 . (3.16)
Note that the Slater determinant of the eigen-functions is an eigen-state of the Hartree-
Fock Hamiltonian given by,
HˆHF =
∑
i
fˆi , (3.17)
but the eigen-energy given by,
E
(0)
HF =
∑
i
i , (3.18)
differ from EHF.
3.5 Density functional theory
3.5.1 Thomas-Fermi theory
The first approximation for the solution of the many-electron problem was suggested
by Thomas and Fermi in the late twenties [27],[62] and is a precursor to density func-
tional theory. The idea was to describe the many-electron system using a function of
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only three space variables, namely the electron density. In the Thomas-Fermi approx-
imation, the kinetic energy is approximated by using the kinetic energy density for
an homogeneous electron gas and the electron-electron Coulomb interaction energy is
approximated by the Coulomb energy of the electron density. The total energy is then
a functional of the electron density and is given by
ETF [ρ(~r)] =
3
10
(3pi2)
2
3
∫
ρ
5
3 (~r)d~r − Z
∫
ρ(~r)d~r
r
+
1
2
∫ ∫
ρ(~r1)ρ(~r2)
~r12
d~r1d~r2 (3.19)
The ground-state density and energy is then obtained by miminimising ETF [ρ(~r)] un-
der the constraint that the total number of electrons is constant. However, this simple
approximation for the kinetic energy is not able to describe chemical bonding but, as
indicated in the next Sections, this problem was solved by Kohn and Sham within DFT
by their much more accurate approximation of the kinetic energy.
3.5.2 The Hohenberg-Kohn Theorems
An important development of solving the many-electron problem was carried out by,
Hohenberg and Kohn in 1964 [28] who showed that the ground state wavefunction
and energy is determined by the electron density. This development was based on the
following two theorems.
Theorem 1 (First Hohenberg-Kohn theorem) For any system of interacting particles in
an external potential Vext(~r), the potential Vext(~r) is determined uniquely, except for a con-
stant, by the ground state electron density ρ(~r).
Theorem 2 (Second Hohenberg-Kohn theorem) A universal functional for the energy
E[ρ(~r)] in terms of the electron density ρ(~r) can be defined, valid for any external potential
Vext(~r). For any particular Vext(~r), the exact ground state energy of the system is the global
minimum value of this functional, and the density ρ(~r) that minimizes the functional is the
exact ground state density ρ0(~r)
In order to prove the first theorem, we have to consider two external potentials
Vext(~r) and V ′ext(~r) which differ by more than a constant. The corresponding Hamil-
tonians, are given by Hˆ = Tˆ + Vˆee + Vˆext and Hˆ ′ = Tˆ + Vˆee + Vˆ ′ext, where Tˆ is the
kinetic energy operator and Vˆee is the electron-electron repulsion. We can now prove
this theorem by showing that the two ground states 〈Ψ0| and 〈Ψ′0| and energiesE0 and
E′0 of Hˆ and Hˆ ′, respectively, cannot have the same electron density. First, we obtain
from the variational principle, Eq. 3.5 that
E0 <
〈
ψ′
∣∣ Hˆ ∣∣ψ′〉 = 〈ψ′∣∣ Hˆ ′ ∣∣ψ′〉− 〈ψ′∣∣ Hˆ − Hˆ ′ ∣∣ψ′〉 , (3.20)
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which simplifies to,
E0 < E
′
0 +
〈
ψ′
∣∣ Vˆext − Vˆ ′ext ∣∣ψ′〉 (3.21)
Assuming that the two ground states have the same electron density ρ(~r) one obtains
E0 < E
′
0 +
∫
ρ(~r)(Vext(~r)− V ′ext(~r))d~r (3.22)
Now by interchanging the unprimed with the primed quantities, one obtains also that
E′0 < E0 −
∫
ρ(~r)(Vext − V ′ext)d~r (3.23)
By adding these two equations, one obtains the contradictory result that E0 + E′0 <
E′0 + E0. Thus, the ground-state electron densities have to be different, which proves
the theorem.
In order to prove the second theorem, we assume that for any ρ(~r) there exists a
Vext(~r) so that ρ(~r) is the ground state electron density of the corresponding Hamil-
tonian. According to the first theorem, this potential is determined up to constant
and the corresponding groundstate will be unique. Thus we can define an universal
functional as,
F [ρ] = 〈Ψ| Tˆ + Vˆee |Ψ〉 (3.24)
where 〈Ψ| is the ground state wavefunction that generates ρ(~r). Furthermore, we can
define the energy functional for any system as defined by an external potential V ′ext(~r)
as,
E′[ρ] = F [ρ] +
∫
ρ(~r)V ′ext(~r)d~r (3.25)
According to the variational principle,
E′[ρ] = 〈Ψ| Hˆ ′ |Ψ〉 ≥ 〈Ψ′∣∣ Hˆ ′ ∣∣Ψ′〉 = E′0 (3.26)
Thus, the minimum value of this energy functional is equal to the ground state energy
E′0 of Hˆ ′ and the density that minimises E′[ρ] is equal to the ground state electron
density.
3.5.3 The Kohn-Sham equations
The Hohenberg-Kohn theorems show that it is sufficent to consider the electron den-
sity as the basic variable and that the ground state energy of a many-electron system
can obtained by minimising an energy functional of the electron density. In order to
proceed one needs to find an approximation of the universal functional F [ρ] defined
in Eq. 3.30. In order to do that Kohn and Sham made the following decomposition of
this functional [63],
F [ρ] = T0[ρ] + U [ρ] + EXC[ρ] (3.27)
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Here T0[ρ] is the kinetic energy of a fictious non-interacting many-electron system with
electron density ρ(~r), J [ρ] is the Coulomb energy of the electron density,
J [ρ] =
∫ ∫
ρ(~r1)ρ(~r2)
|~r1 − ~r2| d~r1d~r2 (3.28)
and the rest term EXC[ρ] is called the exchange-correlation energy. The wave function
of the non-interacting electron system has the same form as for the trial wave function
in Hartree-Fock in Eq. 3.30. The electron density and the kinetic energy of this system
is then simply given by,
ρ(~r) =
N∑
i=1
|φi(~r)|2 (3.29)
and
T0 = −1
2
N∑
i=1
〈φi| ∇2 |φi〉 , (3.30)
respectively. As in Hartree-Fock, the energy functional is now minimized with respect
to variations of the orbitals φi(~r) under the constraint the orbitals are orthonormalised.
The orbitals then satisfies the Kohn-Sham equations,
fˆKSφi = iφi (3.31)
where
fˆKS = −1
2
∇2 + VKS(~r) . (3.32)
The Kohn-Sham potential VKS(~r) is now determined by the functional derivatives of
U [ρ], J [ρ] and EXC[ρ], and the electron-nuclei interaction (the external potential) as,
VKS(~r) =
∫
ρ(~r′)
|~r − ~r′|d~r
′ + VXC(~r)−
M∑
I=1
ZI
|~r − ~RI |
. (3.33)
where
VXC(~r; ρ) =
δEXC[ρ]
δρ(~r)
. (3.34)
In contrast to the Hartree-Fock potential in Eq. (3.30), the Kohn-Sham potential is a
local potential and depends only on the orbitals through the electron density, which
makes it more simpler to solve the Kohn-Sham equations than the Hartree-Fock equa-
tions,.
The different energy terms to the total energy,
E = T0[ρ] + U [ρ] + EXC[ρ]−
∫ M∑
I=1
ZIρ(~r)
|~r − ~RI |
d~r (3.35)
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can now obtained by finding the N lowest solutions (including spin degeneracy) and
energies of the Kohn-Sham equations. The kinetic energy is obtained from Kohn-Sham
energies and the electron density, Eq. 3.30, as,
T0 =
∑
i
i −
∫
VKS(~r, ρ)ρ(~r)d~r (3.36)
whereas the remaining terms are obtained directly from the electron density.
3.5.4 Hellmann-Feynman Forces
The optimisation of the geometric structure of a system by minimising the energy, is
most efficiently done by using the forces on the nuclei. The force ~FI on an ion I is
given by,
~FI = − ∂E
∂ ~RI
(3.37)
Hellmann and Feynman [59], showed that these forces can be obtained directly from
the electron density and it is not necessary to calculate the forces from the calculated
total energies. In DFT, this fact can be demonstrated directly in the following manner.
Using Eq. 3.35 for the energy functional, one obtains
~FI = −
∫
[
δF
δρ(~r)
+ Vext(~r)]
∂ρ
∂ ~RI
(~r)d~r −
∫
∂Vext
∂ ~RI
(~r)]ρ(~r)d~r . (3.38)
The first integral is now zero since the functional derative of the energy functional
is a constant over space for the ground state density and the number of electrons is
constant when varying ~RI . Thus, the forces are given by the second term as,
~FI = −
∫
∂Vext
∂ ~RI
(~r)ρ(~r)d~r. (3.39)
Note there will also be a contribution from the Coulomb repulsion between the nuclei.
3.6 Exchange and correlation in DFT approximations
In this section, the origin of the exchange-correlations functionals, PBE and optB86b-
vdw, used in this thesis is discussed.
3.6.1 The homogeneous electron gas
Many exchange-correlation functionals such as the semi-local functionals used in this
thesis are based on the homogeneous electron gas which is often refered to as jellium.
In this model, the ion-cores are smeared out to a positive homogenous background
and is characterized by single parameter the electron density ρ. For this system, the
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Kohn-Sham wavefunctions are simply plane waves. The exchange part of EXC, as
defined by the second term in Eq. (3.30), but now based on the KS wave functions, can
be evaluated analytically for plane waves as first done by Fermi [59]. The resulting
exchange energy per electron is given by (atomic units),
εX[ρ] = −3
4
(
3
pi
)
1
3 ρ
1
3 = −3
4
(
9
4pi2
)
1
rs
where rs is the average inter-electronic distance. The remaining part ofEXC, the corre-
lation energy EC cannot be evaluated analytically but has been calculated accurately
by Ceperley and Alder using a quantum Monte Carlo method [64], [65]. The resulting
correlation energy per electron is well represented by,
εC[ρ] =
{
A ln rs +B + Crs ln rs +Drs, r ≤ rs
γ
(1+β1
√
rs+β2rs)
, r > rs
(3.40)
Here rs = (34piρ)
1
3 , whereas the parameters calculate have the values of A=0.0311,
B=-0.048 C=0.002, D=-0.016 with γ = −0.1423, β1 = 1.0529 and β2 = 0.3334 for the
spin-unpolarized case [60].
3.6.2 Local density approximation
The local density approximation (LDA) was one of the first successful approximations
of the exchange-correlation energy and is based on the exchange-correlation energy for
the homogeneous electron gas. The idea behind this approximation is to consider an
inhomogeneous many-electron system as locally homogeneous, and therefore to use
the homogeneous energy functional only locally. The exchange-correlation energy is
then approximated by the volume integral of the electron density times the exchange-
correlation energy per electron for the homogeneous electron gas at this electron den-
sity as,
ELDAXC [ρ] =
∫
ρ(~r)εxc[ρ(~r)]d~r (3.41)
The success of the LDA can in part be understood from the expression of the
exchange-correlation energy in terms of the exchange-correlation hole density ρxc(~r, ~r′)
which essentially gives the deviation of the electron density from the average electron
density at a position ~r′ for an electron at ~r [60]. The presence of an electron at ~r will
reduce the probability of finding an another electron at ~r′ in the vicinity of ~r due to
exchange and correlation. Since one electron is singled out this hole density satifies
the important sum rule, ∫
ρxc(~r, ~r
′)d~r′ = −1 (3.42)
38
The exchange-correlation energy is then given by the Coulomb interaction of the elec-
tron density with the exchange-correlation hole density as,
EXC[ρ] =
1
2
∫ ∫
ρ(~r)ρxc(~r, ~r
′)
|~r − ~r′| d~r
′d~r′ . (3.43)
This expression shows that it is only the spherical average of the hole density that is
important and also that it is important that any approximation for the hole density
satisfies the hole sum rule in Eq. [60]. The LDA for exchange-correlation energy in
Eq.(3.41) amounts to approximating exchange hole density ρxc(~r, ~r′) with the one for
the homogeneous electron gas, ρhomxc (|~r − ~r′|, ρ(~r)), at the local electron density, which
satisfies the hole sum-rule and is spherically symmetric.
The LDA is a very succesful approximation for many systems of interest, in par-
ticular for systems where the electronic density is relative uniform such as metals or
semiconductors but even for some molecular complexes. Another problem is the ex-
ponential decay of the exchange-correlation potential rather than the −er decay.
3.6.3 Generalised gradient approximation GGA
The exchange energy in generalised gradient approximation (GGA) [66], [67] has the
form:
EGGAX [n] =
∫
d3rhomX (ρ(~r))FX(s(~r)) (3.44)
The factor FX is the exchange enhancement factor, which tells how much exchange is
enhanced over its LDA value due to the inhomogeus electron density as described by
the dimensionless function s(~r) defined as,
s(~r) =
|∇ρ(~r)|
2kFρ(~r)
(3.45)
This function takes into account of the inhomogeneous electron density through it
gradient. The functional form of FX(s(~r)) is restricted by some physical conditions but
is not unique and has led to many different parametrisations and different versions of
the GGA functionals such as Perdew-Burke-Ernzerhofer (PBE) [66] and Becke’s B88
functional [68]. The correlation part of the exchange-correlation energy is handled in
a similar manner.
3.6.4 The Van der Waals density functional
The Van der Waals interaction is due to electron-electron correlations and is important
to include for large systems such as porphyrin molecules adsorbed on metal surfaces.
In this thesis, we have used the optB86b-VdW version of the Van der Waals density
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functional introduced by Kl’´imes, et al.,[69]. This functional has the following form,
EoptB86b−vdwXC [ρ] = E
optB86b
X [ρ] + E
LDA
C [ρ] + E
nl
c [ρ] . (3.46)
The first term is the exchange part, which is described by the Becke86 exchange func-
tional [60] and is a generalised gradient functional. The second term accounts for
local correlations and is described by the LDA, whereas the third term accounts for
non-local correlations associated with the van der Waals interactions. The functional
form of this latter term is given by [60],
Enlc [ρ] =
1
2
∫
d3rd3r′ρ(~r)φ(~r, ~r′)ρ(~r′) (3.47)
where φ(~r, ~r′) is a non-local kernel.
3.7 Calculational methods
This section outlines how the Kohn-Sham (KS) equations, Eq. (3.30), can be solved.
3.7.1 The self-consistency problem
As shown in Section 3.6, the KS potential depends on the electron density which
in turn is determined by the KS orbitals that solves the KS equations. This self-
consistency problem can be solved by an iterative method as outlined below.
1. Define an initial electron density, for instance by a superposition of atomic den-
sities, and use that as a trial electron density
2. Solve the KS equations, where the KS potential is obtained from the trial electron
density, to find the KS orbitals and energies
3. Calculate the electron density from the Kohn-Sham orbitals from step 2
4. Compare the calculated electron density with the trial electron density. If the
difference between the energies with the calculated density and the trial density
is below a certain tolerance then the calculated electron density is choosen as the
ground-state electron density and can be used to compute the total energy. If
the two calculated energies differ with more than the tolerance, the trial electron
density is updated from the calculated electron density and the process restarts
from step 2.
40
3.7.2 Plane wave basis set
In this thesis the KS equations are solved for a given KS potential using a plane wave
basis set. As outlined here, this turns the KS equations into an eigen-value problem
for a matrix. The use of a plane wave basis set requires that the system can be be
represented by a super cell with periodic boundary conditions.
As shown in Section 3.6, the KS equations have the form,
[−1
2
∇2 + V (~r)]ψi(~r) = iψi(~r) (3.48)
Since we have periodic boundary conditions, the KS potential is periodic,
V (~r) = V (~r + ~R) . (3.49)
Here ~R is a lattice vector:
~R = n1 ~a1 + n2 ~a2 + n3 ~a3 (3.50)
where n1, n2 and n3 are integers, From Bloch’s theorem [70], the solutions of the KS
equations, Eq. 3.49, have the following form,
ψ~k(~r) = e
i~k·~ru~k(~r) (3.51)
where ~k is a wave vector and u~k(~r) is periodic
u~k(~r +
~R) = u~k(~r) (3.52)
Any periodic function such as u(~r) can be expanded in terms of plane waves as,
u(~r) =
∑
~G
c~k(
~G)ei
~G·~r (3.53)
where ~G are reciprocal lattice vectors defined as
~G =
∑
i
mi~bi (3.54)
where mi, are integers, i = 1,2 and 3, and bi are basis vectors of the reciprocal lattice
determined by the condition ~ai ·~bj = 2piδij . The full wave function is now given by,
ψ~k(~r) =
∑
G
ck(~G)e
i(~k+ ~G)·~r (3.55)
The periodic KS potential can also be expanded in plane waves as,
V (~r) =
∑
G
V (~G)ei(
~G·~r). (3.56)
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Inserting both Eqns. (3.55) and (3.56) in Eq. (3.48), the KS equations turn into the fol-
lowing eigen-value problem for each k-point in the first Brillouin zone,∑
m′
Hmm′(~k)c~k(
~Gm′) = (~k)c~k(
~Gm) (3.57)
where the Hamiltonian matrix is given by,
Hmm′(~k) =
|~k + ~Gm|2
2
δmm′ + V ( ~Gm − ~Gm′) (3.58)
This matrix equation is made finite by truncating the plane wave basis set by intro-
ducing a plane wave energy cut-off,
|~k + ~G|2
2
< Ecut . (3.59)
The diagonalisation of the Hamiltonian matrix gives a set of eigenvalues n(~k) that
are the KS energies of the n:th band with the eigenvectors ~c
n,~k
. From these eigen-
vectors, the KS orbitals are then determined. The accuraccy of the solutions can then
be systematically improved by increasing Ecut. Finally, one has to sample the k points
in the Brilluoin zone.
3.7.3 Pseudopotentials
Since the interactions between core electrons of different atoms are very weak, their
wave functions can be well approximated to be frozen. This approximation means that
only the valence electrons have to be treated explicitly. However, a major problem
when using a plane wave basis set to represent the valence wave functions is their
rapid oscillations in the core region due to their large kinetic energy in this region. To
represent these solutions, one needs a very large plane-wave cut off corresponding to
an unmanagable large number of plane waves. This problem can be handled by the
psuedopotential method.
In this approach one introduces atomic pseudopotentials. It turns out that it is
possible to find a pseudopotential for an atom such it gives rise to the same energies
for the valence electrons and low-energy scattering properties as for the real potential
but the corresponding pseudo wave function are smooth in the core region. The ab-
sence of rapid oscillations in the pseudo wave functions allows now for a rather low
plane-wave cut off.
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Chapter 4
Adsorption of RuTPP and
CO-MTPP on Cu(110)
4.1 Introduction
In this Chapter, we present the results on the DFT calculations of the geometric and
electronic structures of the RuTPP [71] and CO-RuTPP [50] complexes both in the gas-
phase and adsorbed on the Cu(110) surface. The two main objectives of this study
were (1) to find the adsorption geometry of the adsorbed CO-RuTPP complex in order
to carry out the study of the observed anharmonicity of the internal CO stretch mode
in Chapter 5; (2) to elucidate the mechanism behind the observed desorption of CO
from an adsorbed CO-RuTPP molecule on the Cu(110) surface via an inelastic electron
tunnelling process. The adsorption and self-assembly of porphyrins on metal surfaces
is a widely studied topic because of their great interest in heterogeneous catalysis [72],
[73], [74], gas sensors [37], light harvesting [24], , molecular switches [75] and field
effect transistors [76]. A switch from a planar geometry to a saddle-shaped confor-
mation of CoTBrPP on Cu(111) was observed at a temperature of 100 K [77]. Confor-
mational changes of adsorbed porphyrin molecules have also been observed for other
systems such in the reaction between between 2HTPP and Ni atoms on a TiO2(110)
surface [78]. Another example of self-assembly is the formation of ordered structure
of adsorbed CoTPP molecules on Cu(111) and on Ag(111) with a preferred orientation.
For a comparison we have also performed calculations for the metalloporphyrins
with Co and Zn metal centres and have also investigated the coverage dependence.
DFT calculations of CO adsorption on Cu(110) [79], [26], [80] have been carried out
previously but not with a density functional which includes van der Waals interactions
as done here. We also make a comparison of calculated and observed STM images
of the adsorbed CO-RuTPP and RuTPP. A comparison between scanning tunnelling
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spectra of these molecule with calculated partial and local density of states is also
attempted.
4.2 Computational details
The periodic DFT calculations of the geometric and electronic structure of the iso-
lated gas-phase MTPP and when adsorbed on the Cu(110) surface for M=Ru, Co and
Zn were carried out using the Vienna Ab initio Simulation Package (VASP)(version
5.3) , [81], [82]. The valence electron-core interactions were handled by the projector-
augmented wave (PAW) method [83], [84]. The van der Waals interactions were in-
cluded using optB86b-vdW version of the van der Waals exchange-correlation func-
tional. The key input parameters of the calculations are essentially the same as used
for similar systems such as CoTPP adsorption on Cu(110) [31] and Acrolein on Pt(111)[85].
The plane wave energy-cut off was set to 400 eV . The size of the super cell for the
isolated molecule was 25x25x25 Å3 and the Brillouin zone was sampled by the Γ point.
One low and two high coverage structures, which were studied in the experiments,
were considered for the adsorption of MTPP on Cu(110). The low coverage structure
corresponds to a p(6x8) structure, while the two high coverage structures Aδ and Aγ
are given in the standard matrix notation [86] by the matrices,(
2 4
−7 −2
)
(4.1)
and (
2 4
−6 −2
)
, (4.2)
respectively. These latter two structures had to be represented in skewed super cell.
Due to the large super-cells for all these adsorbate structures, a k-point mesh of 2x2x1
was sufficient in the calculations. A four layer slab was used to represent the Cu sur-
face. The vacuum region was 16.65 Å. The equilibrium geometries of all systems were
obtained by structural relaxations of all atoms except in the case of the adsorbate struc-
tures where the Cu atoms in the two bottom layers of the slab were kept fixed until the
forces were less than 0.01 eV Å−1. The two bottom layer atoms were fixed at the value
of 3.634 Å of the bulk lattice constant [31]. Finally, the STM images were simulated
using the Tersoff-Hamann method [48] for each coverage of RuTPP/Cu(110).
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4.3 Isolated MTPP
The geometric and electronic structure of an isolated MTPP, where M=Ru, Co or Zn,
are investigated in this section with particular emphasis on the orientations of the
phenyl rings.
4.3.1 Geometric structure
For all calculated equilibrium structures of MTPP, corresponding to M=Ru, Co and
Zn, the starting geometry in the structural optimization was a nearly planar molecule
with the M atom in the centre of the N atoms. Due to strong steric hindrance, the
molecule becomes non-planar during the geometric optimization with a large twist of
the phenyl rings (Fig. 4.1. The geometry of the phenyl rings are here characterized by
a tilt angle and a twist angle which are defined in a similar manner as in Ref. [31]. The
tilt angle Φ is defined as the angle between the direction along the bond between the C
atom (Cm) in the macro cycle and the C atom (Cp) in the phenyl ring and the direction
from the metal atom to the Cm atom. Note that here Φ is defined as 180◦ minus the tilt
angle in Ref. [31]. As shown by Table 4.2, there are essentially no tilting of the phenyl
rings and Φ ≈ 0◦ for all MTPP molecules. The twist angle Θ is defined here as the
angle between the surface normals of the macro cycle and the phenyl ring and with
the range −90◦ < Θ ≤ 90◦. Since Φ = 0◦, a positive and a negative Θ correspond
to a clockwise and counter clockwise rotation around the macro cycle-phenyl axis,
respectively.
4.3.2 Electronic structure
The electronic structure of the MTPP were characterized by the calculated partial DOS
of the d partial waves around the metal centre, which are shown in Figs 4.2, 4.3 and
4.4 for M = Ru, Co and Zn, respectively. These PDOS show that d2σ and dpi are par-
tially occupied for Ru, whereas only dσ is partially occupied for Co and all d states
are fully occupied for Zn. These occupations are consistent with the calculated spin
magnetic moments of RuTPP and CoTPP are 2µB , and 1µB , respectively, whereas
ZnTPP was found to be non-magnetic. They also show that Ru, Co and Zn has es-
sentially (dx2−y2)2(dpi)3(dz2)1, (dx2−y2)2(dpi)4(dz2)1 and (dx2−y2)2(dpi)4(dz2)2(dxy)2 elec-
tronic configurations, respectively. The energy ordering of the d orbital levels cannot
simply be reconciled with the ordering obtained by crystal field theory for a square
planar tradition’s metal ion complex (see, Section 1.4.3. For example, the dx2−y2 en-
ergy levels tend to be about the same energy or lower as for the dpi orbitals. The
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Figure 4.1: Calculated equilibrium structure of the isolated RuTPP. The short hand
notation W(est), E(ast), N(orth), S(outh) refer to the different phenyl rings of the
molecule. The coordinate axes which are used to define the different d orbitals are
also indicated.
splitting of the d orbitals are instead governed by the covalent interactions with the
ligands.
Finally, there have been some earlier DFT calculations of CoTPP and ZnTPP [87]
but only for RuP [88] and not RuTTP. Our calculated bonding distances d(Co-N) =
1.965 Å, and d(Zn-N) = 2.045 Å between the metal atom and N atoms are in close
agreement with the calculated ones, d(Co-N) = 1.97 Å, and d(Zn-N) = 2.05 Å by Liao
and Scheiner [87]. The calulated d(Ru-N) = 2.024 Å is consistent with the calculated
one d(Ru-N) = 2.06 Å for RuP. In addition, their calculated orbital energy levels for
Rup, CoTPP and ZnTPP are consistent with our calculated partial density of states for
Ru-, CO-, and Zn-TPP. Our calculated electronic configurations for these molecules
agree with their results for Rup, CoTPP and ZnTPP.
4.4 Isolated CO-MTPP
4.4.1 Geometric structure and CO-adsorption energy
The optimized structures of CO-RuTPP and CO-CoTPP show different bonding ge-
ometries of CO on the metal centre. In both cases, the C atom is bonded to the metal
centre and CO is oriented perpendicular to the molecular plane of RuTPP but tilted
by an angle of 32◦ with respect to the surface normal of the molecular plane of CoTPP.
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Molecule Angle W E N S
RuTPP Θ -68 -67 70 69
Φ 0 0 0 -1
CoTPP Θ -68 -68 70 69
Φ 0 0 0 -1
ZnTPP Θ -59 -54 55 57
Φ 1 -0 -3 3
Table 4.1: Calculated twist angles Θ and tilt angles Φ of the phenyl rings for the iso-
lated molecule. The short hand notation W(est), E(ast), N(orth), S(outh) refer to the
different phenyl rings of the MTPP molecule as indicated in Fig. 4.1
-5 -4 -3 -2 -1 0 1 2 3 4 5
 ε − εF
P a
r t i
a l
 D
e n
s i t
y  
o f
 S
p i
n -
p o
l a
r i z
e d
 S
t a
t e
s
d
z
2
d
xy
d
pi
d
x
2
-y2
Figure 4.2: Partial DOS of isolated RuTPP molecule for different Ru d partial waves
and for majority (black lines) and minority (red lines) spin. The orientation of the
Cartesian axes are defined in Fig. 4.1. (dpi = dxz + dyz).
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Figure 4.3: Partial DOS of isolated CoTPP molecule for different Co d partial waves
and for majority (black lines) and minority (red lines) spin. The orientation of the
Cartesian axes are defined in Fig. 4.1. (dpi = dxz + dyz).
48
-8 -7 -6 -5 -4 -3 -2 -1 0
ε−εf
d
x
2
-y2
d
z
2
d
pi
d
xy
Pa
rti
al
 D
en
sit
y 
of
 S
pi
n-
Po
la
riz
ed
 S
ta
te
s
Figure 4.4: Partial DOS of isolated ZnTPP molecule for different Zn d partial waves
and for majority (black lines) and minority (red lines) spin. The orientation of the
Cartesian axes are defined in Fig. 4.1. (dpi = dxz + dyz).
The calculated C-O distances are 1.175 Å and 1.162 Å for CO-RuTPP and CO-CoTPP,
respectively are larger than the distance of 1.143 Å for the isolated CO molecule. The
calculated C-M distances for M = Ru and M = Co are quite similar and are given by
1.180 Å and 1.183 Å,respectively. As shown in Table 4.2, the bonding of CO to MTPP
has only a minor effect on the twist angles Θ and the molecule is still planar (Φ ≈ 0◦).
Note that in the case of ZnTPP, no stable adsorption geometry of CO was identified,
which is probably due to the closed d shell of the Zn atom.
The adsorption energy Ead of CO on MTPP for M=Ru and Co were calculated as,
Ead = EMTPP + ECO − ECO−MTPP . (4.3)
Molecule Angle W E N S
CO-RuTPP Θ -61 -58 59 60
Φ 3 0 -1 4
CO-CoTPP Θ -68 -68 61 69
Φ 0 1 0 0
Table 4.2: Calculated twist angles Θ and tilt angles Φ of the phenyl rings for the iso-
lated molecule. The short hand notation W(est), E(ast), N(orth), S(outh) refer to the
different phenyl rings of the CO-MTPP molecule as indicated in Fig. 4.7(a)
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A most interesting result from the calculated values is the much stronger bonding of
CO on RuTPP than on CoTPP: Ead = 2.87 eV and Ead= 0.85 eV for CO adsorption on
RuTPP and CoTPP, respectively.
4.4.2 Electronic structure: Frontier orbitals
The electronic structure of CO adsorbed on RuTPP and CoTPP was investigated by
calculating the projected DOS on the frontier orbitals of the isolated CO molecule.
These projected DOS are shown in Figs 4.5 and 4.6 for CO-RuTPP and CO-CoTPP,
respectively. Here, the energy levels of CO-MTPP and the isolated CO molecule are
referenced with respect to the common vacuum level.
The behaviour of the projected density of states are in agreement with the Bly-
holder [25] model of CO bonding to a metal. There is an electron donation from the
5σ orbital of the CO molecule to the metal centre from the appearance of states above
the Fermi level from the mixing of this orbital with the dσ states of the metal. The
two-fold, degenerate 2pi? orbitals of the CO molecule mixes with the dpi states of the
metal atom and shifts down in energy with a net electron back donation into the 2pi?
orbital from the metal atom.
The stronger bonding of CO on RuTPP than on CoTPP is consistent with its stronger
mixing of the 2pi? and 5σ orbitals with the Ru d states than for the Co d states, which re-
sults in a larger splitting in the bonding and anti-bonding combination of the frontier
orbitals with the Ru d states than for the Co d states.
Finally, the spin-moment of RuTPP was quenched by the bonding of CO, whereas
CoTPP kept its spin moment of 1µB .
4.5 Adsorption of MTPP on Cu(110)
The DFT calculations of the adsorption of RuTPP on Cu(110) were carried out for
three different coverages which include the low coverage p(6x8) structure in order
to mimic an isolated RuTPP over Cu(110) and the two high coverage Aδ 4.1 and Aγ
4.2 structures. In the case of the adsorption of CoTPP and ZnTPP on Cu(110), the
calculations were only carried out for the high-coverage, Aγ structure.
4.5.1 Adsorption geometries
The calculated equilibrium structures of the RuTPP molecule in the low and high cov-
erage structures on Cu(110) show that the adsorption gives rise to a buckling of the
macro cycle and a tilt of the phenyl rings and a change of their orientations with re-
spect to the isolated molecule. Here we assumed the molecule is adsorbed in the same
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Figure 4.5: Calculated projected density of states of CO-RuTPP (upper panel) and
CO-RuTPP/Cu(110) (lower panel) onto frontier orbitals of the isolated CO molecule.
The highest occupied molecular orbital (HOMO) of the CO molecule is the 5σ orbital,
while the lowest unoccupied orbital (LUMO and LUMO+1) are the two-fold, degen-
erate 2pi* orbitals. The energies of these frontier orbitals are indicated by the vertical
bars. The vacuum level of the isolated CO molecule is aligned with the vacuum level
of the isolated MTPP molecule. The states was broadened by a Gaussian function with
a FWHM of 0.2 eV
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Figure 4.6: Calculated projected density of states of CO-CoTPP (upper panel) and
CO-CoTPP/Cu(110) (lower panel) onto frontier orbitals of the isolated CO molecule.
The highest occupied molecular orbital (HOMO) of the CO molecule is the 5σ orbital,
while the lowest unoccupied orbital (LUMO and LUMO+1) are the two-fold, degen-
erate 2pi* orbitals. The energies of these frontier orbitals are indicated by the vertical
bars. The vacuum level of the isolated CO molecule is aligned with the vacuum level
of the isolated MTPP molecule. The states was broadened by a Gaussian function with
a FWHM of 0.2 eV
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adsorption site and orientation as for CoTPP: the short bridge adsorption site with the
two molecular axis oriented along the 〈001〉 and 〈110〉 directions of the Cu(110). This
adsorption geometry is confirmed by the observed STM images (See, Section 6.4.6.
The geometry of the phenyl rings are described by the tilt angle Φ and the twist angle
Θ, defined as in Sec. 4.3.1 for the isolated MTPP. These angles are shown in Table 4.3.
There is a sizeable tilt of the phenyl rings of Φ ≈ 15−25◦ of the adsorbed RuTPP com-
pared to the isolated RuTPP. This tilt increases at the higher coverages. There is also
a change in the twist angles upon adsorption. The tilting and twisting of the phenyl
groups are very similar for all adsorbed MTPP molecules in the Aγ structure.
Figure 4.7: Top views of calculated (a) low coverage structure (p(6× 8), high coverage
structures (b) Aδ and (c) Aγ of RuTPP on Cu(110).
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Structure Angle W E N S
RuTPP(ad)
p(6× 8) Θ -53 -56 52 48
Φ 22 25 18 16
Aδ Θ -53 -56 49 44
Φ 23 25 17 14
Aγ Θ -82 -89 53 54
Φ 36 36 21 23
CO-RuTPP(ad)
Aγ Θ -81 -86 53 53
Φ 34 35 19 20
CoTPP(ad)
Aγ Θ -87 -88(88) 61 61
Φ 37(36) 37(35) 27(26) 28(28)
CO-CoTPP(ad)
Aγ Θ -85 -88 54 54
Φ 37 36 22 24
ZnTPP(ad)
Aγ Θ -82 -84 54 50
Φ 35 38 22 21
Table 4.3: Same as in Table 4.2 but for the adsorbed MTPP and CO-MTPP molecules.
The values in the parentheses refer to the calculated values in Ref. [31].
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Structure Ead (eV) dM−Cu (Å)
RuTPP/Cu(110)
p(6x8) 7.57 2.50
Aδ 7.56 2.465
Aγ 7.52 2.48
CO-RuTPP/Cu(110)
Aγ 6.20 2.60
CoTPP/Cu(110)
Aγ 6.61 2.49
CO-CoTPP/Cu(110)
Aγ 6.62 2.53
ZnTPP/Cu(110)
Aγ 5.93 2.51
Table 4.4: Calculated adsorption energies and structural parameters of the MTPP
molecules adsorbed on Cu(110). Ead is the adsorption energy of MTPP and CO-MTPP
on Cu(110). dM−Cu is the distance between the the metal core atom and the nearest
neighbouring Cu atom.
4.5.2 Adsorption energies
The adsorption energy Ead of MTPP on Cu(110) was calculated for the three different
coverages of RuTPP but also for the high coverage structure Aγ for M=Co and Zn.
Here this energy is defined as,
Ead = EMTPP(g) + ECu(110) − EMTPP/Cu(110) . (4.4)
The resulting energies are shown in Table 4.4. The coverage dependence of Ead for
RuTPP is weak and the increase of Ead with increasing coverage suggests that there
is a weak repulsive interaction between the adsorbed molecules. Furthermore, the
calculated Ead for the Aγ structure shows that the RuTPP has the strongest interaction
with Cu(110) followed by CoTPP and ZnTPP. Note that the relative large magnitudes
of Ead are caused by the large contribution from the van der Waals interaction to the
molecule-surface interactions for these large molecules.
4.5.3 Electronic structure
As for the isolated MTPP, the electronic structure of the adsorbed MTPP were charac-
terized by the calculated partial DOS of the d partial waves around the metal centre,
which are shown in Figs 4.8, 4.9 and 4.10 for M = Ru, Co and Zn, respectively. Since
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System Ead (eV)
CO-RuTPP 2.88
CO-RuTPP/Cu(110) 1.54
CO-CoTPP 0.77
CO-CoTPP/Cu(110) 0.85
Table 4.5: Adsorption energies Ead of CO adsorbed on MTPP and on MTPP/Cu(110)
the spin moments of RuTPP and CoTPP are found to be quenched upon adsorption,
the partial DOS are not spin-polarised upon adsorption.
There is a significant broadening and shifts of the dσ states in the case of the RuTTP
upon adsorption due to the interaction with the Cu states but less so for CoTPP. The
dpi states of RuTPP and CoTPP show also a broadening upon adsorption but less than
for dσ states. The dδ (dxy and dx2−y2) are the least influenced upon adsorption. In the
case of the adsorbed ZnTPP, the occupied d states broaden and shift down in energy
due to the interaction with the Cu substrate states.
4.6 CO adsorption on MTPP/Cu(110)
The adsorption of CO on RuTPP/Cu(110) and CoTPP/Cu(110) will now be discussed
with an emphasis of the effects of the metal centre on the geometric structure, adsorp-
tion energies and electronic structure.
4.6.1 Geometric structure
The optimization of the geometric structure of CO for the CO-MTPP/Cu(110) started
from different positions and orientations of CO on the metal centre. As for the iso-
lated ZnTPP, CO did not bond to the metal centre of the adsorbed ZnTPP. In the case
of CO-RuTPP/Cu(110), only a unique equilibrium position was found, the carbon
atom is bonded on-top of the ruthenium Ru atom in a perpendicular orientation of
CO with respect to the molecular plane. In the case of CO-CoTPP/Cu(110), two dif-
ferent equilibrium positions of CO were found on top of the Co atom, one where CO
was oriented as for CO-RuTPP/Cu(110) and second where CO is tilted with about 21◦
with respect to the surface normal. The tilted configuration is slightly lower in energy
than the perpendicular orientation and was then selected as the optimized configura-
tion. The interatomic C-O distances for the adsorbed complexes were the same as for
the isolated ones. Upon adsorption of CO on the adsorbed complexes, the perpendic-
ular M-Cu distances increased by 0.11 and 0.04 Å for M=Ru and Co, respectively. The
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Figure 4.8: Partial DOS of an adsorbed RuTPP and CO-RuTPP molecule for different
Ru d partial waves with (dpi = dxz + dyz). The orientation of the Cartesian axes are
defined in Fig. 4.1.
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Figure 4.9: Partial DOS of an adsorbed CoTPP and CO-CoTPP molecule for different
Co d partial waves with (dpi = dxz + dyz). The orientation of the Cartesian axes are
defined in Fig. 4.1.
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Figure 4.10: Partial DOS of an adsorbed ZnTPP molecule for different Zn d partial
waves with (dpi = dxz + dyz). The orientation of the Cartesian axes are defined in
Fig. 4.1.
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relatively large decrease of this distance for M=Ru suggests a weakening of the M-Cu
bonding.
4.6.2 Adsorption energies
As for the adsorption energy for MTPP on Cu(110), the adsorption energy Ead of CO
on MTPP/Cu(110) was defined in a similar manner as in Eq. 4.3,
Ead = EMTPP/Cu(110) + ECO − ECO−MTPP/Cu(110) . (4.5)
The calculated Ead are shown in Table 4.5. The adsorption energy of CO on the ad-
sorbed RuTPP is substantially smaller than on the isolated RuTPP and is reduced by
about 1.3 eV whereas in the case of adsorbed CoTPP, Ead increases by about 0.1 eV
compared to the isolated CoTPP. Since Ead = 1.14 eV for CO on the bare surface [89],
Ead is sufficiently large for CO on RuTPP so that CO is preferentially adsorbed on the
adsorbed RuTPP, whereas Ead for CO on the adsorbed CoTPP is too small for pref-
erential adsorption on the adsorbed CoTPP. The adsorption energy of the CO-RuTPP
complex decreases with about 1.3 eV compared to Ead of the RuTPP complex show-
ing that the CO adsorption on the adsorbed RuTPP decreases the molecule-surface
bonding strength (see Table 4.5). In contrast, the difference between Ead of CO-CoTPP
and CoTPP is very small, only about 0.01 eV, which does not suggest any effect on the
bonding of CoTPP on the surface upon adsorption of CO.
4.6.3 Electronic structure: Frontier orbitals
As for the isolated CO-MTPP molecule, the electronic structure of the adsorption of
CO on MTPP/Cu(110) was investigated using the projected DOS on the frontier or-
bitals of the isolated CO molecule but also the partial DOS of the metal centre d partial
waves. The projected DOS for M=Ru and M=Co are shown in Figs 4.5 and 4.6, re-
spectively, and the partial DOS are shown in Figs 4.8 and 4.9, respectively,
In the calculated projected DOS for isolated and adsorbed CO-MTPP, there are mi-
nor shifts and broadenings of the major peaks due to the 5σ and the 2pi∗ orbitals upon
adsorption of RuTPP and CoTPP. The most notable differences between the projected
DOS of CO-MTPP and adsorbed CO-MTPP is the disappearance of one unoccupied
minor peak due to 5σ and one occupied minor peak due to 2pi∗.
The change in the calculated partial DOS upon adsorption of CO on MTPP/Cu(110)
show that the dσ states shifts up in energy due to the interaction with the 5σ states and
becomes partially occupied whereas the dpi states shifts down in energy due to the
interaction with 2pi∗ states. The behaviour is in accordance with the Blyholder model.
There is also downward shifts of the dδ states but these are not simply due to a mixing
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with the 2pi∗ states at least for the dx2−y2 states since no 2pi∗ peak appear around 3 eV
as for the dpi states.
4.6.4 STM images
The calculated structures of the adsorbed RuTPP at the different coverages and of CO-
RuTPP are corroborated by a comparison between calculated and experimental STM
images. These topographical images were calculated at a sample bias of 0.5 eV and an
average tip height of 10.7 Å and are shown in Fig. 4.12. The recorded topographical,
STM images of the adsorbed RuTPP and CO-RuTPP are shown in Fig. 4.13. Note that
the underlying Cu surface lattice was identified by using adsorbed CO molecules,
which adsorb in the top site, as markers. This identification enables the determination
of the adsorption site of the RuTPP molecules to be the short bridge site.
The calculated images of adsorbed RuTPP have quite different appearances with
coverage but a common and characteristic feature is the protrusions from the phenyl
rings. In the case of the adsorbed CO-RuTPP, the CO molecule show up as a strong
protrusion in the centre of the molecule, which should make it possible to distinguish
between adsorbed RuTPP and CO-RuTPP.
At the lowest calculated coverage, p(6x8), (Fig. 4.12) the calculated STM image
shows four protrusions or lobes from the phenyl groups with the lobes along <001>
direction being somewhat brighter than the lobes along the <110> direction but also a
strong protrusion in the centre. The four lobes are clearly observed in the experiments
for the isolated molecule (Fig. 4.13(a)) and are also oriented in the same way with re-
spect to the underlying Cu lattice but with no strong protrusion in the centre of the
molecule. In the high coverage structures, the strong protrusion in the centre disap-
pears and there are only protrusions from the phenyl groups which appear differently
in the two different high-coverage structures due to the different twists and tilts of
the phenyl groups and also the different relative arrangement of the phenyl groups of
neighbouring molecules. At the highest coverage corresponding to the Aγ structure,
the protrusions line up in agreement with the observed STM image in Fig. 4.13(a).
Some of the molecules in the observed image show a protrusion in the centre of the
molecule which then corresponds to CO-RuTPP molecules.
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Figure 4.11: Top and side views of calculated structure of CO-RuTPP/Cu(110).
4.7 Comparison with STS data of adsorbed RuTPP and CO-
RuTPP
Here we attempt to use our calculated partial DOS of the adsorbed RuTPP and CO-
RuTPP on Cu(110) to relate adsorbate-induced states with observed peaks in spectra
recorded by scanning tunnelling spectroscopy (STS). This study has been published
as a part of a study of CO desorption from adsorbed CO-RuTPP induced by inelastic
electron tunnelling [90]. Note that the interpretation of STS in terms of one-electron
DOS is challenging, because in STS the electrons are either removed or added to the
system, which in principle cannot be reproduced accurately by the calculated Kohn-
Sham states.
Figure 4.14 shows STS spectra from the centre of RuTPP and CO-RuTPP after sub-
tracting the reference signal from a bare Cu(110) surface. Due to the strongly nonlinear
dependence of signal at high bias voltages, a reliable difference spectrum could only
be obtained in the bias range of -1.3 to +0.9 V. The spectrum of RuTPP exhibits an in-
crease in the differential tunnelling conductance, dIdV , at a negative sample bias V . A
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Figure 4.12: Calculated, topographical STM images of RuTPP/Cu(110) in the (a) the
p(6x8), (b) Aδ and (c) Aγ structures and of (d) CO-RuTPP/Cu(110) in the Aγ structure.
The sample bias is 0.5 V except 1.0 V in (d) and the average heights from the outermost
Cu surface plane are (a) 10.8 Å, (b) 10.6 Å, (c) 10.7 Å, (d) 10.8 Å.
distinct peak at around V = -1.1 V was observed from both RuTPP (peak a’) and CO-
RuTPP (peak a). Such peaks that are derived from adsorbate-induced occupied states
have been widely observed for metalloporphyrins on metal surfaces [14], for exam-
ple, the STS spectrum of CoTPP on Cu(110) reveals a peak at V = -0.72 V, which was
assigned to the highest occupied molecular orbital (HOMO) of adsorbed CoTPP [14].
The peak at V = - 1.1 V was assigned to the HOMO of RuTPP and note that it is not
shifted by subsequent CO adsorption. The most prominent peak introduced by the
CO adsorption is the peak at around the Fermi level, F , (peak c), but there also seems
to be a more pronounced shoulder at V = 0.8 V (peak b) than that of adsorbed RuTPP.
In our attempt to link the observed peaks in the STS spectra to adsorbate- induced
electronic states, we have used our calculated PDOS of RuTPP/Cu(110) with and
without adsorbed CO shown in Fig 4.2 but have also used the calculated PDOS of
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Figure 4.13: (a) Experimental, topographical STM images of RuTPP and CO-RuTPP
on Cu(110), The underlying Cu lattice (white lines) were determined by using CO
molecules, which are adsorbed in a top site, as markers. The STM images were
recorded at University of Liverpool by Omiya and coworkers [86]. V = 0.5 V and
It=0.5 nA at T = 4.7 K.
pz character around all C atoms shown in Fig. 4.15, corresponding essentially to Cpi
states. In addition, we have also calculated the local density of states (LDOS) at the
position of the tip apex and are shown in Fig. 4.16.
As discussed in Sections 4.4.2 and 4.6.3, the changes in the PDOS upon CO adsorp-
tion, relate to the formation of a pi bond of the unoccupied CO 2pi∗ with Ru dpi (forming
bonding and anti bonding states) and a σ bond of the occupied CO 5 σ with Ru dσ.
As a result the dσ and dpi states in the energy region below the Fermi level, F shift up
and down in energy, respectively, whereas the downward shift of the dδ state in this
region is not simply due to mixing with CO states. This latter state is not expected to
contribute to the LDOS at the tip apex due to its high azimuthal angular momentum
(|ml| = 2) as demonstrated by the calculated LDOS in Fig. 4.16). The behaviour of the
double peak around -1 V in the STS upon CO adsorption is not easily reconciled by
the behaviour of the corresponding peaks in the PDOS of dpi character. However, the
CO-induced peak in the STS around F can be reconciled with the calculated PDOS of
dσ and Cpi, and LDOS in Fig. 4.16.
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Figure 4.14: Scanning tunnelling spectra of CO-RuTPP (red lines) and RuTPP (black
lines) adsorbed on a Cu(110) surface. The spectrum of the bare Cu(110) is subtracted
to emphasis the change in dIdV . Dotted lines show the integrated STS signal from the
Fermi level. Major peaks are labelled (a-c). This figure corresponds to Fig. 2(a) in
ref. [86].
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Figure 4.15: Calculated partial DOS of pz character around all C atoms (Cpi) of RuTPP
(black line) and CO-RuTPP (red line) adsorbed on Cu(110).
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Figure 4.16: Calculated local density of states (LDOS) at 9.15 Å above the Cu sur-
face layer at the centre of RuTPP (black line) and CO-RuTPP (red line) adsorbed on
Cu(110).
4.8 Summary
In this Chapter, we have presented results from density functional theory (DFT) calcu-
lations of the adsorption of some metalloporphyrins MTPP (M = Ru, Co and Zn) in the
gas-phase and adsorbed on Cu(110) for some different coverages and also the coordi-
nation of CO on these metalloporphyrins. The emphasis has been on the adsorption
of porphyrins with a Ru metal centre.
In the gas-phase, the macro cycle is planar but the phenyl rings of MTPP and CO-
MTPP are twisted due to steric constraints. Upon adsorption in the experimentally
determined short bridge site the phenyl rings tilt away from the surface.
The CO molecule bonds with the C atom to the Ru and Co metal centres but not
to the Zn metal centre due to its closed d shell. The CO molecule is bonded perpen-
dicular to the macro cycle of RuTPP but slightly tilted on CoTPP. The CO adsorption
energy 2.9 eV is very large on RuTPP compared to its value of 0.8 eV on CoTPP. This
energy is reduced with almost 50 % when RuTPP is adsorbed, whereas it changes only
slightly when CoTPP is adsorbed. The CO adsorption energy on the bare surface is in
between its values for CoTPP and RuTPP, which explains why CO adsorbs readily on
the adsorbed RuTPP but not on CoTPP. This large difference between the CO adsorp-
tion energies for these two metal centres is not readily rationalized from an analysis
of the calculated electronic structures based on partial density of states (PDOS). How-
ever, the PDOS show that the CO bonding to the metal centres is in accordance with
the Blyholder model.
The calculated STM images exhibit characteristic protrusions from the tilted phenyl
groups and are in reasonable agreement with the observed images. The adsorbed CO-
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MTPP and MTPP molecules are readily discriminated by a characteristic protrusion
in the centre of the molecule from the adsorbed CO molecule. The observed scanning
tunnelling spectra of the adsorbed RuTPP and CO-RuTPP molecules cannot be eas-
ily rationalized by the calculated electronic structure but a CO-induced peak in the
observed spectrum can be reconciled with the calculated electronic structure.
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Chapter 5
Anharmonicity of Carbon monoxide
complexes
5.1 Introduction
In this chapter, we present a DFT study of the anharmonicity of the internal C-O
stretch of CO in various CO complexes. This study is motivated by recent second har-
monic frequency generation (SFG) experiments of the fundamental and overtone fre-
quencies of CO and CO-RuTPP adsorbed on Cu(110) by the local experimental group
headed by Arnolds [7]. The anharmonicity manifested itself by the first overtone fre-
quency being smaller than the fundamental frequency. In particular, they found in
their analysis of the observed vibrational frequencies using a Morse potential for the
potential energy curve (PEC) a surprisingly large value for the anharmonicity of the C-
O stretch of CO-RuTPP adsorbed on Cu(110) as compared to CO adsorbed on Cu(110)
and also for other CO complexes studied by other groups. This observation raises the
question about the origin of this large value for anharmonicity, for instance, whether
it is due to an unusual bonding of CO on RuTPP adsorbed on Cu(110).
This question is addressed here by performing systematic calculations of the po-
tential energy curves of the internal C-O stretch for CO-RuTPP in the gas phase and
adsorbed on Cu(110). Our methodology is assessed by calculating the corresponding
potential energy curve for CO in the gas phase and make a comparison with experi-
mental data. In addition, we have also studied CO-CoTPP in the gas phase and ad-
sorbed on Cu(110). The anharmonicity was determined by a Morse and a polynomial
potential fit to the calculated potential energy curve and the result was compared to
the anharmonicity parameter determined by a fit to vibrational frequencies of a Morse
potential [91] to the observed frequencies of the fundamental and the first overtone of
the C-O stretch mode.
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In SFG, the overtones of the C-O stretch mode was probed by populating the vi-
brational modes by a broad band IR pump pulse followed by a probe beam in the
visible. The overtones or hot band transitions then show up as resonances at the sum
frequency of the probe beam and the overtone frequencies.
A characteristic SFG spectra of the CO stretch mode in CO-RuTPP adsorbed on
Cu(110) is shown in Fig. 5.1. The first overtone shows up at a frequency of ν(1 → 2)
= 1926 cm−1 just below the fundamental frequency of ν(0 → 1) = 1957 cm−1 and its
intensity increases with the energy of the pump pulse. The peak at 1987 cm−1 corre-
sponds to the fundamental C-O stretch mode of CO adsorbed on Cu(110). In order
to extract the anharmonicity from the measured vibrational frequencies of the inter-
nal CO stretch of the adsorbed molecules it is necessary to work at sufficiently small
coverages so that a localised two-phonon state is formed on a single molecule and the
measured frequencies correspond to singleton frequencies [92]. At higher coverages,
vibration coupling, such as the dipole-dipole coupling, between the vibrations start to
localise this two-phonon state and gives rise a coverage-dependent dynamical shift of
the overtone frequency towards the vibrational frequency of the fundamental mode.
In addition, there will also be a coverage-dependent shift of the vibrational frequency
of the fundamental from the dipole-dipole coupling but also a chemical shift from
adsorbate-adsorbate interactions.
Figure 5.1: SFG spectra of the C-O stretch mode of CO-RuTPP/Cu(110). The figure is
taken from T. Omiya thesis [86]
There have only been a few previous works on the calculations of the anharmonic-
ity of the internal stretch mode of CO adsorbed on various metal surfaces [85, 93].
69
The paper by Dabo [93] studied the correlation between the calculated equilibrium
distance and the harmonic frequency of the internal CO stretch and finds moderate
deviations from Badger’s rule. This rule assumes that the anharmonicity of the inter-
nal CO stretch mode is conserved upon adsorption (i.e. the corresponding PECs differ
only by a linear term in the displacement), which was supported by their calculations
for CO adsorbed on a Pt surface. The paper by Loffreda and coworkers [85] calculated
the effect of the anharmonicity on the fundamental frequency of the internal stretch
mode of CO adsorbed on Pt(111) for different surface coverages. These frequencies
were obtained by fitting a Morse potential to the calculated PECs.
5.2 Computational details
The potential energy curves of the CO stretch in different CO complexes were obtained
from periodic density functional theory calculations using the plane-wave code VASP,
[81], [82]. The electron-ion core interactions were handled using the projector aug-
mented wave (PAW) method [83], [84]. The exchange correlation effects were handled
in most cases by using the optB86b-vdW approximation [69] which includes van der
Waals interactions except in a few cases the PBE approximation [94] was used. A su-
per cell with the size 10x10x10 Å3 was used for the isolated CO and only the Γ-point in
the BZ was sampled. For CO adsorbed on Cu(110), the surface unit cells of the super
cell corresponded to p(1x2), p(2x4) and p(3x6) structures and the BZs were sampled
by 12x12x1, 6x6x1 and 3x3x1 k-point grids, respectively, and the plane-wave cut-off
was 400 eV. The Cu(110) slab included six Cu layers and a vacuum region of 19.6 Å,
similar parameters chosen by Loffreda and Dabo [85], [93] Dipole corrections were
included in the perpendicular direction. As suggested by experiments for CO adsorp-
tion on Cu(110) [26], the top adsorption site of was chosen in the calculations. The two
bottom layers were frozen at the experimental value 3.634 Å for the bulk lattice dis-
tance of Cu the geometrical optimization. The super cells and the DFT parameters for
the isolated CO-RuTPP and CO-CoTPP complexes and their Aγ structures on Cu(110)
were kept the same as in chapter 4.
The potential energies curves were obtained by changing the carbon-oxygen inter-
atomic distance with a step size of 0.01 Å. The range of inter-atomic distances of about
1.03 to 1.33 Å was chosen such that the maximum potential energy is about 0.8 eV
above the potential energy at the equilibrium position. This values for the maxi-
mum potential energy was chosen to be larger the energy of about 0.625 eV of the
first excited vibrational state (n = 2) obtained in the harmonic approximation from
the calculated force constant. The parameters of the Morse and the quartic potential
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parameters were obtained by a non-linear least square fit of these potentials to the cal-
culated potential energy points using the python script optimize.curve_fit in the SciPy
package [95].
The vibrational energies of the internal CO stretch and the CO molecule stretch
were also calculated in the harmonic approximation. The dynamical matrix was also
obtained by calculating the central differences of the forces obtained by making small
symmetric displacements of 0.02 Å of the C, O and the coordinated metal atom in the
C-O bond direction. This calculation was accomplished using the atomic simulation
package (ASE) [96]. The effective charges of the C-O stretch were obtained from the
slopes of the calculated dipole moments with respect to the C-O stretch coordinate.
5.3 C-O stretch potential energy curve
The calculated potential energy curve of the C-O stretch was calculated by keeping
the centre-of-mass of the C and O atoms fixed. This approximation is based on the
assumption that the CO-M stretch has a negligible vibrational energy compared to
vibrational energy of the C-O stretch. This approximation has been tested by using
the proper displacements C and O atoms when including the centre-of-mass motion
and the motion of the coordinated metal atom M, which was done in the following
manner.
An eigen-vector ξi of the C-O stretch mode was first obtained from the calculated
dynamical matrix for the perpendicular motion of the C, O and M atoms, correspond-
ing to atom indices i = C, O and M, respectively. The atomic displacements ui of this
mode as a function of the internal stretch coordinate r were then defined as,
ui = (r − r0)ei, i = C,O and M (5.1)
where r0 is the equilibrium position and
ei =
m
−1/2
i ξi
m
−1/2
O ξO −m−1/2C ξC
, i = C,O and M (5.2)
where mi is the mass of atom i. This definition ensures that r = uO − uc. From the
kinetic energy of the stretch coordinate r, one obtains that the associated effective mass
meff is given by,
meff =
∑
i
mie
2
i (5.3)
where mi is the mass of atom i. Note that in the high frequency limit of the internal
stretch mode, ξO =
√
mc, ξC = −√mO and ξM = 0 which gives eO = mc/(mC +mO),
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eC = −mO/(mC + mO) and eM = 0 and the centre-of-mass is fixed and meff is equal
to the reduced mass of C and O.
Another consideration when calculating the potential energy curve of the C-O
stretch is the effect of adsorbate-adsorbate interactions and the associated coverage
dependence of the potential energy curve for the ordered structures of adsorbed CO
molecules. Here this curve was calculated for the in-phase stretching of the C-O bond
corresponding to the Γ-point in the surface Brillouin zone. The calculated vibrational
frequency of the fundamental mode can then be directly compared with measured
energies in RAIRS and SFG.
5.4 Model potential description of anharmonicity
The anharmonicity of the internal CO stretch was studied by fitting a Morse poten-
tial VM (r) and a polynomial potential VQ(r), including quadratic, ternary and quartic
terms, to the calculated potential energy curve (PEC). The Morse potential is a bit re-
strictive since the potential shape only depends on two parameters and the harmonic
and anharmonic part cannot be varied independently. In contrast, the potential shape
of the quartic potentials depends on three parameters and the harmonic and anhar-
monic parts of the potential can be separated. However, the Morse potential gives a
physically transparent description of the whole potential energy curve with an ana-
lytical expression for the energy levels. There is no such analytical expression for the
energy levels of VQ(r) but they are obtained here by leading order perturbation theory,
which should be appropriate for the weak anharmonicity of the C-O stretch.
The Morse potential is given by [97], [91]
VM (r) = V0 +De(exp(−2α(r − r0))− 2 exp(−α(r − r0)) + 1) , (5.4)
where r is the inter-atomic distance. The dissociation energy De and the repulsive
exponent α determines the potential shape and r0 and V0 is the equilibrium position
and energy, respectively. The analytical expression of the energy eigenvalues E(n) of
the different eigen-states n =1, 2, 3 with respect to the potential energy minimum of
VM (r) is given by [91],
E(n) = hν0(n+
1
2
)
(
1− χ(n+ 1
2
)
)
. (5.5)
Here
ν0 =
a
2pi
√
2De/µ (5.6)
is the vibrational frequency of the Morse potential in the harmonic approximation,
where µ is the reduced mass. The anharmonicity parameter, χ, is determined by the
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ratio between the vibrational energy in the harmonic approximation and the dissocia-
tion energy as,
χ =
hν0
4De
. (5.7)
The vibrational frequencies of the fundamental, (0 → 1), and the overtones, (n 6=
0→ n+ 1)), in the Morse potential are now according to Eq. 5.5 given by,
νn→n+1 = ν0 (1− 2χ(n+ 1)) . (5.8)
Note that a characteristic feature of the Morse potential is the constancy of the red shift
between consecutive vibrational energies, which is given by,
∆∆ν = νn→n+1 − νn−1→n = −2χν0. (5.9)
This expression can be used to determine the Morse potential parameters from the
measured vibrational frequencies of the fundamental and the first overtone. The har-
monic vibrational frequency is then given by
ν0 = 2ν0→1 − ν1→2 (5.10)
and the anharmonicity parameter is given by,
χ =
(ν0→1 − ν1→2)
2(2ν0→1 − ν1→2) (5.11)
The dissociation energy De is then obtained from Eqns. 5.7, 5.10, and 5.11 as,
De = h
(2ν0→1 − ν1→2)2
2ν0→1 − 2ν1→2 . (5.12)
The Morse potential parameters for isolated CO and adsorbed on Cu(110) and CO-
RuTPP adsorbed on Cu(110), as obtained from the measured vibrational frequencies
are shown in table 5.4.
The anharmonicity of the potential energy curve has also been studied by a fit to a
polynomial potential VQ(r) including harmonic and anharmonic terms up to the quar-
tic terms in the displacement r − r0 from the equilibrium position r0. This potential,
which henceforth is referred to as the quartic potential, has the form,
VQ(r) = V0 +
k
2
(r − r0)2 + k3(r − r0)3 + k4(r − r0)4, (5.13)
where the potential shape is determined by the harmonic force constant k and the
constant k3, and k4 of the cubic and quartic terms, respectively, and is the equilibrium
energy, respectively. A Taylor expansion of the Morse potential gives the following
constraint between the quadratic, cubic and quartic terms,
k3 =
6k4k
7
. (5.14)
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χ (%) ν¯0 (cm−1) De (eV) Θ (ML)
CO(a) 0.61 2169.8 11.2 —
CO/Cu(110)(b) 0.63 2114 10.5 0.01
CO-RuTPP/Cu(110)(c) 0.76 1987 7.90 0.025
Table 5.1: Anharmonicity χ, harmonic vibrational frequencies ν¯0, and dissociation en-
ergy De for the internal stretch of CO in various bonding situations as obtained from
a fit of a Morse potential to the observed vibrational frequencies for the fundamental
and the first overtone using Eqns. (5.10,5.11,5.12). The coverages Θ at which the mea-
surements were taken are also indicated. Ref. [98] (b) Ref. [98] (c), Ref. [86] in the Aγ
structure.
The eigen-energies of VQ(r) can be obtained using leading-order perturbation the-
ory in the cubic and quartic terms as,
E(n) = V0 + hν0(n+
1
2
) + k23
∑
m 6=n
|〈n|(r − r0)3|m〉|2
(n−m)hν0 + k4〈n|(r − r0)
4|n〉, (5.15)
where |n〉 is an eigen-state of the harmonic part of the potential with eigen-energy
hν0(n +
1
2) and ν0 =
1
2pi
√
k
µ is the harmonic frequency. The matrix elements of the
cubic and quartic terms in Eq. (5.15) can be evaluated analytically and one obtains,
∑
m6=n
|〈n|(r − r0)3|m〉|2
(n−m) = −30
(
(n+
1
2
)2 +
7
60
)
δr6 (5.16)
〈n|(r − r0)4|n〉 = 6
(
(n+
1
2
)2 +
1
4
)
δr4 (5.17)
where
δr2 = 〈0|(r − r0)2|1〉 = h¯
4piµν0
, (5.18)
is mean square vibrational displacement. Inserting these expressions in Eq. (5.15), one
obtains a similar form E(n) with respect to the potential energy minimum as for the
Morse potential,
E(n) = hν0
(
ϕ+ (n+
1
2
)− χ˜(n+ 1
2
)2
)
, (5.19)
where
ϕ = −7k
2
3hν0
16k3
+
3k4hν0
8k2
(5.20)
χ˜ = −15k
2
3hν0
4k3
+
3k4hν0
2k2
(5.21)
In particular, when the Morse condition in Eq(5.14) is fulfilled, E(n) in Eq.(5.19) re-
duces to Morse vibrational energies in Eq.(5.5) with χ˜ = χ and ϕ = 0. Note that
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Eq. (5.21) is a perturbative result which breaks down for large n. The vibrational fre-
quencies are then given by,
νn→n+1 = ν0 (1− 2χ˜(n+ 1)) , (5.22)
which has the same linear dependence on n as for the Morse potential in Eq. (5.8). Thus
χ˜ is then an anharmonicity parameter that can be compared directly with χ obtained
either by a fit from a Morse potential, Eq. (5.7) or a from experimental vibrational
frequencies, Eq. (5.11).
The calculated potential energy curves (PEC) and the fitted Morse and quartic po-
tential curves for the CO in various bonding situations are shown in Fig. 5.2. The
corresponding Morse and quartic potential parameters and anharmonicity parame-
ters are shown in table 5.3 and table 5.4, respectively.
5.5 Results and Discussion
5.5.1 CO in the gas-phase
A crucial test of the ability of DFT calculations to determine the anharmonicity of the
internal CO stretch in various CO complexes is the isolated CO molecule. As shown
in Fig. 5.2, the fits of the Morse and quartic potentials to the calculated PEC is excellent
the error σ in the overall fit of the Morse potential to the calculated potential energy
curves are very small both for PBE and optB86b-vdW (table 5.3 and 5.4). Furthermore,
the calculated value of χ=0.65% is the same for both functionals and is in relatively
good agreement with the value of 0.61% obtained from the observed vibrational fre-
quencies in table 5.1. A similar good agreement is obtained between the harmonic
vibrational energy and dissociation energy obtained from a fit of the calculated PEC
to the Morse potential (5.3) and the corresponding experimental values obtained from
vibrational frequencies (5.6). Note that values for De as obtained from this fit and
the vibrational frequencies, actually underestimates somewhat the calculated and the
measured dissociation energy of 11.9 and 11.4 eV [99], respectively, which shows that
the overall potential shape deviates somewhat from a Morse potential. The fit of the
quartic potential to the calculated PEC gives essentially the same error for the overall
fit as for the Morse potential and the same values for the harmonic vibrational frequen-
cies. However, the fact that χ˜=0.71% is a bit larger than χ=0.65% is a shortcoming of
the perturbative results for the vibrational frequencies. Thus, the DFT calculations of
the anharmonicity give an encouraging agreement with experiments.
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Figure 5.2: Calculated potential energy points (crosses) of the internal stretch mode of
isolated CO and the corresponding fitted Morse and Quartic potential energy curves
(lines) as a function of the C-O inter-atomic distance r. The anharmonic parts of the
potential energy points (blue crosses) were obtained by subtracting the harmonic parts
of the fitted model potentials from the calculated energy points and the anharmonic
parts of the fitted model potentials are also shown (blue lines). The results were based
on the optB86b-vdW functional.
5.5.2 CO-Cu(110)
In the case of the CO adsorption on the Cu(110) surface, we have studied three dif-
ferent ordered structures p(1x2), p(2x4) and p(3x6), corresponding to CO coverages of
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1/2, 1/8 and 1/18 of a monolayer (ML), respectively. The adsorption site of the CO
molecule was chosen to be on-top of a Cu atom as suggested by experiments [26].
As for the isolated CO molecule, essentially the same results for the anharmonic
parts of the PECs were obtained for the PBE and optB86-vdW functionals for the
p(1x2) structure but there are larger differences in the harmonic parts of the PECs as
shown by the calculated harmonic frequencies in table 5.5. In contrast to the isolated
CO molecule, the values for σ in tables 5.3 and tables 5.4 show that the quartic poten-
tial gives a a somewhat better fit to the PECs than the Morse potential. However, both
potential fits give essentially the same values for the harmonic vibrational energies as
for the CO molecule but χ˜ is somewhat larger than χ as for the CO molecule.
Both the Morse and quartic potential fits give a significant decrease of χ and χ˜
from the low- to the high-coverage structure. As shown by results from the quartic
potential, the values for the quartic and cubic terms do not show any coverage depen-
dence but the harmonic part show a substantial blue shift with increasing coverage.
Thus the decrease of χ˜ with coverage is not an effect of the difference in the anhar-
monicity of the PECs. This significant decrease is an effect of the large sensitivity of
the anharmonicity of the vibrational frequencies to the root-mean-square amplitude
δr. The increase of hν0 by 2.2% and the corresponding decrease in δr2 decreases χ˜
by about 14% from the p(3x6) structure to the p(2x1) structure. Finally, we note from
the quartic potential parameters that the anharmonic terms of the PEC are somewhat
smaller by about 10% than for the isolated CO molecule. Thus the formation of CO
chemisorption bond with the Cu(110) surface does not preserve the anharmonic part
of the PEC as suggested by [93].
The origin of the blue shift of the calculated vibrational frequencies with increasing
coverage is in large part due to the repulsive dipole-dipole interactions. The blue shift
∆ν0 of the harmonic frequency by these interactions is given at the Γ point by,
(ν0 −∆ν0)2 = ν20 −
(e∗)2U
4pi2µ
, (5.23)
where ν0 and ν0 −∆ν0 is the frequency with and without dipole interactions, respec-
tively. The effective charge, e?, is the slope of the dipole moment with respect to r− r0
of the C-O stretch and U is the dipole sum. The calculated effective charges are shown
in table 5.2. The decrease of e∗ for the adsorbed CO molecule compared to its calcu-
lated value -0.69e in the gas-phase is an effect of the partial occupation of the CO 2pi*
molecular orbitals [25]. The decrease of |e∗| with increasing coverage is an effect of
the screening by the adsorbed molecules [92]. The dipole sum U includes the image
dipoles of the other molecules where we used the image plane distance of 0.93 Å with
respect to the Cu surface suggested in Ref. [100]. The resulting frequency blue shifts
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e∗ (e) ∆ν¯0 (cm−1) ν¯0 −∆ν¯0 (cm−1)
p(1x2)-CO/Cu(110) -0.90 22.5 2034
p(2x4)-CO/Cu(110) -1.26 6.2 2025
p(3x6)-CO/Cu(110) -1.33 2.1 2023
CO-RuTPP/Cu(110) -1.35 1.6 1922
Table 5.2: Calculated effective charges and blue shifts of the harmonic frequency due
to dipole-dipole interactions. ν0 and ν0−∆ν0 is the frequency with and without dipole
interactions, respectively.
from the dipole interactions are shown in table 5.2. These results show that the blue
shift of the calculated vibrational frequencies with increasing coverage is dominated
by the repulsive dipole-dipole interactions.
The downward shift of the calculated harmonic frequency of the CO stretch for the
low coverage p(3x6) structure, where the dipole-dipole interactions are negligible, is
consistent with the Badger relation [93],
dν0
dr
= −B (5.24)
where B is badger slope. This relation is based on the assumption that the domi-
nant effect of the adsorption is to introduce a constant force on the CO stretch. This
assumption gives,
B =
3|kCO3 |
kCO
νCO0 , (5.25)
where the superscript CO refers to the values for the CO molecule in the gas-phase.
Using our calculated values for the CO molecule one obtains B¯ = B/c = 7730 cm−1/Å.
This relation gives a red shift of -93 cm−1 for the calculated increase of the equilibrium
position by 0.012 Å upon adsorption of CO in the p(3x6) structure, which is close to
the calculated value of -102 cm−1.
Finally, in the case of the p(2x1) structure, we have also tested our approximation
of keeping the centre-of-mass fixed when calculating the PEC by including the centre-
of-mass motion and the motion of the coordinated Cu atom as described in Section 5.4.
As shown in table 5.7, this correction changes marginally the internal stretch frequency
suggesting that a fixed centre-of-mass position is a good approximation. This sugges-
tion is proved by results of the fits shown in table 5.5. There are only minor changes
in the anharmonic terms of the potential and the anharmonicity parameter when in-
cluding the centre-of-mass motion and the motion of the coordinated Cu atom.
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5.5.3 CO-MTPP and CO-MTPP/Cu(110)
Here we have studied the isolated CO-MTPP complex and the adsorbed complex on
the Cu(110) surfaces in the Aγ structures with the central metal atoms M = Ru or Co.
The geometric and the electronic structures of these complexes were studied exten-
sively in chapter 4.
For all these complexes, we get significantly better fits to the calculated PECs using
the quartic potential than for the Morse potential as shown by the values of σ in ta-
bles 5.3 and 5.4. However, the calculated harmonic vibrational frequencies show only
small differences between the two fits. Except for CO-RuTPP, χ˜ is slightly larger than
for χ as for CO and CO-Cu(110). For the isolated and adsorbed CO-CoTPP complex,
the calculated -158 and -159 cm−1 of the harmonic frequencies are close the values -
147 and -162 cm−1 obtained from the Badger relation in Eq. (5.24). The corresponding
shifts -240 and -247 cm−1 obtained from the Badger relation for the isolated and the
adsorbed CO-RuTPP complexes overestimate substantially the corresponding calcu-
lated shift -181 and -208 cm−1 from the fit to the quartic potential. This overestimate
might in part be due to the fact that the anharmonic terms of the isolated and the ad-
sorbed CO-RuTPP complexes are substantially weakened by about 17-24 % whereas
the weakening is less for the isolated and the adsorbed CO-CoTPP complexes. In both
cases, the anharmonic terms of the PECs for CO stretch in the isolated complex do not
change upon adsorption on the surface.
From the large red shifts of the harmonic frequencies of the C-O stretch frequencies
of these complexes, one would expect a large increase of the anharmonicity parameter
from the increase of the vibrational amplitudes δr but this increase is compensated
by the weakening of the anharmonic part of the PECs. For example, keeping the an-
harmonic part of the isolated CO molecule for CO-RuTPP/Cu(110) would increase χ˜
from 0.62% by about a factor of two to 1.3 %. Finally, the stronger anharmonic part
of the PECc and the larger values of the anharmonicity parameter for the C-O stretch
of the isolated and adsorbed CO-CoTPP complexes than for the corresponding CO-
RuTPP complexes might be related to the tilting of the CO molecule in the CO-CoTPP
complexes.
5.6 Comparison with Experiments
Here, we will focus on the comparison of our calculations with experiments for the
anharmonicity of the vibrational frequencies for CO and CO-RuTPP on Cu(110).
In Fig. 5.3, we show the experimental data for C-O stretch frequencies for the fun-
damental and the hot band transitions as a function of coverage. The experimental
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result that the fundamental frequency is essentially constant from a CO coverage of
about 0.15 down to 0.01 ML is not supported by our calculations, which show a sub-
stantial shift with CO coverage due to the dipole-dipole interactions (table 5.5.2). The
fundamental frequency has a blue shift of 6 cm−1 from the p(3x6) structure to the
p(2x4) structure corresponding to an increase of coverage from 0.045 to 0.125 ML. An-
other puzzling observation is that the observed red shift of 53 cm−1 of the fundamen-
tal frequency upon adsorption is substantially closer to the corresponding calculated
red shift of about 70 cm−1 (54 cm−1 for PBE) for the high-coverage p(2x1) structure
than the corresponding value of 102 cm−1 for the low-coverage p(3x6) structure. The
observed blue shifts of the hot-band transitions 1 → 2 and 2 → 3 with CO coverage
is probably an effect of the increasing delocalization of the hot-band transitions with
coverage. The low-coverage limit, Θ < 0.1 ML should correspond to the singleton
frequencies for these hot transitions. The corresponding measured frequency shifts
∆∆ν¯n = ν¯n→n+1 − ν¯n→n−1 for n = 1 and 2 are in good agreement with the calculated
ones as shown in table 5.6. Note that the difference between the experimental and
calculated values of χ are slightly larger due to the underestimate of the harmonic
vibrational frequency in the calculations.
The measured fundamental frequencies of the CO stretch of isolated CO-RuTPP
and adsorbed CO-RuTPP on Cu(110), including hot band transitions for the adsorbed
molecule, are shown in table 5.6. In the case of the adsorbed molecule, these frequen-
cies were measured at sufficient low coverage so that they correspond to singleton
frequencies. The magnitudes of the red shifts upon adsorption are in good agreement
with the calculated red shifts for the isolated and adsorbed molecule but the results for
the isolated molecule underestimates the measured red shift. Note that for the cover-
age used in the calculations the blue-shift from the dipole-dipole interactions are small
so that the these result can be compared directly with the experimental data. The mea-
sured anharmonic frequency shifts and the corresponding anharmonicity parameters
are underestimated by 20%. Thus the calculations cannot reproduce the trend of the
anharmonicity of the vibrational frequencies between CO adsorbed on Cu(110) and
on RuTPP/Cu(110).
5.7 Summary
The anomalous large value of anharmonicity of the internal stretch mode of CO ad-
sorbed on RuTPP/Cu(110), as obtained from the SFG experiments of the fundamental
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χ (%) ν¯0 (cm−1) r0 (Å) De (eV) α (Å−1) σ (meV)
CO
PBE 0.66±0.02 2126±0.02 1.144 10.1 ±0.02 2.38 0.14
optB86b-vdW 0.65±0.02 2127±0.2 1.143 10.1 ±0.03 2.38 0.17
p(2x1)CO/Cu(110)
PBE 0.58±0.03 2069±0.4 1.157 11.0±0.06 2.21 0.34
optB86b-vdW 0.59±0.04 2056±0.4 1.157 10.7±0.06 2.24 0.33
optB86b-vdW* 0.59±0.04 2062±0.5 1.157 10.9±0.06 2.22 0.35
p(2x4)CO/Cu(110)
optB86b-vdW 0.64±0.3 2031± 0.5 1.155 9.8±0.05 2.30 0.38
p(3x6)CO/Cu(110)
optB86b-vdW 0.66±0.04 2025±0.5 1.155 9.6 ±0.05 2.33 0.37
CO-RuTPP
optB86b-vdW 0.57±0.05 1953±0.7 1.175 10.7±0.1 2.12 0.63
CO-RuTPP/Cu(110)
optB86b-vdW 0.62±0.04 1924±0.6 1.175 9.6 ±0.07 2.21 0.5
CO-CoTPP
optB86b-vdW 0.70±0.03 1970±0.04 1.162 8.76 ±0.04 2.36 0.23
CO-CoTPP/Cu(110)
optB86b-vdW 0.71±0.2 1962±0.4 1.164 8.60 ±0.04 2.34 0.39
Table 5.3: Anharmonicity parameter χ, harmonic vibrational energy hcν¯0, equilibrium
distances r0 and dissociation energy De for the internal stretch of CO in various bond-
ing situations as obtained from fits of Morse potentials to the calculated potential en-
ergy curves. Results are also given in few instances for both the optB86b-vdW and
the PBE versions of the exchange-correlation energy functional as indicated. The er-
ror bars for the calculated values are the standard deviations in the non-linear square
fit. The standard deviation in the fit of the Morse potential curve to the calculated
potential energy curve (PEC) is given by σ.
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χ˜ (%) ν¯0 (cm−1) k3 (eV/Å3) k4 (eV/Å4) σ (meV)
CO
PBE 0.71 2127±0.6 -138±0.3 186±3 0.17
optB86b-vdW 0.71 2128±0.6 -138±0.3 185±3 0.18
p(1x2)CO/Cu(110)
PBE 0.58 2066±0.6 -123±0.2 173±3 0.16
optB86b-vdW 0.60 2053±0.6 -122±0.2 173±3 0.15
optB86b-vdW* 0.59 2059±0.6 -122±0.3 172±3 0.18
p(2x4)CO/Cu(110)
optB86b-vdW 0.68 2029±0.6 -123±0.3 172±3 0.18
p(3x6)CO/Cu(110)
optB86b-vdW 0.70 2024±0.6 -124±0.3 173±3 0.19
CO-RuTPP
optB86b-vdW 0.54 1947±0.6 -105±0.2 154±3 0.20
CO-RuTPP/Cu(110)
optB86b-vdW 0.62 1920±0.6 -106±0.2 152±3 0.21
CO-CoTPP
optB86b-vdW 0.75 1969±0.6 -119±0.3 166±3 0.22
CO-CoTPP/Cu(110)
optB86b-vdW 0.75 1960±0.7 -119±0.3 171±3 0.23
Table 5.4: Harmonic vibrational energy hcν¯0, cubic k3 and quartic k4 force constants
and for the internal stretch of CO in various bonding situations as obtained from a
fit to the polynomial potential VQ(r) to the calculated potential energy curve. The
standard deviation in the fit of this potential to the calculated potential energy curve
is given by σ. Results are also given in few instances for both the optB86b-vdW and
the PBE versions of the exchange-correlation energy functional as indicated.
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ν¯0−1 (cm−1) ∆ν¯0−1 ∆∆ν¯ (cm−1)
CO
PBE 2097 (2096) 0 (0) -28 (-30)
optB86B-vdW 2100 (2098) 0 (0) -28 (-30)
p(2x1)CO/Cu(110)
PBE 2045 (2042) -52 (-54) -24 (-24)
optB86B-vdW 2032 (2028) -68 (-70) -25 (-25)
p(2x4)CO/Cu(110)
optB86B-vdW 2005 (2002) -95 (-96) - 26 (-28)
p(3x6)CO/Cu(110)
optB86B-vdW 1999 (1996) -101 (-102) - 27 (-28)
CO-RuTPP
optB86b-vdW 1932 (1927) -168 (-171) -22 (-21)
CO-RuTPP/Cu(110)
optB86b-vdW 1900 (1896) -200 (-202) -24 (-24)
CO-CoTPP
optB86b-vdW 1942 (1939) -158 (-159) -27 (-29)
CO-CoTPP/Cu(110)
optB86b-vdW 1934 (1931) -166 (-167) -28 (-30)
Table 5.5: Calculated vibrational frequencies for the fundamental internal stretch of
the CO molecule in various bonding situations and the constant frequency shifts
∆∆ν¯ = ν¯n−n+1 − ν¯n−1−n for the overtones. The values and the values within the
parenthesis are based on the Morse and the Quartic potential, respectively. ∆ν¯0−1 is
the shift of ν¯0−1 from its gas-phase value. (e)Ref. [101][Ref. 265 in [86]]; (e)Ref. [86] in
the Aγ structure.
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ν¯0−1 (cm−1) ∆ν¯0−1 ∆∆ν¯1 (cm−1) ∆∆ν¯2 (cm−1)
CO(a) 2143.2 0 -26.6 -
CO/Cu(110)(b) 2090 -53 -26.5 -28.5
CO/Ru(001)(c)(d) 1990 -153 -29 -
CO-O/Ru(001)(d) 2069 -74 -29 -
CO-RuTPP(e) 1944 -199 - -
CO-RuTPP/Cu(110) (f) 1957 -186 -30 -32
Table 5.6: Experimental vibrational frequencies ν¯0−1 for the fundamental internal
stretch of the CO molecule in various bonding situations and their frequency shifts
∆∆ν¯1 = ∆ν¯1−2 − ν¯0−1 and ∆∆ν¯2 = ∆ν¯2−3 − ν¯1−2 for the overtones. ∆ν¯0−1 is the shift
of ν¯0−1 from its gas-phase value. (e)Ref. [101]; (e)Ref. [86]
in the Aγ structure
ν¯I (cm−1) ν¯M (cm−1)
p(2x1)CO/Cu(110) 2047 417 (345)(a)
CO-RuTPP/Cu(110) 1927 508 (452)(b)
Table 5.7: Calculated harmonic vibrational frequencies νI and νM of the internal (I)
and the external (M) CO stretch, respectively. The values within the parenthesis are
the experimental values for the fundamental frequencies of M are taken from IR spec-
troscopy; (a) Ref. [86]; (b) Ref. [86]. Only the perpendicular motions of the C, O and
the coordinated metal atom were included in the dynamical matrix.
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Figure 5.3: The frequency shifts of the fundamental, 0-1, and the hot band transitions
1-2 and 2-3 of the C-O stretch mode as a function of CO coverage. The frequency shifts
were obtained from SFG experiments. The figure is taken from T. Omiya thesis [86]
and the first overtone frequencies by Arnolds and Omyia at University of Liverpool,
raises some questions concerning the bonding of CO to the metal centre of the ad-
sorbed RuTPP. This observation motivated us to carry out DFT calculations of this
anharmonicity for CO in various bonding situations. The anharmonicity was calcu-
lated in two different ways from the calculated potential energy curve (PEC) by a fit
of a Morse potential to the PEC and by leading order perturbation theory in the cubic
and quartic terms of the PEC. These two methods gave very similar results. The Morse
potential method is a bit restrictive since the harmonic and the anharmonic parts of
the PEC cannot be fitted independently in contrast to the perturbative method. The
perturbative method can account for the change of only the harmonic part of the PEC
due to dipole-dipole interaction with CO coverage on the Cu(110) surface. In partic-
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ular, the anharmonicity of the internal stretch mode increased in this case with de-
creasing vibrational frequency due to the increase of the vibrational amplitude. A
good agreement between the observed and calculated anharmonicities of the internal
stretch mode of the isolated and the adsorbed molecule on the Cu(110) surface was
obtained. However, our calculations were not able to reproduce the observed anoma-
lous value for CO adsorbed on RuTPP/Cu(110) and a similar value to the isolated and
adsorbed CO was obtained.
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Chapter 6
Homo-coupling of porphine on
Au(111)
6.1 Introduction
In this Chapter, we present a DFT study of the on-surface formation of porphine
dimers by C-C coupling from monomers on an Au(111) surface. This study is moti-
vated by recent and unpublished STM experiments of this reaction by the experimen-
tal groups headed by Raval at the University of Liverpool and by Grill at University
of Graz. In these experiments different oligomerization pathways and bonding motifs
were investigated at different temperatures.
This oligomerization reaction is an example how nano structures can be created
from covalent coupling at surfaces which has recently attracted a lot of attention [74,
102–104]. The first pioneering study of such a reaction was done by Grill and cowork-
ers [102] who demonstrated that the topology of nanostructures could be precisely
designed by controlling the chemical structure of halogenated porphyrin molecules.
In this on-surface synthesis, the C-C bonds between the molecules were formed first
by breaking the halogen-molecule bond resulting in a halogen contamination of the
surface. Later it was demonstrated by In’t Veld and coworkers [105] that it was pos-
sible to form C-C bonds between adsorbed molecules directly from C-H bonds where
the H atoms desorbs from the surface without without contaminating the surface. Var-
ious nanostructures of porphyrin molecules on a Cu surface can also be formed in the
presence of Cu adatoms resulting in C-Cu-C coupling[103, 104].
Based on their STM images, Grill group and Rasmita group were able to identify
four different bonding motifs of the adsorbed dimers on Au(111). The two experi-
ments were carried out with different deposition and annealing and cooling proce-
dures, and the statistic concerning the formation of these structures resulted in some
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differences between the two experiments. Using a range of temperatures between
250◦C and 400◦C in Graz, the single monomers were deposited at the different ele-
vated surface temperatures and imaged at the low temperature, whereas in Liverpool
using a range between 300◦C and 380◦C porphines were deposited at room temper-
ature and annealed at the temperature taken in consideration, with an imaging at
room temperature. These experiments raise the question to what extent these differ-
ent product distributions are determined by thermodynamics or kinetics depending
on the deposition and annealing conditions.
As a first step to resolve this question, we have studied the thermodynamics of
the dimer formation by calculating the geometric structure and the relative stabilities
of the adsorbed dimers, monomers and dehydrogenated intermediates [74]. The as-
signment of the different C-C bonding motifs of the dimers from the observed STM
images is also investigated by a comparison with calculated STM images. In partic-
ular, the discrimination between single and double connected dimers is of interest.
Since the adsorbed porphyrin monomers and dimers was found in our calculations to
be physisorbed reflecting the relatively inert character of the Au(111) surface, we have
also investigated the dimer formation in the gas phase.
6.2 Computational details
The periodic DFT calculations of the geometric structure and the total energies of the
isolated and the adsorbed porphyrin monomers and dimers were carried out using
the Vienna Ab initio Simulation Package (VASP), [81], [82], [106] version 5.3. The key
input parameter were chosen to be essentially the same as the VASP calculations of
porphyrin on a Cu surface [32].
Plane waves were used as a basis set with a kinetic energy cut-off of 400 eV. Va-
lence electron-core interactions were included by using the projector-augmented wave
method [83], [84]. The van der Waals interactions were described using optB86b-vdW
version of the van der Waals exchange-correlation functional [107]. Spin-polarization
was included in the dehydrogenation calculations. The isolated porphyrin monomer
and dimers were represented in a super cell of 25x25x25 Å3 and only the Γ point was
kept in the k-point sampling of the Brillouin zone (BZ). In the calculations of the ad-
sorption of P on Au(111), Au(111) was represented by a slab in a super cell with a
(7x6) surface unit cell and 4 layer of Au and the height of the vacuum region was
30.4 Å. The BZ was sampled by a 2x2x1 k-point grid. Different surface unit cells were
chosen for the dimers adsorbed on Au(111). For the case of single-connected dimer,
the (9x6) surface unit cell and a (2x3x1) k-point sampling was used, whereas for the
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cases of multiple-connected dimer, the surface unit cell was (11x6) and a 2x4x1 k-point
sampling was used. The isolated molecules were geometrically optimized until the
forces were less than 0.02 eV. For the adsorbed monomers and dimers, the structures
were relaxed until the forces were less than 0.02 and 0.03 Å−1, respectively, while the
two bottom layers of the Au slab were fixed at the calculated bulk lattice constant of
4.135 Å. The lattice constant was obtained by finding the minimum of the potential
energy curve of simple cubic supercell of four Au atoms in a face centred cubic struc-
ture as a function of lattice constant in steps of 0.005 Å. The density functional and
the plane-wave kinetic energy cut-off were the same as the calculations for the ad-
sorbed molecules and the a (12x12x12) sampling of the k point in the BZ. Finally, the
STM images were calculated from the wave functions in the vacuum region using the
Tersoff-Hamann approximation.
6.3 P monomer and dimers in the gas phase
6.3.1 P monomer
The calculated equilibrium structure of the isolated porphine (P) in the gas phase was
found to be planar. The trans tautomer of the inner H atoms was found to be 0.3 eV
more stable than the cis tautomer. The resulting structure is shown in Fig. 6.1.
Figure 6.1: Trans and cis configurations of H2P.
6.3.2 P dehydrogenation
A possible reaction intermediate in the formation of the a P dimer from two P monomers
is a dehydrogenated P here denoted by P(-nH) where n is the number of dehydro-
genated C atoms. The dehydrogenation reaction is given by,
P→ P(−nH) + n
2
H2. (6.1)
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There are several ways the C atoms of the P can be dehydrogenated. In the case of sin-
gle dehydrogenation (n = 1) either a C atom at the edge or the corner position of P is
dehydrogenated (see, Fig. 6.2). In the case of double and triple dehydrogenations of P,
we have considered those that should be most relevant for the formation of P dimers.
They are shown in Fig. 6.3 and 6.3. The feasibilities for the various dehydrogenations
can be obtained from the changes in the total energies ∆rE of the reaction, Eq. 6.1,
given by,
∆rE = EP(−nH) +
n
2
EH2 − EP (6.2)
where EP, EP(−nH) and EH2 are the total energies of P, P(-nH) and the hydrogen
molecule, respectively. The calculated ∆rE for the considered single, double and
triple dehydrogenations are shown in Table 6.1. Note that ∆rE is not the free energy of
the reaction since it does not include any free energy terms from the roto-vibrational
and translational motion of the molecules. However, ∆rE can still be used to de-
termine the relative stabilities of the two P(-H) and the relative stabilities of the two
P(-2H) since these terms for the H2 molecules cancel out and the small free energy
terms from the differences in roto-vibrational motion of the P and P(-nH) molecules is
ignored here.
As shown by the calculated ∆rE in Table 6.1, the dehydrogenation of the edge
C atom is more stable than the corner C atom by about 0.27 eV. Furthermore, the
double and the triple dehydrogenation energies are close to be additive in terms of
the single dehydrogenation energies except for the adjacent double corner C atom
dehydrogenation. The dehydrogenation energy of these two C atoms is about 0.6 eV
less than twice the energy of the dehydrogenation of a corner C atom.
These calculated values for the dehydrogenation energies compare favourably with
the energy obtained from measured H bond dissociation energies DH for H-H and C-
H. ∆rE = DH(C-H→ C + H) - 12DH(H-H→ 2H) = 2.27 eV using the mean value for
DH(C-H→ C + H = 4.51 eV andDH(H-H→ 2H) = 4.48 eV [108]. Note that these values
are bond entalpies at 298 K and include zero-point energies and heat capacities.
6.3.3 Dimer formation
A P dimer can be formed from two P monomers by either making single, double or
triple C-C connection between the P monomers, which are described by the reaction,
2P→ P(−nH)2 + nH2 (6.3)
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Figure 6.2: Single C a) edge and b) corner atom dehydrogenation of a P monomer.
Figure 6.3: a) Double C corner atoms and b) corner-edge atoms dehydrogenation of a
P monomer.
where P(-nH) is P dehydrogenated by nH atoms and n = 1, 2 and 3 for single-, double-
connected and triple-connected dimers, respectively. The corresponding reaction en-
ergies ∆rE are then given by,
∆rE = EP(−nH)2 + nEH2 − 2EP, (6.4)
where EP(−nH)2 is the total energy of the n-connected dimer.
Here we have also investigated the strengths of C-C bonds between the monomers
by calculating their dissociation energies DC. This bond dissociation corresponds to
the reaction,
P(−nH)2 → 2P(−nH) (6.5)
and DC is then given by,
D = 2EP(−nH) − EP(−nH)2 (6.6)
All calculated values for DC and ∆rE are shown in Tables 6.2 and 6.3, respectively.
Single-connected dimers
There are essentially four possible configurations of single-connected dimers. Two
configurations correspond to the bonding of edge and corner C atoms denoted here
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∆rE(g) (eV) ∆rE(ad) (eV)
hollow top
edge 2.79 1.68 2.79
corner 3.06 1.84 1.61
corner-edge 5.85-5.76
corner-corner 5.51 2.99
corner-edge-corner 8.82
Table 6.1: Calculated dehydrogenation energies ∆rE(g) and ∆rE(ad) of P in the gas
phase and adsorbed on Au(111) in a hollow and a top site.
by (ec) and to the bonding of edge and edge C atoms denoted here by (ee). The other
two configurations correspond to bonding of corner and corner C atoms in two in-
equivalent ways and are denoted here by (cc) and (cc)’.
The geometrically optimized structures of these four configurations are shown in
Fig. 6.4. As shown by the side views, there are significant twist and distortions of the P
monomers in the dimer from their native flat configurations due to steric hindrances
introduced by the close proximity of adjacent C-H bonds to the C-C bonds. These
distortions are particulary large for the (ee) configuration where the molecular planes
have a large twist.
The relative stabilities of these different bonding configurations were obtained
from the calculated changes in reaction energies for making single-connected dimer
given by ∆rE in Eq. (6.3) for n = 1. As shown by the calculated ∆rE in Table 6.2,
(cc) and (cc)’ are the most stable configurations and are nearly degenerate. The (ec)
configuration is the least stable one and ∆rE is about 0.8 eV larger than for (cc) con-
figuration, which is somewhat counterintuitive in view of the dehydrogenation of an
edge C atom is more favoured than by a corner C atom. This trend in energies follows
the trend of the different C-C bond strengths. As shown in Table 6.3, the calculated
value of DC increases with around an 1 eV when going from the edge-edge to the
corner-corner C-C bond. These calculated values for DC are in the range of measured
values ofDC of about 3.8 eV for C-C single bonds to 7.5 eV for C-C double connection.
Double-connected dimers
There are five possible bonding configurations of double-connected dimers involving
bonding of different combinations of edge and corner C atoms and here we consider
four of them. In the dimer configuration denoted here by (cc)2, the two C-C bonds are
formed between corner C atoms of the monomers, whereas the dimer configuration
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Figure 6.4: Top and side views of calculated equilibrium structures of the motifs (ee),
(cc)’, (ec) and (cc) of single-connected dimers in the gas phase.
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Dimer ∆rE(g) (eV) ∆rE(ad) (eV)
(ce) 1.08 1.98
(ee) 0.56 2.33
(cc) 0.20 1.03
(cc)’ 0.21 0.78
(cc)2 4.38 4.75
(cc)(ee) 1.53 2.96
(cc)’(ce) 1.44 1.86
(ce)2 0.68 1.04
(cc)2(ee) 0.51 1.00
Table 6.2: Calculated reaction energies ∆rE(g) and ∆rE(ad) of different motifs of
single- and multiple-connected P dimers in the gas phase and adsorbed on Au(111),
respectively.
Dimer DC (eV)
(ce) 4.77
(ee) 5.03
(cc) 5.90
(cc)’ 5.91
(cc)2 6.64
(cc)(ee) 9.49
(cc)’(ce) 9.92-9.83
(ce)2 11.02-10.84
(cc)2(ee) 17.13
Table 6.3: Calculated C-C bond dissociation energies DC of different motifs of single-
and multiple-connected P dimers in the gas phase.
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formed by the two C-C bonds between corner and edge C atoms of the monomers
is denoted by (ce)2. In the dimer configuration denoted by (cc)’(ce) one C-C bond is
formed between two corner C atoms and the other one is formed between a corner and
an edge atom. Finally, the dimer configuration denoted by (cc)(ee) is formed between
two corner atoms and between two edge atoms structures of these four dimer config-
urations are shown in Figs. 6.5a)-c). In all these cases, the dimers are flat as expected
for all configurations except (cc)(ee) from the relatively large distances between the
C-H bonds of the two P monomers in these dimers.
The relative stabilities of these dimer configurations were obtained from the re-
action energies ∆rE of the double-connected dimer which are given by Eq. (6.6) for
n = 2. As shown by the calculated reaction energies ∆rE in Table 6.2, there are quite
large differences in the relative stabilities of the four configurations. Most notable is
the result that ∆rE is much larger for (cc)2 than for the other three configurations. The
trend of these relative stabilities can be understood from the increasing strain to form
the C6, C5, C4 rings in (ce)2, (cc)’(ce) and (cc)2, respectively, by C-C coupling. Note
that also a C6 ring is formed in the (cc)(ee) dimer but the strain to distort the H atoms
away from each other of the non-connected corner atoms makes ∆rE larger than the
(cc)’(ce) dimer in which a C5 ring is formed. DC((cc)2) = 6.64 eV is substantially larger
than 2DC((cc)) = 11.8 eV, whereas DC((cc)’(ce)) = 9.92 and DC((cc)(ee)) = 9.49 eV are
much closer to DC((cc)) + DC((ce)) = 10.67 eV and DC((cc)) + DC((ee)) = 10.93 eV, re-
spectively. In the case of (ce)2 there is a cooperative effect for the formation of the
double C-C connection and the six-membered C ring since DC((ce)2) = 11.02 eV is a
bit larger than 2DC((ce)) = 9.54 eV.
Triple-connected dimer
There is only one possible triple-connected dimer configuration, which has two equiv-
alent bonds between two corner C atoms and one bond between two edge C atoms.
This bonding motif is denoted here by (cc)2(ee). The geometrically optimized struc-
ture of this dimer is shown in Fig. 6.5 d). As expected this dimer is also flat. The
calculated reaction energy ∆rE of the triple-connected dimer as obtained from Eq. 6.6
is shown in Table 6.2. Here the calculated DC in Table 6.3 shows that the formation
of the triple C-C connections is slightly favoured by about 0.3 eV over forming three
separate single C-C bonds: DC((cc)2(ee)) = 17.1 > 2DC((cc)) + DC((ee)) = 16.8 eV.
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Figure 6.5: Top views of calculated structures of the double-connected motifs a) (cc)2,
b) (cc)’(ce), c) (ce)2 the triple-connected motif d) (cc)2(ee) of dimers in the gas phase
and e)(cc)(ee) double connection.
6.4 Adsorption of P monomer and dimers on Au(111)
6.4.1 P adsorption
Two different adsorption sites were investigated for the P molecule adsorbed on the
Au(111) surface. The two initial sites in the geometrical optimization were the top
and hollow sites where the centre of the P molecule is on top of a Au atom and in a
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hollow site on Au(111), respectively and the molecule is oriented with an edge parallel
at the [110] direction of the Au(111) surface. As shown by the calculated structures of
the adsorbed P in Fig. 6.6 b)-c), the adsorbed P is slightly displaced from the initial
top site in the optimized configuration, which will be referred to as the top-like site,
whereas the adsorbed P stays at hollow site during the geometrical optimization. The
adsorbed molecule was found to be slightly deformed from its flat configuration in
the gas phase with an adsorption height of 3.175 Å. This large value of the adsorption
height is characteristic for physisorption, which can be reconciled with the calculated
adsorption energies. The adsorption energy, Ead, of P on Au(111) is here defined as
the energy gain upon adsorption as,
Ead = EP + EAu(111) − EP/Au(111) (6.7)
where EAu(111) and EP/Au(111) are the total energies of the bare surface and the ad-
sorbed molecule on the bare surface, respectively. The hollow site with Ead = 2.79 eV
was found to be slightly more stable by about 0.09 eV than the top-like site. The ori-
entational dependence of Ead was also investigated on the top-like site by considering
the orientational angles of 36◦, 72◦, 108◦, and 144◦ respect to the centre of porphine
axis at the initial position shown in figure 6.6. The variation of Ead was found to be
less than 0.19 eV. The calculated value of the adsorption energy and its weak depen-
dence with site and orientation is in fact consistent with physisorption. Note that the
van der Waals interaction energy scales with the size of the molecule and the calcu-
lated values of Ead correspond to about 80 meV per atom which is in accordance with
the scaling found for the adsorption energy of hydrocarbons on graphene [109].
6.4.2 H adatom
In the case of the on-surface dehydrogenation and monomer reactions, the produced
hydrogen atoms can also end up adsorbed on the surface. Thus it is of interest to know
the stability of the adsorbed H atom relative to the gas-phase, which is obtained from
the reaction energy ∆rE for the desorption of two adsorbed H atoms,
2H(ad)→ H2 (6.8)
and ∆rE is then given by,
∆rE = EH2 − 2EH(ad) (6.9)
In previous DFT calculations using the same vdW-DF as used here by Lucci and
coworkers [110], they obtained ∆rE = -0.28 eV. Furthermore, they calculated also the
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Figure 6.6: Calculated equilibrium structures of P in a) the gas phase and adsorbed on
Au(111) surface starting from b) the hollow site and c) the top site.
energy barrier EB to be 0.76 eV for the desorption. This barrier height will be impor-
tant in the discussion in Section 6.5 about the reaction mechanisms.
6.4.3 P dehydrogenation
An important question is whether the dehydrogenation reaction,
P(ad)→ P(−nH)(ad) + n
2
H2, (6.10)
of the adsorbed P is catalyzed by the surface or not. In the case of the dehydrogena-
tion of a corner C atom, the calculated structures of P(-H)(ad) in Figs. 6.7 and 6.8
show that the corner C atom forms a bond with an Au atom with a characteristic
bonding distance of 2.1 Å for both hollow and top-like sites. This bonding results also
in a quenching of the spin moment, a significant deformation of the dehydrogenated
molecule and an outward displacement of the Au atom. In the case of the dehydro-
genation of an edge C atom, this kind of bond only occurs for the hollow site whereas
for the top-like site no such bond is formed and the dehydrogenated P keeps the nearly
flat geometry and spin-moment of the dehydrogenated P in the gas-phase. Also in the
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Figure 6.7: Calculated equilibrium structures of P(-H) on top site, when removing H
from a) an edge C atom and b) a corner C atom.
Figure 6.8: Calculated equilibrium structures of P(-H) on hollow site, when removing
H a) an edge C atom and b) a corner C atom.
case of a double dehydrogenation of the two adjacent corner C atoms, they form both
bonds with the Au surface atoms.
The C-Au bonding has a large influence on the dehydrogenation energies. The
reaction energy ∆rE of this reaction, Eq. 6.10, is given by,
∆rE = EP(−nH)(ad) +
n
2
EH2 − EP(ad) (6.11)
where EP(ad) and EP(−nH)(ad) are the total energies of the adsorbed P and P(-nH), re-
spectively. The calculated values of ∆rE for the dehydrogenation reactions resulting
in the P(-H)(ad) shown in Figs. 6.7 and 6.8 for the top-like and the hollow sites, respec-
tively, are tabulated and compared with the gas-phase values in Table 6.1. In the case
of the formation of a C-Au bond, there is a large reduction of more than 1 eV of the
dehydrogenation energy compared to the gas phase values. For hollow site, the calcu-
lated ∆rE follows the trend between the dehydrogenation of edge and corner C atoms
in the gas phase but the difference is smaller. In the case of the dehydrogenation of
the edge C atom for the top site, where no C-Au bond is formed, the dehydrogenation
energy is the same as in the gas phase.
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6.4.4 P dimer formation
As in the gas-phase, the formation of the dimers on the Au(111) surface from two
monomers can either involve the formation of single, double or triple C-C connections
between the adsorbed P monomers as,
2P(ad)→ P(−nH)2(ad) + nH2 (6.12)
where P(-nH)2(ad) is the adsorbed P dehydrogenated by n H atoms and n = 1, 2 and
3 for single-, double-, and triple-connected dimers, respectively. The corresponding
reaction energies of the formation of these dimers are then given by,
∆rE = EP(−nH)2(ad) + nEH2 − E2P(ad) (6.13)
where EP(−nH)2(ad) is the total energy of the adsorbed n-connected dimer and E2P(ad)
is the total energy of two separated adsorbed P monomers. The latter energy was
obtained in the calculations as E2P(ad) = 2EP(ad)−EAu(111) where EP(ad) is the energy
of the adsorbed P monomer and EAu(111) is the energy of the bare Au(111) slab.
There is a simple relation between reaction energies ∆E(ad) and ∆rE(g) of the on-
surface dimerization and gas-phase reactions, respectively. This difference is simply
given by the difference of the adsorption energy of two P monomers and the P dimer
as,
∆rE(ad)−∆rE(g) = 2Ead(P)− Ead(P(−nH)2(ad)), (6.14)
where Ead(P(−nH)2(ad)) is the adsorption energy of a n-connected dimer defined in
an analogous manner to the adsorption energy Ead(P) of a P monomer in Eq.(6.7).
single-connected dimer
The geometric structures of the four configurations of the single-connected adsorbed
dimers were calculated by starting from their geometries in the gas phase shown in
Fig. 6.4. As shown in Fig. 6.9, the interactions of the dimers with surface changes their
geometry structure due to the attraction to the surface. The average adsorption heights
except for (ee) are about 3.3 Å and is similar to the physisorbed P monomer. In the case
of (ee), the average adsorption height is 3.9 Å due to the large twist of the dimer. The
calculated reaction energies, ∆rE, of the single-connected adsorbed P dimers were
obtained from Eq.(6.12) (n = 1) and are shown and compared with the corresponding
gas-phase values in Table 6.2. The trend over the different configurations except for the
(ee) configuration is not changed upon adsorption but the energy difference between
the configurations (cc) and (cc)’ has increased significantly. A most notable result is
the large increase of ∆rE of about 1.8 eV for the (ee) dimer upon adsorption compared
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to the increase of about 0.6 to 0.9 eV for the other configurations. This relatively large
increase for the (ee) configuration can be understood from its relatively large average
adsorption height and the associated decrease of adsorption energy compared to the
other configurations. The increase of ∆rE the other configurations upon adsorption
simply reflects that the adsorption energies of these P dimers are less than twice that
of the P monomer.
Double-connected dimers
Top views of the calculated configurations are shown in Fig. 6.10. The calculated re-
action energies, ∆rE, of the adsorbed, double-connected dimers, as obtained from
Eq. (6.13) for n = 2, are shown and compared with the corresponding gas-phase val-
ues in Table 6.2. Upon adsorption of the four gas-phase configurations of the double
connected P dimers, the flat geometry of the P dimers did not change in the calcula-
tions and the adsorption height of 3.2 Å for all configuration except (cc)(ee) is very
similar to the adsorption height of the P monomer. Due to the distortions of the H
atoms of bonded to the corner C atom away from the molecular plane of the (cc)(ee)
configuration, the average adsorption height is about 0.65 Å larger than the other con-
figurations. This relatively large adsorption height causes a large increase of the reac-
tion energy of about 1.4 eV compared to the other configurations. The reaction ener-
gies for the other configurations show the same trend as for the gas-phase values but
have increased by about 0.4 eV for the same reason as for the single-connected dimers.
Triple-connected dimer
Also in this case upon adsorption of the triple-connected dimer, the flat geometry of
the dimer did not change in the calculations and the adsorption height of 3.2 Å is
also very similar to the adsorption height of the monomer and the double-connected
dimers. The calculated geometric structure is shown in Fig. 6.10d). The calculated re-
action energy, ∆rE, of the adsorbed, triple-connected dimers as obtained from Eq. (6.13)
for n = 3 are shown and compared with the corresponding gas-phase values in Ta-
ble 6.2. Also in this case, ∆rE has also increased compared to its gas-phase value
with about 0.49 eV, which is a slightly larger increase than 0.36-0.42 eV for the double-
connected P dimer. This increase is probably in part due to the slight decrease in size
when forming an additional C-C bond and the scaling of the van de Waals attraction
with molecular size.
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Figure 6.9: Top and side views of calculated equilibrium structures of the motifs a)
(ec), b) (cc) and c) (cc)’ of single-connected dimers adsorbed on Au(111).
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Figure 6.10: Top views of calculated structures of double-connected motifs a) (cc)2,
b) (ce)2, c) (cc)’(ce) d) (cc)(ee) and triple-connected e) (cc)2(ee) of dimers adsorbed on
Au(111).
6.4.5 Free energy contributions
So far all calculations of reaction energies are based on potential energies, but Gibbs
free energies are needed for a proper description of reaction thermodynamics. In ad-
dition to the potential energy term the free energy has also a contribution from vi-
brations, rotations and translations. In our case of C-H bond breaking and C-C bond
making, we will assume that the contributions from vibrations to the internal energies
and entropies of the reactants and the products more or less cancel each other. Thus,
we will only keep the contribution from the translational and rotational motion.
As noted by Floris and coworkers [32], there will be a large contribution from the
translational entropy of the hydrogen gas to the free energy in the temperature range
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of interest 300 - 700K under ultrahigh vacuum conditions at a pressure of p = 10−7
Pa. In a simple ideal gas and rigid rotor model of the hydrogen molecule [108], they
obtained −TS = -1.8 to -2.2 eV per molecule for T = 500 - 600 K and p = 10−7 Pa. In
Figure 6.11, the contribution ∆µ(H2) to the calculated chemical potential ∆µ(H2) from
the translational and the rotational motion is plotted as a function of temperature for
three different ultralow pressures and also at the standard state pressure of 1 bar (see,
the appendix of the chapter). The dominant contribution to ∆µ(H2) comes from the
entropy of the translational motion.
Figure 6.11: Translational and rotational contribution ∆µH2 to the chemical potential
of H2 in the gas phase as a function of temperature T for a set of indicated pressures
p.
There will also be a contribution from the translational and rotational motion to
the reaction free energy for the adsorbed P monomers and dimers. Here these con-
tributions are estimated by treating the adsorbed monomers and dimers as a 2D lat-
tice gas or a 2D ideal gas. The lattice gas is appropriate for the dehydrogenated and
chemisorbed P, whereas the 2D ideal gas is more appropriate for the physisorbed P
and P2 at elevated temperatures.
As shown in appendix, the low-surface density dependence, of the chemical poten-
tial contribution of the 2D lattice and ideal 2D gases, n2D  n0 where n0 is mono-layer
surface density, can both be expressed as,
∆µ = ∆µ† + kBT ln
(
n2D
n†2D
)
, (6.15)
Here n†2D is the standard-state value for the surface density proposed by Campbell et
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P(ad) P(-H)2(ad)
T (K) (cc) (cc)’ (ce) (ee)
∆µ†2D−g (eV) 300 -0.64 (-0.44) -0.68 (-0.45) -0.67 (-0.45) -0.69 (-0.45) -0.69 (-0.45)
500 -1.15 (-0.78) -1.20 (-0.79) -1.17 (-0.79) -1.20 (-0.79) -1.20 (-0.79)
700 -1.65 (-1.12) -1.73 (-1.14) -1.68 (-1.14) -1.73 (-1.14) -1.73 (-1.14)
P(-2H)2(ad) P(-3H)2(ad)
(cc)2 (cc)’(ce) (ce)2 (cc)(ee) (cc)2(ee)
∆µ†2D−g (eV) 300 -0.69 (-0.46) -0.70 (-0.46) -0.69 (-0.46) -0.70 (-0.46) -0.69 (-0.46)
500 -1.19 (-0.80) -1.22 (-0.80) -1.19 (-0.80) -1.22 (-0.80) -1.19 (-0.80)
700 -1.71 (-1.15) -1.75 (-1.15) -1.71 (-1.15) -1.75 (-1.15) -1.71 (-1.15)
Table 6.4: Calculated standard state values, ∆µ†2D−g, of the chemical potential con-
tribution from the translational and rotational motions of the various motifs of the P
monomers and dimers in the adsorbed phase at three different temperatures. Values
within the parentheses correspond to the contribution from the translational motion
only.
al [111] (see, appendix of this chapter): n†2D = 0.117 – 0.0663 nm
−2 at T = 300 – 700 K.
The corresponding standard-state values for translational and rotational contributions
to chemical potential for the 2D lattice and ideal gas are given by,
∆µ†2D−l = kBT ln
(
n†2D
n0Ndeg
)
(6.16)
and
∆µ†2D−g = kBT ln
(
n†2D
q†qR
)
, (6.17)
respectively. Here Ndeg is the orientational degeneracy of the chemisorbed, dehydro-
genated P and q† and qR are classical partition functions of the 2D rotational and trans-
lational motion, respectively, of the physisorbed P monomers and dimers as defined
in correlated appendix.
In the case of the 2D lattice gas of monomers, when assuming a three-fold orien-
tational degeneracy (Ndeg = 3) and n0 ≈ 0.03 Å2 (based on dense-packing density),
∆µ†2D−l = -0.15 – -0.37 eV, in the temperature range, T = 300 – 700 K of interest. In
the case of the 2D ideal gas, the calculated values of ∆µ†2D−g for T=300 and 600 K are
shown in Table 6.4 for the various adsorbed P monomers. The values of ∆µ†2D−g for
the various adsorbed P monomers and dimers are very similar with a significant con-
tribution from the rotational motion: ∆µ†2D−g = -0.64 —0.70 eV and -1.40 – -1.50 eV at
300 and 600 K, respectively.
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In the case of the dehydrogenation reaction, Eq. (6.10), and for a fixed pressure p0
of the hydrogen gas, the reference value of the reaction Gibbs energy per molecule
will then according to Eqns.(6.16) and (6.17) be given by,
∆rG
† = ∆rE + ∆G
†
dehyd +
n
2
∆µ0(H2) (6.18)
where
∆G†dehyd = ∆µ
†
2D−l −∆µ†2D−g(P(−nH)(ad)) . (6.19)
and ∆µ0(H2) is the chemical potential contribution at pressure p0 of the hydrogen
gas. The calculated values for ∆G†dehyd at 300, 500 and 700 K are shown in Table 6.6.
From Eq. (6.10), one now obtains the following chemical equilibrium equation for the
surface densities of the P admonomer and the dehydrogenated admonomer at fixed
pressure p0 of the hydrogen gas,
n2D[P(−nH)(ad)]
n2D[P(ad)]
= exp
(
−∆rG
†
kBT
)
(6.20)
In the case of the dimerization reaction, Eq. (6.12), and for a fixed pressure p0 of
the hydrogen gas, the reference value of the reaction Gibbs energy per molecule will
then according to Eqns.(6.16) and (6.17) be given by,
∆rG
† = ∆rE + ∆G
†
dimer + n∆µ0(H2) (6.21)
where
∆G†dimer = ∆µ
†
2D−g(P2(ad))− 2∆µ†2D−g(P(ad)) (6.22)
The calculated values for ∆G†dimer at 300, 500 and 700 K are shown in Table 6.6. Note
that the From Eq. (6.21), and one now obtains the chemical equilibrium equation for
the surface densities of the P admonomer and the addimer at fixed pressure p0 of the
hydrogen gas,
n2D[P(−nH)2(ad)]n†2D
n2D[P(ad)]2
= exp(−∆rG
†
kBT
) . (6.23)
In order to make a comparison between the reactions in the adsorbed and gas-
phase, we have also calculated the free energy contributions from the translational
and rotational motions of the P monomers and dimers in the gas phase. As shown
in appendix of the chapter, The corresponding standard state values for translational
and rotational contributions to chemical potential for the 3D ideal gas are given by,
∆µ†3D−g = −kBT ln(q†T qR) , (6.24)
respectively. Here q†T and qR are the classical partition functions of the 3D rotational
and translational motion, respectively of the P monomers and dimers. As shown in
106
P(g) P(-H)2(g)
T (K) (cc) (cc)’ (ce) (ee)
∆µ†3D−g (eV) 300 -0.88 (-0.50) -1.00 (-0.52) -0.98 (-0.52) -1.00 (-0.52) -0.98 (-0.52)
500 -1.55 (-0.88) -1.75 (-0.93) -1.72 (-0.93) -1.75 (-0.93) -1.71 (-0.93)
700 -2.25 (-1.29) -2.53 (-1.35) -2.50 (-1.35) -2.53 (-1.35) -2.48 (-1.35)
P(-2H)2(g) P(-3H)2(g)
(cc)2 (cc)’(ce) (ce)2 (cc)(ee) (cc)2(ee)
∆µ†3D−g (eV) 300 -0.96 (-0.52) -0.98 (-0.52) -0.98 (-0.52) -0.98 (-0.52) -0.96 (-0.52)
500 -1.69 (-0.93) -1.75 (-0.93) -1.72 (-0.93) -1.71 (-0.93) -1.68 (-0.93)
700 -2.45 (-1.35) -2.53 (-1.35) -2.49 (-1.35) -2.48 (-1.35) -2.44 (-1.35)
Table 6.5: Calculated standard state values, ∆µ†3D−g, of the chemical potential from
the translational and rotational motions of the various motifs of the P monomers and
dimers in the gas phase at three different temperatures. Values within the parentheses
correspond to the contribution from the translational motion only.
Table 6.5, the calculated values ∆µ†3D−g for the various P monomers and dimers are
very similar with a large contribution from the rotational motion: ∆µ†3D−g = -0.88 –
-0.98 eV and -2.25 – -2.53 eV at 300 and 700 K, respectively. These values for ∆µ†2D−g
are substantially larger than in the adsorbed phase due to the more confined motion in
the adsorbed phase compared to the gas phase. The corresponding values for ∆G†dehyd
and ∆G†dimer are shown in Table 6.6. Note that in the gas-phase, we use the standard
state value of 1 bar for p0 when obtaining the reaction free energies in the gas-phase
from Eqns. 6.18 and 6.22.
6.4.6 Calculated STM images of adsorbed P dimers
In the experiments, the assignments of the different bonding motifs of the adsorbed
dimers were based on an analysis of STM images. Thus, it is of interest to calculate
STM images of the different bonding configurations of the addimers and to see to
what extent they can be discriminated from their appearances. In Figs. 6.12 and 6.13,
we present the calculated STM images of single-connected and multiple-connected
addimers, respectively. These topographical images were calculated at a constant local
density of states at a sample bias of 0.5 eV and the tip apex-surface distance was about
11 Å away from the molecule. The shape of these images clearly reflect the geometrical
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T (K) ∆G†dehyd ∆G
†
dimer
(ad)
300 0.55 0.63±0.01
500 0.95 1.10±0.03
700 1.36 1.59±0.04
(g)
300 -0.03 0.77±0.02
500 -0.05 1.38±0.04
700 -0.06 2.00±0.05
Table 6.6: Calculated standard state values, ∆G†dehyd and ∆G
†
dimer, of the change in
chemical potential for the dehydrogenation and dimer reactions in the adsorbed and
the gas phase. The error bars indicates the variation of the values for the different
dimer motifs.
shape of the molecules with a depression in the centre of the molecules. The C-C
bonds between the monomers show up as characteristic protrusions from which the
number of C-C bonds between the monomers can be distinguished in most cases.
Except for the motifs (cc)’ and (cc)2, all the other different bonding configurations can
be discriminated from the shape of the STM images and the characteristic protrusions
from the C-C bonds between the monomers.
6.5 Discussion of dimer formation reaction
Based on our calculated reaction energies for the dehydrogenation and dimerization
reactions and the estimated free-energy contributions from translational and rota-
tional motion, we will now begin by discuss the thermodynamics and kinetics of these
reactions in the adsorbed phase and the gas phase. In Figs. 6.14 and 6.16, we show the
calculated reaction free energies ∆rG† of these gas-phase and on-surface reactions, re-
spectively, at three different temperatures. In the case of the gas-phase reactions, ∆rG†
were calculated using the standard state value 1 Bar of the hydrogen pressure whereas
for the on-surface reactions the pressure was 10−7 Pa corresponding to a typical hy-
drogen pressure in the vacuum chamber. In order to make a more direct comparison
between the reaction free energies for the gas-phase and on-surface reaction, we also
show in Fig. 6.15 the reaction free energies ∆rG in the hypothetical situation that the
hydrogen pressure is kept at 10−7 Pa. Note that at zero-temperature there is only a
contribution to ∆rG† from the reaction energy ∆rE: ∆rG† = ∆rE.
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In the gas phase at the standard state pressure of the reactants and the products,
∆rG
† is positive for all the dehydrogenation and dimerisation reactions except for the
triple-connected dimer at the highest temperature of 700 K. Furthermore, ∆rG† de-
creases only for the formation of the triple-connected dimer with increasing tempera-
ture due to the fact that the decrease in entropy from the formation of the hydrogen gas
does not compensate the decrease in entropy in the formation of the single-connected
and double-connected dimers from two monomers. In contrast to the dimerisation re-
action, the entropy change between the monomer and the dehydrogenated monomer
is very small and the decrease of ∆rG† with temperature is governed by the increase
of entropy for the hydrogen gas.
The behaviour of ∆rG† with temperature for the on-surface dimerisation reactions
are dramatically different from the gas-phase reactions at standard state pressure for
the reactants and products primarily due to the ultra-low pressure of the hydrogen
gas. This effect is demonstrated by the calculated reaction free energies in the gas
phase when the hydrogen pressure is kept artificially at the same ultra-low pressure
as for the on-surface reactions. As discussed before in Section 6.4.3, the values of
∆rG
† at zero temperature shows that the ∆rE of the dehydrogenation reactions de-
crease substantially on the surface suggesting that this reaction is catalyzed by the
surface whereas ∆rE of the dimerization reactions actually increase upon adsorption
suggesting that these reactions are not catalyzed on the surface. ∆rG† for the dimer-
ization reactions show a rapid decrease with temperature especially for the multiple-
connected dimers. This decrease is caused by the large contribution to the entropy of
the hydrogen gas kept at a pressure of 10−7 Pa and this effect become increasingly im-
portant with the number of C-C bonds formed. The decrease of the entropy due to the
formation of dimers from two monomers is smaller for the on-surface reaction than
for the gas-phase reaction due to the reduced dimensionality. This decrease is not able
to compensate for the increase of entropy in the formation of the hydrogen gas. Due
to this increase the formation of the single-connected (cc)’ motif, the double-connected
(ce)2 and (cc)’(ce) motifs and the triple-connected (cc)2(ee) motif are thermodynami-
cally feasible at elevated temperatures and even the double-connected (cc)(ee) is fea-
sible at 700 K.
The behaviour of the reaction free energies for the on-surface reactions would
suggest that at elevated temperatures triple-connected dimers would be exclusively
formed. However, this conclusion rests on the assumption that these reactions are in
chemical equilibrium. In particular, the key thermodynamic driving force behind on-
surface dimer formation is based on the assumption that the adsorbed H atoms being
in chemical equilibrium with the hydrogen gas. Using the calculated value of 0.76 eV
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for the barrier height of the H desorption reaction, the Arrhenius-like expression of
classical transition state theory [108] for the reaction rate supports that the adsorbed
H atoms are in chemical equilibrium with the hydrogen gas. In Fig. 6.17, we show the
rates k as a function of temperature T and free energy barriers, where the rates are
given by the Eyring equation [112],
k =
kBT
h
exp
(
− GB
kBT
)
(6.25)
andGB is the free-energy barrier. As shown in Fig. 6.17, k for the hydrogen desorption
is larger than 1/s when T > 300 K and assumingGB = 0.76 eV. We have not attempted
to calculate any barrier for the various reaction pathways but our calculated reaction
free energies give indirectly some important information about the reaction barriers.
In order to ease the discussion of possible on-surface reaction pathways and their
barriers for dimer formation, we show in Fig. 6.18 those pathways that involve single
C-C connection or single dehydrogenations. The ∆rG for the single dehydrogenation
of the monomer gives a lower bound of about 1.8 eV for the energy barrier for the
formation of a single-connected dimer by two sequential dehydrogenations followed
by single C-C coupling. According to Fig. 6.17, this lower bound for the energy barrier
suggests that this pathway is not viable in the temperature range 300 - 600 K. In fact,
a recent study by [113] of graphene on a Au(111) surface have shown that the most
favourable reaction pathway for the C-C connection is via a concerted double C-H
connection breaking and a single C-C bond formation in which the H atoms ends up
adsorbed on the surface. Thus this study suggests that the formation of the single-
connected dimers could also follows the same reaction pathway.
Furthermore, the formation of (cc)2 from (cc) by a single C-C connection can be
ruled out by the lower bound of about 2 eV for the corresponding barrier set by the
difference between ∆rG for the formation of (cc)2 and (cc). The results for ∆rG shows
that there are no such lower bounds for the barriers of formation by single C-C con-
nection of (ce)2 from (ce) and (cc)’(ce) from (cc)’.
A notable fact, as shown in Fig. 6.18, is the observation that (cc)2(ee) can only be
formed by a single C-C connection from the double C-C connection dimer (cc)(ee).
However, the relatively large value of ∆rG for this intermediate compared the other
two intermediates (ce)2 suggests the formation of (cc)2(ee) should be suppressed but
a firm conclusion requires a calculation of the reaction barrier between (cc)(ee) and
(cc)2(ee).
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6.6 Comparison with experiments
The scanning tunneling microscopy (STM) experiments of the on-surface dimerization
reactions of P monomers are still in progress by the groups at University of Liverpool
and University of Graz lead by Raval and Grill, respectively. However, surface steps
were shown to play a key role in the on-surface reaction studied by the Liverpool
group in contrast to the study by the Graz group. Thus our discussion of the experi-
mental results is still preliminary and will be limited to the data recorded by the Graz
group.
The different bonding motifs of the dimers in the experiments were identified from
the STM images. In Fig. 6.19, we show all the bonding motifs of dimers that were iden-
tified from the STM images. The motifs (ce)2, (cc)’(ce) and (cc)2(ee) are readily iden-
tified from these images, as corroborated by our calculated STM images in Figs. 6.12,
6.13. As discussed in Section 6.4.6, the bonding motifs (cc)’ and (cc)2 cannot easily
be discriminated from the STM images so in this case our assignment is based on the
fact that ∆rG for (cc)2 is too high to be formed on the surface, whereas ∆rG of (cc)’ is
much more favourable and should be readily formed on the surface.
The statistics of the relative occurrence of the binding motifs at different surface
temperatures as observed by the Graz and the Liverpool group are shown in Tables 6.7
and 6.8, respectively. The data by the Graz group was obtained by a deposition on
the surface at constant flux of molecules and kept at the indicated temperatures fol-
lowed by STM imaging at 5 Kelvin . In contrast, the data by the Liverpool group was
obtained by deposition at room temperature followed by annealing to the indicated
temperatures and the STM images were obtained after cooling down to room tem-
perature. A rather surprising result is the large difference in statistics for the dimer
formation recorded by the Graz and the Liverpool group. In particular, the much
higher relative occurrence of the bonding motifs (ce)2 and (cc)2(ee) observed by the
Liverpool group than for the Graz group but is tentatively attributed to the key role
played by the steps on the surface.
The statistics by the Graz group can be rationalized by our (free) energy calcula-
tions for dimerization reactions. The decrease of surface density of adsorbed molecules
with temperature is simply caused by thermal desorption. The calculated adsorption
energies of the dimers are about twice as large the calculated monomer adsorption en-
ergy of about 2.8 eV. (Section 6.4.1). This selective desorption of monomers is then in
part responsible for the increased reacted fraction of monomers with temperature. Un-
der the prevailing conditions, the reaction is obviously kinetically constrained since in
chemical equilibrium, one would expect the exclusive formation of triple-connected
dimers at elevated sample temperatures. However, the observation of only single-
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Dimer T (K)
523 573 623 673 723
(cc)’ 69 67 10 4 4
(cc)’(ce) 31 31 80 94 96
(ce)2 0 2 10 1 0
(cc)2(ee) 0 0 1 2 0
Reacted 2 3 22 26 27
n2D (nm−2) 0.412 0.485 0.345 0.275 0.049
Table 6.7: Relative occurrence of different binding motifs and reacted molecules, and
surface densities, n2D, for each sample after molecule deposition at the indicated sam-
ple temperatures T . The data was obtained by the Graz group.
connected (cc)’ motifs and no other single-connected motifs is corroborated by ∆rG
of (cc)’ being smaller with more than 0.25 eV than the other single connected motifs.
Furthermore, the formation of only double-connected (cc)’(ce) motifs and no double-
connected (ce)2 motifs at the lower temperatures can be understood from the fact that
(cc)’(ce) and (ce)2 motifs motifs can only be formed by single C-C connection from the
(cc)’ and (ce) motifs, respectively (Fig. 6.18). The (cc)’ motifs will then be depleted at
higher temperatures due to ∆rG becomes more favourable for formation of (cc)’(ce)
motifs compared to the (cc)’ motifs. The (ce)2 motif is the most favourable double-
connected motif based on the calculated ∆rG but can only be formed by single C-C
connection via the reaction intermediate (ce) which has a substantially higher ∆rG
than the (cc)’ motif. Thus this bottleneck rationalizes the much lower occurence of
the (ce)2 motif compared to the (cc)’(ce) motif. Finally, the strong suppression of the
formation of the triple-connected (cc)2(ee) motif despite being the most thermody-
namically favourable one can be rationalized by this motif can only formed by single
C-C connection from the (cc)(ee) motif which has a relatively large ∆rG compared to
the other double-connected motifs except (cc)2.
6.7 Summary
In this Chapter, we have presented a density functional theory (DFT) study of the on-
surface dimerization of porphine (P) monomers adsorbed on the Au(111) surface by
single, double and triple C-C connection. This study was motivated by recent STM ex-
periments of this reaction under ultra-high vacuum condition. The P monomers and
dimers are found to be physisorbed on the surface. The energy hierarchy of the dif-
ferent double-connected dimer motifs can be simply be understood from the increase
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Dimer T (K)
573 613 633 653
(cc)’ 6% 12% 13% 8%
(cc)’(ce) 56% 54% 30% 52%
(ce)2 18% 17% 27% 20%
(cc)2(ee) 20% 17% 30% 19%
n2D (nm−2) 0.34 0.38 0.24 0.2
Table 6.8: Relative occurrence of different binding motifs and reacted molecules, and
surface densities, n2D,for each sample after molecule deposition annealing at the indi-
cated sample temperatures T . The data was obtained by the Liverpool group.
of strain energy when forming four-, five- and six-membered C rings. The on-surface
reaction energy for the formation of the dimers from the monomers follows the cal-
culated trend for the corresponding energies in the gas-phase. In fact, the reaction
energies are larger on the surface than in the gas-phase due to the adsorption ener-
gies of the dimers were less than twice the adsorption energy of the monomer and the
physisorption disfavours the formation of non-planar dimers. In contrast, the dehy-
drogenation of the P monomers is catalyzed by the surface and the dehydrogenated
monomer form a chemisorption bond with the surface. However, the formation en-
ergy of the dehydrogenated monomer is argued to be too large for acting as a reaction
intermediate in the formation of the single-connected dimers of interest in the experi-
ments. These dimers are instead argued to be formed by a concerted dehydrogenation
of the two monomers and C-C bond formation.
The free energy contributions from the translational and rotational motion of the
monomers and the dimers and of the hydrogen gas were also included in the study of
the thermodynamics of the dimerization and dehydrogenation reactions. In particular,
the high entropy from the translational motion of the low-pressure hydrogen gas in
the vacuum chamber corresponding to a large negative chemical potential was found
to be a key thermodynamic driving force behind the on-surface dimerization reaction.
This conclusion is based on the fact that the hydrogen gas was found is expected to be
in chemical equilibrium with the adsorbed H atoms at the temperatures of interest in
the experiments from the calculated energy barrier for H desorption. In contrast, the
formation of single-connected and double-connected dimers was not found to be fea-
sible in the gas-phase under the standard state and the formation of triple-connected
dimers was only feasible at the highest temperature. The entropy contributions from
the translational and rotational motions of the monomers and the dimers are not neg-
ligible especially in the gas-phase. In particular, the decrease of the entropy in the gas
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phase when forming a dimer from two monomers increases the reaction energies but
less so on the surface due to its reduced dimensionality.
Our study is able to rationalize the experiments by the scanning tunnelling mi-
croscopy (STM) group at the University of Graz lead by Grill. Our calculated STM
images corroborate their assignment of the different dimer bonding motifs from the
observed STM images. In particular, the discrimination between single-connected and
double-connected dimer motifs formed by coupling between corner C atoms are re-
solved by our calculated reaction energies. The calculated reaction energies also ra-
tionalizes why only one of the possible single-connected dimers are observed. The
prevalence of a double-connected motif over a double-connected motif with a smaller
energy is explained by kinetics and the possible single C-C connection reaction path-
ways. The latter motif has a single-connected reaction intermediate with higher en-
ergy than the former motif. The rare occurences of the triple-connected dimer despite
being largely favoured by the chemical potential of the hydrogen gas in the vacuum
chamber can be reconciled by its formation requires a single C-C connection from a
double-connected intermediate with a relatively large free energy.
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Figure 6.12: Calculated topographic STM images of the single-connected motifs a)
M(ce), b) M(cc), c) M′(cc) and d) M
′
(ee) of adsorbed dimers on Au(111).115
Figure 6.13: Calculated topographic STM images of the double-connected and the
triple-connected motifs a) (cc)2, b) (ce)2, c) (cc)’(ce), d) (cc)2(ee), and e) (cc)(ee) of ad-
sorbed dimers on Au(111).
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Figure 6.14: Reaction free energies, ∆rG†, for the dehydrogenation and dimerisation
reactions in the gas-phase at four different temperatures T .
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Figure 6.15: Reaction free energies, ∆rG, for the dehydrogenation and dimerisation
reactions in the gas phase at four different temperatures T when the hydrogen pres-
sure is kept artificially at 10−7 Pa. The pressure of the monomers and dimers is still at
the standard state pressure of 1 bar.
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Figure 6.16: Reaction free energies, ∆rG†, for the on-surface dehydrogenation and
dimerisation reactions at four different temperatures T
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Figure 6.17: Free energy barriers, GB, as function of temperature T for a fixed rate k.
Figure 6.18: Reaction pathways for forming single-, double and triple-connected
dimers by single C-C connection (black lines) and for single dehydrogenations (red
lines).
Figure 6.19: STM images of observed P dimer motifs on the Au(111) surface. Starting
from left hand-side they are assigned to correspond to (cc)’,(ce)2,(cc)’(ce) and (cc)2(ee)
motifs. Note that the (cc)’ and the (cc)2 motif were discrimated by the latter having
much larger formation energy than the former. The date was obtained by the Graz
group.
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Chapter 7
Concluding remarks and outlook
This thesis is concerned with density functional theory (DFT) calculations of por-
phyrin molecules adsorbed on a copper surface and and coordinated to carbon monox-
ide molecules. The specific systems were motivated by experimental studies based
on scanning tunnelling microscope (STM) of self assembly and on-surface reactions,
and second harmonic generation of fundamental vibrations and overtones. The pri-
mary porphyrin molecules studied were ruthenium tetraphenyl porphyrin (RuTPP)
and porphine (H2-P) being the parent porphyrin molecule. As a comparison also the
adsorption of two other metalled tetraphenyl porphyrins (MTPP) were also studied:
M = Co and Zn. Below some concluding remarks are given and also an outlook for
further studies.
7.0.1
Self assembly of MTPP on Cu(110) surfaces. The DFT calculations showed that the
isolated RuTPP, CoTPP and ZnTPP have all considerable twist of the phenyl rings due
to the strong steric hindrance between the phenyl rings but with the macro cycle left in
a flat geometry. Upon adsorption, the phenyl rings tilts away from the surface which
increases with the coverage. Also the twist of the phenyl groups are changed upon
adsorption. The phenyl rings show up as characteristic protrusions in the calculated
and measured STM images. The spin moments of RuTPP and CoTPP with partially
filled d shell are quenched upon adsorption. The d shell of both isolated and asdorbed
ZnTPP is found to be closed.
CO bonding on isolated and adsorbed MTPP on the Cu(110) surface. The DFT
calculations showed that CO does not form a chemical bond with the metal centre
of ZnTPP due to the closed d shell of the Zn atom. In contrast, CO forms a strong
bond with the metal centres of the isolated and adsorbed RuTPP. The CO molecule
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is bonded perpendicular to the macro cycle of RuTPP but is slightly tilted on Co-TPP.
The CO adsorption energy on RuTPP is about the three and half times larger on CoTPP
but is reduced by almost a factor two when adsorbed, whereas the CO adsorption en-
ergy changes only slightly between isolated and adsorbed CoTPP. The calculated CO
adsorption energy on the bare Cu(110) surface lies in between the corresponding en-
ergies for adsorbed RuTPP and CoTPP and explains why CO bonding to the adsorbed
MTPP is only observed for M=Ru. The calculated STM images corroborate that the
CO molecule appears as a strong protrusion in the centre of the adsorbed RuTPP
molecule. The calculated projected DOS on the frontier orbitals of the isolated and
adsorbed RuTPP and CoTPP are in accordance with the Blyholder model correspond-
ing to an electron donation from the 5σ CO orbitals into the metal and a back donation
to the 2pi∗ CO orbitals
Anharmonicity of the internal CO stretch. The anharmonicity of the internal CO
stretch in various bonding situations was studied by DFT calculation of the potential
energy curve for C-O distance. A direct comparison of the frequencies as obtained
from a fit to a Morse potential or perturbation theory with the measured fundamental
internal CO stretch frequencies and overtones was also made. The calculated values
for the anharmonicity of the isolated CO and the adsorbed CO on Cu(110) were in
good agreement with the experimental results at low coverages. The small decrease
of the calculated anharmonicity with increasing CO coverage is understood from the
decrease of the root-mean square amplitude of the CO vibration with increasing vi-
brational frequency due to dipole-dipole interactions. However, the calculated cover-
age shift of the fundamental C-O frequency is not observed in the experiments. The
relatively large, anomalous value for the anharmonicity of the C-O stretch for CO ad-
sorbed on RuTPP on Cu(110) was not reproduced in our calculations. However, the
calculations reproduced the large red shift of the fundamental C-O frequency upon
adsorption on RuTPP.
H2-P dimer formation on Au(111). DFT calculations of the reaction energies for H2-P
dimer formation by single, double and triple C-C couplings and dehydrogenation in
the gas phase and adsorbed on the Au(111) have been carried out. This study was
motivated by on-going STM experiments of this on-surface reaction under ultra-high
vacuum conditions. The H2-P monomer and the various dimers were found to be ph-
ysisorbed on the surface whereas dehydrogenation led to the formation of chemisorp-
tion bond. The physisorption bond favours the formation of planar dimers but the
reaction energies are larger on the surface due to the physisorption energy for the
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dimer is less than twice of that for the monomer. The formation of dimers with six-
membered C rings were favoured over five- and four-membered C rings due to their
higher strain energies. The free energy contributions from the translational and rota-
tional motion of the reactants and the products in the gas phase and on the surface
were also estimated. The large entropy of the formed hydrogen gas kept at an ultra-
low pressure made the dimerisation on-surface reaction strongly exothermic and fea-
sible at elevated temperature. The calculations are able to rationalise more or less the
occurrences of the various dimer bonding motifs in the STM experiments. The cal-
culated STM images were also useful in discriminating between the various dimer
bonding motifs.
7.1 Outlook
This thesis has touched on essentially three areas of porphyrins adsorption on surfaces
and is by no means a complete study. There are a number of avenues for further study.
Here we will just give a few suggestions for future studies.
The self assembly of porphyrins on surfaces and their coordination to small molecules
through their metal centres such as, for example CO and O2, is an emerging field of
study with potentially important ramifications for catalysis and nano technology. For
example, there is a need for more systematic studies of CO coordination to metalated
porphyrins and also the influence of the functionalisation by side groups.
The origin of the relatively large anharmonicity of the internal CO stretch of CO-
RuTPP/Cu(110) is puzzling and is not clear from our DFT study. One probably needs
to study more systems in order to see whether the calculations of this kind of anhar-
monicity is too demanding for DFT calculations or that we are missing some important
physical mechanism.
The study of the on-surface, dimerisation reaction of H2-P on the inert Au(111)
surface has so far been limited to the reaction thermodynamics. In order to understand
fully the kinetics of this reaction, it would be necessary to calculate reaction barriers.
However, these calculations are very computationally challenging due to the large
size of the systems and one needs to identify the key barriers among the relatively
large number of possible barriers. Another interesting computational study but also
very challenging would be the calculation of reaction energies and barriers at stepped
surfaces. Recent STM experiments have shown that the distribution of bonding motifs
is completely different in the presence of steps than on the terraces.
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Appendix A
Chapter 2 and chapter 3
A.1 Dipole-dipole interaction
Here we present a short derivation of Eq.(5.23) for the effect of the dipole-dipole inter-
action on the harmonic vibrational frequency of the internal CO stretch at the Γ point
for an ordered overlayer. The dipole-dipole interaction energy for an displacement u
of the internal CO stretch mode is per molecule given by,
Vdip−dip =
(e∗)2Uu2
2
(A.1)
where e∗ is the effective charge, defined as the slope of the calculated dipole moment
with respect to u, and the dipole sum U is given by,
U =
∑
~R 6=0
(
1
R3
+
1
(R2 + 4d2)3/2
− 12d
2
(R2 + 4d2)
5
2
)
(A.2)
Here ~R are the 2D lattice vectors of the ordered overlayer and d is the distance be-
tween the dipole moment, assumed to be at the centre of the CO molecule, and the
image plane. Note that dipole moment has no contribution from the image charge
distribution located at the image plane.
The force constant for the internal stretch is now given by 4pi2µν20 , where ν0 is the
harmonic frequency. Since the dipole-dipole interaction in Eq. (A.1 corresponds to
a contribution (e∗)2U to the force constant, the force constant in the absence of the
dipole-dipole interaction is then given by,
4pi2µ(ν0 −∆ν0)2 = 4pi2µν20 − (e∗)2U , (A.3)
where ν0−∆ν0 is the harmonic frequency in the absence of dipole-dipole interactions.
Finally, Eq. (5.23) follows directly from the result in Eq. (A.3).
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A.2 Free-energy contributions
The contribution µRT from the rotational and translational motion of a molecule to
the chemical potential of the ideal gas is given in terms of the corresponding classical
partition functions qT and qR as [108],
µTR = −kBT ln qT qR. (A.4)
Here, qT is the translational partition function of a molecule in the molecular volume
and is given in d dimensions by,
qT =
(
L
Lth
)d
(A.5)
where Lth is the thermal de Broglie wavelength of the molecule with mass M ,
Lth =
√
2pih¯2
MkBT
(A.6)
and Ld is the molecular volume. In the case of the 2D ideal gas on the surface, the
molecular volume is the area per molecule, L2 = 1/n2D, n2D is the surface density.
The partition function q† in Eq. 6.24 is then defined as,
q† =
1
n†2DL
2
th
. (A.7)
Here we have followed the suggestion by Campbell [111] for the definition of the
standard-state value, n†2D, of the surface density as,
n†2D = e
1/3(
p†
kBT
)2/3 (A.8)
where p† = 1 bar is the standard-state pressure. This definition is dictated by the en-
tropy of the 2D ideal gas being two thirds of the 3D ideal gas.
In the case of the 3D ideal gas, the molecular volume, L3, is determined by the
pressure from equation of state as,
L3 =
kBT
p
(A.9)
where p is the pressure. The standard-state value, q†T , of qT is then determined by the
standard-state value of 1 bar for the pressure.
The rotational partition function for a 2D rotor can be obtained directly from the
partition function in Eq.(A.5) by replacingL andM with 2piσ and the moment-of-inertia
I , respectively, as,
qR =
1
σ
(
2kBT
h¯2
)1/2
√
piI. (A.10)
125
Here σ gives the number of symmetry operations of the molecule that correspond to
proper rotations. The corresponding results for the linear 3D rotor and the non-linear
3D rotor cannot be obtained from the results for the translational partition function
and are given by,
qR =
1
σ

2kBT
h¯2
I, 3D linear rotor(
2kBT
h¯2
)3/2
pi
√
I1I2I3, 3D non− linear rotor
(A.11)
Here, I1, I2 and I3 are the principal moments of inertia of the 3D rotor and I is the
moment-of-inertia for the 3D linear rotor.
The results in Tables 6.4 and 6.5 were obtained using Eqns.(A.10) and (A.11) where
the moments-of-inertia were calculated using the ASE package [94] from the calculated
equilibrium structures of the molecule. In the case of the adsorbed molecules, they
were treated as 2D rotors, where now I corresponds to the moment-of-inertia around
an axis perpendicular to the surface.
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