A directed multigraph is said vulnerable if it can generate Braess paradox in traffic networks. In this paper, we give a graph-theoretic characterisation of vulnerable directed multigraphs. Analogous results appeared in the literature only for undirected multigraphs and for a specific family of directed multigraphs. The proof of our characterisation provides the first polynomial time algorithm that checks if a general directed multigraph is vulnerable in O(|V |·|E| 2 ). Our algorithm also contributes to the directed subgraph homeomorphism problem without node mapping, by providing another pattern graph for which a polynomial time algorithm exists.
Introduction
Traffic networks [1, 2] provide a model for studying selfish routing, where noncooperative agents travel from a source node s to a destination node t. Since the cost (or latency) experienced by an agent while traveling along a path depends on network congestion (and hence on routes chosen by other agents), traffic in a network is modeled as a non-cooperative game, which stabilises to equilibrium when all agents cannot improve their latency by choosing a different path. This notion of equilibrium has been defined by Wardrop [27] in the context of transport analysis. In the selfish routing model, edges of a directed graph are labeled by a function specifying the latency that agents experience traveling on an edge in terms of the flow passing through it. In the so-called Wheatstone network depicted in Fig. 1a , the edge u → v is labelled by the constant function 0: it is "ideal", in the sense that, independently on how much traffic travels along it, the passage from u to v is instantaneous. By contrast, edges s → v and u → t cause a delay of 1, again regardless of traffic on them. Finally, the delay on edges s → u and v → t is linear in the amount of traffic traveling along them. It is immediate to verify that the non-optimal flow of value 1 where all selfish agents choose the path s → u → v → t, thus experiencing an overall delay of 1 + 0 + 1 = 2, is at Wardrop equilibrium, while not so for the optimal flow in which agents distribute half along the path s → u → t and half along s → v → t, thus experiencing a smaller delay of 3/2. This is indeed the delay obtained with a flow of value 1 at Wardrop equilibrium in the subnet of Wheatstone network of Fig. 1b . Braess paradox [1, 3] originates when latency at Wardrop equilibrium decreases because of removing edges. The Wheatstone network is a minimal example of this counterintuitive phenomenon.
Braess paradox has been studied for decades. The results that are most strongly related with ours start with [23] , where it is shown that, given a multigraph, a latency function on its edges and a total amount of flow, it is NP-hard to prove whether or not the resulting net suffers from the Braess paradox. An intriguing question raised in [23] (Open Question 1 in Sect. 6.1) is to study Braess paradox from a graph-theoretical perspective, i.e. by considering only a graph and studying whether it admits instances, that is assignments of latency functions to edges, that generate the paradox. This property of a graph has been called vulnerability in [23] .
A characterisation of vulnerable undirected multigraphs is presented in [20] , where it is proved that an undirected graph is vulnerable if and only if it is not seriesparallel [22] . This characterisation only holds for graphs where all nodes and edges lie on at least one simple st-path. Later, in [6] , the same characterisation is proved for directed multigraphs that satisfy the very same condition, called irredundancy therein. However, while checking redundancy and finding the maximal irredundant subgraph can be efficiently done for undirected graphs [7] , the same does not hold for the directed. Indeed, in [7] the authors underline the difficulty of this problem and note that the solution they provide is tractable only for planar digraphs. They also conjecture that the problem of recognising vulnerable digraphs is intractable, in general.
Contributions In this paper, we disprove this conjecture. First of all, we prove NP-hardness of checking and removing redundancy in directed multigraphs, thus formalizing the informal claim in [7] . Then, we provide a graph-theoretic characterisation of vulnerable directed nets, by proving that a directed multigraph is vulnerable if and only if it contains the graph W underlying the Wheatstone network and depicted in Fig. 1c . Our constructive proof provides an algorithm to check vulnerability whose execution time is O(|V | · |E| 2 ). This is the first polynomial time algorithm we are aware of for checking vulnerability of general directed multigraphs and fixes the issue left open in [7] .
Finally, our polynomial time algorithm contributes to the directed subgraph homeomorphism problem without node mapping [10] . This problem consists in fixing a pattern graph (W in our case) and checking if a homeomorphic copy of it exists within an input graph. In [10] , it is proved that the general problem is NP-hard, unless the pattern graph has all nodes with indegree at most 1 and outdegree at most 2, or indegree at most 2 and outdegree at most 1 (as for W). Pattern graphs of this kind, for which a polynomial time algorithm exists, are known in the literature [13] . However, as far as we know, no polynomial time algorithm working for the whole class of such patterns has been proposed so far. Our work also contributes to this research line, by showing that for the pattern graph W a polynomial time algorithm exists.
Related work As already said, the most strongly related papers are [6, 7, 20] .
In [20] , vulnerable undirected multigraphs are characterised as the non-seriesparallel ones that, in turn, are those containing (the undirected version of) W as homeomorphic subgraph. Moreover, this work also characterises the undirected networks where all Wardrop equilibria are weakly Pareto efficient. These turn out to be the nets with linearly independent routes, that is those nets where every st-path has at least one edge that belongs only to that path. Linear independence of routes is also shown to be the characterisation of those undirected nets that are efficient under heterogeneous players, that is nets where different players can have different latencies on the same edges. Furthermore, linear independence is characterised by not having as homeomorphic subgraph any of three elementary nets (one of which is W).
In [6, 7] , directed networks are considered, both in their single commodity version (i.e., with just one source-target pair) and in the multicommodity one (i.e., with many such pairs). Assuming irredundancy of the net (i.e., that every node and edge lies on at least one simple st-path, for some st pair), they prove that, for single commodity nets, vulnerability coincides with not being series-parallel (like in [20] ). This result is then properly generalised to multicommodity nets. As we show in this paper, checking irredundancy of a net and finding the maximal irredundant subnet are computationally hard problems. Indeed, in [7] a polynomial algorithm for checking vulnerability is provided only for undirected and planar directed nets, and it does not scale up to general directed nets.
Relying on results in [7] , we already proved our characterisation of vulnerability for multi-digraphs in [5] . However, that proof does not give algorithmic insights on how to check vulnerability: indeed, the focus of [5] was on comparing three forms of network inefficiency (vulnerability, node-weakness, and edge-weakness) from a graph theoretic perspective (incidentally, also weakness and edge-weakness have been proved to be polynomially verifiable [4, 12] ).
For the same network model, an orthogonal bunch of works [17, 23, 24] has been devoted to the complexity of estimating the Braess ratio (i.e., the maximum ratio between the Wardrop latency of G and that of any of its subnets) and the price of anarchy (i.e., the worst-case ratio between the values of any Wardrop flow and of the optimal one). These works show that both measures have very strong inapproximability, both for the single and for the multicommodity directed scenarios.
Other works graph-theoretically characterise networks with similar kinds of games [9, 14, 15, 19, 21] . These works differ from ours in the kind of efficiency one aims at or in the model of the game. For example, in [19] the aim is to have all players with the same latency in all equilibria, while in [9] the aim is to characterise nets whose equilibria all minimise the maximum latency of every path, in a framework where every player can only choose one path and send along it just one information unit.
Finally, an orthogonal issue is addressed in [11] , where Braess paradox is generalised to all congestion games. Structures that do not suffer from Braess paradox are characterised there in terms of matroids. Differently from ours, their elegant result it is not directly related to graph-theoretic concepts, nor it provides any algorithmic procedure.
Organization of the paper We start in Sect. 2 by giving the basic notions on traffic networks and Braess paradox, including the definition of vulnerability. In Sect. 3, we show that the characterisation of vulnerability for directed multigraphs in [6, 7] cannot yield a polynomial algorithm for general multi-digraphs, unless P = NP. In Sect. 4, we prove our characterisation and, in Sect. 5, we extract from the proof of such characterisation a polynomial time algorithm for checking vulnerability. This algorithm is then adapted to checking in polynomial time if the graph W occurs as a homeomorphic subgraph of a given input graph. Section 6 concludes the paper.
Traffic Networks, Braess Paradox and Vulnerability
We start by providing the necessary background, by essentially following the presentation in [23] . A directed multigraph (or multi-digraph) G = (V , E) consists of a set V of vertices (or nodes) and a set E of edges. Every edge relates a pair of vertices; if e relates (u, v), we say that e is an output of u and an input of v. We denote with in(u) and out(u) the sets of edges entering into u and exiting from u, respectively. When the name of an edge is not relevant but only its extremes are, we denote an edge that
A path is a sequence u 1 e 1 u 2 . . . u n−1 e n−1 u n (for n ≥ 1) of nodes and edges such that e i relates (u i , u i+1 ), for all i < n; u 1 
Braess paradox [1, 3] originates when latency at Wardrop equilibrium decreases because of removing some edges (or equivalently, by increasing latency functions on them): an instance (G, r , l) suffers from Braess paradox if a subgraph of G exists with a lower latency. In [23] it is shown that it is NP-hard to decide whether or not an instance of a net suffers from the Braess paradox. An intriguing question raised in [23] is to study the problem from a graph-theoretical perspective, that is whether a network admits instances suffering from the paradox. This leads to the following definition [23] .
On the Complexity of Irredundancy in Directed Nets
The only characterisations of vulnerable nets present in the literature hold for irredundant nets, defined as nets containing only irredundant vertices and edges. As defined in [6] (and derived from [20] ), a vertex or an edge is irredundant if it appears in a simple st-path, and redundant otherwise. Redundant vertices and edges can be safely ignored when studying the Braess phenomenon in a multigraph: they are never touched by a Wardrop flow, since only simple paths may have a positive flow. The characterisation given by [7] provides a polynomial time algorithm for checking vulnerability for irre-dundant nets, where it suffices to check whether the net is series-parallel (this can be done in linear time, by following [26] ). If a polynomial reduction from a redundant net to an irredundant subnet with the same set of simple paths existed, then the polynomial time algorithm in [7] could be adapted also to redundant nets. As we now show, this is not possible unless P = NP. Furthermore, we will show that also verifying if a net is irredundant is an NP-complete problem. Therefore, checking if a net satisfies the preconditions prescribed by the algorithm in [7] cannot be done in polynomial time, unless P = NP.
First, we observe that redundancy can be checked by only focusing on edges:
Proof If u is redundant but there exists an irredundant e ∈ in(u) ∪ out(u), then there exists a simple st-path p containing e. However, this would imply that also u belongs to p, contradicting redundancy of u. Conversely, if all edges in in(u) ∪ out(u) are redundant but u is irredundant, then there exists a simple st-path p containing u. However, this would imply that also one edge of in(u) and one edge of out(u) belong to p and, thus, are irredundant.
We start by giving an easy characterisation of irredundant edges and then we move to the problems of: (1) checking whether an edge is irredundant; (2) deriving from any net its maximal irredundant subnet with the same acyclic paths; and (3) checking whether a net is irredundant. We will prove that all these three problems are NP-hard.
Fact 2 An edge e = u → v is irredundant in the net (G, s, t) if and only if there exist two node-disjoint paths s u and v t.
Proof The 'if' part is trivial: the st-path s u e v t is acyclic and contains e. For the 'only if' part, by definition, there exists a simple st-path p
these paths are node-disjoint because p is simple.
Definition 2 Edge-wise st-irredundancy (denoted as EW-st-IRR) is the problem of deciding whether, given a multi-digraph G = (V , E), two distinct nodes s, t ∈ V and an edge e ∈ E, the edge e is irredundant in the net (G, s, t).
We first observe that EW-st-IRR belongs to NP. By definition, a certificate for the edge e in G to be irredundant is a simple path from s to t containing e.
Proposition 1 EW-st-IRR is NP-hard.
Proof By using Fact 2, we show that EW-st-IRR can be easily used to solve 2-DPP (the 2-disjoint paths problem) [18] : 2-DPP: given a directed graph G = (V , E) and four distinct vertices x, y, w, z, decide whether there exist x y and w z node-disjoint.
The polynomial reduction is the following. If G contains an edge y → w, it suffices to check whether such an edge is xz-irredundant. Otherwise, we consider the graph
, where e is a new edge relating (y, w), and check whether e is xz-irredundant in G .
NP-completeness of checking whether an edge is irredundant in a net will now be used to show NP-hardness of the problem of extracting from a given net G its maximal irredundant subnet G . We will prove (see Proposition 4 in Sect. 4.2) that, since G has the same set of simple paths as G, G is vulnerable if and only if G is vulnerable.
Definition 3 The maximal irredundant subnet problem (denoted as MIS) is the problem of finding, given a net (G, s, t), its maximal irredundant subnet (G , s, t) such that S P(G) = S P(G ). We denote G by MIS(G, s, t).

Lemma 1 MIS(G, s, t) is unique.
Proof Redundant vertices and edges are univocally determined, once fixed G, s and t. Moreover, removing redundant edges does not change the set of simple paths in G. So, it suffices to delete them from G in order to obtain a subnet (G , s, t) that is irredundant but has the same simple st-paths as G. Indeed, in passing from G to G , we have only removed edges and vertices that either do not belong to any st-path (viz., those vertices that are unreachable from s or that cannot reach t, and edges incident to them) or belong to cyclic st-paths only. To show uniqueness, notice that: if we remove other edges/vertices, the resulting net will loose some acyclic st-path; if we remove not all these edges/vertices, the resulting net will still be redundant.
Proposition 2 MIS is NP-hard.
Proof Because of Lemma 1, MIS can be easily used to solve EW-st-IRR: an edge is st-irredundant for (G, s, t) if and only if it appears in MIS(G, s, t).
In principle, checking whether a given net is irredundant could be computationally simpler: there could exist some characterisation that provides a polynomial test to check if a net is redundant or not, without giving any hint on which edges are redundant and which ones are not. However, in the following, we show that also this problem is NP-complete.
Definition 4
The st-irredundancy problem (denoted as st-IRR) is the problem of deciding whether, given a multi-digraph G = (V , E) and two distinct nodes s, t ∈ V , the net (G, s, t) is irredundant.
We first observe that st-IRR belongs to NP. A certificate for G to be irredundant are |E| simple st-paths such that the i-th path contains the i-th edge of E. We now reduce EW-st-IRR to st-IRR: given a net G and an edge u → v, we build a new net (G * , s * , t * ) that is redundant if and only if u → v is redundant in (G, s, t) .
Intuitively, our reduction is based on the following ideas: (1) if u → v is irredundant, then there exists a simple path p in G of the form s u → v t, and (2) for each vertex x, adding new edges of the form u → x and x → v does not make the edge u → v irredundant in G * if it is redundant in G. By using such additional edges, if u → v is irredundant in G, we can make irredudant any edge x → y of G thanks to the path s u → x → y → v t that is simple provided that x and y do not occur in p. To correctly handle the case in which x or y occur in p, we build a net (G * , s * , t * ) consisting of two copies G and G of G, and several new nodes (see below), among which a new source and target, s * and t * . We denote by u and u the copies of a node u of G respectively in G and G . Each edge x → y in G (resp. x → y in G ) will be irredundant in G * whenever u → v is irredundant in G thanks to a path of the form
To ensure that redundancy of u → v in G implies redundancy of u → v and u → v in G * , we will define G * in such a way that a simple path entering in G via s (resp. in G via s ) can reach the target t * of G * only through the node t (resp. t ), possibly after only one detour in G (resp. G ). This is guaranteed by additional nodes z , z , r , r , a , a and their incident edges (see Fig. 2 ). A simple path can enter in G (resp. G ) only through nodes z and r (resp. z and r ): this implies that this path can reach t * only through the path t → a → z → t * (resp. t → a → z → t * ). As a consequence, this path can enter G (resp. G ) only through u → a → x (resp. u → a → x ) for some x ∈ V (resp. x ∈ V ) and it must eventually come back into G (resp. G ) through the path y → r → v (resp. y → r → v ) for some y ∈ V (resp. y ∈ V ).
Theorem 1 st-IRR is NP-hard.
Proof Given an instance for EW-st-IRR (i.e., a multi-digraph G = (V , E), two distinct vertices s, t ∈ V and u → v ∈ E), we first observe that edges entering into s or exiting from t are trivially redundant; so, we can assume that v = s and u = t. Now, we build a new net G * such that (G * , s * , t * ) is irredundant if and only if u → v is irredundant in (G, s, t) . The construction is as follows:
-Create two isomorphic node-disjoint copies of G, call them G = (V , E ) and G = (V , E ), with V = {x : x ∈ V }, V = {x : x ∈ V }, E = {e : e ∈ E} and E = {e : e ∈ E}, where e and e relate (x , y ) and (x , y ) respectively, if e relates (x, y).
The graphical representation of this construction is given in Fig. 2 . 
The remaining edges of E * are "dual" (i.e. have and swapped) of the ones considered so far and can be proved irredundant in G * by considering the dual version (i.e. with and swapped everywhere) of the path above.
Redundancy Let us now assume that u → v is redundant in (G, s, t) but, by contradiction, assume that there is a simple s * t * -path p in G * that contains u → v . We obtain a contradiction by reasoning on how p has entered into G for the first time:
1. Through r : We first observe that r can only be reached through z : the only edges different from z → r entering into r are those of the form x → r , for x ∈ V ; but using these edges would mean that p has already entered into G . Second, we observe that the only way for reaching t * with a simple path is through the path t → a → z → t * , because z has already been touched by p. Finally, since G and G have the same simple paths, p cannot lie only within G , otherwise it could be used to show irredundancy of u → v in G. So, p must eventually enter into G (and then come back into G ). We have two possibilities on how p has first entered into G through r :
(a) through the edge r → s : in this case, p cannot reach G through a path of the form x → r → v otherwise it would be cyclic. Thus, p has reached G through a path of the form u → a → x , for some x ∈ V . However, p cannot pass through u → v before leaving G , otherwise it would be cyclic (since it would touch u twice). For the same reason, p cannot pass through u → v when it comes back into G . Contradiction. (b) through the edge r → v and by then entering into G from G : in this case, we have two possible ways for reaching G , i.e. through a path of the form u → a → x or through a path of the form x → r → v . The first way would force p to touch a twice (the second one when passing from t to t * ). But also the second way would make p cyclic because, to include u → v , it should touch v twice. Contradiction.
2.
Through r : In this case, G cannot be reached through r → v otherwise, to include u → v , p should touch v twice. Thus, it must be that, from r , p follows a path of the form r → s p u → a → x , for some x ∈ V . However, having touched a , the only possible way for p to acyclically reach t * is by coming back into G , reaching t and then following the path t → a → z → t * . Thus, p cannot come back into G through a path u → a → x ; hence, the only possibility is via a path of the form y → r → v , for some y ∈ V . Moreover, to be acyclic, p has to move from v to t via a path p that only touches vertices that p has not touched before. However, in this way we would have found an s t -path s p u → v p t that is acyclic and contains the edge u → v . This yields a contradiction because, since G and G have the same simple paths, such a path could be used to show irredundancy of u → v in G.
Characterisation of Vulnerable Multi-digraphs
A characterisation of vulnerable multi-digraphs is given in [6] , where it is proved that an irredundant multi-digraph is vulnerable if and only if it is not two-terminal seriesparallel [22] . Our main result (Theorem 2 in Sect. 4.4) states that any st-connected multi-digraph is vulnerable if and only it contains a homeomorphic copy of W (in the sense made precise by Definition 6). Therefore, our characterisation extends the result in [20] to multi-digraphs and generalises the result in [6] to possibly redundant graphs, thus answering to Open Question 1 in Section 6.1 of [23] . More important, our constructive proof leads to a polynomial algorithm that checks graph vulnerability, without any assumption on the input graph. We obtain this result in four steps. First, in Sect. 4.1, we characterise vulnerability for acyclic multi-digraphs (Fact 3); this is an immediate corollary of a result in [6] and standard results about two-terminal series-parallel nets.
Second, in Sect. 4.2, we show that two nets with the same set of simple st-paths have exactly the same Wardrop equilibria and, consequently, removing redundant edges does not affect vulnerability.
Third, in Sect. 4.3, we show that, by carefully analysing a simple cycle in a multidigraph, we can always either find W as a homeomorphic subgraph (again according to Definition 6), or find at least a redundant edge that can be removed, thus breaking a cycle.
Finally, in Sect. 4.4, we apply our cycle analysis to characterise vulnerability of any (i.e. possibly cyclic) graph G: by repeatedly applying results in Sect. 4.3, we show that we can always either find a homeomorphic copy of W in G or find an acyclic graph with the same set of simple paths as G.
Since our cycle elimination technique turns out to be polynomial and an acyclic multi-digraph is vulnerable if and only if it is two-terminal series-parallel, our characterisation provides a polynomial algorithm (described in Sect. 5.1) to check vulnerability of any multi-digraph.
Characterising Vulnerability for Acyclic Multi-digraphs
In what follows, we always assume that G is st-connected. In view of our polynomial algorithm, this is not restrictive, as we can always find the maximal st-connected subgraph of G (through a visit from s and a backwards visit from t), without affecting its vulnerability. Indeed, edges and vertices that do not lie on a st-path do not play any role in flows and, consequently, they do not influence vulnerability. [16] A subgraph homeomorphism from H to G is a pair of injective mappings (φ, ψ), from V H to V G and from E H to the simple paths of G respectively, such that ψ(e) = φ(x) φ(y), for every e = x → y ∈ E H . A homeomorphism is called node-disjoint if all paths in the image of ψ are pairwise node-disjoint, up-to their end points. Fig. 1c into a net  (G, s , t ) is a node-disjoint subgraph homeomorphism (φ, ψ) from W to G such that there are (possibly empty) node-disjoint simple paths from s to φ(s) and from φ(t) to t that are pairwise node-disjoint up-to their endpoints with all paths in the image of ψ.
Definition 5
Definition 6 An st-embedding of the Wheatstone graph W in
By using results in [6] and the fact that an acyclic directed graph is two-terminal series-parallel if and only if it does not contain a subgraph homeomorphic to W [8] , we characterise vulnerability for acyclic multi-digraphs, since acyclicity is a special case of irredundancy.
Fact 3 An acyclic st-connected net (G, s, t) is vulnerable if and only if there exists an st-embedding of W into it.
From Cyclic to Acyclic Graphs
Here we prove soundness of our approach by showing that removing edges not lying on a simple st-path (i.e., redundant edges) does not affect vulnerability of the original graph. Our proof stems from the following result:
Proposition 3 [23] Every instance (G, r , l) admits a Wardrop flow ϕ such that the subgraph of G of edges for which ϕ(e) > 0 is acyclic.
Notationally, we write G ⊆ G whenever G = (V , E) and G = (V , E ), with E ⊆ E and similarly G ⊂ G when E ⊂ E. Along the same lines, G ∩ G denotes the graph (V , E ∩ E ).
Lemma 2 Let G ⊆ G be such that S P(G ) = S P(G). Then there exists a flow ϕ that is a Wardrop flow for both (G, r , l) and (G , r , l| G ).
Proof Let q be a non-simple path of the form s q 1 u c u q 2 t and let q = q 1 , q 2 . for (G , r , l| G ) . , l| H ) and hence G is vulnerable.
Clearly, l ϕ (q ) ≤ l ϕ (q) and l ϕ (q ) = l ϕ (q) if and only if all latencies along the cycle c are 0. This immediately implies that a Wardrop flow for an instance (G , r , l| G ) is a Wardrop flow for the instance (G, r , l).
Given an instance (G, r , l), by Proposition 3 there exists a Wardrop flow ϕ such that the subgraph G * ⊆ G of edges for which ϕ(e) > 0 is acyclic and hence
G * ⊆ G . If l p (ϕ) ≤ l q (ϕ) for all p ∈ P(G * ) and q ∈ P(G), then we have also l p (ϕ) ≤ l q (ϕ) for all p ∈ P(G * ) and q ∈ P(G ), because P(G ) ⊆ P(G) (being G ⊆ G); therefore, ϕ is a Wardrop flow
Proposition 4 Let G ⊆ G be such that S P(G ) = S P(G). Then G is vulnerable if and only if G is vulnerable.
Proof Vulnerability of G trivially entails vulnerability of G. For the converse, let
H ⊂ G be such that L(H , r , l| H ) < L(G, r , l), for some r and l. By Lemma 2, L(G , r , l| G ) = L(G, r , l); hence, if H ⊂ G ,
we easily conclude. Otherwise, let us consider the graph G ∩ H (⊂ G ). We have that S P(G ∩ H ) = S P(G ) ∩ S P(H ) = S P(H ), because S P(H ) ⊂ S P(G) = S P(G ). By Lemma 2, L(G
∩ H , r , l| G ∩H ) = L(H , r
Dealing with Cycles
In this section, we present our analysis of cycles in a graph. Given a cycle C in a net (G, s, t) , we show that one of the following conditions hold: (1) there exists at least one redundant edge in C; or (2) there exists an st-embedding of W in G; or (3) there exists a strictly smaller (in the sense of Definition 8) cycle C . This analysis is done by considering three kinds of cycles (single entry/exit, splittable and non-splittable). To define them, we adopt the following notation: given a path p u 1 e 1 u 2 e 2 . . . e n u n+1 , for n ≥ 0, we let:
[ 
Definition 7 Let (G, s, t) be a net and let C be a simple cycle in G.
Any simple path of the form s u such that u ∈ C and C ∩ [s u) = ∅ is called an entry path (in C) and u is said an entry node.
Any simple path of the form u t such that u ∈ C and C ∩ (u t] = ∅ is called an exit path (from C) and u is said an exit node.
Notationally, we always denote entry nodes with ε and exit nodes with ξ .
Clearly, any vertex of a cycle C can be both an entry and an exit for C (or it can be neither an entry nor an exit for C). If G is st-connected, then every cycle must have at least one entry and one exit node. When a cycle has either just one entry or just one exit node, we can easily find at least one redundant edge (Lemma 3). Otherwise, we distinguish two kinds of cycles, depending on how entry and exit nodes interleave (Definition 9).
Lemma 3 Let C be a cycle in an st-connected net (G, s, t). If C has at most one entry or one exit node, then C contains at least one redundant edge.
Proof Let ε be the only entry node of C. The edge of C entering into ε (let it be x → ε) is clearly redundant, because x is reachable from s only via ε. Similarly, if ξ is the only exit node of C, the edge of C exiting from ξ (let it be ξ → x) is redundant, because t is reachable from x only via ξ .
To simplify our analysis of cycles, we find it useful to define s-minimal cycles that have the pleasant property of having at least an entry path that does not touch any exit path.
Definition 8
Let C be a simple cycle in the net (G, s, t) and let d(u, v) be the length of the shortest path (in terms of number of edges) from node u to node v.
The distance of C from the source is d s (C) = min u∈C d(s, u). We will denote with ε * an entry node of C such that
The distance of C from the target is d t (C) = min u∈C d(u, t). We will denote with ξ * an exit node of C such that
We say that C is s-minimal if, for every cycle 
Lemma 4 Let C be an s-minimal cycle of the st-connected net (G, s, t) and
this contradicts s-minimality of C. Notice that the definition of splittable cycle allows the last entry to coincide with the first exit (if they are both v h ), but does not allow the last exit to coincide with the first entry. However, to simplify case analysis, in a splittable cycle C we always assume that the set of entry nodes of C is disjoint from its set of exit nodes. This assumption is without loss of generality because, if v h is both an entry and an exit node, we can always replace v h with two new nodes v , v , add the edge v → v , replace each edge of the form x → v h with the edge x → v , and each edge of the form v h → x with the edge v → x. This clearly does not change the set of simple paths of G, except for adding the edge v → v to those paths that touch v h .
We define the following order relation among vertices of a splittable cycle C: let ξ 1 be the first exit node in v h . . . v k and, for every pair of nodes x, y ∈ C with y = ξ 1 , let x ≤ C y if C = ξ 1 x y ξ 1 . We will denote withε (resp.ξ ) the last entry (resp. exit) node in C with respect to ≤ C .
Definition 10
Given a splittable cycle C, we call:
-N the neutral region of C, that is the set of nodes in (ξ C ε 1 ).
Finally, we call splitter the edge of C entering ξ 1 .
Definition 11
A chordal path for a simple cycle C is a path between two non-adjacent vertices of C that touches C only in its extremes.
A hyper-chord x y for a simple cycle C (x, y ∈ C) is a simple path that can be decomposed into a sequence of simple paths
-every x i x i+1 is either a chordal path for C or is an edge of C; -at least one x i x i+1 is a chordal path for C.
Fact 4 Let C be a splittable simple cycle. Then,
If p is a path from E to X whose only vertices in E ∪ X are its extremes, then either p includes the splitter or p is a neutral hyper-chord from E to X. 2. If p is a path from E to N whose only vertex in E is its starting vertex, then either p includes the splitter or starts with a chordal path from E to X or from E to N.
Proposition 5 Let C be a splittable cycle and let x h y be a neutral hyper-chord from
E to X. Then, for every entry or exit path p, it holds that p ∩ (x h y) = ∅.
Proof Let us suppose that there exists an internal node u of h that belongs to an exit path. If u belongs to a chordal path w z with w ∈ E ∪ N and z ∈ X ∪ N, then the path w u t would be an exit path, contradicting the fact that C is a splittable cycle (if w ∈ E) or the fact that w ∈ N (because N does contain no exit nor entry nodes). Similarly, if u belongs to an entry path, then the path s u z would be an entry path, contradicting the fact that C is a splittable cycle (if z ∈ X) or the fact that z ∈ N.
Given a simple splittable cycle C, we denote with f EN the first (with respect to ≤ C ) vertex of N which is target of a neutral hyper-chord from E; we let f EN be ε 1 if there is no neutral hyper-chord from E to N. Similarly, we denote with NX the last (with respect to ≤ C ) vertex of N which is source of a neutral hyper-chord to X; we let NX beξ if there is no neutral hyper-chord from N to X. Thus,ξ < C f EN ≤ C ε 1 and ξ ≤ C NX < C ε 1 .
Lemma 5 Let C be a splittable simple cycle. If f EN ≤ C NX , then there exists a neutral hyper-chord for C from E to X.
Proof First, observe that there must exist a neutral hyper-chord p from E to N, otherwise f EN ε 1 > C NX . Similarly, there must exist a neutral hyper-chord q from N to X,
If p and q intersect, let a be the first intersection along p with q. Let us consider the prefix p of p ending in a, and the suffix q of q starting from a. Then, the path p ,q is a neutral hyper-chord from E to X.
If p and q do not intersect then we have f EN < C NX and thus, we can always find a pair of vertices x ∈ p and y ∈ q such that x < C y and there exists no other pair x ∈ p and y ∈ q such that x ≤ C x < C y ≤ C y. Then, consider p , the prefix of p ending in x, and q , the suffix of q starting from y. Then, p ,x C y,q is a neutral hyper-chord from E to X.
Lemma 6 If C is a splittable simple cycle without neutral hyper-chords from E to X, then all edges of C between NX and f EN are redundant.
Proof By Lemma 5, NX < C f EN and, by contradiction, assume that there exists an irredundant edge x → y ∈ NX C f EN . This implies that NX ≤ C x and y ≤ C f EN . If the edge x → y is irredundant, there exists a path p from E to x; let p be the suffix of p starting from the last vertex of p in E. By Fact 4(2), we only have two possibilities:
1. p starts with a chordal path from E to some x ∈ N. Then, p has to reach x without touching nodes of E (because p starts from the last node of E touched by p) nor of X (because there is no neutral hyper-chord from E to X); hence, p is a neutral hyper-chord from E to x. Again, x = NX =ξ ∈ X contradicts the hypothesis that there is no neutral hyper-chord from E to X, whereas x ∈ N implies f EN ≤ C x that, together with x < C y, contradicts y ≤ C f EN . 2. If p includes the splitter, then p must reach x by jumping at least one exit node ξ , that has to be touched later by p to exit from C to reach t after passing through x → y. The path p from y to ξ cannot touch any vertex in E otherwise, by Fact 4(1), it would include the splitter (but then p would be cyclic) or would contain a neutral hyper-chord from E to X. Therefore, p must be a neutral hyper-chord from y to X. As before, y = f EN = ε 1 ∈ E contradicts the hypothesis that there is no neutral hyper-chord from E to X, whereas y ∈ N implies y ≤ C NX that, together with x < C y, contradicts NX ≤ C x. Now, we are ready to prove our main results about splittable and non-splittable cycles.
Characterising Vulnerability
We are now ready for giving our characterisation of vulnerability for general st-multidigraphs.
Theorem 2 Let (G, s, t) be an st-connected net. G is vulnerable if and only if there exists an st-embedding of W into G.
Proof For the 'if' part, we know that G admits a subgraph of the form
where all paths are node-disjoint, except for the extremal nodes, and they all contain at least one edge, except possibly for s s and t t. Let us consider the latency l assigning:
-0 to all edges in u v, in s s and in t t; -x to the first edge in s u and in v t and 0 to all remaining edges in those paths; -1 to the first edge in s v and in u t and 0 to all remaining edges in those paths; -∞ to all remaining edges.
In this way, G behaves like the Wheatstone net; thus, it is vulnerable.
For the 'only if' part, if G is not cyclic, the statement follows by Fact 3. Otherwise, take an s-minimal cycle and, according to its kind, apply one of Lemma 3, 7 or 8. Such results can lead to either finding an st-embedding of W into G, or deleting redundant edges, or considering another cycle. In the first case, we are done; in the last case, the new cycle is strictly closer to t than the old one; thus, we must eventually (by analysing a finite number of cycles) find an st-embedding of W into G or delete at least one redundant edge (so breaking at least one cycle of G). By repeating this process, we will eventually find an st-embedding of W into G or transform G into an acyclic subgraph G such that S P(G ) = S P(G). By Proposition 4, since G is vulnerable, G is vulnerable too; thus, since G is acyclic, there exists an st-embedding of W into G (by Fact 3) that is also an st-embedding of W into G.
Algorithm 1 Checking Vulnerablity
Input: A directed multigraph G = (V , E), s is the source and t is the target function isVulnerable(G, s, t)
if En = {ε} then 9. D = {the edge of C that enters into ε} 10.
else if E x = {ξ } then 11. D = {the edge of C that exits from ξ } 12.
else if isSplittable(C, En, E x, G) then 13.
V uln, C, D = splittableAnalysis(C, En, E x, G) 14. else 15.
V uln, C = nonSplittableAnalysis(C, En, E x, G) 16.
until C = C 17.
if V uln then 18.
return true 19.
Consequences of the Characterisation
On Polynomially Checking Vulnerability
Stemming from the characterisation of vulnerable nets provided by Theorem 2, we define function isVulnerable (its pseudocode is given in Algorithm 1) that detects if W is st-embeddable in a given net (G, s, t). It essentially implements the procedure described in the 'only if' part of the proof of Theorem 2.
Algorithm Description
The while loop of function isVulnerable (lines 2-20) runs until G is acyclic or an st-embedding of W is found (line 18). This loop starts by computing an s-minimal cycle C of G (line 3).
The repeat loop (lines 4-16) runs until the cycle analysis in its body finds either a non-empty set of redundant edges to delete or an st-embedding of W. This loop starts by computing the set of entry (line 6) and exit (line 7) nodes of C and then it determines which kind of cycle C is (lines [8] [9] [10] [11] [12] [13] [14] [15] .
If C has just one entry node (lines 8-9) or just one exit node (lines 10-11), according to Lemma 3, a redundant edge is found and it is stored in the set D of edges that will be deleted from G.
If C is splittable, according to Lemma 7, function splittableAnalysis (lines 12-13) returns true, C, ∅ if it finds an st-embedding of W in G, false, C, D if it identifies a set D = ∅ of redundant edges to be deleted from G, and false, C , ∅ otherwise, where C is a cycle closer to t than C.
If C is not splittable, according to Lemma 8, function nonSplittableAnalysis (lines 14-15) returns true, C if it finds an st-embedding of W and false, C otherwise, where C is a cycle closer to t than C.
At the beginning of the function (line 1) and after each edge deletion (line 21), we invoke function makeSTConnected in order to ensure the invariant that G is an st-connected net.
At the end, if the while loop terminates because G is acyclic, we just verify whether or not G is two-terminal series-parallel (line 21).
Complexity Analysis
We start by describing how functions entryNodes, exitNodes, splittableAnalysis and nonSplittableAnalysis can be implemented and by analysing their complexity. Then, we analyse the overall complexity of function isVulnerable.
As it should be clear from the proofs of Lemma 7 and 8, we only need to solve shortest path problems, reachability problems and to detect intersections between paths. Moreover, since we are dealing with st-connected multigraphs, the number of edges |E| is at least |V | − 1.
In what follows, to make notation lighter, given X ⊆ V , we denote by in(X ) (resp, out(X )) the set of edges x∈X in(x) (resp, x∈X out(x)). Proof Function entryNodes can be implemented via a BFS from s in (V , E\out(C)); entry nodes of C are those with finite distance from s. Dually, exitNodes computes exit nodes by a backwards BFS from t in (V , E\in(C)). By construction, each BFS builds a minimum spanning tree that can be used to find a minimum length path for every visited node; the minimum distance is the height of the node in the tree. This is all done in O(|E|).
Fact 5 Functions entryNodes and exitNodes cost O(|E|
Remark 1
We store the four entry/exit paths needed for the cycle analysis as an array of nodes indexed by the distance of the node from s (for entry paths) or t (for exit paths). These can be efficiently built from the spanning trees produced by the BFSs of Fact 5. In this way, intersections between entry/exit paths within functions splittableAnalysis and nonSplittableAnalysis can be computed in O(|V |). For example, if we need to find the first (resp. last) node that an entry path p shares with an exit path q, it suffices to scan from left to right (resp., from right to left) the array storing p: since we are dealing with shortest paths, if the i-th node of p has distance k from t, it can only occur in the k-th position of the array representing q. A dual reasoning is needed if p is an exit and q is an entry path.
Lemma 9 Function splittableAnalysis costs O(|E|).
Proof This function implements the case analysis described in the proof of Lemma 7. It starts with finding the entry (E), the exit (X), and the neutral (N) regions of C; these are computed just by a scansion of C in O(|V |).
The next step is to search for a neutral hyper-chord from E to X. This can be done by a backwards BFS in (V , E\(out(E) ∪ in(X))) starting from all nodes in X and it costs O(|E|). This search finds the set W ⊆ E of nodes that are the source of a neutral hyper-chord from E to X.
If no such hyper-chord exists (W = ∅), we have to compute f EN , NX , and all edges of C between NX and f EN (that are redundant). This can be done by performing two BFSs (the first starts from all E and is run in (V , E\(in(E) ∪ in(X))), the second starts from all N and is run in (V , E\(in(E) ∪ out(X)))) and then by linearly scanning C.
The overall cost is again O(|E|).
Otherwise, we can choose any element of W = ∅ as w. However, to speed-up convergence of the algorithm, it is convenient to choose w as the maximum element of W (with respect to ≤ C ). If ε * ≤ C w (this can be checked in O(|V |)), we return true, C, ∅ . Otherwise, we let ε be ε * and consider the first entry node as ε (this is a simplifying choice: every ε ≤ C w would work); then, we choose ξ and ξ so that one of them is ξ * .
If the entry path in ε does not intersect exit paths, we return true, C, ∅ . Otherwise, we check in which case (among (1), (2), (3), and (4) in the proof of Lemma 7) we are. By Remark 1, this can be done in O(|V |). In this check, also ω (cases (1), (2) , and (4)) and α/β (case (3)) can be identified. According to the case in which we fall, we return either true, C, ∅ or false, C , ∅ , where d t (C ) < d t (C), without any additional computational cost.
Summing up, the overall complexity is O(|E|).
Lemma 10 Function nonSplittableAnalysis costs O(|V |).
Proof Function nonSplittableAnalysis implements the case analysis for non-splittable cycles described in the proof of Lemma 8. We pay an O(|V |) for choosing ε, ε * , ξ , and ξ . Then, we need to check which of the possible situations described by Lemma 8 holds. This only requires listing all intersections between two minimum paths: by Remark 1, it costs O(|V |).
Theorem 3 Checking whether a net (G, s, t) is vulnerable can be solved in time polynomial in the size of G, in particular its complexity is O(|V | · |E| 2 ).
Proof Correctness of function isVulnerable in Algorithm 1 stems from the proof of Theorem 2.
As for the repeat loop, at every iteration d t (C) decreases by at least 1 and thus, this loop terminates after at most O(|V |) iterations. By Fact 5 and Lemmas 9 and 10, the body of this loop costs O(|E|). Indeed, lines 8-11 correspond to Lemma 3, whereas function isSplittable checks whether all entry nodes come before all exit nodes in C; both these tasks can be done via a scansion of C and thus cost O(|V |).
As for the while loop, at each iteration the number of edges of G strictly decreases by at least 1; thus, this loop terminates after at most O(|E|) iterations. The complexity of the body of this loop is dominated by the cost of the repeat loop, that, by the above considerations, is O(|V |·|E|). Indeed, making an st-multi-digraph st-connected (function makeSTConnected invoked in lines 1 and 20) consists of a DFS from s and a backwards DFS from t; all nodes not visited in both DFSs can be deleted together with their incident edges. This costs O(|E|). An s-minimal cycle C and the corresponding ε * (function s-minimalCycle in line 3) can be found in O(|V | · |E|). This covers also the complexity of the guard of the while loop in line 2. Indeed, to find C and ε * , consider every successor v of s and see whether v belongs to some cycle (this can be easily done by a DFS in G starting from v). If so, v is ε * and the cycle found is C. Otherwise, iterate the reasoning with the successors of the successors of s; and so on until a cycle is found or all vertices have been considered (in this case G is acyclic).
Finally, checking if an acyclic graph is two-terminal series-parallel can be executed in linear time (see [25, 26] ).
Summing up, the overall complexity of our algorithm is O(|V | · |E| 2 ).
On the Directed Subgraph Homeomorphism Problem
Theorem 2 and Algorithm 1 have consequences on another, long-standing problem: the directed subgraph homeomorphism [10] . The main problem is the following: fixed a pattern graph H , determine whether H is homeomorphic to a subgraph of any given G with respect to a given mapping from the nodes of H to the nodes of G. This problem is shown to be NP-hard, apart from a very simple family of pattern graphs for which a polynomial time algorithm exists. Furthermore, in the conclusions the authors also discuss the problem when the mapping is not given. Our characterisation falls in this latter case. In [10] it is suggested that the general problem is still NP-hard. However, in the special case when the pattern graph has all nodes with indegree at most 1 and outdegree at most 2, or indegree at most 2 and outdegree at most 1, this is no more necessary, since there exist pattern graphs of this kind for which a polynomial time algorithm exists [13] . However, as far as we know, no polynomial time algorithm for all this class of pattern graphs has been found as yet. So, our work also contributes to this research line: W is another pattern graph for which a polynomial time algorithm exists for the directed subgraph homeomorphism problem without node mapping.
Corollary 1 Checking whether a multi-digraph G contains a subgraph homeomorphic to W can be solved polynomially in the size of G.
Proof Just run Algorithm 1 for every pair of distinct vertices in G (playing in turn the role of source and target) and return true if and only if at least one of these calls returns true. This algorithm costs O(|V | 3 · |E| 2 ). [6, 7] (given only for irredundant directed multigraphs) to general directed multigraphs; indeed, there exist redundant graphs that are not vulnerable [5] , as shown in Fig. 3 . Since graphs of this kind can easily appear in real traffic networks, we believe that our characterisation was a necessary step for completing the picture of vulnerability. Also the resulting algorithm was a necessary step: as we proved in this paper, checking irredundancy and finding the maximal irredundant subnet are NP-hard problems. Interestingly, a crucial part of our approach is the identification (and the consequent deletion) of redundant edges. However, we want to remark that our algorithm neither identifies all such edges in a graph nor it can be used to decide if a specific edge is redundant. Indeed, it removes all redundant edges only when it cannot find W. Thus, Algorithm 1 can solve MIS in polynomial time for non-vulnerable nets only.
Of course, more efficient algorithms for checking vulnerability should be devised to be usable in practice, but this was not our aim here.
