One of the proposed solutions for increasing the speed of Internet access is to connect the home user to a direct satellite channel, at a speed 20 times faster than that of an average telephone modem. Communication over satellite links is often characterized by sporadic high bit-error rates and burst losses. This is especially true when working in the Ka band, where weather conditions greatly a ect link availability. Under such conditions, the TCP protocol that is predominantly used by data applications, degrades dramatically in performance. Using simulations, this paper studies the performance of TCP under di erent network conditions. Several modi cations, that take advantage of the special properties of the satellite channel, are proposed and a new sender algorithm which can e ciently handle burst losses is presented. The main attractiveness of the proposed new sender algorithm is that it can be implemented only at the satellite ground station, rather than at every server in the world.
Introduction
The Internet is becoming an important source of information for an ever growing community o f users. When a home user connects to the Internet through a telephone modem, the speed of the received information is less than 56Kb sec, due to the modem constraints. Therefore, for large amounts of information the transfer time is too long.
Developments in satellite technology allow home users to receive data directly from a geostationary satellite channel at a rate 20 times faster than of an average telephone modem. Connectivity o f a home user to the Internet is achieved using a con guration similar to that depicted in Figure 1 .
In this con guration, the home PC accesses an Internet server over a slow modem link and requests data. Rather than sending the data back o v er the slow modem link, the server sends the data through the Internet to a satellite ground station. The ground station, also known as an uplink, then forwards the data over a fast satellite channel to the home user. Such a con guration is already commercially available. Burst losses: the satellite channel may su er sporadic burst losses, especially during bad weather conditions. TCP does not perform well under burst losses. The mechanism for e cient recovery of lost packets, called fast-retransmit, fails when several consecutive packets are lost, drastically a ecting the throughput.
A long round trip delay: the long propagation delay o v er the satellite channel, about 250ms, introduces high TCP timeout values, which lead to low throughput when lost packets have t o be retransmitted.
This work studies the performance of TCP on networks that contain a satellite channel. The study is conducted using the TCP ns simulator from LBL 6 . Based on the observations made, we propose to split the TCP connection at the satellite uplink node into two separate connections:
a satellite connection and a terrestrial connection. Then, on the satellite connection, we propose to use a smaller number of duplicate acknowledgments to trigger fast-retransmit, and a window of constant size. Finally, w e propose a new TCP sender algorithm, which handles more e ciently burst losses in a satellite channel. The proposed algorithm is tailored for a TCP connection over a satellite link, where the window is large and losses are caused by media errors rather than by router congestion. This is mainly because the algorithm reacts to packet losses by sending bursts of retransmissions. In a heavily loaded network such an approach aggravates the congestion and increases the loss. A major attractiveness of all the proposed enhancements is that they a ect only the TCP implementation at the uplink. No modi cation is needed at the client PCs or at any remote server.
The rest of this paper is organized as follows. Section 2 introduces a brief description of the TCP functions relevant to this work. Section 3 characterizes the performance of TCP under di erent network conditions. Section 4 examines the bene t of splitting the TCP connection at the uplink, and discusses several mechanisms for taking advantage of the unique satellite channel properties in order to improve performance. Section 5 presents a new TCP sender algorithm, better adapted to handle bursts of error losses in a satellite link, to be implemented at the uplink node. Finally, section 6 concludes the paper. 
TCP Background
Current TCP implementations 5, 9 contain a number of algorithms aimed at controlling network congestion. These algorithms include slow-start, congestion-avoidance, fast-retransmit and fastrecovery. Together they de ne the congestion window, cwnd, as an estimate of the maximum number of packets that can be sent without overloading the network. The TCP sender never sends more than the minimum of cwnd and the receiver's advertised window.
The TCP sender operates in one of two modes: slow-start or congestion-avoidance. The main di erence between these modes is the rate of increasing cwnd. The sender determines its mode based on the values of cwnd. As long as cwnd is smaller than a threshold value, called ssthresh, the sender works in slow-start mode. When ssthresh is reached, the sender switches to congestionavoidance. During slow-start the sender starts with a congestion window of one packet and grows it by one with every acknowledgment received. Assuming an acknowledgment A CK is sent for every data packet received, which is not the case when the receiver uses delayed ACKs 9 , this results in doubling cwnd every round trip. In contrast, in congestion-avoidance mode, the sender increases the value of cwnd by 1 =cwnd for every data packet received, which is approximately equivalent t o an increase of one packet every round trip time RTT, yielding linear growth.
When a packet is lost, the subsequent packets are received by the receiver out of order. An out of order packet triggers an acknowledgment carrying the same sequence number as a previous 3 acknowledgment. Such a n A CK is therefore referred to as a duplicate ACK dupACK. The sender attributes the rst and second dupACKs to a possible out of order routing. However, when the third dupACK is received, the sender assumes a packet has been lost. It then invokes the fastretransmit procedure by immediately retransmitting the missing packet, as depicted in Figure 2 .
After receiving an ACK for the retransmitted packet, the sender performs a procedure called fastrecovery by shrinking cwnd to half and entering congestion avoidance mode.
The fast-retransmit mechanism is not always triggered when a packet is lost. As a simple example, consider the case where the window size is only 4, in which case only two dupACKs can be received. To detect a packet loss even in this case, the sender maintains a retransmission timer. This timer is set when TCP sends data, but only if the timer is not currently enabled. The retransmission timer is turned o when an ACK for all outstanding packets is received. If only part of the data is acknowledged, the timer is restarted. When the timer expires, the oldest packet for which a n A CK has not been received is retransmitted. The time the sender is idle, waiting for the timer to expire, is called a timeout. After a timeout, the sender retransmits the lost packet, shrinks cwnd to 1 and enters slow-start. In addition, it sets ssthresh to half the value cwnd had when the loss was detected. Thus, timeouts have a signi cant impact on throughput both because they introduce a period of idle time and because they shrink the window.
The timeout value is calculated dynamically, based on the round trip time measurements the sender performs throughout its operation. The timeout, RTO is calculated as: RTO = averageround trip time + 4 mean deviationround trip time . One of the problems with the calculation of the timeout value is the fact that TCP uses a coarse granularity timer, with 500ms delay b e t w een successive i n v ocations of the timer routine, to time the round trip delay.
A long round trip delay is more frequently timed as 1 clock tick than a short round trip delay, thus yielding a larger timeout value. For example, our simulations show that in a network with 50ms actual round trip delay, the mean RTO measured is 1.6 seconds, whereas in the considered satellite network, with 290ms actual round trip delay, the mean RTO measured is slightly more than 2 seconds. The exact details of the average and mean deviation calculation, as well as the implementation of this formula using only integer arithmetic are found in 8 . 3 The Performance of a Direct Satellite TCP Connection
Simulation Model
In this section we simulate the performance of TCP in the following network con guration. The satellite channel between the uplink station and the PC is of 400Kb sec with 250ms delay. These characteristics were chosen in accordance to the data published for commercial systems. Since we want to concentrate on the satellite channel performance, we assume that the terrestrial channel between the server and the uplink station, which is actually a path through routers in the Internet, is not a bottleneck. Hence, its bandwidth is also assumed to be 400Kb sec, and its delay is modeled as 40ms, according to typical Internet delays 80ms RTT. The mixed modem Internet channel between the PC and the server is 28,800b sec, for reasons that will be explained below. The delay of this channel is modeled as 40ms, and represents the propagation delay b e t w een the PC and the server and the transmission delay and other delays encountered at the Internet Service Provider.
Throughout this work we refer to a transparent satellite system, i.e. one that simply forwards the data received from the uplink, without any processing. Furthermore, we assume a dedicated satellite channel, where no congestion is possible. The e ect of sharing the link between multiple users is orthogonal to the addressed issues and is therefore not covered in the paper.
We start with the simple case, where a single direct TCP connection is established between the server and the PC, as shown in Figure 3 . In this con guration, the uplink is simply a router on the way. The data is forwarded from the server to the PC through the Internet and the satellite link.
The ACKs are returned from the PC to the server over a mixed modem Internet link.
Throughout the paper, the network tra c is assumed to be large FTP transfers. In keeping with most commercial implementations, the receivers are assumed to implement delayed ACKs.
The length of a data packet is 512 bytes and of an ACK packet is 40 bytes.
Since our main goal is to study the e ect of packet loss on throughput, all the parameters used in the simulations are set to values that maximize throughput in the absence of loss. As depicted in Figure 4 the optimal choice from throughput considerations is a modem speed of 28,800b sec and a window size of 21KB.
The size of the transfered le, 5MB, is chosen to minimize the e ect of slow-start on the throughput. As shown in Figure 5 , smaller les get lower throughput due to the low speed of the connection during slow-start, whereas for larger les the throughput improvement is negligible.
The throughput of a 5MB le transfer is 387Kb sec, namely 96 of the theoretical maximum. Figure 6 shows that ACK losses only slightly a ect the throughput. This is because TCP uses a cumulative a c knowledgment strategy. T h us, an ACK loss is compensated for by the arrival of any subsequent A CK, and only rarely results in a data packet retransmission. The simulation shows that the e ect of ACK loss on throughput is more severe when the data link is lossy. These results are explained by the e ect of ACK losses during fast-retransmit.
The E ect of Acknowledgment Losses

The E ect of Data Packet Losses
The e ect of data packet losses is much more severe than of ACK losses. Figure 7 shows the dramatic reduction in throughput caused by data packet loss for a 5MB data transfer, when the acknowledgment link is lossless. A loss rate as low as 0.04 causes a 15 drop in throughput, and a 1 loss rate slashes the throughput by 81.
There are two main reasons for the dramatic throughput degradation. The rst and most important is timeouts. As explained in Section 2, the sender is idle for about 2 seconds waiting for the timer to expire, and operates below its optimum speed a few round trip times afterwards during slow-start mode. The probability of a timeout increases with the packet loss rate because for high loss rates, the probability of losing several packets in the same window, which usually leads to timeouts, increases. Also, after a timeout, the sender works with a window smaller than 4 for 2 round trip times, and during this period even a single packet loss may cause a timeout.
The second reason for throughput degradation is the e ect that a packet loss has on the window size. After any retransmission, whether following a timeout or following fast-retransmit, the sender shrinks its transmission window to one or to half its original size, respectively. T h us, following a loss, the sender operates below its optimum speed for a few round-trip times. If losses occur at the time the window i s g r o wing back t o w ards its optimal size, they lower the window y et again. Moreover, if a loss occurs while the window grows in slow-start, the growth rate turns from exponential to linear, and it takes even longer for the window to reach the optimal value.
Improving Performance Using a Split Connection
When a direct connection is used, a packet lost anywhere on the path from source to destination has to be retransmitted by the source and be routed all the way to the destination. In 2 , the bene ts of using a TCP proxy to split the TCP connection into two separate connections is discussed in the context of a hybrid ber coaxial network. In this section we study the same approach in a satellite network, by placing a TCP gateway at the uplink station, as depicted in Figure 8 . Consequently, two TCP connections are created. One connection is between the server and the uplink over the wired network. The other connection is between the uplink and the PC. The forward data channel of this connection is the satellite link, whereas the reverse ACK channel consists of the modem link and an Internet path. One advantage of the split connection approach is that it separates the losses on the satellite link from the losses on the Internet, allowing local recovery of lost packets. Another advantage of the split connection approach is that it allows tailoring the TCP implementation on each of the connections to best suit the characteristics of the underlying channel.
In our simulation model, the only parameter a ected by this change is the window size, which is now calculated separately for each of the two TCP connections. The optimal window size for the connection between the server and the uplink is 5KB 10 packets, and for the connection between the uplink and the PC is 16KB 32 packets . Figure 9 shows that in the case where losses occur only on the Internet link, TCP performance in the split connection con guration is much more robust than in the direct connection con guration.
Performance Improvement of a Split Connection with Data Loss
For a direct connection with 1 data loss rate, the throughput degrades by 81 from 387Kb sec to just 73Kb sec, whereas for a split connection, the degradation of throughput is of just 37, from 390Kb sec to 243Kb sec. This happens because no retransmissions are made over the long delay satellite link and a lost packet is recovered much faster than in the direct connection model.
Moreover, due to the lower RTT on the Internet connection, growing the window back to its optimal size is also faster. 
Taking Advantage of the Satellite Channel Speci c Properties
As already indicated, besides the improvement in performance, the other advantage of splitting the TCP connection is that the satellite channel is isolated from the rest of the Internet. This channel has two unique properties which di erentiate it from the rest of the Internet. The rst property i s that packets sent on the satellite channel cannot be routed out of order. The second property i s that congestion is not possible and therefore the only reason for packet losses is transmission errors.
Both properties are attributable to the fact that there does not exist any router on the channel between the uplink station and the home PC.
In 1 it is observed that on a link where in-sequence delivery of packets is guaranteed, the receipt of the rst dupACK is a clear sign that a data packet has been lost and fast-retransmit can be immediately triggered, without waiting for two additional dupACKs. This scheme, referred to in 1 as super fast-retransmit", accelerates the recovery of fast-retransmitted packets and helps avoiding timeouts in many cases where the sender can receive a single dupACK instead of three. In particular, if fast-retransmit is invoked only after 3 dupACKs then timeouts always occur when the window is of 4 packets or less, since in this case there are not enough data packets to trigger 3 dupACKs. Moreover, when multiple losses occur in the same window, fast-retransmit can usually recover the rst lost packet but not the others, as will be explained in section 5.1. Figure 11 shows that running super fast-retransmit on the satellite portion of the split connection is worthwhile only for very high data loss rates. For instance, an improvement of 19 for a 10 data loss rate, and of 13 for a 5 data loss rate. For loss rates below 1 on the data link, the performance of the two algorithms is comparable. This is because at low error rates, there is a small probability of losing one or more packets in the exact con guration that does cause a timeout when using fast-retransmit, but does not cause a timeout when using super fast-retransmit.
The second property of the satellite channel in the split connection con guration is that congestion is not possible. Thus, there is no need to slow d o wn the transmitter by shrinking its window after a packet is lost. Moreover, the sender does not have to probe for the network capacity using slow-start. Hence, the sender can proceed using a xed window size, which is optimized to the delay-bandwidth product of the satellite channel. The throughput increases since the slow operation of the sender at the beginning of the connection and after packet loss detection is avoided. Figure 12 shows the improvement a c hieved when transferring a 5MB le using a constant optimal window o v er a lossy satellite link. The throughput is improved by about a factor of 2 for 0.4 packet loss rate and by about a factor of 3 for 1 loss rate. For losses of more than 5 the improvement a c hieved decreases, and at 10 packet loss rate the performance of the constant window and variable window are comparable. This is because for very high loss rates, the time wasted during timeouts becomes the dominant factor in uencing throughput.
A New TCP Sender Algorithm for Burst Loss Recovery
Communication over satellite links is often characterized by sporadic high bit-error rates and burst losses. This is especially true when working in the Ka band, where weather conditions greatly a ect link availability. The e ect of errors on the channel throughput was discussed in Section 3 and 4. The present section focuses on burst losses, which cause retransmission timeouts and signi cant throughput degradation. We rst analyze the behavior of TCP-Reno in the presence of burst losses and then present a modi ed version for the TCP sender algorithm at the uplink in the split connection con guration, that can recover a loss of multiple packets in a burst without a 13
timeout. This version is suitable only for satellite channels, as explained later.
TCP-Reno in the Presence of Burst Losses
The current implementation of TCP, TCP-Reno 8 assumes a packet has been lost and therefore has to be retransmitted if: 1 a timeout occurs; 2 3 dupACKs are received. In the case of a timeout, the sender shrinks its window to 1 and initiates slow-start. This recovery procedure reduces the sender throughput signi cantly because the sender stalls while waiting for the timer to expire, and transmits well below the maximum capacity during slow-start. To reduce the probability o f h a ving timeouts, the TCP sender uses the fast-retransmit algorithm.
The sender is said to enter fast-retransmit mode" upon receiving 3 duplicate acknowledgments.
Upon entering fast-retransmit, the sender retransmits the missing packet and sets its window to half its original value W plus 3, W 2 +3. The sender exits fast-retransmit mode when an acknowledgment for the retransmitted packet is received.
In order to prevent a burst of packets from being transmitted when the ACK for the retransmitted packet is received, the sender increases its window b y one with each A CK it receives while in fast-retransmit mode. When the number of outstanding packets becomes smaller than the window size, the sender injects a new packet into the network after every ACK received. This sequence of events is analyzed below and depicted in Figure 13 .
In the following discussion we assume the sender uses its window fully. T h us, upon entering fast-retransmit mode, the number of outstanding packets is equal to the size W of the window before entering fast-retransmit minus the 3 packets whose reception triggered the fast-retransmit mode. The total number of dupACKs that can be received during fast-retransmit is therefore W ,number of lost packets , 3 arrives, the window v alue is set to W 2 . If a single packet is lost in a window, it is recovered by fast-retransmit only if the window size is larger than 4. Otherwise, the 3 dupACKs needed for fast-retransmit cannot be generated, and the packet is recovered only after a timeout.
If two consecutive packets are lost in a window of size W 5, the rst packet is recovered by fast-retransmit. The second packet can be recovered by fast-retransmit only if more than 3 new packets are sent after the retransmission of the rst lost packet, as can be seen in Figure 13 can be sent, the 3 dupACKs needed to trigger fast-retransmit cannot be generated, and a timeout occurs.
Related Work: How Other TCP Versions Handle Burst Losses
A modi ed version of TCP, called TCP new-Reno, is presented in 4 . This version aims at avoiding timeouts when multiple packets are lost in the same window b y c hanging the behavior of the TCP sender during fast-retransmit as follows. The protocol de nes a fast-retransmit phase" as the time between the receipt of 3 dupACKs and the time when an ACK arrives for all the packets that were outstanding when the phase started. This is in contrast to the regular Reno implementation, where the fast-retransmit mode lasts until the acknowledgment for the retransmitted packet arrives.
When multiple packets are lost in the same window, the retransmission of the rst lost packet triggers a so called partial ACK, i.e. an ACK that acknowledges some but not all the packets that were outstanding at the start of fast-retransmit. A partial ACK is treated as a signal that the packet whose sequence number is indicated has been lost and should be retransmitted. As anexample, consider the case where 2 consecutive packets, 1 and 2, are lost in a window of size 6. The loss of packet 1 is detected when 3 dupACKs bearing this sequence number are received, causing the fast-retransmit phase to be entered. The packet is retransmitted and is acknowledged one RTT later by a n A CK carrying the sequence number of the next packet the receiver expects to receive, namely packet number 2. This is a partial ACK, indicating that packet 2 has also been lost. Hence, packet 2 is immediately retransmitted and no timeout occurs. This pattern is repeated if several packets are lost, implying that TCP new-Reno recovers one lost packet during each R TT.
Another approach for recovering from multiple losses is by using selective a c knowledgments SACKs, as described in 7 . With SACKs, the receiver can inform the sender of up to 3 noncontiguous blocks of data that have been received and queued. The TCP sender can deduce from this information the sequence numbers of all the lost packets and timeouts are avoided. A simulation study in 3 demonstrates the strength of TCP-SACK. However, its main drawback i s that it requires changes at both the sender and receiver TCP. This is in contrast to TCP new-Reno and to the algorithm proposed in this paper, which only change the sender algorithm and therefore can be gradually deployed without a ecting the software of the home PCs.
The New Sender Algorithm
We propose a change to the TCP sender algorithm, that enables the sender to recover from a burst of N losses during a period of 2 RTT, instead of N RTT for TCP new-Reno or M RTT + timeout+logN ,M for TCP Reno M N is the number of packets that can be recovered using fast-retransmit; its value can be found by the analysis given in section 5.1. As explained below, the algorithm performs well only in channels where losses occur due to bursts of errors rather than due to congestion. In particular, it performs better than TCP new-Reno in a satellite channel, where RTT is relatively large.
Like the algorithm proposed in 4 , our algorithm also uses the notions of fast-retransmit phase and of partial ACKs, de ned as follows:
De nition 1 The fast-retransmit phase starts after 3 dupACKs have been received and ends when an ACK arrives for all the packets that were outstanding when the phase started.
fast-retransmit phase the window is not slided moved right. De nition 2 A p artial ACK is an ACK that acknowledges some but not all the packets that were outstanding at the start of the fast-retransmit phase.
The proposed algorithm tries to estimate the number of lost packets from the number of ACKs the sender receives. The considered lost packets are then retransmitted before 3 dupACKs are received for each of them.
The algorithm is demonstrated in Figure 14 and explained in the following. When a loss is detected following the receipt of 3 dupACKs, the sender enters the fast-retransmit phase. It retransmits the missing packet and remembers the number of outstanding packets.
After retransmitting the lost packet, a dupACK is received for every packet the receiver receives.
This is the case even if the receiver implements the delayed ACK policy, because this policy is disabled when the receiver detects a missing packet. If the acknowledgment for the retransmitted packet does not con rm the receipt of all the packets that were outstanding at the retransmission time, the sender estimates the number of dropped packets as: number of dropped packets = number of outstanding packets , number of duplicate acks. F or instance, in Figure 14a there are 8 outstanding packets upon entering fast-retransmit, and the number of dupACKs received is 4, so the sender deduces that 4 packets were dropped. Since the rst dropped packet has already been recovered, the numb e r o f p a c k ets still needed to be retransmitted is N = number of dropped packets, 1 . The sender assumes all losses occured in a single burst, and therefore retransmits N consecutive packets starting with the rst unacknowledged packet. In Figure 14a , 3 consecutive packets are retransmitted, starting with packet number 2.
The burst of retransmissions triggers a series of partial acknowledgments, such a s a c k3 and ack4 in Figure 14a . The reception of a single partial acknowledgment does not imply that the packet following the acknowledged one has to be retransmitted, because this packet might have already been sent in the retransmission burst. This is for example the case for packet 4 in ( 6 ) a c k ( 6 ) a c k ( 6 ) 10 re tr a n sm is si o n (6 ) a c k ( 1 ) a c k ( 1 ) a c k ( 1 ) r e t r a n s m i s s i o n ( 1 ) re tr a n sm is si o n (7 ) re tr a n sm is si o n (8 ) a c k ( 7 ) a c k ( 1 1 ) re tr a n sm is si o n (2 ) re tr a n s m is s io n (3 ) re tr a n s m is s io n (4 ) continues until the rst non-partial ACK arrives and the fast-retransmit phase is therefore exited.
This sequence of events is depicted in Figure 14b , where the rst dupACK carrying the sequence number 6 causes the retransmission of a burst of 3 data packets starting with data packet number 6, namely packets 6, 7 and 8.
A formal description of the algorithm is given in Figure 15 .
If one of the packets retransmitted during the fast-retransmit phase is lost, it will be recovered either following a timeout, as in the case of losing the rst packet recovered by the fast-retransmit phase e.g. packet 1 in Figure 14a or at the cost of unnecessary retransmissions. A simple example for the second case would be the loss of retransmission2 in Figure 14a . In that event, retransmission3 would trigger ack2 and retransmission4 would trigger a duplicate ack2. The duplicate ACK would trigger the retransmission of a burst of 3 packets starting with packet number 2, causing an unnecessary retransmission of packets 3 and 4.
The proposed algorithm is tailored for a TCP connection over a satellite link, where the window is large and losses are caused by media errors rather than by router congestion. This is mainly because the algorithm reacts to packet losses by sending bursts of retransmissions. In a heavily 20 loaded network such an approach aggravates the congestion and increases the loss.
Since no congestion is possible on the satellite channel, the algorithm does not have to implement slow-start and congestion-avoidance, as explained in 4.2. Thus a window of constant size can be used. In particular, the sender does not halve the window upon exiting the fast-retransmit phase.
In order to keep the algorithm simple the window is not in ated during the fast-retransmit phase, when dupACKs arrive. This may cause a burst of packets to be sent when exiting fast-retransmit, but will not create a problem on a satellite link as there exist no intermediate routers that can be over owed by a quick burst of packets.
At this point is should be noted that the proposed algorithm can also be used with slowstart and congestion-avoidance i.e. with variable window size instead of constant window size.
The proposed algorithm does not interfere with either the slow-start or the congestion-avoidance algorithms. The only change that must be introduced to implement congestion-avoidance is to cut the window to half upon exiting the fast-retransmit phase, and to subsequently increase it back towards its original value at a rate of 1 packet each R TT.
If retransmitted packets are not lost and if the number of missing packets is correctly estimated, there will be no timeout during the fast-retransmit phase for the following reason. When there are multiple holes, the algorithm attributes all missing packets to a single burst of losses. and retransmits more packets than needed for each hole. For example, if there are two holes in the packet sequence, of sizes n 1 and n 2 respectively, then n 1 + n 2 , 1 packets are resent in each burst of retransmissions. The rst burst is sent after recovering the rst packet of the rst hole, causing unnecessary retransmission of n 2 packets. In Figure 14b the rst burst is sent after recovering packet 1, causing unnecessary retransmission of two packets 3 and 4. These unnecessary retransmissions trigger n 2 duplicate acknowledgments the two duplicate ack6. The minimum size of a hole is one packet, so the minimum value of n 2 is 1. Thus, at least one dupACK will be sent b y the receiver. Since the retransmission during a fast-retransmit phase is performed following a single duplicate acknowledgment, there is no shortage of acknowledgments and timeouts do not occur.
A false invocation of the fast-retransmit phase can happen if 3 or more dupACKs are received r e t r a n s m i s s i o n ( 1 ) r e tr a n sm is si o n (3 ) re tr an sm is si on (2 ) r e tr a n sm is si o n (4 ) r e tr a n sm is si o n (5 ) r e tr a n sm is si o n (1 1 ) r e tr a n sm is si o n (1 0 ) a c k ( In this case, the sender may receive 3 dupACKs for the packet beyond the highest sent before entering the fast-retransmit phase TCP variable snd high . This packet is sent immediately after TCP exits the fast-retransmit phase. The 3 dupACKs are triggered by packets sent during the fast-retransmit phase. They will cause TCP to assume the packet was lost and falsely reenter fastretransmit. This rare sequence of events is depicted in Figure 16 . Four packets are retransmitted in each burst. For the last hole, packets number 8, 9, 10 and 11 are retransmitted. When packet 8 reaches the destination, all the packets that were outstanding at the start of the retransmission phase have been recovered, and the sender exits the fast-retransmit phase. As a result, the sender starts sending new packets, starting with sequence number 12. However, the receipt of packets 9, 10 and 11 trigger 3 dupACKs for packet 12, so a new fast-retransmit phase is falsely reentered.
Performance Analysis of the Proposed Algorithm
In the case of one lost burst per window, the algorithm can recover all lost packets in 2RTT time:
one RTT for the rst packet and one for the rest, as shown if Figure 14a . When there are n loss bursts in one window, the recovery time is n + 1 RTT: one RTT for the rst packet and one for every hole, as shown in Figure 14b . In any case, the recovery time depends on the number of lost bursts rather than on the number of lost packets, as in 4 . E.g., for n holes of length m the recovery time is n + 1 RTT versus n m RTT in the algorithm proposed in 4 or a timeout and several RTTs for TCP Reno. The performance improvement a c hieved when using the proposed algorithm over links where losses occur in bursts is shown in Figure 17 . The burstiness of the losses is modeled by increasing the probability of a packet to be lost if the previous packet was lost, by a factor called loss burstiness factor", up to some maximum threshold. 
Conclusions
In this paper, we h a v e studied the performance of TCP in a network con guration where home users are connected to the Internet through a satellite channel. Using simulations, we h a v e shown that a direct TCP connection is very sensitive to packet loss.
We h a v e presented several methods for improving the performance of TCP in the considered con guration. All these methods heavily rely on the basic principle of splitting the TCP connection at the uplink, and creating two separate connections: one over the satellite channel and the other over the Internet. The implementation of the TCP protocol over the satellite channel can be tailored to best suit the characteristics of the underlying link. Due to the fact that no intermediate routers are present on the satellite link, the satellite channel is associated with two unique properties: 1 out of order routing of packets is not possible, and 2 congestion is not possible. Taking advantage of these two properties, we h a v e proposed two modi cations to the TCP implementation: 1 using a smaller number of duplicate acknowledgments to trigger fast-retransmit and 2 using a window of constant size throughout the protocol operation.
We h a v e also introduced a new sender algorithm, designed speci cally for the satellite uplink node, in the split TCP con guration, which can recover losses occuring in a burst. The new algorithm estimates the number of lost packets and retransmits them before receiving explicit noti cation of their loss. The proposed algorithm achieves a threefold improvement in TCP performance and requires only changes to the TCP implementation at the satellite uplink node, leaving the receiver and server implementations unaltered.
