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The least-angle regression (LARS) (Efrron, Hastie, Johnstone, and Tibshirani, 2004) is a 
technique used with the absence of data that consist of many independent variables. Suppose we 
expect a response variable to be determined by a linear combination of a subset of potential 
covariates. Then the LARS algorithm provides a means of producing an estimate of which 
variables to include, as well as their coefficients. The MATLAB programming codes are 






















 “Least Angle Regression (LARS)”  (Efrron, Hastie, Johnstone, and Tibshirani, 2004) 
adalah satu teknik yang digunakan dengan kehadiran data yang mempunyai banyak pemboleh 
ubah tidak bersandar. Seperti yang dijangkakan pemboleh ubah bersandar boleh di tentukan 
dengan gabungan pemboleh ubah tidak bersandar. Oleh itu LARS algoritma bermaksud 
memberikan anggaran pemboleh ubah yang manakah dapat disertakan begitu juga dengan 
“coefficient”. Kod pengaturcaraan MATLAB dihasilkan bagi menyelesaikan masalah dengan 
lebih mudah dan sistematik. 
 
 
 
 
 
 
 
 
 
 
 
