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The simulation, fabrication, and characterization of self-assembled ultrahigh 
density sub-10nm Co nanowire arrays are presented in this dissertation. The general 
phase separation nanowire growth simulation was operated based on a modified Ising 
model. The fabrication process can be summarized as the binary Co-X systems lateral 
phase separation during physical vapor deposition – the plasma layer deposition with a 
single alloy Co-X target. The “X” stands for Al or Si. The nanowire fabrication and 
diameter deduction was achieved by balancing the growth rate and surface diffusivity. 
For Co-Al binary system, the formed sub-10 nm Co nanowires are of face-centered cubic 
structure through high-resolution transmission electron microscopy. Plus, the total phase 
separation happened between Co and Al – Co is not detectable in the surrounding Al 
matrix via scanning transmission electron microscope elemental mapping. The formed 
Co nanowire array in Al matrix displays unusual magnetic anisotropy, which is 
originated from the ultrahigh packing density. For Co-Si binary system, the FCC Co 
nanowire average diameter is 5.38±0.04 nm with wire density 2×1016/m2. The matrix 
contains both Si and Co. The Co nanowire average diameters of both systems were 
	  
calculated through in-plane X-ray diffraction, which are consistent with the TEM results 
within experimental error. XRD reveals that the <110> axis is the nanowire growth 
direction. The average nanowire diameters of Co-Al system were also calculated through 
atomic force microscope adhesion images. The diameter vs. deposition rate plot is 
quantitatively consistent to the predicted theoretic relation. 
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Chapter 1 Introduction 
 Since Richard P. Feynman’s famous lecture “There’s plenty of room at the 
bottom” at Caltech in 1959 [1, 2], nanomaterials have been greatly influencing science 
and engineering because of their unique properties not detected in bulk materials [3]. 
 Particularly, one-dimensional nanostructures, such as nanowires, nanorods, and 
nanopillars, have drawn a lot of research efforts in recent years [4]. Various devices 
based on individual nanowires or nanowire arrays have been produced in laboratories or 
already commercially manufactured, including but not limited to solar cells, batteries, 
drug deliveries, catalysts, bio/chemical sensors, and magnetic storage, which are of lower 
cost, improved energy efficiency, higher sensitivity, and faster response speed [5-19]. 
 The large surface-volume ratio boosts sensitivity while the size of nanowires is 
comparable with the sensed species. Thus, nanowire and nanowire array can serve as 
good candidate sensor [20]. Cui et al. fabricated highly sensitive boron doped silicon 
nanowire bio/chemical sensors [15]. Ma et al. reported conducting polymer nanowire 
chemical sensors [21]. Law and Thong reported zinc oxide nanowire sensor especially for 
ammonia detection [22]. Agarwal et al. used CMOS compatible method to fabricated 
silicon nanowire sensors [23].  
 Especially, magnetic nanowire array sensors commonly involve transport 
properties, such as magnetoresistance, magnetoimpedance, and magnetostriction [25]. 
Magnetoresistance (MR) is an effect that electrical resistance of a material varies as a 
function of the applied magnetic field. Giant magnetoresistance (GMR) is observed in 
alternating ferromagnetic and nonmagnetic conductive layers, which shows up as the 
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significant electrical resistance changes that depends on whether the magnetization 
directions of neighbor ferromagnetic layers are parallel or not [26]. The alternating 
ferromagnetic/nonmagnetic thin film sensors can only work in current parallel mode 
(CIP). The nanowire array GMR sensors, due to their geometry, are able to work at the 
current perpendicular mode (CPP), which was mathematically proven to have greater 
resistance change than do its counterpart at CIP mode [27]. Piraux et al. presented Co (10 
nm) / Cu (10nm) alternating multilayer nanowire arrays with 40 nm wire diameter for 
magnetic field detection as the first nanowire array GMR sensor in 1994, which CPP-
GMR was reported as 15% at room temperature [28]. Schwarzacher et al. reported a 
CoNiCu/Cu 80 nm diameter sensor with 22% room temperature CPP-GMR in 1997, then 
increase it to 60% by decreasing the diameter to 20 nm in 2000 [29]. Although ordinary 
MR effect was discovered in 1851, which is way earlier than GMR found in 1988, the 
MR effect of isolated single component nanowire didn’t get to be reported until 2002, 
when Vila et al. investigated the MR effect of Co nanowires [30]. 
 The magnetoimpedance (MI) effect is defined as the impedance change under an 
external magnetic field. Particularly, a large alternating current (AC) complex impedance 
change reached via applying a magnetic field on an AC charged soft ferromagnetic 
conductor, which is know as giant magnetoimpedance (GMI) effect [31]. Atalay et al. 
electrodeposited Co/Ni/Fe into an AAO template and investigated the MI effect in the 
formed Co!"Ni!"Fe!" nanowire array, the maximum MI change of which at a 33 MHz 
driving current frequency was as high as 2.72% [32]. 
 Ferromagnetic materials, such as Fe, Ni, Co, and their alloys, change their own 
 3 
dimensions when subjecting to an external magnetic field, which is known as 
magnetostriction [33]. Magnetostriction can be quantified using magnetostriction 
coefficient, which can be positive or negative, which represents the dimension change 
along field vector. For non-texturized materials, the magnetostriction coefficient is a 
weighted average of measurement along all different crystallographic axis. Co shows the 
largest magnetostriction coefficient of pure element at room temperature, which is part of 
the motivation why Co was selected as the materials for nanowire arrays [34]. 
 In fact, the magnetostrictive nanowire arrays, which mimic the bio-cilia, such as 
hair cells in cochlea and setae on arthropods legs, work as the transduction interface of 
tactile, acoustic, or chemical sensors [35]. (Fig 1.1) 
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Fig. 1.1 The schematic plot of a magnetostrictive sensor, in which the nanowire 
lengths can be uniform or different [35]. 
 The magnetostrictive nanowires sense the touching forces, sound waves, or 
chemical adsorption and transduce the variation-triggered magnetic signal to the 
patterned GMR or MR sensors attached. The large surface-to-volume ratio of nanowire 
arrays leads to higher sensitivity [35, 36]. 
 McGary et al. fabricated Galfenol (Fe/Ga alloy) nanowire arrays [36]. The 
Galfenol was chosen because adding Ga in Fe improved its magnetostrictive effect by an 
order of magnitude. Galfenol is also mechanically robust, which makes it ideal material 
for nanowires [36-39]. Besides Galfenol nanowire arrays, other magnetostrictive alloy 
nanowires or nanowire arrays such as Fe/Ni, Co/Fe, Co/Ni, and Co/Fe/Ni were also 
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studied. [40-43] The magnetostriction coefficient and magnetic anisotropy of Mn-doped CoFe!O! nanowires and nanowire arrays has been studied and their application as 
humidity sensors has been proposed by Kim et al [44]. 
Pure element magnetostrictive nanowires or nanowire arrays such as Co nanowire array 
for sensors were also fabricated and investigated via similar process, so were Ni and Fe 
nanowire sensors [37]. Most of the presented works have been focused on the alloy 
nanowire or nanowire arrays since their higher magnetostriction coefficient [36-44]. 
However, the fabrications of above-mentioned alloy nanowire are template-assisted, 
which limited the nanowire diameter (normally larger than 30 nm) and packing density 
(normally less than 10!"  wires/m!) [36-44]. In this work, we investigated the fabrication 
of ultrahigh density sub-10 nm magnetic nanowire array. 
 Magnetic nanowire arrays can also be used for high-density magnetic storage. 
Magnetic nanoparticle arrays, also referred as to granular thin film, have been 
commercially used for PMR HDD media since 2006. Compared to longitudinal magnetic 
recording (LMR) HDD media, the storage density is limited to 10!  Gbit/in! by 
superparamagnetic effect, the nanopillar structure in PMR HDD media increases this 
limit to 10!  Gbit/in! with similar Co-based materials [45, 46]. Oikawa et al. reported 
that SiO! is ideal candidate to isolate CoCrPt grains and the average grain size reported is 
about 7 nm [47]. Zheng et al. reported that the grain size decreases while increasing the SiO! percentage and achieved grain size is as small as 5.4 nm [48]. 
 The storage density is related to the superparamagnetic effect that is known as the 
random flip of magnetization in the absence of external magnetic field, which happens to 
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single-domain ferromagnetic or ferromagnetic nanoparticles under a certain temperature 
T. From the energy point of view, the magnetization fluctuation happens when the 
thermal energy is higher than magnetic energy [49]: 
k!T! > KVln   τ!τ! ,                                                                                                (1.1) 
where k! is Boltzmann constant, T! is the blocking temperature, K is the anisotropy 
energy density, V is the volume, τ! is the measurement time, and τ! is the time length. 
 Then, there are two ways to increase the magnetic energy of a single domain: 1) 
increasing particle volume, which decreases the storage density, or 2) increasing its 
anisotropy. The high aspect ratio of nanowire increases the magnetic energy without 
reducing the storage density via replacing the Co granular thin film with Co nanowire 
array. [45-48] 
 Macro-scale one-dimensional nanostructure (nanowire/rod/pillar) arrays have 
been fabricated via several approaches, which can be categorized into template-assisted 
and template-free fabrications.  
 Template-assisted fabrications provide precise control over the size and packing 
density. The template materials have to satisfy the following pre-conditions: a) the 
template materials must be electrically, thermally, and/or chemically resistant to the 
fabricating processes; b) the template and fabricating materials must have the similar 
wettability. [50] 
 Porous anodized aluminum oxide (AAO) is one of the most common templates 
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used since it is high temperature resistant, which is manufactured by anodizing aluminum 
film in acids. The pores with uniform diameter can be formed via proper anodization 
conditions, which controls the balance between Al!O! growth and dissolution. Plus, the 
stress between the Al and Al!O! drives the pores to be hexagonally self-ordered. The 
average pore diameters can range from less than 10 nm to 200 nm with the density of 10!" to 10!" pores/m! [44, 50, 51]. Track-etched polycarbonate (PC) is another 
commonly used template, the pores of which are produced by chemical etching the tracks 
on polycarbonate film created via nuclear fission. The average pore diameters are very 
uniform, which can be as small as 10 nm [50]. 
 The nanowire arrays can be produced by combining the templates with thin film 
fabrication processes, such as electrochemical deposition, physical vapor deposition 
(PVD), chemical vapor deposition (CVD), and atomic layer deposition (ALD). Cheng et 
al. also reported the single crystal semiconductor GaN nanowire arrays via CVD with Ga!O/NH! into AAO template [52]. The templates also make multilayer magnetic 
nanowire arrays possible by switching the materials that are deposited during growth. 
The alternating layer Co/Cu nanowire array for GMR sensors mentioned earlier was 
fabricated by electrochemical Co and Cu filling PC templates [28]. Ni/Cu, FeNi/Cu, 
CoNi/Cu, and Co/Ag multilayer nanowire arrays have been reported too [28, 29]. 
 More relevant to this work, the magnetostrictive nanowire arrays synthesized with 
both PC and AAO templates through different processes have been reported [40-43, 54-
63]. The Galfenol (Fe/Ga alloy) nanowire arrays mentioned earlier were fabricated via 
electrochemical deposition into AAO templates with wire diameters from 30-100 nm [36-
 8 
39]. Ferre et al reported Ni and Co nanowire arrays electrochemical deposited with PC 
templates [53]. More synthesis processes based on AAO templates were reported 
including but not limited to Ni, Co, Fe, and their alloys with nanowire diameter several 
tens nanometers to over a hundred nanometers [40-43, 54-63]. 
  Nanowire arrays with diameters less than 10 nm are achievable via template-
assisted methods with AAO templates but not preferable since the instability and low 
yield rate of the AAO templates with sub-10 nm pore size [40-43]. As mentioned earlier, 
the pore diameters of PC templates are uniform and as low as 10 nm. However, the pore 
positions are not ordered but randomly distributed due to the randomness of the nuclear 
fission with packing density lower than 10!" pores/m! [50]. Plus, the deposition 
processes such as electrochemical deposition, ALD, and CVD are required for sub-10 nm 
single crystal nanowire array template-assisted fabrication [33, 35]. 
 One of typical template-free fabrication processes is the chemical etching, which 
is usually adopted for Si-base nanowire arrays. Qu et al. reported single crystal Si 
nanowire arrays with average diameter around 50 nm, which were produced by using Ag-
assisted HF/H!O! based chemical to etch Si wafer [66]. 
 To achieve the highly ordered ultrahigh density (around 10!" wires/m!) sub-10 
nm single crystal nanowire array for the desired applications [12], we adopted phase 
separation for Co nanowire fabrication via PVD. Nanowire arrays embedded in matrix 
can be formed by taking advantage of lateral natural phase separation during thin film 
deposition. The growth and surface diffusion rates are easier to manipulate by controlling 
the deposition conditions. Fukutani et al. developed Al nanowires with diameter less than 
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10 nm embedded in Si matrix via PVD with single Al/Si alloy target of near-eutectic 
composition [67]. Echigoya et al. sputtered from a partially Co-covered indium tin oxide 
target to grow Co nanofiber arrays in In!O! – SnO! matrix [68]. The information 
recording media layer of perpendicular magnetic recording (PMR) hard disk drive (HDD) 
industrialized in 2006 is also manufactured through the phase separation process, which 
results in CoCrPt nanopillar arrays segregated by oxide [45].  
 Atzmon, et al. calculated the growth of nanowire during thin film growth with 
binary phase system [69-71]: 
R ∼ D!δu ,                                                                                                            (1.1) 
where R is the nanowire radius, D! is surface diffusivity, δ is the thickness of the surface 
layer in the growth direction, and u is the thin film growth rate. According to equation 
(1.1), the formation of nanowires the balance between the film growth rate and surface 
diffusivity during the physical vapor deposition. The desired nanowire diameter can be 
achieved via controlling surface diffusion and thin film deposition rate.  
Several Co/X binary systems were considered for Co nanowire formation via lateral 
phase separation [72]. (Table 1.1) We chose Co/Al and Co/Si binary systems.  
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Table 1.1 Several Co based binary alloy systems [72]. 
Binary system Phase separation 
Co/Al αCo + AlCo 
Co/Si αCo + CoSi / εCo + Co3Si 
Co/Ge εCo + βCo5Ge3 
Co/Gd αCo + Co17Gd2 
Co/Sn αCo + βCo3Sn 
Co/Sm αCo + Co17Sm2 
 
 The major objectives of this work are theoretical growth simulations, fabrications, 
and characterizations of Co nanowire arrays in Al or Si based matrix via natural binary 
phase separation. 
 The equation (1.1) will be discussed in detail. An Ising model was adopted to 
simulate the nanowire formation through phase separation, which is also deduced to give 
a quantitative relation between the nanowire lateral size and growth rate. The pseudo 
code of simulation is also provided in the appendix. (Chapter 2)  
 11 
 The nanowire arrays preparation was conducted through magnetron cathode 
sputtering physical vapor deposition (PVD) with single alloy Co/Al and Co/Si targets. 
The deposition power and deposition temperature were tuned to control the growth rate 
and surface diffusivity respectively. The samples are labeled with their preparation 
conditions. (Chapter 3) 
 In Chapter 4, firstly, electron microscopies confirmed that Co nanowire arrays are 
formed through the PVD with proper deposition conditions. The average wire diameter is 
as small as 4.9 nm with a density on the order of 1016/m2. Elemental mapping shows a 
total binary phase separation between Co and Al, which diverges from the equilibrium 
phase diagram. 
 Secondly, grazing incidence X-ray diffraction reveals that the Co nanowire arrays 
are out-of-plane oriented to <110> axis, which is consistent with the observation from the 
high-resolution transmission electron microscopy images of individual nanowires. The 
Scherrer equation was used for nanowire average diameter estimations, which are very 
close to the electron microscopy results. 
 Then, magnetic measurements via superconducting quantum interference device 
indicate that both nanowire shape anisotropy but packing density affects the magnetic 
anisotropic behaviors.  
 Last but not least, PeakForce tapping mode atomic force microscopy adhesion 
images of show shape contrast between Co and Al, the average wire diameters calculated 
from which are close to the X-ray diffraction average diameter calculations, and more 
importantly, are consistent with the quantitative relation between the nanowire diameter 
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and deposition rate. 
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Chapter 2 Nanowire Growth Simulation 
2.1 Binary Phase Separation 
2.1.1 Temperature-composition Binary Phase Diagram  
 The temperature-composition binary phase diagram is a map showing 
temperatures together with material compositions at which the distinct phases exist in 
equilibrium [1, 2]. The diagram is divided into different phase fields. It should be noted 
that the term “equilibrium” describes the thermodynamic condition, not the global 
condition. Fig. 2.1 gives a diagram of a binary eutectic system. 
 
Fig. 2.1 A typical temperature-composition binary phase diagram, L is liquid phase, 
α and β are for two solid immiscible phases that are the solid solutions rich in 
elements A and B respectively, and the plus sign means coexisting of two phases [1]. 
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 The Co/Al and Co/Si are the two binary systems investigated in this work. Fig.2.2 
and Fig. 2.3 present binary phase diagram for each of the systems, which are still useful 
in anticipating phase separations even though the processes we adopted are non-
equilibrium in this work. 
 
Fig. 2.2 Temperature-composition binary phase diagram of Co/Al, A.J. by 
McAlister, 1989 [3]. 
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Fig. 2.3 Temperature-composition binary phase diagram of Co/Si, by K. Ishida and 
T. Nishizawa, 1991 [3]. 
2.1.2 Immiscibility Determination 
 Generally, for binary systems during under any equilibrium or non-equilibrium 
process, the reduction or increase of total free energy decides the occurrence of phase 
separation or the absence of it [4]. (Fig. 2.4) 
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Fig. 2.4 Binary phases separation and mixing. 
 The total Gibbs free energy of separated phases G!"#$%$&'() in a two-phase system 
is given by: 
G!"#$%$&'() = n!G! + n!G!,                                                                                                  (2.1) 
 where n! and n! are the atomic fractions of two phases and G! and G! are the      
“intrinsic” Gibbs free energies of the two phases, a and b. The “intrinsic” suggests that 
each of the phases exists independently [4]. 
 The total Gibbs free energy changes if the mixing occurs: 
G!"# = G!"#$% + ∆G!"#.                                                                                                  (2.2) 
The difference ∆G!"# depends on the enthalpy ∆H! and the entropy ∆S! of the 
system: 
 
∆G!"# = −T∆S! + ∆H!,                                                                                              (2.3) 
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where T is absolute temperature [4]. 
The entropy related to the system disorder, which is always negative: 
∆S! = −NR n!ln  (n!)+ n!ln  (n!) ,                                                                  (2.4) 
where N is the total number of moles, and R is the gas constant [4]. 
 The enthalpy can either be positive or negative, which depends on the bonding 
energy between phases: 
∆H! = Γn!n!,                                                                                                                             2.5  
Γ = −ZN E!" − E!! + E!!2 ,                                                                                      (2.6) 
where Z is defined as a coordination number, E!", E!!, and E!! are the bonding energies 
between the two different phases and within the same phase, respectively.  
 If E!" − !!!!!!!! > 0, G!"# < G!"#$%$&'(). According the minimum total 
potential energy principle, the phase separation will not happen.  
 If  E!" − !!!!!!!! > 0, ∆H! < 0. Whether the phase separation happens or not 
is a competition between the two terms of the binomial (2.3) [4]. 
2.1.3 Microstructure Determination during Thin Film Deposition 
 The further discussion is focused on the binary system with ∆G!"# < 0. Before 
moving on to the microstructure formed during thin film deposition of two immiscible 
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phases, a brief introduction of microstructure formation in eutectic solidification is 
presented first. During the slowly cooling, the two phases appears simultaneously to form 
a eutectic structure once the binary system is cooled to across the eutectic isotherm. The 
unique microstructure is formed via a redistribution of two elements, which is realized 
through atomic diffusion in the liquid, more specifically, prior to the interface between 
solid and liquid. (Fig. 2.5) The diffusion in solid can be ignored compared to its 
counterpart in liquid. It needs to be pointed out that the following discussion of nanowire 
formation does not require the eutectic composition [1]. 
 
Fig. 2.5 Formation of eutectic structure. 
 In thin film deposition, this liquid-solid interface is replaced by the surface of the 
earlier deposited materials, the advance of which depends on the deposition rate that is 
externally controlled. (Fig 2.6)   
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Fig. 2.6 Phase separation during thin film deposition. 
 The diffusion in solid phase is also ignored and only the surface diffusion is 
considered. The fibrous phase morphologies could be resulted by lateral phase separation 
for a binary system. (Fig. 2.7) At first, the atoms that land on the substrate surface 
distribute uniformly. Then the atomic surface diffusion leads to lateral phase separation 
and forms a granular pattern, which also buries the old surface and creates a new one. 
The subsequent deposited atoms diffuse to the earlier formed surface area containing the 
atoms of the same kind, therefore the later formed granular pattern via lateral phase 
separation follows the previous one, and so on. The formation of nanowire array is layer 
by layer, which is similar to the additive manufacturing or more commonly referred to as 
3D printing. 
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Fig. 2.7 A fibrous phase morphology resulting from lateral phase separation during 
the thin film deposition [5]. 
 Srolovitz et al. modeled the lateral pattern by introducing a surface composition 
field c 𝐫, t , in which 𝐫 = (x, y, z) and z is the thin film growth direction. The equations 
(2.7) and (2.8) describe the evolution of the field on the surface and in the bulk 
respectively [6]. 
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∂c∂t = D!∇!!c− D!δ ∂c∂z+ uδ c! − c   when  z = 0,                                                          (2.7) 
∂c∂t = D!∇!c+ u ∂c∂z   when  z < 0,                                                                                        (2.8) 
where D! is surface diffusivity, D! is the bulk diffusivity, δ is the thickness of the surface 
layer in the growth direction beneath which the atomic diffusion is negligible compared 
to D! and D!, u is the thin film growth rate, and c! is defined as the composition of the 
deposition flux [6]. 
 Assuming D!∇!c ≪ u !!!!, then we can get: 
∂c∂t = u ∂c∂z   when  z < 0.                                                                                                        (2.9) 
           Let’s combine equations (2.7) and (2.9): 
∂c∂t = D!∇!!c+ uδ c! − c1+ D!uδ ,                                                                                              (2.10) 
 Cahn et al. presented for material deposition with deposition rate higher than 0.1  nm/s, D!/uδ is on the order of 10!! [6], so the composition field can approximately 
given by: 
∂c∂t = D!∇!!c+ uδ c! − c .                                                                                            (2.11) 
 The equation (2.11) is solved using a cylindrical geometry with cylindrical α 
phases of radius R and inter-phase center-to-center distance L, which are embedded in a 
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matrix  β phase (Fig. 2.8) [6, 7]. 
 
Fig. 2.8 The cylindrical geometry with cylindrical 𝛂 phases of radius R and inter-
phase center-to-center distance L surrounded by 𝛃 phase [8]. 
 Ideally, L ≫ R, which then gives the surface atomic diffusion distance ρ as: 
ρ = D!δu .                                                                                                                                    (2.12) 
 The surface composition fields within and without an α phase are calculated 
assuming that the field is time-invariant ( !!!! = 0).  This gives 
c!" 𝐫 = c!! R − c! I! rρI! Rρ + c!,                                                                              (2.13) 
c!"# 𝐫 = c!! R − c! K! rρ I! Lρ + I! rρ K! LρK! Rρ I! Lρ + I! Rρ K! Lρ + c!,                      (2.14) 
c!"# 𝐫 = c!! R − c! K! rρK! Rρ + c!  if  L ≫ ρ,                                          (2.15) 
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where I! is zero-order modified Bessel function of first kind, I! is first-order modified 
Bessel function of first kind, K! is zero-order modified Bessel function of second kind, K!  is first-order modified Bessel function of second kind, c!!(R)  and c!! (R) are 
equilibrium compositions of 𝛼 and β phases, which can be assumed as their equilibrium 
values c!! and c!! [7]. 
 The balance of mass gives: 
c!! − c!−c!! + c! = K! Rρ I! Lρ − I! Rρ K! LρK! Rρ I! Lρ + I! Rρ K! Lρ I!
RρI! Rρ ,                                  (2.16) 
c!! − c!−c!! + c! = K! Rρ I! RρK! Rρ I! Rρ   if  L ≫ ρ.                                                (2.17)   
It is deduced that  !! is a constant for a fixed binary system and R can be expressed 
as [6-8]: 
R ∼ D!δu .                                                                                                            (2.18) 
 Therefore, the scale of the phase separation during thin film can be estimated if 
the thin film growth rate and surface diffusivity are known.  
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2.2 Simulation  
2.2.1 Ising Model 
  The Ising model originally was proposed in Ernest Ising’s thesis for 
mathematically modeling ferromagnetism, in which only the magnetic interactions 
between the neighbor dipoles are allowed and any long-range interaction is ignored. The 
model is “borrowed” for phase separation simulation by replacing the dipoles with 
“lattice sites” [6, 9]. 
 The Ising model simulating phase separation during phase separation is shown in 
Fig. 2.9.   
 
Fig. 2.9 The 𝐍×𝐍×𝐍  lattice sites for Ising model. 
 The N×N×N  sites are arranged as a simple cubic lattice, each of which is 
assigned to 1 or -1 randomly representing binary phases. The growth direction is straight 
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up. The simulation begins with two fixed N×N  layers on the bottom: layers NO.1 and 
NO.2. A random lattice site (red) is only allowed to exchange position with its near 
neighbors (blue) within these two layers during the set time. Then the simulation moves 
to layer NO.2 and NO.3 and same rules apply that the inter-neighbor diffusion are only 
allowed within and between the two current layers. The rest of the simulation can be done 
in the same manner. Every layer is processed twice except the bottom and top layers. The 
lateral periodic boundary conditions are applied to minimize the edge effect [5]. 
 The probability P(ΔE) of site exchange was determined by a modified Kawasaki 
spin-exchange dynamics for lattice site exchange, not spin switch [10]:  
P ΔE = e ! !!!!!1+ e ! !!!!! ,                                                                                                 2.19  
ΔE = E! − E!,                                                                                                            (2.20) 
E! = −ℰ!2 (δ!"! − 1),                                                                                        (2.21) 
where k! is the Boltzmann’s constant,  ΔE is the energy change of the hypothetical site 
exchange, ℰ! is a positive constant defines that interaction between the different sites, δ!" is the Kronecker delta, and m represents one of the 5 near neighbor sites of n. 
2.2.2 Results and Discussions 
 The simulation was coded by Dr. Zhanping Xu in Fortran with pseudo code in 
Appendix of this chapter. The Monte Carlo step (MCS) is used as an arbitrary time unit 
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for the simulation. Each lattice site attempts to exchange position with one near neighbor 
once per MCS [5]. For each simulation, the number of MCS for every two “active” layers 
is fixed, which represents the time allowed to attempt exchanges for lattice sites. The less 
number of MCS indicates high growth rate that is measured in a!/MCS, in which a! is an 
arbitrary length. When the growth rate is too high, there is not enough time for the site 
exchanges of each layer to fit into the earlier formed pattern, and therefore fail to form 
the nanowires. The 3D simulation results with different deposition rates are shown in Fig. 
2.10. 
 
Fig. 2.10 3D simulation results with different deposition rates: left) 𝟏𝟎!𝟒  𝐚𝟎/𝐌𝐂𝐒; 
middle) 𝟏𝟎!𝟑  𝐚𝟎/𝐌𝐂𝐒; right) 𝟏𝟎!𝟐  𝐚𝟎/𝐌𝐂𝐒 [5]. 
 The well-aligned nanowire array formed in simulation with a growth rate of 10!!  a!/MCS. The nanowires simulated with higher rates are of smaller diameter but 
form as discontinuous fibers (10!!  a!/MCS) or more of a granular morphology 
(10!!  a!/MCS). The formation of nanowire array hinges on the balance between the 
surface diffusion and growth.  
 Fig. 2.11 shows several steps in time for the top layer during simulation. 
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Fig. 2.11 Six simulation moments of the top layer [5]. 
 “Solute” sites on the surface diffuse to regions of like sites, which lead to the 
nanowire growth.  
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Appendix: Pseudo Code of Simulation 
CALL binaryAlloyInitialize to initialize the uniform 3D lattice (Nx * Ny * Nz, Nz as 
growth direction) with random phases (-1 or 1) representing the binary alloy (different 
composition may apply). 
FOR each layer in growth direction (Z) starting from 2nd layer 
        SET numberOfAcceptedPhaseSwitches to 0 
        SET numberOfAttemptedPhaseSwitches to 0 
        FOR each trial move (numberOfTrials) 
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         Increment numberOfAttemptedPhaseSwitches 
                      Randomly pick a site M within the layer 
Randomly pick a neighbor site Q of P (nearest neighbor) 
 Apply periodic boundary condition (PBC) on site Q 
         IF spins on P & Q are different THEN 
  Calculate the energy difference ∆E P,Q  from this trial site switch 
between P and Q 
                             IF ∆E P,Q  satisfies the accepted rule (e.g. Boltzmann distribution) 
                         Increment numberOfAcceptedPhaseSwitches 
            Switch the phase on P and Q 
                 END IF 
                       END IF 
          END FOR 
END FOR 
OUTPUT the site information to file 
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Chapter 3 Sample Preparation via Magnetron Cathode 
Sputtering Physical Vapor Deposition 
3.1 Physical Vapor Deposition 
 Physical vapor deposition (PVD) is a vacuum thin film coating process via desired 
materials’ vaporization and following condensation [1]. It is of wide application in the R&D and 
production of semiconductor devices, camera lens, functional metallic thin film, and even food 
packages [1, 2]. PVD can be categorized with respect to the type of vaporization, including 
cathode arc PVD, electron-beam PVD, thermal evaporative PVD, pulsed laser, and cathode 
sputtering PVD [1, 2]. 
3.1.1 Cathode Sputtering Physical Vapor Deposition 
 During cathode sputtering PVD, the vaporized material flux is created via 
accelerated noble or reactive gas ions bombarding the desired materials from a target 
placed directly attached onto the cathode in a grounded vacuum chamber [1]. (Fig. 3.1)  
 
Fig. 3.1 The schematic diagram of cathode sputtering PVD [1]. 
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 The detailed cathode sputtering PVD process with Ar is described in Fig. 3.2 [3]. 
Firstly, the electrical field accelerates the free electrons away from the voltage-applied 
cathode. They approach neutral sputtering gas atoms/molecules and drive the outer shell 
electrons away to create positive ions like Ar+. The positive ions then are accelerated to the 
negatively charged target and bombard the target materials out via elastic collision as well as 
create more free electrons to form more positive ions. The ejected materials are in the form of 
neutral particles:  single atoms, clusters of atoms, or molecules, part of which finally travel to 
the substrate and form the thin film. 
 
Fig. 3.2 The schematic plot of detailed cathode sputtering PVD process, a) ionization; 
b) deposition [3]. 
 The system needs to be maintained at the plasma working condition for thin film 
deposition. The plasma could only be ignited when the power is high enough to make the 
voltage between the target and grounded chamber reach the breakdown voltage of Ar. At 
the plasma normal working condition, the higher sputtering power gives the Ar ions 
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higher kinetic energy, which makes it easier to overcome the target material binding 
energy, and therefore yields higher atom flux rate. However, if the power is too high, an 
electric arc could happen and might destroy the target itself.  
 The sputtering PVDs fall into two categories with respect to the type of power 
source: the direct current (DC) and the radio frequency (RF) sputtering PVDs. The DC 
sputtering is of negatively charged target with constant voltage, which is normally 
adopted when the target materials are conductors, because the positive charges cannot 
accumulate on the conducting surface to prevent further ion bombarding. Unlike the DC 
sputtering, the RF sputtering utilizes a charging voltage at radio frequency (typically 
about 13.5 MHz), [4] which is necessary for targets of insulators to prevent the buildup of 
surface positive charges. The target bombarding in RF sputtering only happens during the 
negatively charged circle, which triggers way lower materials flux compared to DC 
sputtering with same charging voltage. For example, to achieve same deposition rate as 
DC source with several kV, the RF source requires as high as 108 –109 kV [5]. 
 The working gas pressure is also an essential parameter affecting the deposition rate. 
Higher working gas pressure leads to higher plasma density, which gets more atoms to be 
bombarded out of the target. However, the deposition rate only counts the ejected atoms that 
actually buildup on the substrate per unit time. Higher working gas pressure also results in a 
higher chance of the gas atoms between target and substrate blocking materials flux and 
therefore decrease the deposition rate [4]. 
 In order to avoid the free electrons blasting the substrate instead of the target and 
improve the deposition rate, a magnetic field above the target is applied by placing permanent 
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magnets underneath in the magnetron cathode sputtering PVD. (Fig. 3.3) The magnetic field 
traps free electrons to prevent them bombarding the substrate as well as increase the plasma 
density. Additional, the Lorentz force drives ions to move spirally along the field and 
ironizing collide with neural gas atoms to create more ions and free electrons. Therefore, the 
sputtering with magnetic field requires a lower gas pressure to get the same plasma density of 
the standard cathode sputtering PVD, which decreases the possibility of gas atoms bumping 
ejected material flux and therefore contributes to the deposition rate to a certain extent [3]. 
  
Fig. 3.3 The schematic plot of magnetron cathode sputtering PVD process [3]. 
3.2 Experiments 
3.2.1 Magnetron Cathode Physical Vapor Deposition System 
 All thin film samples discussed in this work were deposited using a magnetron 
cathode sputtering PVD system (AJA International, Inc., located at Nebraska Center for 
Materials and Nanoscience, NCMN) with four sputtering guns and RF&DC sources. 
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 There was only one gun with RF source was used. The chamber base pressure was 
pumped down to less than 2.0 × 10-7 Pa before the thin film deposition. 
 The pure Ar as a sputtering gas was selected for efficient momentum transfer, 
since its atomic mass is between Co and Al (or Si). The gas flow was metered to maintain 
the working pressure as 5 mTorr for self-sustaining plasma. 
 Although Co/Al and Co/Si alloy targets are both conducting, the sputtering was 
chosen to be powered by a RF power source (60-120W) for desired deposition rates. 
The substrates were [111] Si wafer. The substrate temperature during deposition 26°C to 
500°C was adopted, as well as the heating and cooling cycles before, during, and after 
depositions. 
3.2.2 Samples 
 There are 5 samples presented in this work. (Table 3.1).  
Table 3.1 Samples with deposition conditions discussed in this work. 
# Targe
t 
RF 
Power
(W) 
Initial Substrate 
Temperature 
(°C) 
Cooling Time 
(min) 
Rate 
(nm/s) 
Thickness 
(nm) 
A-1 Co/Al 100 26 N/A 40 0.028 66.2 
A-2 Co/Al 60 26 N/A 30 0.017 30.6 
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A-3 Co/Al 100 26 N/A 30 0.028 50.4 
A-4 Co/Al 120 26 N/A 30 0.033 59.4 
A-5 Co/Al 100 26 N/A 15 0.028 25.2 
A-6 Co/Al 100 500 Fig. 3.4 15 0.028 25.2 
B-1 Co/Si 50 500 Fig. 3.4 15 0.014 12.6 
B-2 Co/Si 76 500 Fig. 3.4 15 0.023 20.7 
B-3 Co/Si 100 500 Fig. 3.4 15 0.031 27.9 
B-4 Co/Si 125 500 Fig. 3.4 15 0.040 36 
The cooling profile for samples A-6 and B-1 to B-4 are shown in Fig. 3.4. 
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Fig. 3.4 Cooling profile in thin film deposition for samples A-6 and B-1 to B-4. 
3.2.3 Deposition Rate vs. RF Power 
 As mentioned before, when the higher RF power is applied, the higher deposition 
rate is yielded at the plasma normal working condition. 
 The deposition rate vs. RF powerfor the Co/Al alloy target is shown in Fig. 3.5.  
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Fig. 3.5 Deposition rate vs. RF power for Co/Al target. 
 The relationship between the deposition rate and the RF power is given in 
equation (3.1): 
𝑢 = 0.0003𝑃!" + 0.001 ≈ 0.0003𝑃!" ,                                                             3.1  
where u  is the deposition rate (nm/s), and P!" is the RF power (W). 
 The deposition rate vs. RF power for the Co/Si alloy target is shown in Fig. 3.6.  
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Fig. 3.6 Deposition rate vs. RF power for Co/Si target. 
 The relationship between the deposition rate and the RF power is given in 
equation (3.2): 
𝑢 = 0.0003𝑃!" − 0.0035 ≈ 0.0003𝑃!" ,                                                            (3.2) 
where u  is the deposition rate (nm/s), and P!" is the RF power (W).  
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Chapter 4. Characterizations, Results, and Discussion 
4.1 Equipment 
4.1.1 Electron microscopes 
 The electron microscopes, unlike the optical microscopes, use high voltage 
accelerated electrons instead of visible light as the illumination source to detect 
microstructure of materials [1]. Equations (4.1) to (4.4) give de Broglie wavelength 
relationship[2]: 
                                                                     p = mv,                                                                                                                                            (4.1) 
eV = 12mv!,                                                                                                                                  (4.2) 
λ = hp   = h2meV ,                                                                                                                        (4.3) 
λ! = h2meV(1+ eV2mc!) ,                                                                                                                (4.4) 
where λ is the wavelength (λ! is the relativistic modification), h = 6.626×10!!"m!kg/s 
is the Planck’s constant, p is the momentum, v is the velocity, m is the mass, V is the 
accelerating voltage, c is the speed of light, and e is the electron charge. For instance, 
when the accelerating voltage is higher than 100keV, the yielded electron half 
wavelength is less than 0.002nm. According to Abbe diffraction limit, the half-
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wavelength is roughly considered as the limitation of a microscope, so electron 
microscopy can be used for identifying features at atomic level. The interactions between 
the incident electrons and the sample are briefed in Fig 4.1. Most of the signals generated 
from these interactions can be identified in different types of electron microscopes [3]. 
 
Fig. 4.1 Generated signals during the interactions between the incident electrons 
and the sample [3]. 
4.1.1.1 Transmission Electron Microscopy 
 Max Knoll and Ernst Ruska first developed Transmission Electron Microscopy 
(TEM) in 1931 [1]. TEM is normally operated with accelerating voltage higher than 
100keV, which allows the electron beam to transmit through an ultra-thin “electron-
transparent” sample and enable the observation of material structures.  
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 The TEM image-forming processes are described in Fig. 4.2. With scattered 
electrons, a diffraction pattern is projected on back focal plane while the intermediate 
image I is formed on the image plane. When the aperture is inserted at the back focal 
plane, the selected area electron diffraction (SAED) aperture is removed, and the 
projector lens is focused on the image plane, the final TEM images will be projected on 
the screen, which is defined as the imaging mode. During the SAED mode, the objective 
aperture firstly needs to be removed and the SAED aperture is introduced at the image 
plane to “select” the desired detected region. Then the SAED pattern is projected on the 
screen [4]. 
 
Fig. 4.2 TEM image-forming processes: left) Image mode; right) SAED mode [4]. 
 By adopting different electron optic configurations in the imaging mode, the  
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different image fields can be achieved to reveal different material characteristics. (Fig. 
4.3) 
 
Fig. 4.3 Different electron optic configurations to generate: left) BF TEM image; 
middle) Cetered DF TEM image; right) Displance-aperture DF image [4]. 
 When a small objective aperture that only allows the transmitted electron beam to 
pass through is introduced, a bright field (BF) TEM image can be acquired, which reveals 
the information with dark contrast caused by absorption in a “bright” background, like 
the areas containing relatively heavier atoms, comparatively thicker regions of the sample, 
etc. Instead, when the objective aperture is adjusted to block the transmitted beam but 
only allow the Bragg diffracted beam to pass, a dark field (DF) TEM image can be 
projected on the image plane, which lights up the diffracting areas in a literally dark 
background [4]. 
4.1.1.2 High Resolution TEM 
 The large objective aperture needs to be adopted to maximize the detail gain for 
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atomic structure study, which also requires necessarily high point resolution. During 
actual imaging process, a microscope projects each point of the sample, which is 
described as f(r), as an extended region, which is described as a wave function g(r), on 
the screen. The relation between the projection and sample point can be described as [5]: 
g(𝐫) = f 𝐫! h 𝐫− 𝐫! d𝐫! = f(𝐫)⨂h(𝐫− 𝐫!),                                                                          (4.5) 
where h(r) plays a role as a weighting function describing the “extending” and r = (x, y, z).  
 The convolution in equation (4.5) in real space 𝐫 can be transferred to a 
summation in reciprocal space  k [5]: 
g(𝐫) =    G(𝐤)e!"!"∙𝐫! ,                                                                                                                (4.6) 
G(𝐤) = H(𝐤)F(𝐤),                                                                                                                                    (4.7) 
where G(𝐤), H 𝐤 , F(𝐤) are Fourier transforms of g 𝐫 , h(𝐫), f(𝐫) respectively. H 𝐤  is 
defined as a contrast transfer function (CTF), which depends on the objective 
apertures  O(𝐤), wave attenuations  E(𝐤), and lens aberration  B(𝐤) [5]: 
H 𝐤 = O 𝐤 E 𝐤 B 𝐤 ,                                                                                                                  (4.8) 
B 𝐤 = e!!(𝐤),                                                                                                                (4.9) 
χ 𝐤 = π2 C!λ!𝐤!  − πΔfλ𝐤!,                                                                                                (4.10) 
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where χ k  is the aberration function, λ is the wavelength, C! is the spherical aberration 
coefficient, and Δf is the off-focus of the objective lens: Δf < 0 suggests over-focus, 
while Δf > 0 means under-focus [5]. 
 Since the TEM sample usually very thin, the phase-object approximation (POA) 
can be applied to 2-dimensionalize the sample function f(r) to f x, y  [5]: 
f x, y = A x, y   e!!!! !,! ,                                                                                                        (4.11) 
ϕ! x, y = σV! x, y ,                                                                                                                    (4.12) 
σ = πλV ,                                                                                                                                            (4.13) 
where A x, y  is the amplitude that is set as 1 for further discussion, ϕ! x, y  is the phase 
that depends on sample thickness z, σ is the interaction constant, V! x, y  is the potential 
projected in the vertical direction  z, and V is the TEM accelerating voltage. 
 Since V! x, y ≪ 1 for very thin sample, the sample function can be further 
simplified with weak POA (WPOA): 
f x, y = 1− σV! x, y .                                                                                                        (4.14) 
 The extended region wave function g(r) can be re-expressed by applying WPOA: 
g x, y = [−iσV! x, y ]⨂h(x, y).                                                                                    (4.15) 
 Let h x, y = cos x, y + isin x, y , then: 
g x, y = −iσV! x, y ⨂ cos x, y + isin x, y  
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                            = 1+ σV! x, y ⨂sin x, y − iσV! x, y ⨂ cos x, y .                                      (4.16) 
 The intensity of the extended region is expressed as: 
I = gg∗ = 1+ 2σV! x, y ⨂sin x, y ,                                                                                      (4.17) 
which is contributed only by the imaginary part of  h(x, y). So the CTF H(u) can be 
replaced by an intensity transfer function (ITF): 
T k = O k E k 2sinχ k ,                                                                                                        (4.18) 
which is not, but can be considered as, a CTF when the sample is acting as a weak-phase 
object. Then the projection can be expressed as: 
G k = T k F k .                                                                                                                      (4.19) 
 As noticed, T k  is a function of oscillation around k axis [5]. 
T k = T!"#,when  χ k = ± 2n+ 1 π2 ,n = 0, 1, 2, 3   ∙∙∙   
(4.20) 
T k = 0,when  χ k = ±nπ,n = 0, 1, 2, 3   ∙∙∙                                               
 Plus, if T k > 0, the atomic contrast is bright against dark background. The point 
resolution is corresponded to the point when T k  first crosses k axis (k > 0). When the 
Scherzer defocus condition is satisfied [5]:  
Δf!"# = −1.155   C!λ  ,                                                                                                        (4.21) 
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 T k  is optimized with fewer zero, which is not contributing to the imaging. Plus, 
the point resolution r!"# can be calculated [5]: 
(dχdk)!"# = 2πΔf!"#λk!"# + 2πC!λ!k!"#! = 0,                                                        (4.22) 
k!"# = 1.155!.!C!!!.!"λ!!.!",                                                                                                (4.23) 
r!"# = 0.66C!!!.!"λ!.!".                                                                                                        (4.24) 
 When the point resolution is sufficiently high and the detected area is a 
crystallized region of the sample, the TEM is capable of directly imaging the sub-
angstrom atomic structure, which is also referred to as high resolution (HR) TEM [5].  
 By applying Fourier transform (equation 4.25) to a HRTEM image, the existed 
periodicity of the atomic structure is deduced to a resultant bright-spot diffraction pattern, 
which can be indexed to contain space groups. A fast Fourier transform (FFT) based on 
discrete Fourier transform (equation 4.26) is more commonly used [5]. 
F k = f x e!!"!"#dx+∞!∞ .                                                                                                        (4.25) 
X! = x!e!!"!"#/!!!!!!! .                                                                                                        (4.26) 
4.1.1.3 Scanning Electron Microscopy 
 Instead of illuminating the whole sample via electron beam, scanning electron 
microscope (SEM) scans the sample surface with a focused point to form an image pixel 
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by pixel line by line. (Fig. 4.4) Plus, the accelerating voltage of SEM is usually from 5 to 
20 kV, which is much lower than TEM [4]. 
 
Fig. 4.4 SEM image-forming process. [4] 
 Detection of secondary electrons (SEs) is the most commonly used SEM imaging 
mode. The SEs are the electrons ejected from K-shell via incidence electron inelastic 
scattering. [2] (Fig. 4.5) The SE energy is usually less than 50 eV, so these electrons 
typically are from only a few nanometers deep in the sample. In other words, the SEM in 
SE imaging mode is surface sensitive, which yields a characteristic 3D morphology 
image with bright edges on dark smooth surface since more SEs on the edges escape to 
reach the SE detector [6]. 
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Fig. 4.5 The diagram of SE emission. 
 Backscattered electrons (BSEs) are the incidence beam electrons that get 
“scattered back” via elastic scattering between the incidence beam and sample atoms. 
(Fig. 4.6) The BSE mode SEM is able detect the chemical composition difference since 
the backscattering capability of different atom is different. The elements with high atomic 
number are brighter than light elements in BSE SEM image since the former are easier to 
backscatter incidence electrons than the latter [6]. 
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Fig. 4.6 The diagram of BSE emission. 
4.1.1.4 Scanning TEM 
 Scanning TEM (STEM) is based on the similar transmission optical geometry as 
TEM [4]. In the instrumental view, STEM sometimes is considered as one of the working 
“mode” of a set of TEM equipment. However, STEM is operated similar to SEM – the 
electron beam is focused into a small point to scan over the sample and pixel-by-pixel 
forms the image, which is not “directly” projected by the lens as TEM. Besides 
transmitted electrons, STEM also produces SEs and BSE  [7]. 
 STEM gives bright and dark field images too, but with different principle than 
TEM BF and DF imaging modes discussed earlier. Instead of modifying the objective 
aperture in TEM, the STEM realizes these imaging modes by adjusting the optics with 
electron detectors (Fig. 4.7) [7, 8]. 
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Fig. 4.7 The diagram of STEM with 3 different electron detectors: BF, ADF, and 
HAADF [4, 7, 8]. 
 The bright field (BF) STEM image is formed through the similar process as TEM 
BF mode – only allowing the transmitted electron beam to contribute imaging via placing 
the BF detector onto the optical axis. On the other hand, an annular dark field (ADF) 
detector, which is shaped like a ring centered by BF detector, senses scattered electrons 
with small angles (usually ≤  3°) around the beam to form the ADF image [9]. 
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 A high angle angular dark field (HAADF) detector is used to detect the elastically 
scattered electrons with higher angles (>3°), also referred to as incoherent Rutherford 
scattering, to rule out the Bragg electrons, which are not appropriate for Z-contrast 
(atomic number) imaging of crystalline samples. The atomic scattering factor is given by 
[9]: 
f θ = 1+ E!m!c!8π!a! λsin θ2
! Z− f! ,                                                                                      (4.27) 
where θ is the scattering angle, E! is the electron energy, m! is the electron mass, a! is 
the Bohr radius of scattering atom, λ is the electron wavelength, Z is the atomic number, 
and f! is the X-ray scattering factor.  
 Then the probability that an electron can contribute to imaging process can be 
calculated: 
σ θ = f θ !.                                                                                                                (4.28) 
 Thus, the intensity of a HAADF STEM image for a sample with uniform 
thickness is directly related to atomic number Z, which is approximately propositional to 𝑍! [9].   
4.1.1.5 Energy-dispersive X-ray Spectroscopy 
 Energy-dispersive X-ray spectroscopy (EDXS) is used for qualitative and 
quantitative compositional analyses via characteristic X-ray detection (Fig. 4.8), which 
are produced during outer-shell electron transitions to inner-shells and form a 
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“characteristic” pattern for each element [10]. 
 
Fig. 4.8 The diagram of characteristic X-ray emission. Since the EDXS discussed in 
this work is employed with STEM, the adopted excitation source is electron beam. 
 Because the electron beam is focused to a very small spot during STEM scan, the 
EDXS in STEM mode is of better resolution than is its counterpart in TEM mode. 
Additionally, the application of large area silicon drift detectors (SDD) provides larger 
solid angle Ω to shorten the X-ray collection time per pixel, which together makes the 
EDXS quantitative elemental mapping with sub-nanometer resolution possible [11]. 
4.1.1.6 Equipment and Software 
 A Field Emission SEM (Hitachi S4700, located at Beadle Center) and a 
SEM/STEM (FEI Osiris, located at NCMN) were used in this work to detect morphology 
and microstructure of the selected samples. 
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 The nanowire size analysis and FFT of HRTEM were conducted using ImageJ 
(National Institutes of Health, NIH). 
4.1.1.7 Sample preparations 
 The sample preparation process is schematically shown in Fig. 4.9 [12]. 
 
Fig. 4.9 SEM and TEM sample preparation processes [12]. 
4.1.2 X-ray Diffraction 
 X-rays are the electromagnetic radiation produced by high-speed electrons hitting 
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metal targets like Copper and Cobalt (Fig. 4.10), discovered by Wilhelm Conrad Röntgen 
in 1895. It is of wavelength in the range 10-12 to 10-9 m, which is comparable with the 
interatomic spacing (on the order of 10-10 m) in condensed matter. Thus it can be applied 
in crystal structure analysis [13]. 
 
 
Fig. 4.10 The diagram of X-ray tube, in which T is the metal target and W is the 
tungsten cathode [13]. 
X-ray diffraction (XRD) is a powerful non-destructive crystal analytical tool 
based on Bragg’s law (Fig 4.11) [13]: 
nλ = 2dsinθ,                                                                                                          (4.29) 
in which λ is the wavelength, θ is the incidence angle (also referred as Bragg angle), d is 
atomic lattice plane spacing, and n is an integer (normally equals to 1). 
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Fig. 4.11 The schematic illustration of XRD. 
When Bragg’s law is satisfied, the scattered X-rays interfere constructively to 
produce a “fingerprint” for the investigated material – the diffraction pattern. Crystal 
structure and orientation, small crystallite region size, and other measurements or 
identifications can be achieved by analyzing the peak positions and shapes from 
diffraction patterns [13]. 
Additional, the following equations give intensities of powder XRD [13]: 
I = F !p(1+ cos!2θsin!θcosθ ),                                                                                                        (4.30) 
F =    f!e!"!(!!!!!!!!!!)!! ,                                                                                            (4.31) 
where  F is the structure factor,  f! is the atomic scattering factor, u!, v!,w!  are the 
fractional coordinates,  I is the relative integrated intensity with arbitrary units, p is 
multiplicity factor, θ is the Bragg’s angle, and h, k, l are Miller indices. 
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4.1.2.1 Grazing Incidence XRD 
X-ray penetration depth is on the order of 10-6 m and thus the scattering signal is 
not surface sensitive. The symmetric out-of-plane XRD (OP XRD) is of relatively large 
incident angles. (Fig 4.12) Therefore, for the analysis of thin films (1-1000nm), the 
incident beam of OP XRD will penetrate through the thin film and go deep into the 
substrate. Compared to the peak intensities of the substrates, the XRD intensities from the 
thin films are hard to detect [14, 15]. 
 
Fig. 4.12 The diagram of OP XRD geometry. 
Grazing Incidence XRD (GI XRD) is performed with very small incident angles 
(typically from 0.2° to 3°, around critical angles of the studied surface materials). 
Therefore, it is capable of improving the signal from the thin films as well as minimizing 
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the substrate intensities [14]. 
X-rays will propagate almost parallel along the interface without going into the 
substrate if the adopted incident angle is slightly lower than critical angle between thin 
film and substrate. Equation (4.32) and (4.33) describes the relationship between X-ray 
penetration depth and its incident angle when considering reflection and refraction 
phenomena [14]: 
t = 12 2πλ θ!! −ω! ! + 4( λ4π µμ)! + θ!! −ω! !/! ,                                                  (4.32) 
µμ = ρ(µμ/ρ) = x!ρ!(µμ/ρ)! + x!ρ!(µμ/ρ)! +⋅⋅⋅+x!ρ!(µμ/ρ)!,                                    (4.33) 
where t is the penetration depth, λ is the wavelength, θ!    is the critical angle, µμ is the 
linear absorption constant that is proportional to the material density ρ, µμ/ρ is the mass 
absorption coefficient, x! is the atomic percentage, and ω is the incident angle. The Cu 
K-alpha X-ray penetration depths within Co, Al, and Si thin films are plotted (Fig. 4.13) 
by substituting the following parameters (Table 4.1) into equation (4.32) and (4.33). 
Table 4.1 Material X-ray properties. (National Institute of Standards and 
Technology, NIST). 
𝛌 = 𝟎.𝟏𝟓𝟒𝟏𝟖  𝐧𝐦 θ!       (°) ρ    (g/cm!) µμ/ρ    (cm/g) 
Co 0.396 8.90 354 
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Al 0.236 2.70 48.7 
Si 0.224 2.33 60.3 
 
 
Fig. 4.13 X-ray penetration depth vs. incident angle for Co, Al, and Si. 
The penetration depths increase significantly from a few nanometers to over 0.1 
microns with increasing incident angle. The X-ray transmission can be confined within 
the thin films as an evanescent wave by employing the incident angle a slightly lower 
than critical angle when it is known [14]. For some thin film sample without knowledge 
of its critical angle, the incident angle is chosen through trial and error around the critical 
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angles of all the components. 
According to the configurations, the GI XRD can be categorized as Grazing 
Incidence OP XRD (GI OP XRD) and In-plane XRD (IP XRD), shown in Fig. 4.14 and 
4.15. 
 
Fig. 4.14 The diagram of GI OP XRD geometry [16]. 
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Fig. 4.15 The diagram of IP XRD geometry [14]. 
Compared to OP XRD, GI OP XRD is asymmetrical-reflection measurement, 
which is not able to interpret the preferred orientations due to its working geometry but 
can be used for detecting the lattice planes not parallel to the surface.  
On the other hand, instead of measuring the diffraction intensities from the lattice 
planes parallel to the surface like OP XRD, IP XRD is geometrically designed to detect 
the perpendicular ones [14]. 
4.1.2.2 Lattice Constant Determination 
The lattice constants calculated from XRD can be given as precise as up to 
0.00001 Å [13]. The following equation describes how atomic lattice plane spacing 
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related to lattice constants for cubic and hexagonal close packing (HCP) structures [13]:  
Cubic:   1d! = h! + k! + l!a! ,                                                                                                        (4.34) 
HCP:   1d! = 43 h! + hk+ l!a! + l!c!     ,                                                                                  (4.35) 
c/a = 1.633,                                                                                                                    (4.36) 
where d is atomic lattice plane spacing,  h, k, l  are Miller indices, and a and c are lattice 
constants.  
4.1.2.3 Nanowire Diameter Estimation 
Although the IP XRD peak broadening can be contributed by both IP crystallite 
size and thin film micro-strains, the Scherrer equation is capable of giving an estimation 
of average lateral crystallite size [17]: 
B! 2θ = KλLcosθ ,                                                                                                        (4.37) 
in which L is the average lateral crystallite size, K is the shape factor, B! is peak boarding 
at Full Width at Half Maximum (FWHM), λ and θ are wavelength and Bragg angle 
respectively.  
The average lateral crystallite size, also referred to as ordered domain size, could 
be equal or smaller than the grain size, which, specifically, is the nanowire diameter in 
this work. The calculated average lateral crystallite size, in theory, should be identical to 
the single-crystal nanowire diameter. Thus, the nanowire diameter can be estimated by 
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applying the Scherrer equation to IP XRD profile if it is highly crystallized inside of the 
nanowires.  
More accurate average single crystal nanowire diameter estimation can be 
achieved via applying Williamson-Hall equation [18]: 
B! = B! + B! =  !!!"#$! + 4ϵtanθ,                                                                                  (4.38) 
where B! is the size broadening defined by Scherrer equation, B!  is the strain broadening, ϵ represents crystal imperfection and distortion.  
This Equation can be transferred to the form of straight line standard equation y = ax+ b by multiplying both sides by cosθ: 
B!cosθ =    !!! + 4ϵsinθ.                                                                                                        (4.39)  
Through the plot of B!cosθ vs. sinθ, also referred to as Williamson-Hall Plot, the 
strain and size components can be obtained from the slope 4ϵ and the y-intercept !!! , 
respectively. Thus, the average single crystal nanowire diameter L can be estimated via 
Williamson-Hall method [18]. 
The peak broadening can be obtained by applying either Pseudo-Voigt or Pearson 
VII functions to IP XRD profiles. Unlike Voigt function, which is the convolution of 
Gaussian and Lorentzian curves, Pseudo-Voigt function is their linear combination [19]: 
PV 2θ = ηL 2θ + 1− η G 2θ ,                                                                        (4.40) 
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G 2θ = e!(!"#)∙(!"!!"! )! ,                                                                                                        (4.41) 
L 2θ = 11+ (2θ− 2cω )! ,                                                                                                        (4.42) 
where PV(θ) represents Pseudo-Voigt function, η is a number between zero and one, G(θ) represents Gaussian function, L(θ) represents Lorentzian function, c is a constant, ω is a half of the FWHM of Pseudo-Voigt curve. 
The Pearson VII function, on the other hand, is an exponential mixing of 
Gaussian and Lorentzian curves, which can be expressed as a Lorentzian function being 
raised to power m [20]: 
PVII(2θ) =    11+ (2θ− 2cω )!" ,                                                                                                (4.43) 
which becomes a Lorentzian function when m = 1 and approaches a Gaussian function 
when m → +∞.  
The Pseudo-Voigt function is preferred when the strain is the major contribution 
to peak broadening. Pearson VII function, on the other hand, is usually chosen when size 
broadening dominates [19, 20]. 
4.1.2.4 Diffractometer and Software 
A Rigaku Multiflex Diffractometer (located at NCMN) and a Rigaku SmartLab 
High-resolution X-ray diffractometer (located at the Analytical Services of Western 
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Digital Corporation, San Jose, CA) with Cu K-alpha radiation (wavelength λ = 0.15418  nm) were used to analyze the as-deposited and annealed thin film samples.  The 
incidence angle of 0.25° was chosen for IP XRD measurement, while 0.5° was selected 
for GI OP XRD measurement. 
All XRD related calculation was processed by powder diffraction analysis 
software PDXL2. The shape factor K = 0.94 in Scherrer equation is set as a constant for 
this specific Rigaku diffractometer. The Pearson VII function was chosen for the reason 
that will be discussed later. 
The obtained XRD data was indexed based on Powder Diffraction File (PDF) 
released by International Centre for Diffraction Data (ICDD) to identify the crystal 
structure with lattice place indices.  
4.1.3 Magnetometry and Magnetism 
4.1.3.1 Superconducting Quantum Interference Device Magnetometer  
 The superconducting quantum interference device (SQUID) is built based on 
superconducting loop with one or two Josephson junctions. Each of the Josephson 
junctions contains two superconductors that are separated but coupled via a non-
superconducting barrier, also addressed as a “weak link”, like semiconductor and 
insulator, the current passes through which via quantum tunneling of Cooper pairs. This 
phenomenon was mathematically predicted and named after B. D. Josephson [21, 22]. 
 The Schrodinger equations of a Josephson junction can be expressed as [22, 23]: 
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iℏ ∂Ψ!∂t = E!Ψ! + KΨ!,                                                                                                        (4.44) 
iℏ ∂Ψ!∂t = E!Ψ! + KΨ!,                                                                                                         4.45  
where ℏ = h/2π  is reduced Planck’s constant, Ψ! and Ψ! are the wave-functions of the 
separated two superconductors, E! and E! are their energy states, and K stands for the 
coupling [22, 23]. 
Then we substitute the following ansatz into the Schrodinger equations [22, 23].   
Ψ! = n!!/!e!!! ,                                                                                                        (4.46) 
Ψ! = n!!/!e!!! ,                                                                                                        (4.47) 
where n! and n! are the densities of Cooper pairs in two superconductors, ϕ!   and  ϕ! 
stands for the phase of the wave-functions. Then the current I through the Josephson 
junction can be calculated [22, 23]: 
I = − ∂n!∂t = ∂n!∂t = 2Kℏ (n!n!)!! sin ϕ! − ϕ! ,                                                        (4.48) 
I = I!sinΔϕ,                                                                                                        (4.49) 
where I! = 2Kℏ (n!n!)!! is defined as the critical current that is the maximum super-
current for junction, and  Δϕ = ϕ! − ϕ! is phase difference through a Josephson junction, 
which is controlled by the applied current I: 
 When I > I!, the voltage U is determined as [22-24]: 
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2eU = E! − E! = ℏ ∂∂t ϕ! − ϕ! ,                                                                                     4.50  
U = ℏ2edΔϕdt = Φ!2π dΔϕdt ,                                                                                                        (4.51) 
where e is the electron charge, and Φ! = h2e is the magnetic flux quantum. The magnetic 
flux in SQUID loop must be an integral multiple of the magnetic flux quantum.  
 During the current rises from zero, the voltage U stays at zero till the current 
surpassing the critical current and then depends on the changing rate of phase difference. 
But the voltage will return to zero only if the current is decreased to some value way 
lower than critical current. In other words, a Josephson junction is of electrical hysteresis 
[24]. 
 SQUID can be used on one of the most sensitive devices in detecting magnetic 
properties – SQUID magnetometer, which is sensitive enough to detect the magnetic 
moment on the order of 10-9 emu theoretically (normally on the order of 10-7 practically). 
Instead of measuring absolute magnetic field, SQUID magnetometer gauges the variation 
of component that is normal to the signal picking up coil [25, 26]. 
 The SQUID can be categorized to two modes: Direct current (DC) SQUID and 
Radio frequency (RF) SQUID [21]. 
 DC SQUID works with two Josephson junctions being connected in the loop in 
parallel (Fig. 4.16) [21, 27]. 
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Fig. 4.16 Schematic plot of DC SQUID. [21] 
The sum total of currents through two Josephson junctions equals to the input current 
according to Kirchhoff's circuit laws and can be expressed as [24, 27]: 
I! = I2+ I!,                                                                                                         4.52  
I! = I2− I!,                                                                                                         4.53  
where I!  and I!   are the currents through each of the Josephson junction, and I! stands for 
the ring current.  
 The phase difference of the superconducting loop must be limited to integral 
multiple of 2π [24, 27]: 
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Δϕ! + Δϕ! + 2πΦ!Φ! = 2𝑛π,                                                                                          (4.54) 
Φ! = 𝐇d𝐧 ,                                                                                                        (4.55) 
where Δϕ! and Δϕ! are the phase differences of the two Josephson junctions, Φ! is the 
external magnetic flux, and 𝑛 is any integer, H is the magnetic field vector, and n is the 
vector perpendicular to the plane of SQUID loop.  
Via substituting Δϕ! and Δϕ! in equation (4.49), we can get: 
I! = I!sinΔϕ!,                                                                                                        (4.56) 
I! = I!sinΔϕ! .                                                                                                      (4.57) 
 According to equations (4.52) and (4.53), the ring current can be expressed as: 
I! = I! − I! .                                                                                                        (4.58) 
 Then through combining equation (4.56), (4.57), and (4.58) with equation (4.59): 
sinΔϕ! − sinΔϕ! = 2 𝑐𝑜𝑠 𝛥𝜙! + 𝛥𝜙!2 sin 𝛥𝜙! − 𝛥𝜙!2 ,                            (4.59) 
we can calculate the ring current: 
I! = 2I! 𝑐𝑜𝑠 2πΦ!Φ! sinθ,                                                                                                         4.60  
where θ = 𝛥𝜙𝐴−𝛥𝜙𝐵2 . Thus, the maximum of ring current is given [24, 27]: 
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I!  !"# = 2I! 𝑐𝑜𝑠 2πΦ!Φ! = 𝐼! .                                                                                      (4.61) 
which is also defined as the critical operating current 𝐼! of DC SQUID. The critical 
operating current is of a period of Φ!, which reaches the maximum when the external 
magnetic flux is equal to integral multiple of multiple  Φ!(Fig. 4.17). 
 
Fig. 4.17 Critical operating current vs. external magnetic field for DC SQUID. [24] 
 In a voltage point of view, we can also get the equivalent result. The ring current 
varies to inductively counteract the changes of external magnetic flux. Since the magnetic 
flux in SQUID has to be quantized as the integral multiple of Φ!, the direction of ring 
current flips as a function of external flux changing with a period of Φ!. According to 
equation (4.51), the voltage on a Josephson junction will build up and also oscillate with 
a period of Φ! when the current across it surpasses critical current. Plus, the voltage-flux 
transfer function is predicted [28, 29]: 
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dΦdI = L,                                                                                                                            (4.62) 
dVdI = R,                                                                                                                            (4.63) 
dVdΦ = RL ,                                                                                                                            (4.64) 
where L is the loop inductance, and R is the shunt resistance for hysteresis removal, 
which is paralleled connected to the Josephson junction.  
 Radio frequency (RF) SQUID, on the other hand, only consists one Josephson 
junction (Fig. 4.18). Since the SQUID magnetometer used in this work is majorly related 
to its DC SQUID sensor, a very brief discussion about RF SQUID is presented [22]. 
 
Fig. 4.18 Schematic plot of RF SQUID. [22] 
 When the voltage across Josephson junction is fixed to U!  and substituted in 
equations (4.49) and (4.51), we can get [22]: 
I = I!sin  (2πU!Φ! dt),                                                                                                        (4.65) 
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 The alternating current (AC) is of a frequency f = 2πU0Φ0 . The SQUID loop is 
inductively coupled with a tank circuit, the resonant frequency of which depends on the 
SQUID loop flux change [22].   
 The SQUID magnetic property measurement system (MPMS) is developed as a 
highly integrated “turn-key” magnetism research instrument. Besides the SQUID itself, a 
SQUID MPMS majorly consists and integrates a superconducting magnet to generate 
high-intensity fields, a superconducting detection coil that inductively couples to the 
sample and connects to the SQUID, and a superconducting magnetic shield surrounding 
the SQUID [30]. 
 The SQUID is usually coupled to a second-order gradiometer. The configuration 
of second-order gradiometer is shown in Fig. 4.19. One central coil (two-turn wound 
counter-clockwise) and two symmetrical end coils (one-turn wound clockwise) are 
connected in series. This set of coils is installed at the center of the magnet to encircle the 
sample chamber for minimizing the intrinsic field drift affection by self-cancelling 
between the end coils and center coil. When the sample is passing through the coils, the 
changing magnetic flux gets picked up and transformed to the SQUID, which acts as a 
null detector [30]. 
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Fig. 4.19 The diagram of the inductively coupled second-order gradiometer and 
SQUID [30]. 
 It needs to be noticed that tens of seconds are necessary for each data point to 
allow the superconducting field to be stable for measurement since the field of 
superconducting magnet cannot the change instantaneously. So compared to VSM and 
AGFM, SQUID MPMS is not used to measure the flux variation associated with instant 
sample movement and the measurements usually take longer time [26]. 
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The MPMS working mode based on DC SQUID can be categorized as DC scan mode 
and reciprocating sample option (RSO) scan mode according to the sample movement 
[30, 31]. 
 The sample in DC scan mode moves in discrete step linearly through the second-
order gradiometer with distance resolution as high as 10 microns, which induce to build 
up a SQUID voltage as a function of the sample offset position (Fig. 4.20) [24]. 
 
Fig. 4.20 Induced voltage vs. sample offset in DC scan mode [24]. 
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 The induced voltage curve then is fitted to an ideal single dipole moment response 
function to gather the sample magnetic moment data.  
 The RSO scan mode is similar to DC scan mode. However, instead of being 
moved in linear discrete steps, the sample is in sinusoidal vibration through the second-
order gradiometer in the RSO scan mode (Fig. 4.21) [32, 33]. 
 
Fig. 4.21 Induced voltage vs. sample offset in RSO scan mode [32]. 
4.1.3.2 Hysteresis Loop 
 Co is one of the most common room temperature ferromagnetic materials. A 
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ferromagnetic magnet below Currie’s temperature shows certain hysteretic response to 
the applied magnetic field.  A reciprocating measurement from positive to negative 
saturation and backwards forms a full hysteresis loop (Fig. 4.22) [34]. 
 
 
Fig. 4.22 A typical magnetic hysteresis loop. 
 Magnetization M and applied field H are both zero if the magnet is demagnetized 
before the measurement. M increases rapidly at the beginning then approaches the 
saturation M! [34]. 
 The magnetic domain and domain wall here is briefly introduced to physically 
explain the demagnetization and saturation. A piece of ferromagnetic material is 
spontaneously divided into magnetic domains by domain walls. The magnetization 
direction within a domain is uniform, which points a randomly so the total field is 
cancelled out when the magnet is demagnetized. The magnetization direction rotates in a 
domain wall rotates from the direction of one neighbor domain to another. The domain 
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walls will moves to trigger the domain size and number changing if the applied field 
varies, during which the magnetization directions of domains rotate towards the applied 
field vector. When all the domains rotate towards the field, the magnet is in saturation 
[34]. 
 When H is back to zero, there is a non-zero magnetization offset for M as known 
as remanence M!. M is “dragged” back to zero (demagnetized) by the H in reverse 
direction with a certain magnitude, which is defined as the coercivity H!. The coercivity 
represents the ability of a ferromagnetic material to resist demagnetization [34]. 
4.1.3.3 SQUID MPMS 
 In this work, a Quantum Design SQUID MPMS operated in RSO scan mode was 
used with all magnetic characterizations at 10K. The maximum field is at 7 T. The 
sensitivity is on the order of 10-8 emu/T.  
 Each sample was cut to be smaller 9 mm2 to make sure that the ideal single dipole 
moment response function is applicable to the experimental data. The cut sample then is 
fitted in a magnetic contaminant free straw ordered from the Quantum Design.  
4.1.4 Atomic Force Microscopy 
 Atomic force microscopy (AFM) was developed based on scanning probe 
microscopy in 1980s [35]. Fig. 4.23 presents the working principle of AFM. 
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Fig. 4.23 The schematic plot of AFM [35]. 
 The sample surface is scanned by a nanometer radius tip mounted on the end of a 
flexible micro-cantilever, which reflects the laser beam into the photodiode detector and 
connected with a feedback circuit/servo. A tube or tripod piezoelectric scanner accurately 
controls the relative motion between tip and sample, which is attached to tip cantilever or 
sample stage. This is how the surface topography is detected with sub-nanometer 
resolution. In addition to topography, magnetism and electrostatics can also be mapped 
with sub-micron resolution via special tips [35, 36]. 
 According to the tip motion, the AFM imaging process can be categorized into 
three commonly adopted modes: contact mode, non-contact mode, tapping mode, and 
PeakForce mode. Fig. 4.24 shows the dependence of total interaction between tip and 
sample on their distance. The “working zones” of the three modes are also qualitatively 
labeled [37]. 
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Fig. 4.24 Force vs. Distance plots with the qualitatively labeled working zones of 
three AFM modes [37]. 
4.1.4.1 Contact Mode AFM 
 Contact mode sometimes is also referred to as statics mode (Fig. 4.25).  
 
Fig. 4.25 Tip motion of AFM in contact mode. 
 By “contact”, it means that the tip contacts directly to the surface all the time in 
operation, while the “statics” implies that the deflection of the cantilever is maintained to 
a constant, so is the force between the tip and sample according to Hooke’s law, by 
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adjusting the piezoelectric scanner with a feedback servo during the scanning. Since the 
tip is close enough to the surface, the repulsive van der Waals force dominates, which is 
on the order of 10-9 N, and then the vertical positions of the tip are mapped as a function 
of lateral coordinates. Since the static signal has lower noise via reducing drift, contact 
mode AFM images are of atomic resolution. However, since the tip is “dragged”, 
“scabbing” of the surfaces occurs, which causes sample damage and image distortion 
[37]. 
4.1.4.2 Non-contact Mode AFM 
 On the other hand, non-contact mode (Fig. 4.26) or so-called dynamic mode, 
which implies that the tip is “flying” over the surface and in vibration, which is 
modulated by frequency, or more commonly by amplitude [37]. 
 
Fig. 4.26 Tip motion of AFM in contact mode. 
 Since the van der Waals force for separations more than 20 nm is very weak, the 
average distance between the tip and surface is kept less than 10 nm, although longer tip-
surface distances can be adopted for forces with longer range. [38] For example, 
magnetic AFM tips work with distances of tens of nanometers. The interaction between 
the tip and surface varies based on the change of their average distance, which affects the 
tip variation frequency or amplitude. According to the feedback, the piezoelectric scanner 
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adjusts the average distance to maintain a constant frequency or amplitude. The tip-
surface average distance for different sample horizontal position is then plotted to create 
an AFM non-contact mode image. The non-contact nature makes detection of a sample 
with a liquid surface layer possible. However, the meniscus layer, which is formed on the 
surface of hydrophilic samples by adsorbing water in ambient atmosphere, also causes a 
serious problem: once the tip accidently contacts with the liquid layer, the tip will be 
dragged by surface tension, be tapped by meniscus forces, and then trigger a vibration 
failure. Moreover, compared to the repulsive van der Waals force in contact mode, the 
attractive van der Waals force is very weak, which confines the vibration amplitude on 
the order of nanometers, and sometimes only a few angstroms, and limits the resolution. 
[37, 38] 
4.1.4.3 Tapping Mode AFM 
 To overcome the disadvantages of AFM imaging modes mentioned above, Q. 
Zhong et al. introduced the tapping mode AFM in 1993 [39]. Tapping mode (Fig. 4.27), 
as known as semi-dynamic mode, is similar to both contact and non-contact modes.  
 
Fig. 4.27 Tip motion of AFM in tapping mode. 
 In traditional tapping mode, instead of being kept in a constant deflection, the 
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cantilever is oscillated close to its intrinsic frequency. During the oscillation, the tip 
actually “contacts” the surface intermittently during the scanning to obtain high-
resolution data and avoid the lateral “scratch”. Although its feedback servo controlled 
oscillation mechanism is similar to non-contact mode, the amplitude during tapping mode 
is typically higher than 20 nm, and sometimes even greater than 100 nm, which is 
sufficient to overcome adhesion and self-withdraw after tip-surface contacting. Besides, 
the surface becomes viscoelastic during the contact because of the high oscillation 
frequency, which protects the sample from damaging and decreases the adhesion force. 
The AFM tapping mode image is a mapping of discontinuous constants between the tip 
and surface. [37, 39] 
 The resonance frequency f! of a V-shape or straight cantilever (Fig. 4.28) is [40]: 
f! = 12π km∗ ,                                                                                                                            (4.66) 
m∗ = 0.24m,                                                                                                                            (4.67) 
k = 14EWt!L! ,                                                                                                                      (4.68) 
where m is the mass of cantilever, m∗ is the effective mass, k is the spring constant, E is 
Young’s modulus, and W, L, and t are the cantilever width, length, and thickness, 
respectively. The typical resonance of a cantilever is on the order of 10 to 100 kHz. 
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Fig. 4.28 The top and side views of a V-shape and straight AFM cantilevers [40]. 
 The detection is realized through modulating amplitude, which is maintained as a 
constant via vertically moving the tip according to the sample surface. Since the 
oscillation frequency is too high to get a complete force curve, AFM in traditional 
tapping mode does not directly detect the force. The information other than topography 
gained is limited. Plus, operation near resonance frequency makes it difficult to tune the 
tapping dynamics. [41] 
4.1.4.4 PeakForce Tapping AFM 
 Since a PeakForce tapping AFM was used in this work, further discussion will be 
focused on it. The PeakForce tapping AFM was developed based on tapping mode AFM. 
Compared to tapping mode AFM, which works near resonance frequency of the 
cantilever, the oscillation frequency of PeakForce tapping mode AFM is kept of 1 to 2 
kHz. The relatively low tapping rate allows a complete measurement of force curve from 
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each cycle of approaching and withdrawing, which means that PeakForce tapping AFM 
is of direct force control. [41, 42] 
4.1.4.5 Force Curve 
 The information of interactions between the tip and sample can be revealed via 
studying the force curve. Fig. 4.29 gives the schematic plots of the different cantilever 
states during tip approach and withdrawal. 
 
Fig. 4.29 Cantilever deflection/Force vs. Sample Z position/Distance, with schematic 
plots the different cantilever states during approach and withdrawal [41]. 
 During the approach, the tip is moved downward to the sample surface while the 
attractive force increases. When the attractive force reaches a critical value, the tip is 
pulled down and touches the surface. Then the tip continues to approach to the set point 
and the cantilever is bent, while the force hinges on Hooke’s law. During the tip 
withdrawal from the set point, adhesion keeps the contact and the cantilever bends in an 
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opposite direction until the force overcomes the adhesion. The difference between the 
approach and withdrawal is referred to as the hysteresis loop. Fig. 4.30 gives the force vs. 
time and force vs. distance curves of one circle of PeakForce tapping. 
 
Fig. 4.30 PeakForce tapping curves: left) force vs. time; right) force vs. distance [42]. 
 Instead of constant amplitude, a set peak force is used for the controlling 
mechanism, which is the reason why it is called PeakForce tapping mode AFM. [41, 42] 
Since the complete force curve of each point on the surface is gained during the scan, we 
can get the surface properties related to the tip-sample interactions like adhesion, which is 
featured in the this work.  
 In this work, a Bruker Dimension Icon AFM (at NCMN) equipped with 
ScanAsyst automatic imaging optimization was used at PeakForce tapping mode. 
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4.2 Results and Discussion 
4.2.1 TEM, STEM, and SEM 
4.2.1.1 Co Nanowires in Al Matrix 
 For Co/Al, Co nanowire arrays in Al matrix can be produced using sputtering 
PVD with Ar pressure of 5 mTorr, RF power ranging from 60-120W, and substrate 
temperature ranging from 26°C to 500°C (with cooling circle shown in Fig 4.31). The 
favorable substrate temperature was determined to be 26°C, at which the RF powers of 
60-120W yielded nanowire arrays with average diameters less than 10 nm. The thickest 
film we have grown at 26°C is 200 nm. The thickest film we have grown at 500°C 
(with cooling cycle) is limited to 25.2 nm. The high temperature at the beginning of 
deposition was used for the initial nano-pattern formation. Then the substrates need to be 
cooled down to 200-300°C so the bulking diffusion (cannot be ignored if the temperature 
is too high) would not disturb the nanowire formation through lateral phase separation. 
As discussed in Chapter 2, the nanowire diameter relies on the diffusivity, which depends 
on the temperature. Thus far, we can only control the nanowire formation with consistent 
diameter within 15 min of deposition. Since the sub-10 nm diameters are achieved at 
26°C, we didn’t continue to study the nanowire growth at high temperature more than 
15min. The discussion is majorly focused on samples A-1, A-5, and A-6. 
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Fig. 4.31 Cooling profile in thin film deposition for samples A-6 and B-1 to B-4.  
Table 4.2 Deposition conditions of samples A-1, A-5, and A-6. 
# Targe
t 
RF 
Power
(W) 
Initial 
Substrate 
Temperature 
(°C) 
Cooling Time 
(min) 
Rate 
(nm/s) 
Thickness 
   (nm) 
A-1 Co/Al 100 26 N/A 40 0.028 66.2 
A-5 Co/Al 100 26 N/A 15 0.028 25.2 
A-6 Co/Al 100 500 Fig. 4.31 15 0.028 25.2 
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 (a) TEM 
 Sample A-1 was chosen for TEM because 1) it is a RF power critical point for 
sub-10 nm nanowire formation; 2) the EDXS mapping at STEM mode for nanowire with 
smaller wire diameter may be problematic caused by sample drifting; 3) the thickness of 
66.2 nm grantees the quantity of cross-sectional TEM. Fig. 4.32 gives the plan-view BF 
TEM of sample A-1. The nanowire is comparatively uniform, which diameter is 
determined to be 9.9±0.16 nm with a density of 8.8 × 1015 wires/m2. The nanowire 
packing fraction is about 62%, which is very close to the target composition.  
 
Fig. 4.32 Plane-view BF TEM of sample A-1. Inset: size distribution histogram with 
a Gaussian fit [43]. 
The continuity of Co nanowires is revealed via the cross-sectional view BF 
TEM. The nanowires stretch over the entire thin film cross-section and are 
perpendicular to the surface. The boundaries between nanowires and matrix are clearly 
noticeable. (Fig. 4.33) 
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Fig. 4.33 Cross-sectional view BF TEMs of sample A-1: upper) lower resolution; 
lower) higher resolution with an angle of rotation [43]. 
The FFT pattern of the HRTEM on a separate nanowire suggests that this single 
nanowire is of face centered cubic (FCC) structure, which indexes to [011] zone axis 
with a lattice constant of ~0.35 nm, which is within experimental error of the lattice 
constant of FCC Co. [44] Plus, there is no lattice fringes observed in the matrix region. 
(Fig. 4.34) 
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Fig. 4.34 HRTEM on a single nanowire cross-section of sample A-1, Inset: the FFT 
pattern on HRTEM [43]. 
The SAED of sample A-1 also implies the FCC structure with a lattice constant 
as 0.346 nm without any additional phase diffraction patterns (Fig. 4.35), which is 
constant with the observation from HRTEM and reveals that the matrix is amorphous. 
The FCC Co formation partially agrees to the Co/Al phase diagram. 
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Fig. 4.35 SAED of sample A-1 [43]. 
(b) STEM 
 Both plan-view and cross-sectional view HAADF STEMs of sample A-1 show 
uniform Z-contrast of the nanowires, implying compositional homogeneity. (Fig. 4.36) 
The brighter contrast suggests that the nanowires are of higher atomic number.  
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Fig. 4.36 HAADF STEMs of sample A-1: upper) plan-view; lower) cross-sectional 
[43]. 
 The false-colored EDXS mapping in STEM mode indicates the complete 
separation of Co (red) in the nanowires from the Al (green) in the matrix with slight 
atomic mixing (Fig 4.37), which is unexpected based on the equilibrium phase diagram 
presented in Chapter 2. The interaction between Co and Al atoms impedes the formation 
of B2 AlCo phase. 
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Fig. 4.37 False-colored EDXS mapping in STEM mode for sample A-1: A) STEM; B) 
Co elemental mapping; C) Al elemental mapping; D) Co & Al elemental mapping 
[43]. 
 The black regions of the EDXS mapping may be caused by the low X-ray 
production from the thinner parts of the chosen area and insufficient sampling. Longer 
sampling time was attempted, but sample drift proved to be problematic. 
(c) SEM 
Samples A-5 and A-6 were deposited with different temperature, which is the 
unique variable, in order to experimental prove the theory in Chapter 2. Plan-view 
SEMs of samples A-5 and A-6 show that the nanowire diameter can be controlled by 
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modifying the substrate temperature. (Fig. 4.38) Compared to sample A-5 (deposited at 
26°C), sample A-6 (deposited at 500°C with following cooling cycle) is of an increased 
average diameter. The higher substrate temperature causes a higher surface diffusivity, 
which yields larger diameter, which is qualitatively consistent with the theoretical 
relationship presented in Chapter 2: 
R ∼ D!δu .                                                                                                    (4.69) 
where R is nanowire diameter, u is the deposition rate, D! is the surface diffusivity, and 
δ is the thickness of the surface layer in the growth direction. D! is proportional to the 
deposition temperature if the composition of thin film is fixed.  
 
Fig. 4.38 Plane-view SEMs of Co/Al sample with different substrate temperature: A) 
sample A-5, 26°C; B) sample A-6, 500°C with following cooling circle [43]. 
4.2.1.2 Co nanowires in CoSi matrix 
 For Co/Si, Co nanowire arrays in CoSi matrix can be produced using sputtering 
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PVD with Ar pressure of 5 mTorr, RF power ranging from 50-125W, and substrate 
temperature at 500°C (with cooling circle shown in Fig 4.31). The nanowires cannot be 
formed for Co/Si system at the initial temperature lower than 500°C. Thus far, we can 
only control the nanowire formation with consistent diameter within 15 min of deposition. 
The discussion is primarily focused on samples B-1, B-2, B-3, and B-4, which are 
produced with different deposition rate, which is the unique variable, in order to 
experimental prove the theory in Chapter 2. 
Table 4.3 Deposition conditions of samples B-1, B-2, B-3, and B-4. 
# Targe
t 
RF 
Power
(W) 
Initial 
Substrate 
Temperature 
(°C) 
Cooling Time 
(min) 
Rate 
(nm/s) 
Thickness 
   (nm) 
B-1 Co/Si 50 500 Fig. 4.31 15 0.014 12.6 
B-2 Co/Si 76 500 Fig. 4.31 15 0.023 20.7 
B-3 Co/Si 100 500 Fig. 4.31 15 0.031 27.9 
B-4 Co/Si 125 500 Fig. 4.31 15 0.040 36 
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(a) TEM 
 The plane-view BF TEM of sample B-2 reveals that the nanowires formed in 
Co/Si system are also very uniform with diameter of 5.4±0.04 nm, density of 2.0 × 1016 
wires/m2, and packing fraction about 44%, which is about 16% lower than the Co molar 
percentage in the Co/Si alloy target. (Fig. 4.39) 
 
Fig. 4.39 Plane-view BF TEM of sample B-2. Inset: size distribution histogram with 
a Gaussian fit [43]. 
The FFT of HRTEM on an individual nanowire cross-section also implies that 
the nanowire is FCC, which indexes to the [011] zone axis with a lattice constant of 
~0.35 nm – still within experimental error reported values for FCC Co. [44] Additional, 
no lattice fringes were observed in the inter-nanowires area. (Fig. 4.40) 
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Fig. 4.40 HRTEM of sample B-2, Inset: FFT [43]. 
The SAED also indexes to FCC with lattice constant of 0.348 nm. No additional 
diffraction rings were observed, suggesting the matrix part is amorphous. (Fig. 4.41) 
Both observations are consistent with FFT results. 
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Fig. 4.41 SAED of sample B-2 [43]. 
(b) STEM 
  The uniform contrast within nanowires observed from plan-view HAADF STEM 
of sample B-2 indicates minimal nanowire-to-nanowire compositional variations, which 
is also brighter and implies a higher Z value. (Fig. 4.42) 
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Fig. 4.42 Plan-view HAADF STEM of sample B-2 [43]. 
 EDXS mapping (Fig. 4.43) again reveals that the nanowires only contain Co (red) 
without Si (blue). However, instead of the total elemental separation observed in the 
Co/Al system, Co and Si coexist in the matrix.  
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Fig. 4.43 False-colored EDXS mapping in STEM mode for sample B-2: A) STEM; B) 
Si elemental mapping; C) Co elemental mapping; D) Co & Si elemental mapping 
[43]. 
(c) SEM 
Plan-view SEMs of sample B-1, B-2, B-3, and B-4 show that the nanowire 
diameter can be affected by modifying the deposition rate, which is controlled via 
altering the RF power from 50 W to 125 W. (Fig. 4.44) As mentioned in Chapter 2I, 
within a certain range a higher RF power yields a higher deposition rate. 
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Fig. 4.44 Plane-view SEMs of Co/Si sample with different RF power: A) sample B-1, 
50 W; B) sample B-2, 76 W; C) sample B-3, 100W;  D) sample B-4, 125W. 
 The higher deposition rate surprisingly increases nanowire diameter, which 
appears to be inconsistent with the predicted relationship in Chapter 2. However, together 
with the observation from EDXS mapping, we can draw the assumption that the 
formation of the Co nanowires in Co/Si system is caused more by Si diffusion than by 
joint motion of both Co and Si. In other words, the diameter is dominated by changes in 
surface diffusivity rather than growth rate. The inter-nanowire distance decreases while 
the higher deposition rate is used, which is qualitatively consistent with equation (4.69).
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4.2.2 XRD 
 As mentioned earlier, the OP XRD was unsuccessful in minimizing of diffraction 
signal originated from the Si wafer. There were no peaks related to Co/Al or Co/Si 
observed from out-of-plane XRD other than Si [111} peaks. In-plane XRD and grazing 
incidence out-of-plane XRD measurements were majorly conducted on all of the samples. 
4.2.2.1 Co nanowires in Al matrix 
 The samples A-1, A-2, A-3, and A-4 were majorly investigated in this section. 
Sample A-1 is the same sample discussed earlier in TEM section, which is presented here 
to address the connection between the results of TEM and XRD. Samples A-2, A-3, and 
A-4 were produced with different deposition rate. 
Table 4.4 Deposition conditions of samples A-1, A-2, A-3, and A-4. 
# Targe
t 
RF 
Power
(W) 
Initial Substrate 
Temperature 
(°C) 
Cooling Time 
(min) 
Rate 
(nm/s) 
Thickness 
   (nm) 
A-1 Co/Al 100 26 N/A 40 0.028 66.2 
A-2 Co/Al 60 26 N/A 30 0.017 30.6 
A-3 Co/Al 100 26 N/A 30 0.028 50.4 
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A-4 Co/Al 120 26 N/A 30 0.033 59.4 
 
(a) In-plane XRD 
As earlier stated in TEM results, the FFT of HRTEM on a single Co nanowire 
from sample A-1 is indexed to [011] zone axis. However, the crystal orientation of the 
nanowire array cannot be determined from an individual nanowire.  
On the other hand, only one distinct peak of FCC Co, the {111}-peak, has been 
observed in sample A-1’s IP XRD pattern (Fig. 4.45), suggesting the as-deposited Co 
nanowire array in Al matrix is out-of-plane oriented to <110>-axis, which is consistent 
with FFT of HRTEM. Narayanan et al. also reported the <110>-growth direction of 
template-assisted Ni nanowires [45]. The lattice constant calculated here is 0.349 nm, 
which shows good consistency between the IP XRD and HRTEM.  
  
Fig. 4.45 IP XRD pattern of sample A-1. 
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Since there is only one Co peak observed, prerequisite condition of Williamson-
Hall method could not be satisfied – for solving the strain and size through Williamson-
Hall equation, B!cosθ = !!! + 4ϵsinθ  needs to be plotted, which requires more than two 
peaks from one phase. Thus, Scherrer equation was used for estimation of average 
nanowire diameter. Since only the size broadening was considered, Pearson VII function 
was chosen for picking up the peak broadening.  
The PDXL2 calculated Co lateral crystallite size is 9.1±0.50 nm. Since the lateral 
crystallite size is close to nanowire average diameter (9.9±0.16 nm) determined from the 
plan-view BF TEM, a deduction can be made that the Co nanowires are laterally 
crystallized. Plus, unlike plan-view BF TEM, which is only able detect an area on the 
order of 100 nm2, the IP XRD covers a region more than 1 cm2. Thus, IP XRD on Co/Al 
samples can be used for average nanowire diameter calculation, which is more 
statistically accurate compared to the analysis from plan-view BF TEM.  
Fig. 4.46 gives the IP XRD pattern of samples A-2, A-3, and A-4, which also only 
have the Co (111) peak observed.  
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Fig. 4.46 IP XRD pattern of samples A-2, A-3, and A-4 with different deposition rate. 
The deposition rate, estimated nanowire average diameters, and lattice constants 
of A-2, A-3, and A-4 are listed in Table 4.5. The higher deposition rate leads to smaller 
average diameter, which is also qualitatively consistent with R ∼ !!!! . 
Table 4.5 Deposition rate, estimated nanowire average diameters, and lattice 
constants of samples A-2, A-3, and A-4. 
# Deposition rate 
(nm/s) 
Average diameter 
(nm) 
Lattice constant 
(nm) 
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A-2 0.017 8.8±2.3 0.349 
A-3 0.028 7.4±2.3 0.349 
A-4 0.033 6.2±2.4 0.349 
 
(b) Grazing incidence out-of-plane XRD 
 We divided sample A-1 in two and annealed one of them at 700°C for 1 hour. The 
as-deposited and annealed samples then are compared via GI OP XRD. (Fig. 4.47) 
  
Fig. 4.47 GI OP XRD pattern of sample A-1, blue) as-deposited; red) annealed. 
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There are no peaks appearing from the GI OP XRD pattern of the as-deposited 
sample. After annealing, CoAl (100), (110), and (200) peaks emerge in the GI OP XRD 
profiles. Additionally, the peak intensity ratio is consistent with the CoAl phase (with 
space group Pm-3m) powder XRD pattern, which suggests the annealing process 
annihilated the total phase separation between Co and Al, instead forming equilibrium 
phases with no texture. 
4.2.2.2 Co nanowires in CoSi matrix 
The sample B-2 was investigated in this section (Table 4.5). Sample B-2 is the 
same sample discussed earlier in TEM section, which is presented here to address the 
connection between the results of TEM and XRD. 
Table 4.6 Deposition conditions of sample B-2. 
# Targe
t 
RF 
Power
(W) 
Initial 
Substrate 
Temperature 
(°C) 
Cooling Time 
(min) 
Rate 
(nm/s) 
Thickness 
   (nm) 
B-2 Co/Si 76 500 Fig. 4.31 15 0.023 20.7 
 (a) In-plane XRD 
In addition to the Co {111} peak, the CoSi {211} peak also appears in the IP 
XRD pattern of sample B-2 (Fig. 4.48), which is consistent with its elemental mapping in 
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STEM mode. Thus, the Co nanowire array in CoSi matrix is also out-of-plane oriented to 
<011> axis, agreeing the FFT of HR TEM of an individual nanowire. Furthermore, the 
calculated lattice constant for FCC Co (0.344 nm) and estimated average Co nanowire 
diameter (8.0±0.5 nm) are consistent with TEM. 
 
Fig. 4.48 IP XRD pattern of sample B-2. 
4.2.3 Magnetic Properties 
 Magnetic measurements of the nanowire arrays reveal magnetic anisotropy of the 
Co nanowire arrays. The discussion is majorly focused on samples A-1 and B-2.  
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Table 4.7 Deposition conditions of samples A-1 and B-2. 
# Targe
t 
RF 
Power
(W) 
Initial 
Substrate 
Temperature 
(°C) 
Cooling Time 
(min) 
Rate 
(nm/s) 
Thickness 
   (nm) 
A-1 Co/Al 100 26 N/A 40 0.028 66.2 
B-2 Co/Si 76 500 Fig. 4.31 15 0.023 20.7 
 The hysteresis loop measurement was conducted in two configurations (Fig. 4.49): 
in-plane (IP, ∥), in which the magnetic field is applied parallel to the thin film but 
normal to the length of nanowires; and out-of-plane (OP, ⊥), in which the field is 
perpendicular to the surface but parallel to the nanowires.  
 
Fig. 4.49 The diagram of SQUID configurations: upper) IP; lower) OP [43]. 
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 Since the average aspect ratios of sample A-1 and B-2 are 6.7 and 3.8, 
respectively, which lead to shape anisotropies. The anticipated easy magnetization 
directions should be both along the length of wires (OP, normal to the surface).  
 The IP hysteresis loop of the sample B-2 expectedly reveals an OP easy 
magnetization direction compared to IP loop (Fig. 4.50). The OP loop is of both higher 
remanence and coercivity than is the IP counterpart, which implying that the easy 
direction is along the length of the wire. 
 
Fig. 4.50 The IP and OP hysteresis loops of sample B-2 [43]. 
 However, for sample A-1, instead of displaying an OP easy magnetization 
direction, the IP loop shows a quicker approaching tendency towards saturation than does 
the OP loop, which suggests that the easy direction is parallel to the thin film surface. 
(Fig. 4.51) 
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Fig. 4.51 The IP and OP hysteresis loops of sample A-1 [43]. 
 Previous works [46] show an easy magnetization direction transition of 
ferromagnetic nanowires from OP to IP, which is caused by the high nanowire packing 
densities. The packing density can be represented by reverse distance R [47]: 
𝑅 = 𝑑𝐷 ,                                                                                                                              (4.70) 
where d is the nanowire diameter, and D is the inter-nanowire center-to-center distance. 
For the nanowire array with of comparatively low reverse distance, the magnetic shape 
anisotropy agrees well with isolated wires. But for the one with a high reverse distance, 
the dipolar interaction between the close-packed wires introduces an additional packing 
anisotropy to reduce the shape anisotropy contribution, which is in favor of the OP easy 
magnetization direction.  When the reverse distance is as high as 𝑅 = 1, the so-called 
nanowire array is in fact a continuous FCC Co thin film, the easy magnetization direction 
of which is in plane. 
 117 
The close pacing anisotropy H!   depends on the reverse distance [48]: 
H! = 𝑀! 1− 𝜋3𝑅! ,                                                                                                          (4.71) 
where 𝑀! is the saturation.  
 Since the reverse distance of sample B-2 is relatively low (𝑅 ≈ 0.5), the 
hysteresis loops agree well with the anticipated OP easy direction and show a 
comparatively higher anisotropy. The high reverse distance of sample A-1 (𝑅 ≈ 0.7), on 
the other hand, leads to an easy axis switch from OP to IP. 
 Furthermore, the OP coercivities of samples A-1 and B2 are 65 Oe and 720 Oe 
respectively. This divergence is caused by the diameter difference, which is determined 
to be [49]: 
H! = C! C! + C!d + C!,                                                                                                        (4.72)   
where d is the wire diameter, C!, C!, C!, and C! are constants. 
4.2.4 AFM  
4.2.4.1 Co Nanowires in Al Matrix 
 Samples A-2, A-3, and A-4 were studied by PeakForce tapping AFM, which are 
produced with different deposition rate. 
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Table 4.8 Deposition conditions of samples A-2, A-3, and A-4. 
# Targe
t 
RF 
Power
(W) 
Initial Substrate 
Temperature 
(°C) 
Cooling Time 
(min) 
Rate 
(nm/s) 
Thickness 
   (nm) 
A-1 Co/Al 100 26 N/A 40 0.028 66.2 
A-2 Co/Al 60 26 N/A 30 0.017 30.6 
A-3 Co/Al 100 26 N/A 30 0.028 50.4 
 (a) Adhesion Images 
 The adhesion images (Fig. 4.52) show sharp contrast between Co and Al, so they 
are used for the size distribution calculation. 
 
Fig. 4.52 PeakForce tapping AFM adhesion images of samples A-2, A-3, and A-4, 
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inserts: size distribution histograms with Gaussian fits. 
The nanowire diameters of sample A-2, A-3, and A-4 are determined (Table 4.9), 
which are close to the estimated diameters through IP XRD in Chapter V and plotted in 
Fig. 4.53. 
Table 4.9 The average nanowire diameters calculated from AFM adhesion images 
and IP XRD curves. 
# AFM Adhesion Images (nm) IP XRD (nm) 
A-2 10.2± 0.3   8.8±2.3 
A-3 7.6± 0.1 7.4±2.3 
A-4 7.1± 0.0 6.2±2.4 
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Fig. 4.53 The plot of nanowire diameter vs. deposition rate with fitting curve. 
The plot of nanowire diameter vs. deposition rate are fitted by the curve: 
d = Λ 1u ,                                                                                                                   4.73  
Λ = 1.3  nm!/!/s!/!,                                                                                                      (4.74)  
where d is the nanowire diameter, u is the thin film growth rate. 
 Λ is defined as: 
Λ = C D!δ,                                                                                                                  (4.75) 
where C is a constant that normally equals to one, D! is surface diffusivity, and δ is the 
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thickness of the surface layer in the growth direction. Λ depends on the materials and 
temperature during deposition. The relationship between the average nanowire diameter 
and deposition rate quantitatively agrees to the predication in Chapter 2. At room 
temperature, the surface layer δ is usually less than ten atoms. Thus, if  δ = 2nm, then the 
diffusivity of Co/Al deposition at room temperature is determined to be: 
D! = 0.85  nm!/s,                                                                                                  (4.76) 
which is on the order of 0.1-1  nm!/s consisting with reported surface diffusivities [50-
53]. 
(b) Height Images 
 The height images (Fig. 4.54) are used to compare the surface roughness 
dependence on deposition rate. (Table 4.10) 
 
 
Fig. 4.54 PeakForce tapping AFM height images of samples A-2, A-3, and A-4. 
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Table 4.10 The roughness of samples A-1, A-2, and A-3, which are calculated from 
AFM height images. 
# Roughness (nm) 
A-2 0.58 
A-3 0.86 
A-4 1.17 
The relationship between the roughness and deposition rate are also plotted. (Fig. 
4.55) 
 
Fig. 4.55 The plot of roughness vs. deposition rate. 
The lower deposition rate allows the longer atom migration time during thin film 
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growth and leads to the lower surface roughness. 
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Chapter 5 Conclusions 
 The modified Ising model successfully simulated the dynamics of the phase 
separation and nanowire growth. The simulated average diameter decreases when 
increasing growth rate. The structure of phase separation in the thin film is highly 
influenced by the deposition condition, which has been both quantified. 
 The deposition rate is an important parameter affecting the nanowire formation. 
It can be precisely controlled in a RF magnetron cathode sputtering PVD system, which 
is the reason why it was selected for thin film deposition process in this work.  
 Electron microscopy reveals that the sub-10 nm FCC Co nanowire arrays were 
formed with high lateral densities from PVD with both Co/Al and Co/Si targets. The 
deposition with Co/Al target led to a total elemental separation between Co and Al. The 
qualitative relationship between the deposition conditions and nanowire diameter was 
discussed.  
 Grazing incidence XRD, including in-plane XRD and grazing incidence out-of-
plane XRD, is able to detect thin films by significantly reducing the Si wafer signal. The 
preferred Co nanowire crystal growth orientations of Co/Al and Co/Si systems are both 
confirmed as <110> axis. The nanowire diameters were calculated by applying Scherrer 
equation to in-plane XRD profiles, which are consistent with the TEM results.  
 The Co nanowire arrays show shape anisotropy, which is revealed by different in-
plane and out-of-plane coercivities, remanences, and approach to saturation in SQUID 
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magnetometer measurements. The Co nanowire array in Si matrix displays the easy 
magnetization direction along the length of wires, which is consistent with predication.  
The Co nanowire array in Co matrix, on the other hand, is of the in-plane easy direction, 
which might be caused by the higher packing density that enhances the dipolar 
interaction between the wires. 
The adhesion AFM images are of sub-nanometer resolution and sharp contrast 
between Co and Al. We used them for the size distribution calculation, which 
quantitatively agrees the theoretical predication. The AFM height images also show that 
the higher deposition rate leads to the higher surface roughness. 
