Abstract-Locating arrays provide combinatorial test suites not only for detecting the presence of an interaction fault but also for locating the fault. Compared with test suites for ordinary combinatorial testing, however, the fault locating capability entails a substantial increase in the size of test suites. In this position paper, we consider the problem: how small can locating arrays be? To answer the question, we develop a method that finds a locating array of a given size using a SAT solver. We report the size of the smallest locating arrays discovered by using our method. This result provides the smallest known upper bound on the size of the minimum locating arrays.
I. INTRODUCTION
Test suites for combinatorial interaction testing can be viewed as covering arrays in the field of combinatorial designs, a branch of discrete mathematics. Locating arrays are covering arrays of a special type [1] . A (d, t)-locating array can be used as a test suite that not only exercises all t-wise interactions of test parameters but also locates any d t-wise failuretriggering parameter interactions. However this added value considerably increases the size of arrays, that is, the number of rows of arrays. For example, we reported in [2] that (1, 2)-locating arrays constructed by our heuristic algorithm were significantly larger in size than ordinary covering arrays.
This position paper discusses the question: how small can locating arrays be? Here we limit our discussion to (1, 2)-locating arrays, because they can be used to carry out pair-wise testing, the most common form of combinatorial interaction testing and because greater d or t increase the already-large size.
II. PRELIMINARIES
We model a test suite as an m × n array A such that each entry is drawn from a set of v values, {0, 1, ..., v − 1}. Each row of the array represents a test case. A pair-wise interaction is a set of two column-value pairs, represented as 
In words, this condition requires that for any two different pair-wise interactions, the rows covering one of them must be different from those covering the other. As a result, if exactly one failure-triggering interaction exists, then it can be identified by seeing which test cases have passed or failed. Table I shows a (1, 2)-locating array of size 11 × 11 with v = 2.
III. METHOD
We formulate the problem of finding a locating array of a given size m as a constraint satisfaction problem. Then we solve the constraint satisfaction problem by transforming it to the Boolean satisfiability problem (SAT) and by solving the SAT instance with a state-of-the-art SAT solver.
The constraint satisfaction problem involves decision vari-
Using several constraints proposed by Hnich et al. [3] , we enforce the condition that y r,(i1,i2) = l 1 * v + l 2 if and only if row r has l 1 in column i 1 and l 2 in column i 2 . The value of each entry can be determined from the values of y r,(i1,i2) .
Then the condition
where ⊕ denotes XOR. In words, this constraint states that for any two different interactions, there must be some row that covers either one of these but not both. Some additional constraints are also used to optimize the solving performance.
IV. RESULTS
To execute the proposed method, we used a tool called Scarab to describe the constraint satisfaction problem and to transform it to a SAT instance [4] . This tool provides a domain specific language based on the Scala programming language for concisely describing constraint satisfaction problems. The Scarab tool we used is a customized version that can export CNF Boolean formulas. As a state-of-the-art SAT solver, we chose Glucose [5] . We ran these programs on a PC with the following specification.
• OS: CentOS 7.2 • CPU: Intel Xeon E5-2665 @ 2.40GHz • Memory: 128GB The Glucose SAT solver can run in parallel using multithreading. As the PC supports up to 16 threads, we set the parallelism level of glucose to 16 to make full use of the CPU power. Table II summarizes the results obtained so far. The first column shows the number v of values on which a test parameter can take. The second column shows n, that is, the number of test parameters. The third column shows the size of the smallest (1, 2)-locating arrays obtained by our method.
We obtained these arrays as follows. We first fixed v and n and then repeatedly executed our method, varying the size m. As the initial value of m, we chose the known lower bound on the minimum locating arrays provided by Tang, Colbourn and Yin (the fourth column) [6] . If the SAT solver failed to solve the SAT instance within three hours, then we incremented m and repeated this process. If the SAT solver found a satisfying assignment, that is, a locating array, then the process was terminated. Within the ranges of v and n shown in Table II , the SAT solver could not show the unsatisfiability of any SAT instance. Thus we could not improve the lower bound. An NA means that Scarab failed to produce a SAT instance due to memory shortage. The time column shows the time (in second) required by the Glucose SAT solver to find the locating array.
When n is small (n ≤ 12 for v = 2, n ≤ 6 for v = 3), the locating arrays found by our method are of the same size as the known lower bound. This means that these locating arrays are indeed minimum. The 11 × 11 array shown in Table I is one of these minimum locating arrays. Their existence has not been known, except for some small cases including the case m = 6, n = 3, v = 2 whose existence was proven in [6] .
As n grows, the lower bound and the size of the discovered locating array diverge gradually. Lowering the difference between the lower and upper bounds requires further study. The rightmost column of Table I shows Covering Array Number (CAN), that is, the size of the minimum covering arrays. The ratio of the size of the obtained locating arrays, which are the smallest known, to CAN increases as n increases. Investigating whether or not it is possible to lower the increasing rate of the ratio also needs further study.
V. CONCLUSION
We proposed a method that uses SAT solving to find a (1, 2)-locating arrays of a given size and reported the preliminary results obtained using it. Many of the locating arrays discovered using the method are the smallest known.
