Random Sampling
• Provides a basis for statistical inference • The process of generating random samples introduces uncertainty into the outcome of the data collected. This uncertainty is described probabilistically.
Random sample
Use sample to infer important features of population (using probability) Population of interest
What is a simple random sample? (SRS)
A simple random sample of n (n is how many we choose) items is a sample in which a) Every member of the population has the same chance of being included in the sample b) The chance a given member of the population is chosen does not depend on which other members are chosen (i.e. independent selection).
Choosing a random sample
• SW describe use of random number table, see discussion on p 73-4, Table 1 p 670-3.
• Usually get actual random numbers from a software package like Excel (or JMP-IN).
• Random digit dialing is used to get a random sample of households. Does it?
Remarks
1. This description of generating a SRS requires one to have a population list of members. This is reasonable for sampling well-defined populations -for example, if you wish to sample individuals living at Jemez pueblo. However, suppose you wish to learn about the sex ratio (i.e. Male-Female) of the population of illegal aliens living in NM. This population is well-defined, but how could you obtain a SRS? If you obtained a sample, say from INS records of "captured" aliens, you might be able to operationally treat the sample as a SRS, provided the process that produced the sample was not biased to include certain individuals at the expense of others.
SW Example 3.2 p. 75 gives a nice example of sampling bias.
2. The sampling of illegal aliens, described as above, is an example of a convenience sample. How could one use data collected on such individuals to assess how "representative" they may be of the population? For example, suppose it was believed that 40% of all illegals in NM are from South America, yet in a sample of 100 we find only 5 from south America. This alone might suggest that we do not have a SRS (Why?) 3. The sampling of human populations often involves stratification and/or clustering of individuals into groups. We'll see examples of these. At this point, just note that these sampling techniques lead to more complex statistical analyses than does SRS.
Probability
• A probability is a numerical quantity that expresses the chance or likelihood of an event
• The probability of an event E is identified as Pr{E}
Example: Toss a coin. The possible outcomes (simple events) are Head and Tail. If the coin is "fair" we expect Heads ½ of the time so Pr{Head} = ½ and Pr{Tail} = ½. If the coin is not fair, it might be that Heads occurs 2/3 of the time, so Pr{Head} = 2/3 and Pr{Tail} = 1/3.
Example:
SW Example 3.10 p. 79.
This illustrates an important point: When taking a SRS, the probability a selected individual has a given characteristic (i.e. event of interest) is equal to the proportion or relative frequency of the population with that given characteristic.
Frequency Interpretation of Probability
This defines the probability of an event E, i.e. Pr{E}, to be the proportion of times that event occurs in an infinite number of repetitions of the experiment # times E occurs Pr{ } # times experiment performed E ≈ Remarks 1. Assigning probabilities to events requires conceptualizing what will happen in a series of experiments which could be but are usually not conducted. Knowledge of the experiment is needed for the probability assignments to be meaningful.
2. Having an exact SRS of 1 individual from a population assures that the probability the selected individual has any given characteristic is mathematically identical to the population proportion with that characteristic.
3. (Aside) There are other competing definitions of probability. One is as a person's "degree of belief" that the event will happen. SW examples: 3.11, 3.12, 313 pages 80-2.
Random Variables
• Variables that assign numerical values to outcome of an experiment
• Mostly a bookkeeping device that allows one to use mathematical notation SW examples 3.31, 3.32 pages 96-7
Example:
Toss a fair coin. Let Y = 0 if outcome is Tail = 1 if outcome is Head Then Pr{Y = 0} = Pr{Tail} = .5 Pr{Y = 1} = Pr{Head) = .5
Probability Trees
This is a useful tool to analyze probability problems, especially when the experiment is performed sequentially in a series of steps.
Example: Fair coin tossed twice. Prob. of Head is ½ on each toss.
First toss:
For second toss, regardless of outcome of 1 st , outcome is H or T, each with probability of .5
To find probability of Heads on both tosses, find path through tree with this event. . 50 T Suppose what we really are interested in is the number of heads in 2 tosses, rather than the actual order of outcomes. We can define a random variable
Y = # Heads in 2 Tosses
The possible values for Y are We have just computed the probability distribution for Y, the number of heads in 2 tosses of a fair coin.
Example: SW example 3.15 p. 85.
In practice, a SRS is selected by selecting 1 individual at random, then removing that individual from the list of potential cases prior to selecting the second individual. The process of SRS without replacement is repeated until the desired number of individuals is obtained. If, as in the last example, the population is large, we can act as if individuals are replaced into the population after being selected, and that the process of selecting individuals 1 at a time does not alter (appreciably) the composition of the population. In SRS with replacement the outcomes of successive draws are independent of each other, i.e. the probabilities of events are not dependent on outcomes observed on earlier draws from the population.
If we have a small population and draws are made without replacement, then outcomes of successive draws are not independent, as illustrated in the following example.
Example: Redo SW example 3.15 assuming population has 3 black and 7 grey flies. 
