The parameter perturbation methods ͑the most known being the OGY method͒ apply small wisely chosen swift kicks to the system once per cycle, to maintain it near the desired unstable periodic orbit. Thus, one can consider that a new attractor is finally generated. Another class of methods which allow the attractors born, imply small perturbations of the state variable ͓see, e.g., J. Güémez and M. A. Matías, Phys. Lett. A 181, 29 ͑1993͔͒. Whatever technique is utilized, generating any targeted attractor starting from a set of two or more of any kind of attractors ͑stable or not͒ of a considered dissipative continuous-time system cannot be achieved with these techniques. This kind of attractor synthesis ͓introduced in M.-F. Danca, W. K. S. Tang, and G. Chen, Appl. Math. Comput. 201, 650 ͑2008͒ and proved analytically in Y. Mao, W. K. S. Tang, and M.-F. Danca, Appl. Math. Comput. ͑submitted͔͒ which starts from a set of given attractors, allows us, via periodic parameter-switching, to generate any of the set of all possible attractors of a class of continuoustime dissipative dynamical systems, depending linearly on the control parameter. In this paper we extend this technique proving empirically that even random manners for switching can be utilized for this purpose. These parameter-switches schemes are very easy to implement and require only the mathematical model of the underlying dynamical system, a convergent numerical method to integrate the system, and the bifurcation diagram to choose specific attractors. Relatively large parameter switches are admitted. As a main result, these switching algorithms ͑deterministic or random͒ offer a new perspective on the set of all attractors of a class of dissipative continuous-time dynamical systems. © 2008 American Institute of Physics. ͓DOI: 10.1063/1.2965524͔
In Ref. 1, the attractors of a considered dissipative continuous-time system were synthesized using deterministic manners for parameter switches. In this paper we extend these results and prove numerically that the parameter-switching techniques work even if random switching manners are utilized. The synthesized attractor is identical to one of the existing attractors obtained by integration of the mathematical model for a precise parameter value. Moreover, these techniques (deterministic or random) reveal a vector spacelike structure of the hyperbolic attractors. Numerical simulations illustrate that a wide range of attractors can be obtained by this scheme. Since any of the existing attractors can be synthesized with these techniques, chaos control and anticontrol can be viewed as attractor synthesis via parameterswitching techniques.
I. INTRODUCTION
Let us consider a class of continuous-time autonomous dissipative dynamical systems depending linearly on a single real parameter, modeled by the following general initial value problem ͑I.V.P.͒:
where p R and f p : R n → R n has the expression
with g : R n → R n a continuous-time nonlinear function, A a real constant n ϫ n matrix, x 0 R n , and t I = ͓0, ϱ ͒. It is supposed that the existence and uniqueness of solutions on the maximal existence interval I = ͓0, ϱ ͒ are assumed, and that there exists only hyperbolic equilibria.
The synthesis of hyperbolic attractors of dynamical systems modeled by I.V.P. ͑1͒ by periodic parameter-switching is presented in Ref.
1. This technique, empirically proved, continues a sequence of works dealing with the parameter switches. Thus, switching schemes was introduced in Refs. 2-4. Empirically proved by various experiments, a desired attractor of a considered system modeled by Eq. ͑1͒, can be duly numerically synthesized by a proposed switching deterministic time-varying scheme; each step-size of the numerical method to I.V.P. ͑1͒, p is switched in a deterministic manner between a set of chosen values of p.
The obtained attractor is one of the existing attractors belonging to the set of all possible attractors of the system modeled by Eq. ͑1͒. Moreover, the most interesting is the fact that the synthesized attractor can be obtained directly by numerical integration of Eq. ͑1͒ for p given by a precisely linear combination of the considered switching values of the parameter.
In this paper we extend this subject and prove numerically that even random manners of the parameter switches lead to the same result: any hyperbolic attractor depending on p can be synthesized by these kind of switches, either deterministic or stochastic.
The paper is organized as follows: In the next section, the deterministic parameter-switching scheme is described. In Sec. III the random synthesis of the attractors is presented. Finally, in Sec. IV, some concluding remarks are given and some issues for future works are discussed. 
II. DETERMINISTIC SYNTHESIS
As it is known, for some fixed initial condition, a convergent numerical method simulates one of the local attractors belonging to the global attractor ͑see the Appendix͒. More precisely, the -limit set is obtained ͑see the Appendix͒. Therefore, in this paper by attractor one understands its -limit set, actually its approximation, which as usual, 5 is considered after neglecting a sufficiently long period of transients.
Because of the dissipativity, A is nonempty. It then follows naturally that a bijection between P and A, can be defined. Thus, giving any p P, there exists a unique attractor, and vice versa.
A major aspect in this paper is to compare the numerically synthesized attractors. The geometric structure of attractors can be very complicated. Therefore, it is extremely difficult, if not impossible, to determine the position of a chaotic attractor in the phase space. Also that appears to be true even for an equilibrium point or a periodic trajectory in general.
Recognizing these difficulties in comparing attractors, the following simple and practical criterion is introduced. (ii) Using criterion 2, the invariance under the changes of control-parameter values of branched manifolds is avoided, and thus, the objectivity between P and A follows logically. Also, the use of some inherent tools of topological characterization ͑considering, for example, the shape of an attractor, it is possible to have two attractors possessing the same shape and however being different in the sense of criterion 2͒ or dimensions related to the comparison of attractors (see, e.g., Refs. 6, 7, and 9-11͒ can be avoided.
Given a convergent numerical method for I.V.P. ͑1͒ and a convergent numerical method, for a fixed step-size h, the following conjecture can be introduced, the analytical proof being presented in Ref. 12 
In order to see what m k and p ͑k͒ do represent let us consider a partition of I, I = ഫ iN* ͓t i−1 , t i ͒, with t 0 = 0, such that t i = jh, for i , j N, where h is the integration step of the considered numerical method. Then, the switching synthesis rule in conjecture 4 can be codified as the following: ͑m 1 + m 2 +¯+ m N ͒h-periodic sequence:
where the weights m i are some positive integers and permutes the subset ͕1,2, ... ,N͖. It is known that under a variety of Lipschitz conditions some numerical methods for ODEs defines a dynamical system. 13 Thus, under the assumptions on the existence and uniqueness on the I.V.P. ͑1͒, we are entitled to compare the dynamical system defined by the numerical approximation to I.V.P. ͑1͒ with the underlying dynamical system itself.
Scheme ͑4͒ represents the deterministic time-periodic way to synthesize the hyperbolic attractors of the dynamical system modeled by I.V.P. ͑1͒ and has the following significance: the considered numerical method will integrate Eq. ͑1͒ with p = p ͑1͒ for the first m 1 steps, and then with p = p ͑2͒ in the next m 2 steps, and so on, until the last Nth subinterval. Then the cycle is repeated on the next N subintervals so that a periodic parameter-switching scheme is obtained.
For example, the sequence ͓2p 1 ,3p 3 ,5p 2 ͔ indicates that, for the first 2 integration steps, p = p 1 , and then for the next 3 integration steps, p = p 3 , and for the last 5 steps, p = p 2 . After that, the cycle is repeated again, i.e., ͓2p 1 ,3p 3 ,5p 2 ͔ should be understood as being the following periodical sequence: 2p 1 ,3p 3 If we denote ␣ k = m k / ͚ k=1 N m k , ␣ k verifies the affine combination, ͚␣ k = 1 and based on the bijection between P and A and the following formula ͑4͒, we could endow A with two binary abstract operations and such that conjecture 4 could be reformulated as follows: In other words, if one considers a set A N of N attractors there exists a set of N positive integers m such that the righthand side of the affine relation ͑6͒ generates, via Eq. ͑4͒, an attractor A * which is almost identical to an attractor A A corresponding to a specific parameter p P and reversely for any attractor A there exist a set of N positive integers m and a set A N of N attractors such that A can be decomposed as in Eq. ͑6͒. Fig. 2(c) ] obtained with the sequence ͓1p 1 ,1p 2 ͔ is (almost) identical to A p . In Fig. 2(d Summarizing, one can imagine the following relationships:
where D represent some deterministic and periodic rule for changing p i when integrating I.V.P. ͑1͒.
III. RANDOM SYNTHESIS
While in the above examples the synthesis scheme was applied in a deterministic manner, random choices too in Eq. ͑4͒ confirm his rightness. Thus, one of the first random verified variants is that when p i , i =1, ... ,N are chosen in a random order in Eq. ͑4͒ ͑see Algorithm 2͒. In Fig. 4(a) , A 1.14. . . and A * are plotted superimposed, while in Fig. 4(b (Fig. 6) .
For the random manners of dealing with p i in Eq. ͑4͒ one can imagine the following relationships:
where R represents some random rule to fix p i . 
IV. CONCLUSIONS AND DISCUSSION
In this paper we have proved numerically that any hyperbolic attractor of a dynamical system modeled by the I.V.P. ͑1͒ can be considered synthesized via the periodic ͑or random͒ switching scheme ͑4͒ of p. 
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Supported by intensive simulations, the scheme ͑4͒ is viable for large limits of the weights m and for any admissible values of the parameter p.
The novel and main result presented in Ref. 1 and extended in the present paper is the fact that the set of all attractors of a dynamical system modeled by Eq. ͑1͒ can be regarded as a vector spacelike, where each vector ͑attractor͒ can be expressed as a combination of a finite set of different vectors ͑attractors͒. The analytical proof remains a task for a future work.
As an interesting fact, the deterministic parameterswitching ͑see Remark 13 iv͒ can be considered as a very simple and suggestive explanation of attractors born in the control and anticontrol of chaos, the only condition being the alternation of the order and chaotic windows in the bifurcation space, condition generally verified by the dynamical sys- In the presented synthesis algorithm, the values for p which make the system unstable, can be chosen too because of relative short periods of time ͑m step-size with m relatively small number͒.
If one denotes by ⌫ a trajectory of a given dynamical system modeled by the I.V.P. ͑1͒, ⌫ can be symbolized, for a considered numerical method, step-size h, and the sets ͕p 1 , p 2 , ... , p N ͖ and ͕m 1 , m 2 , ... ,m N ͖ as a periodic infinite sequence. For example, for the Chen's attractor A 26.25 the corresponding trajectory can be symbolized as follows:
Thus, apparently paradoxical, chaotic trajectories ͑and inherently their underlying chaotic attractors͒ can be represented as symbolized by an infinite periodic sequence of p and periodic trajectories can be symbolized as a stochastic sequence of p.
Because of the nonuniqueness of the representations of rational numbers ͑3͒ these representations are not unique; each p may have infinity fractions of Eq. ͑3͒ like representations.
One impediment is the fact that adaptive step-size numerical methods circumvent the use of Eq. ͑3͒.
APPENDIX: NOTIONS AND UTILIZED SYSTEM MODELS
First, we give the notions related to the global, local attractors and -limit set. Then the models of the dynamical systems considered in this are presented.
Attractors and -limit set

Definition 14: A global attractor of S is a compact set composing of all bounded global trajectories.
There is vast literature concerning the existence of global attractors especially in the field of PDEs ͑we mention, e.g., Refs. 15-19͒, but it is a useful notion for ODEs too.
From the definition, a global attractor contains all the dynamics evolving from all possible initial conditions. In other words, it contains all solutions, including stationary solutions, periodic solutions, as well as chaotic attractors, relevant to the asymptotic behaviors of the system. Definition 15: A local attractor is a compact set, invariant under f, which attracts its neighboring trajectories.
A global attractor is hence considered as being composed of the set of all local attractors, where each local attractor only attracts trajectories from a subset of initial conditions, specified by its basin of attraction. Therefore, for a fixed parameter p, different local attractors may be obtained depending on the choice of the initial condition x 0 , in contrast to the uniqueness of the case of a single global attractor.
For example, if one considers the Lorenz system with p = 2.5, there are three local attractors: the origin ͑saddle͒ and two symmetrical fixed points ͑sinks͒ X 1,2 ͑Ϯ2, ϯ 2 , 1.5͒. In some cases, a unique local attractor may also be the global one. For example, when p = 28, there exists only a single local attractor, which is a global attractor too ͑known as the Lorenz strange attractor͒.
When a global attractor is composed by several local attractors, the initial conditions are essential for the numerical approximations of one of these attractors. Definition 16: The -limit set of a trajectory through x R n is given as ͑x͒ = പ sՆ0 ഫ tՆs ⌽͑t , x͒.
Utilized dynamical systems
The dynamical equations of the four utilized systems are, as follows:
Chen's system: with a = 10 and c =8/ 3, and p again is the control parameter. 
