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Although microwave enhanced chemistry has become an established research topic, a significant knowl-
edge gap exists with respect to the electromagnetic interactions. This paper aims to address this gap, in
particular regarding to small and microstructured processing systems. By means of relatively simple
demonstrations, key electromagnetics aspects are highlighted, pointing out the restricted control over
operating conditions in familiar microwave systems. In response to these limitations, a radically different
approach is presented in the shape of the coaxial traveling microwave multichannel reactor concept.
Numerical simulations show that this concept enables controlled and optimized microwave processing.
 2014 Elsevier B.V. All rights reserved.1. Introduction
1.1. Microwaves and microreactors—A promising concept
A promising concept in the framework of process intensification
is the combination of micro- or millistructured reactors with
microwave fields. Small-structured reactors offer many advantages
when compared to traditional systems [1–9]; they enable high
heat and mass transfer rates and allow for a tight control on oper-
ating conditions. Furthermore, smaller volumes form an inherently
safer processing environment for production of toxic or explosive
chemicals because they reduce inventory and thereby hazard risks.
Finally, smaller systems enable flexible, on-demand and decentral-
ized processing.
On the chemistry side, chemical activation by microwave fields
has been a widely researched topic for several decades [10–33], as
there are a number of notable aspects to this unconventional form
of energy. There are two undisputed inherent advantages tomicrowave fields. First, electromagnetic energy is transmitted at
the speed of light, which is effectively instantaneous on the time
scales of chemical processing. This may improve process control
due to the absence of thermal inertia and alleviate heat transfer
limitations. Second, electromagnetic energy can be dissipated
selectively, heating processes or activating reactions at locations
only where this is desired, as opposed to thermal activation, which
heats non-selectively; e.g. activation by microwave fields may per-
mit a desired reaction on a hot electromagnetically dissipating cat-
alytic site, while maintaining cooler bulk conditions to prevent
unwanted side reactions.
Furthermore, there are some interesting but also controversial
additional aspects to microwave activation of chemical reactions.
Ever since the first investigations on the subject [34,35] unexpect-
edly high reactant conversions have been reported [14,36–40];
some studies even report acceleration factors in the order of sev-
eral hundred times the conventionally activated case. Speculations
have risen regarding the possibility of direct interactions of the
microwave field with the reaction mechanism, i.e. not due to
thermal activation caused by the generation of heat through elec-
tromagnetic dissipation, but alternative explanations have also
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occurs non-uniformly in a microwave field [41–43]; it is argued
that it is possible that temperature is monitored by a sensor that
is placed in a relatively cold zone, so that the dominant tempera-
ture development, which drives the reaction, remains hidden from
observation. Indeed, there are studies [44–46] that describe cases
in which apparent microwave effects disappear under vigorous
stirring. Another alternative explanation that is proposed impli-
cates the heterogeneity of reactant mixtures and the interaction
of the microwave field over an interface between aggregation
states; studies by Dressen et al. [47,48] relate for a number of cases
an apparent microwave effect to the heterogeneity of the reactant
mixture. In particular, they report that the addition of a co-solvent
coincides with the disappearance of microwave specific conversion
rates.
Despite these efforts however, it has proven very hard to draw
any definite conclusions on the interactions between microwaves
and chemical reactions. The reason is that the exact processing
conditions generally are unknown. As explained above, tempera-
ture may develop non-uniformly under microwave conditions,
causing uncertainty with respect to this particular parameter.
Although stirring in some cases can alleviate this, in other
processes stirring is impossible, ineffective or undesired. Some
examples in this respect are: packed beds [41,42], highly viscous
polymerization systems [49], or continuous flow (milli)reactors.
The set of relevant processing conditions is not limited to temper-
ature though. Far more fundamental to the behavior of microwave
enhanced processing systems are the actual electromagnetic inter-
actions of the microwave field, since it is this field that supplies the
energy to drive the process. More specifically, it is the electric field
component of the microwave field that exerts forces on the electric
charges in the molecules, thereby inducing movement of these
molecules. For one thing, this movement is rapidly thermalized
by Brownian interactions, which amounts to heat generation by
electromagnetic dissipation. In addition to this though, it is the
interaction of the microwave field with the molecules – whether
through the exerted electric forces or through specific molecular
movements – that is suspected of influencing chemical reaction
rates via a yet unknown mechanism. It is therefore essential to
know what the electromagnetic conditions are. As a matter of
course, make and model of microwave equipment as well as the
method of operation – either power or temperature control – are
carefully and dutifully reported in relevant literature, but this does
not translate into anything quantifiable on the field as it is acting
on the process fluids. Indeed the actual physical properties of the
electromagnetic field in terms of field strength, field vector direction
and polarization are never reported. Additionally, frequencies outside
the 2.45 GHz ISM [50] band are hardly ever considered for lack of
available equipment.
This brings us to a final potentially important aspect of combin-
ing process activation by microwave fields with micro- and
millistructured processing systems; the high degree of control over
the process conditions in small scale processing systems would en-
able detailed investigation of the microwave-chemistry interac-
tions. In order to reach this objective, it is necessary to integrate
the microwave field applicator – the structure that supports and
contains the field – into the processing system. This poses an inter-
esting challenge, as it requires bridging a fundamental knowledge
gap between the fields of chemical engineering and electromagnet-
ics engineering. Although many chemistry experiments have been
conducted in microwave equipment, the theory of electromagnet-
ics and electromagnetic wave propagation is largely absent from
publications in the research field of microwave-assisted chemistry.
The scope of this paper is twofold: (1) to begin to fill in the
aforementioned knowledge gap and (2) to introduce a radically
new approach of applying microwaves to micro- or millireactors.In this context, the next three Sections 2–4 introduce a number
of key concepts regarding wave propagation and electromagnetic
fields. Our aim of this brief review on these topics is not to present
the theory in detail, as many publications already exist on them,
rather we would like to raise awareness of a number of important
concepts pertaining to electromagnetism within the chemical
engineering community. Section 5 introduces the new concept of
Coaxial Traveling Microwave Reactor (TMR) and describes its
advantages through numerical simulations.2. Characteristics of electromagnetic interactions
Because of their relative novelty to process engineering, this
section will illustrate some relevant properties of microwave fields
as they are applied in heating applications. Microwave fields are
electromagnetic waves; as such, they obey Maxwell’s electromag-
netic field equations,
rHþ @teEþ rE ¼ 0
r Eþ @tlH ¼ 0 ð1Þ
These equations describe the relation between the time-depen-
dent electric field E and the time-dependent magnetic field H. The
term rE denotes the electric current density – conductivity multi-
plied by the electric field, which plays a role in conductive media
such as metal walls, but is absent in vacuum or electrically insulat-
ing media. The properties of the medium that the electromagnetic
wave propagates through are the electric permittivity e and the
magnetic permeability l; in the context of microwave assisted
chemistry, usually only the value of the former medium parameter
is relevant, because typically only non-magnetic media are consid-
ered. Therefore, the parameter l is fixed to the permeability of
vacuum l0. The coupling between the electric and magnetic con-
stituent fields results in a wave pattern interaction that transmits
energy through space.
In many applications – including the context of this paper – the
electromagnetic field under consideration is time-harmonic, i.e. its
constituent fields have sinusoidal time dependence. As such, the
fields are conveniently expressed as a space-dependent complex
parameter multiplied by ei2pft; by using the exponential function
in this manner, with complex argument, it expresses a function
that is harmonic over time with frequency f. The electric and
magnetic fields thus become E(x,y,z,t) = E(x,y,z)ei2pft and
H(x,y,z,t) = H(x,y,z)ei2pft. Substitution into Eq. (1) yields,
rHþ i2pf eE ¼ 0
r Eþ i2pflH ¼ 0 ð2Þ
In this time-harmonic representation of Maxwell’s electromag-
netic field equations, the medium parameters e and l are complex
valued parameters. In case the respective imaginary parts are non-
zero these relate to dissipative medium properties. As commonly
only non-magnetic materials are considered in microwave
chemistry, the relevant medium property is the dielectric permit-
tivity, which in the time-harmonic representation is denoted as
e = e0(e0  ie00). In literature, often only the bracketed terms are
reported as the dielectric medium properties. Since they express
the dielectric permittivity of a medium relative to the vacuum per-
mittivity, e0, the combined parameters, e0  ie00, are called relative
permittivity. These relative permittivity parameters in general
may depend on frequency and temperature, but in the context of
chemical engineering dependence on the composition of solutions
or of mixed media and progressing reaction coordinates need
also be taken in consideration. Finally, regarding these parameters,
it is remarked here that they, and in particular their spatial
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tion and dissipation of electromagnetic wave fields, but also that it
is a challenging task to obtain sufficiently accurate values.
Microwave fields are defined as electromagnetic fields with a
frequency between 300 MHz and 300 GHz or, equivalently, with
wavelengths in vacuum ranging from 1 m to 1 mm. Whether the
wave-like nature of electromagnetic fields is relevant to specific
applications depends largely on the geometrical sizes of objects or
equipment that are interacting with the field. More specifically, it
depends on their size relative to the field’swavelength. Itwill be dis-
cussed briefly in this paper how this affects the analysis. For a more
detailed discussion on this subject, one is referred to the large vol-
ume of literature that addresses it, for example to the work by Van
Bladel [51] that deals with the methodology of electromagnetics
analysis exhaustively. Fig. 1a–c is presented to illustrate the
differences between the characteristics of these interactions.
Fig. 1a illustrates the case inwhich thewavelength is (very) large
with respect to a dielectric object that is exposed to the electromag-
netic field. The arrows indicate the direction of the electric field and
the grayscale of the object indicates the amplitude, or peak field
strength, of the field in the object – darker zones have higher inten-
sity. For a fieldwith a frequency of zero and an infinitely longwave-
length, the electric field would be static, i.e. unchanging in time. For
non-zero frequencies, thefieldwould exhibit a sinusoidal oscillation
with two reversals of the field direction per oscillation period. There
are some variations in the field intensity in the object. Inside and in
the vicinity of the object, the field is affected by the presence of the
object, but at some distance there is no influence of its presence.
Under the above conditions –electricallynon-conductive, non-mag-
neticmedia, the analysis of this case reduces to quasi-static analysis
via potential theory, reducing the complexity of the problem
considerably.Fig. 1. The variability of the interactions of an electromagnetic wave field with an object.
object, (b) illustrates the case in which the wavelength is (very) short relative to the o
magnitude as the object geometry.Fig. 1b illustrates the case in which the wavelength is (very)
small with respect to the object. Unlike in Fig. 1a, the arrows in
Fig. 1b indicate the direction in which the field propagates, not
the direction of the electric field vector. The rightward arrows rep-
resent the field originating from a source and incident onto the ob-
ject. The field is partially transmitted into the object where it
dissipates in an exponential profile along its trajectory, assuming
dissipative – electromagnetically absorbing – medium properties.
Hence the dark zone on the right side of the object that represents
the time-average intensity of the field. The zone of highest inten-
sity in the object is located to the right, facing the source. On the
interface (or boundary) between the object and the surroundings,
the field is partially reflected away from the object. Like the previ-
ous case, the analysis of this case is relatively simple, as it can be
conducted via optical analysis, for example by ray-tracing account-
ing for reflection, refraction and attenuation of optical beams.
On a side note, in case the wavelength is relatively short and in
the absence of medium properties variations, energy is locally trav-
eling in straight lines through space. This is characteristic of radia-
tion and, therefore, the electromagnetic interactions can be
considered as such. For cases with longer wavelengths relative to
the objects involved, and in which an object is present in the direct
vicinity, its presence will affect the electromagnetic field and en-
ergy cannot a-priory be expected to travel in straight lines. Hence
in those cases the electromagnetic interactions cannot be consid-
ered radiation. More appropriate terminology in such case would
be ‘‘field’’ or ‘‘wave field’’; these terms will therefore be maintained
throughout this paper.
The case in which the size of the object is of the same order of
magnitude as the wavelength is illustrated in Fig. 1c. Note that the
wavelength k is approximately equal to the width of the object in
this case. Like in Fig. 1a and b, the grayscale represents the timeFigure (a) represents the case in which the wavelength is (very) large relative to the
bject, and (c) represents the case in which the wavelength is of the same order of
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for higher intensities. Around the object, the instantaneous field
strength (irrespective of field vector direction) of the wave pattern
that travels rightward past the object is represented by the lighter
gray coloring. It is evident that the intensity distribution inside the
object is much more complicated than in the former two cases.
Furthermore, outside of the object, the field is affected consider-
ably; four bands of low wave intensity stretch far outward from
the object. In all, the interactions are much more complicated than
in the other two cases, which is due to the wave fields that are
simultaneously scattered and redirected by the object, traveling
through and around it, and constructively and destructively com-
bining, thus forming spatially complex interference patterns of
high and low intensities.
The latter type of interaction – with object or equipment sized
at the same order of magnitude as the wavelength – is the type rel-
evant to microwave assisted chemistry applications; at 2.45 GHz
for example, the wavelength is 122 mm in vacuum and 13 mm in
water, which are length scales that are commonly encountered in
processing systems. The next section therefore introduces wave
interactions and a number of relevant key concepts by means of
a simple analogue system.3. Waves on a string
An ‘‘excellent intuitive example’’ [52] of wave interactions is a
vibrating tensioned string. Fig. 2 presents this system; both ends
are fixed, but on the right end a vertical displacement can be im-
posed. In this example, the length of the string (L) is one meter,
it is tensioned (F) to 200 N and its weight per unit of length is
2.1 g/m; this would correspond to a polyamide string with a cross
section of 2.75 by 2.2 mm that is tensioned to about a third of its
breaking strength.
When the string is subjected to an initial strike, this will cause
the string to vibrate. The string enters an alternatingly upward and
downward motion along its length. For an idealized system with-
out damping, the vibrations endure infinitely if the system is left
untouched. The vibrations that occur are a superposition of an inte-
ger number of resonance modes. These modes are patterns of oscil-
lation that occur at specific frequencies and each of these patterns
has a specific sinusoidal distribution along the length of the string.
Fig. 3 presents the deflection patterns of the string for the first four
modal patterns.
This type of oscillation is termed free resonance, because the
system is left free to oscillate after an initial excitation. Only a
(possibly infinite) integer number of resonance modes can appear.
This is explained as follows; the spatial oscillation pattern can be
represented as a combination of forward and backward traveling
waves. These waves interfere and combine constructively and
destructively in a spatially alternating pattern. Only patterns that
obey the boundary condition imposed on the string – no displace-
ment on either end – can emerge. This constrains the wavelengths
of the forward and backward traveling waves; an integer numberx=0 x=L
F d(x,t)
dL(t)
Fig. 2. Vibrating string system. On one end, the string is fixed in both the horizontal
and vertical direction, while on the other end only the horizontal direction is fixed
and the vertical displacement is an externally imposed variable. The string has a
length L, it is tensioned to a force F, and its vertical deflection d(x,t) varies both in
time and along the position on the string.of half wavelengths must fit exactly into the length of the string,
otherwise the boundary condition cannot be satisfied. The patterns
presented in Fig. 3 represent modal patterns corresponding to
wavelengths of L/2, L, 3L/2 and 2L. The corresponding frequencies
are the speed of wave propagation along the string divided by
the respective wavelengths.
As opposed to free resonance, forced resonance can occur at any
frequency. Forced resonance is the case in which a system is contin-
uously excited by an external source of vibrations; any frequency
can be applied, as it is an externally imposed variable. In Fig. 4a,
the deflection along the string is presented for three cases in which
continuous sinusoidal excitation is imposed on the right end of the
string. These excitations have frequencies of 278 Hz, 293 Hz and
306 Hz respectively and have the same maximum upward and
downward deflection – or ‘‘peak amplitude’’ – of 1 mm imposed
on the right end. As with free resonance, the deflection patterns
can be represented as a superposition of interfering forward and
backward traveling waves.
As is apparent from Fig. 4a, the maximum deflection along the
string varies considerably with frequency. The frequencies are cho-
sen such that they are about 90%, 95% and 99% of the value of the
second free resonance frequency; the respective maximum ampli-
tudes are 1.7 mm, 3.2 mm and 19 mm. As the imposed frequency
of excitation approaches the value of the second free resonance fre-
quency, the deflection of the string becomes larger. This is further
demonstrated by Fig. 4b, which presents the average peak ampli-
tude along the string versus the frequency of excitation; the nearer
the excitation frequency is to a free resonance frequency, the more
the vibrations are amplified. The large amplifications result from
the fact that the boundary conditions have to be met; when the
excitation frequency approaches a free resonance frequency, the
deflection on the right end of the string must relatively become
increasingly smaller, since at the free resonance frequency it ap-
proaches zero. Because the movement on the right end of the string
is imposed, the displacement at that point cannot actually
decrease; rather, the deflection only shrinks in relation to the
vibrations along the string, which is expressed by increasingly
amplified vibrations.4. Multimode cavities—familiar but obscure microwaves
The ubiquitous domestic microwave oven is the microwave
heating system that we are most familiar with; in a culinary con-
text, the convenience and speed it provides has – for better or
worse – revolutionized preparation and consumption of our meals.
At the outset, it could have only seemed fitting to investigate these
systems as an alternative means to provide energy to chemical
processes. Nevertheless, upon closer inspection important limita-
tions of these systems emerge.
Some of the practical limitations have already been addressed
in similar laboratory systems [53–56]. These systems essentially
are domestic microwave ovens with a number of laboratory-spe-
cific features; for example, these devices come equipped with
strengthened and lockable doors, finely controllable microwave
sources, temperature control interfaces, access for inlet flows, out-
let flows and sensors, and arrangements for continuous stirring.
Aside from the different features, the construction of both the
domestic and laboratory systems amounts to a rectangular metal
box with a door on the front side and dimensions that range in
the order of 20–50 cm. Typically, a microwave field is generated
by a magnetron tube and this field is led into the cavity by a short
waveguide.
A more conceptual problem that both the domestic microwave
ovens and these laboratory systems suffer from is implied in the
generic name of these types of systems: they are multimode
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ple resonance modes in the vicinity of the operating frequency
[57,58]. Despite the geometrical simplicity, the electromagnetic
analysis of these systems is very complicated.
Similar to the string in the previous section, the cavity supports
a number of resonance modes, but in contrast to the string the
number of resonance modes is much higher. This is a consequence
of the three-dimensionality of the cavity and the variable direc-
tionality of the microwave field vectors; in brief, the microwave
fields in these cavity systems have many more degrees of freedom
than the vibrations on a string. In addition to this, the frequency
spectrum of a magnetron is impure and relatively wide banded
[57,59,60]. The combined consequence is that it is impossible to
adequately determine the energy distribution over the free reso-
nance modal patterns that are excited in this frequency band.
Because the spatial field distributions of the respective modal pat-
terns are very different, the final consequence is that the spatial
distribution of the resulting microwave field becomes impossible
to predict for practical purposes.Further, as was demonstrated by the string example, small
parametric variations can cause large effects on modal field pat-
terns; they cause some modes to become stronger while other
modes become weaker. Hence, the electromagnetic field is very
sensitive to variations in geometries and in the medium properties
of objects and fluids. As the modal patterns stretch over the entire
spatial domain that is involved with the electromagnetic field, local
variations cause global effects. Therefore, the introduction of objects
in the field as well as variations in geometries and in medium
properties change the field pattern globally. This adds to the com-
plexity of the analysis, because, in the context of chemical process-
ing, there are many phenomena that are likely to affect the spatial
distribution of the electromagnetic medium properties. Examples
in this respect are: progressing reaction coordinates, limited man-
ufacturing tolerances of glassware, and hydrodynamic variations of
fluids. Although mode stirrers have been suggested to improve
microwave field uniformity [57], effectively these stirrers only
add to the complexity of the problem, because they introduce yet
another varying parameter that affects the field.
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results are presented here for a typical domestic microwave oven
(Sharp R-2S57). This oven has a 285 mm by 290 mm by 190 mm
applicator cavity. For an empty rectangular cavity it is possible to
analytically calculate the free resonance modes [61]; within a
30 MHz frequency band – typical for magnetron tubes – around
a 2.45 GHz center frequency this cavity supports six free resonance
modes. The system is therefore a multimode system. Inserting a
load does not change this; while this may cause some resonance
modes to shift out of the generated frequency band, it will also
cause other resonance modes to shift into this spectral band. By
means of modal analysis in COMSOL Multiphysics 3.5 with the RF-
module [62], two spatial patterns of the distribution of the electric
field strength were calculated for two free resonance modes that
this cavity has around 2.45 GHz. Fig. 5 presents these spatial field
strength distributions; their spatial distributions differ consider-
ably even though only a very small 0.6 MHz frequency variation
would cause a shift from one to the other.
Thermal imaging was used to experimentally demonstrate the
behavior of themicrowavefield in thismicrowave oven. Fig. 1.6 pre-
sents thermal images (SP Thermoview 8300) of an expanded poly-
styrene plate supporting a thin water film heated in a multimode
cavity; these imagesweremade followingaprocedure fromKarstädt
et al. [63]. The images clearly show the non-uniformity of the reso-
nant microwave field in the horizontal plane. Furthermore, these
images demonstrate the dependence of the microwave field on the
vertical direction; compare Fig. 6a and b, where the wet surface is
at a height of 40 and 120 mm respectively above the cavity bottom.
The resonance patterns between these images bear no similarity.
Further, in Fig. 6c, a water filled beaker is introduced in the cavity.
The microwave field pattern that presents itself in the empty space
of the cavity via thermal imaging is affected by the introduction of
the beaker, which ismost notable in the far left corner. Asmentioned
before, a local variation – the introduction of the beaker – affects the
microwave field globally, i.e. throughout the cavity.
Although the above demonstrations reveal the sensitivity of the
microwave field in the empty space of a multimode cavity, they do
not show the effects on the heating rate distribution inside a load.
In order to illustrate the heating rate distribution inside a typical
load, the microwave field is simulated in the microwave oven with
a 250 ml beaker containing 200 ml water placed centered on the
floor of the cavity. Fig. 7 presents slice plots at a height of 30 mm
above the cavity bottom at a frequency of 2.45 GHz (Fig. 7a) and
at a slightly shifted frequency of 2.46 GHz (Fig. 7b).
The simulations demonstrate the high degree of sensitivity to
disturbances inside a load in a multimode microwave field; only
a small frequency shift can already double the total energy absorp-
tion. Note that these large effects are only due to small variations
in the morphology of the microwave field caused by the frequency
shift.Fig. 5. Modal patterns inside a 285 mm by 290 mm by 190 mm applicator cavity at a 2
(right). The figures present slice plots of the electric field amplitude; darker zones concFurther, the results show that there is an interference pattern of
alternating high and low electromagnetic dissipation inside the
water volume. Fig. 8, a multiple-slice plot in a different projection
to show the three-dimensional distribution, supplements this. This
interference pattern does not even remotely follow an exponen-
tially decaying trend as would be expected if in the analysis the
microwave field would be performed using the ray (or optical)
approximation. Upon occasion such modeling approximation has
been proposed [64] but more regularly, studies mention the exis-
tence of penetration depth limitations. In both these discussions
the microwave field is described using the ray (or optical) approx-
imation. This simulation suggests that for this water filled beaker
and for all systems similar to it – which essentially includes the
whole field of microwave assisted chemistry – wave field physics
would be more appropriate on this geometrical scale relative to the
wavelength.
In all, what the analysis on multimode systems in this section
shows, is that the microwave field in such systems is affected by
insufficiently manageable parametric variations, which make this
field impossible to predict for practical purposes. Further, the spa-
tial distribution of the field forms complex and ill-defined patterns
without any possibility for control nor for optimization. Recall that
the discussion on the combination of micro- and millistructured
processing systems with microwave activation explicitly highlights
the high degree of control as a promising potential advantage.
Combining these processing systems with the microwave ovens
the world is familiar with will surely not yield such advantage;
the exact microwave conditions in multimode cavities are very ob-
scure, thus completely defeating the purpose of micro- or milli-
structured processing. In earlier publications [65,66] we have
already shown that these conclusions largely hold for commer-
cially available single mode laboratory cavity systems too, with
the added drawback of a strongly constrained processing volume.
The electromagnetic aspects of these microwave enhanced pro-
cessing systems need to be addressed in a radically different man-
ner to reach successful applications.5. Coaxial Traveling Microwave Reactor (TMR) concept
In this section, we present the concept of a novel integrated
reactor and microwave field applicator (reactor-applicator) con-
cept, termed Coaxial Traveling Microwave (multichannel) Reactor
(TMR, Fig. 9). It has the potential to enable highly uniform micro-
wave heating over multiple channels by avoiding resonant
conditions in the field applicator. In the remaining part, first the
concept is further described; then the approach using two- and
one-dimensional approximations for respectively optimizing the
channel cross-section and inner conductor geometry is presented;
and finally, a three-dimensional simulation of a segment of the.449724 GHz resonance frequency (left) and at a 2.45032 GHz resonance frequency
ur with higher field intensity.
Fig. 6. Thermal imaging of a water film in a multimode cavity, similar to Karstädt et al. [63], with the film 40 mm above on the cavity bottom (a); at a height of 120 mm above
the bottom (b); and with the film at the 40 mm position with a water filled beaker placed into the cavity (c). The complex field patterns in the plane of the film change with
the height and the introduction of the beaker. Note that, as opposed to the other images in this section, the color map used in this image shows the highest intensity at the
lightest color.
Fig. 7. Slice plot, 30 mm above cavity bottom, of the heating rate in 250 ml beaker filled with 200 ml water (er = 77  13i) placed in the middle of a
190 mm  290 mm  285 mm (h  d  w) cavity with a 1000 W field fed into the cavity. In the left figure (a) the field has the nominal frequency of 2.45 GHz, while in
the right figure (b) the frequency has shifted slightly by 10 MHz. In both simulation results, the interference pattern is quite apparent; note that the shape has varied subtly.
More obvious is the increase in heating rate for the shifted frequency; the overall heat generation in the water contained in the beaker has more than doubled. At 2.45 GHz the
absorbed power is 370 W, while at 2.46 GHz the absorbed power is 770 W.
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accordance with the principles of process intensification [67], the
heating rate distribution is optimized for uniformity, so as to give
each molecule the same processing experience.
A sketch of the concept is shown in Fig. 9; the reactor-applicator
consists of two concentric conductors with a filler material in be-
tween; effectively, this is a coaxial waveguide similar to, for exam-
ple, the signal cable of a television. In the filler, microchannels are
cut against the outer conductor. In concept, a one-directional
microwave field would be present in between these conductors.
Fluids or reactants that flow in the channels, would thus be ex-
posed to and heated by the microwave field. In order to have a
well-defined microwave field, the system is meant to operate with
only one electromagnetic propagation mode. Electromagnetic
propagation in waveguides can occur only in an integer number
of propagation modes or – colloquially – ways in which the elec-
tromagnetic waves propagate. Fig. 10 presents the cross sectionalfield distributions of the lowest, fundamental propagation mode
and the next higher order propagation mode of a coaxial wave-
guide. These propagation modes are denoted TEM (Transverse
Electro Magnetic) and TE11 (Transverse Electric one one) respec-
tively. While the TEM mode can always propagate in a coaxial
waveguide, the TE11 can only propagate if the waveguide cross sec-
tion is spacious enough, relative to the wavelength, for the TE11
mode to ‘‘fit inside’’ it. This implies that the TE11 mode has a certain
(nonzero) cutoff frequency. By having a sufficiently constrained
outer conductor diameter, microwave propagation is ensured to
occur only in the TEM mode, in which the field distributes uni-
formly over the circumference of the outer conductor [61]. In order
to have a well-defined electromagnetic field in the TMR it is impor-
tant to make sure that the diameter of the outer conductor is small
enough for the TE11 mode and other higher order modes not to
propagate. In addition to this, abrupt variations in the cross-sec-
tional geometry and in the medium properties along the length
Fig. 8. Three-dimensional slice plot of the heat generation in the water filled beaker
heated in a multimode cavity described in Fig. 7 at a frequency of 2.45 GHz. A
complex three-dimensional interference pattern appears in the water volume. The
spatial distribution of heat generation does not at all resemble an exponentially
decaying trend that would be expected if one would predict the field intensity based
on the penetration depth of a microwave field at this frequency in water (13 mm).
Fig. 9. Coaxial Traveling Microwave Reactor (TMR) concept.
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modes to emerge locally. Heat generation too would thus be dis-
tributed uniformly between the channels. Note that the channels
can be cooled through the outer conductor surface. Doing so wouldFig. 10. Modal patterns at 1 W of power transmission of the fundamental transverse ele
RG-141 type coaxial cable at a frequency of 35 GHz. The TEM mode propagates at all freq
At the outer conductor the non-zero field intensity of the TEM mode distributes uniformnot expose the coolant to the microwave field. This avoids the need
for special coolants that do not absorb microwave energy. Further,
there is a number of degrees of freedom available to render heat
generation uniform within the channels; in particular, the shape
of the channel cross section can be used to manipulate the distri-
bution of heat generation over the cross section, while gradual var-
iation of the inner conductor diameter over the length of the
reactor-applicator can be used to compensate for attenuation of
the microwave field in the axial direction. The optimization pre-
sented here is a two-step approach. First, the cross section optimi-
zation will be discussed followed by the inner conductor diameter
profile optimization. This will be illustrated using a case consisting
of a reactor-applicator operating at 2.45 GHz, with PTFE as filler
(er = 2.2  0.0005i [57]), water at 25 C as fluid (er = 77  9i [68]),
an outer diameter of 9 mm, 12 channels with a 0.2 mm2 cross-sec-
tional area each, and an axial length of 1.6 m. The diameter of the
outer conductor is sufficiently constrained in this case to prevent
higher order propagation modes – TE11 and others – from
occurring in the system.
5.1. Channel cross section geometry optimization
Fig. 11 displays a segment with the degrees of freedom avail-
able in the cross section of the reactor-applicator. For the case dis-
cussed herein, two can readily be derived: R3, the outer conductor
radius (half the outer conductor diameter); and a1, the angle along
the segment arc (180 divided by the number of channels). The
other parameters are degrees-of-freedom available to the optimi-
zation. In the first optimization step, the channel cross section is
optimized. The cross section is delimited by a circular arc closest
to the inner conductor, and two straight lines on either side of
the channel tangent to the arc and running to the outer conductor;
this amounts to three parameters that describe the channels’
geometry: the radius of the arc (R4), the distance of the center of
this arc to the center of the inner conductor (R2) and the angle
of the straight line sections relative to a line crossing the center
of the inner conductor and the center of the arc section (a2). Refer
to Fig. 11 for a graphical description of the channel geometry. In
this first optimization step of the channel cross section, the radius
of the inner conductor (R1) is chosen arbitrarily and not further
considered, since it does not affect the heating rate distribution
in the channel significantly; the optimization of the profile of R1
along the axial length of the reactor-applicator will be discussed
further on. The channel cross-section is optimized to minimize
the heating rate distribution ratio defined in Eq. (3) as the ratio
between the maximum heating rate in the cross-sectional area of
the channel to the average heating rate in the cross-sectional areactric magnetic (TEM) propagation mode (a) and the TE11 propagation mode (b) in a
uencies, while the TE11 mode only propagates above its 34.5 GHz cut-off frequency.
ly over the circumference.
Fig. 12. Optimized heating rate distribution over a channel cross section.
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half of the cross-sectional area of the channel as depicted in Fig. 11.
cost function ¼
maximum local heating rate over cross-sectional area of channel
average local heating rate over cross-sectional area of channel
ð3Þ
The optimization was performed by parameterizing the geome-
try of the segment in COMSOL Multiphysics 3.5 [62] and by analyzing
the electromagnetic wave propagation using the RF-module. With
an optimization routine in Matlab [69], a geometry in terms of R2,
R4 and a2 was found. In this optimization, an equality constraint
was imposed on R4 to maintain a 0.2 mm2 cross sectional area
for each channel. This left R2 and a2 available as free parameters
to the optimization that resulted in minimizing the ratio in Eq.
(3) to 1.147. The resulting geometrical parameters are:
R2 = 4.37 mm, R4 = 0.282 mm and a2 = 10.07. A plot of the heating
rate distribution in the segment is presented in Fig. 12.
5.2. Optimization of inner conductor geometry
In a second step, manipulating the axial profile of the inner con-
ductor diameter optimizes the axial heating rate distribution. If the
inner conductor were to be constant over the length of the reactor,
the field intensity and heating rate would attenuate exponentially
over the length of the reactor. To compensate for this, the inner
conductor diameter can be increased along the reactor to gradually
press the microwave field more into the channels to compensate
the attenuation.
In the example under consideration, the diameter profile is to
be optimized for a uniform heating rate distribution along the
length of the reactor. To calculate the inner conductor shape,
the reactor was discretized into 10 mm elements over which
the electromagnetic wave propagation is calculated. Two trans-
mission line parameters are relevant to determine the electro-
magnetic interactions between the discretization elements: the
propagation constant (c) and characteristic impedance (Zc). Both
depend on the inner conductor diameter. The complex valuedFig. 11. Geometrical degrees of freedom of the reactor-applicator cross section: R1,
inner conductor radius; R2, distance between reactor center and channel delimin-
ation arc center; R3, outer conductor radius; R4, channel arc radius; a1 angle along
segment arc; a2 angle between straight channel delimination and line from reactor
center to channel delimination arc center.propagation constant expresses the number of waves and the
wave attenuation per unit of transmission line length. The char-
acteristic impedance is the ratio between the electric potential
between the conductors of a transmission line and the electric
current flowing through the conductors; the variation in imped-
ance at connections between transmission line sections or – in
this case – discretization elements determines the reflections at
these connections.
A look-up table for cwas generated by repetitive modal analysis
of the geometry in Fig. 12 while varying the diameter (2R1). To
determine the characteristic impedance, two relations that hold
for TEM waves in coaxial waveguides were used [61]. These
relations are (1) the equation for the series inductance of coaxial
lines,
L ¼ l0
2p
ln
r3
r1
ð4Þ
and (2) the relation between characteristic impedance and propaga-
tion constant,
Zc ¼ ixLc ð5Þ
Here l0 denotes the magnetic permeability of free space and x
denotes the angular frequency of the microwave field. With these
relations a look-up tables for the propagation constant and the
characteristic impedance are generated. These tables provide the
transmission line parameters of the discretization elements of the
TMR as a function of the inner conductor diameter of each element.
For a predetermined axial diameter profile of the inner conductor
the electromagnetic interactions among the discretization elements
can be analyzed using transmission line analysis [61]. An optimiza-
tion routine in Matlab was used to optimize the inner conductor
diameter profile to achieve uniform electromagnetic dissipation or
heat generation along the length of the reactor; more specifically,
the deviation with respect to the average axial heating rate,
accumulated over the discretization cells, is minimized.
Fig. 13 presents the solution for the inner conductor diameter
profile and Fig. 14 the axial distribution of heat generation. Note
that at the beginning and the end of the reactor-applicator, there
are short sections in which the diameter varies more sharply. In
these sections, the channels are gradually running into and out of
the system and these diameter variations compensate impedance
effects to minimize microwave field reflections.
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applicator
To verify whether the distribution of heat generation is indeed
uniform over the entire volume of the channel, a three-dimen-
sional simulation of a segment was done using the RF-module of
COMSOL Multiphysics 3.5 with the optimized geometricalFig. 13. Solution for inner conductor diameter profile along the axial direction of
the reactor-applicator that equalizes the heating rate distribution.
Fig. 14. Uniform heating rate in the length of the TMR.
Fig. 15. Slice plot of heating rate in the three-dimensional simulation of one optimized re
a high degree of perspective distortion; the geometry is only about 2 mm high, while it is
where the channel is introduced in the TMR is subject to abrupt cross-sectional variations
are 100 mm long – much longer then the depth of the channel.parameters and the appropriate TEM modal pattern coupled at
the input port of the system. The tangential delimitations of the
segment coincide with symmetry planes of the TEMmodal pattern.
Fig. 15 presents a slice plot of electromagnetic heat generation
in this segment. The slices are spaced 0.2 m apart. It shows (1) that
heat generation predominantly occurs in the fluid volume of the
channel, which is indicated by the black tone of the plot slices in
the dielectric filler material; and (2) that, resulting from the
optimizations described above, heat generation is uniformly dis-
tributed over the fluid volume both over the cross section and
along the system axis. More specifically, the volumetric heat gen-
eration in the fluid volume was found to deviate on average only
4.6% from the average volumetric heating rate of the fluid volume.
By extrapolating the findings for the segment to the complete
TMR the following was found. By assuming a maximum allowable
limit for the dielectric strength in the reactor-applicator of 1 MV/m
and by scaling the numerical solution to this value, it was found
that the maximum microwave inlet power on this system is
13.1 kW. This entails heat generation per unit volume of
253 MW/m3, enough to heat water from room temperature to boil-
ing in a few seconds. Note that 1 MV/m is a conservative estimate
for the dielectric strength of a material; the dielectric strength of
air lies typically around 3 MV/m while in dielectric solids and liq-
uids it further exceeds that value. Furthermore, it was found that
only 7.4% of the microwave energy is absorbed over the length of
the system, which means that 92.6% of the microwave energy exits
the TMR from the exit port. Hence for a process involving this par-
ticular TMR it would be required to include microwave circuitry to
redirect the microwave energy exiting the reactor back to the input
port, for example in a feedback structure as proposed by Meredith
[57]. Placing a reflector at the exit port of the TMR would not work,
as this would cause a wave pattern traveling both forward and
backward to occur in the TMR, which would make an axially
non-uniform, resonant or standing wave pattern emerge.6. Conclusions and outlook
Despite the volume of studies and publications in the field of
microwave enhanced processing, the physics of electromagnetism
is hardly considered in this context. This paper aims to address this
knowledge gap, specifically in relation to small and microstruc-
tured processing systems. By means of relatively simple demon-
strations it gives a brief explanation of some key aspects of
electromagnetic phenomena, pointing out the wave nature of
microwave fields in particular. In addition to this, it is shown that
familiar resonant microwave systems do not facilitate for a high
degree of control over the electromagnetic field. Consequently,actor-applicator segment. The slices are spaced 0.2 m apart. Note that this figure has
1.6 m long. In addition to this, due to this distortion it may appear that the sections
that could gice rise to higher order propagation modes, but in reality these sections
G.S.J. Sturm et al. / Chemical Engineering Journal 243 (2014) 147–158 157they do not enable highly controlled processing conditions and
therefore defeat the purpose of small or microstructured reactor
processing.
A radically different approach is needed towards engineering
effective microwave enhanced microstructured processing sys-
tems. The concept of the coaxial traveling microwave multichannel
reactor is presented here as a potential answer to this challenge;
simulations show that (1) it can be optimized for a uniform heating
rate distribution, (2) it can deliver a practically useful heating rate,
and (3) that it avoids the complex dynamics of resonating electro-
magnetic fields. It may not be the best solution for all microwave-
assisted chemistry applications, nor has it been proven in practice,
but it does give strong indications that highly controlled and
optimized microwave conditions can be realized in chemical pro-
cesses. As a first step towards tailor-made integrated reactor-
and-microwave-field-applicator designs, more research would be
required to further develop the ideas and concepts presented here.Acknowledgement
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