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Abstract 
A HYBRID FEATURE EXTRACTION SCHEME FOR IMAGE 
INDEXING AND RETRIEVAL 
Image Indexing and Retrieval based on Hybrid Feature Extraction 




Content-based image retrieval, classification, backpropagation, support vector 
machines. 
Everyday more images are being created, stored and transmitted. However these three 
acts themselves do not really pose serious problems. The problem becomes apparent 
when the stored images need to be retrieved. Query using the traditional text-based 
approaches, though simple and easy to implement, are no longer sufficient when 
considering the large volume of images that have to be manually labelled. A logical 
solution to this problem is to search for images based on its content. Thus Content-
Based Image Retrieval (CBIR) was born. Since then, many systems have been 
developed either commercially or in the form of research prototypes. The heart of any 
CBIR system is feature extraction. In other words features extracted from the images 
(usually in the form of a vector representation) becomes the index by which the 
images will be searched. In terms of the number of features used to represent images, 
it is generally accepted that the use of multiple image features is more desirable than 
using a single feature. This is evident judging from the major CBIR systems that have 
been developed. 
In this thesis, a hybrid feature extraction scheme is proposed based on a combination 
of features derived from the compressed as well as the pixel domain. By using two 
well-known classifiers; the Backpropagation Neural Network and Support Vector 
Machines, the performance of the proposed hybrid feature approach is compared with 
that of the other feature based approaches which serve as benchmarks. From the 
results obtained it has been shown that the hybrid feature extraction approach 
outperforms all the other feature based methods used in the experiments. 
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