Abstract The ground motion from large earthquakes is often predicted based on finite-fault modeling, in which the fault plane is discretized into small independently rupturing subfaults; the radiation from all subfaults is summed at the observation point. Despite the success of the method in matching observed ground-motion characteristics, the physical interpretation of the subfaults has remained largely unclear, and a rationale for the choice of the subfault attributes has been lacking. Two key parameters-the subfault size and the maximum slip velocity on the fault-govern the amplitude of the source spectrum at intermediate and high frequencies, respectively. We determined these key source parameters, on an event-by-event basis, for all well-recorded moderate to large earthquakes in western North America (WNA) by fitting simulated to observed response spectra. We compare the values of these source parameters with those obtained previously for eastern North America (ENA) and the Michoacan, Mexico, earthquakes (a total of 26 modeled events).
Introduction
To adequately design an earthquake-resistant structure, engineers need to know the characteristics of the expected ground shaking for a given location. Ground motions are estimated by identifying the major regional faults (or source zones) and propagating seismic waves generated at these potential sources to the site of interest. While the gross path effects, such as geometric spreading and anelastic attenuation, can be predicted quite well on average from either empirical or theoretical models, there is much debate as to the nature of the seismic source radiation.
Both point-source and extended-source models are used in ground-motion modeling. Despite the popularity of the point-source model (introduced by Brune, 1970) , the current emphasis in ground-motion prediction is shifting toward an extended, or finite-fault, source representation. The pointsource approximation is clearly unable to characterize key features of ground motions from large earthquakes, such as their long duration and the dependence of amplitudes and duration on the azimuth to the observation point (source directivity).
Finite-fault effects contribute not only to the duration and directivity of ground motions, they also affect the shape of the spectra of seismic waves. The classic Fourier spectrum of ground acceleration near a point dislocation (an "x 2 " spectrum) is given by the function x 2 /[1 ‫ם‬ (x/x 0 ) 2 ], where x is the angular frequency and x 0 is the corner frequency (Aki, 1967; Brune, 1970) . At low frequencies (below x 0 ), the spectrum rises with frequency, whereas at high frequencies (above x 0 ), the spectrum is constant. In the classic model, the corner frequency x 0 is inversely proportional to the event size. The spectra from small to moderate earthquakes roughly follow the x 2 model, demonstrating that the point-source representation works reasonably well for these events (e.g., Boore, 1983) . However, the analysis of empirical databases, both in California and eastern North America, suggests that large events (generally, M Ն 6) do not obey this simple spectral shape, especially at low to intermediate frequencies (ϳ0.2-2 Hz), where they radiate less energy than is predicted by point-source models (e.g., Atkinson, 1993; Atkinson and Silva, 1997, 2000) . This observation can be explained in terms of the finite spatial extent of large earthquake sources, as shown below.
A discrete finite-fault model of radiation is capable of reproducing the salient ground-motion characteristics of large earthquakes and has therefore been extremely popular over the past two decades. In this model, introduced by Hartzell (1978) , the finite-fault plane is subdivided into elements (subfaults), and the radiation from a large earthquake is obtained as the sum of contributions from all elements, each of which acts as an independent (sub)source. In the typical implementation, the rupture starts at a hypocentral point on the fault and propagates radially from it, triggering the subfaults as it passes them. The fields from all subevents are geometrically delayed and added together at the observation point. Note that we assign the same meaning to subfaults and subevents in this article because, as we show, our subfaults are assigned a characteristic dimension that is representative of subevent size for the modeled fault plane. Engineering simulations of ground motions from significant seismic events have been performed primarily through such kinematic models (Kanamori, 1979; Irikura, 1983; Heaton and Hartzell, 1989; Somerville et al., 1991; Hutchings, 1994; Tumarkin and Archuleta, 1994; Zeng et al., 1994 ; also see the review of recent work in Beresnev and Atkinson, 1997) .
Despite the apparent success of this method in reproducing observed ground-motion characteristics, its applicability has never been strictly justified and has remained heuristic in nature. Indeed, the approach assumes that a large earthquake is composed of independent events occurring on independently rupturing subfaults, which is not what follows from the representation theorem (e.g., Aki and Richards, 1980, their equation 14.7) . The chief justification for the use of the discrete finite-fault model for ground-motion prediction has been that it appears to work and that it provides more realistic time series and spectra than those obtained from point-source models. A critically minded observer might ask, "What is the basis for the belief that a continuous earthquake rupture can be represented as a series of isolated, smaller events?" Should we consider this method a technical ploy, fortuitously leading to the right answer, or does it fundamentally reflect the way real earthquakes rupture? Answering these questions is important for engineering seismology and earthquake physics in general.
Apart from this apparent conceptual weakness, another problem that discrete finite-fault models have invariably faced is the lack of a practical recipe for the choice of the appropriate subfault attributes. Indeed, if the idea of discretization of a large earthquake into smaller subevents can be taken for granted, what is the size of those characteristic earthquakes that make up a large event? Is the latter composed of a thousand small patches or no more than a few moderate events? This problem has not gone unnoticed, and the technical solutions proposed to date have generally been based on the postulate of self-similarity, or the assumption that the spectra of the largest events follow the same x 2 shape that is characteristic of smaller earthquakes. Simple summation rules, also prescribing the subfault size, have been developed to preserve the shape of spectra through different modeling scales (e.g., Joyner and Boore, 1986; Irikura and Kamae, 1994) . Although technically attractive, such solutions cannot be considered satisfactory. There is no sound basis for the applicability of self-similar spectral behavior, which is strictly valid for point dislocations only, to the scales of large and great earthquakes. Furthermore, the selfsimilarity postulate contradicts empirical data even for moderate seismic events, and certainly for large events (e.g., Atkinson, 1993; Atkinson and Silva, 1997, 2000) . In the absence of physically justified or well-calibrated rules for subfault-size selection, modelers have approached this aspect of ground-motion simulations on a rather ad hoc basis, often basing their selection on a particular aftershock record that happens to be available.
Intuitively, it appears quite natural that faults rupture as a sequence of breakage of small areas (asperities), rather than in a smooth and continuous manner, and this concept has a long history (e.g., Wyss and Brune, 1967; Papageorgiou and Aki, 1983) . To clarify the terminology used in this article, we note that the analogy of our subfaults to the commonly used asperities is based on the definition of both as characteristic zones on the fault that form the salient features of radiation. The subsequent comparisons of the sizes of characteristic slip zones from different studies are based on this definition. If we accept that the faults rupture discretely, we can qualitatively explain why the discrete rupture process creates the observed deficit of energy at intermediate frequencies, relative to the x 2 shape of an equivalent point source. The acceleration spectrum of ground motions from each small event decays quickly at frequencies below its corner frequency, which is high due to the small size of the subevent. However, at very low frequencies, the signals sum up coherently, boosting low-frequency energy. The net result is a spectrum that is relatively rich in radiated energy at the high-and low-frequency ends of the spectrum, with a sag in between (also see Beresnev and Atkinson, 1999, pp. 609-610 , and their figure 3). Two parameters govern the radiated spectral shape: (1) as shown by Beresnev (2001) , the slip velocity on the fault controls the amplitude of the radiated spectrum at high frequencies; and (2) the subfault (asperity) size controls the location and depth of the spectral sag. Thus the subfault size is an important model parameter and cannot be arbitrarily chosen.
In our previous work (Beresnev and Atkinson, 1999) , we calibrated the finite-fault radiation model against wellrecorded earthquakes in eastern North America (ENA), determining the slip velocity and the subfault size for each modeled event. By matching the observed and simulated spectral levels, we found that the subfault size that provides the least simulation bias follows a simple linear relationship with earthquake magnitude. Thus, one of the essential simulation parameters is a well-constrained function of magnitude, significantly reducing ambiguity in assigning the size of a subevent to the modeled earthquake.
In the present work, we extend the finite-fault model calibration to seventeen well-recorded moderate-to-large earthquakes in western North America (WNA), which cover the magnitude range from 4.7 to 7.3. The earthquakes in the moderate to large magnitude range are of most importance for engineering applications. We also provide comparison of source parameters derived for the WNA and the earlier modeled ENA events.
Simulation Method and Database
We use the stochastic finite-fault simulation technique, implementing the concept of fault discretization wherein subevents are represented as stochastic point sources. The detailed description of the method and references to the works on which it is based are given by Beresnev and Atkinson (1997, 1998a) ; here we provide a general method outline. Every subfault is assigned an average x 2 spectrum with a stochastic component superimposed on it; this reproduces the realistic quasi-random shape of observed groundacceleration time histories. The randomization of the spectrum is done according to the procedure defined by Boore (1983) ; a Gaussian noise spectrum with unit spectral amplitude is multiplied by the underlying x 2 point-source model spectrum. The number of subsources summed is prescribed by the total magnitude (seismic moment) of the target event. Even though each elementary source radiates an x 2 spectrum, the result of the summation of all radiated fields under the conservation-of-moment constraint does not lead to the same spectral shape; a spectral sag is created by the summation process as described previously (see also Beresnev and Atkinson, 1997; Atkinson and Silva, 1997) .
The two free parameters of the simulations are the maximum slip velocity (m m ) on the fault and the subfault size (Dl), controlling the amplitude of the simulated finite-fault spectrum at high and intermediate frequencies, respectively. These two parameters, combined with the total moment of the simulated event, completely define the shape of the source spectrum. For each event, the modeling error (also termed the simulation bias)-defined by the logarithm of the ratio of the observed to simulated response spectrum, averaged over all stations-is calculated for a given set of model parameters, over the frequency range from 0.2 to 13 Hz (or over the actual frequency range available from the original recordings). The slip velocity and Dl are then iteratively adjusted, using a grid-search approach, to minimize the error over the entire frequency band. We chose to simulate and calculate bias for the response spectra, as it is the characteristic of ground motions most relevant for engineering applications. All simulations use the FORTRAN code FINSIM, written and publicly released by the authors (Beresnev and Atkinson, 1998a) . All output-and input-parameter files used in this study, as well as a copy of the code, are freely available from the authors.
The list of all modeled WNA earthquakes is given in Table 1 , along with the fault geometries and event-specific simulation parameters. We use the published fault rupture dimensions if they are available. Otherwise (for most moderate events), we use the empirical relationship between the rupture area and the moment magnitude developed by Wells and Coppersmith (1994; their table 2A and figure 16a ): log (RA) ‫ס‬ ‫94.3מ‬ ‫ם‬ 0.91 M, where RA is the rupture area in km 2 . All observed data were obtained from the responsespectral database compiled by Pacific Engineering & Analysis (courtesy of W. J. Silva). This collection of data includes spectra of reliable corrected earthquake records in the usable frequency range, which facilitates their comparison with the results of simulations. The only exception is the Northridge earthquake, for which the earlier modeling results of Beresnev and Atkinson (1998b) were used.
To avoid complications related to the effects of local soil conditions on the amplitudes of ground motions, only data recorded on sites categorized as rock were used (Geomatrix Classes A and B, or typical shear-wave velocity of about 600 m/sec averaged over the top 30 m). Only events that had at least four rock recordings were selected for modeling. The list of all modeled stations for each event is given in Table 2. Table 3 lists the geographic coordinates, location, owner agency, and Geomatrix site class for these stations in alphabetical order. The generic modeling parameters common for all events are summarized in Table 4 . Note that all sites are assumed to contain the generic WNA rock amplification described by Boore and Joyner (1997) . A simplified form of the distance-dependent duration term (0.1R) was adopted from the results of Raoof et al. (1999, their figure 8 ).
Modeling Results

Model Bias
Figure 1 presents the mean modeling bias for all 17 simulated WNA events. The biases were determined at a series of frequencies equally spaced on the logarithmic scale, which are marked with the black circles (see details in figure caption). The ‫ע‬ one standard deviation and 95% confidence interval of the mean are also indicated. The bias for the Northridge earthquake was adopted from figure 5 of Beresnev and Atkinson (1998b) . The modeling bias for most events is not statistically different from zero, considering the respective width of the confidence interval. A large bias is noted for the Mammoth Lakes aftershock; however, there were only four stations available for this event ( Table 2) . As an example of individual simulations, Figure 2 compares the model spectra to the observed spectra on a station-by-station basis for the Loma Prieta earthquake, which has the largest number of stations. We acknowledge that discrepancies between the predictions and observations are significant for several stations. These discrepancies can be attributed to (1) the simplicity of the model, and more importantly, (2) the effect of variable site response at our rock sites that was assumed to be close to unity. For example, the effect of sitespecific amplification was found to play an important role in improving the fits between the simulated and observed spectra in previous applications of FINSIM (Berardi et al., 2000; Castro et al., 2001 ). On average, however, the method accurately reproduces the observations. Subfault Size Figure 3 plots the subfault size, determined for each simulated event, as a function of earthquake magnitude (solid circles). The subfault size was calculated as the average of its length and width. In Figure 3 , we combined the WNA data with the previously determined values of Dl for the ENA events (Beresnev and Atkinson, 1999) ; the latter are marked with the open circles. Also plotted is Dl for the M 8.1 Michoacan, Mexico, earthquake (Beresnev and Atkinson, 1998a) . One of the principal conclusions of our ENA study was that there was a simple linear relationship between the best-fitting subfault size and the magnitude of the simulated earthquake (size of the rupture) (Beresnev and Atkinson, 1999) . The WNA data fit well into this general trend. Figure 3 shows the linear regression determined separately for the WNA (including the Michoacan event) and ENA data (solid and dashed lines, respectively). The 95% confidence intervals are indicated for each line. The two regressions are statistically indistinguishable over the common magnitude range of the data (M Ͻ 7), in that the ENA confidence band lies entirely within that of the WNA data. The nearly total overlap appears to persist up to M 8 as well, although there are few data points to constrain the curves at large magnitudes. Figure 3 indicates that characteristic subevent size for both eastern and western North America earthquakes follows a very similar trend.
Using the results in Figure 3 , we treat the WNA and ENA data as one statistical ensemble and determine the regression line using all 26 earthquakes. The combined data are presented in Figure 4 as solid circles. The regression equation is log . ,
where Dl is the subfault size in km. This equation, obtained after adding 16 WNA earthquakes, is identical to the one derived earlier from just the ENA events (with addition of the Northridge and Michoacan events) (Beresnev and Atkinson, 1999, their equation 1) . This indicates a notable uniformity of source processes throughout tectonically different regions over a wide range in magnitudes. The characteristic subevent size for all events follows a well-defined straight line (equation 1) in an apparently deterministic manner.
Our findings suggest that even relatively small events (M 4-5) appear to rupture discretely, although for small magnitudes the difference in spectral shape between the finite-fault and point-source representation is not dramatic. Since the size of the subevent increases with magnitude, the number of small events that make up the large event never grows too large. Table 1 shows the ratio of the size of the total ruptured zone to the size of a subevent for the modeled WNA earthquakes (sizes were determined as the average of fault lengths and widths). If we consider the combination of WNA and ENA events, for earthquakes varying in magnitude by nearly four units and in linear dimensions from about 1 to 145 km, the ratio of fault to subfault size varies in a fairly narrow range, between 2 and 10, with the larger events (M Ͼ 6) typically having higher ratios.
Two other studies approached the problem of determining the characteristic size of the rupture zone on earthquake faults from different points of view. Somerville et al. (1999) summarized distributions of slip on the fault for 15 significant crustal earthquakes around the world, obtained over the last two decades by various investigators through the inversion of long-period seismic data. To obtain those slip inversions, the data were typically low-pass filtered at 1 sec or so. The slip distributions were used to identify the size of patches on the fault that accommodated most of the slip. These patches, called "asperities" by Somerville et al. (1999) , are functionally equivalent to the "subevents" in our investigation, in that these are the smaller areas on the fault whose consecutive ruptures form the large seismic event. We determined the sizes of the asperities from Table 4 of Som- Figure 1 . Bias for all simulated WNA events. The bias is defined as the logarithm of the ratio of the observed to simulated response spectrum, averaged over all stations. The biases were determined at a series of frequencies equally spaced on the logarithmic scale (0.10, 0.14, 0.20, 0.28, 0.40, 0.56, 0.79, 1.12, 1.59, 2.24, 3.16, 4.47, 6.31, 8.92, and 12.6 Hz) . Each panel also shows ‫ע‬ one standard deviation (thin solid lines) and 95% confidence interval of the mean (dotted lines). erville et al. (1999) by calculating the average of the areas of asperities listed by the authors for each event and taking its square root. These sizes are shown as a function of earthquake magnitude in Figure 4 (open circles). These data nearly overlap the data from our study for earthquakes of magnitude 6 to 7; at larger magnitudes, Somerville et al.'s characteristic subevent sizes tend to exceed the sizes from our investigation. The linear-regression equation drawn through the data of Somerville et al. (1999) is log Dl ‫ס‬ ‫2מ‬ ‫ם‬ 0.5 M (thin solid line), which shows that the two sets of modeling results define a nearly identical trend. Our database is additionally constrained by the significant number of Figure   2 . Observed and simulated 5% damped response spectra for the Loma Prieta earthquake (solid and dashed line, respectively).
Stations are arranged in the order of increasing hypocentral distance (see Table 2 ). Table 5 Comparison of Subevent Sizes of this Study, Asperity Sizes of Somerville et al. (1999) , and Crack Diameters of Aki (1992) . Empirically derived dependencies of the size of characteristic rupture zone (subfault) on an earthquake fault on earthquake magnitude. The results of three independent studies are shown; the linear regression lines through two of them (our study and that of Somerville et al., 1999) are indicated by the thick and thin solid lines, respectively.
smaller-magnitude events (in the range of 4 to 6), which were not considered in Somerville et al.'s investigation. It is significant that the subevent sizes in these two investigations were obtained in fundamentally different ways. While Somerville et al. (1999) used slip distributions obtained from a deterministic inversion of low-frequency data, our simulation matched both the low-frequency (deterministic) and high-frequency (stochastic) parts of the observed spectra using a stochastic approach. The subevent size thus appears to be a stable characteristic of an earthquake of specified magnitude, regardless of the underlying model assumptions.
The other relevant study is that of Aki (1992) , who determined the characteristic diameter of circular cracks responsible for the high-frequency radiation from five major California earthquakes. Aki (1992) uses the term "barrier interval" for crack diameter, since the author's model rep- resents the rupture as an aggregate of cracks separated by unbroken barriers (the specific barrier model of Papageorgiou and Aki [1983] ). The barrier interval thus has the meaning of the characteristic rupture size on an earthquake fault, which accords with the definition of subfaults in our study. The crack sizes of Aki (1992, figure 2 ) are indicated by inverted triangles in Figure 4 . They agree with the trends established by both our study and that of Somerville et al. (1999) , being closer to our regression line in the magnitude range of approximately 6-7, and closer to that of Somerville et al. (1999) at higher magnitudes. For direct comparison, the sizes of characteristic radiating zones from all three studies for the events in common are summarized in Table 5 .
Slip Velocity
Simple reasoning suggests that the maximum velocity of slip v m (hereafter simply called slip velocity) on the rupturing fault controls the amplitude of high-frequency radiation (Beresnev, 2001) . Even intuitively, it is clear that the faster-growing dislocations produce more destructive ground motions, as opposed to the slow (aseismic creep) earthquakes, which may have the same moment but are not even felt at the surface. Mathematically, this is illustrated through the equivalence between corner frequency (x 0 ) and v m ,
where u(ϱ) is the total slip on the fault and e is the base of the natural logarithm (Beresnev, 2001, equation 3) . From (2), assuming the x 2 spectral shape, one obtains the scaling law for the high-frequency spectrum as
where M 0 is the seismic moment. In some of our previous articles, we used the highfrequency radiation-strength factor (s) as a measure of the intensity of high-frequency spectral levels; s is also an input parameter to FINSIM. This factor serves as a proxy for the slip velocity and can be recalculated into v m through the equation (Beresnev and Atkinson, 1999, equation 4; Beresnev, 2001, equation 19) 
where Dr is a constant expressing the average stress parameter (50 bars used in all simulations), y is the rupture propagation velocity as a fraction of shear-wave velocity b, and q is density. The slip velocities derived in this way from modeling the seventeen WNA events are tabulated in Table  1 . Note that the quantity Dr has the physical meaning of the fault slip divided by fault dimension (multiplied by a constant) and is well constrained to the assumed value on average (Kanamori and Anderson, 1975) . It is not a factor controlling the shape of the spectrum of radiated waves, nor is it indicative of the high-frequency spectral level (see Atkinson and Beresnev [1997] for a discussion of the various definitions accorded to the term stress drop). Figure 5 plots the inferred WNA slip velocities as a function of magnitude in comparison with the slip velocities obtained for ENA (Beresnev and Atkinson, 1999) . The ENA data in Figure 5 (open circles) do not reveal a clear dependence on magnitude; their rather random character was one of the conclusions of Beresnev and Atkinson (1999) . However, the WNA data (solid circles) suggest a trend of decreasing v m with increasing earthquake size. This trend is our preliminary finding, which has yet to be independently confirmed. It is also not our goal in this article to speculate about the possible physical or tectonic cause of the slip velocity on faults decreasing with fault size.
If both WNA and ENA events are considered, the slip velocity appears to vary randomly over a small range, between 0.25 and 0.60 m/sec (radiation strength factor of 1.0 to 2.2). Figure 6 shows the histogram of slip-velocity distribution for all 26 events, with the WNA and ENA events distinguished by different shades. Assuming a normal distribution, the entire database suggests a mean velocity of 0.40 m/sec with the standard deviation of 0.09 m/sec. We acknowledge that these slip velocities fall in a surprisingly narrow range and that higher slip velocities are often inferred from other studies. For example, Wald et al. (1996) reported maximum slip velocity near the hypocenter of the 1994 Northridge earthquake of more than 4 m/sec, while slip velocities of greater than 1 m/sec are inferred from studies of the Loma Prieta earthquake (Steidl et al., 1991; Wald et al., 1991) and the Landers earthquake (Wald and Heaton, 1994; Cohee and Beroza, 1994) , based on the maximum modeled slips and rise times. In comparison to our simplified ap-proach, the detailed inversion studies referenced above look at slip in greater detail and may be capable of better resolving isolated patches of high slip. Our model may be reflecting a more smoothed picture of the slip velocity. On the other hand, detailed slip inversions necessarily contain their own intrinsic assumptions and trade-offs, and thus inferred slip velocities from these studies are also subject to significant uncertainty. To the extent of our knowledge, the most complete illustration of stunning uncertainties in obtaining slip inversions from observed data was published by Olson and Apsel (1982) , who showed that details of the inverted slip distribution are virtually controlled by the assumed parameterization scheme and the adopted set of constraints on the inversion algorithm. Even their study, in our opinion, did not address all possible sources of ambiguity, and it is beyond the scope of this article to further elaborate on them. Interestingly, our relatively smooth and simple representation of slip appears to be capable of modeling the observed ground-motion amplitudes as accurately as more detailed methods. The issue of slip velocity on faults is an area of active investigation, and there is much more to be learned before truly definitive conclusions on slip velocities can be reached.
Even though the slip velocity appears to vary over a relatively small range around its mean of 0.40 m/sec, these variations lead to a substantial change in the amplitude of high-frequency radiation. This happens because the highfrequency spectral level is proportional to v m 2 (equation 3). We conclude that the maximum velocities of rock displacement at the earthquake source may not vary significantly from one earthquake to another, indicating again a notable similarity in rupture processes. Nevertheless these variations are significant in regard to their ground-motion impact and are a significant source of stochastic variability from one event to another.
The slip velocity controlling the high-frequency spectral level in our model can be related to the equivalent Brune stress drop in the Brune (1970) point-source model. Recall that the average (over all azimuths) high-frequency spectral level for the Brune point-source scales as ∆σ 2 3 0 1 3 / / , M where Dr is the stress drop (Boore, 1983) . Although stress drop has been traditionally used in engineering seismology as a formal parameter controlling the strength of high-frequency radiation, we infer that slip velocity is the real physical quantity that controls high-frequency amplitudes. For example, the same change in stress can lead to either very strong highfrequency radiation, or no high-frequency radiation, depending on the time interval over which it occurred. Clearly, the rate at which stress changes is a key factor; stress drop is simply used as a proxy for the velocity of slip (Beresnev, 2001 ).
An interesting inference from our finite-fault model is that, for a constant value of maximum slip velocity, the Brune stress drop required to fit the high-frequency spectral level (if the event is modeled as a point source) appears to decrease as moment magnitude increases. Specifically, the average slip velocity of 0.4 m/sec produces a spectral level that, when averaged over all azimuths, requires a Brune point-source stress drop of about 150 bars for M 5, 70 bars for M 7, and only 25 bars for M 8. This may explain the empirical observation of decreasing Brune stress drop with increasing magnitude (Toro et al., 1997) . It may also explain why inferred ENA stress drops are typically larger than WNA stress drops; modeled ENA events tend to be lower in magnitude than their WNA counterparts (e.g., M ϳ5 in ENA versus M ϳ7 in WNA).
Conclusions
We conclude that the subfault size that best simulates strong-motion data from 17 well-recorded earthquakes in WNA follows a simple linear relationship, increasing with the moment magnitude of the earthquake in an apparently deterministic manner. The observed trend in WNA is statistically the same as that observed in ENA.
Our results indicate that large earthquakes should be viewed as a sequence of smaller events that comprise the large rupture. The characteristic size of these constituent small events is directly related to the size of the overall rupture, at least in the statistical sense. This conclusion may seem obvious, since the ideas of asperities, or zones that rupture on the faults and are separated by barriers, have long been in use in seismology. What is new and remarkable is the finding that the size of these asperities (or subevents) is unambiguously related to the size of the rupture and that this relationship is regionally independent.
Our inference is supported by other independent studies by Somerville et al. (1999) and Aki (1992) , in which the characteristic size of the rupture patches on earthquake faults has been determined. Even though these subevents are labeled differently by different authors, depending on the particular model used (subfaults, asperities, or barrier intervals), they seem to reflect the same reality: large earthquakes rupture discretely on a series of subfaults and should not be regarded as single sources. The size of the discrete subevents is directly related to the size of the overall rupture.
The maximum slip velocity on the fault appears to be a stable parameter that varies stochastically over a relatively narrow range. For the 26 events modeled in our study, the maximum slip velocity that we infer lies in the range from 0.25 to 0.60 m/sec. The slip velocities obtained for the WNA earthquakes exhibit an apparent decrease with increasing magnitude, while the ENA earthquakes appear to have randomly distributed slip velocities. If all events are considered together, they exhibit the mean value of slip velocity of 0.40 m/sec with the standard deviation of 0.09 m/sec.
The inferences from this study may have important implications for the prediction of strong ground motions and their uncertainties. Toro et al. (1997) distinguished between two fundamentally different types of uncertainty in groundmotion prediction. Epistemic uncertainty is caused by incomplete knowledge of the physical processes (i.e., uncer-tainty in the true mean) and can in principle be reduced by analyzing more data. On the other hand, aleatory uncertainty is due to the inherent randomness and unpredictability of the specific parameter values of future events (i.e., scatter about the mean) and is thus irreducible. Insufficient knowledge of the mean size of the characteristic rupture zones that form large earthquakes can be classified as epistemic uncertainty. The relationship between subevent size and magnitude derived in this article thus reduces epistemic uncertainty by empirically constraining the subevent size, leaving just aleatory uncertainty representing event-to-event scatter about the mean trend. Similarly, uncertainty in the mean slip velocity can be considered as epistemic uncertainty, while its apparently random variability about the determined mean value is aleatory uncertainty. The findings of this study thus reduce epistemic uncertainty and quantify aleatory uncertainty. The subevent size and slip-velocity parameters are region independent, indicating uniformity in source properties across variable tectonic settings and suggesting that a generic region-independent earthquake source model can be developed.
