This article focuses on the question of learning how to automatically select a subset of items among a bigger set. We introduce a methodology for the inference of ensembles of discrete values, based on the Naive Bayes assumption. Our motivation stems from practical use cases where one wishes to predict an unordered set of (possibly interdependent) values from a set of observed features. This problem can be considered in the context of Multilabel Classification (MLC) where such values are seen as labels associated to continuous or discrete features. We introduce the NaiBX algorithm, an extension of Naive Bayes classification into the multi-label domain, discuss its properties and evaluate our approach on real-world problems.
Introduction
Consider the problem of mapping a set of features to a set of labels. For instance, one may wish to associate the cooking preferences of tonight's guests to a list of ingredients for a cake, or map an image to a set of animal species present in the image, or again a text document to a list of topics. In the cake toy-example, it is reasonable to assume that, for the shopping part, the order in which the ingredients are presented is irrelevant. However, it is important that all ingredients for the cake are on the shopping list rather than a mix of ingredients between two probably acceptable cakes. Moreover, if the guests prefer a certain type of cake and one only needs brown sugar for its recipe, but could probably substitute it with white sugar, it is a desirable property of the cooking assistant that it does not predict both brown and white sugar with high probability in the shopping list. Such intuitive statements are key features of multi-label classification, when predicted labels are (conditionally) dependent on the presence of other labels, and are issues we attempt to address in this paper.
This article deals with such problems where one wishes to predict a set of discrete-valued variables with no specific order and where the target variables are interdependent. Where multi-class classification maps an example x to a single element within a (possibly large) set of classes, multi-label classification maps each x to a subset of all possible labels within the class set.
Practical examples range from document labeling to gene functional classification. One particular new application, which motivates the current work, deals with the prediction of which electricity power plants need to have their production schedule changed when unexpected events occur in the network, in order to quickly re-optimize the production so as to answer the power demand.
The problem of predicting a subset y ⊂ Y of labels given a set of features x can be seen as one of multi-class classification if we consider a target class as being one of the possible subsets in the powerset P(Y). As one deals with a powerset, this number might be very large as it grows exponentially with the size of the labels set. To counter this, we first learn to predict the correct subset size m for a given x, then predict a first value given x and m, then a second value given x, m and the first value, and so on until we reach the predefined size of the subset we wish to predict. This allows us to retain the conditional dependencies between values within the set. For this purpose, we construct a cascade of predictors (where predictor number k predicts the k-th element in the subset) and we suppose that each of these predictors is a Naive Bayes Classifier (NBC). This hypothesis induces a dramatic simplification of the predictors computation's complexity (both in time and space), and the overall learning task boils down to training the elementary parameters of a single NBC that can be used for prediction of every element in the subset. Our presentation unfolds as follows. We recall the principle and properties of Naive Bayes classification in Section 2. Then, in Section 3, we review the question of multi-label classification, formalize the problem of learning a probabilistic classifier for a subset of labels, introduce a general "cascade of predictors" method in which we finally apply Naive Bayes Classifiers. We derive a learning algorithm called NaiBX and discuss its properties in Section 4. Experimental validation results and comparisons are presented in Section 5. Finally, we summarize and conclude in Section 6.
Naive Bayes Classification
Classification, a key problem in supervised learning, consists in mapping a tuple of features x = (x 1 , . . . , x n ) belonging to a feature space X , to a class c in the set C of possible targets. Different approaches to classification have been discussed in the Machine Learning literature; for a review, see Kotsiantis (2007) , or the fundamental textbook by Hastie et al. (2001) .
Let X = (X 1 , . . . , X n ) be the random vector of observations x, taking its values in X , and let C be the random variable describing the class associated to X. A probabilistic classifier f assigns the class c to a new observation x if c maximizes the conditional probability of C = c given that X = x. More formally f (x) = argmax c∈C P(C = c|X = x).
(1)
According to Bayes rule, this probability can be written as P(C = c|X = x) = P(C = c)P(X = x|C = c) P(X = x) .
Consequently, evaluating the argument under the max operator in Equation 1 boils down to evaluating the probability P(C = c) of observing class c and the probability P(X = x|C = c) of observing a sample x among those of class c. This last quantity is a joint distribution over n = dim(X ) variables which might be difficult to estimate. The Naive Bayes assumption consists in supposing that all features X i of X are conditionally independent given the value of the class variable; that is ∀(i, j) ∈ [1, n] 2 , P(X i |C, X j ) = P(X i |C). This implies that
, and eventually,
Thus, constructing a Naive Bayes classifier consists in estimating values for P(C) and P(X i |C), given a set of training examples x l , c l ) l∈ [1,L] , so as to solve the maximization problem of Equation 2 given a new observation x new .
Continuous Features in NBCs
In the case of continuous X i features, one generally assumes a parametric probability density function p(X i = x i |C = c) for the distribution of X i given C. In this case, Equation 2 needs to be rewritten as
and the denominator in Equation 3 is computed as
The p (X = x|C = c) elements in the last expression can be decomposed further into products of univariate distributions using again the Naive Bayes assumption.
Optimality of NBCs
Although the Naive Bayes assumption is rarely true in most real-world applications, NBCs perform surprisingly well and are often competitive against more sophisticated methods (such as Classification Trees, Support Vector Machines or Neural Networks for instance). The conditions for the optimality of NBCs given the conditional independence assumption (hardly ever met, in practice) have been studied for instance in (Domingos and Pazzani, 1997) and, more recently, in (Zhang, 2004 (Zhang, , 2005 . Intuitively, since the conditional independence assumption almost never holds, the probability estimation perfomance of NBCs may be poor. The authors of (Zhang, 2004) demonstrate it is the distribution of dependencies among attributes X i that affects the classification performance, rather than the dependencies themselves. They derive the conditions for optimality of NBCs under which it is shown that the class having maximum estimated probability remains the correct one, despite the fact that those estimations are flawed.
Multi-label Classification
The canonical classification task (Hastie et al., 2001) in machine learning deals with binary targets: given a vector of observations x, one wants to associate to it the most appropriate class c in C, where |C| = 2. If we extend C to be a set of any finite amount of target classes we are then facing a multi-class problem: we must choose one option among many available. Binary methods such as Support Vector Machines can be extended (Crammer and Singer, 2002) to handle such cases via the construction of several one-against-all classifiers at the cost of storing more parameters, while others such as NBC or decision trees natively support multi-class problems.
In the present paper we address the more general problem of multi-label classification (MLC). Given a set C of options ("labels"), we look for the most appropriate subset of those options, denoted by
where the number of labels to assign to each observation is itself part of the problem. Often one performs a problem transformation, that is, algorithms for binary and multiclass classification are adapted to handle multi-label problems. One such transformation is known as the Label Powerset (LP) method (Tsoumakas and Katakis, 2007; Tsoumakas et al., 2010) , that consists in turning a multi-label problem into a multiclass one. This operates by mapping x ∈ X to one of the sets c k = {c j } that compose P(C), in practice usually a big set. While LP methods offer the advantage of taking into account label dependencies (Viola and Jones, 2001) , as the number of classes scales exponentially with the number of labels, this approach cannot cope with rich sets of labels. To counter this, Tsoumakas et al. (2011) developed the RAkEL algorithm (RAndom k-LabEL sets), a variation on LP that trains a series of m models whose targest are a subset of k labels from those available.
Another approach consists in independently training a binary classifier for each admissible label c j ∈ C thus obtaining as many models as there are labels; a method known as Binary Relevance (BR) (Tsoumakas and Katakis, 2007; Read et al., 2009) . It is worth noting, however, that such an approach implicitly assumes conditional independence between labels since it predicts them independently.
Classifiers Chains
In MLC, target vectors can be represented in two equivalent ways. Assuming for example that the set of available labels is Y = {1, 2, ..., 10}, then one can seamlessly express the targets in the following alternative fashions:
The second one is what is commonly adopted in the literature (Tsoumakas et al., 2010) , where models are trained to predict the presence of label l i through a binary variable Y i ∈ {0, 1}.
Stemming from the principles of BR, Read et al. (2009) extended the method by taking into account information about label interdependence. They proceed in an incremental way, at each step taking into account what was predicted previously. Their Classifier Chains (CC) meta-algorithm first starts by predicting whether label l 1 is to be included in the target vector. It then continues predicting the presence of the second label l 2 given the information contained in the data (X) and whether l 1 was included in the target vector (Ŷ 1 ∈ {0, 1}). At the i-th step we havê
The order of evaluation of the binary labels Y i ∈ {0, 1} can affect negatively the performance of the algorithm. Their Ensemble of Classifier Chains (ECC) is a possible countermeasure to this limitation: they extend their methodology by training m different predictors on random permutations of the labels to then operate a bagging (Breiman, 1996) step for the selection, via a threshold function, of the best labels. So for example one could have
4 ) and so on. Dembczynski et al. (2010) refined this method with their Probabilistic Classifier Chains (PCC) at the cost of dramatically increased computational costs. While at each iteration of CC, we get the prediction of a label (either "1" or "0"), with PCC we obtain the full joint distribution of the labels. Exploiting the chain rule of probability at each step one gets
where f i (X) = P(Y 1 = 1 | X, Y i−1 , ..., Y 1 ) is a probabilistic classifier predicting the probability of label l i being included in the target vector. To accomplish this, at each level of the chain they need to compute a joint distribution, which is the cause of its high computational costs.
Complexity of NBC for multi-label classification
To set ideas and simplify the presentation, we shall suppose that X = R n and that the X i |C are distributed following a Normal distribution N (µ ic , σ ic ) (although our work straightforwardly extends to more general families of variables and distributions). Consequently, given a training set x l , c l ) l∈ [1,L] , estimating the parameters of an NBC consists in estimating and storing |C| − 1 values to describe P(C) and 2n|C| values to describe all p(X i |C). More generally, the space requirements for estimating and storing an NBC are in O(κn|C|), where κ is the number of parameters required to characterize a single univariate distribution p(X i |C = c).
If the class space C is the powerset P(Y) of a label set Y, then the number of possible classes is |C| = 2 |Y| and the space requirements of the corresponding NBC are in O(κn2 |Y| ). These requirements quickly become impractical for real-life applications; for instance, a problem with 10 Gaussian features X i and 100 labels yields an order of magnitude for the space complexity of the corresponding NBC of 10 31 values stored. This specific issue motivates the developments presented below.
Motivating Example
Before presenting the main contribution of this paper, we introduce a practical application case which motivated the present work, although detailed results for his problem are beyond the scope of this paper. In the context of the unit commitment problems, energy providers finely plan their production one day ahead, given a forecast of the demand. Often, unpredicted events (temperature variations, utility failure, etc.) affect this demand and the original plan must be adapted in order to meet the updated demand while minimizing costs for the producer.
Optimization software for electricity production planning aim at solving extremely large combinatorial optimization problems which may take a long time to solve to optimality. Since the new demand is known within a very short delay, any operation that minimizes the running time of this re-optimization allows a quick return to a balanced network and an economical benefit for the producer. One such operation consists in selecting a subset of the network's plants whose production plan should be modified, thus defining a reduced problem, whose resolution time is compatible with the operational requirements.
Let K be the number of power plants in the network and let us suppose that one wishes to select m of them to be re-planned. The corresponding NBC that predicts the m values has space requirements in O nκ It is important to note in this example that the dependencies between plants that participate in the re-optimization should be preserved by the classification algorithm. Suppose for instance that in the re-optimized production schedule, only the program of plant A has changed. Suppose, moreover, that plant A has a twin plant B in the network with the exact same characteristics, then an equivalent optimal schedule can be found by switching plants A and B. The optimal set of power-plants predicted by a perfect classification algorithm, should contain either plant A or plant B but not both. This aspect of conditional dependencies among labels is a key issue to be held into consideration when working on MLC (which cannot be captured by the BR approach).
Cascades of Predictors
One intuitive way to tackle the problems illustrated above is to consider that selecting a given-size subset consists in choosing a first element in Y, then a second given the first, then a third given the first and second, and so on until one reaches the appropriate subset size. In other words, selecting a subset of Y can be done by choosing an ordered sequence of values of Y if our selection function at each step effectively re-creates the correct unordered subset. This approach differs from classifiers chains since it does not predict in sequence whether the |Y| labels belong or not to the target, but rather picks them incrementally. Notably, the cascade architecture does not rely on an a priori ordering of the labels (contrarily to CC).
Let Y be the random variable describing the subset of Y that should be associated to x. The target of the classification algorithm is to learn the correct mapping from x to realizations of Y . We writeȳ such realizations of Y to avoid confusion with vectors y of values of Y. Then the classifier f we are searching for is
In order to sequentially select the elements of the optimalȳ as stated intuitively, one would wish to decompose the probability of Equation 4 into elementary probabilities related to each element y i ofȳ. Such elementary probabilities are related to the random event "y i ∈ Y ". Let M be the random variable describing the size of Y . Then a subsetȳ is composed of elements y 1 until y k , where M takes the value k. Given a collection of labels y 1 , . . . , y k (ȳ = {y 1 , . . . , y k }) belonging to Y, the following statements hold:
Equation 5 expresses the fact that individual properties on the y i can help characterize the probability that a given subsetȳ is included in Y . Equation 6 helps expressing that Y is precisely equal to such a subsetȳ. Its formulation is equivalent to the target of CC algorithms.Finally, Equation 7 is of particular interest to us since it states that the subset that is both included in Y and has the same size as Y is precisely equal to Y .
We use Equation 7 to decompose the probability estimate of the probabilistic classifier in Equation 4, using the chain rule
As a notational shortcut, for any sequence of values y 1 , . . . , y i ∈ Y, we introduce
Then, using the chain rule again on the second term of the product of Equation 8, we can write
and more concisely
p(y i |x, m, y 1 , . . . , y i−1 ) . et al. (2010) analyze formally how different algorithms in the literature solve the maximization problem of Equation 4, rephrased above using Equation 7. They argue that the Bayes optimal classifier solves this maximization problem to optimality. The classifier chain approach, however, exploits Equation 6 and adopts a greedy search heuristic consisting in incrementally picking the most (marginally) probable labels in a predefined (artificial) order. Our cascade architecture somehow falls in between these two extremes. It adopts a greedy, possibly sub-optimal search method that incrementally picks labels in the label set, but does not rely on any predefined ordering of the labels.
Dembczynski
The cascade architecture searches for a solution to the maximization problem of Equation 4 by computing the heuristic score function
.
Each of the m + 1 probability estimators in the product above is a classifier in itself. The feature space of p(y k |x, m, y 1 , . . . , y k−1 ) is X × N × Y k−1 . We call such a structure a cascade of predictors. The cascade structure unfolds seamlessly from the application of the chain rule (see Figure 1) . In a cascade, one predicts the number of elements in the subset, then the first value of the subset, then the second using the results from the computation of the first, etc.
The name cascade comes naturally for such a sequence of predictors. It also refers to the detector cascade architecture introduced by (Viola and Jones, 2001) , which has been subject to some recent attention by (Saberian and Vasconcelos, 2014) for instance.
Cascade of NBCs
Up to this point in this reasoning, no assumption has been made regarding those probability estimators used in the cascade of predictors. Any efficient classification algorithm can be used to predict each level in the cascade. This implies storing in memory |Y| + 1 classifiers having increasingly complex feature spaces and predicting values in a class set of size |Y|. Although this might be practically feasible in cases where |Y| is small enough, it may not scale up to large label sets. Furthermore, the feature spaces of the last predictors in the cascade are complex, requiring powerful learning architectures. Finally, the training of each level in the cascade can take very long. To illustrate this last point, let us consider a training example (x,ȳ) whereȳ has size m. Let k be an integer smaller than m. The k-th level in the cascade estimates the probability that the k-th label is a certain y ∈ Y, given the input Now let us discuss how taking NBCs as base classifiers for each level in the cascade induce a dramatic simplification of both training and storage of the multi-label classifier. Let us suppose that each of these estimators is built upon the Naive Bayes assumption. Based on the conclusions of Zhang (2004 Zhang ( , 2005 , although the probability estimates of these classifiers are poor, at each step of the cascade the computed argmax remains close to optimal. Eventually, we are left with |Y| + 1 NBCs: one for the subset size prediction and one for each level in the cascade. If we start the numbering at zero, predictor zero estimates P(M |X), then predictor one estimates p (y 1 |x, m), predictor two estimates p (y 2 |x, m, y 1 ) and so on. Let f k be the selection function of predictor number k.
Let us consider the k-th predictor in the cascade. Since it is a Naive Bayes classifier, according to Equation 3, its selection function decomposes as
Distribution
Space complexity 
Note that finding the argmax in Equation 9 does not require computing the denominator since it does not depend on y k . We keep this denominator nonetheless for the sake of rigor and because Equation 9 can be used in an extension to our algorithm which is discussed in the perspectives (but beyond the scope of this paper).
Computing the selection function f k requires evaluating each term of the numerator in Equation 9. Each term in this numerator is a univariate probability estimator. These estimators are not specific to the k-th step in the cascade: take two predictors f k and f k ′ , both will make use of the same generic probability estimators P(y ∈ Y ), p(X i |y ∈ Y ), P(M |y ∈ Y ) and P(y ′ ∈ Y |y ∈ Y ). The same univariate probability estimators are simply combined in different fashions at the different stages of the cascade.
The cases of f 1 and f 0 require different computations. Recall that f 1 (x, m) is the selection function of the first label. Its computation makes use of the same P(y ∈ Y ), p(X i |y ∈ Y ) and P(M |y ∈ Y ) probability estimators as the rest of the cascade (simply it does not use the P(y ′ ∈ Y |y ∈ Y ) estimator). Finally, f 0 (x) selects the most probable subset size associated to x. Since f 0 is also a Naive Bayes Classifier, its computation requires the P(M ) and p(X i |M ) univariate probability estimators. Table 1 summarizes the 6 univariate distributions that are required for the computation of all levels in the cascade, along with the space complexity of their storage (detailed in section 4.2). Finally, the overall space requirements for the whole cascade is O((nκ+|Y|)|Y|).
The NaiBX Algorithm
The previous Section set down three concepts:
• Decomposing the multi-label classification problem into a sequence of single-label predictors, organized in a cascade to retain the dependency relationships between labels.
• Illustrating why, despite the reduction from multi-label to cascade of single-label predictions, its application can be difficult for large problems.
• Showing how the introduction of NBCs in a cascade of predictors did not require the estimation of a different classifier at each level of the cascade, but rather made use of 6 generic univariate probability estimators which can be easily computed from available data and which are combined together in different manners by each level of the cascade.
In this Section we introduce the NaiBX 1 algorithm, which computes the distributions introduced in the previous analysis and uses them to make multi-label predictions given new data.
Algorithm Overview
NaiBX is an online algorithm that combines a training function add_example and a prediction function predict_y. It makes use of the data structures presented in Table 2 to store the parameters necessary to the evaluation of the distributions summarized in Table  1 . Algorithm 1 presents the incremental learning process of the add_example function while Algorithm 2 presents the operations performed when a new sample x requires the prediction of the associated subset of labels. The add_example procedure computes the statistics describing the 6 probability distributions required by NaiBX for future predictions (presented in Table 1 ). The use of µ iy and M 2iy (resp. µ im and M 2im ) is recommended by (Knuth, 1997; Chan et al., 1983) for the online calculation of mean and variance of a population.
The predict_y function receives a new observation x new as an input and predicts a vector of labels y pred in a two-step process. In the first one, it estimates the size of the target vector via the predict_m function. In the second step it proceeds by estimating the elements of the vector through the cascade of predictors. At each iteration the function predict_yk is called and fed as an input the sizem and the labels estimated so far. Note that NaiBX was thought as the natural extension of Naive Bayes Classifiers to the multilabel case. If one trains NaiBX on a data set with targets y obs of size m = 1 with values from a target set of size |Y| = 2, that is
then NaiBX will act as a traditional binary Naive Bayes Classifier. Furthermore, allowing |Y| > 2 will return a multi-class classifier.
The algorithm presented in Algorithms 1 and 2 assumes a Gaussian distribution for all continuous variables. However, NaiBX can be straightforwardly extended to any other type of distribution. 
Complexity Analysis
Storing the cascade of predictors during the training phase boils down to storing the parameters of the six probability distributions presented in Tables 1 and 2 . The space complexity of storing these parameters are recalled in the above tables. Thus, as stated before, the space requirements of the whole cascade of classifiers is in O (|Y| (κn + |Y|)).
As a matter of illustration, with |Y| = 150, m = 30 (as in the power plants example), κ = 2 and n = 10000, this upper bound is in the order of 10 6 : storing 10 6 values seems much more practical than the estimated 10 63 of the initial example (see Section 3.3).
It is also relevant to note that if one specializes the previous approach to the prediction of fixed-length subsets of size m (as in the power plants example), then the analysis above still holds with the simplification that there is no need for predictor number zero.
The time complexity of the training and prediction phases unfolds straightforwardly from the presentation in Algorithms 1 and 2. These remarks are summarized in Table 3 .
Laplacian Smoothing
A common practice in Naive Bayes prediction is to use additive (Laplacian) smoothing in the estimation of probabilities related to discrete variables, in order to compensate for unseen examples and to avoid having zero estimates for P(X|Y ) and P(Y ) that pull the estimated probability of a class down to zero. In the general case, for a discrete variable Y which can take K possible values and for which Y = y has been observed N y times after N observations, estimating P(Y = y) using Laplacian smoothing can be written
This sample correction corresponds to supposing that each possible value of Y has been seen exactly once before any other observation, which implies that P(Y ) is non-zero. Asymptotically, this does not affect the overall behaviour of the probability estimator. In our analyses we applied it when estimating the probabilities P(M = m), P(Y = y), P(M = m|Y = y) and P(Y ′ = y ′ |Y = y). In our case, attention must be paid in the case of P(Y ′ = y ′ |Y = y). One knows that P(Y ′ = y ′ |Y = y) = 0 if y = y ′ . This violates the assumption behind Laplacian smoothing that every possible value of Y ′ has been observed exactly once before sample collection started. Consequently, the estimation of P(Y ′ = y ′ |Y = y) should follow Equation 11. Note in particular that we use K = |Y| − 1 since there is one forbidden value for Y ′ . Table 4 : Description-Continuous data sets
Bag-of-Words Text Representation
Throughout the paper, the features are assumed continuous, as this was the framework within which NaiBX was thought of and developed. Nonetheless, as in the MLC literature text analysis is one of the most relevant applications, we provide some examples of application to such data sets. In our implementation for NaiBX , the Naive Bayes classifiers are built following a standard approach, as seen for example in Manning et al. (2008) . Each entry in the input data is a Bag-of-Words (BoW ) representation of a document, that is, each keyword appearing in the document is associated to the number of times it appears in the text. When indicated as "binary", for each observation we only have information on whether or not a word was included. In this latter case a Bernoulli model is used, while for the former we opted for a multinomial model. We kept the estimation of probabilities to the prediction step and limited the training phase to updating the tables of frequencies.
Experimental Results
In this Section we introduce applications of NaiBX to real data sets, the methodologies followed and observations on the results obtained. We perform a comparison of predictive performance (computational time and prediction quality) against some popular models implemented in MEKA (Read et al., 2016) , adopting the default parameters.
Data Sets
As stated previously (Section 3.3), our work stems from a practical problem encountered in optimization in engineering and our direct interest is on continuous features. Nonetheless, as NaiBX is easily extensible to handle discrete features in the form of Bag-of-Words (Section 4.4) we provide some application examples. The computational experiments were conducted on data taken from a set of standard MLC data sets 2 commonly adopted in the literature. We worked on all the examples with continuous features and those with a Bag-of-Words encoding. In Tables 4 and 5 one can find the list of the input data. The Yahoo data set was split into 11 subsets at the source and, according to practice in the literature, we provide analysis for each of them individually. 
Evaluation Metrics
As "not all data sets are equally multi-label" (Tsoumakas and Katakis, 2007) , one needs to quantify multi-labelness. A common metric of choice is the average dimension of the target vectors across the data set, known as label cardinality
While in binary classification one can directly look at the number of times the prediction was equal to the observed class and thus get an idea of the quality of the model, for MLC the issue is not as straighforward.
One could adopt the zero-one loss metric, common in the classification literature (Tsoumakas and Katakis, 2007) 
or alternatively the zero-one score
where y i andŷ i are respectively the observed and predicted target vectors for the i-th observation, and I(y i =ŷ i ) takes value one if the two vectors are exactly the same and zero otherwise.
In the case of targets of dimension one (m = 1) this corresponds to the error rate (see Hastie et al., 2001, chap. 7) . In MLC, this returns the proportion of samples correctly predicted. For very large target vectors y i , the zero-one Loss becomes less meaningful as a single mistake will invalidate an otherwise good prediction while, for example, one could see as a success the correct prediction of 23 out of 25 labels. We can introduce the notion of partially correct prediction. Intuitively, we want to measure the average number of operations it would take to turn the predicted vector y into the correct one. If the prediction is perfect, then this will return zero. This is captured by the Hamming Loss metric, defined as
or alternatively as the Hamming score
where L is the number of available labels. In the literature, other commonly found measures are Accuracy, Precision and Recall (Tsoumakas and Katakis, 2007) given respectively by
None of these metrics can be considered flawless. In the case of data sets with low cardinality and big |Y| for example, the great majority of labels are not included in the predicted vector and for many labels we have y j i = 0. If the predicted labels are all wrong we can still get small values of H S . On the other hand, if one works with Recall, one will have an advantage at predicting as many labels as possible. This will give us high values of recall at the expense of many labels predicted when not needed, that is, many false positives will be predicted. In general, measuring the performance in MLC can be a problem in itself, as some models can perform better than others given a specific metric.
Methods
In our model, we can distinguish two main features: the choice of a cascade of predictors to perfom multi-label classification and the choice to adopt Naive Bayes Classifier as labelestimation tool. Among the algorithms available for MLC, the chains of classifiers (CC) and their ensemble (ECC) extension introduced by Read et al. (2009) seem to be one of the most efficient variations on BR, while RAkEL (Tsoumakas et al., 2011) is among the most interesting variations on LP. We therefore compare our model to these, making prediction via CC and ECC with SVM and NBC as base predictors (referred to as CC SV M & ECC SV M and CC N BC & ECC N BC ) and RAkEL with SVM as base predictor (default parameters: k = 3, m = 10). As exposed in Section 3.3, we are interested in methods granting running times in the order of seconds or minutes. Nonetheless, for the sake of comparing predictive performances, we allowed running times (including handling data, training and testing) of up to 12 hours with 4 GB of memory reserved to the task 3 . For methods that failed to deliver a result, their corresponding line in the tables is left blank. In the case of the Yahoo data sets, neither ECC SV M/N BC nor RAkEL could produce any result and we thus we restricted the comparison to CC SV M and CC N BC . We adopted the default parameters for all the algorithms applied in the analyses.
When possible, the models were cross-validated with a 10-fold method (see Hastie et al., 2001 , chap. 7) and the estimated losses were obtained asl = 1 10 10 k=1 ℓ k . For bigger data sets (including Yahoo), as most of the algorithms would produce no output within our time and space limits, we split the data into training and testing partitions, reserving 66% of the data to training (indicated in the tables as "CV 66%"). Computing times are included to assess the impact of the algorithms' complexity on performances and are indicated in the tables as T train and T test , respectively the number of seconds spent on the training and prediction steps.
For the prediction step, NaiBX is composed of two distinct phases (Section 4.1), the prediction of the size of the target and the following prediction of the labels via the cascade scheme. The prediction of the target size m is a peculiar feature of NaiBX and we think that it deserves some attention. We applied our algorithm skipping the first step of size prediction by using as an input the true, observed, size m and reported the results as N BX T rueM , (details in Section 5.6).
Results for Continuous Features Data Sets
Albeit with some exceptions, it appears that for the case of continuous features more refined approaches such as ECC SV M and RAkEL yield better overall performances as shown in Table 6 . They do so, however, at the expense of increased computational times and storage complexity. While for small data sets this can be neglected, for bigger ones computation costs can become prohibitively expensive. This appears evident in the case of the NUS-WIDE data set: ECC SV M and RAkEL could not produce any result after 12 hours of computations and CC SV M did it after about 11 hours for training and one minute for prediction. NaiBX , on the other hand, took 0.249 seconds for training and about a minute for prediction. Even though execution times cannot be compared directly because of the different implementations involved, these relative differences are a good indicator of the limit of these more accurate (on average) tools and the performance-cost trade-off involved. NaiBX can scale up to bigger data sets rather seamlessly while retaining the possibility of being adopted as an online algorithm, a property that, for example, SVM-based methods cannot offer.
For high-dimensional data sets, the overhead costs associated to our prototype implementation of NaiBX are overcome by the costs due to the complexity of the algorithms. For simpler data sets such as emotions and music (|Y| = 6), NaiBX prediction was ten times slower than CC methods. For bigger data set such as Mediamill and NUS-WIDE (respectively |Y| = 101 and |Y| = 81) this difference disappears. With CAL500, the most complex data set with its 174 labels available, this fact is once again evident: despite being the smallest (502 observations), ECC methods present the same order of prediction times as NaiBX while being considerably slower during training. NaiBX can be highly competitive for data sets of high cardinality as in this case. Comparing it with RAkEL and ECC SV M , we see how severely the complexity of these approaches is affecting the process with respect to other data sets and how NaiBX managed to better approximate the average target size and the accuracy.
When reading results on the recall criterion, one can see how an algorithm that overestimates m will consistently outperform the others in terms of this metric, as for example observed for CC N BC . On the same line, one can observe a direct relation between the predicted cardinality and precision values: on average, the lower the cardinality, the higher the score. Table 9 presents the average difference between NaiBX and the best non-NaiBX classifier on each dataset. The previous comments mitigate the seemingly bad results on precision and recall. The good overall performance of NaiBX is very close on average to its best competitor for H s , Z s and Acc, when it is not the best itself (CAL500 and NUS-WIDE ).
Results for BoW Data Sets
In the analysis of binary BoW data (Table 7) the differences between NaiBX and the best options are relatively moderate with the exception of the Enron data, where NaiBX , despite capturing well the average LCard yields scores inferior to those of other methods. In the case of LLog data, 4 out of 5 methods predicted a cardinality of less than one, which is justified by the fact that 207 out of 1460 observations (∼14%) are not labeled (not excluded a priori ), 205 of which were correctly identified by NaiBX . On the other hand, for SlashDot, there were three such cases although no observations had empty targets. These were two examples of weakly multi-labeled data sets that proved to be challenging to address.
For multinomial BoW features (Table 8) , CC SV M and NaiBX underestimate the average cardinality, even though NaiBX sensibly more than CC SV M . These two methods outperform CC N BC and present scores very close to each other (see Table 9 ), while differing by 3 to 4 orders of magnitude in terms of computing times for reasons already listed in Section 5.4. For CC N BC , both for continuous and BoW features, we can observe a strong relation between the (over)estimated cardinality and a good score in recall, thanks to fact that this metric does not penalize including more labels than necessary in the target. As expected, different metrics capture different characteristics and they should be taken into consideration together when choosing a tool for a specific task.
Prediction of the Target Size m
The prediction of the parameter m is of fundamental importance for the efficacy of our method and improvement on this alone would give great benefits. Intuitively, when we estimate too big or too small targets, we lose in terms of performance, as we are making mistakes no matter the result of the subsequent estimations. For continuous features, NaiBX , CC SV M and ECC SV M generally manage to capture well the cardinality of the data Table 9 : NaiBX vs Best Opponent (positive values indicate NaiBX is the best) sets while for text data they underestimate the size of the targets, especially in the case of NaiBX . CC N BC and ECC N BC tend in general to overestimate the size of targets, leaving space for a case-by-case parameter tuning to possibly get better results. On most of the instances, N BX T rueM is as good as or better than the best performing algorithm on all metrics, prompting great interest for further work on the specific topic of size estimation. This, though not a trivial task, can be considered as a separate step from label prediction, for example in the form of a standard multi-class classification problem. Numerous appropriate solutions already exist for this problem, whose properties are well studied and for which substantial literature is available (Hastie et al., 2001) . With our experiments, we could show how much NaiBX can gain from improvements in this single step alone. In cases where we have a large label set for example, the time spent on predict_m is a small fraction of that spent on predict_y. Adopting more sophisticated methods at the cost of increased computational time is an option worth exploring.
Conclusion
This paper showed how a MLC problem can be approached via a cascade of predictors and how to employ NBC to carry out prediction, yielding an extension of Naive Bayes Classification to the domain of multi-label classification. The proposed algorithm showed significant advantages in terms of computation costs and proved to be competitive in terms of predictive performance, thus offering a viable alternative for tasks requiring a more agile computational footprint.
Our approach allows to see the problem from a different perspective than the current literature, notably thanks to the prediction of the target size (m) independently from the prediction of the labels. In future research we will further address this aspect, not excluding the possibility of mixing different prediction paradigms for the two tasks.
In its current formulation, NaiBX does not guarantee that the solution found is optimal. To compensate for this, an interesting research lead consists in the possibility of predicting more than one target vector at a time, returning as final answer a set of vectors with their relative score. An interesting feature of NaiBX is that this prediction can be done with little added complexity. Additionally, the very low computational footprint of NaiBX opens the possibility of applying a committee-learning scheme (Boosting for instance (Hastie et al., 2001) ) to improve the overall performance.
Overall, we introduced NaiBX , a computationally light and efficient multi-label classification method, that proved to be both scalable to large and complex data sets and competitive with state-of-the-art algorithms in terms of predictive performance. This opens up new perspectives for its application on large scale, real-world data.
