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ABSTRACT
Accurately reproducing the physics behind the detonations of Type Ia supernovae and the
resultant nucleosynthetic yields is important for interpreting observations of spectra and rem-
nants. The scales of the processes involved span orders of magnitudes, making the problem
computationally impossible to ever fully resolve in full star simulations in the present and
near future. In the lower density regions of the star, the curvature of the detonation front
will slow the detonation, affecting the production of intermediate mass elements. We find
that shock strengthening due to the density gradient present in the outer layers of the pro-
genitor is essential for understanding the nucleosynthesis there, with burning extending well
below the density at which a steady-state detonation is extinct. We show that a complete
reaction network is not sufficient to obtain physical detonations at high densities and mod-
est resolution due to numerical mixing at the unresolved reaction front. At low densities,
below 6×105 g cm−3, it is possible to achieve high enough resolution to separate the shock
and the reaction region,and the abundance structure predicted by fully resolved quasi-steady-
state calculations is obtained. For our best current benchmark yields, we utilize a method
in which the unresolved portion of Lagrangian histories are reconstructed based on fully
resolved quasi-steady-state detonation calculations. These computations demonstrate that
under-resolved simulations agree approximately, ∼10% in post-shock values of temperature,
pressure, density, and abundances, with expected detonation structures sufficiently far from
the under-resolved region, but that there is still room for some improvement in the treatment
of subgrid reactions in the hydrodynamics to before better than 1% can be achieved at all
densities.
Keywords: methods: numerical – nuclear reactions, nucleosynthesis, abundances – shock
waves – supernovae: general – white dwarfs
1. INTRODUCTION
Type Ia supernovae are generally agreed upon
to be the result of the thermonuclear disruption
of carbon-oxygen white dwarfs. Apart from this,
there remains little that can be said with certainty
about the nature of these events. What is known is
that these events are extremely luminous, powered
by the radioactive decay of 56Ni (Pankey, Jr. 1962;
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2Colgate & McKee 1969), and when combined with
a well constrained relationship between light curve
decline time and peak luminosity, type Ia super-
novae can be used as standard candles (Phillips
et al. 1999). This feature has allowed SNe Ia to
be used to measure redshifts out to z ∼ 1, mak-
ing SNe Ia instrumental in the discovery of the ac-
celeration of the expansion of the universe and by
consequence, the existence of dark energy (Riess
et al. 1998; Perlmutter et al. 1999). Much of the
uncertainty around SNe Ia lies in the nature of the
progenitor system. Progenitor systems of SNe Ia
fall into two categories based on the number of
white dwarfs involved: single degenerate or dou-
ble degenerate. From these categories, the explod-
ing white dwarf can be placed into two mass cate-
gories, Chandrasekhar mass or sub-Chandrasekhar
mass. The single degenerate, Chandrasekhar mass
scenario (Whelan & Iben 1973) is the canoni-
cal picture of a white dwarf accreting material
until it crosses the Chandrasekhar mass limit of
∼1.4 M, whereupon nuclear reactions begin and
eventually disrupt the white dwarf. In the sub-
Chandrasekhar scenario, also known as the double
detonation scenario (Nomoto 1982), the progeni-
tor white dwarf accretes helium either peacefully
from a non-degenerate companion or through a vi-
olent merger with a white dwarf companion. When
enough has been accreted, a detonation is triggered
in the helium shell and in the proper conditions
may trigger the detonation of the carbon-oxygen
core of the white dwarf. A recent study by Shen
et al. (2018a) has found evidence that three high
velocity, galactic white dwarfs may be the ejected
companion stars from this scenario.
In the case of a sub-Chandrasekhar mass pro-
genitor or, for a Chandrasekhar mass progenitor
during the second stage of a delayed detonation,
the fusion reactions that power the destruction of
the star propagate supersonically as detonations.
The simplest 1D model of a detonation that agrees
fairly well with reality is known as the Zeldovich-
von Neumann-Doering (ZND) model (Zeldovich
1940; von Neumann 1942, 1963; Döring 1943)
and is shown in figure 1. In the ZND model, a pla-
nar shock wave moves into an unreacted medium
with some speed, D. The material is shocked to a
pressure and density state based on the von Neu-
mann conditions. Once the material reaches this
condition, reactions occur in a region behind the
shock known the reaction zone. The energy pro-
duced in this region is deposited into the shock,
powering its forward propagation. At some point,
the sonic point, the flow of material behind the
shock will become super-sonic with respect to
and causally disconnected from the shock. For
Chapman-Jouguet detonations, the sonic point oc-
curs at the termination of the reaction zone. If one
of the reactions behind the shock front is endother-
mic or there is some other form of dissipation, the
sonic point moves into the reaction zone, and the
Chapman-Jouguet detonation is no longer possi-
ble. In this case, the lowest detonation speed that
provides a well behaved solution to the governing
equations is the eigenvalue speed, and the pro-
duced detonation is known as the eigenvalue or
pathological detonation. (Fickett & Davis 1979;
Sharpe 1999; Bdzil & Stewart 2012)
As a consequence of the star’s geometry, deto-
nations powering SNe Ia will not be planar, but
curved. Figure 2 gives a simple schematic of a
curved detonation. In this 2-D diagram, the sonic
point has become a sonic surface, but overall the
structure is similar to the planar case. A detona-
tion which is convex in the direction of propagation
will be weaker than the planar case for two main
reasons. First, curvature introduces flows that are
divergent from the direction of propagation. Di-
vergent flows will remove energy that would oth-
erwise be used to power the forward propagation
of the shock. Secondly, the sonic surface is moved
inward reducing the area of the causally connected
region of the reaction zone, thereby reducing the
energy available to power the forward propagation
of the shock. Taking into account the detonation
strength is crucial due to its determination of nu-
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cleosynthetic products. Townsley et al. (2012) and
Moore et al. (2013) demonstrated the importance
of curvature for detonations in helium shells on
white dwarfs. Dunkley et al. (2013) studied the
effects of detonation curvature on the nucleosyn-
thetic products of carbon burning from SNe Ia.
They found that in the mid to low density regions
of the white dwarf, small amounts of curvature are
sufficient to change the final products of the deto-
nation. Their findings are shown as the black lines
in figure 3. This figure shows the expected nucle-
osynthetic products given an eigenvalue detonation
initiated at a selected density and curvature, κ. κ
is calculated as 1/radius of curvature, and in 1-D,
is 1/radial coordinate within the white dwarf. The
red line shows the values of κ for the progenitor
used in this study. From this figure, we can expect
that there should be a large amount of intermediate
mass and lighter elements produced in the explo-
sion. At ∼2.0×106 g cm−3, the detonation is ex-
pected to become extinct, and no further burning
should occur.
The main problem associated with accurately
modeling detonations in full-star calculations of
SN Ia comes from the length scales involved. Fig-
ure 4 shows the distance behind the shock at which
10% of the peak values of carbon (orange) and
oxygen (blue) have been consumed for a steady
state detonation at the given density and its appro-
priate curvature from figure 3. The solid line is a
similar length scale but for the higher detonation
speeds observed in the simulation due to the shock
steepening induced by the density gradient in the
outer layers of the progenitor (see section 2). The
purple, dotted line represents the highest resolu-
tion calculation we have completed, 0.0625 km,
and the brown, dotted line represents a typical res-
olution used in full-star type Ia calculations, 4 km
The portion of the blue and orange lines that falls
under each dotted line represents unresolved burn-
ing. At the highest densities, the carbon consump-
tion length reaches the order of centimeters and
smaller, making it, essentially, computationally
impossible to fully resolve the entire explosion in
full star simulations. The unresolved nature of
the detonations raises questions about the fidelity
of the results that are produced by hydrodynamic
simulations (see section 3). In the past, the so-
lution to this problem has been to post-process
temperature-density histories recorded during the
simulation by tracer particles. While this may pro-
duce results that are more valid than those from
the hydro calculations, one should realize that
the unresolved features of the detonation are im-
printed on the temperature-density histories as well
(Harris et al. 2017). Consequently, directly post-
processing the temperature-density histories still
leaves the thermodynamic structure of the detona-
tion under-resolved.
This paper is novel in three ways. First, we
demonstrate a new method of reconstructing the
unresolved portion of the detonation during post-
processing. Second, we assess the important as-
pects that can influence a detonation, including
density dependence, curvature, and density gra-
dients over a wide range of spatial resolutions.
Third, we verify benchmark yields by compar-
ing to the structure of steady-state detonations as
given by the ZND model computed with a fully
resolved error-controlled integration and appropri-
ately complete nuclear network. Reconstructing
the unresolved detonation structures in the post-
processing gives us confidence in our ability to
produce accurate, verified benchmark yields that
can be used in comparisons to observations, as
well as the results from other simulations. As our
benchmark problem we choose a centrally ignited
sub-Chandrasekhar full detonation. This demon-
strates all the important aspects that can influence
detonations, including density dependence, curva-
ture, and density gradients, in a configuration that
can be simulated in one dimension, allowing a
wide range of resolutions. Over a small range of
low densities, we are even able to resolve the re-
action front in the hydrodynamics. We choose to
focus on a 0.8 M progenitor since it will have a
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Figure 1. Schematic of a ZND, eigenvalue, planar
detonation adapted from Carvalho & Soares (2012).
smaller portion of its mass burned completely to
Fe-group elements compared to higher mass pro-
genitors, making computation of accurate yields
most challenging.
In section 2, we give detailed description of the
progenitor and the explosion simulation and its
results. We then discuss our methods of post-
processing and give a detailed description of the
reconstruction method in section 4. Results of
the explosion simulation, direct post-processing
are discussed in section 5 and are compared to
the post-processed results of other other calcula-
tions that utilized alpha-particle networks, parame-
terized burning schemes, and thickened detonation
fronts in section 6.1.
2. PROGENITOR AND SOFTWARE
In this work, we use a 0.8 M white dwarf
with initial mass fractions of 50 percent carbon,
48.6 percent oxygen, and 1.4 percent metals cor-
responding to solar metal mass fractions Asplund
et al. (2009), as the progenitor. The central density
and temperature of the progenitor was 1.05×107
g cm−3 and 3×107 K, respectively. The detona-
Shock
Sonic Surface
End of Reaction Zone
Dn
Region of  energy release
Figure 2. Schematic of a detonation with positive cur-
vature, adapted from Bdzil & Stewart (2012). The speed
of a positively curved detonation is lower for two rea-
sons. First, curvature introduces divergence to the flow
(red arrows) that reduces the energy available to the for-
ward propagation of the detonation. Second, curvature
moves the location of the sonic surface inward, reducing
the area of the reaction zone that is causally connected
to the shock.
tion of the progenitor was initiated by placing a
150 km temperature gradient with a peak temper-
ature of 1.98×109 K into the core of white dwarf,
with the required size of the gradient determined
by calculations similar to those in Seitenzahl et al.
(2009a).
We utilize the FLASH hydrodynamics code
(Fryxell et al. 2000) for the explosion simulation
segment of this study. The explosions simulations
were run in one dimension at 4, 2, 1, 0.5, 0.25,
0.125, and 0.0625 km resolution for 7.5 seconds
of evolution. To minimize computational cost, an
adaptive refinement technique is used. The sim-
ulation is only fully refined in regions where the
energy generated by nuclear reactions is higher
than 1016 ergs g−1 s−1. For regions which do not
meet this energy generation criteria, the adaptive
mesh is managed as described in Townsley et al.
(2009). At 0.8 seconds, the shock has left the star
and there is no longer a reaction front. During the
last 6.7 seconds of simulation the time, the star is
allowed to derefine, reducing the cost of the sim-
ulation, but not significantly affecting the overall
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Figure 3. Detonation curvature vs density. Curva-
ture, κ is measured as 1/radius of curvature. In this
1-D scenario, the radius of curvature is the radial loca-
tion in the progenitor. The orange and blue lines show
the measured curvature for a 0.8 M and 1.0 M pro-
genitor, respectively. The black solid lines (Dunkley
et al. 2013) separate regions of the expected nucleosyn-
thetic yields from an eigenvalue detonation at a given
density and curvature. Below ∼2×106 g cm−3, the det-
onation is expected to become extinct, and no longer
self-propagating.
results from each calculation. As previously per-
formed in Shen et al. (2018b) (Shen18) and used
here for the first time with a fairly complete reac-
tion network, we have integrated the nuclear reac-
tion network from the Modules for Experiments in
Stellar Astrophysics (MESA, Paxton et al. 2011,
2013, 2015, 2018) into FLASH. This allows for
the use of arbitrary sized networks during the ex-
plosion simulation, contrary to our previous stud-
ies, in which a small network or parameterized
burner is used during the explosion simulation,
and a larger network is used to post-process the
results. In these simulations, we use a 205-isotope
network that consists of neutrons, 1−2H,3−4He,
6−7Li, 7,9−10Be, 8,10−11B, 12−13C, 13−16N,15−19O,17−20F,
19−23Ne, 21−24Na, 23−27Mg, 25−28Al, 27−33Si, 29−34P,
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Figure 4. The distance behind the shock at which 10%
of 12C (orange) and 16O (blue) has been burned for a
steady-state, eigenvalue detonation (dashed) as well as
a steady-state detonation traveling at speeds taken from
the 0.0625 km resolution calculation (solid). The cur-
vature for each density is taken from the 0.8 M pro-
genitor. The purple dotted line represents the highest
resolution from the explosion simulation, and the gold
dotted curve line represents a resolution typically used
in type Ia explosion simulations. Burning for each stage
is unresolved for densities at which the solid line falls
below the dotted line. Also shown in black is the lo-
cation of the sonic point (for eigenvalue detonations)
or for overdriven detonations, the location of the analo-
gous pressure minimum.
31−37S, 35−38Cl, 35−41Ar, 39−44,K, 39−49Ca, 43−51Sc,
43−54Ti, 47−56V, 47−58Cr, 51−59Mn, 51−66,Fe, 55−67Co,
55−68Ni, 59−66Cu, and 59−66Zn. Figure 5 shows a
schematic of this network. We use the nuclear re-
action network from MESA release 7624 with the
latest JINA-reaclib reaction rates that are contained
within that release. For comparison purposes, ex-
plosion simulations were also completed using the
aprox13 (Timmes 1999) nuclear reaction network
and our parameterized burning routine described
in Townsley et al. (2016).
6As will be discussed in section 4.2, we use the
open source software instrument eZND (Moore
et al. 2013), to reconstruct the detonation in our
post-processing. eZND is a tool that allows us
to calculate the results of steady-state detonations
in the ZND paradigm for a given pre-detonation
density, background temperature, radius of cur-
vature, and detonation speed. We chose to use
eZND for two primary reasons. One, it utilizes
the same MESA nuclear reaction network that is
used in both our explosion simulations and direct
post-processing so we can use an identical nuclear
reaction network across all three methods. Two,
compared to our previous work (Townsley et al.
2016, Townsley16), which only implements pla-
nar detonations, eZND includes the effects of cur-
vature during the ZND integration (Sharpe 2001)
and includes methods for automated determination
of the eigenvalue detonation as well as traversal of
the pathological point (Sharpe 1999), and has been
used in the study of helium shell detonations (Shen
& Moore 2014; Moore et al. 2013)
3. EXPLOSION SIMULATION RESULTS
In this section, we discuss the results of the ex-
plosion simulations, and show that due to the unre-
solved nature of the detonation, we must use post-
processing in some form to obtain reliable nucle-
osynthetic results. Figure 6 shows the isotopic
mass fraction profiles of four of the major nucle-
osynthetic products of our explosion simulations
at 7.5 seconds post-explosion, 28Si, 32S, 40Ca, and
56Ni, at 4, 2, 1, 0.5, 0.25, 0.125, 0.0625 km resolu-
tion. For each of the shown isotopic mass fractions,
there is a clear dependence on the resolution of the
simulation, though the strength and direction vary.
The profiles of 32S and 40Ca are both of importance
due to their use in comparisons to observations and
56Ni is the energy source of the observed light from
SNe Ia. Early-time spectral features are dependent
on the abundances in the outer layers of the mate-
rial ejected by the explosion. At radii greater than
∼75000 km, the mass fraction of 32S can vary by
as much as a factor of 2, and the mass fraction of
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Figure 5. Schematic of the 205 isotope network used
in the explosion simulations and post-processing calcu-
lations.
40Ca can vary by orders of magnitude as the resolu-
tion increases. Abundance variations of this scale
would likely have a non-negligible effect on ob-
served spectral features.
The produced mass fractions of 56Ni do not fare
much better with increasing resolution. Since it is
produced in the densest region of the star, the burn-
ing lengths are at their shortest, and this is burn-
ing that can not be fully resolved. Although the
yields are suspect, the amount of 56Ni produced
gives us insight into the strength of the detonation
as it travels through the white dwarf. As the resolu-
tion increases, the peak mass fraction of 56Ni falls,
pointing to the decreasing strength of the detona-
tion with increasing resolution.
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Table 1. Selected Explosion Simulation Yields by Resolution in M
Iso 4km 2km 1km 0.5km 0.25km 0.125km 0.0625km
28Si 0.188 0.206 0.223 0.239 0.256 0.271 0.285
32S 0.130 0.138 0.145 0.150 0.154 0.158 0.161
40Ca 0.0323 0.0321 0.0317 0.0313 0.0303 0.0291 0.0276
56Ni 0.194 0.170 0.147 0.124 0.103 0.0843 0.068
Table 1 contains the yields of 12C, 16O, 28Si, 32S,
40Ca, and 56Ni in M taken from the explosion sim-
ulations at each resolution. Most striking is the
change in the 56Ni yield from 4 km to 0.0625 km
resolution. The amount of 56Ni produced falls from
0.194 M to 0.068 M, a factor of ≈2.9. As seen
in the radial profiles, as the resolution increases the
yields of the products of complete and incomplete
silicon burning decrease and the silicon yield in-
creases, again adding evidence for a weaker explo-
sion at higher resolution.
To confirm the resolution’s effect on the deto-
nation’s speed and thus strength, we also mea-
sured the velocity of the detonation in the explo-
sion simulation. The position of the detonation was
recorded at each timestep in the simulation. A line
was fit to the position-time data in 100 timestep
intervals and the slope of the line was taken as
the detonation speed. Figure 7 shows the calcu-
lated detonation speeds as a function of density.
As the resolution increases, the measured speed of
the detonation decreases, pointing to a weaker det-
onation, agreeing with the nucleosynthetic results.
Though the nucleosynthetic results of our explo-
sion simulations are not converged at this point, the
convergence of the measured detonation speeds is
much better, appearing essentially converged over
a wide range of densities. Also shown in this fig-
ure is the calculated eigenvalue detonation speed at
a given density with the curvature corresponding to
the WD radius at the location of the detonation. As
expected from figure 3, the eigenvalue detonation
speed decreases before hitting the transition from
the primarily incomplete Si burning branch to the
primarily carbon-oxygen burning branch, and then
finally becoming extinct. The detonation in the
explosion simulation travels faster than the eigen-
value detonation at all resolutions, though the det-
onation in the 0.0625 km case briefly dips to the
eigenvalue speed at∼5×106 g cm−3. This is due to
the extra energy released by the simultaneous burn-
ing of carbon and oxygen (section 5, figure 14).
Where it most differs is near the extinction point.
Here the eigenvalue detonation has become extinct
due to the combination of the low density and the
curvature, but the detonation in the explosion sim-
ulation begins to accelerate. At this location in the
progenitor there is a strong density gradient. Far
from decreasing strength below 3×106 g cm−3 and
going extinct below 2×106 g cm−3 as was assumed
by Dunkley et al. (2013), we find that the deto-
nation is strongly overdriven when traveling down
the density gradient.
Figure 8 shows the Mach number of the detona-
tion. The Mach number provides another way of
measuring the strength of the detonation. Across
all models, the explosion simulation detonations
have consistently higher Mach numbers than the
eigenvalue detonation. The Mach numbers of the
explosion simulations systematically decrease to-
ward the Mach number of the eigenvalue detona-
tion with increasing resolution.
While the detonation speed in our simulation
appears fairly converged, the difference between
this and the eigenvalue speed demonstrates that
an under-resolved calculation can appear con-
verged and still not be accurate. The region of
figure 7 where we expect the eigenvalue solution
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Figure 6. Isotopic mass fractions of 28Si (top,left), 32S (top, right), 40Ca (bottom,left), and 56Ni (bottom,right) vs ra-
dius from the explosion simulations run at 7.5 seconds post-explosion at 4 (red), 2 (orange), 1 (blue), 0.5 (green), 0.25
(magenta), 0.125 (cyan), and 0.0625 (black) km resolutions. The mass fraction profiles all show a strong dependence
on the resolution, though the direction and strength depend on the location in star.
to be most accurate is at densities in the range of
0.7×107 g cm−3. This is the region of the star
where the density gradient is most shallow and the
detonation is most thin, leading to what should
be a very close match to the eigenvalue solution.
We attribute the remaining differences between
the detonation speeds in this region to the under-
resolved calculation. As seen in figure 4, the 16O
burning length scale in this region is between 10
and 100 cm, and the 12C burning length scale is
a few tenths of a cm. These are so far below the
grid scale that in order to do better it will be nec-
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Figure 7. Detonation speeds measured from the explo-
sion simulations and for a steady-state (eigenvalue) det-
onation are shown for various densities The speeds in
higher resolution simulations are closer to the expected
eigenvalue speed except at lower densities, where the
shock is significantly stronger than that of a steady-state
detonation due to the density gradient present in the pro-
genitor.
essary to improve the treatment of sub-grid-scale
reactions in the simulation, most likely with some
form of direct model. Section 6.3 discusses the
use of a reaction limiter, which should perform
better but is short of a direct model. However, the
improvement is found to be modest. We consider
this to be a remaining source of uncertainty in our
benchmark yields.
The detonation speed observed in the simulation
is higher than the eigenvalue solution at all den-
sities, most significantly at lower densities. This
corresponds to an overdriven state, mostly induced
by the shock propagating down a density gradient.
While a steady-state overdriven solution contains
no sonic point and has a density minimum (see
Townsley et al. 2016, for examples), here we use it
as an approximate proxy for the abundance struc-
ture near the shock as described in more detail in
section 4.2.
The effects the strength of the detonation has
on the burning lengths of carbon and oxygen at
a given density are shown in figure 4. The solid
lines are the burning lengths of carbon (orange)
and oxygen (blue) and calculated from a steady-
state detonation at a given density with the ap-
propriate curvature and detonation speed measured
from the 0.0625 km resolution explosion simula-
tion, and the dashed lines are the burning lengths
measured from an eigenvalue speed detonation at
the same conditions. In the case of carbon the over-
driven detonation burning length is slightly shorter
than the eigenvalue detonation at densities from
∼3.5×106 g cm−3 to ∼1.0×107 g cm−3. At lower
densities, when the eigenvalue detonation transi-
tions from the incomplete Si burning branch, the
overdriven detonation burning lengths are orders
of magnitude shorter. As mentioned above, the
eigenvalue detonation reaches a density where it
can no longer propagate, but the overdriven deto-
nation continues. At ∼6.0×105 g cm−3, the burn-
ing length becomes resolved in the 0.065 km cal-
culation. The oxygen burning length shows only
a light change at densities higher than the extinc-
tion density. However, much like the carbon burn-
ing, oxygen burning is allowed to continue at lower
densities with the stronger, overdriven detonation.
Oxygen burning becomes resolved in the 0.0625
km calculation at ∼3.5×106 g cm−3. Also shown
in figure 4, are the distances to either the sonic
point, for eigenvalue detonations, or the pressure
minimum, for overdriven detonations. In general,
as the density decreases, the location of the sonic
point or pressure minimum moves further behind
the shock front. When the detonation reaches a
density where curvature causes it to change burn-
ing branches, the distance to the sonic point or
pressure minimum undergoes a sudden change. At
2×106 g cm−3, the oxygen consumption length be-
comes longer than the distance to the sonic point
or pressure minimum for both the detonation cal-
culated at simulation conditions and the eigenvalue
detonation.
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Figure 8. Mach number as a function of density. The detonations from the explosion simulations have consistently
higher Mach numbers than the eigenvalue detonation. The Mach number of the explosion simulation detonation
approaches the Mach number of the eigenvalue detonation with increasing resolution.
The role of overdriving on the strength of the det-
onation means that techniques that use results from
eigenvalue detonations are insufficient to describe
the detonation behavior at these lower densities.
This suggests that consideration of the strengthen-
ing of the detonation due to density gradients in the
star, which depends on the relative direction of the
detonation propagation with respect to the density
gradient in multi-dimensional simulations, is crit-
ical to understanding and therefore modeling and
validating, nucleosynthetic yields for SNe Ia.
4. POST-PROCESSING
In this section we will the discuss the two meth-
ods we use for post-processing the temperature-
density histories produced in our explosion simu-
lations. We will first discuss the method of directly
post-processing the histories using the MESA one-
zone burner. We then go on to discuss our new
method of reconstructing the detonation during
post-processing.
4.1. Direct Particle Post-Processing
Each explosion simulation carried 10000 La-
grangian tracer particles that recorded temperature-
density histories for post-processing. At the end
of the simulation, the particles were divided into
100 velocity bins in increments of 250 km/s. This
is similar to the process used in Townsley et al.
(2016), we have now utilized the MESA one-zone
burner to integrate the temperature-density his-
tories, using the same 205 isotope nuclear reac-
tion network that was included in the explosion
simulation. The particles in each velocity bin are
post-processed, and then the average of each bin
is taken. The ejecta density profile is obtained by
binning the results of the final simulation timestep
into 1000 radial bins. The total mass, average
density, and average radial velocity of material in
each bin is computed. The velocity in each bin is
then used to interpolate the isotopic mass fractions,
which were computed in velocity bins, into mass
bins.
4.2. Post-Processing with Detonation
Reconstruction
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As we have established, the structure of the det-
onation in the explosion simulation is unresolved
through large portions of the star. Direct post-
processing may be enough to overcome this prob-
lem, but there still exists the problem that the un-
resolved portion of the detonation is imprinted in
the temperature-density histories used as the in-
put. By reconstructing the detonation during post-
processing we are able to compute yields with time
histories in which the detonation physics is fully
numerically resolved throughout. The uncertainty
in the derived nucleosynthesis is then related to ac-
curacy of the instantaneous detonation speed, and
therefore shock strength, computed in the simula-
tion. Relating uncertainty to a physical parame-
ter creates a more manageable situation from the
standpoint of systematic uncertainty than the ad-
hoc use of numerically under-resolved histories in
post-processing.
Reconstruction is done for each post-processed
track in the explosion simulation. The pre-
detonation density, background temperature, and
radius of curvature can all be taken directly from a
particle’s starting position in the progenitor. This
leaves only the detonation speed as the tunable pa-
rameter. We have chosen to use the measured deto-
nation speed from the explosion simulation (figure
7) at a track’s pre-detonation density as the detona-
tion speed in its reconstruction. Reconstructing the
history of a track is a multistage process illustrated
in figure 9. First, we must pick a starting time for
the detonation. We choose that to be the time of
the density peak recorded by the track as it moves
through the shock. The pressure peak is another
valid choice, but we choose the starting time to co-
incide with the time of the recorded maximum den-
sity (henceforth, density peak), as it consistently
occurs the earliest in the under-resolved tracks.
Next, we choose a point, that will be referred to
as the pasting point, some number of steps after
the density peak. In this work, we have chosen
the pasting point to be 20 steps after the density
peak. Now, the history between the density peak
and the pasting point is replaced by the results of a
ZND integration of a steady-state detonation, per-
formed with eZND, at the track’s pre-detonation
density, temperature, and radius of curvature with
the supplied detonation speed up to the time of the
pasting point. Finally, the remainder of the track is
post-processed using the MESA one-zone burner
with the final isotopic mass fractions of the ZND
integration used as the initial mass fractions.
The starting point of the final integration is de-
termined by the pasting point’s location relative to
the pressure minimum in the ZND integration. Fig-
ure 9 gives an illustration of the following scenar-
ios. If the pasting point occurs after the pressure
minimum, the temperature and density at the pres-
sure minimum of the ZND integration are used as
the starting point, and the temperature and density
history is interpolated to the pasting time. Con-
versely, if the pasting point occurs before the pres-
sure minimum, the integration begins at the final
point of the eZND integration before the pasting
point with the intermediate history interpolated be-
tween that point and the pasting point.
We use the term "quasi-steady-state" to refer to
the detonation structure that results from the above
pasting procedure. It should be noted that the det-
onation speed taken from the explosion simulation
is usually higher than the eigenvalue speed, so that
that the portion of the history computed with eZND
corresponds to an overdriven, or supported, steady-
state solution. The overdriven steady-state solution
is only an approximation of the structure of a deto-
nation moving down a density gradient. Evaluation
of systemic uncertainty due to this approximation
is left to future work, but is expected to be small
based on the similarity of the tracks and the over-
driven steady-state solution.
Figure 10 shows an example of the reconstruc-
tion of a track with a pre-detonation density of
6×106 g cm−3 from the 0.0625 km resolution
explosion simulation. The black lines show the
recorded histories from the explosion simulation,
the orange, solid lines show the reconstructed his-
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tory of the particle, the orange, dashed lines show
the continuation beyond the pasting point of the
structure of a fully steady-state overdriven detona-
tion, and the green dotted line shows the results of
an eigenvalue detonation at this density. The past-
ing point is shown as the vertical dash-dotted line
and is 20 time steps after the density peak. The
unresolved structure of the detonation can seen
clearly in the middle panel of figure 10. What
should be a sharp, instantaneous peak in pressure
is a broad, multi-peaked feature created by the
broad, unresolved detonation front. The pressure
peak from the eZND calculation is sharper, and
reaches a higher maximum value than the pressure
peak seen in the explosion simulation. The unre-
solved detonation imprints similar features in both
the density (top) and temperature (bottom). The
reconstructed detonation is slightly stronger than
the eigenvalue detonation, and at the pasting point
the eigenvalue detonation predicts values of pres-
sure, density, and temperature that more closely
match the values seen in the explosion simulation.
The steady-state portion of our quasi-steady-
state reconstruction using the simulation detona-
tion speed over-predicts the density and pressure
by around 10% and temperature by 1% at the past-
ing point. We consider this a satisfactory match,
given the degree to which the simulation is under-
resolved, and will treat this mismatch as a com-
ponent of the remaining uncertainty in our final
yields. Reducing this uncertainty is left to future
work. Improved modeling of the unresolved pro-
cesses in the simulation will likely be necessary,
and a better approximate solution of the quasi-
steady-state structure in the presence of a density
gradient may also be required.
5. COMPARISON OF NUCLEOSYNTHETIC
RESULTS
Given that the detonation is unresolved through
the majority of the star at even at our highest reso-
lution, what effect will this have on the yields com-
pared to those produced in our two post-processing
methods? Figure 11 shows the mass fraction-
mass profiles produced by the explosion simu-
lations (dotted), direct post-processing (dashed),
and post-processing with detonation reconstruc-
tion (solid). The most striking difference between
the produced mass fractions is the amount of 56Ni
produced in the explosion simulation compared to
either of the two post-processing methods. For
both resolutions, the mass fraction of 56Ni is con-
sistently higher throughout the ejected material.
This is also seen in the mass fraction of 32S and
40Ca, but not in the mass fraction of 28Si, in which
post-processing methods produce higher amounts
than the explosion simulation. The higher mass
fraction of these heavier species compared to the
lower mass fraction of 28Si point to burning being
more complete in explosion simulation than in the
post-processing. The disparity between the explo-
sion simulation and post-processing results shrinks
with increasing resolution, meaning the burning
becomes less complete as the resolution increases.
This echoes what was shown in section 3: the
strength of the detonation decreased with increas-
ing resolution.
Similar features can be seen in the velocity pro-
file (figure 12). Much like in the mass profile,
the reconstructed results lie between the explo-
sion simulation and direct post-processing results.
However, in the velocity profile, the differences
in the outer regions of the star, velocities greater
than 20000 km s−1, are much more pronounced.
The material at these velocities has experienced
more complete burning than is seen in either post-
processing method. This is the region of the star
where the density gradient is strongest, and the
detonation is being strengthened. The method of
reconstructing the unresolved portion of the deto-
nation with the structure of a steady state detona-
tion may not work as well in this region. What
is likely happening is that the refinement that we
force when the detonation leaves the star has a
smearing effect on the isotopic mass fractions of
the high velocity ejecta. However, as this does not
affect the amount of material present in this region,
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Figure 9. Schematic of the reconstruction of an under-resolved temperature-density history shown in pressure. The
quasi-steady-state detonation calculation (solid, orange) replaces the unresolved detonation structure (dashed, black)
recorded by the explosion simulation from the time of maximum density (dotted, black) to the chosen pasting point
(dash-dotted, purple). The initial point of the final MESA integration is determined by the location of pasting point
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the initial point of the final integration begins at the final eZND integration timestep before the pasting point.
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Figure 10. Example of the reconstructed density (top), pressure (middle), and temperature (bottom) histories of a track
with a pre-detonation density of 6×106 g cm−3 from the 0.0625 km resolution calculation. The black line represents
the values directly from the explosion simulation, the orange line represents the full reconstructed history, the orange,
dashed line represents the continuation beyond the pasting point of the structure of a fully steady-state overdriven
detonation, and the green line shows the results of an eigenvalue detonation at this density. Left shows the histories as
function of timestep prior to and after the density peak and right shows the histories as a function of time after shock
on a log scale.
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and the mass coordinate of the isotopic mass frac-
tions remains constant, the total yields produced by
explosion are not affected by the derefinement.
Figure 13 shows the mass fraction of 28Si, 32S,
40Ca, and 56Ni produced by post-processing with
detonation reconstruction in velocity space for the
2, 1, 0.5, 0.25, 0.125, and 0.0625 km resolution
runs. The greatest variations with resolution are
seen in the mass fractions of 28Si, 32S, and 56Ni
at the lowest velocities with the 0.0625 km reso-
lution results showing the lowest average amount
of 56Ni in this region. This is unsurprising as this
material is produced in the highest density region
of the progenitor where the detonation speed was
most sensitive to resolution. The 1 and 0.25 km
cases show discrepancies in the amount of 28Si and
32S at velocities higher than 15000 km s−1. This is
likely a combination of poor particle sampling in
the low density regions of the progenitor and the
possibility of particles being displaced into higher
velocity ejecta when derefinement occurs after the
shock has left the star.
Tables 2 and 3 contain the integrated yields of
12C, 16O, 28Si, 32S, 40Ca, and 56Ni produced by di-
rect post-processing and post-processing with det-
onation reconstruction as a function of resolution.
Across all resolutions, both methods arrive at simi-
lar values for the amount of produced 28Si. Moving
down the table to heavier isotopes, the two meth-
ods begins to diverge at lower resolutions. At 2 km
resolution, the 56Ni yields differ by∼30%, while at
0.0625 km the difference has fallen to ∼2%. Also
the variation in 56Ni yield across resolutions, and
therefore, the error at lower resolutions, is smaller
for the reconstruction method.
The unresolved detonation is a known prob-
lem. One possible solution is to not allow burn-
ing to occur in the material within the shock.
Our explosion makes use of the "no shock burn-
ing" flag in FLASH. If the "no shock burning"
works as intended, the burning would begin in
fully unburned material. However, due to the nu-
merical nature of the shock, mixing of partially
burned and unburned material can occur before
burning begins. Figure 14 shows the mass frac-
tion of 12C (gold, dashed) and 16O (green,dashed)
recorded by the previously examined tracer history
with a pre-detonation density of 6×106 g cm−3
from 0.0625 km resolution explosion simulation
as function of timesteps prior to and after the den-
sity peak (left) and as a function of time after the
density peak (right). In the left panel, both the
oxygen and carbon mass fractions are beginning
to fall before the tracer encounter the density peak
due to numerical mixing. It appears that turning
off burning in the shock is not enough to prevent
the mixing of unburned and burned material.
The unresolved nature of the burning after the
density peak is much more nefarious. In the
ZND detonation structure, the pressure and den-
sity peaks, which occur at the leading shock, are
separated from the temperature peak, which oc-
curs well into the reaction region. This separa-
tion, which governs the dynamics of the detona-
tion propagation, is unresolved in the simulation
and replaced with a structure in which the pressure
peak is broadened and shifted to be approximately
coincident with the temperature peak instead (fig-
ure 10). The consequence of this can be seen in
the dashed lines of figure 14. The mass fractions
recorded by the tracer show that carbon and oxy-
gen are being consumed simultaneously. In reality,
as can be seen by the reconstructed results (solid
lines) in the right panel, carbon, oxygen and sili-
con burning occur in three distinct stages. Mixing
of these burning stages results in more complete
burning. The tracer recorded a final 56Ni mass
fraction of 0.205. The same tracer post-processed
with detonation reconstruction gives a 56Ni mass
fraction of 0.073, a factor of 2.8 lower. The panel
on the right also gives an insight into the extreme
time resolution necessary to capture all three stages
of burning. To separate carbon and oxygen burn-
ing, it would require timesteps on the order of 10−10
seconds. This is untenable for full star simulations.
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This brings back the concern of what effects the
explosion simulation resolution would have on the
post-processing results. In section 4.2, we showed
how the resolution affected the recorded temper-
ature, density, and pressure histories of four par-
ticles varying from resolved to unresolved, but
how does it affect the results of post-processing?
In figure 11, the direct post-processing and post-
processing with reconstruction results do differ by
a small amount. In the 2 km resolution case, the
direct post-processing is the lower limit of the 32S,
40Ca, and 56Ni mass fractions and the upper limit
of the 28Si mass fraction. This is due to what is
seen in figure 10. The shock, as experienced by the
particle, is broad and not as strong as it should be,
resulting in a lower peak density and pressure and
thus, less burning. However, why is it not closer
to the results of the explosion simulation since the
identical physical conditions are integrated by an
identical nuclear reaction network? The factors
discussed in the previous two paragraphs are the
cause: the initial mass fractions and the unresolved
burning scales. When a tracer is post-processed, its
initial mass fractions are set to be that of unburned
material, removing the problem of numerical mix-
ing.
The results of the post-processing with detona-
tion reconstruction tend to fall between the results
of the explosion simulation and the direct post-
processing. The hope with a method such as this
is that it is able to produce results that do not sig-
nificantly vary with changing resolution. Table 3
shows that is true for a small selection of yields
except for 56Ni. The results of the detonation re-
construction are tied to the resolution in two im-
portant ways. One, the detonation speed used to
reconstruct the structure of the detonation is taken
directly from the explosion simulation. Figure 7
shows how the detonation speed varies with reso-
lution, and while the detonation speed is relatively
converged in the low density portions of the pro-
genitor, it’s less certain in the high density regions
where isotopes such as 56Ni are produced. Two,
though the unresolved portion of the detonation is
trimmed from each track during the reconstruction,
the portion of the track that the reconstructed det-
onation structure is stitched onto will have some
dependence on the resolution. Though it is not
completely immune to resolution, the ability to in-
clude all of and resolve the important physical pro-
cesses during post-processing make it a powerful
technique. Also, since the pasting point location
and the speed used in the reconstruction are ex-
posed parameters, they can be evaluated or varied
to assess systematic uncertainty. This is discussed
more in section 7. Evaluation of uncertainty in this
way can be done without the high-resolution com-
parisons performed here, which are not feasible for
multi-dimensional simulations.
6. COMPARISONS TO ALTERNATE
METHODS
Previous studies of SNe Ia, such as Miles
et al. (2016), have made use of post-processing,
with large nuclear reaction networks, the re-
sults of explosion simulations that utilized either
smaller reaction networks or parameterized burn-
ing schemes. More recently, in an attempt to solve
the problem of the unresolved detonation struc-
ture, Shen et al. (2018b), following up on related
methods discussed by Kushnir et al. (2013), used a
burning limiting method to thicken the detonation
front, and then post-processed the result using a
large nuclear reaction network. In this section, we
will use the results of our highest resolution cal-
culations with the 205-species reaction network,
post-processed using detonation reconstruction as
the benchmark to which the results of the other
methods are compared.
6.1. Comparison to Aprox13 Plus
Post-Processing
Aprox13 is a 13-isotope alpha chain reaction net-
work consisting of 4He, 12C, 16O, 20Ne, 24Mg, 28Si,
32S, 36Ar, 40Ca, 44Ti, 48Cr, 52Fe, and 56Ni. It should
be noted that alpha chain networks are only rea-
sonably valid in environments where Ye does not
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Table 2. Selected Direct Post-Processing Yields by Resolution in
M
Iso 2km 1km 0.5km 0.25km 0.125km 0.0625km
28Si 0.301 0.314 0.316 0.326 0.322 0.322
32S 0.144 0.153 0.155 0.161 0.152 0.160
40Ca 0.0206 0.0214 0.0212 0.0215 0.0212 0.0211
56Ni 0.0785 0.0642 0.051 0.0418 0.0365 0.0344
Table 3. Selected Yields from Post-Processing with Detonation Re-
construction by Resolution in M
Iso 2km 1km 0.5km 0.25km 0.125km 0.0625km
28Si 0.308 0.316 0.315 0.322 0.319 0.319
32S 0.158 0.162 0.161 0.165 0.161 0.161
40Ca 0.0226 0.0229 0.0225 0.0226 0.0221 0.0220
56Ni 0.0536 0.0502 0.0426 0.0386 0.0359 0.0350
differ greatly from 0.5. Generally, alpha-chain re-
action networks only track the (α,γ) and (γ,α) re-
actions linking the members together. However, at
the temperatures present in SNe Ia, (α,p)(p,γ) be-
gin to dominate, and in order to accurately capture
energy generation rates and yields, these reactions
need to be included. Aprox13 is differs from a
strict alpha-chain network in two ways. First, it in-
cludes the reaction rates of 12C+12C, 12C+16O, and
16O+16O. Second, it also contains 8 of the previ-
ously mentioned (α,p)(p,γ) rates. These are effec-
tive rates, meaning the intermediate products, such
as 27Al between 24Mg and 28Si, are not explicitly
included. This is done by assuming that the flow
of protons into each channel is equal the number
of protons flowing out (Timmes 1999).
For this comparison, we run the simulation of the
explosion of a 50/50 carbon-oxygen white dwarf
at 0.125 km resolution. We include 10000 La-
grangian tracer particles to record the temperature
and density history of the fluid for post-processing.
Due to the limited nature of aprox13, we cannot
include metallicity during the explosion simula-
tion. The temperature-density histories are inte-
grated using the MESA one-zone burner using the
205-isotope network discussed in section 2. The
initial mass fraction of each particle is set to be 50
percent C, 48.6 percent O, and 1.4 percent metals
at solar mass fractions where contributions from
C,N,O have been converted to 22Ne.
Figure 15 shows the post-processed results of
the aprox13 calculation compared to our bench-
mark yields. From 0 km s−1 to 2500 km s−1,
the post-processed aprox13 results produce more
56Ni than the detonation reconstruction results. At
2500 km s−1, the yields produced by the two meth-
ods are similar for the 28Si, 32S, 40Ca, and 56Ni.
From 2500 km s−1 to 8000 km s , the mass fraction
of 56Ni is higher for the detonation reconstruction
case, the mass fraction of of 28Si and 32S from the
two methods are similar, and the post-processed
aprox13 results produce slightly more 40Ca. The
Ca peak at 8000 km s−1 is both higher and wider
in the case of the detonation reconstruction results.
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Figure 11. Isotopic mass fractions vs integrated mass coordinate for two resolutions, 2 km (top), 0.0625 km (bottom).
The results from the explosion simulation are represented by the dotted, the results from direct post-processing by the
dashed line, and the results from detonation reconstruction by the solid line.
The transition from the production of intermediate
mass elements to primarily O and Si happens at a
lower velocity for the aprox13 results. This is also
true of the transition to carbon burning and finally,
extinction.
Figure 16 shows the post-processed results of the
aprox13 calculation compared to the results of the
post-process with detonation reconstruction in in-
tegrated mass. In mass, the results are not dissim-
ilar from the velocity profile. The reconstruction
method produces more completely burned material
to further extents than the post-processed aprox13
results. However, from about 0.6 M to edge of
the star, the results of the two methods are similar.
Table 4 gives the yields from both methods.
The detonation reconstruction method produces
more 32S, 40Ca, and 56Ni than the post-processed
aprox13 results. This is in-line with what is seen
in the integrated mass profiles, where the results
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Figure 12. Isotopic mass fractions vs velocity for the two resolutions, 2 km (top), 0.0625 km (bottom). The results
from the explosion simulation are represented by the dotted line, the results from the direct post-processing by the
dashed line, and the results from the detonation reconstruction by the solid line.
of the detonation reconstruction method are more
completely burned through more of the star.
6.2. Parameterized Burning with Post-Processing
Parameterized burning schemes are a computa-
tionally inexpensive method of capturing the en-
ergetics and propagation of burning processes in
SNe Ia, but due to their inability to track the mass
fractions of individual species, post-processing
is required for the calculation of nucleosynthetic
yields. Here we make comparisons to the pa-
rameterized burning scheme of Townsley et al.
(2016). In the Townsley16 parameterized burning
scheme, nuclear burning is tracked through three
progress variables measuring the completion of
three consecutive processes. The first corresponds
roughly to carbon consumption, the initial conver-
sion of fuel to ash, φ f a. The second, φaq, represents
the conversion of this ash to quasi-(statistical)-
equilibrium (QSE) silicon-dominated material via
oxygen consumption. Finally, φqn, represents full
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Figure 13. Isotopic mass fractions of 28Si (top,left), 32S (top, right), 40Ca (bottom,left), and 56Ni (bottom,right) vs
velocity from the results of post-processing with detonation reconstruction at 2 (orange), 1 (blue), 0.5 (green), 0.25
(magenta), 0.125 (cyan), and 0.0625 (black) km resolutions. The greatest variations with resolution are seen in the
lowest and highest velocity regions in 28Si and 32S, and at the low velocity regions in 56Ni.
relaxation from QSE to nuclear statistical equilib-
rium (NSE) by the consumption of silicon group
material to produce iron group material.
The endpoint energy released is calculated based
on a table of the NSE state (Calder et al. 2007;
Townsley et al. 2007; Seitenzahl et al. 2009b).
The timescales for oxygen and silicon consump-
tion are temperature-dependent fits to the results
of reaction network or detonation computations.
These were originally based on those of Khokhlov
(1991), but re-computed by Calder et al. (2007).
However, Townsley et al. (2016) found the treat-
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Figure 14. Mass fraction histories of 12C (gold), 16O (green), and 28Si (orange) of a track with a pre-detonation
density of 6.0×106 g cm−3. The solid line represents the mass fractions produced by post-processing with detonation
reconstruction, the dashed lines are the mass fractions taken directly from the explosion simulation, the dotted line
are the mass fractions from the continuation of the steady-state detonation calculation if continued beyond the pasting
point, and the dash-dotted line are the mass fractions produced by the eigenvalue detonation at this density. The
vertical dash-dotted line shows the location of the pasting point. The unresolved nature of the burning in the explosion
simulation can be seen in the simultaneous consumption of carbon and oxygen.
0 5000 10000 15000 20000 25000
Vel [km s 1]
10 3
10 2
10 1
100
M
as
s 
Fr
ac
tio
n
C12
O16
Si28
Ni56
Ca40
S32
Reconstructed
Aprox13
Figure 15. Mass fraction vs velocity profile for the results of the post-processing with detonation reconstruction
(solid) and the results of the post-processed aprox13 results (dashed)
ment of silicon consumption inadequate to repro-
duce the structure of planar detonations, and so re-
calibrated the model based on planar detonations
computed using the ZND formalism. The oxygen
consumption stage was left unchanged in Towns-
ley16.
For this comparison, we calculate the explosion
of a 0.8 M progenitor with initial mass fractions
of 50% 12C, 48.6% 16O, and 1.4% 22Ne using the
Townsley16 parameterized burning scheme. 22Ne
is the stand-in for the neutron excess from the
metallicity in this scheme. The explosion simula-
tion was run at 0.125 km resolution for a total time
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Figure 16. Mass fraction vs mass profile for the results of the post-processing with detonation reconstruction (solid)
and the results of the post-processed aprox13 results (dashed)
Table 4. Yield in M Comparison: Post-processing
with Detonation Reconstruction vs aprox13 + Direct
Post-processing
Iso Reconstruction Aprox13 + Post-Processing
28Si 0.319 0.323
32S 0.161 0.156
40Ca 0.0220 0.0199
56Ni 0.0350 0.0295
of 7.5 seconds. As before, 10000 tracer particles
were included for post-processing purposes. The
temperature-density histories from each track were
post-processed using the MESA one zone burner
with the same 205-isotope nuclear reaction net-
work used in the previous sections’ calculations.
Initial mass fractions of each track were set to 50%
12C, 48.6% 16O, and 1.4% metals with mass frac-
tions set to solar values with contributions from
C,N, and O converted to 22Ne.
Figure 17 shows the results of the parameterized
burning plus post-processing (dashed lines) com-
pared to the results of the full network plus post-
processing with detonation reconstruction (solid
lines) in velocity space. The peak mass fraction
of both 40Ca and 56Ni are lower in the case of the
parameterized burning plus post-processing com-
pared to the results with detonation reconstruc-
tions, while the peak mass fractions of 16O, 28Si,
and 32S reach similar values. The shape of the mass
fraction profiles for each isotope produced by the
two methods is similar. However, the profiles pro-
duced by the detonation reconstruction method ex-
tend out to higher velocities. Similarly, compared
to the post-processed aprox13 results, the deto-
nation reconstruction method predicts more com-
plete burning at higher velocities than the post-
processed parameterized burning results. The pro-
duction of 40Ca and 56Ni extends ∼2000 km s−1
higher, and the production of 28Si and 32S extends
∼4000 km s−1 higher. These large differences in
velocity space could show up as large differences
in spectra that could be produced from these two
methods.
Similar analysis can be drawn from figure 18.
Burning is more complete at a higher mass coordi-
nate for the detonation reconstruction results, with
40Ca and 56Ni production occurring ∼0.1 M fur-
ther out for the detonation reconstruction method.
Though 28Si and 32S were produced out to much
higher velocities, those high-velocity mass frac-
tions will not have a large effect on the yields.
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The mass fraction of 32S is quite different from
∼0.35 M to 0.6 M between the two methods,
with the detonation reconstruction method produc-
ing higher mass fraction. The differences in the
28Si profiles are less pronounced. The detonation
reconstruction method produces slightly more in
that same mass range, but at a lower magnitude.
The overall effects these differences have on the
total yields can be seen in table 5. The 28Si yield
differs by 5%, 32S by 19%, 40Ca by 41%, and 56Ni
by 64%.
Given the difficulty with the silicon consumption
stage in planar detonations, Townsley et al. (2016)
only considered 56Ni yields verified to somewhat
better than 10% for explosions that produce a sig-
nificant amount of fully processed material. This
0.8 M explosion produces essentially no fully
processed material, having no regions in which the
mass fraction of 56Ni is larger than that of 28Si.
Thus it is somewhat expected that the parameter-
ized model will perform poorly in this low-density
limit. The comparison here shows that, similarly to
the silicon-consumption, the oxygen- and carbon-
consumption stages would need to be re-calibrated
for locally accurate yields at the lower densities.
The current work grew partially out of the need
for verification and calibration of the parameter-
ized burning model for curved detonations at lower
densities. As a result, the 0.8 M case is, by
design, particularly revealing of these deficien-
cies. However, given the importance of curva-
ture and shock-strengthening due to density gradi-
ents, the effects of which vary in different locations
within the star, it is unclear if a global temperature-
dependent fit to burning timescales, as used in this
parameterization so far, will be sufficient to reach
verifiable uncertainties better than 1%. Other local
detonation parameters may need to be included in
the model.
6.3. Shen et al 2018 Burning Limiter with
Post-Processing
In contrast to the detonation reconstruction
method presented in this work, where we start with
Table 5. Yield in M Comparison: Post-
processing with Detonation Reconstruction vs Pa-
rameterized Burning + Direct Post-processing
Iso Reconstruction Para + Post-Processing
28Si 0.319 0.303
32S 0.161 0.135
40Ca 0.0220 0.0155
56Ni 0.0350 0.0213
an unresolved calculation and then reconstruct the
important pieces of physics in time and space dur-
ing post-processing, Shen et al. (2018b), attempt to
spatially resolve these processes during the explo-
sion simulation via artificially thickening the det-
onation front. This is accomplished by taking ad-
vantage of the split-operator nature of the FLASH
code. FLASH can solve the hydrodynamics equa-
tions and nuclear reaction equations separately
using two different timesteps, ∆thydro and ∆tburn.
Shen18 thickens the detonation front by putting
a limit on the value of |∆ln T |max, the relative
amount the temperature can change within each
cell during one time step due to nuclear burning.
This is related to ∆tburn by ∆ln T ∼ ¯∆tburn/cVT ,
where ¯ is the average energy generation rate over
∆tburn and cV is the specific heat at constant vol-
ume. During a FLASH timestep, if ∆ln T > |∆ln
T |max then a new value of ∆tburn is found via a root
find, but ∆thydro is left unchanged.
We used 150 tracer particles produced from the
0.5 km resolution explosion simulation of a 0.8 M
progenitor with initial mass fractions of 50% 12C,
48.9% 16O, 1% 22Ne and 0.1% 56Fe of Shen18. The
Shen18 explosion simulation used the MESA nu-
clear reaction network during the explosion simu-
lation with a 41-isotope network, and |∆ln T |max
was set to 0.04. The explosion simulation was run
out to 10 seconds. We post-processed the density-
temperature histories from these tracers using the
MESA one zone burner as with the other tracer par-
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Figure 17. Mass fraction vs velocity profile for the results of the post-processing with detonation reconstruction
(solid) and the results of the post-processed parameterized burning results (dashed)
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Figure 18. Mass fraction vs mass profile for the results of the post-processing with detonation reconstruction (solid)
and the results of the post-processed parameterized burning results (dashed)
ticles in the work. To keep things consistent, we
once again use the 205-isotope network, the initial
mass fractions are set to 50%12C, 48.6%16O, and
1.4 % metals at solar mass fractions, and although
the histories run out to 10 seconds, we stop at 7.5
seconds to compare results.
The results of post-processing the Shen18 trac-
ers compared to the detonation reconstruction re-
sults can be seen in figure 19. Overall the mass
fraction profile shapes of the mass fraction pro-
files produced by the two methods is similar, with
peaks and troughs at similar velocities. Through-
out much of the ejecta the mass fractions of 28Si
and, especially 32S agree fairly well. The trough
in 32S that occurs at ∼11000 km s−1 is a bit deeper
in the Shen18 results. From 0 to ∼2000 km s−1
the mass fraction profiles from the Shen18 results
are noisy with 56Ni mass fractions oscillating from
0.05 to 0.5. Similar noise can be seen in the 28Si,
32S, and 40Ca profiles. From ∼2500 to ∼9000 km
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s−1, the detonation reconstruction method consis-
tently produces more 56Ni and 40Ca so once again
the detonation reconstruction method is predicting
more complete burning in these regions.
Figure 20 shows the same results but in inte-
grated mass coordinate. The noise seen in the
Shen18 results at low velocity make up only a
small part of the mass so it should have negligi-
ble effects on the overall yields. It’s clearer in
this view that the detonation reconstruction method
produces more 56Ni through a sizable fraction of
the star, and that the burning is simply more com-
plete in the detonation reconstruction case than in
the Shen18 tracers. Table 6 gives a comparison be-
tween the total yields produced by the two meth-
ods. Overall, the detonation reconstruction method
produces 6% less 28Si, 0.6% more 32S, 12% more
40Ca, and 34% more 56Ni than the post-processed
Shen18 tracers. The small amount of 56Ni pro-
duced in this 0.8 M progenitor likely overempha-
sizes the fractional difference, and the 56Ni yields
are expected to be closer on a fractional bases for
higher mass progenitors.
Why do these two methods that resolve the det-
onation structure differ by such large amount in
the 56Ni yields? To investigate, we take one track
post-processed using the detonation reconstruction
method and one track from the Shen18 results
with pre-detonation densities of 9×106 g cm−3 and
final mass coordinate of ∼0.03 M where 56Ni
should be produced and compare their density,
pressure, temperature and mass fraction histories.
Figure 21 shows the density (top), pressure (mid-
dle), and temperature (bottom) histories for the
Shen18 track (black) and reconstructed track (or-
ange) as a function of time with the zero-point
of the reconstructed track shifted to the time of
the density peak (left) and the time after density
peak (right). The effect of the thickened detonation
front is apparent; the density peak from the Shen18
track is broad in time, lasting several 10−4 seconds.
Aside from the width of the density peak, the den-
sity does not reach the value obtained by the recon-
structed detonation. This points to the thickened
detonation not being as strong as the reconstructed
detonation. Likewise, the pressure peak is wider
than and does not reach the peak value obtained
by the reconstructed detonation. The temperature
peak from the Shen18 track though wider in time,
reaches a similar peak value as the reconstructed
structure. The rate-limiting has restored the sepa-
ration between the pressure peak and temperature
peak as intended.
Figure 22 shows the mass fractions of major
isotopes produced by the Shen18 track (dashed)
and detonation reconstruction (solid) during post-
processing. As expected from the pressure and
density comparisons, the stronger reconstructed
detonation results in material that is slightly more
completely burned. Both tracks produce similar
mass fractions of 28Si, but the reconstructed track
produces slightly more 56Ni.
The explosion simulation that produced the
tracers used in the post-processing comparison
differed in two major ways from the explosion
simulation used in the detonation reconstruction
method: the thickened detonation front and the
smaller nuclear reaction network. The top and
middle panels of figure 21 both appear to indicate
that the detonation in the Shen18 calculation is
weaker than the detonation in our explosion sim-
ulation. In figure 23, we calculate the eigenvalue
speeds for a detonation using the 41-isotope net-
work (dashed, green) and compare it to the eigen-
value speeds for a detonation powered by the 205-
isotope network (dashed, orange). The eigenvalue
speeds are nearly identical except at the lowest
densities so it doesn’t appear the network choice
is driving the differences. The mass fractions of
the plotted species produced by an eigenvalue det-
onation at this density and curvature are nearly
identical to those of the reconstructed results on
this scale. The measured detonation speed from
the Shen18 explosion simulation is also shown in
this figure. Where our detonation is overdriven
through much of the star, the Shen18 detonation
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Table 6. Yield in M Comparison: Post-processing
with Detonation Reconstruction vs Shen18 + Direct
Post-Processing
Iso Reconstruction Shen18 + Post-Processing
28Si 0.319 0.340
32S 0.161 0.160
40Ca 0.0220 0.0196
56Ni 0.0350 0.0262
travels at speeds lower than the eigenvalue speed.
The detonation is indeed weaker, and this is what
is leading to the differences in produced yields of
40Ca and 56Ni. This provides good confidence that
these two methods bound the actual yield from
above and below.
7. QUANTIFYING RECONSTRUCTION
UNCERTAINTY
A source of uncertainty in the detonation recon-
struction method is the detonation speed that is
used in the calculation of the steady-state over-
driven detonation used for part of our approximate
quasi-steady-state structure. Presently, we have
chosen to use the detonation speed measured from
the explosion simulation. The forward propagation
of the detonation front is powered by the fusion re-
actions occurring behind the front. The speed of
the eigenvalue detonation is determined by the to-
tal amount of energy released in the reaction zone
up to the sonic point in the case of an eigenvalue
detonation.
The energy release of the detonation, Q, can be
determined from the difference between the initial,
pre-detonation mass fractions and final mass frac-
tions at the sonic point for the eigenvalue detona-
tion. An overdriven detonation, such as the detona-
tion in our simulations, does not have a sonic point.
To calculate the energy release from the overdriven
detonation, we evaluate the mass fractions at the
point of minimum pressure behind the shock which
is analogous to the sonic point of the eigenvalue
detonation. The unresolved nature of the detona-
tion causes the nucleosynthetic products in the ex-
plosion simulation to be suspect. However, if the
overall energy released by the detonation is similar
to that of a resolved detonation, then using the det-
onation speed from the explosion simulation is an
appropriate first choice. To determine if the energy
release of the explosion simulation is reasonable,
we compare the energy release of the detonation
from the explosion simulation to the energy release
of the steady-state detonation at the same density
and temperature with the same radius of curvature
and detonation speed.
Figure 24 shows the calculated Q values as a
function of density. As a consequence of the tracer
particles only carrying the mass fractions of 12C,
16O, 28Si, 32S, 40Ca, and 56Ni, the Q values were
calculated based only on the initial and final mass
fractions of these isotopes. Though this not ac-
count for all the present mass, these six species
make up ∼90% of fuel and burning products, and
for the purposes of this check, are sufficient. Over
the majority of the shown densities, the Q values
from the explosion simulation are higher than the
Q values from the steady-state detonation. A no-
table deviation occurs at 4×106 g cm−3, where the
steady state detonation at the observed speed has a
larger Q value than the explosion simulation case.
The detonation speed in this density range (fig-
ure 7) is oscillating and is in the region where the
eigenvalue detonation transitions to the region of
weaker, slower detonation, only producing oxygen
and silicon-group material (figure 3). It is possi-
ble that the detonation in the explosion simulation
may be attempting to transition to the lower speed
branch as well, and may be limited by the resolu-
tion. Another area where the Q values from the
two calculations differ by a wider margin is in the
lower density region between 1×105 g cm−3 and
4×105 g cm−3. Here, the detonation is accelerating
due to the density gradient in the outer radii of the
white dwarf. The strengthening of the detonation is
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Figure 19. Mass fraction vs velocity profile for the results of the post-processing with detonation reconstruction
(solid) and the results of the post-processed Shen18 results (dashed)
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Figure 20. Mass fraction vs mass profile for the results of the post-processing with detonation reconstruction (solid)
and the results of the post-processed Shen18 results (dashed)
a dynamic problem and modeling its behavior with
a steady-state detonation may not be appropriate.
The similarity in Q value obtained from the mass
fractions in the simulation itself and for a steady-
state detonation at the observed speed lend support
to the conclusions made from the comparison of
the detonation speed to the eigenvalue speed. At
densities above a few 106 g cm−3, the small addi-
tional energy release present in the simulation is
likely leading to a modest overdriving of the det-
onation in this region. At the lower densities, the
similarity of the Q values indicates that the shock
strengthening due to the density gradient is domi-
nant over the driving due to energy release.
Although we do not explore it here, the differ-
ences in Q value shown in figure 24 could be used
to quantify the uncertainty in the detonation speed.
Since the speed is a parameter in the reconstruction
method, it could be varied over the indicated range
to better quantify the remaining systematic uncer-
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Figure 21. Comparisons of density (top), pressure (middle), and temperature (bottom) as a function of time with the
zero-point of the reconstructed track shifted to the time of the Shen18 density peak (left) and time after ρmax (right)
for a reconstructed track (orange) and a track from Shen18 (black) at a pre-ignition density of 9.0×106 g cm−3.
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Figure 22. Mass fraction profiles in time with the zero-
point of the reconstructed track shifted to the time of
the Shen18 density peak (top) and time after ρmax (bot-
tom) for a reconstructed track (solid) and a track from
Shen18 (dashed) at a pre-ignition density of 9.0×106 g
cm−3. The stronger reconstructed detonation results in
more fully burned material. The mass fractions of the
plotted species produced by an eigenvalue detonation at
this density and curvature are nearly identical to those
of the reconstructed results on this scale.
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Figure 23. Detonation speeds from explosion simu-
lations (solid lines) using the MESA205 network (or-
ange) and the Shen41 network with a burning lim-
iter (green) compared to eigenvalue detonation speeds
(dashed) with the MESA205 (orange) and Shen41 net-
works (green). The eigenvalue speed is similar for both
networks. The detonation from the explosion simu-
lation using the MESA205 network is faster than the
Shen18 detonation through the majority of the star.
Once both detonations reach the density gradient the
speeds become comparable.
tainty. In any such consideration, we would also
recommend variation of the location of the pasting
point as the other major parameter in the recon-
struction method.
8. DISCUSSION AND CONCLUSION
In this work, we have investigated the behavior of
detonations in the explosions of white dwarfs. By
using a large nuclear reaction network in both the
explosion simulation and particle post-processing,
we have reduced the uncertainty that can be in-
troduced by running explosion simulations with
smaller networks and then post-processing with
larger networks. However, due to the unresolved
nature of the detonation, the nucleosynthetic yields
produced by the explosion simulation are not suf-
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Figure 24. Q values calculated using the mass fractions
of the nucleosynthetic products from the 0.0625 km res-
olution explosion simulation (orange) and steady-state
overdriven detonation at the speed observed in the sim-
ulation (green). Negative Q values arise from the pro-
duction of alpha particles, reducing the amount of en-
ergy available to power the propagation of the detona-
tion
ficiently accurate despite the use of a large nu-
clear reaction network. To mitigate this issue, we
have developed a new method of post-processing
in which the unresolved structure of the detonation
is replaced with results of a steady-state detonation
for each temperature-density history.
In the process of analyzing this new method
and comparing in detail to both steady-state det-
onations and other methods, we have demon-
strated that both the curvature of the detonation
front and the strengthening that the shock expe-
riences going down the density gradient present
in the star are essential for determining the yields
driven by carbon detonations in Type Ia super-
novae. Our reconstruction method is able to ac-
count for both of these effects in a way that allows,
for the first time, yields to be computed with fully-
time-resolved thermodynamic histories. We show
that our simulations display detonations that are
slightly stronger than the expected steady-state so-
lutions at densities above a few×106 g cm−3, and at
lower densities driven well above the steady-state
speed by shock strengthening due to the density
gradient present in the star. Figures 19 and 20
comprise the principal results of this work. By
comparing to other methods and the steady-state
speeds, we estimate that remaining systematic un-
certainty is well below 10%, but that it will require
improved subgrid modeling of reactions in the sim-
ulation before yields can be verified to better than
1% uncertainty. Note that this does not include
uncertainty in nuclear reaction rates.
The reconstruction method still faces several
challenges, particularly for application in multi-
dimensional simulations. Two of the input param-
eters, the radius of curvature of the detonation front
and detonation speed, must be measured in some
way before reconstruction can be done. For one
dimensional, centrally ignited detonations, the first
is trivial. The radius of curvature in that case is
simply the radial location of the detonation front.
However, when moving into multiple dimensional
calculations, the detonation may no longer be cen-
trally ignited, and the radius of curvature will vary
with position along the detonation front. We cur-
rently do not have the capability of measuring this.
Determining the correct detonation speed is more
problematic. Here we have used the measured
shock speed from the explosion simulation as our
detonation speed, but once again, this is only pos-
sible due to the calculation only being one dimen-
sional. Multidimensional phenomena such as the
formation of cellular structures create problems
for this technique. Also, the results of section 7
show that the energy release from the detonation
does not match the energy release of a steady state
detonation. These problems show the need of the
creation of a sub-grid model that properly captures
all of the relevant detonation physics.
One piece of critical physics that current sub-grid
detonation models lack is shock strengthening due
to the density gradient of the white dwarf. Con-
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trary to the results of Dunkley et al. (2013), the det-
onations in our calculations are not extinguished
by the effects of curvature. As shown in figure 7,
the detonation not only remains active, but acceler-
ates. Shocks strengthening due to a density gradi-
ent is well known phenomena, but it has not been
taken into account in models of SNe Ia.
The dependence of the local detonation charac-
teristics on the local environment, as captured by
the subgrid model, is eminently important for high-
accuracy yields needed to test proposed models of
SNe Ia. Use of a subgrid model that depends only
on the local density and is globally calibrated, as
is done in Fink et al. (2010) and related work is
insufficient. Even methods proposed in literature
on terrestrial detonations (Bdzil & Stewart 2012)
that consider the local density and curvature are in-
sufficient due to the crucial importance of the den-
sity gradient. In our simulations, the detonation is
forced to travel directly down the density gradient,
resulting in maximum strengthening. However, in
the case of double detonation SNe Ia, the detona-
tion may travel directly from the outer helium shell
into the white dwarf. When this occurs, the deto-
nation will be traveling at some angle with respect
to the density gradient, strengthening it or weak-
ening it. Likewise, if the detonation of the white
dwarf is triggered by compressive shocks from
the helium shell detonation, the detonation may
begin off-center, and different regions of the det-
onation front will experience varying effects from
the density gradient. Also, in multi-dimensional
calculations, detonations take on a complex cellu-
lar structure (see Papatheodore & Messer 2014, for
more details), and it is not clear how the density
gradient will affect this.
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