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Abstract
In this paper we study the existence and the stability of bounded solutions of the following non-
linear system of parabolic equations with homogeneous Dirichlet boundary conditions:
ut =D∆u+ f (t, u), t  0, u ∈Rn,
u= 0 on ∂Ω,
where f ∈ C1(R×Rn), D = diag(d1, d2, . . . , dn) is a diagonal matrix with di > 0, i = 1,2, . . . , n,
and Ω is a sufficiently regular bounded domain in RN (N = 1,2,3). Roughly speaking we shall
prove the following result: if f is globally Lipschitz with constant L,
3
4
< α < 1 and
(λ1d)
1−α
Γ (1− α) > 6ML,
then the system has a bounded solution on Rn which is stable, where 2d = min{di : i = 1,2, . . . , n},
(λj di t)
αe−λj (di/2)t < M , λi are the eigenvalues of −∆, and Γ (·) is the well-known gamma func-
tion. Also, we prove that for a large class of functions f this bounded solution is almost periodic.
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In this paper we shall study the existence and stability of bounded solutions for the
following system of parabolic equations with homogeneous Dirichlet boundary conditions:
ut =D∆u+ f (t, u), t  0, u ∈Rn, (1.1)
u= 0 on ∂Ω, (1.2)
where f ∈ C1(R × Rn), D = diag(d1, d2, . . . , dn) is a diagonal matrix with di > 0,
i = 1,2, . . . , n, and Ω is a sufficiently regular bounded domain in RN (N = 1,2,3).
We shall assume the following hypothesis:
(H) There exists Lf > 0 such that∥∥f (t,0)∥∥Lf , ∀t ∈R. (1.3)
Under this assumption, roughly speaking we prove the following statement:
If f is globally Lipschitz in the second variable with a Lipschitz constant L,
3
4
< α < 1 and
(λ1d)1−α
Γ (1− α) > 6ML,
then the system admits only one bounded solution which is uniformly stable, where
2d = min{di}, (λj dit)αe−λj (di/2)t <M, i = 1,2, . . . , n, j = 1,2, . . . , (1.4)
λj are the eigenvalues of −∆, and Γ (·) is the well-known gamma function. Also, we prove
that for some particular f this bounded solution is almost periodic.
Several mathematical models may be written as a reaction–diffusion system of the
form (1.1), like a model of vibration of plates (see [1]) and a Lotka–Volterra system with
diffusion (see [8]). Some ideas for this work can be found in [2,5–7].
2. Notation and preliminaries
In this section we shall choose the space where problem (1.1)–(1.2) will be set.
Let X = L2(Ω) = L2(Ω,R) and consider the unbounded linear operator A :D(A) ⊂
X→X defined by Aφ =−∆φ, where
D(A)=H 2(Ω,R)∩H 10 (Ω,R). (2.1)
Since this operator is sectorial, then the fractional power space Xα associated with A can
be defined for α  0 as Xα =D(Aα) endowed with the graph norm
‖x‖α = ‖Aαx‖, x ∈Xα (2.2)
(see [4, p. 29]).
Precisely, we have the following situation. Let 0 < λ1 < λ2 < · · · < λn → ∞ be
the eigenvalues of A each one with finite multiplicity γj equal to the dimension of the
corresponding eigenspace. Then:
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(b) For all x ∈D(A) we have
Ax =
∞∑
j=1
λj
γj∑
k=1
〈x,φj,k〉φj,k =
∞∑
j=1
λjEjx, (2.3)
where 〈· , ·〉 is the inner product in X and
Ejx =
γj∑
k=1
〈x,φj,k〉φj,k. (2.4)
So, {Ej } is a complete family of orthogonal projections in X and x =∑∞j=1 Ejx ,
x ∈X.
(c) −A generates an analytic semigroup {e−At } given by
e−Atx =
∞∑
j=1
e−λj tEjx. (2.5)
(d) Xα =D(Aα)=
{
x ∈X:
∞∑
j=1
(λj )
2α‖Ejx‖2 <∞
}
and
Aαx =
∞∑
j=1
(λj )
αEjx. (2.6)
Also, we shall use the following notation:
Z := L2(Ω,Rn)=Xn =X× · · · ×X
and
Cn = C(Ω,Rn)=
[
C(Ω)
]n
with the usual norms.
Now, we define the following operator:
AD :D(AD)⊂Z→ Z, ADψ =−D∆ψ =DAψ, (2.7)
where
D(AD)=H 2(Ω,Rn) ∩H 10 (Ω,Rn).
Therefore, AD is a sectorial operator and the fractional power space Zα associated with
AD is given by
Zα =D(AαD)=Xα × · · · ×Xα = [Xα]n, (2.8)
endowed with the graph norm
‖z‖α =
∥∥AαDz∥∥=
{ ∞∑
λ2αj ‖DαPj z‖2
}1/2
, z ∈ Zα, (2.9)j=1
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AαDz=
∞∑
j=1
Dα(λj )
αPj z, D
α = diag(dα1 , dα2 , . . . , dαn ), (2.10)
and Pj = diag(Ej ,Ej , . . . ,Ej ) is an n× n matrix.
The C0-semigroup {e−ADt }t0 generated by −AD is given as follows:
e−ADt z=
∞∑
j=1
e−λjDtPj z, z ∈ Z. (2.11)
Clearly, {Pj } is a family of orthogonal projections in Z which is complete. So, for z =
(z1, z2, . . . , zn)T ∈Zα we have that
z=
∞∑
j=1
Pj z, ‖z‖2 =
∞∑
j=1
‖Pj z‖2, and
‖z‖2α =
∞∑
j=1
‖Pj z‖2α =
∞∑
j=1
n∑
i=1
(λjdi)
2α‖Ejzi‖2. (2.12)
Proposition 2.1. If M > (λjdit)αe−λj (di/2)t , i = 1,2, . . . , n, j = 1,2, . . . , then for all
z ∈ Zα we have the following estimates:
‖e−ADtz‖α  ‖z‖αe−dλ1t , t  0, (2.13)
‖e−ADtz‖α Mt−α‖z‖e−dλ1t , t > 0. (2.14)
Proof. From the above notation, for z ∈ Zα we have that
‖e−ADtz‖2α =
∥∥AαDe−ADtz∥∥2 =
∞∑
j=1
n∑
i=1
(λj di)
2αe−2λjdi t‖Ejzi‖2
 e−4λ1dt
∞∑
j=1
n∑
i=1
(λjdi)
2α‖Ejzi‖2  e−2λ1dt‖z‖2α.
Therefore,
‖e−ADtz‖α  e−λ1dt‖z‖α.
Next, we shall prove the other inequality:
‖e−ADtz‖2α =
∞∑
j=1
n∑
i=1
(λjdi)
2αe−2λjdi t‖Ejzi‖2
= 1
t2α
∞∑ n∑{
(λj dit)
αe−λjdi t
}2‖Ejzi‖2j=1 i=1
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t2α
∞∑
j=1
n∑
i=1
{
(λj dit)
αe−λj (di/2)t
}2{
e−λj (di/2)t
}2‖Ejzi‖2
 1
t2α
∞∑
j=1
n∑
i=1
M2e−λjdi t‖Ejzi‖2  1
t2α
M2e−2λ1d‖z‖2.
Therefore,
‖e−ADtz‖α Mt−α‖z‖e−dλ1t , t > 0. ✷
From Theorem 1.6.1 in [4, pp. 39–40] it follows for 3/4 < α < 1 that the following
inclusions are continuous:
Zα ⊂ C(Ω,Rn) and Zα ⊂ Lp(Ω,Rn), p  2. (2.15)
Now, the system (1.1)–(1.2) can be written in an abstract way on Z as follows:
z′ = −ADz+ f e(t, z), z(t0)= z0, t  t0 > 0, (2.16)
where f e :R×Zα →Z is given by
f e(t, z)(x)= f (t, z(x)), x ∈Ω. (2.17)
From now on, we will suppose that 3/4< α < 1.
To show that Eq. (2.16) is well posed in Zα , we have to prove the following lemma.
Lemma 2.1. The function f e given in (2.17) is locally Lipschitz in t and z, i.e., given an
interval [a, b] and a ball Bαr (0) in Zα there exists a constant K > 0 such that∥∥f e(t, z1)− f e(s, z2)∥∥K(|t − s| + ‖z1 − z2‖α),
‖z1‖α,‖z2‖α  r, t, s ∈ [a, b].
Proof. Since f ∈ C1(R×Rn), then for each interval [a, b] and a ball Bρ(0)⊂ Rn there
exist constants k > 0 and M(ρ) > 0 such that∥∥f (t, x)− f (s, y)∥∥ k|t − s| +M(ρ)‖x − y‖ if ‖x‖,‖y‖ ρ, t, s ∈ [a, b].
From the continuous inclusion Zα ⊂ Cn there exists l > 1 such that
sup
x∈Ω
∥∥z(x)∥∥
Rn
 l‖z‖α, z ∈Zα.
Now, let Bαr (0) be a ball in Zα . Then putting ρ = lr we get that∥∥f (t, z1(x))− f (s, z2(x))∥∥ k|t − s| +M(lr)∥∥z1(x)− z2(x)∥∥, x ∈Ω,
if ‖z1‖α,‖z2‖α  r and t, s ∈ [a, b].
Therefore, if z1, z2 ∈Bαr (0) and t, s ∈ [a, b], then∥∥f e(t, z1)− f e(s, z2)∥∥ kµ(Ω)1/2|t − s| +M(lr)‖z1 − z2‖,
where µ(Ω) denotes the Lebesgue measure of Ω .
500 H. Leiva, I. Sequera / J. Math. Anal. Appl. 279 (2003) 495–507Now, from the continuous inclusion Zα ⊂ L2(Ω,Rn) there exists a constantR > 0 such
that
‖z‖L2 R‖z‖α, z ∈ Zα.
Hence, if ‖z1‖α,‖z2‖α ∈ Bαr (0) and t, s ∈ [a, b], then∥∥f e(t, z1)− f e(s, z2)∥∥ kµ(Ω)1/2|t − s| +RM(lr)‖z1 − z2‖α.
We complete the proof by putting θ = 1 and K = max{kµ(Ω)1/2,RM}. ✷
The following proposition can be proved in the same way as the foregoing lemma.
Proposition 2.2. Supoose f is globally Lipschitz with a constant L, i.e.,∥∥f (t, u)− f (t, v)∥∥ L‖u− v‖, ∀t ∈R, u, v ∈Rn.
Then ∥∥f e(t, z1)− f e(t, z2)∥∥ LR‖z1 − z2‖α, z1, z2 ∈Zα, t ∈R, (2.18)
where ‖z‖R‖z‖α , for z ∈Zα . Also, from the hypothesis (H) we get that∥∥f e(t,0)∥∥ µ(Ω)Lf , t  0. (2.19)
From Lemma 2.1 and Theorem 7.1.4 in [4], for all T > t0 we have the following:
A continuous function z(·) : (t0, T )→ Zα is solution of the integral equation
z(t)= e−AD(t−t0)z0 +
t∫
t0
e−AD(t−s)f e
(
s, z(s)
)
ds, t ∈ (t0, T ] (2.20)
if and only if z(·) is a solution of (2.16).
3. Main theorems
Now we are ready to formulate the main results of this paper. Under the above condi-
tions we can prove the following theorems.
Theorem 3.1. Let Bαρ be the ball of center zero and radius ρ > 0 in Zα , Lρ the Lipschitz
constant of f e in Bα2ρ , and µ(Ω) the Lebesgue measure of Ω . If the following estimate
holds:(
(λ1d)1−α
Γ (1 − α) − 6MLρ
)
ρ >Mµ(Ω)Lf , (3.1)
where (λj dit)αe−λj (di/2)t <M , then Eq. (2.16) admits one and only one bounded solution
zb , with ‖zb(t)‖ ρ, t ∈R. Moreover, this bounded solution is locally stable.
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(λ1d)
1−α
Γ (1 − α) > 6ML. (3.2)
Then Eq. (2.16) admits one and only one bounded solution zb(t) for t ∈R. Moreover, this
bounded solution is globally uniformly stable.
Before the proof of the main results we shall prove the following key lemma. Consider
Zαb = Cb(R,Zα) the space of bounded and continuous functions defined inR taking values
in Zα . Then Zαb is a Banach space with supremum norm
‖z‖b = sup
{∥∥z(t)∥∥
α
: t ∈R}, z ∈ Zαb .
A ball of radius ρ > 0 and center zero in this space is given by
Bbρ =
{
z ∈ Zαb :
∥∥z(t)∥∥
b
 ρ, t ∈R}.
Lemma 3.1. Let z be in Zαb . Then z is a solution of (2.16) if and only if z is a solution of
the following integral equation:
z(t)=
t∫
−∞
e−AD(t−s)f e
(
s, z(s)
)
ds, t ∈R. (3.3)
Proof. Suppose that z is a solution of (2.16). Then, from the variation of constant for-
mula (2.20) and the uniqueness of the solution of (2.16), we get that
z(t)= e−AD(t−t0)z(t0)+
t∫
t0
e−AD(t−s)f e
(
s, z(s)
)
ds, t  t0. (3.4)
On the other hand, from (2.13) we obtain that∥∥e−AD(t−t0)z(t0)∥∥α  e−dλ1(t−t0)∥∥z(t0)∥∥α, t  t0,
and since ‖z(t)‖α m, t ∈R, we get the following estimate:∥∥e−AD(t−t0)z(t0)∥∥α me−dλ1(t−t0), t  t0,
which implies that
lim
t0→−∞
∥∥e−AD(t−t0)z(t0)∥∥α = 0.
Let ρ > 0 such that ‖z‖b  ρ and Lρ the Lipschitz constant of f e in Bα2ρ . Then from
inequality (2.14) we get the following estimate:
t∫
−∞
∥∥e−AD(t−s)f e(s, z(s))∥∥
α
ds M
t∫
−∞
(t − s)−αe−dλ1(t−s)∥∥f e(s, z(s))∥∥ds
M
t∫
(t − s)−αe−dλ1(t−s){Lρ∥∥z(s)∥∥α + ∥∥f e(s,0)∥∥}ds−∞
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{
Lρ‖z‖b +µ(Ω)Lf
} t∫
−∞
(t − s)−αe−dλ1(t−s) ds
=M{Lρ‖z‖b +µ(Ω)Lf }Γ (1 − α)
(λ1d)1−α
.
Therefore, passing to the limit in (3.4) when t0 goes to −∞, we conclude that
z(t)=
t∫
−∞
e−AD(t−s)f e
(
s, z(s)
)
ds, t ∈R.
Suppose that z is a solution of integral equation (3.3). Then, for all t0 ∈R we get that
z(t)=
t0∫
−∞
e−AD(t−s)f e
(
s, z(s)
)
ds +
t∫
t0
e−AD(t−s)f e
(
s, z(s)
)
ds.
Hence, for t  t0 we get that
z(t)= e−AD(t−t0)
t0∫
−∞
e−AD(t0−s)f e
(
s, z(s)
)
ds +
t∫
t0
e−AD(t−s)f e
(
s, z(s)
)
ds
= e−AD(t−t0)z(t0)+
t∫
t0
e−AD(t−s)f e
(
s, z(s)
)
ds,
where
z(t0)=
t0∫
−∞
e−AD(t0−s)f e
(
s, z(s)
)
ds.
Therefore, z(t) is solution of Eq. (2.16) on R. ✷
Proof of Theorem 3.1. From Lemma 3.1 it is enough to prove that the operator T :Zαb →
Zαb defined by
T z(t)=
t∫
−∞
e−AD(t−s)f e
(
s, z(s)
)
ds
has a unique fixed point in Bbρ .
For z ∈ Bbρ we get
∥∥T z(t)∥∥
α
M
t∫
(t − s)−αe−dλ1(t−s){Lρ∥∥z(s)∥∥α + ∥∥f e(s,0)∥∥}ds−∞
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{
Lρ‖z‖b +µ(Ω)Lf
} t∫
−∞
(t − s)−αe−dλ1(t−s) ds
M
{
Lρρ +µ(Ω)Lf
}Γ (1 − α)
(λ1d)1−α
< ρ.
Hence, T z ∈Bbρ , z ∈Bbρ .
Now, we prove that T is a contraction mapping. In fact, for z1, z2 ∈Bbρ we have that
∥∥T z1(t)− T z2(t)∥∥α M
t∫
−∞
(t − s)−αe−dλ1(t−s)∥∥f e(s, z1(s))− f e(s, z2(s))∥∥ds
M
t∫
−∞
(t − s)−αe−dλ1(t−s)Lρ
∥∥z1(s)− z2(s)∥∥α ds
MLρΓ (1− α)
(λ1d)1−α
‖z1 − z2‖b.
So, from (3.1) we get that
M
LρΓ (1− α)
(λ1d)1−α
< 1.
Then, T is a contraction mapping. Therefore, T has a unique fixed point zb in Bbρ , i.e.,
zb(t)=
t∫
−∞
e−AD(t−s)f e
(
s, z(s)
)
ds,
and from Lemma 3.1 zb(t) is solution of (2.16) for t  0.
To prove that zb(t) is locally stable, we consider any other solution z(t) of (2.16) such
that ‖z(t0)− z(t0)‖α < ρ/2 with t0  0. Then, ‖z(t0)‖α < 2ρ. As long as ‖z(t)‖α remains
less than 2ρ, we get the following estimates:∥∥z(t)− z(t)b∥∥α
 e−λ1dt
∥∥z(t0)− z(t0)∥∥α +M
t∫
−∞
(t − s)−αe−dλ1(t−s)Lρ
∥∥z(s)− zb(s)∥∥α ds
(
t ∈ [t0, t1]
)

∥∥z(t0)− z(t0)∥∥α +MLρΓ (1 − α)(λ1d)1−α sups∈[t0,t1]
∥∥z(s)− zb(s)∥∥α.
If t1 = sup{t > t0: ‖z(t)‖α < 2ρ}, then either t1 = ∞ or ‖z(t1)‖α = 2ρ. Suppose that
‖z(t1)‖α = 2ρ. Then from the above estimate we get that
ρ <
ρ + 3MLρΓ (1 − α)1−α ρ =
(
1 + 3MLρΓ (1 − α)1−α
)
ρ.2 (λ1d) 2 (λ1d)
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1
2
+ 3MLρΓ (1− α)
(λ1d)1−α
< 1,
which is a contradiction. Therefore, t1 =∞ and z(t) ∈ Bb2ρ for t  t0.
Define
‖z− zb‖+ = sup
tt0
∥∥z(t)− zb(t)∥∥α.
Then
‖z− zb‖+ 
∥∥z(t0)− zb(t0)∥∥α +MLρΓ (1 − α)(λ1d)1−α ‖z− zb‖+.
Hence,(
1 −MLρΓ (1 − α)
(λ1d)1−α
)
‖z− zb‖+b 
∥∥z(t0)− zb(t0)∥∥α.
Let us put
Λ=MLρΓ (1 − α)
(λ1d)1−α
.
Then
‖z− zb‖+b 
1
1 −Λ
∥∥z(t0)− zb(t0)∥∥α.
From here we get the stability of zb(t). ✷
Proof of Theorem 3.2. Since
(λ1d)1−α
Γ (1 − α) − 6ML> 0,
then there exists ρ1 > 0 such that(
(λ1d)1−α
Γ (1 − α) − 6ML
)
ρ1 >Mµ(Ω)Lf .
Then, from Theorem 3.1, for each ρ > ρ1 we get the existence of a unique bounded
solution of Eq. (2.16) in the ball Bbρ ; therefore system (2.16) has one and only one bounded
solution zb(t).
To prove that zb(t) is stable, we consider any other solution of (2.16) and the following
estimate:∥∥z(t)− zb(t)∥∥α  11 −Λ
∥∥z(t0)− zb(t0)∥∥α,
where
Λ=MLΓ (1− α)
(λ1d)1−α
.
Since in this case Λ does not depend on the bounded function zb and t0, the stability is
uniform. ✷
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bounded solution given by Theorems 3.1 and 3.2 is also periodic of period τ .
Proof. Let zb be the unique solution of (2.16) in the ball Bbρ . Then, z(t)= zb(t+ τ ) is also
a solution of Eq. (2.20) lying in the ball Bbρ . In fact, consider z0 = zb(τ ) and
zb(t + τ )= e−AD(t+τ )z0 +
t+τ∫
0
e−AD(t+τ−s)f e
(
s, zb(s)
)
ds
= e−ADte−ADτ z0 +
τ∫
0
e−AD(t+τ−s)f e
(
s, zb(s)
)
ds
+
t+τ∫
τ
e−AD(t+τ−s)f e
(
s, zb(s)
)
ds
= e−ADt
{
e−ADτ z0 +
τ∫
0
e−AD(τ−s)f e
(
s, zb(s)
)
ds
}
+
t∫
0
e−AD(t−s)f e
(
s, zb(s + τ )
)
ds
= e−ADtzb(τ )+
t∫
0
e−AD(t−s)f e
(
s, zb(s + τ )
)
ds.
Therefore,
z(t)= e−ADtzb(τ )+
t∫
0
e−AD(t−s)f e
(
s, z(s)
)
ds,
and by the uniqueness of the fixed point of the contraction mapping T in this ball, we
conclude that zb(t)= zb(t + τ ), t ∈R. ✷
Remark 3.1. Under some condition, the bounded solution given by Theorems 3.1 and 3.2 is
almost periodic; for example, we can study the case when the function f has the following
form:
f (t, ξ)= g(ξ)+ P(t), t ∈R, ξ ∈Rn, (3.5)
where P ∈ Cb(R,Rn) and g :Rn →Rn is a Lipschitz function with constant L.
Corollary 3.2. Suppose f has the form of (3.5). Then the bounded solution zb(· ,P ) given
by Theorem 3.2 depends continuously on P ∈Cb(R,Rn).
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Theorem 3.2. Then
zb(t, · ,P1)− zb(t, · ,P2)=
t∫
−∞
e−AD(t−s)
[
g
(
zb(s,P2)
)− g(zb(s,P2))]ds
+
t∫
−∞
e−AD(t−s)
[
P1(s)−P2(s)
]
ds.
Hence,∥∥zb(· ,P1)− zb(· ,P2)∥∥b
MLΓ (1− α)
(λ1d)1−α
∥∥zb(· ,P1)− zb(· ,P2)∥∥b +MΓ (1− α)(λ1d)1−α ‖P1 −P2‖b.
Therefore,
∥∥zb(· ,P1)− zb(· ,P2)∥∥b  M
Γ (1−α)
(λ1d)1−α
1 −MLΓ (1−α)
(λ1d)1−α
‖P1 − P2‖b. ✷
We conclude this work with the following lemma about almost periodicity of the
bounded solutions of Eq. (2.16).
Lemma 3.2. Suppose f is as in (3.5). Then, if P(t) is almost periodic, the unique bounded
solution of system (2.16) given by Theorems 3.1 and 3.2 is also almost periodic.
Proof. To prove this lemma, we shall use the following well known fact, due to Bohr
(see [3]). A function f ∈ C(R;Zα) is almost periodic (a.p.) if and only if the hull H(h) of
h is compact in the topology of uniform convergence.
Here H(h) is the closure of the set of translates of h under the topology of uniform
convergence:
H(h)= {hτ : τ ∈R}, hτ (t)= h(t + τ ), t ∈R.
Since the limit of a uniformly convergent sequence of a.p. functions is a.p., then the set Aρ
of a.p. functions in the ball Bbρ is closed, where ρ is given by Theorem 3.1 or 3.2.
Claim. The contraction mapping T given in Theorems 3.1 and 3.2 leaves Aρ invariant.
In fact, if z ∈Aρ then h(t)= g(z(t))+ P(t) is also an a.p. function. Now, consider the
function
F(t)= (T z)(t)=
t∫
−∞
e−AD(t−s)
{
g
(
z(s)
)+ P(s)} ds
=
t∫
e−AD(t−s)h(s) ds, t ∈R.−∞
H. Leiva, I. Sequera / J. Math. Anal. Appl. 279 (2003) 495–507 507Then, it is enough to establish that H(F) is compact in the topology of uniform conver-
gence. Let {Fτk } be any sequence in H(F). Since h is a.p., we can select from {hτk } a
Cauchy subsequence {hτkj }, and we have that
Fτkj
(t)= F(t + τkj )=
t+τkj∫
−∞
e
−AD(t+τkj−s)h(s) ds =
t∫
−∞
e−AD(t−s)h(s + τkj ) ds.
Hence,
∥∥Fτkj (t)− Fτki (t)∥∥α M
t∫
−∞
(t − s)−αe−λ1d(t−s)∥∥h(s + τkj )− h(s + τki )∥∥α ds
M‖hτkj − hτki ‖b
t∫
−∞
(t − s)−αe−λ1d(t−s) ds
=MΓ (1 − α)
(λ1d)1−α
‖hτkj − hτki ‖b.
Therefore, {Fτkj } is a Cauchy sequence. So, H(F) is compact in the topology of uniform
convergence, F is a.p., and T Aρ ⊂Aρ .
Now, the unique fixed point of T in the ball Bbρ lies in Aρ . Hence, the unique bounded
solution zb(t) of Eq. (2.16) given in Theorems 3.1 and 3.2 is also almost periodic. ✷
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