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ABSTRACT
We consider the issue of designing closed 3D UAV trajecto-
ries that allow for an energy efficient collection of data with a
UAV-aided wireless sensor network. We consider a 3D wire-
less channel model and a realistic dynamical model for the
UAV. The proposed trajectory is largely derived analytically,
thus making its online calculation computationally tractable.
We also show the importance of using realistic dynamical and
energy models for the UAV in designing efficient trajectories.
This is done mainly by showing that minimising the flying
time of the UAV is not equivalent to minimising its energy
consumption. Simulation results corroborate these findings.
Index Terms— Wireless sensor network, UAV, data col-
lection, trajectory planning.
1. INTRODUCTION
Wireless sensor networks (WSNs), composed of multiple co-
ordinated low-cost sensor nodes (SNs) and a fusion center
(FC), are considered as one of the most important emerging
digital technologies. Their deployment has been witnessed in
several sectors in the last 12 years such as environment mon-
itoring, building infrastructure, agriculture, health-care and
military applications [2–8] to name but just a few. There are
a number of different strategies as to how the data from each
SN will be efficiently collected/delivered. In general, the FC
may be a static node (i.e., with no movement capabilities) or
a dynamic node (e.g., Unmanned Aerial Vehicles (UAVs)).
Recently, there has been an increasing interest in the ex-
ploitation of mobility and UAVs [9] to improve the perfor-
mance of WSNs, e.g. routing in [10], energy balancing in
[11], energy consumption and operational lifetime [12], and
improving security [13]. UAVs can also be used to collect
data from SNs [14–16]. This is a suitable solution to reduce
the energy consumption of a large WSN when the SNs are
located far from the FC.
In the context of trajectory design of UAV-enabled data
collection in WSNs, most of the existing work consider a two-



















Fig. 1. Schematic communication architecture of the studied UAV-aided
WSN. SNs represented with a black/green color are active/non-active.
timization of SNs’ wake-up schedule and UAVs’ trajectory
is considered in [14], while [15] consider the design of the
UAV’s trajectory so that the mean square error is minimized.
Recent work [16] explores the design of the 3D UAV trajec-
tory to maximize the minimum average data collection rate
in Rician fading channels. In this paper, we consider a UAV-
enabled WSN composed of a number of sensor nodes (SNs).
The SNs are put in sleeping mode for energy saving and are
scheduled to transmit data only when a UAV wake-up sig-
nal is broadcasted (e.g., beacon signal). Similar to [16], we
design the 3D trajectory of the UAV and propose a low cost
but energy efficient solution for the trajectory design problem.
We consider a realistic dynamical model for the UAV, as op-
posed to previous papers considering similar problems, and
show the necessity of using such realistic UAV models when
dealing with this type of problems. We also consider a real-
istic air-to-ground communications channel. To the authors’
knowledge, this is the first time that a 3D UAV trajectory is
optimised in this context while considering a realistic dynam-
ical model for the UAV.
2. SYSTEM MODEL
In this paper, we consider a UAV-aided WSN, composed of
J SNs and a UAV. The position of the jth SN and UAV are
denoted by cj=[xj , yj , 0]T and p(t)=[x(t), y(t), z(t)]T re-
spectively, where z(t) represents the altitude and C={cj}Jj=1.
Next, we discuss the communication network model.
2.1. Communications Channel Model
We use a 3D channel model as in [14, 17, 18]. The channel
power loss between the jth SN and the UAV for the single
frequency narrowband signal is shown to be:
LdB(cj ,p(t)|ηj) = 20 log (‖cj − p(t)‖2) + ηj (1)
where ηj is a random variable representing the excessive path
loss [19] that takes the value of η
L
if there is a line of sight
(LoS) and η
N
otherwise. The LoS probability between the jth













where ∆zj (p(t)) and ∆
h
j (p(t)) are the vertical and horizontal
distances, respectively, between the jth SN and the UAV at
time instant t; a and b are environment specific coefficients.
The UAV is equipped with a single directional antenna
pointing downwards whose directivity is assumed here to be
D(ψj(p(t)))= sin
2(ψj(p(t))) where ψj(p(t))∈[0, π2 ] is the
elevation angle w.r.t. jth SN (see Fig. 1). We assume that
each SN has a single isotropic antenna and so the signal-to-
noise ratio (SNR) at the UAV’s receiver is given by:
Γj(p(t)|ηj) = γ0D (ψj(p(t)))/L(cj ,p(t)|ηj) (3)
where γ0 represents the average transmission power to UAV’s
receiver noise power ratio.
2.2. Communications Network Model
The UAV is tasked to periodically collect data from the WSN
by using a 3D trajectory passing through K stopping points
(STPs) {sk}Kk=1, which are calculated at the beginning of
each tour. The UAV will hover at each STP during data col-
lection. The tour starts and finishes at a control center (CC)
(located at s0), where the UAV delivers the data, and also
recharges batteries when depleted. Note that the UAV will
visit the stopping points {sk}Kk=1 in a predefined order.
For every tour, each SN generates B bits. If during one
tour, a SN is not activated to transmit its data to the UAV
(because of not being located in any of the UAV’s coverage
areas during the tour), then this data is lost. Once enabled to
transmit to the UAV, the SN forwards the data using packets
of fixed payload length h, with header length L, and without
re-transmission mechanisms (i.e., data received with errors is
discarded). The transmission time for the jth SN, neglecting
the time guard between packets, is τ
tx
=NPNsTs,∀j, where
Np=B/h (Ns=(h+L)/ log2(M)) represents the number of
packets transmitted (symbols per packet); Ts is the symbol
duration and M is the modulation order. We consider the
M-PSK modulation scheme. The probability that the UAV
(located at the STP sk), receives an error−free packet from












where Q(·) is the Q-function. It is not difficult to show that
the number of packets successfully received by the UAV





where the expected value, taken
w.r.t. ηj , can be calculated using (2).
Now, during one tour, the jth SN will be enabled to trans-
mit to the UAV if and only if the received SNR is higher than
some threshold γ (related to the UAV’s sensitivity). If the jth
SN observes an SNR superior to γ at various different STPs of
the UAV then the jth SN will transmit to the UAV only when
it is located at the STP that experiences the highest SNR. We
define the set of SNs associated to sk as Ck. Finally, if the
cardinality of Ck, |Ck|>1, then the SNs belonging to Ck will
use TDMA for transmission.
2.3. Drone’s Dynamical Model
In this paper, we consider the UAV to be a quadrotor. For
mathematical simplicity, we neglect the inertia of the motors
(but still consider the UAV rotational inertia), force the yaw
angle to zero and restrict both the roll φ(t) and the pitch θ(t)
angles to small values. The above assumptions will yield the
following simplified dynamical model (DM):
p̈(t) = [θ(t),−φ(t), 1]T uz(t)/m− [0, 0, g]T[
φ̈(t), θ̈(t)
]
= [uy(t), ux(t)] `/I (5)
where m is the total UAV’s mass, ` is the length from the
UAV’s center to the rotors, I is the UAV rotational inertia
and g is the gravitational constant. We define the control sig-
nal u(t)=[ux(t), uy(t), uz(t)]T. Finally, we assume the UAV




Next, we present our UAV trajectory planning solution.
3. PROBLEM STATEMENT AND SOLUTION
An energy-efficient 3D UAV trajectory for the data collection
problem at hand may, given an energy budget, be formulated










− exp (λ(Em(0, T )− EM ))
s.t.
p(t) = sk,∀t ∈ [tk, tk + |Ck|τtx] , k = 1, · · · ,K
p(0) = p(T ) = s0, DM (5), tk < tk+1
(6)
The above optimization target is composed of the UAV’s ef-
ficiency (i.e., the expected number of bits collected from the
WSN divided by the energy spent) and a penalisation term as-
sociated with the UAV energy consumption1. The constraints
ensure that the UAV: (i) passes through all the K stopping
points in predefined order; (ii) hovers at each stopping point
until all the corresponding SNs have transmitted their data;
(iii) starts and finishes at the CC; and (iv) obeys the DM (5).
Due to its complexity, obtaining an analytical solution to
(6) is difficult if not impossible. So, next we propose a sub-
optimal but efficient solution.
3.1. Suboptimal solution
The DM (5) is nonlinear w.r.t. control signal u(t). Let us
denote the time required for UAV to move from the STP
sk−1 to the STP sk as τ(k). For mathematical simplic-
ity, this movement will be executed in two separate move-
ments: a vertical and a horizontal movements of duration
τH(k) and τV (k) respectively (i.e., τ(k)=τH(k)+τV (k)).
Clearly, (5) becomes now linear w.r.t. u(t) for a given
(vertical/horizontal) movement. This allows us to optimize
analytically u(t) using calculus of variations [26] to min-
imize the energy consumption. So, during the horizontal











) I∆i(k)g` for i = x, y;
with [∆x(k),−∆y(k),∆z(k)]T= sk−sk−1. Similarly, during
the vertical movement (t∈[0, τV (k)]), it can be shown that




Now, let us re-write τH(k)=THβk (τV (k)=TV αk) where
TH (TV ) is the total time spent in horizontal (vertical) move-
ments required for a complete UAV tour, and {βk}Kk=0





k=0{βk}=1, αk≥0 and βk≥0.
The total amount of energy spent in horizontal and vertical























y(k). First, we would like to
find the optimum coefficients {β∗k}Kk=0 and {α∗k}Kk=0. This
1The design parameter λ must be a large positive number. This penaliza-
tion term is negligible as long as Em(0, T ) < EM .








k=0 βk=1 and βk≥0). So,
we first consider the continuous version of this problem
that can be efficiently solved analytically using calculus of
variations and solving the corresponding Euler-Lagrange
equations [26]. The corresponding continuous problem is to





subject to n ∈ N,
∫ T
0
f(v)dv=1, and f(v)≥0 for v∈[0, T ].




g(v)1/(n+1)dv. Both problems can
be shown to be equivalent (the continuous and discrete









































Then, we optimize (9) w.r.t. TV and TH (i.e., by differenti-
ating (9) w.r.t. TV and TH and equating to zero). This pro-
vides a full analytical description of the sub−optimal trajec-
tory as a function of {sk}Kk=1. The optimization of the STPs
is complex and hence we propose a suboptimal approach to
determine their horizonal positions using the k-means algo-
rithm [29]. Indeed, we apply the latter on the set of SNs C,
with K clusters, and set the horizontal positions of the un-
ordered set of STPs to be those of the centroids of theK clus-
ters.
The STPs’ altitude that maximizes the coverage area










PL=(1+a exp [−bπ/2−a])−1 and let zm(k) be minimum
kth STP altitude that maintains full coverage2 of the SNs Ck.
Now, high altitudes have high LoS probability, but the dis-
tance to the receiver is large so the SNR might be low. On the
other hand low altitudes have shorter distances to the receiver
but also lower LoS probability hence also tend to have low
SNR. Therefore for the kth STP’s altitude we propose two
options: zk = (zm(k) + zM )/2 and zk = maxk(zm(k)).
Now that we have the 3D locations of the unordered STPs,
we order them using the closest neighbor heuristics [28],
which provides a sub − optimum but efficient solution to
the Travel Salesman Problem (TSP). For simplicity, the cost
assigned to each segment between stopping points is taken
to be the Euclidean distance between the points. Then, this
process is repeated for all values of K up to a certain design
limit KM .
2Easily calculated numerically.
It is worth pointing out that the proposed sub − optimal
but computationally efficient trajectory can be easily calcu-
lated online by the UAV using its limited on-board processing
capabilities.
3.2. Key Considerations and Discussions
First, we note that the UAV energy consumption is a concave
function of the time spent in the translation movements, see
(9). So, the energy consumed becomes large if the time spent
in translation movements becomes too short. Hence, the com-
mon strategy (applied in similar problems in the communica-
tions and signal processing communities) of considering the
UAV flying time minimisation problem equivalent to its en-
ergy consumption minimisation [30] is in general wrong and
can lead to a considerable reduction of the whole system’s ef-
ficiency. This clearly demonstrates the need to consider more
elaborated and realistic models for UAVs when studying this
type of problems involving communications and robotics.
Second, the proposed solution does not ensure that all the
SNs will be served by the UAV. If the UAV follows the same
trajectory in every tour, then there will be a set of SNs that will
be systematically ignored. This can be damaging as the data
recorded by those SNs might be essential. To solve this, at the
beginning of each tour, the UAV can randomly exclude some
of the SNs that have already been served previously when cal-
culating the new trajectory. This will increase the probability
of being served for the previously ignored SNs.
Third, as mentioned in section 2.3, the UAV model con-
sidered is valid only for small roll and pitch angles, φ(t) and
θ(t). But the solution proposed does not ensure this. So, if
the solution obtained provides large values for those angles
then some postprocessing can be done to arrange this, e.g.,
increasing TH . This is an issue that will be addressed in fu-
ture research.
4. SIMULATION RESULTS
In this section we present some simulation results. We
select a WSN of J=120SNs distributed randomly on a
square region of 140m×140m. We set M=4, h=16, L=8,
Ts=100ms, γ0=1000, γ=1. For the UAV we select m=1.3kg
and `/I = 2.13 corresponding to the values presented in [31].
For the 3D wireless channel model we select the values cor-
responding to the dense-urban scenario [18]. In Fig. 2 we
present four different cases for the altitude of the STPs in
the suboptimum UAV trajectory: (I) zk=(zm(k)+zM )/2;
(II) zk=maxk(zm(k)); (III) zk=zM ; (IV) zk=zm(k). As
long as zk∈[zm(k), zM ], as in the four cases considered, the
particular choice for the altitude of the STPs does not affect
the percentage of covered SNs. This is why we only observe
one curve for the coverage in Fig. 2.
If the energy limit EM in (6) is sufficiently high then the
case (II) provides the best performance, followed by case (I),
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Fig. 2. Average performance of the proposed UAV trajectory vs.
stopping points (K) and for different altitude configurations.
for K = 15 STPs providing coverage to 100% of the SNs
but collecting 83% of the data generated. Though these two
cases have similar performance in terms of data collection,
case (II) provides a significantly lower energy consumption.
This is due to the fact that the configuration of the STPs is
planar (i.e., all the altitudes of the STPS are the same), and
hence the amount of energy spent in vertical movements is
minimised. This would suggest that, on average, as long as
the altitude of the STPs is around the middle of the interval
[zmin(k), zmax] the performance in terms of data collection is
relatively insensitive to the particular choice of zk. Neverthe-
less, this is not a conclusive result and more research needs to
be done regarding the choice of the altitudes. Specifically one
question that needs to be answered is whether a planar con-
figuration of the STPs would result in a more energy efficient
trajectory than a 3D configuration of the STPs (i.e., where not
all the STPs lie in the same horizontal plane).
Also note that if the energy limit EM in (6) is low, then
the most efficient configuration is (IV). This shows that the
optimum trajectory not only depends on the network charac-
teristics but also on the battery of the UAV (which determines
not only EM but also the mass m of the UAV) and its DM,
hence demonstrating the importance of using realistic dynam-
ical models of UAVs in this type of problems.
5. CONCLUSIONS
In this paper we have presented a suboptimum trajectory that
allows a UAV to collect data from a WSN in an energy effi-
cient manner. We have derived analytical expressions for the
trajectory as a function of the STPs. We have also shown the
importance of considering realistic UAV models in this type
of problems. In particular, we have shown that: i) minimizing
the flying time of the UAV is not equivalent to minimizing its
energy consumption, and ii) the optimum configuration of the
STPs depends on the energy limit of the UAV. The compari-
son of planar and 3D trajectories in terms of energy efficiency
needs further investigation. This will be addressed in future
research.
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