The Stouffer z method, and other popular methods for combining p values from independent significance tests, suffer from three problems: vulnerability to criticisms of the individual studies being pooled, difficulty in handling the "file drawer problem," and vague conclusions. These problems can be reduced or eliminated by supplementing a test of combined probability with a variety of new analyses described here. Along with other advantages, these analyses provide a way to address the file drawer problem without making limiting assumptions about the nature of studies not included in the pooled analysis. These analyses can supplement a traditional meta-analysis, yielding conclusions not provided by widely used metaanalytic procedures.
Today it is rare that a literature search reveals only one study on a topic of interest. Rather, there may be several, or dozens, or even hundreds of studies on a single topic. This fact has led to the rise of metaanalysis, which has revolutionized the way we think about literature reviews. The abundance of studies has also led to the widespread use of tests of combined significance. These tests are often discussed in general works on meta-analysis such as Becker (1994) , Glass, McGaw, and Smith (1981) , or Rosenthal (1991) , but they represent a distinct offshoot from the main branch of meta-analysis, which focuses on effect size. Tests of combined significance are also called probability poolers. The purpose of probability poolers is to show that a positive effect exists in at least some of the studies under analysis, without asking about the size of typical effects or the factors affecting effect size.
The best-known probability pooler is the Stouffer z method, which is described under the heading, A Brief Review of Probability Poolers and Some Terminology. In a simple application, an analyst might find four independent tests of the same one-sided null hypothesis, all in the same direction but with nonsignificant ps of . 159, .133, .111, and .092 . Combining these by the Stouffer method yields a pooled p of just below .01. As in this example, a pooled p is often below all the individual ps used to calculate it, even before the lowest individual ps are corrected for having been selected post hoc.
Probability poolers are not used nearly as widely as meta-analytic techniques that emphasize effect size, but there are at least two circumstances in which probability poolers seem especially useful. The first occurs in examples like the one in the previous paragraph, in which the total number of studies is so small that it is not clear (without combining probabilities) that the effect is even statistically significant.
The second use of probability poolers has been neglected, and we hope that this article may stimulate its use. When there are dozens, hundreds, or even thousands of studies on a topic, those studies typically vary on many dimensions: precise nature of an experimental treatment, types of subjects studied, experimental conditions, and so forth. Among hundreds of studies, perhaps only five studied older pregnant women with low-budget treatment programs and with adequate controls. It may be very important to some specialists to know that the treatment in question can work in such circumstances. Probability poolers can fill this need. When the total number of studies is large, it is almost always possible to group the studies into small sets based on important dimensions and thus reach more specific conclusions than one could otherwise.
However, the use of probability poolers has been impeded by three major limitations of these methods. As typically used, they are highly vulnerable to criticisms of individual studies included in the test; they don't handle the "file drawer problem" well; and the conclusions they allow are vague and uninformative. We argue that all these problems can be alleviated by new types of analysis that can yield far more information than a simple one-shot probability pooler.
A Brief Review of Probability Poolers and Some Terminology
We focus throughout on directional hypothesis tests and assume that investigators are trying to show that an effect 9 is positive, thereby rejecting the null hypothesis 0 < 0. As explained more fully in the section, Vague Conclusions, we assume that all investigators may not in fact be studying exactly the same true effects, so we let 6, denote the true effect studied by Experiment i. We assume that even if some or all investigators reported p values as two-tailed, the pooling analyst converts all values to one-tailed values p f , in such a way that a smaller value of/?, corresponds to a positive estimate of 9,. Thus one-tailed ps in the wrong direction are subtracted from 1. Two-tailed ps are first divided by 2, then subtracted from 1 if the estimate of 9, was negative. Thus p t will always be above .5 if the estimate of 9, was negative.
Over the last 50 years or so, many different methods for combining independent probabilities have been suggested. Rosenthal (1978) described several of these methods, and their power and validity have been evaluated by Strube and Miller (1986) . We shall discuss first the method of adding zs, known to most as Stouffer's test (from Stouffer, Suchman, DeVinney, Star, & Williams, 1949) , because it is probably the most widely used and understood of the available methods of combining probabilities from a set of independent hypothesis tests. Our arguments, however, generalize to all commonly used methods of combining probabilities, including Winer's method of adding ts (Winer, 1962) , and Fisher's method, which is based on the adding of logged ps (Fisher, 1938) .
In the Stouffer method, each p ( is transformed to z t , the value of t that cuts off the upper 100/?% of the area under the standard normal curve. For instance, a one-tailed p of exactly .025 is transformed to a z of 1.96. Let k denote the number of tests pooled. Then Stouffer's Z is defined aŝ •Stouffer Ĩ f all true effects are zero, then Z Stouffer is distributed as standard normal. The combined probability used to evaluate the null hypothesis is defined as the proportion of the area under the standard normal distribution to the right of Z Stouffer . If this resulting combined probability is less than the level of a selected for the test of combined significance, this leads to rejection of the null hypothesis of no effect.
Problems with Standard Probability Poolers
The Stouffer method is clearly the probabilitypooling method used most often in the psychological literature. However, Stouffer's method and all other well-known probability poolers suffer from three major but avoidable limitations.
Vulnerability to Criticisms of Individual Studies
Probability poolers are extremely vulnerable to criticisms of the individual studies included in the test. Many difficult decisions must be made when deciding whether to include a study in a pooled analysis: whether the study is actually relevant to the question of interest, whether the study was conducted well enough to be included in the analysis, and so on. Ultimately, the investigator conducting the analysis makes the final decision. However, a reader typically cannot tell whether deleting any one study might perhaps change the entire pooled conclusion from significant to nonsignificant. Thus, any reader who believes that even one study in the pooled set was irrelevant, methodologically flawed, or used conditions so rare they are unlikely to recur logically should (and often does) reject the entire pooled conclusion. Given that different readers may have different beliefs about which studies should and should not be included in a test of combined significance, a good proportion of the readers will reject the pooled con-elusions outright, perhaps on entirely different grounds. This is an extremely serious limitation in the real world, although methodological discussions of probability poolers typically ignore the point.
Difficulty in Handling the File Drawer Problem
Standard probability poolers also provide no satisfactory means for handling what Rosenthal (1979) has called the file drawer problem. Not every study ever conducted on the topic is likely to come to the attention of the person conducting a pooling analysis. The analyst must typically assume that his or her literature search missed some studies that have been performed, perhaps because they were never published. Because statistically significant results seem more likely to be published than nonsignificant results (see, e.g., Begg, 1994; Dickerson, 1997; Hunt, 1997) , a test of combined significance will often reject the null hypothesis not because the evidence supports a particular alternative but because evidence consistent with the null hypothesis is less likely to be included in the test. This form of publication bias therefore makes tests of combined significance very difficult to interpret. Rosenthal (1979) has proposed a means for handling the file drawer problem when Stouffer's test is used by entertaining a simple question: If Stouffer's test leads to rejection of the null, how many undiscovered studies averaging no effect (mean z = 0) would have to exist to change the outcome of Stouffer's test from statistically significant to nonsignificant? Rosenthal proposed a formula for estimating that number; he called the estimate the "fail-safe N" (FSN) . If the FSN is too large given what is known about the field of study, one can conclude that the result of Stouffer's test is immune to the problem of publication bias. For example, suppose the investigator found only 50 studies after an extensive literature search, for which Stouffer's test gives a combined significance of .000000001 and the FSN is computed as 614. In most fields of study, it is unlikely that over 600 studies would elude an investigator, so the investigator can claim that this small combined significance is probably not attributable exclusively to publication bias. Although Rosenthal's method is widely used, some have suggested that the logic underlying it is flawed. The method assumes that the studies that have eluded the investigator have an average z of zero (Rosenthal, 1978, p. 186) . But it would seem that if publication bias existed, the average z of the unpublished studies would typically be below zero (Darlington, 1980; lyengar & Greenhouse, 1988; Thomas, 1985) . For instance, suppose 1,000 studies of the same topic yield an average z of zero. For simplicity, suppose all 1,000 studies are completed simultaneously, so there is a moment when all are unpublished. At that moment, the mean z of the unpublished studies is zero. But if the subsequent process of selective publication tends to remove studies with positive zs from this unpublished set, then the remainder must perforce have a negative mean. Ironically, several of the criticisms of Rosenthal's approach themselves languish in file drawers despite serious attempts to publish them. Therefore, most behavioral scientists who use Rosenthal's FSN formula are probably unaware that these criticisms even exist.
Vague Conclusions
The problem of vague conclusions arises especially when the total number of studies is too small to allow a pooling analyst to group them into highly homogeneous subsets. Investigators often mistakenly interpret a statistically significant pooled probability as evidence that the effect size tends to be different from zero or that the corpus of studies supports a general conclusion about the direction of the combined effects. That is, users of Stouffer's test often fail to acknowledge that each individual study typically examines a slightly different form of the effect of interest. Perhaps one study uses male participants and visually presented stimuli, and another uses female participants and orally presented stimuli. It is rarely possible to enumerate all the possible factors that might influence the effect size, and we can almost never assume that the set of studies available is in any sense evenly balanced across these factors. Thus it is fatuous to claim that one is testing an average effect size in any important sense.
Aside from this, consider the effect of different sample sizes. Suppose two studies of a particular trait use men and women, respectively, and show respective means of -1 and +1. But suppose the second sample size is much larger than the first, so that when tests are performed of the null hypothesis of a zero mean and the results are transformed to z. values, the zs are -1 and +4. The Stouffer pooled z is then a significant 2.12, although the average of the two sample means is exactly 0.
The reader might object that a weighted average of sample means (weighted by sample size) is positive in this example. But we could create other examples in which the two studies differ not in sample size, but in the power of the significance test used or the sensitivity of the measures used. In a typical use of probability poolers, studies will differ in all these respects. Even in the simple case in which each study uses a sample of size N f to test a single mean M, against zero with a known common standard deviation CT, for each study we have z ( = M,/(o-A/W,) = VN, MJa. Thus a summation of zs effectively weights each sample mean by V7V ( , not by N t . Therefore, the Stouffer method does not in fact weight studies in proportion to sample size.
Thus, methods like Stouffer's test are not testing anything akin to an "average" effect in the corpus of literature as a whole (cf. Becker, 1987) . The only scientifically useful conclusion possible is that at least one of the k pooled effects is positive. Such a conclusion is often unacceptably vague. For instance, if the question of interest concerns the effectiveness of a new medical treatment, and the analysis includes dozens of studies of both sexes and many different ages and ethnic groups around the world, then the final conclusion may be merely that the treatment works for at least one group somewhere in the world, with no ability to be more specific. However, more specific conclusions can be reached.
An Overview
In the remainder of this paper we describe ways to modify a probability pooler to handle the problems just discussed. In principle, any probability pooler can be so modified, but the modifications will typically require new tables. Therefore we focus on just two probability poolers: the Stouffer method, for which we have developed new tables, and the binomial method. In principle, existing tables will suffice for the binomial method, but new, larger tables would be highly useful, and we have developed such tables. For reasons that will be made clear later, we have given the name "Stouffer-max" to our extensions of the Stouffer method. It turns out that Stouffer-max also subsumes as a special case the Bonferroni method or, more precisely, the exact formula for independent tests that the Bonferroni formula approximates.
We have performed several power studies on these methods, though in the present article we report the results of those studies only in the briefest summary form. The Stouffer-max method is generally more powerful than the binomial method, especially when k is small. However, the Stouffer-max method is currently limited by available tables to k < 1,000. The binomial method is simpler conceptually and has no upper limit on the number of studies. Thus, we recommend choosing between these two methods on the basis of the circumstances. Because of the simplicity of the binomial method, we use it to offer our first illustrations of the analyses we advocate.
We will say repeatedly that some conclusion "must be" true. We mean that in the ordinary sense of "probability, expectation, or supposition," as in the sentence, "It must be almost midnight." Specifically, we say a hypothesis must be true when all alternative hypotheses have been rejected, and we use rejected in the same way statisticians have routinely used it for many decades.
The Binomial Probability Pooler
One of the simplest and earliest forms of combining the probabilities from a series of independent hypothesis tests is based on a simple question: Given k independent hypothesis tests in which the null hypothesis is true in every test, what is the probability of getting s or more "positive outcomes," that is, positive results that are statistically significant at a fixed level of significance a? Almost half a century ago, several authors (Brozek & Tiede, 1952; Jones & Fiske, 1953; Wilkinson, 1951) pointed out that this probability can be calculated from the binomial formula \k-x and that a small binomial probability will support the claim that a true positive effect does exist in the literature. The binomial method is sometimes considered a "vote-counting" method (Hedges & Olkin, 1980) , though some authors reserve that term for the case in which the pooling analysis contains no inferential statistics at all.
Extensions of the Basic Method
But one can easily go well beyond the simple conclusion of the basic binomial method. To illustrate these analyses and their conclusions for a binomial probability pooler, consider a simple hypothetical example. Suppose a literature search reveals 10 studies on a topic, and 4 of the 10 show a statistically significant effect beyond the .05 level in the direction of interest. In our terminology, 4 of the 10 tests have positive outcomes and the other 6 have negative outcomes. A binomial table shows that the one-tailed probability of finding 4 or more of 10 studies signifi-cant at the .05 level is only .0010, so the pooled or combined significance level is .001.
In this section, we make several claims that will strike many readers as logically questionable. We defend our logic at length in the section, The Logic Behind Our Conclusions. Note that in this example, the positive conclusion from the binomial analysis is invulnerable to criticisms of any of the 6 studies with negative outcomes. Deleting any one of these 6 studies would only improve the pooled result by eliminating one of the negative instances. Thus the positive pooled conclusion is invulnerable, in this case, to criticisms of over half the studies. In fact, deleting any subset of these six studies, or even all six, would have the same result. We will see later that for all of the probability poolers we discuss, one can usually identify a set of studies that do not contribute to a positive pooled result. That result is then invulnerable to criticisms of any or all of those studies.
Furthermore, the positive conclusion from the binomial analysis is more specific in the following sense. Recall the point made earlier that no two studies are really identical (some may use male participants whereas others use female participants, etc.) so it is useful to know exactly which studies are contributing to the positive pooled conclusion. Anyone who has reached such a conclusion and then plans to study the details of the experiments to understand why results can come out positive in this type of analysis is clearly well advised to focus on the four experiments that contributed to the positive pooled conclusion. A similar point is not nearly so obvious when an ordinary probability pooler has been used. Now we consider the file drawer problem. A binomial table shows that with four results significant at the .05 level, the total number of studies could be as large as 28 and the pooled binomial result would still be significant at just below the .05 level (.0491). Because 10 studies were found, the combined result is still statistically significant at the .05 level even if we imagine that there are as many as 18 studies with negative outcomes that are unpublished or otherwise not found. The important thing to notice about this derivation of the FSN is that, unlike Rosenthal's method, it does not require the assumption that the mean effect size of the missing studies is zero; all the missing effect sizes may be highly negative. If one assumes that any of the missing studies had positive outcomes (i.e., were statistically significant in the positive direction), then FSN must be larger. Thus, the FSN derived with the binomial method is a lower limit on the number of missing studies that would have to exist to threaten the significance of the pooled p value. Now suppose we are concerned that some unknown future critic might point out some reason for excluding one of the four studies counted as having positive outcomes. The binomial method handles this possibility quite simply. The investigator (or critic) merely returns to a binomial table or formula and finds the probability of three or more positive outcomes among nine studies (as discarding one study would lower the total to nine). That probability is .0084. Thus, criticizing or discarding one of the positive outcomes does not change the pooled probability from statistically significant to nonsignificant. Happily for the analyst, it makes no difference which of the four studies with a positive outcome some critic might attack.
What if our unknown future critic attacks not one but two studies? To assess this contingency, we return to the binomial table or formula and find the probability of two (four minus two) or more positive outcomes in eight (10 minus 2) studies. The pooled probability is .0572, so we conclude that the pooled probability is only marginally significant by usual criteria if two of the four positive-outcome studies are attacked. We have, however, shown that the positive pooled conclusion is invulnerable to methodological criticisms of any one study in the analysis.
A critic might disparage a study not for its methodological inadequacy but for the fact that it used unusual conditions that are unlikely to recur. The same sort of analysis can address that possibility by identifying a lower confidence limit on the number of real positive effects. Thus, it increases the specificity of the pooled conclusion. In the present example, that lower limit is 2.
We can also combine this sort of analysis with a file-drawer analysis. A binomial table or formula shows that when one of the positive outcomes is discarded, the pooled result is significant at the .05 level even if the total number of studies is as large as 16. Therefore, if we observe 4 positive outcomes out of 10, we can conclude that there must be at least two real positive effects even if we imagine that our search missed as many as 7 (from 16-9) studies with negative outcomes. (Our phrase "real positive effect" of course ignores the possibility that positive effects may result from experimental error. A more precise phrase would be "positive effect not caused by chance." That phrase seems awkwardly long, so we shall continue to use the simpler phrase, with the understanding that it includes this possibility.)
Tables and Macros for Binomial Probability Poolers
Repeatedly using the binomial formula to compute the pooled p can be tedious. Typical binomial tables cover only modest ranges of values of 5 (the number of positive outcomes) and k (the total number of studies combined). Thus our recommendations might appear impractical. In response, we have created a series of tables and macros to aid in this task. To be as sure as possible that investigators are not prevented from using our techniques by the absence of appropriate tables, we have extended the tables to rather high values of k. However, for the reasons discussed in the introduction, we assume that most uses of these techniques will involve moderately small values of k.
In Appendix A, we have included macros and other commands for SYSTAT, Minitab, and SPSS. These allow analysts to create tables of cumulative binomial probabilities of three types: (a) specifically for analyses in which positive outcomes are deleted one by one, so that both s and k drop by 1 each time; (b) specifically for file-drawer analysis, in which a and .s are held constant but k varies; and (c) more general tables covering many values of both s and k. In all cases, the user can choose the values of a, s, and k that the table will cover.
In addition, a website contains large binomial tables of the types illustrated by Tables 1 and 2 of this article. The website tables are approximately 300 and 50 times as large, respectively, as Tables 1 and 2 . The website addresses are given in the table notes.
When an analyst chooses some significance value a to distinguish between positive and negative outcomes of individual studies, he or she usually sets a at .5, .1, .05, or .01. For each of these four values of a, tables on the website show all exact binomial ps (i.e., probabilities of s or more positive outcomes) falling between .1 and .0001, for k < 1,000. Table 1 shows the beginning of the website table for a = .05.
The website contains four tables that are similar to Table 2 of this article. Each of these tables shows the maximum k that would make a result significant at a specified level (.05, .01, or .001) for a specified number (up to 1,000) of positive outcomes. Again, a for individual studies may be set at .5, .1, .05, or .01. Table 2 shows part of the website table for a = .05. Table 2 and its parallel website tables are especially convenient for file-drawer analyses, but we want to emphasize that they can also be used for other purposes. Their major limitation, in comparison to ordinary binomial tables, is that they tell only whether a pooled result is significant beyond .05, .01, or .001, rather than yielding a more exact pooled p. Their major advantage is their compactness for the range of k covered, which allows them to include /t-values as high as 94,881 (for a = .01) in a table which, when printed, fits on two pages.
The Logic Behind Our Conclusions

The Binomial Case
The previous section has introduced three principles that need substantiation:
1. One can conclude that at least one of k effects must be positive even when no effect is significant individually. 2. Similar conclusions can be drawn about "at least/' effects, where j > 1. 3. The conclusion that a set of studies must contain at least j real positive effects can be applied not only to the total set of k studies, but also to the smaller set of studies that contributed to the pooled conclusion. For a binomial pooler, that is simply the set of studies with positive outcomes.
In our discussion of these issues, we will consider a "trial" to be a single repetition of all k studies. As before, we use the phrase must be true not in an absolute sense, but more in the way statisticians routinely use the word accept, meaning that all possible alternative hypotheses have been found to be inconsistent with the evidence at a specified probability level.
We'll discuss these issues in the context of the following example. We have 100 coins, each of which we flip once. Because our real discussions of probability poolers focus on one-sided hypotheses, let us assume that we care only if coins are biased toward heads, so the null hypothesis is that all 100 coins are either fair or biased toward tails. We wish to test this hypothesis, and related ones, at the .05 level.
Suppose we observe 70 heads in the 100 flips. If we use the exact binomial formula to test the null hypothesis, we find a one-tailed p of .000039, allowing us to conclude that at least one of the coins must be biased toward heads. We reach this conclusion even though we cannot point to any one coin and say with any certainty at all that that one coin is biased. This establishes the first of our three listed points. 
Note. P is the probability of a positive outcome on each binomial trial, k is the number of trials. Each table entry p is the probability of . s or more positive outcomes, sm (for s-minimum) is the smallest.? for which a p appears in the row shown. Entries in a row are for successive and increasing values of s. Thus for k = 4, ps of .0140 and .0005 are for s = 2 and s = 3 respectively. If i exceeds the largest . v for which apis shown, then p < .0001. If s falls below the smallest s for which a p is shown, then p > . I. If an entry appears in the table as .0001, then its true value is .0001 or higher, because entries with true values below .0001 are not shown. Much larger tables of this form appear at http://www.psych.cornell.edu/darlington/meta/binomtab.htm Note, s is the number of positive outcomes, a is the probability of each positive outcome, and k is the total number of trials. Let s -x + y. For example, if 12(10 + 2) individual results are significant with a = .05, then pooled p s .05 only if the total number of studies is 140 or less. Much larger tables of this form appear at http://www.psych.cornell.edu/darlington/meta/failsafe.htm An exact binomial analysis shows the ordinary, 95% one-sided lower confidence limit on the rate of heads to be .61578. That is, testing this null value against 70 observed heads yields a one-tailed p of almost exactly .05. But the hypothesis that every coin has this probability of heads implies that every coin is biased and tells us nothing about a lower confidence limit on the number of biased coins. To maximize the expected number of heads with the fewest biased coins, one should assume that any biased coin is completely biased and comes up heads every time.
Define H 25 as the hypothesis that 25 coins always come up heads while the other 75 coins are fair. Under H 25 , 25 of the 70 observed heads are from biased coins and the other 45 are from fair coins. The probability of observing 45 or more heads from 75 fair coins is .05267, so H 25 is just barely consistent with the data at the 95% confidence level (one-tailed). Under the hypothesis H 24 -that 76 coins are fair and 24 always come up heads-the probability of 70 or more heads is only .04232, so H 24 is not consistent with the observed result. Thus 25 is a lower confidence limit on the number of biased coins. The probability .05267 was found by computing the binomial probability of 70 or more heads in 100 fair flips (as mentioned, it is .000039), then 69 or more heads in 99 fair flips (it is .000055), and so on, until a probability greater than .05 was found at 45 heads in 75 fair flips. In other words, we imagined deleting one positive case (one observation of a head) at a time from the observed results until a nonsignificant result was found. This establishes the second of our three listed points.
At this point, we have concluded that the 100 coins must include at least 25 coins biased toward heads. Can we draw the same conclusion about the smaller set of 70 coins with observed heads? To see why we can, consider questions about the number of "false positives." We're thinking of heads as the positive direction and thinking of the null hypothesis as the hypothesis that each coin is fair or negatively biased. We will thus define a false positive as a fair or negatively biased coin that lands on heads. Then all the previous probability statements can be rephrased as statements about the number of false positives.
Here it helps to consider it "unreasonable to expect" a certain outcome if the probability of that outcome is below our specified a. If all 100 coins are fair or negatively biased, then all heads are false positives, and we have seen that it is unreasonable to expect 70 false positives in 100 flips. If 90 coins were fair or negatively biased and the other 10 always came up heads, then we could explain 70 observed heads only by positing 60 (70 -10) false positives. But as we saw above, it would be unreasonable to expect so many false positives from 90 fair coins. However, we saw that it is reasonable to expect as many as 45 false positives in 75 fair coins. By assuming the other 25 coins always come up heads, this hypothesis can be made consistent with the actual observation of 70 (45 + 25) heads. But 45 is the largest number of false positives that can reasonably be predicted.
But, of course, the 70 observed positives include only real positives and false positives. If there are at most 45 false positives, there must be at least 25 real positives. Therefore we can conclude that there must be 25 real positives (positively biased coins) among the 70 observed positive outcomes, not merely in the larger set of 100 coins. That establishes our final point: that positive statements that we can ascribe to the total set of k experiments can also be ascribed to the smaller set of experiments with positive outcomes.
Extending the Logic to Other Poolers
We now show how similar conclusions can be reached with other probability poolers such as the Stouffer test. We'll discuss Stouffer specifically, but the logic applies to other methods as well.
Suppose the analyst repeatedly deletes the most positive results, one at a time, and repeats the pooled test until nonsignificance is found. We'll call these repeated tests TD1 ("test deleting 1"), TD2, and so on. Each test in the series yields a less positive result than the previous test. That is true even when results from two experiments are equal, because dropping one of the most positive results always yields a less positive pooled result.
TDJ drops the j most significant results and tests the rest. TDJ tests the null hypothesis that the number of real positive effects does not exceed). The overall test can be thought of as TDO, as it drops no results, and its null hypothesis of no real positive effects is the hypothesis that the number of real effects does not exceed zero.
To understand the TD logic, consider an example in which there are three real positive effects, so that TD3 is the first test in the series to test a true null hypothesis: that the number of real positive effects does not exceed three. As before, think of a trial as a repetition of all k experiments. Consider first the case in which the three real positive effects are all extremely largeso large that, even in a billion trials, their individual results would always be the three most significant. Thus in every trial, the three results dropped from TD3 would be the three results from experiments with real positive effects. Thus in every trial, TD3 consists simply of applying a probability pooler to a set of k-3 experiments with no real positive effects. We see that, provided the probability pooler is valid to begin with, it will be valid in this application. Now consider the more realistic case in which the three real positive effects are much smaller than we just imagined-perhaps quite small, though still positive. This change can only lower the sampling distribution of the test statistic for TD3, making that statistic less likely to reach any particular positive level. But because the test was valid before, its bias in this new case can only be negative. This is true even though, in some trials, we discard some results from experiments whose real effects are zero or negative while retaining some results from experiments with real positive effects.
From our definition of a trial as a repetition of each of the k experiments in the analysis, it follows that the conclusion that there must be at least j real positive effects is essentially a statement of a lower confidence limit on the number of such effects. Now consider how a positive conclusion can be stated not for the total set of k studies, but for the smaller set that contributes to a Stouffer z, to which a study is said to contribute only if deleting it from the pooled analysis would lower the pooled z. One can clearly test any study for this property, and in the section, Cutoff z, Total Invulnerability, and Specificity, we'll show that it is computationally even easier than one might assume.
The desired conclusion has the form, "At least./ real positive effects must exist within this set of 5 studies," when we have already concluded that at least j real positive effects must exist within the total set of k studies. Notice that the desired conclusion does not imply the absence of real positive effects outside the set of s studies. That would imply the total absence of false negatives, clearly an unjustifiable conclusion.
We define an error of overspecificity as acceptance of the quoted conclusion when it is false. In simulation studies, we have examined a wide array of cases in which some of the k true effects were zero and others were positive. In each case, a trial consisted of (a) generating k values of z, (b) dropping the highest zs one at at time to reach a conclusion that "at least j of these k true effects must be positive," (c) testing for positive contributions to conclude that "at least j of these s effects must be positive" (where typically s < k), then (d) checking the true effect sizes to see whether the last step had produced an error of overspecificity. All tests were performed at the .05 level. We found that the rate of overspecificity errors increased with the sizes of the positive true effects, but even making those true effects extremely large never raised the rate of overspecificity errors above its proper nominal level of .05.
This conclusion can be supported at an intuitive level, even without a rigorous statistical proof. If we conclude that the total pattern of results is sufficiently positive that it would be unlikely to occur unless there were at least j real positive effects, then clearly it would be even less likely for such a positive pattern of results to occur without those real positive effects contributing to the positive pooled result.
Extending the Stouffer z Stouffer-max
At this point we have shown how the familiar binomial probability pooler can be extended to increase the specificity and invulnerability of conclusions as well as resistance to the file-drawer problem. We now consider a test we call Stouffer-max, which extends these same advantages to the Stouffer test. Power is the major advantage of Stouffer-max over the binomial pooler; the major disadvantages are a loss of simplicity and a limitation of currently available tables to k < 1,000.
Because the Stouffer pooled Z can be written as Zz/V/c, and Zz = k x mean(z), we see the Stouffer pooled Z can also be written Z Stouffer = mean(z) x Vfc. Of course, in Stouffer-max only the i most significant experiments contribute at all to a positive pooled result. This automatically increases invulnerability and specificity. And just as with the binomial method, the file-drawer problem can be handled simply by searching the relevant tables for the highest value of k that still leaves the pooled result statistically significant. One can also rank the zs and delete them one at a time, starting at the top, using the Stouffer-max tables to test each new result. Each new deletion lowers k by 1, but the analyst may prefer to keep s constant by adding a new z at the bottom of the included set as each old z is deleted from the top. MeanZ will of course drop each time, unless all zs in that range are equal.
In principle, s can be set anywhere from k down to 1. When s = k, Stouffer-max reduces to the original Stouffer test. When k = 1, the test reduces to the Bonferroni method or, more precisely, to the exact formula for independent tests that the Bonferroni approximates:
Thus both Stouffer and the Bonferroni relatives can be thought of as extreme cases of Stouffer-max. When we first developed Stouffer-max, we were thinking of it as a simple technique like chi-square, which everyone uses in much the same way. But we have since begun to think of it as being more like factor analysis, with many ways to use it and controversy about the best ways to proceed. We first describe one possible procedure that we very tentatively suggest as the "standard," but then suggest others.
A Basic Strategy for Using Stouffer-max
Stouffer-max examines relations among four quantities: the number of the highest zs omitted, the num Note. MeanZ(s.i) is the mean of the s highest of k mutually independent values of j, where each t has a standard normal distribution. These values were found by simulation methods, but all values shown here are estimated to be accurate to 3 decimal places. See Appendix B for further discussion. Much larger tables of this form appear at www.psych.cornell.edu/darlington/cmz.htm ber s of the next highest zs averaged to compute MeanZ, the number of studies assumed to be still hidden, and a significance level p. In ordinary significance tests, we compute p as a function of other quantities, but in the current context another approach may be more reasonable. In asking whether the effect in question exists at all, we're considering three threats to validity: the possibility that a positive pooled result may be due to sampling error, to the file-drawer problem, or to flaws in a few studies. The first systematic quantitative techniques for assessing sampling error were developed before the 20th century, and the first such techniques for assessing the file-drawer problem were introduced in 1978. We believe this is the first published article to propose systematic techniques for assessing the problem of flaws in a few studies from a large group of pooled studies.
Consider why scientists have largely settled on the .05 level in assessing chance. Why not .25 or .10 or .001? The .05 level was chosen to represent a level that would be convincing to a substantial majority of readers, though not to everyone. Are there comparable levels for the other two threats to validity? In a set of studies taken seriously by most experts in an area, it might be reasonable to assume that there are in fact fairly serious flaws in 1 study in 10, or perhaps even 1 in 5. That might suggest that omitting the top 10% of studies is roughly comparable to the .05 level of classic significance tests, whereas omitting the top 20% is roughly comparable to the .01 level.
We find it more difficult to suggest any general rule for the file-drawer problem. On one hand, there are areas of research in which every study worth considering is funded by a major agency, so that the existence of each study is known to most specialists as soon as it starts, let alone by the time results appear. On the other hand, there are many areas in which studies are inexpensive and easy, and there are doubtless many unreported studies. Nevertheless, we suggest that specialists in an area might be able to suggest a fail-safe number for that area that would be convincing to a substantial majority of researchers in the same field.
Thus, we suggest that an analyst attempt to choose a number of potentially flawed studies, a number of hidden studies, and a significance level that will be convincing to a substantial majority of readers. These will determine the number of the most significant studies to be dropped, the level of k used, and a.
The next problem is to select some value of i for the first test. To avoid the charge that s was selected post hoc to maximize significance, we suggest using a simple arbitrary rule-setting 5 as close as possible to half the number of undropped studies, rounding down when that number is odd. Because 50 is the highest value of s in the tables, this means s should be set to 50 if the number of studies exceeds 100.
If that first test is significant, then the researcher can successively test MeanZ values for smaller values of s, continuing until a nonsignificant result is found, and then focus on the smallest value of s that yields a significant result. This yields the most specific conclusion possible.
To illustrate, suppose eight studies produce z values of 2.385, 2.247,1.925, 1.864, 1.636, 1.164, 1.144, and 0.405. If we feel that as many as one in five studies may have some substantial flaw, then we drop the top two of these eight studies. Suppose we also assume that the number of hidden studies might be as high as 50% of the number of found studies. Then we'll assume there are 12 studies total. But because we're dropping the top 2, we work with k = 10. Suppose we also use a = .05. After dropping the top two, we have six left, so we set s equal to half that, or 3. The mean of the top three remaining zs is (1.925 + 1.864 + 1.636)/3 = 1.808. Entering the tables with 5 = 3 and k = 10, we find a critical mean z of 1.772, so this result is significant at the .05 level. When we repeat the process for s = 2, the result is nonsignificant. We thus conclude that even if one discards the top two of the eight zs and assumes four other studies with lower zs were not found, there still must be at least one real positive effect among the remaining top three studies. Or if we assume no serious methodological flaws in any of the eight studies, we conclude there must be at least three real positive effects among the top five studies. We can reach these conclusions despite the fact that even the highest of the eight zs is nonsignificant after a Bonferroni correction.
Some Computations Common to Several More Complex Strategies
We suggest several other strategies below, but most of them share a computational step that we describe in this section. The step is also useful in the "basic strategy" just described. That step, which is easily automated, is the computation of the MeanZ values for every possible combination of.? and number of top zs dropped. Let z(0 denote the I'th z, when zs are ranked from high to low. First take the "average" of z(l), then the average of z( 1) and z(2), then the average of z( 1), z(2), and z(3), up to the average of all k. Then drop z(l) and take the "average" of z(2), then the average of z(2) and z(3), then the average of z(2), z(3), and z(4), and so on, producing (k -1) averages in this step. Then drop z(2) and compute (k -2) more averages. Keep repeating. In the last step, you have dropped the top (k -1) zs, so you "average" just z(/c). This total procedure produces k(k + 1 )/2 "averages," of which k(k -1 )/2 are real averages of 2+ values and k are "averages" of single numbers. Most analysts can find some easy way to compute all these values on a personal computer, though the precise procedures they use will vary widely. For those with programming skills, the process is easily programmed.
Cutoff z, Total Invulnerability, and Specificity
Suppose a pooled conclusion remains significant at an acceptable level after the two most significant individual studies are dropped from the pool. It is then reasonable to call the pooled conclusion invulnerable to criticisms of those two studies or any two studies. The term invulnerable seems appropriate even though dropping the two top studies would make the pooled conclusion less significant.
It seems reasonable to use an even stronger term to describe the case in which deleting a study for possible methodological inadequacies actually improves (lowers) the pooled p. As we saw earlier, this occurs in the binomial test when studies with negative outcomes are discarded. It can also arise in the Stouffermax test or in the original Stouffer test when one or more of the lower zs is deleted. Because we want a stronger term than invulnerability to describe this case, the term total invulnerability seems reasonable. We will say that a pooled conclusion is totally invulnerable to criticisms of a study or a set of studies if dropping any or all of those studies would only improve the pooled p, or at least keep it constant. Later we'll stretch this definition a bit from mathematical purity and call a conclusion totally invulnerable to criticisms of a study unless dropping the study would move the pooled p to a higher range, where ranges are defined by the breakpoints .1, .05, .025, .01, .005, .0025, and .001. Purists might want to call this condition "almost totally invulnerable."
It is quite easy to identify the studies with total invulnerability in the original Stouffer test. A bit of algebra shows that if z, for one study is equal to then Stouffer's Z and its associated p value is unchanged if that study is deleted from the analysis. In our terminology, a pooled conclusion is totally invulnerable to criticisms of studies with zs below this cutoff value, because dropping any or all such studies would only raise the pooled Z. As k increases, the cutoff z approaches the simpler expression 0.5 mean(z) quite rapidly from below, because the part of cutoff z in parentheses approaches \/(2k). Even when k is only 11, the two values are within 2.4% of each other. Thus when k is above 10, it may be reasonable to treat the cutoff z as simply 0.5 mean(z), with the actual cutoff z always being slightly below the calculated value.
In Stouffer-max, a pooled conclusion is of course totally invulnerable to criticisms of studies not included in the computation of MeanZ, since deleting any or all of those studies would lower k while leaving MeanZ unchanged. In addition, suppose a result is significant at an acceptable level with s = 10, but dropping the 10th study (that is, the lOth-highest z) from the entire analysis (so s and k both drop by 1) produces a new result at least as significant as before. Then the conclusion based on s = 10 is totally invulnerable to criticisms of the 10th study as well as studies numbered 11 and higher. And if dropping the ninth study again produces a result at least as significant as the original one, then the original result is totally invulnerable to Study 9 as well. This process can be continued until total invulnerability is no longer found.
The reader can now see more clearly why it may be convenient to compute every possible MeanZ early in the analysis. If that has been done, the process just sketched is simply a matter of taking alreadycomputed values of MeanZ and comparing them to the appropriate entries in the tables.
Total invulnerability is always specific to certain studies, whereas "ordinary" invulnerability applies to all studies. For instance, if an analyst reports that a pooled result is still significant even with the top two zs deleted, that means that the result is invulnerable to criticisms of any two of the pooled studies.
In our "basic strategy," we suggested finding the lowest s that yields a significant result, in order to increase specificity. Especially when k is low, it turns out that the process described in this section may still increase the range of total invulnerability, even if the above-mentioned step has been performed. That is because a given value of MeanZ is more significant the lower k is. Thus, simply lowering s by 1 may raise the pooled p, perhaps making it nonsignificant, whereas lowering both s and k may retain the original significance or even improve it.
By identifying the range of total invulnerability, we are actually dividing studies into those that contribute to the pooled conclusion and those that don't. But as we saw earlier, a positive pooled result can be considered to be specific to the studies that do contribute. Thus when we find this dividing point, we are finding two things simultaneously: the set of studies for which the pooled conclusion is totally invulnerable to flaws, and the set to which the conclusion is specific.
Analyzing the Tradeoff Between Invulnerability and File Drawers
If we assume all studies are well-executed and do a simple file-drawer analysis, we will find a higher FSN than if we do that analysis after dropping one or more of the highest zs. If all the aforementioned MeanZ values have been computed, it is quite simple to express FSN as a function of the number dropped. For instance, in our earlier example, suppose we determine s by the aforementioned rule, as half of the undropped studies. If we round down in choosing s, then we use s-values of 4, 3, 3, 2, 2, 1, 1, and 1 when dropping 0, 1, 2,...,7 zs, respectively. This produces the eight MeanZ values of 2.105, 2.012, 1.808, 1.750, 1.400, 1.164, 1.144, and 0.405, respectively. Using a = .05, the last three of these 8 MeanZs are below all the critical mean z (CMZ) values in the tables. The highest fc-values that make the first five MeanZ values significant are 31, 16, 10, 5, and 2, respectively. The first MeanZ was the mean of the four highest of eight, so FSN for it is 31 -8 = 23. The second was the mean of the three highest of seven, so FSN for it is 16 -7 = 9. The next FSN is 10 -6 = 4, and the next (with three dropped) is 5 -5 = 0. Thus if we assume that as many as three of the eight observed studies are flawed, the pooled result is nonsignificant unless we assume there are no missing studies. If we tried to compute the next FSN, we would find 2 -4 = -2. FSN cannot be negative; this result is simply nonsignificant, even with no hidden studies. But we have found, without excessive computation, the FSN value for every number of dropped studies from zero to three.
The Fisher and Fisher-max Methods
Years before the Stouffer test was proposed, Fisher (1938) proposed a probability pooler based on the chi-square distribution. Both the Fisher and Stouffer methods are exact in the sense that if the individual ps entering them are distributed exactly correctly (that is, distributed uniformly from 0 to 1), then the pooled p will also be so distributed. Nevertheless, the two methods do not yield identical pooled ps. As a general rule, the Stouffer method yields a numerically smaller (thus more significant) pooled p than the Fisher method if the entering ps are fairly similar in value, whereas the Fisher method yields a more significant result if the entering ps range widely. Thus one can state as a general, though vague, rule that the Stouffer method will be more powerful than the Fisher method if the experiments being pooled are fairly similar to each other in sample size and other characteristics affecting power, and the Fisher method will be more powerful otherwise.
In our own power studies, we have found that dropping the most significant results rapidly increases the power of Stouffer relative to Fisher. That seems reasonable in retrospect, as dropping the most significant results of course increases the homogeneity of the remaining results, and Stouffer performs best in such cases.
In 1996, the first author posted on his website a description of a method that could be called Fishermax because it extends the Fisher method in the same way the Stouffer-max method extends the Stouffer method. That is, an analyst selects just the s most significant of k results, and then combines them by the Fisher method. Larger tables for the Fisher-max method were posted in 1998. However, we now feel that the power characteristics just mentioned generally recommend the Stouffer-max over the Fishermax method, so we shall not describe the Fisher-max method further here. The method remains posted at www.psych.cornell.edu/darlington/index.htm for anyone interested in exploring it further.
Summary
When standard methods are used to pool the significance probabilities of independent experiments that study the same question, the pooled conclusions are typically vague, vulnerable to criticisms of individual studies, and subject to the file drawer problem. However, probability poolers can be extended to address all three of these problems simultaneously. In principle, any probability-pooling method can be so extended, though the extension typically requires new tables. Such tables are presented here for the binomial and Stouffer probability poolers, together with descriptions of the extensions. Our file drawer methods, unlike the method by Rosenthal (1979) , allow one to assume that all the hidden studies showed highly negative effects. Appendix A SYSTAT, Minitab, and SPSS Commands and Macros for Generating Tables of Cumulative  Binomial Probabilities For all three program packages, we describe "deletion tables" for dropping the most significant studies. Each row in this type of table is for both k and s that are 1 less than their previous values. For instance, suppose a researcher finds 10 positive outcomes in 40 studies. Then for a deletion analysis, the researcher wants to know the cumulative binomial probabilities for k -40 and s = 10, k -39 and s = 9, k = 38 and i = 8, and so on. A deletion table is a one-column table showing probabilities of this type.
For SPSS, we give a program for producing general binomial tables. Each such table will be for just one value of a (the probability of success on each trial), but for many values of s and k.
For SYSTAT and Minitab, we describe how to create first-pass tables for file-drawer analysis. This type of table is used to get a rough idea of the highest value of k for which the observed results are still significant. This table applies to a single value of s and a single value of p, but to many values of k. The desired values of k may range so high that it is impractical to include all values of k in the range of interest. For instance, one might want to study ^-values of 40, 50, 60,. .., 100, 125, 150, 175, 200, 300, 400,..., 1,000, etc. For SYSTAT and Minitab, we also describe how to create "final-pass" tables for file-drawer analysis. For SPSS, we make no distinction between first-pass and final-pass tables, giving a program that generates probabilities for all values of k within the range specified by the user.
A note to the programmer trying to understand these commands and macros: In all of these packages, the basic binomial command yields the probability of s or fewer positive outcomes, while we want the probability of i or more. Thus we repeatedly use the fact that the probability of s or more positive outcomes is 1 minus the probability of 5-1 or fewer such outcomes.
SYSTAT
The SYSTAT command "NCF(s, k, alpha)" returns the probability of s or fewer positive outcomes in k trials, where alpha is the probability of each outcome. Any or all of the three arguments (the quantities in parentheses) may be either single values or columns of data in the SYSTAT worksheet. At the far left of the SYSTAT worksheet is a column consisting of row numbers (1, 2, 3,...) with the heading "CASE." That column can be used in SYSTAT commands through the word CASE.
In SYSTAT, a deletion table can be created with two commands of the following form:
repeat Q let p = 1 -ncf(s -case, k + 1 -case, alpha) The user should replace the values in bold as follows. Replace Q by the number of probabilities he or she wants to calculate. Replace s by the observed number of positive outcomes. Replace k + 1 by 1 more than the total number of studies. Replace alpha by the significance criterion used in defining positive outcomes-typically .5, .1, .05, or .01. Thus, if 10 studies out of 40 were significant beyond the .1 level, the commands might read repeat 6 let p = 1 -ncf(10 -case, 41 -case, .1) The first entry in the returned column will be the probability of s or more positive outcomes in k studies, the second will be the probability of 5 -1 or more such outcomes in k-\ studies, etc. Since the first value of CASE is 1, the first value of p calculated will be 1 -ncf (i -1, k, alpha) . To understand why that should be the first value, review the last paragraph before the SYSTAT section. Because there is a column with the heading k, SYSTAT will interpret the entry k in this command as referring to that column, and will return a value of p for each of those values of k.
Minitab
In Minitab, deletion tables and file-drawer tables are most easily constructed by invoking the macros described below. These macros were written for Minitab 12 and are not guaranteed to work in earlier versions of Minitab. A macro can be typed in any ordinary text editor such as the Windows Notepad, and then saved in the subdirectory entitled "Macros" under the Minitab directory. Be sure the macro is saved in text or ASCII format and use the suffix "mac" to identify the file as a macro. After saving the macro, double-check to make sure the operating system or text editor has not added any extra suffix such as "txt" after the "mac" suffix; delete any such extra suffix.
The following macro creates a binomial deletion table. It is designed to be placed in a file named "binomdel.mac". macro binomdel s k remove tp rescol mconstant s sm k bp tp n i remove mcolumn rescol do i = 0: remove let n = k-i let sm = s-l-i cdf sm bp; binomial n tp. let rescol(i+l) = 1-bp enddo endmacro This macro has five "arguments"-values you enter when calling the macro. They are: (a) s, (b) k, (c) the largest number of positive outcomes you want to remove, (d) alpha, the probability of each positive outcome, and (e) the column into which you want results to be placed. In Minitab, a column number should be preceded with a c; thus c8 is column 8.
In Minitab, you invoke a macro by going to the command window and typing in the macro name preceded by "%" and followed by the arguments, in the order just listed. For instance, suppose you have observed 10 positive outcomes in 40 studies with a = . 1, you want to study the effect of removing up to 6 of the positive outcomes, and you want the calculated probabilities placed in Column 4. Then execute the command %binomdel 10406.1 c4 The Minitab macro below is for binomial file drawer analyses and is designed to be placed in the file "binomfd.mac". 
SPSS
The SPSS transformation command, binomial.cdf (s, k, alpha), returns the probability of s or fewer positive outcomes in k trials where alpha is the probability of each outcome. This transformation command is used within the command sets below to generate a full binomial table, a deletion table, and a file-drawer table. The commands below can be entered into a syntax window and executed as a batch. The user needs to modify a few of the commands to customize the table to the needs of the analysis.
The first command set generates a full binomial probability table. In this program, the minimum and maximum values of k to be displayed as rows in the table are set in Line 3 (currently set for k between 1 and 100). The command, loop #k = 20 to 200., for instance, would generate a table for k between 20 and 200, inclusive. The smallest value for s to be displayed is set in Line 5 (currently set for 5 = 1), and the minimum and maximum values for j in the table are defined in Line 6. Currently, the program produces p-values for s between 1 and 12. If the user desired p values for s between 3 and 12, for instance, Line 5 should be changed to read "compute #s = 3." and Line 6 should be changed to read "do repeat p = s_3 to s_12." The significance criterion used in defining positive outcomes is set in 4 and 5, and the maximum number of deletions is set in Line 3. The alpha level defining a positive outcome is set in Line 6. It is important that the number of deletions set in Line 3 is no greater than the initial value set of s. The program is currently configured to generate a deletion table with 10 rows, containing/? values for (k = 30, s = 10), (k = 29, s = 9), (k = 28, s = 8), and so on, using a = .05 as the criterion for significance in the individual studies. To generate a deletion table with 15 rows starting at k = 50 and s = 20, for instance, Line 3 would be changed to read "loop #k = 1 to 15.", Line 4 would be changed to read "compute k = 50-#k-1.", and Line 5 would be changed to read "compute s = 20-#k-l. increasing values of k. As currently configured, the command set generates a table for s = 3 and k = 3 to 1,000, using a = .05 as the criterion for a positive outcome in the individual studies. The value for s is set in Line 3, and the maximum value of k displayed is set in Line 4. To generate a file drawer table for 5=10, maximum k = 2,000, for instance, Line 3 would be changed to read "compute #s = 10.", and Line 4 would be changed to read "loop #k = #s to 2000. Our tabled values of CMZ range from 0.181 (for s = k = 50, a = .1) to 4.141 (for s = 2, k = 1,000, a = .001). All values of CMZ are reported to three decimal places, like the values just given. Therefore, we tried to estimate all values of CMZ to three decimal places so that the tabled values could be regarded as uninfluenced by sampling error. We believe we met that goal for most of the entries in the tables and came close to the goal for the rest. Support for that claim appears in the next section of this Appendix. The current section describes how the tables were generated.
Consider the problem of generating CMZ values for a particular value of k, such as k = 100. One generates a column of 100 artificial values of z, sorts them from highest to lowest, then computes the cumulative sum of the first 50 entries (because we studied values of i only up to 50), then divides each sum by the appropriate value (from 1 to 50) to transform it into a value of MeanZ. Then repeat this many times to find the critical values for each value of MeanZ. This process requires little extra computation to increase the number of values of i or alpha studied, but all that computation pertains to a single value of k. When the entire process is repeated for k = 101, entirely new random numbers are used. Thus, the 343 (7 x 49) values of CMZ computed for a single value of k are not mutually independent, but CMZ values for different values of k are statistically independent. Therefore, it is reasonable to save computing time by taking all values of CMZ computed for a single combination of i and alpha and fitting a smooth curve to those values across the many values of k. That is the method we used. The curve we fitted was not a straight line, but for simplicity imagine for a moment that we were fitting straight lines to segments of such a curve. One could have much more faith that the 21 true CMZ values for k from 810 to 830 would approximate a straight line than that the 21 true CMZ values for k from 10 to 30 would do so. For our purposes, k values from 810 to 830 are much closer together than k values from 10 to 30. Thus it is reasonable to fit a smooth curve to values of log(£) rather than to values of k. However, that line of thought suggests that one wants more data for smaller values of k than for larger values. Because the derivative of log(&) with respect to k is \lk, it follows that, on a log scale, the difference between adjacent values of k is roughly proportional to \/k. Thus, as a rough guide, the amount of data one would want for each value of k is proportional to \lk. We followed that rule roughly.
We used regression methods to fit smooth curves, so it seemed prudent to have a certain amount of data for values of k higher than we planned to report (that is, for k > 1,000) to keep the regression curve running smoothly over the entire range we planned to report. Therefore, we actually computed data for k values up to 1,200.
We estimated CMZ values in blocks of 40,000 trials each. In any one block, we computed 40,000 values of MeanZ for each value of s. Then we sorted those 40,000 values from highest to lowest. Then, for instance, we took the 2,000th sorted value as that block's estimate of CMZ for a = .05, as 2,000/40,000 = .05. But we used many blocks (of 40,000 trials each) for most values of k and averaged the CMZ values across blocks. The following table shows the number of blocks used for each value of k. It actually shows only those values of k in which the number of blocks changed from the previous k value. Values of k appear in bold; regular type shows the number of blocks. Thus 1,666 blocks of 40,000 trials each were used for k = 3, and 1,500 blocks were used for k = 4. The number of blocks changed for every k up to 33, then generally declined for higher values of k. For various scheduling reasons, we occasionally used more blocks for some higher values of k than for some lower values. There's nothing wrong with that; it merely means we had to run more blocks to reach our overall goals of accuracy. The number of separate data points (one for each value of k) in any given regression curve ranged from 1,199 (1,200 -1) when* = 2, down to 1,151 (1,200 -49) when s = 50. But these data points were not weighted equally. Weighted least squares was used, with each data point given a weight equal to the number of blocks used for that value of k. But the first data point in each regression, for which k = s, can be calculated exactly by the Stouffer formula. So that was done, and this exact value was arbitrarily given a weight of 1 million.
Overall, we ran 35,482 blocks of 40,000 trials each, making almost 1.42 billion total trials. Each "trial" was a column of 3 to 1,200 values of z; the total number of zs generated exceeded 185 billion. Each trial contributed to all 343 values of CMZ (for 343 different combinations of .s and a) for that trial's value of k, so all 185 billion values of z contributed to each regression. These calculations do not include the arbitrary weight of 1 million given to the one data point in each regression that could be calculated exactly; these data points presumably further improved the accuracy of the regressions. It was especially useful that these exact values fell at the far left edge of each regression (at the lowest value of k in the regression), as ordinarily regression predictions are least accurate at the edges.
Quadratic spline regression was used, with 14 breakpoints. The total number of terms in such a regression is 1 for each break-point, plus overall linear and quadratic terms, plus an additive constant, making 17 parameters altogether. This seemed to produce good fit to the data.
In weighted least squares, as in ordinary least squares, one can calculate for each data point a value called SEPRED. SEPRED for ordinary least squares is discussed by Darlington (1990, p. 355) , whereas Neter, Wasserman, and Kutner (1990, pp. 418-420) describe weighted least squares. SEPRED stands for "standard error of prediction." As the name implies, it is the estimated standard error with which true Y is estimated at that point in the regression. These SEPRED values are the standard error (SE) values described in the next section.
A typical regression curve was nearly straight for higher values of k and became increasingly curved (with negative second derivative) for lower values of k. Thus, we concentrated the break-points on the left end of the curve. As mentioned, the first data point in each curve was for k = s. Then break-points were placed at data points 2, 3, 5, 8, 13, 20, 30, 45, 60, 75, 100, 140, 200 , and 300. The concentration on the left was not nearly as great as might first appear from these values, as a log scale was used for k. Thus for a typical regression, 300 is actually about 80% of the way along the scale rather than the 25% one might calculate from the fact that 300/1,200 = .25. Because curvature increased toward the left, we defined the spline terms from right to left rather than the usual left to right.
The GAUSS program fitting the curves is shown below. The output of the program is contained in the three matrices SEPRM, STRM, and HATYM. Each of these matrices is 1,000 rows by 350 columns, though the first 7 columns of each matrix were left blank because there was no need to calculate values for s = 1. As mentioned earlier, more than 1,000 values were actually computed, but values for k > 1,000 were not saved. Matrix HATYM contains the estimates of CMZ that appear in the tables, Matrix SEPRM contains the aforementioned values of SEPRED, and Matrix STRM contains standardized residuals. These were inspected to determine where the curve was not fitting the data well. First the overall form of the regression, and then later the specific break-points in the quadratic spline regression, were selected to minimize the absolute values of the largest residuals. Although it took hundreds of hours of computer time to compute and sort the 185 billion z values used to calculate the unsmoothed CMZ values, the curvesmoothing process itself took only a few minutes of computer time. Consider first the 293 columns for which all values of SE fell at or below .000298. Because .0017.000298 = 3.35, in those columns an error of .001 or larger is made only if an estimate falls 3.35 or more SEs from its expected value. The probability that any one error will reach this level is about 1 in 1,200. Therefore, for these 293 columns we have near certainty that a reported value of CMZ is accurate to three decimal places. Now consider the 48 columns for which s > 2 and a = .001, plus the 1 column for which s = 2 and a = .0025. The maximum SE in these 49 columns is .000481. Thus in these columns, an error of .001 or larger requires a value to fall over 2 SEs from its expected value. Thus for these values, we have 95% confidence in accuracy to three decimal places.
By the same argument, in the one remaining column, for which s = 2 and a = .001, we calculate 90% confidence in accuracy to three decimal places.
Thus, overall, the tables can be characterized as being accurate to three decimal places, but with some qualifications to those statements for the very smallest values of s and a.
