At present, most of the global load balancing products which undertake the resource access scheduling tasks for multiple data centers are mostly based on the single user optimal policy, they can't reach global optimization, and in theory, algorithms like genetic and BP are mostly used, but they have slow convergence rate. The origin-based algorithm which is used for optimal planning of the transportation network is valued. To apply this algorithm, the model of resource access for multiple data centers which has corresponding attributes to the transportation network has been structured. It is proved that the model can be used in the actual global load scheduling scenario as under the same accuracy, the simulation result shows it can achieve a faster convergence, which is very important to meet the real-time scheduling requirements of multi data centers.
INTRODUCTION
Application systems are usually deployed in a single data center, nowadays, they can be deployed in multiple data centers by cloud computing technologies.
Global load balancing is a technology which is used to balance access requirement to each service site. It makes users with only one IP address or domain name can access to the nearest or the fastest server site, so as to obtain the optimal access strategy [1] , at the same time, it also eases the access pressure by multiple links [2] .
However, the service capabilities of data centers are usually different. It is quite difficult to find a strategy which can reach global optimization for users in global environment of several data centers. In recent years, Most scholars have tried their best to find the optimal SDN controller (or sevice site) [3, 4] . some scholars have also proposed strategies based on kinds of algorithms like genetic algorithm, simulated annealing algorithm, and BP algorithm, these strategies with parallel search ability can achieved certain results. For example, the BP algorithm can be used to achieve approximate solutions in a certain scenario, but the rate of convergence is extremely slow. For actual use, we need to approximate the approximate solutions in advance as training tools to improve the scheduling efficiency [5] . The another solution is using genetic algorithm to plan the global optimal migration scheme (essentially the same as the global load scheduling). The result is obviously better than the user's optimal rotation scheduling algorithm [6] , but its efficiency is still unable to meet the real-time scheduling requirements of multiple data centers.
In the traffic network flow theory, global load balancing assigns the optimal policy to every user is actually the idea of user equilibrium(UE), while the global user optimal access policy is the idea of system optimal(SO). User equilibrium considers that each user's behavior is independent of each other, they each want to choose the best strategy for themselves, and eventually reach the equilibrium state. In other words, the travel time of all used routes between the same OD pair(origin point and destination point)is equal and minimal. System optimization considers that all travelers follow the strategy which can minimize the total travel time of the network, and in this condition, the network resources are optimally utilized [7] .
In this paper, a model of global load scheduling for multiple data centers is established based on the Origin-based Algorithm (OBA), which is used to solve the system optimal problem in the filed of traffic network flow with a faster convergence speed. The effectiveness of the model is demonstrated through simulation results.
ORIGIN-BASED ALGORITHM (OBA)

Algorithm Introduction
Origin-based algorithm is also called the layering algorithm, because it takes into account which specific origin point the traffic flow of road section comes from, and only updates the traffic flow from the same origin point at a time. It divides the undifferentiated traffic flow on the traffic network into different levels according to the origin points. That is, traffic flow from different origin points belongs to different levels. The algorithm updates traffic flow from each origin point independently in an orderly manner. At the same time, the superposition of different layers will affect each other, and the last equilibrium state will be achieved by repeatedly updating the traffic volume of each layer [8] .
Calculation Process
The traffic allocation problem is split into two sub-problems: which road sections should be selected for different origin points and how to determine how much traffic flow should be allocated to these road sections. Its process is divided into two parts, namely initialization and main loop.
The purpose of initialization is allocating traffic flow to the traffic network roughly in preparation for the main loop. The process is as follows: 1) Origin from any point O in the network, the shortest path tree is searched by the labeling method according to the free travel time of road sections. The shortest path tree is the restricted sub network in initialization phase;
2) Traffic flow from the origin point O is allocated to the shortest path tree according to the law of "all-nothing", then the flow of road sections of origin point O is obtained;
3) Initializes the origin point's original paths ratio. The original paths ratio of all the road sections in the shortest path tree are 1, and the original paths ration of the road sections that are not in the shortest path tree are 0; 4) Repeat 1 to 3 steps from a new origin point in the network until all origin points have been initialized;
5) The initial traffic flow of each road section is an initial feasible solution, and then the cost of road section and the derivative value of the road section cost will be updated.
For reaching the optimal result, the main loop mainly uses the quasi-Newton type flow transfer method to transfer the traffic flow on each road section of the initialized state to other road sections gradually, as the convergence speed of the quasi-Newton type flow transfer method is very fast.
To perform the calculation, data as traffic network topology G , capacity of each road section C , free travel time 
MODEL OF MULTI-DATA CENTER GLOBAL LOAD BALANCING
Model Construction
It can be seen from the description of the OBA algorithm that an ideal result can be converged in a very short time as long as the model suitable for the operation of the algorithm is constructed. Therefore, this paper combines multiple data center service sites with communication networks, and maps them together to build a model on the road network.
The access mode of multiple data center is that users in various places visit several systems, and the nodes of the system are deployed in multiple data centers. When users access the business system, in addition to its own factors, the delay mainly comes from three places. One is the delay of communication network, the other is the delay of various network devices at the outlet of the data center, and the third is the node delay of the business system. For the first two factors, the entities can be directly mapped into the network topology; for business system server nodes, the point must be converted to line, and logically matched with the actual access process.
A feasible access model is presented below as shown in Figure When entering the data center, after passing through the same line, and then accessing their respective system nodes separately, if there are many access demand points, traffic congestion will only occur at the outlet of the data center, which is also consistent with the actual situation. Therefore, the model is feasible.
Property Mapping
According to the data required by the OBA algorithm, the entire network topology attributes in the model are described one by one:
The network bandwidth of the physical communication network, such as t of the link. The impedance characteristics of the server to the number of accesses corresponds to the link cost function. Among them, the maximum user access number is related to the configuration of a single service node, and is proportional to the number of service nodes in the data center; the node idle access delay should be independent of the number of nodes. The reason is that when there are multiple service nodes in the data center, the local load balancing evenly distributes access pressure to each node. When there is only one access requirement, no matter which node the local load balancing assigns, the access delay is consistent. Of course, the premise is to ensure that in the same data center, same configurations of multiple nodes in the same business system are the same, otherwise the strategy adopted by the local load balancing will also become a user equilibrium strategy. In this case, the other sections between A E and A S must be added to distinguish the nodes with different configurations if the system is optimal. The local load balancing performs the local distribution policy delivered by global load balancing, which is not discussed in detail here.
Finally, point pairs OD and OD data can be obtained by collecting the access requirements in the network through the global load balancing device core controller.
At this point, all the data needed by the OBA algorithm have been completed, and we can use algorithm to do iterative computation.
Iterative Simplification
In the OBA algorithm, the iterative process needs to use Quasi-Newton flow transfer method. The essence is to calculate the ratio of the first derivative and the second derivative of the objective function. Although the convergence speed is fast, the calculation is complicated. Therefore, the second derivative is approximated with little effect on the accuracy.
The first derivative of the objective function is:
The approximate second derivative of the objective function is:
Approximate processing brings a problem, that is, the second derivative of the objective function is strictly positive, and the approximate form may lead to a negative number, but the error is very small. In this case, you can use a positive number that is the smallest enough, where 
This can greatly simplify the calculation and improve the efficiency of the operation.
Iterative Convergence Control
In the actual distribution process, the convergence accuracy of the algorithm needs to be controlled. This paper uses the difference between the maximum cost and the minimum cost in all used road sections in each iteration result ε ∆ as an accuracy index. In the calculation process, each process of updating the restricted sub-network of the origin point is to calculate the maximum contribution cost of the node, and the maximum path cost between the point pairs OD is also the maximum contribution cost of the node. In addition, the search for the shortest path tree is performed every time. The process can calculate the minimum path cost, so the calculated value ε ∆ does not require additional calculation process, which can save the algorithm overhead.
There is a certain degree of blindness in the definition of the value of ε ∆ before the allocation of the solution, or ε ∆ is set too harsh, resulting in a large number of iterative calculation processes that take a long time. It is not frequent to use the OBA algorithm to make the global optimal planning in traffic planning. The amount of OD is also obtained through observation of a period of time. Therefore, the calculation process can be tolerated for a long time to achieve accuracy. The global load balancing planning guide is frequent and requires high timeliness. Therefore, in addition to ε ∆ , it is necessary to control the number of iterations of the algorithm. If the iterations are full 100 times, the output will be stopped even if the accuracy is not reached. From the point of view of the road segment flow during the iterative process of the OBA algorithm, the convergence rate is very fast. By reasonably setting the iteration upper limit times, satisfactory accuracy can be obtained in a short time.
SIMULATION EXPERIMENT Simulation Assumptions
In order to verify the application effect of the algorithm, we use C++ to write a simulation program. To obtain intuitive results, simplify the conditions as follows:
1) Simplify access points to 1; 2) Simplify the business system to 1 set; 3) Ignore the influence of the data center outlet lines; 4) Ignore communication network congestion delays. The segment cost function is applied to the form of traffic network flow:
Its derivative form is:
Among them, α and β are uniformly adopted by the United States Highway Authority designated values 0.15 and 4.
In the simulation experiment, a total of three data centers were set up, and the six nodes of a business system were deployed separately, as shown in Table I .
There is one access demand point U in the network, and the access requirement will take different values in the test.
Assume that the attributes of the entity communication network are shown in Table II (without considering the congestion of the communication network, that is, if the link capacity is infinite, α and β are meaningless. To simplify the editing of the network topology attributes, the unified assumption is 0.15, 4).
According to the foregoing discussion, no matter how many nodes are deployed in the data center, the idle access delay should be constant, but the capacity is proportional to the node. According to the deployment of nodes, the attributes of the business system nodes are set out in Table III . The network model constructed according to the algorithm theory is shown in Figure 2 .
The convergence accuracy of the algorithm is 0.1, and the iteration limit 100 times. 
Simulation Results
The test selected several representative visits. The results of distribution are shown in Table IV .
It can be seen that no matter how many access is tested, the system guarantees the consistency of access delay, and in this allocation mode, any access amount cannot obtain a better access speed by changing the access method.
Comparison Test
From the previous section, we can see that the optimization results are very satisfactory, so this section only compares the convergence efficiency.
The iterative upper limit of the model algorithm is canceled, the number of set access is 6000, and the convergence efficiency of BP and ant colony algorithm is compared under different accuracy requirements. The results are shown in Table  V (unit: ms):
It is found that the convergence rate of BP algorithm is very slow without using pre-training mechanism. The convergence efficiency of the ant colony algorithm is acceptable, but it is difficult to perform the real-time scheduling task in the multi-data center under the 0.1 precision of 38ms. If the iterative computing tasks are distributed over the multiple virtual machines in parallel, the efficiency may be improved, but the defect is that it cannot guarantee a certain precision by setting the number of iterations. The OBA algorithm shows excellent efficiency under low precision requirements. And the key point is that according to the theory of quasi-Newton flow transfer method, the convergence law can be traced, and it quickly converges to the precision requirement value in a short period of time, so the accuracy can be guaranteed by setting the number of iterations. It should be pointed out that if the number of iterations is not set, it is necessary to pay attention the accuracy requirement and the magnitude relationship of A in section 3.3. Otherwise, the convergence will never be completed.
CONCLUSION
By constructing a multi-data center business access model, the traffic network flow OBA algorithm is successfully applied to the global business load, and the optimal target of the system is achieved. The algorithm is very time-consuming and has the conditions to guide the production environment.
In practical application, it is necessary to determine the value of α and β in the actual meaning of each section of the topology model through extensive experience and repeated testing, so as to ensure the rationality of the results. Even by testing the way to change the cost function of the road section and formulating a cost function which is more consistent with the production environment, the global load balancing product truly has a globally optimized dispatching command capability.
