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VARIATIONAL FORMULAE FOR THE CAPACITY INDUCED BY
SECOND-ORDER ELLIPTIC DIFFERENTIAL OPERATORS
C. LANDIM
ABSTRACT. We review recent progress in potential theory of second-order elliptic opera-
tors and on the metastable behavior of Markov processes.
There has been many recent progress in the potential theory of non-reversible Markov
processes. We review in this article some of these advances. In Section 1, we present a
brief historical overview of potential theory and we introduce the main notions which will
appear throughout the article. In Section 2, we present two variational formulae for the
capacity between two sets induced by second-order elliptic operators non necessarily self-
adjoint. In the following three sections we present applications of these results. In Section
3, we discuss recurrence of Markov processes; in Section 4, we present a sharp estimate
for the transition time between two wells in a dynamical system randomly perturbed; and
in Section 5, we prove the metastable behavior of this process.
1. POTENTIAL THEORY
We present in this section a brief historical introduction to the Dirichlet principle. The
interested reader will find in Kellogg’s book [22] a full account and references.
From Newton’s law of universal gravitation to Laplace’s equation. In 1687, Newton
enunciated the Law of universal gravitation which states that “every particle of matter in the
universe attracts every other particle with a force whose direction is that of the line joining
the two, and whose magnitude is directly as the product of their masses, and inversely as
the square of their distance from each other”. The magnitude F of the force between two
particules, one of mass m1 situated at x ∈ R3 and one of mass m2 situated at y ∈ R3 is
thus given by
F = κ
m1m2
‖x− y‖2 , (1.1)
where ‖(z1, z2, z3)‖ =
√
z21 + z
2
2 + z
2
3 stands for the Euclidean distance, and κ for a
constant which depends only on the units used. In order to avoid the constant κ we choose
henceforth the unit of force so that κ = 1.
Once Newton’s gravitation law has been formulated, it is natural to calculate the force
exerted on a particle of unit mass by different types of bodies. Consider a body B occu-
pying a portion Ω of the space R3. Assume that its density ρ at each point z ∈ Ω is well
defined and that it is continuous and bounded as a function of z. By density at z we mean
the limit of the ratio between the mass of a portion containing z and the volume of the
portion, as the volume of the portion vanishes. By (1.1), the force at a point x ∈ R3 is
given by
F (x) =
∫
Ω
z − x
‖z − x‖3 ρ(z) dz . (1.2)
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Note that the force is well defined inΩ because x 7→ ‖x‖−2 is integrable in a neighborhood
of the origin and we assumed the density ρ to be bounded. Equation (1.2) defines, therefore,
a vector field F = (F1, F2, F3) : R
3 → R3.
The force field F introduced in (1.2) turns out to be divergence free in Ωc:
(∇ · F )(x) :=
3∑
j=1
(∂xjFj)(x) = 0 , x ∈ Ωc , (1.3)
where ∂xj represents the partial derivative with respect to xj . It is also conservative: Fix a
point x ∈ R, and let γ : [0, 1]→ R3 be a smooth, closed path such that γ(0) = γ(1) = x.
The integral of the force field along the cycle γ is given by∫
F · dγ :=
3∑
j=1
∫
Fj(γ) dγj =
3∑
j=1
∫ 1
0
Fj(γ(t)) γ
′
j(t) dt = 0 .
As the force field is conservative and the space is simply connected [any two paths with
the same endpoints can be continuously deformed one into the other], we may associate a
potential V : R3 → R to the vector field F . Fix a point x0 ∈ R3 and a constant C0, and let
V (x) = C0 +
∫
F · dγ , (1.4)
where γ is a continuous path from x0 to x. The potential V is well defined because the
force field is conservative, and it is unique up to an additive constant. By requiring it to
vanish at infinity, it becomes
V (x) = −
∫
R3
1
‖z − x‖ ρ(z) dz , (1.5)
and it is called the Newton potential of the measure ρ(z) dz. Moreover, if we represent by
∇V the gradient of V , ∇V = (∂x1V , ∂x2V , ∂x3V ),
∇V = F . (1.6)
Hence, since the force field is divergence-free [equation (1.3)],
∆V := ∇ · ∇V = 0 on Ωc , (1.7)
which is known as Laplace’s differential equation.
This last identity provides an alternative way to compute the force field induced by a
body whose density is unknown. Let B be a body occupying a portion Ω of the space R3.
Assume that Ωc is a domain [open and connected] which has a smooth, simply connected
boundary, denoted by ∂Ω. Assume, further, that the force field F exerted by the body B
can be measured at the boundary ofΩ. Fix a point x0 ∈ ∂Ω, set V (x0) = 0, and extend the
definition of V to ∂ Ω through equation (1.4). By (1.7), the potential V solves the equation{
(∆W )(x) = 0 , x ∈ Ωc ,
W (x) = V (x) , x ∈ ∂Ω . (1.8)
To derive F , it remains to solve the linear equation (1.8) and to retrieve F from V by (1.6).
The problem of proving the existence of a function satisfying (1.8) or of finding it when
it exists is known as the Dirichlet problem, or the first boundary problem of potential
theory.
Dirichlet’s principle. In 1850, Dirichlet proposed the following argument to prove the
existence of a solution to (1.8). It is simpler to present it in the context of masses distributed
along surfaces. If mass points disturb, on may think in terms of charges since, according to
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Coulomb’s law, two point charges exert forces on each other which are given by Newton’s
law with the word mass replaced by charge, except that charges may attract or repel each
other.
Consider a bounded domain Ω whose boundary, represented by ∂Ω, is smooth. Let ζ
be a surface density on ∂Ω. By (1.5), the potential associated to this mass distribution is
given by
V (x) = −
∫
∂Ω
1
‖z − x‖ ζ(z)σ(dz) ,
where σ(dz) stands for the surface measure. The surface density can be recovered from
the potential. By Theorem VI of Chapter VI in [22],
∂V
∂n+
(x) − ∂V
∂n−
(x) = − 4π ζ(x) , (1.9)
where n+, resp. n−, represents the outward, resp. inward, pointing unit normal vector to
∂Ω.
Denote by E(ζ) the potential energy of the mass distribution ζ. It corresponds to the
total work needed to assemble the distribution from a state of infinite dispersion, and it is
given by
E(ζ) =
1
2
∫
∂Ω
V (x) ζ(x)σ(dx) .
Since, by (1.9), the surface density can be expressed in terms of the potential, we may
consider the energy as a function of the potential. After this replacement, as the potential
satisfies Laplace’s equation (1.7) on (∂Ω)c, applying the divergence theorem, we obtain
that
E(V ) =
1
8π
∫
R3
‖∇V (x)‖2 dx .
It is a principle of physics that equilibrium is characterized by the least potential energy
consistent with the constraints of the problem. Thus, to prove the existence of a solution
of the differential equation (1.8), Dirichlet proposed to consider the variational problem
inf
f
∫
R3
‖(∇f)(x)‖2 dx ,
where the infimum is carried over all smooth functions f : R3 → R such that f = V on
∂Ω.
Mathematicians objected to the argument at an early date, pointing that the infimum
might not be attained at an element of the class of functions considered. Weierstrass gave
an example showing that the principle was false, and in 1899, Hilbert provided conditions
on the surface, the boundary values and the class of functions f admitted, for which the
Dirichlet principel could be proved.
Condenser capacity. In electrostatics, the capacity of an isolated conductor is the the total
charge the conductor can hold at a given potential.
Let Ω1 ⊂ Ω2 be bounded domains with smooth boundaries represented by Σ1, Σ2,
respectively. Assume that the closure of Ω1 is contained in Ω2. Consider the potential
which is equal to 1 at Ω1, 0 at Ω
c
2, and which satisfies Laplace’s equation on R = Ω2 \Ω1.
Since V satisfies Laplace’s equation on (Σ1 ∪ Σ2)c, this potential can be obtained from a
surface distribution concentrated on Σ1 ∪Σ2. The total mass [charge] on Σ1 is given by∫
Σ1
ζ(x)σ(dx) = − 1
4π
∫
Σ1
∂V
∂n+
(x)σ(dx) ,
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where the last identity follows from (1.9) and from the fact that the inward derivative
vanishes because V is constant in Ω1. The condenser capacity of Ω1 relative to Ω2 is given
by
cap(Ω1,Ω
c
2) = −
1
4π
∫
Σ1
∂V
∂n+
(x)σ(dx) , (1.10)
The measure ν = − (1/4π) (∂V/∂n+)(x)σ(dx) on Σ1 is called the harmonic measure.
The capacity of Ω1 is obtained by letting Ω2 increase to R
d.
As the potential V is equal to 1 on Ω1 and 0 at Σ2, we may insert V (x) in the previous
integral, add the integral of the same expression over Σ2, and then use the divergence
theorem and the fact that V is harmonic on the annulus R = Ω2 \ Ω1 to conclude that the
previous expression is equal to
1
4π
∫
R
‖(∇V )(x)‖2 dx = 1
4π
inf
f
∫
R3
‖(∇f)(x)‖2 dx ,
where the infimum is carried over all smooth functions f such that f = 1 on Ω1 and f = 0
onΩc2. This latter formula provides a variational formula for the capacity defined by (1.10),
called the Dirichlet principle.
In the next section, we present two variational formulae for the capacity induced by a
second-order elliptic operator which is not self-adjoint with respect to the stationary state
[as it is the case of the Laplace operator with respect to the Lebesgue measure]. We then
present some applications of the formulae.
2. DIRICHLET AND THOMSON PRINCIPLES
In this section, we extend the notion of capacity to the context of general second order
differential operators not necessarily self-adjoint. We then provide two variational for-
mulae for the capacity, the so-called Dirichlet and Thomson principles. We will not be
precise on the smoothness conditions of the functions and of the boundary of the sets. The
interested reader will find in the references rigorous statements.
To avoid integrability conditions at infinity, we state the Dirichlet and the Thomson
principles on a finite cube with periodic boundary conditions. Fix d ≥ 1, and denote by
Td = [0, 1)d the d-dimensional torus of length 1. Denote by a(x) a uniformly positive-
definite matrix whose entries ai,j are smooth functions: There exist c0 > 0 such that for
all x ∈ Td, ξ ∈ Rd,
ξ · a(x) ξ ≥ c0 ‖ξ‖2 , (2.1)
where η · ξ represents the scalar product in Rd.
Generator. Denote by L the generator given by
Lf = ∇ · (a∇f) + b · ∇f , (2.2)
where b : Td → Rd is a smooth vector field. By modifying the drift b we could assume
the matrix a to be symmetric. We will not assume this condition for reasons which will
become clear in the next sections. There exists a unique Borel probability measure such
that µL = 0. This measure is absolutely continuous, µ(dx) = m(x)dx, where m is the
unique solution to
∇ · (a†∇m) − ∇ · (bm) = 0 , (2.3)
where a† stands for the transpose of a. For existence, uniqueness and regularity conditions
of solutions of elliptic equations, we refer to [17]. Let V (x) = − logm(x), so thatm(x) =
e−V (x).
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Throughout this section A, B represent two closed, disjoint subsets of Td
which are the closure of open sets with smooth boundaries. (2.4)
For such a set A, denote by µA(dx) the measure m(x)σ(dx) on ∂A, where σ(dx) repre-
sents the surface measure. Hence, for every smooth vector field ϕ,∮
∂A
ϕ(x) · nA(x)µA(dx) =
∮
∂A
ϕ(x) · nA(x) e−V (x) σ(dx) ,
where nA represents the inward normal vector to ∂A.
We may rewrite the generator L introduced in (2.2) as
Lf = eV∇ · (e−V a∇f) + c · ∇f ,
where c = b+ a†∇V . It follows from (2.3) that
∇ · (e−V c) = 0 . (2.5)
This implies that the operator c · ∇ is skew-adjoint in L2(µ): for any smooth functions f ,
g : Td → R, ∫
f c · ∇g dµ = −
∫
g c · ∇f dµ , (2.6)
and that for any open set D with a smooth boundary,∮
∂D
c · nD dµD =
∫
Td\D
eV ∇ · (e−V c) dµ = 0 . (2.7)
In view of (2.6), the adjoint of L in L2(µ), represented by L∗, is given by
L∗f = eV ∇ · (e−V a†∇f) − c · ∇f ,
while the symmetric part, denoted by Ls, Ls = (1/2)(L+ L∗), takes the form
Lsf = eV ∇ · (e−V as∇f) . (2.8)
where as stands for the symmetrization of the matrix a: as = (1/2)[a+ a
†].
Capacity. Recall that A, B are closed sets satisfying (2.4). Let
Ω = Td \ (A ∪B) .
Denote by h = hA,B , resp. h
∗ = h∗A,B , the unique solutions to the linear elliptic equations{
Lh = 0 on Ω,
h = χA on A ∪B,
{
L∗h = 0 on Ω,
h∗ = χA on A ∪B,
(2.9)
where χC , C ⊂ Td, represents the indicator function of the set C. The functions h, h∗ are
called the equilibrium potentials between A and B. A function f such that (Lf)(x) = 0
is said to harmonic at x. If it is harmonic at all points in some domain Ω, it is said to be
harmonic in Ω.
By analogy to the electrostatic definition (1.10) of the capacity of a set, define the ca-
pacity between the sets A, B of Td as
cap(A,B) :=
∮
∂A
a∇h · nA dµA , cap∗(A,B) :=
∮
∂A
a†∇h∗ · nA dµA . (2.10)
Since h = 1 at ∂A and h = 0 at ∂B, we may insert h in the integral and add the surface
integral of the same expression over ∂B. Applying then the divergence theorem, we obtain
that
cap(A,B) =
∫
Ω
∇h · a∇h dµ +
∫
Ω
h eV ∇ · (e−V a∇h) dµ .
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As∇h vanishes onA∪B, we may extend the integrals to Td. The integrand in the second
term can be written as h [Lh − c · ∇h]. Since c · ∇ is skew-adjoint and h is harmonic on
(∂A ∪ ∂B)c, we conclude that
cap(A,B) =
∫
∇h · a∇h dµ , cap∗(A,B) =
∫
∇h∗A,B · a†∇h∗A,B dµ . (2.11)
In the previous formulae, we may replace a, a† by their symmetric part as, and we may
restrict the integrals to Ω.
Lemma 2.1. Let A, B be two closed subsets satisfying the conditions (2.4). Then,
cap(A,B) = cap(B,A) = cap∗(A,B) .
Moreover,
cap(A,B) =
∮
∂A
(a∇h+ h c) · nA dµA . (2.12)
Proof. It is clear that cap(B,A) = cap(A,B) since hB,A = 1−hA,B asA∩B = ∅. The
proof of (2.12) is similar to the one which led from the definition of the capacity to (2.11).
One has just to recall from (2.5) that ∇ · (e−V c) = 0.
We turn to the proof that cap(A,B) = cap∗(A,B) It relies on the claim that
cap(A,B) =
∫
Td
{∇h∗ · a∇h− h∗ c · ∇h} dµ = ∫
Td
{∇h · a†∇h∗ + h c · ∇h∗} dµ .
To prove this claim, repeat the calculations carried out to derive (2.12) to conclude that∫
Td
∇h∗ · a∇h dµ =
∫
Ω
∇h∗ · a∇h dµ =
∮
∂A
a∇h · nA dµA +
∫
Ω
h∗ c · ∇h dµ .
Since ∇h vanishes on A ∪ B, we may carry the second integral over Td. This proves
the first identity of the claim because the first term on the right hand side is equal to the
capacity between A and B.
The same computation inverting the roles of h and h∗ gives that∫
Td
∇h · a†∇h∗ dµ = cap∗(A,B) −
∫
Td
h c · ∇h∗ dµ .
Compare this identity with the previous one. The left-hand sides coincide. As c·∇ is skew-
adjoint, the second terms on the right-hand sides are also equal. Hence, cap(A,B) =
cap∗(A,B) because the first term on the right-hand side of the penultimate equation is
cap(A,B). The previous identity together with the fact that cap∗(A,B) = cap(A,B)
yields the second identity of the claim. 
Considering L∗ in place of L we obtain from the previous lemma that
cap∗(A,B) =
∮
∂A
(
a†∇h∗ − h∗ c) · nA dµA (2.13)
Variational formulae for the capacity. Let F be the Hilbert space of vector fields ϕ :
Ω→ Rd endowed with the scalar product 〈·, ·〉 given by:
〈ϕ, ψ〉 :=
∫
Ω
ϕ · a−1s ψ dµ .
Let Fγ , γ ∈ R, be the closure in F of the space of smooth vector fields ϕ ∈ F such that
∇ · (e−V ϕ) = 0 ,
∮
∂A
ϕ · nA dµA = − γ . (2.14)
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Let Cα,β , α, β ∈ R, be the space of smooth functions f : Ω→ R such that f ≡ α on A
and f ≡ β on B. For f ∈ Cα,β define
Ψf := as∇f , Φf := a†∇f − f c .
Note that
〈Ψh,Ψh〉 =
∫
Ω
∇h · as∇h dµ = cap(A,B) . (2.15)
Lemma 2.2. For every ϕ ∈ Fγ and f ∈ Cα,0 we have that
〈Φf − ϕ , Ψh〉 = γ + α cap(A,B) .
Proof. Fix ϕ ∈ Fγ and f ∈ Cα,0. By definition of Φf ,
〈Φf − ϕ,Ψh〉 =
∫
Ω
(
a†∇f − f c − ϕ) · ∇h dµ .
Writing a†∇f · ∇h as∇f · a∇h, and integrating by parts, since f = α on ∂A and f = 0
on ∂B, the previous term becomes
−
∫
Ω
(
f eV∇ · (e−V a∇h) + f c+ ϕ) · ∇h dµ + α ∮
∂A
a∇h · nA dµA .
By definition, the last integral is the capacity between A and B, while the expression
involving f is equal to −f Lh. This expression vanishes because h is L-harmonic in Ω.
Hence, since h = χA on ∂A ∪ ∂B, by an integration by part, the previous expression is
equal ∫
Ω
h eV∇ · (e−V ϕ) dµ −
∮
∂A
ϕ · nA dµA + α cap(A,B) .
By (2.14), this expression is equal to γ + α cap(A,B), as claimed. 
Theorem 2.3 (Dirichlet principle). Fix two disjoint subsets A, B of Td satisfying (2.4).
Then,
cap(A,B) = inf
f∈C1,0
inf
ϕ∈F0
〈Φf − ϕ,Φf − ϕ〉 ,
and the infimum is attained for h⋆ = (1/2)(h+ h
∗) and ϕ⋆ = Φh⋆ −Ψh .
Proof. Fix f ∈ C1,0 and ϕ ∈ F0. By Lemma 2.2, applied with γ = 0 and α = 1, and by
Schwarz inequality,
cap(A,B)2 = 〈Φf − ϕ , Ψh〉2 ≤ 〈Φf − ϕ , Φf − ϕ〉 〈Ψh,Ψh〉 .
By (2.15), the last term is equal to cap(A,B), so that cap(A,B) ≤ 〈Φf − ϕ,Φf − ϕ〉 for
every f in C1,0 and ϕ in F0.
Recall from the statement of the theorem the definition of h⋆ and ϕ⋆. SinceΦh⋆−ϕ⋆ =
Ψh, by (2.15), cap(A,B) = 〈Φh⋆ − ϕ⋆ , Φh⋆ − ϕ⋆〉. Therefore, to complete the proof of
the theorem, it remains to check that h⋆ belongs to C1,0, and ϕ⋆ to F0. It is easy to check
the first condition. For the second one, observe that
∇ · (e−V ϕ⋆) = 1
2
e−V (L∗h∗ − Lh) − 1
2
(h+ h∗)∇ · (e−V c) .
This expression vanishes on Ω by the harmonicity of h, h∗ and in view of (2.5). On the
other hand,∮
∂A
ϕ⋆ · nA dµA = 1
2
∮
∂A
(a†∇h∗ − h∗c) · nA dµA − 1
2
∮
∂A
(a∇h+ h c) · nA dµA .
By Lemma 2.1 and identity (2.13), the previous expression is equal to (1/2){cap∗(A,B)−
cap(A,B)} = 0, which completes the proof of the theorem. 
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Theorem 2.4 (Thomson principle). Fix two disjoint subsets A, B of Td satisfying (2.4).
Then,
1
cap(A,B)
= inf
ϕ∈F1
inf
f∈C0,0
〈Φf − ϕ , Φf − ϕ〉 .
Moreover, the infimum is attained at h⋆ = (h − h∗)/2 cap(A,B) and ϕ⋆ = Φh⋆ −
Ψh/cap(A,B).
Proof. Fix ϕ in F1 and f in C0,0. By Lemma 2.2 (applied with α = 0 and γ = 1), by
Schwarz inequality, and by (2.15),
1 = 〈Φf −ϕ , Ψh〉2 ≤ 〈Φf −ϕ , Φf −ϕ〉 〈Ψh , Ψh〉 = 〈Φf −ϕ , Φf −ϕ〉 cap(A,B) .
By definition of h⋆, ϕ⋆, Φh⋆ − ϕ⋆ = Ψh/cap(A,B), so that by (2.15),
〈Φh⋆ − ϕ⋆,Φh⋆ − ϕ⋆〉 = 〈Ψh/cap(A,B) , Ψh/cap(A,B)〉 = 1/cap(A,B) .
It remains to check that h⋆ ∈ C0,0, and ϕ⋆ ∈ F1. It is easy to verify the first condition. For
the second one, observe that
ϕ⋆ =
− 1
2 cap(A,B)
{[
a∇h + h c ]+ [ a†∇h∗ − h∗ c ]} .
Therefore, 2 cap(A,B)∇ · (e−V ϕ⋆) = − e−V [Lh+ L∗h∗] = 0 on Ω. Moreover,
− 2 cap(A,B)
∮
∂A
ϕ⋆ · nA dµA
=
∮
∂A
( a∇h+ hc ) · nA dµA +
∮
∂A
( a†∇h∗ − h∗c ) · nA dµA .
By Lemma 2.1 and (2.13), the right-hand side is equal to cap(A,B) + cap∗(A,B) =
2 cap(A,B). This proves that ϕ⋆ belongs to F1, and completes the proof of the theorem.

Reversible case. In the reversible case, c = 0, a symmetric, the optimal flow ϕ in the
Dirichlet principle is the null one, so that
cap(A,B) = inf
f∈C1,0
〈Φf ,Φf 〉 = inf
f∈C1,0
∫
Ω
∇f · a∇f dµ . (2.16)
In the last identity we used the fact that Φf = Ψf = a∇f . We thus recover the Dirichlet
principle in the reversible context.
Similarly, in the reversible case, the optimal function f in the Thomson principle is the
null one, so that
1
cap(A,B)
= inf
ϕ∈F1
〈ϕ , ϕ〉 ,
which is the Thomson’s principle in the reversible case.
We conclude this subsection comparing the capacity induced by the generator L with
the one induced by the symmetric part of the generator, Ls given by (2.8).
Fix two disjoint subsets A, B satisfying (2.4). Denote by caps(A,B), the capacity
between A and B induced Ls. Since h belongs to C1,0, by (2.11) and (2.16),
caps(A,B) ≤ cap(A,B) .
In the case of Markov chains taking value in a countable state-space, it is proved in
Lemma 2.6 of [16] that if the generator satisfies a sector condition with constant C0,( ∫
(Lf) g dµ
)2
≤ C0
∫
(−Lf) f dµ
∫
(−Lg) g dµ ,
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for all smooth functions f , g, then cap(A,B) ≤ C0 caps(A,B).
Stochastic representation. The operators L and L∗ are generators of Markov processes
on Td with invariant measure µ. More precisely, L is the generator of the solution of the
stochastic differential equation
dXt =
{− a†∇V + ∇ · a + c}(Xt) dt + √2 as dWt , (2.17)
whereWt is a standard d-dimensional Brownian motion,
√
2as represents the symmetric,
positive-definite square root of 2as, and ∇ · a is the vector field whose j-th coordinate is
(∇ · a)j =
∑
1≤i≤d ∂xiai,j . For L∗, one has to replace the drift in (2.17) by − a∇V +
∇ · a† − c.
Denote by C([0,+∞);Td) the space of continuous functions X : [0,+∞) → Td
endowed with the topology of locally uniform convergence. Let {Px : x ∈ Td}, resp.
{P∗x : x ∈ Td}, be the probability measures on C([0,+∞);Td) induced by the Markov
process associated to the generator L, resp. L∗, starting from x.
Denote byHC , C a closed subset of T
d, the hitting time of C:
HC = inf{t ≥ 0 : Xt ∈ C} .
Lemma 2.5. Let C be the closure of an open set with smooth boundary. Consider two
continuous functions b, f : Td → R. Let u : Td → R be given by
u(x) := Ex
[
b(X(HC)) +
∫ HC
0
f(X(t)) dt
]
.
Then, u is the unique solution to{
Lu = − f on Td \ C,
u = b on ∂C.
(2.18)
This result provides a stochastic representation for the harmonic functions h = hA,B ,
h∗ = h∗A,B introduced previously:
h(x) = Px[HA < HB] , h
∗(x) = P∗x[HA < HB] .
Harmonic measure. In view of the definition (2.10) of the capacity, define the probability
measure ν ≡ νA,B as the harmonic measure on ∂A ∪ ∂B conditioned to ∂A as
dν : =
1
cap(A,B)
a†∇h∗ · nA dµA .
Proposition 2.6. For each continuous function f : Td → R,
Eν
[ ∫ HB
0
f(Xt) dt
]
=
1
cap(A,B)
∫
h∗ f dµ . (2.19)
Proof. Fix a continuous function f , and let ΩB = T
d \B. Denote by u the unique solution
of the elliptic equation (2.18) with C = B, b ≡ 0. In view of Lemma 2.5 and by definition
of the harmonic measure ν, the left hand side of (2.19) is equal to
1
cap(A,B)
∮
∂A
u [a†∇h∗] · nA dµA .
The integral of the same expression at ∂B vanishes because u vanishes on ∂B. Hence, by
the divergence theorem, this expression is equal to
1
cap(A,B)
∫
Ω
eV ∇ · {e−V [a†∇h∗]u} dµ .
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Since the equilibrium potential h∗ is harmonic on Ω, the previous equation is equal to
1
cap(A,B)
∫
Ω
∇h∗ a∇u dµ + 1
cap(A,B)
∫
Ω
u c · ∇h∗ dµ .
Consider the first term. Since ∇h∗ vanishes on A, we may extend the integral to ΩB =
Td \B. By the divergence theorem and since the equilibrium potential h∗ vanishes on ∂B,
this expression is equal to
− 1
cap(A,B)
∫
ΩB
h∗ eV ∇ · {e−V a∇u} dµ .
As Lu = −f on ΩB , this expression is equal to
1
cap(A,B)
∫
ΩB
h∗ c · ∇u dµ + 1
cap(A,B)
∫
ΩB
h∗ f dµ .
Since the equilibrium potential h∗ vanishes on B, we may replace ΩB by T
d in the last
integral.
Up to this point we proved that the left-hand side of (2.19) is equal to
1
cap(A,B)
{∫
Td
h∗ f dµ +
∫
ΩB
h∗ c · ∇u dµ +
∫
Ω
u c · ∇h∗ dµ
}
.
Since ∇h∗ vanishes on A ∪ B and h∗ on B, we may extend the last two integrals to
Td. By (2.6), the sum of the last two terms vanishes, which completes the proof of the
proposition. 
Proposition 2.6 is due to Bovier, Eckhoff, Gayrard and Klein [9] for reversible Markov
chains. A generalization to non-reversible chains can be found in [5]. A Dirichlet princi-
ple, as a double variational formula of type inff supg involving functions, was proved by
Pinsky [31, 32, 33] in the context of diffusions. It has been derived by Doyle [12] and by
Gaudillie`re and L. for Markov chains [16]. The Dirichlet principle, stated in Theorem 2.3,
appeared in [16] for Markov chains and is due to L., Mariani and Seo [27] in the context of
diffusion processes. The Thomson principle, stated in Theorem 2.4, is due to Slowik [36]
in the context of Markov chains and appeared in [27] for diffusions.
3. RECURRENCE OF MARKOV CHAINS
The capacity is an effective tool to prove the recurrence or transience of Markov pro-
cesses whose stationary state are explicitly known.
Consider the following open problem. LetX = {(Xk, Yk) : k ∈ Z}, be a sequence of
independent, identically distributed random variables such thatP [(X0, Y0) = (±1,±1)] =
1/4 for all 4 combinations of signs. Given a random environmentX consider the discrete-
time random walk on Z2 whose jump probabilities are given by
p
(
(j, k) , (j + Yk, k)
)
= p
(
(j, k) , (j, k +Xj)
)
= 1/2 for all (j, k) ∈ Z2 . (3.1)
Denote by Zt = (Z
1
t , Z
2
t ) the position at time t ∈ Z of the random walk. Equation (3.1)
states that in the horizontal line {(p, q) : q = k} Z only jumps from (j, k) to (j + Yk, k)
for all j. In other words, on each horizontal line the random walk is totally asymmetric,
but the direction of the jumps may be differ from line to line. Similarly, on the vertical
lines {(p, q) : p = j} the random walk is totally asymmetric and only jumps from (j, k)
to (j, k +Xj). It is not known if this random walk is recurrent or not [almost surely with
respect to the random environment].
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Fix an environmentX , and let PX(j,k) be the distribution of the random walk Z which
starts at time t = 0 from (j, k). Denote by H+0 the return time to 0: H
+
0 = inf{t ≥
1 : Zt = 0}. The random walk is recurrent if and only if PX0 [H+0 = ∞] = 0. Let
{BN : N ≥ 1} be an increasing sequence of finite sets such that ∪NBN = Z2, and note
that
PX0 [H
+
0 =∞] = lim
N→∞
PX0 [HBcN < H
+
0 ] , (3.2)
whereHBc
N
stands for the hitting time of BcN .
In the context of discrete-time Markov chains evolving on a countable state-space the
capacity between two disjoint sets A, B is given by
cap(A,B) =
∑
x∈A
M(x)Px[HB < H
+
A ] ,
whereM represents the stationary state of the Markov chain andHB , resp. H
+
A , the hitting
time of the set B, resp. the return time to the set A.
By the previous identity, the right-hand side of (3.2) can be rewritten as
1
MX(0)
lim
N→∞
capX
({0} , BcN) ,
whereMX represents the stationary state of the random walk. It is easy to show thatMX
does not depend on the environment and is constant,MX(z) = 1 for all z ∈ Z2.
In view of the Dirichlet principle, to prove that the random walk is recurrent, one needs
to find a sequence of functions fN in C1,0 and of vector fields ϕN in F0 [with A = {0}
B = BcN and depending on the environment X] for which 〈ΦfN − ϕN ,ΦfN − ϕN 〉
vanishes asymptotically.
This has not been achieved yet. However, this is the simplest way to prove that the sym-
metric, nearest-neighbor randomwalk onZ2 is recurrent [p((j, k), (j, k±1)) = p((j, k), (j±
1, k)) = 1/4]. In this case also M(z) = 1 for all z ∈ Z2. Consider BN = {−(N −
1), . . . , N−1}2, and set ϕN = 0, fN (x) = 1−log |x|m/ logN , x ∈ BN , where |0|m = 1,
|(j, k)| = max{|j|, |k|}. For these sequences,
〈ΦfN − ϕN ,ΦfN − ϕN 〉 =
1
4
2∑
j=1
∑
x∈Z2
[fN(x+ ej)− fN(x)]2 ≤ C0
logN
,
where {e1, e2} stands for the canonical basis ofR2 andC0 for a finite constant independent
of N . This proves that the 2-dimensional, nearest-neighbor, symmetric random walk is
recurrent.
4. EYRING-KRAMERS FORMULA FOR THE TRANSITION TIME
We examine in this section the stochastic differential equation (2.17) as a small pertur-
bation of a dynamical system x˙(t) = F (x(t)), by introducing a small parameter ǫ > 0 in
the equation.
To reduce the noise in (2.17), we substitute
√
2 as in the second term of the right-hand
side by
√
2 ǫ as. At this point, to keep the structure of the equation, we have to replace in
the first term a by ǫ a. To avoid the term − a†∇V to become small, we change V to V/ǫ.
After these modifications the equation (2.17) becomes
dXǫt =
{− a†∇V + ǫ∇ · a + c } (Xǫt ) dt + √2 ǫ as dWt . (4.1)
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The diffusionXǫt is a small perturbation of the dynamical system x˙(t) = − [a†∇V ](x(t))+
c(x(t)). For the equilibrium points of this ODE to be the critical points of V , we require
V to be a Lyapounov functional. This is the case if c · ∇V = 0 on Td.
The generator of the diffusionXǫt , denoted by Lǫ, is given by
Lǫf = ǫ eV/ǫ∇ ·
{
e−V/ǫ a∇f} + c · ∇f .
Let µǫ be the probability measure given by
µǫ(dx) =
1
Zǫ
exp{−V (x)/ǫ} dx , (4.2)
where Zǫ is the normalizing constant, Zǫ :=
∫
Td
exp{−V (x)/ǫ} dx. We have seen in the
previous section that µǫ is the stationary state of the processX
ǫ
t provided∇·(e−V/ǫc) = 0.
Since c · ∇V vanishes, this equation becomes∇ · c = 0. We assume therefore that
c · ∇V = 0 and ∇ · c = 0 on Td . (4.3)
We examine the transition time in the case where V is a double well potential. Assume
that there exists an open set G ⊂ Td such that
(H1) The potential V has a finite number of critical points in G. Exactly two of them,
denoted by m1 and m2, are local minima. The Hessian of V at each of these
minima has d strictly positive eigenvalues.
(H2) There is one and only one saddle point betweenm1 andm2 in G, denoted by σ.
The Hessian of V at σ has exactly one strictly negative eigenvalue and (d − 1)
strictly positive eigenvalues.
(H3) We have that V (σ) < infx∈∂ G V (x).
Assume without loss of generality that V (m2) ≤ V (m1), so that m2 is the global
minimum of the potential V in G. Denote by Ω the level set of the potential defined by
saddle point, Ω = {x ∈ G : V (x) < V (σ)}. Let V1, V2 be two domains with smooth
boundary containingm1 andm2, respectively, and contained in Ω:
mi ∈ Vi ⊂ {x ∈ G : V (x) < V (σ)− κ} (4.4)
for some κ > 0.
Denote by ∇2V (x) the Hessian of V at x. By Lemma 10.1 of [28], both [∇2V a](σ)
and [∇2V a†](σ) have a unique (and the same) negative eigenvalue. Denote by −µ this
common negative eigenvalue.
Let Pǫx, x ∈ Td, be the probability measure on C(R+,Td) induced by the Markov
processXǫt starting from x. Expectation with respect to P
ǫ
x is represented by E
ǫ
x.
Theorem 4.1 (Eyring-Kramers formula). We have that
Eǫ
m1
[HV2 ] = [1 + oǫ(1)] p e
Λ/ǫ , where p =
2π
µ
√− det [∇2V (σ)]√
det [(∇2V )(m1)]
(4.5)
and Λ = V (σ)− V (m1).
The term p is called the prefactor. It can be understood as the first-order term in the
expansion in ǫ of the exponential barrier. Let Eǫ
m1
[HV2 ] = exp{Λ(ǫ)/ǫ}. Theorem 4.1
states that Λ(ǫ) = Λ + ǫ log p+ o(ǫ).
The proof of this theorem in the case c = 0 and a independent of x, a(x) = a, can be
found in [27]. Uniqueness of local minima and of saddle points connecting the wells is not
required there. The same argument should apply to the general case under the hypotheses
(2.1), (4.3), but the proof has not been written.
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The 0-th order term in the expansion, Λ, can be obtained from Freidlin and Wentzell
large deviations theory of random perturbations of dynamical systems [15]. The pre-factor
p has been calculated rigorously for reversible diffusions by Sugiura [37, 38] [based on
asymptotics of the principal eigenvalue and eigenfunction for a Dirichlet boundary value
problem in a bounded domain], and independently, by Bovier, Eckhoff, Gayrard and Klein
[10] [based on potential theory]. We refer to [6] for a recent review.
In the context of chemical reactions, the transition time Eǫm1 [HV2 ] corresponds to the
inverse of the rate of a reaction. The so-called “Arrenhuis law” relates the rate of a reaction
to the absolute temperature. It seems to have been first discovered empirically by Hood
[19]. van’t Hoff [18] proposed a thermodynamical derivation of the law, and Arrhenius [1]
physical arguments based on molecular dynamics. In the self-adjoint case, the pre-factor
p first appeared in Eyring [14] and in more explicit form in Kramers [23]. Bouchet and
Reygnier [8] derived the formula in the non-reversible situation.
5. METASTABILITY
We developed in these last years a robust method to prove the metastable behavior of
Markov processes based on potential theory. We report in this section recent developments
which rely on asymptotic properties of elliptic operators.
We first define metastability. LetZǫ(t) be a sequence of Markov processes taking values
in some space Eǫ. Let {E1ǫ , . . . ,Enǫ ,∆ǫ} be a partition of the set Eǫ, and set Eǫ = E1ǫ ∪
· · · ∪ Enǫ .
Fix a sequence of positive numbers θǫ, and denote by Ẑǫ(t) the process Zǫ(t) speeded-
up by θǫ: Ẑǫ(t) = Zǫ(t θǫ). Denote by P̂ ǫ,x, x ∈ Eǫ, the distribution of the process
Ẑǫ(t) starting from x. Let S = {1, . . . , n}, S0 = {0} ∪ S, and let Υǫ : Eǫ → S0 be the
projection given by
Υǫ(x) =
n∑
j=1
j χ
E
j
ǫ
(x) . (5.1)
Note that points in∆ǫ are mapped to 0. Denote by zǫ(t) the S0-valued process defined by
zǫ(t) = Υǫ(Ẑǫ(t)) = Υǫ(Zǫ(tθǫ)) .
The process zǫ(t) is usually not Markovian.
Definition 5.1. [Metastability]. We say that the process Zǫ(t) is metastable in the time
scale θǫ, with metastable sets E
1
ǫ , . . . ,E
n
ǫ if there exists a S-valued, continuous-timeMarkov
chain z(t) such that for all x ∈ Eǫ the P̂ ǫ,x-finite-dimensional distributions of zǫ(t) con-
verge to the finite-dimensional distributions of z(t).
The Markov chain z(t) is called the reduced chain. Mind that the reduced chain does
not take the value 0. The sojourns of Ẑǫ(t) at ∆ǫ are washed-out in the limit. Of course,
the same process Zǫ(t) may exhibit different metastable behaviors in different time-scales
or even different metastable behaviors in the same time-scale but in different regions of the
space, inaccessible one to the other in that time-scale.
In some examples [20, 21, 2] the set S may be countably infinite. In these cases Υǫ is
a projection from Eǫ to a finite set Sǫ ∪ {0}, where Sǫ increases to a countable set S, and
we require#Eǫ/#Sǫ → 0.
In the remaining part of this section we prove that under certain hypotheses the dif-
fusion Xǫt is metastable. Some of these conditions are not needed, but they simplify the
presentation. The reader will find in the references finer results.
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We assume from now on that the potential V fulfills the following set of assumptions.
There exists an open set G of Td such that
(H1’) The function V has a finite number of critical points in G. The global minima of V
are represented bym1, . . . ,mn. They all belong to G and they are all at the same
height: V (mi) = V (mj) for all i, j. The Hessian of V at each of these minima
has d strictly positive eigenvalues.
(H2’) Denote by {σ1, . . . , σℓ} the set of saddle points between the global minima. As-
sume that all saddle points are at the same height and that the Hessian of V at
these points has exactly one strictly negative eigenvalue and (d− 1) strictly posi-
tive eigenvalues.
(H3’) We have that V (σ1) < infx∈∂ G V (x).
Denote by Ω the level set of the potential defined by the height of the saddle points:
Ω = {x ∈ G : V (x) < V (σ1)}. Let W1, . . . ,Wp be the connected components of Ω.
Assume that each of these sets contains one and only one global minima, so that p = n.
Denote by V1, . . . ,Vn domains with smooth boundaries satisfying (4.4) for 1 ≤ i ≤ n,
and let
V =
n⋃
j=1
Vj , ∆ = T
d \ V , V˘j =
⋃
k:k 6=j
Vk . (5.2)
Recall from (4.5) the definition of Λ. Denote by X̂ǫt the process X
ǫ
t speeded-up by
θǫ = e
Λ/ǫ. This is the diffusion on Td whose generator, denoted by L̂ǫ, is given by
L̂ǫ = θǫ Lǫ. Denote by Pǫx, resp. P̂ǫx, x ∈ Td, the probability measure on C(R+,Td)
induced by the diffusionXǫt , resp. X̂
ǫ
t , starting from x. Expectation with respect to P
ǫ
x, is
represented by Eǫx.
Let S = {1, . . . , n}, S0 = {0} ∪ S. Denote by Υ : Td → S0 the projection given by
(5.1) with Ejǫ replaced by Vj , and let xǫ(t) be the S0-valued process defined by
xǫ(t) = Υ(X̂
ǫ
t ) = Υ(X
ǫ(tθǫ)) .
Note that xǫ(t) is not Markovian.
The proof of the metastable behavior of the diffusion Xǫt is divided in four steps. We
first show that in the time scale θǫ the process X
ǫ
t spends a negligible amount of time in
the set ∆. Then, we derive a candidate for the S-valued Markov chain which is supposed
to describe the asymptotic behavior of the process among the wells. In the third step, we
prove that the projection of the trace of X̂ǫt on V converges to the S-valued Markov chain
introduced in the second step. Finally, we show that the previous results together with an
extra condition yield the convergence of the finite-dimensional distributions of xǫ(t).
Step 1: The set∆ is negligible. We first examine in the next lemma the time spent on the
set ∆.
Lemma 5.2. For all t > 0,
lim
ǫ→0
sup
x∈V
Eǫx
[ ∫ t
0
χ∆(X(sθǫ)) ds
]
= 0 . (5.3)
Proof. Here is a sketch of the proof of this result which highlights the relevance of the
variational formulae for the capacity. Denote by capǫ(A,B) the capacity between two
disjoint subsets A, B with respect to the diffusionXǫt .
Fix 1 ≤ j ≤ n and assume that x belongs to Vj . The time scale θǫ is of the order of the
transition timeH
V˘j
, where the V˘j has been introduced in (5.2). The expectation appearing
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in the statement of the lemma is therefore of the same order of
1
θǫ
Eǫx
[ ∫ H
V˘j
0
χ∆(X(s)) ds
]
∼ 1
θǫcapǫ(Vj , V˘j)
∫
Td
χ∆ hVj ,V˘j dµǫ ,
where last step follows from Proposition 2.6. It would be an identity if we had the harmonic
measure in place of the Dirac measure concentrated on x, but these expectations should not
be very different because x belongs to the basin of attraction of mj . Since µǫ(∆) → 0,
the proof is completed if we can show, using the variational principles, that θǫcapǫ(Vj , V˘j)
converges to a positive value. 
Step 2: The reduced chain. The time-scale θǫ at which the processX
ǫ
t evolves among the
wells should be of the order of the transition time Eǫmj [H(V˘j) ]. Hence, by Proposition
2.6,
θǫ ∼ Eǫmj
[
H(V˘j)
] ∼ 1
capǫ(Vj , V˘j)
∫
h
Vj ,V˘∗j
dµ .
Since mj is a global minimum of V , the last integral is of order 1 because the harmonic
function h
Vj ,V˘∗j
is equal to 1 at Vj . We conclude that the time-scale θǫ should be of the
order capǫ(Vj , V˘j)
−1.
It is proved in [3, 5], in the context of Markov chains taking values in a countable state
space, that under certain assumptions
λj := lim
ǫ→0
θǫ
1
µǫ(Vj)
capǫ(Vj , V˘j)
represents the holding time at j of the reduced chain. Moreover, in the reversible case, the
jump rates r(j, k) of the reduced chain are given by
r(j, k) = lim
ǫ→0
1
2µǫ(Vj)
{
capǫ(Vj , V˘j)+capǫ(Vk , V˘k)−capǫ(Vj∪Vk , V\[Vj∪Vk])
}
.
In the non-reversible case, the jump rates are more difficult to derive. By [5, Proposition
4.2], still in the context of Markov chains taking values in a countable state space,
r(j, k) = λj lim
ǫ→0
P
ǫ
mj
[
H(Vk) < H
(
V \ [Vj ∪ Vk]
) ]
,
where P
ǫ
mj represents the distribution of the process in which the well Vj has been col-
lapsed to the point mj . Estimates on the harmonic function appearing on the right-hand
of this equation are obtained by showing that this function solves a variational problem,
similar to the one for the capacity, and then that to be optimal, a function has to take a
precise value at the set Vj . We refer to [24, 28] for details, where this program has been
successfully undertaken for two different models.
Assume that one can compute the asymptotic jump rates through the previous formulae
or that one can guess by other means the jump rates of the reduced chain. Denote by L
the generator of the S-valued continuous-time Markov chain induced by these jump rates.
Let D(R+, E), E a metric space, be the space of E-valued, right-continuous functions
with left-limits endowed with the Skorohod topology, and let Qj , j ∈ S, the measure on
D(R+, S) induced by the Markov chain with generatorL starting from j.
Step 3: Convergence of the trace. We turn to the convergence of the trace process. Recall
that X̂ǫt represents the process X
ǫ
t speeded-up by θǫ. Denote by TV(t), t ≥ 0, the total
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time spent by the diffusion X̂ǫ on the set V in the time interval [0, t]:
TV(t) :=
∫ t
0
χV(X̂
ǫ
s) ds ,
Denote by {SV(t) : t ≥ 0} the generalized inverse of TV(t):
SV(t) := sup{s ≥ 0 : TV(s) ≤ t} .
Clearly, for all r ≥ 0, t ≥ 0,
{SV(r) ≥ t} = {TV(t) ≤ r} . (5.4)
It is also clear that for any starting point x ∈ Td, limt→∞ TV(t) = ∞ almost surely.
Therefore, the random path {Yǫ(t) : t ≥ 0}, given by Yǫ(t) := X̂ǫ(SV(t)), is well defined
for all t ≥ 0 and takes value in the set V. We call the process Yǫ(t) the trace of X̂ǫt on the
set V.
The process Yǫ(t) is Markovian provided the initial filtration is large enough. Indeed,
denote by {F0t : t ≥ 0} the natural filtration of C(R+,Td): F0t = σ(Xs : 0 ≤ s ≤ t). Fix
x0 ∈ V and denote by {Ft : t ≥ 0} the usual augmentation of {F0t : t ≥ 0} with respect
to Pǫx0 . We refer to Section III.9 of [34] for a precise definition, and to [29] for a proof of
the next result which relies on the identity (5.4).
Lemma 5.3. For each t ≥ 0, SV(t) is a stopping time with respect to the filtration {Ft}.
As SV(t) is a stopping time with respect to the filtration {Ft}, Yǫ(t) is a V-valued,
Markov process with respect to the filtration Gt := FS(t). LetΨ : V→ S be the projection
given by
Ψ(x) =
n∑
j=1
j χVj (x) ,
and denote by yǫ(t) the S-valued process obtained by projecting Yǫ(t) with Ψ:
yǫ(t) = Ψ(Yǫ(t)) .
Note that the process yǫ(t) is not Markovian.
Denote byQǫx, resp. Q
ǫ
x, x ∈ V, the probabilitymeasure onD(R+,V), resp. D(R+, S),
induced by the process Yǫ(t), resp. yǫ(t), given that Yǫ(0) = x. Fix j ∈ S, x ∈ Vj . As
usual, the proof that Qǫx converges to Qj is divided in two steps. We first show that the
sequenceQǫx is tight and then we prove the uniqueness of limit points.
Lemma 5.4. Assume that conditions (5.3) is in force. Suppose, furthermore, that
lim
r→0
lim sup
ǫ→0
max
1≤j≤n
sup
x∈Vj
Pǫx
[
H(V˘j) ≤ r θǫ
]
= 0 . (5.5)
Then, for every 1 ≤ j ≤ n, x0 ∈ Vj , the sequence of measures Qǫx0 is tight. Moreover,
every limit pointQ∗ of the sequenceQǫx0 is such that
Q∗{x : x(0) = j} = 1 and Q∗{x : x(t) 6= x(t−)} = 0 (5.6)
for every t > 0.
A proof of this result for one-dimensional diffusions is presented in [29, Lemma 7.5].
Condition (5.5) asserts that in the time-scale θǫ, the process X
ǫ
t may not jump instanta-
neously from one well to the other. We show in Section 8 of this article that the probability
Pǫx[H(V˘j) ≤ r θǫ ] is bounded by the capacity between two sets for an enlarged process.
The proof of this lemma is thus reduced to an estimate of capacities.
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The proof of uniqueness relies on the characterization of continuous-timeMarkov chains
as solutions of martingale problems. One needs to show that
F (y(t)) −
∫ t
0
(LF )(y(s)) ds (5.7)
is a martingale underQ for all functions F : S → R and all limit pointQ of the sequence
Qǫx0 .
We proved in [3, 5] that this property is in force in the context of countable state spaces
provided the mean jump rates converge and if each well Vj has an element zj such that
lim
ǫ→0
sup
y∈Vj,y 6=zj
capǫ(Vj , V˘j)
capǫ({y}, {zj})
= 0 . (5.8)
The point zj is not special. Typically, if (5.8) holds for a point zj in the well, it holds for
all the other ones. We refer to [3, 5] for details.
Condition (5.8) has been derived for Markov processes which “visit points”, that is,
for Markov processes which visit all points of a well before reaching another well. This
is the case of condensing zero-range processes [4, 24], random walks in potential fields
[26, 28], one-dimensional diffusions [29], and for all processes whose wells are reduced to
singletons, as the inclusion processes [7].
We present here an alternativemethod to deduce (5.7) which relies on certain asymptotic
properties of the elliptic operator Lǫ. Fix a function F : S → R, let G = LF , and let
g : Td → R be given by
g =
n∑
i=1
G(i)χVi .
Assume that there exists a sequence of function gǫ : T
d → R such that
(P1) gǫ vanishes on V
c and converges to g uniformly on V;
(P2) The Poisson equation L̂ǫf = gǫ in Td has a solution denoted by fǫ. Moreover,
there exists a finite constant C0 such that
sup
0<ǫ<1
sup
x∈Td
|fǫ(x)| ≤ C0 , and lim
ǫ→0
sup
x∈V
∣∣ fǫ(x)− f(x) ∣∣ = 0 ,
where f : Td → R is given by f =∑1≤i≤n F (i)χVi .
The natural candidate for gǫ in conditions (P1) and (P2) is the function g itself. However,
as the process is ergodic, the Poisson equation L̂ǫf = b has a solution only if b has mean
zero with respect to µǫ. We need therefore to modify g to obtain a mean-zero function.
Denote by π the stationary state of the Markov chain whose generator is L. We expect
µǫ(Vi) to converge to πi. Hence,
lim
ǫ→0
Eµǫ [g] = lim
ǫ→0
n∑
i=1
G(i)µǫ(Vi) =
n∑
i=1
LF (i)πi = 0 .
A reasonable candidate for gǫ is thus g − r(ǫ)χV1 , where r(ǫ) = Eµǫ [g]/µǫ(V1).
Properties (P1), (P2) have been proved in [13, 35] for elliptic operators on Rd of the
formLǫf = eV/ǫ∇·(e−V/ǫa∇f) and in [29] for one-dimensional diffusions with periodic
boundary conditions. It is an open problem to prove these conditions in the context of
interacting particle systems.
Lemma 5.5. Fix 1 ≤ j ≤ n and x0 ∈ Vj . Assume that conditions (P1) and (P2) are
in force. Let Q∗ be a limit point of the sequence Qǫx0 satisfying (5.6). Then, for every
F : S → R, (5.7) is a martingale under the measureQ∗.
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Proof. Fix 1 ≤ j ≤ n, x0 ∈ Vj and a function F : S → R. Let fǫ : Td → R be the
function given by assumption (P2). Then,
Mǫ(t) = fǫ(X̂
ǫ
t ) −
∫ t
0
(L̂ǫfǫ)(X̂ǫs) ds = fǫ(X̂ǫt ) −
∫ t
0
gǫ(X̂
ǫ
s) ds
is a martingale with respect to the filtration Ft and the measure P̂
ǫ
x0 . Since {SV(t) : t ≥ 0}
are stopping times with respect to Ft,
M̂ǫ(t) = Mǫ(SV(t)) = fǫ(Yǫ(t)) −
∫ SV(t)
0
gǫ(X̂
ǫ
s) ds
is a martingale with respect to the filtration Gt. Since gǫ vanishes on V
c, by a change of
variables,∫ SV(t)
0
gǫ(X̂
ǫ
s) ds =
∫ SV(t)
0
gǫ(X̂
ǫ
s)χV(X̂
ǫ
s) ds =
∫ t
0
gǫ(X̂
ǫ(SV(s))) ds .
Hence,
M̂ǫ(t) = fǫ(Yǫ(t)) −
∫ t
0
gǫ(Yǫ(s)) ds
is a {Gt}-martingale under the measureQǫx0 .
By (P1) and (P2), gǫ, resp. fǫ, converge to g, resp. f , uniformly in V as ǫ→ 0. Hence,
since Yǫ(s) ∈ V for all s ≥ 0, we may replace in the previous equation gǫ, fǫ by g, f ,
respectively, at a cost which vanishes as ǫ→ 0. Therefore,
M̂ǫ(t) = f(Yǫ(t)) −
∫ t
0
g(Yǫ(s)) ds + o(1)
is a {Gt}-martingale under the measureQǫx0 .
Since f and g are constant on each set Vi, f(Yǫ(t)) = F (yǫ(t)), g(Yǫ(t)) = G(yǫ(t)).
By the second condition in (5.6), Q∗ is concentrated on trajectories which are continuous
at any fixed time with probability 1. We may, therefore, pass to the limit and conclude that
F (y(t)) − ∫ t
0
(LF )(y(s)) ds is a martingale underQ∗. 
Theorem 5.6. Assume that conditions (P1), (P2), (5.3), (5.5) are in force. Fix j ∈ S and
x0 ∈ Vj . The sequence of measures Qǫx0 converges, as ǫ → 0, to the probability measure
Qj .
Proof. The assertion is a consequence of Lemma 5.4, Lemma 5.5 and the fact that there
is only one measure Q on D(R+, S) such that Q[x(0) = j] = 1 and such that (5.7) is a
martingale for all F : S → R. 
Step 4: The finite-dimensional distributions. By [25, Proposition 1.1], the finite-dimen-
sional distributions of xǫ(t) converge to the finite-dimensional distributions of y(t) if the
process yǫ(t) converges in the Skorohod topology to y(t) [Theorem 5.6], if in the time-
scale θǫ the total time spent in∆ is negligible [Lemma 5.2] and if
lim
δ→0
lim sup
ǫ→0
sup
x∈V
sup
δ≤s≤2δ
Pǫx[X
ǫ(sθǫ) ∈ ∆] = 0 .
This completes the argument. The convergence of the finite-dimensional distributions of
Xǫt and sharp asymptotics for the transition time in the context of diffusions were first ob-
tained by Sugiura [37, 38]. The approach presented in this section to prove the metastable
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behavior of a Markov process has been proposed by Beltra´n and L. [3, 5]. It has been suc-
cessfully applied to many models quoted in this section. For further reading on metastabil-
ity, we refer to the books by Olivieri and Vares [30] and Bovier and den Hollander [11].
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