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Green’s function for second order parabolic
systems with Neumann boundary condition˚
Jongkeun Choi: Seick Kim;
Abstract
We study the Neumann Green’s function for second order parabolic
systems in divergence form with time-dependent measurable coefficients
in a cylindrical domain Q “ Ωˆ p´8,8q, where Ω Ă Rn is an open con-
nected set such that a multiplicative Sobolev embedding inequality holds
there. Such a domain includes, for example, a bounded Sobolev extension
domain, a special Lipschitz domain, and an unbounded domain with com-
pact Lipschitz boundary. We construct the Neumann Green’s function in
Q under the assumption that weak solutions of the systems satisfy an inte-
rior Ho¨lder continuity estimate. We also establish global Gaussian bounds
for Neumann Green’s function under an additional assumption that weak
solutions with zero Neumann data satisfy a local boundedness estimate.
In the scalar case, such a local boundedness estimate is a consequence of
De Giorgi-Moser-Nash theory holds for equations with bounded measur-
able coefficients in Sobolev extension domains, while in the vectorial case,
one may need to impose further regularity assumptions on the coefficients
of the system as well as on the domain to obtain such an estimate. We
present a unified approach valid for both the scalar and vectorial cases
and discuss some applications of our results including the construction
of Neumann functions for second order elliptic systems with measurable
coefficients in two dimensional domains.
AMS subject classifications. 35K08, 35K10, 35K40
Key words. Green function; Neumann function; Neumann heat kernel; Neumann problem;
parabolic system; measurable coefficients
1 Introduction
In this article, we are concerned with Green’s function for parabolic systems with
Neumann boundary condition, which hereafter we shall refer to as Neumann
Green’s function. It is often called Neumann heat kernel if the parabolic system
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has time-independent coefficients. In a cylindrical domain Ωˆ p´8,8q, where
the base Ω is an open connected set in Rn, we consider parabolic differential
operator of the form
Lu “ BuBt ´
B
Bxα
ˆ
Aαβpx, tq BuBxβ
˙
. (1.1)
Here, we use the summation convention over repeated indices 1 ď α, β ď n, u
is a column vector with components u1, . . . , uN , Aαβpx, tq are N ˆN matrices
whose elements aαβij px, tq are bounded measurable functions defined on the entire
space Rn`1 such that for arbitrary N ˆ n matrices ξ, η with elements ξiα, ηiα,
we have
λ|ξ|2 ď aαβij ξjβξiα,
∣
∣
∣a
αβ
ij ξ
j
βη
i
α
∣
∣
∣ ď λ´1|ξ||η|, (1.2)
where λ is positive constant and |ξ|2 “ ξiαξiα. We emphasize that we allow
coefficients to be non-symmetric and time-dependent. By a Neumann Green’s
function for the system (1.1) in Ωˆp´8,8q, we mean an N ˆN matrix valued
function Npx, t, y, sq that is a solution of the initial-boundary value problem$&
%
Lx,tNpx, t, y, sq “ 0 in Ωˆ ps,8q,
B
Bνx
Npx, t, y, sq “ 0 on BΩˆ ps,8q,
N px, t, y, sq “ δypxqI on Ωˆ tt “ su,
where B{Bν is the natural co-normal derivative, δyp¨q is Dirac delta function
concentrated at y, I is the N ˆN identity matrix, and the equation as well as
the boundary condition should be interpreted in some weak sense. Equivalently,
it can be defined as a function that weakly satisfies$&
%
Lx,tNpx, t, y, sq “ δypxqδsptqI in Ωˆ p´8,8q,
B
Bνx
Npx, t, y, sq “ 0 on BΩˆ p´8,8q,
Npx, t, y, sq ” 0 on Ωˆ p´8, sq.
More precise definition of Neumann Green’s function is given in Section 2.4. In
the case when the coefficients are time-independent, Kpx, y, tq – Npx, t, y, 0q
is usually called a Neumann heat kernel.
We prove that if the base Ω is such that the multiplicative embedding in-
equality (3.1) holds there and if weak solutions of the system (1.1) satisfy an
interior Ho¨lder continuity estimate (3.2), then the Neumann Green’s function ex-
ists and satisfies a natural growth estimate near the pole; see Theorem 3.9. The
multiplicative embedding inequality (3.1) holds if, for example, Ω is a Sobolev
extension domain with finite Lebesgue measure, a special Lipschitz domain, and
an unbounded domain with compact Lipschitz boundary, etc. Also, the Ho¨lder
continuity estimate (3.2) holds, for example, in the scalar case (i.e., N “ 1), in
the case when n “ 2 and the coefficients are time-independent, and in the case
when the coefficients belong to the VMO class; see Section 4.
We are also interested in the following global Gaussian estimate for the
Neumann Green’s function: For any T ą 0, there exists a positive constant C
2
such that for all t, s satisfying 0 ă t´ s ă T and x, y P Ω, we have
|N px, t, y, sq| ď Cpt´ sqn{2 exp
"
´κ|x´ y|
2
t´ s
*
, (1.3)
where κ is a positive constant independent of T . We present how one can derive
the global estimate like (1.3) using a local boundedness estimate (3.18) for weak
solutions of the system with zero Neumann data; see Theorem 3.21. It is well
known that the local boundedness estimate (3.18) is available, for example, when
N “ 1 and Ω is a bounded extension domain or when n “ 2, the coefficients are
time-independent, and Ω is a bounded Lipschitz domain, etc.; see Section 4. In
fact, we show that the local boundedness estimate is a necessary and sufficient
condition for the system to have a global Gaussian estimate for the Neumann
Green’s function; see Theorem 3.24.
The Green’s function for a parabolic equation (i.e., N “ 1) with real measur-
able coefficients in the free space was first studied by Nash [24] and its two-sided
Gaussian bounds were later obtained by Aronson [2]. There is a vast literature
on Green’s function for parabolic equations satisfying Dirichlet or Neumann
conditions. In the case when the coefficients are time-independent, they are
called Dirichlet or Neumann heat kernel and have been studied by many au-
thors; see Davies [12] and references therein, [26, 31] for a treatment of heat
kernels on non-Euclidean setting, and also a very recent article [18]. It is well
known that Aronson’s bounds are no longer available for a parabolic equation
with complex valued coefficient when n ě 3. Related to Kato square root
problem, Auscher [3] obtained an upper Gaussian bound of the heat kernel for
an elliptic operator whose coefficients are complex L8-perturbation of real co-
efficients; see [4, 5, 6] and also [1, 11, 25] for related results. The Dirichlet
Green’s function for a parabolic system with time-dependent, measurable co-
efficients was studied in papers by Cho et al. [8, 9], where Dirichlet Green’s
function is constructed in any cylindrical domain under an assumption that the
weak solutions of the system has an interior Ho¨lder continuity estimate that
is equivalent to ours. In many respects, this article can be considered as nat-
ural follow-up of their papers. However, we must point out it requires some
effort and caution to handle Neumann condition and there are certainly some
subtleties involved here. The novelty of our paper lies in the following points.
First, we allow time-dependent, non-symmetric coefficients and do not specifi-
cally assume any regularity on them. Secondly, we treat parabolic equations and
systems simultaneously and do not rely on methods that are specific to single
equations case, such as the maximum principle or Harnack’s inequality. Finally,
our method separates existence of Neumann Green’s function from its global
estimates, which enables us to construct Neumann Green’s functions in a large
class of domains, where global Gaussian estimates for Neumann functions may
not be available anymore. In this paper, we only deal with so called strongly
elliptic systems as it is described in (1.2), but our method can be as well applied
to systems satisfying a weaker condition; see [29] for the Neumann heat kernel
for the elliptic system of linear elasticity. For the heat kernel for second-order
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elliptic operators in divergence form satisfying Robin-type boundary conditions,
we bring attention to a very recent article [16].
The organization of the paper is as follows. In Section 2, we introduce some
notation and definitions including the precise definition of Neumann Green’s
function. In Section 3, we state our three main theorems, which we briefly
described above. In Section 4, we give examples for which our main results apply,
and also in Theorem 4.5, we construct the Neumann function for second order
elliptic systems with measurable coefficients in an extension domain Ω Ă R2
and obtain logarithmic bound for it. We give the proofs for our main results
and Theorem 4.5 in Section 5.
2 Preliminaries
2.1 Basic notation and definitions
We use X “ px, tq to denote a point in Rn`1; x “ px1, . . . , xnq will always be
a point in Rn. We also write Y “ py, sq, X0 “ px0, t0q, etc. We define the
parabolic distance between the points X “ px, tq and Y “ py, sq in Rn`1 as
|X ´ Y |P – maxp|x´ y|,
a
|t´ s|q,
where | ¨ | denotes the usual Euclidean norm. We write |X |P “ |X ´ 0|P . For
an open set Q Ă Rn`1, we denote
dX “ distpX, BpQq “ inf
 
|X ´ Y |P : Y P BpQ
(
; infH “ 8,
where BpQ denotes the usual parabolic boundary of Q. We use the following
notions for basic cylinders in Rn`1:
Q´r pXq “ Brpxq ˆ pt´ r2, tq,
Q`r pXq “ Brpxq ˆ pt, t` r2q,
QrpXq “ Brpxq ˆ pt´ r2, t` r2q,
where Brpxq is the usual Euclidean ball of radius r centered at x P Rn. We use
the notation  
Q
u “ 1
|Q|
ˆ
Q
u.
We denote a^ b “ minpa, bq and a_ b “ maxpa, bq.
2.2 Function spaces
For spaces of functions defined on a domain Ω Ă Rn, we use the same notation
as used in Gilbarg and Trudinger [17], while for those defined on a domain
Q Ă Rn`1, we borrow notation mainly from Ladyzhenskaya et al. [22]. To
avoid confusion, spaces of functions defined on Q Ă Rn`1 will be always written
in script letters throughout the article. For q ě 1, we let LqpQq denote the
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classical Banach space consisting of measurable functions on Q that are qth-
integrable. Lq,rpQq is the Banach space consisting of all measurable functions
on Q with a finite norm
‖u‖Lq,rpQq “
˜ˆ b
a
ˆˆ
Ω
|upx, tq|q dx
˙r{q
dt
¸1{r
,
where q ě 1 and r ě 1. Lq,qpQq will be denoted by LqpQq. By C µ,µ{2pQq we
denote the set of all bounded measurable functions u on Q for which |u|µ,µ{2;Q
is finite, where we define the parabolic Ho¨lder norm as follows:
|u|µ,µ{2;Q “ rusµ,µ{2;Q ` |u|0;Q
– sup
X,Y PQ
X‰Y
|upXq ´ upY q|
|X ´ Y |µ
P
` sup
XPQ
|upXq|, µ P p0, 1s.
We write u P C8c pQq (resp. C8c pQ¯q) if u is an infinitely differentiable function on
R
n`1 with a compact support in Q (resp. Q¯). We write Diu “ Dxiu “ Bu{Bxi
(i “ 1, . . . , n) and ut “ Bu{Bt. We also write Du “ Dxu for the column vector
pD1u, . . . , DnuqT . We write Qpt0q for the set of all points px, t0q in Q and IpQq
for the set of all t such that Qptq is nonempty. We denote
~u~2Q “
ˆ
Q
|Dxu|
2 dx dt` ess sup
tPIpQq
ˆ
Qptq
|upx, tq|2 dx.
The space W 1,0q pQq denotes the Banach space consisting of functions u P LqpQq
with weak derivatives Diu P LqpQq (i “ 1, . . . , n) with the norm
‖u‖
W
1,0
q pQq
“ ‖u‖LqpQq ` ‖Dxu‖LqpQq
and by W 1,1q pQq the Banach space with the norm
‖u‖
W
1,1
q pQq
“ ‖u‖LqpQq ` ‖Dxu‖LqpQq ` ‖ut‖LqpQq.
In the case when Q has a finite height (i.e., Q Ă Rnˆp´T, T q for some T ă 8),
we define V2pQq as the Banach space consisting of all elements of W 1,02 pQq
having a finite norm ‖u‖V2pQq – ~u~Q and the space V 1,02 pQq is obtained by
completing the set W 1,12 pQq in the norm of V2pQq. When Q has an infinite
height, we say that u P V2pQq (resp. V 1,02 pQq) if u P V2pQT q (resp. V 1,02 pQT q)
for all T ą 0, where QT “ Q X t|t| ă T u, and ~u~Q ă 8. Note that this
definition allows that 1 P V 1,02 pΩ ˆ p´8,8qq when |Ω| ă 8. Finally, we write
u P Lq,locpQq if u P LqpQ1q for all Q1 Ť Q and similarly define W 1,0q,locpQq, etc.
2.3 Weak solutions
For f P L2,1pQqN and gα P L2pQqN (α “ 1, . . . , n), we say that u is a weak
solution of Lu “ f ´Dαgα in Q if u P V2pQqN and satisfies the identity
´
ˆ
Q
u ¨ φt `
ˆ
Q
Bpu,φq “
ˆ
Q
f ¨ φ`
ˆ
Q
gα ¨Dαφ (2.1)
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for all φ P C8c pQqN , where we set
Bpu,vq “ aαβij DβujDαvi.
The adjoint operator L ˚ of L is given by
L
˚u “ ´BuBt ´
B
Bxα
ˆ
Aβαpx, tqT BuBxβ
˙
. (2.2)
Note that the coefficients of (2.2) also satisfy the ellipticity and boundedness
condition (1.2) with the same constant λ. We say that u is a weak solution of
L
˚u “ f ´Dαgα in Q if u P V2pQqN and satisfies, for all φ P C8c pQqN , the
identity ˆ
Q
u ¨ φt `
ˆ
Q
Bpφ,uq “
ˆ
Q
f ¨ φ`
ˆ
Q
gα ¨Dαφ. (2.3)
Let Ω be an open set in Rn and Σ be a relatively open subset of BΩ. Below we
denote Q “ Ωˆpa, bq and S “ Σˆpa, bq, where ´8 ď a ă b ď 8. We say that
u is a weak solution of
Lu “ f ´Dαgα in Q, Bu{Bν “ gανα on S
if u P V2pQqN and satisfies the identity (2.1) for all φ P C8c pQYSqN . Similarly,
we say that u is a weak solution of
L
˚u “ f ´Dαgα in Q, Bu{Bν˚ “ gανα on S
if u P V2pQqN and satisfies the identity (2.3) for all φ P C8c pQ Y SqN . For
ψ P L2pΩqN and a ‰ ´8, we say that u is a weak solution in V 1,02 pQqN of the
problem $’&
’%
Lu “ f ´Dαgα in Q
Bu{Bν “ gανα on BpQ
up¨, aq “ ψ on Ω
if u P V 1,02 pQqN and satisfies the identity
´
ˆ
Q
u ¨ φt `
ˆ
Q
Bpu,φq ´
ˆ
Q
f ¨ φ´
ˆ
Q
gα ¨Dαφ “
ˆ
Ω
ψ ¨ φp¨, aq
for all φ P C8c pQ¯qN that is equal to zero for t “ b. For b ‰ 8, we say that u is
a weak solution in V 1,02 pQqN of the problem$’&
’%
L
˚u “ f ´Dαgα in Q
Bu{Bν˚ “ gανα on BpQ
up¨, bq “ ψ on Ω.
if u P V 1,02 pQqN and satisfies the identityˆ
Q
u ¨ φt `
ˆ
Q
Bpφ,uq ´
ˆ
Q
f ¨ φ´
ˆ
Q
gα ¨Dαφ “
ˆ
Ω
ψ ¨ φp¨, bq
for all φ P C8c pQ¯qN that is equal to zero for t “ a.
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2.4 Neumann Green’s function
Let Q – Ω ˆ p´8,8q, where Ω is a domain in Rn. We say that an N ˆ N
matrix valued function NpX,Y q “N px, t, y, sq, with measurable entries
Nij : QˆQÑ r´8,8s,
is Neumann Green’s function of L in Q if it satisfies the following properties:
a) For all Y P Q, we haveNp¨, Y q P W 1,01,locpQqN
2
andNp¨, Y q P V2pQzQrpY qqN2
for any r ą 0.
b) For all Y P Q, we have LN p¨, Y q “ δY I in Q, BBνNp¨, Y q “ 0 on BpQ, in
the sense that for any φ P C8c pQ¯qN , we haveˆ
Q
´
´Nikp¨, Y qφit ` aαβij DβNjkp¨, Y qDαφi
¯
“ φkpY q. (2.4)
c) For any f “ pf1, . . . , fNqT P C8c pQ¯qN , the function u given by
upXq –
ˆ
Q
N pY,XqTf pY q dY
is a weak solution in V 1,02 pQqN of L ˚u “ f in Q, Bu{Bν˚ “ 0 on BpQ.
We note that part c) of the above definition gives the uniqueness of a Neumann
Green’s function.
3 Main results
We make the following assumptions to construct the Neumann Green’s function
in Q – Ωˆ p´8,8q.
A1. We assume that C8c pΩ¯q is dense in W 1,2pΩq and there exists a constant γ
such that for all u P W˜ 1,2pΩq, we have
‖u‖L2pn`2q{npΩq ď γ‖Du‖n{pn`2qL2pΩq ‖u‖
2{pn`2q
L2pΩq , (3.1)
where we use the notation
W˜ 1,2pΩq –
#
W 1,2pΩq if |Ω| “ 8 
u PW 1,2pΩq : ´
Ω
u “ 0( if |Ω| ă 8.
A2. There exist µ0 P p0, 1s, Rc P p0,8s, and B0 ą 0 such that if u is a weak
solution of Lu “ 0 (resp. L ˚u “ 0) in Q “ Q´RpXq (resp. Q “ Q`RpXq),
where X P Q and 0 ă R ă d¯X – dX ^Rc, then u is Ho¨lder continuous in
1
2
Q “ Q´
R{2pXq (resp. 12Q “ Q`R{2pXq) with an estimate
rusµ0,µ0{2; 12Q ď B0R
´µ0
ˆ 
Q
|upY q|2 dY
˙1{2
. (3.2)
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Remark 3.3. In the case when n ě 3, the inequality
‖u‖L2n{pn´2qpΩq ď C‖Du‖L2pΩq (3.4)
implies (via Ho¨lder’s inequality) the inequality (3.1) and also the inequality
‖u‖L2pΩq ď C‖Du‖n{pn`2qL2pΩq ‖u‖
2{pn`2q
L1pΩq . (3.5)
If Ω “ Rn, then (3.4) and (3.5) are the Sobolev inequality and the Nash inequal-
ity respectively. In fact, they are equivalent in that case; see the monograph
by Saloff-Coste [28]. From this point of view, one may think A1 roughly means
that Ω behaves like Rn with respect to W 1,2 functions.
Remark 3.6. The inequality (3.1) implies the following: If u P V2pΩˆ pa, bqq is
such that up¨, tq P W˜ 1,2pΩq for a.e. t P pa, bq, where ´8 ď a ă b ď 8, then we
have (see [22, pp. 74–75])
‖u‖L2pn`2q{npΩˆpa,bqq ď γ~u~Ωˆpa,bq. (3.7)
Another important consequence of (3.1) is that for u P V2pΩ ˆ pa, bqq with
b´ a ă 8, we have
‖u‖L2pn`2q{npΩˆpa,bqq ď
´
2γ ` pb ´ aqn{2|Ω|´1
¯ 1
n`2 ~u~Ωˆpa,bq. (3.8)
We refer to [22, Eq. (3.8), p. 77] for the proof of (3.8).
Theorem 3.9. Assume the conditions A1 and A2. Then there exists a unique
Neumann Green’s function NpX,Y q “N px, t, y, sq of L in Q – Ωˆp´8,8q.
It is continuous in tpX,Y q P QˆQ : X ‰ Y u and satisfies Npx, t, y, sq “ 0 for
t ă s. For any f “ pf1, . . . , fNqT P C8c pQ¯qN , the function u given by
upXq –
ˆ
Q
NpX,Y qf pY q dY (3.10)
is a weak solution in V 1,02 pQqN of
Lu “ f in Q, Bu{Bν “ 0 on BpQ. (3.11)
Moreover, for all ψ “ pψ1, . . . , ψN qT P L2pΩqN , the function given by
upx, tq “
ˆ
Ω
N px, t, y, sqψpyq dy (3.12)
is a unique weak solution in V 1,02 pΩˆ ps,8qqN of the problem$’&
’%
Lu “ 0 in Ωˆ ps,8q
Bu{Bν “ 0 on BΩˆ ps,8q
up¨, sq “ ψ on Ω.
(3.13)
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Furthermore, for X,Y P Q satisfying 0 ă |X ´ Y |P ă 12 d¯Y , we have
|NpX,Y q| ď C|X ´ Y |´n
P
, (3.14)
and for X,X 1, Y P Q satisfying 2|X ´X 1|P ă |X ´ Y |P ă 12 d¯Y ,
|N pX,Y q ´NpX 1, Y q| ď C|X ´X 1|µ0
P
|X ´ Y |´n´µ0
P
, (3.15)
where C “ Cpn,N, λ, µ0, B0q.
Remark 3.16. In the proof of Theorem 3.9 we will see that for any Y P Q and
0 ă R ă d¯Y , we have
i) ~Np¨, Y q~QzQ¯RpY q ď CR´n{2.
ii) ‖N˜p¨, Y q‖L2pn`2q{npQzQ¯RpY qq ď CγR´n{2,
iii)
∣
∣
 
X P Q : |N˜pX,Y q| ą τ(∣∣ ď Cγτ´n`2n , @τ ą d¯´nY .
iv)
∣
∣
 
X P Q : |DxN pX,Y q| ą τ
(∣
∣ ď Cτ´ n`2n`1 , @τ ą d¯´pn`1qY .
v) ‖Np¨, Y q‖LppQRpY qq ď Cp,γR´n`pn`2q{p, @p P r1, n`2n q.
vi) ‖DxN p¨, Y q‖LppQRpY qq ď CpR´n´1`pn`2q{p, @p P r1, n`2n`1 q.
Here, we denote N˜p¨, Y q “Np¨, Y q ´ 1|Ω|Hpt´ sqI, where Hptq “ 1r0,8qptq and
we use the convention 1{8 “ 0.
Remark 3.17. If Ω Ă Rn is such that there exists a bounded trace operator
from W 1,2pΩq to L2pΩq, then it can be shown that for f P C8c pΩ¯ˆ ra, bsqN and
g P C8c pBΩˆ ra, bsqN , where ´8 ă a ă b ă 8, u defined by
upXq “
ˆ b
a
ˆ
Ω
N pX,Y qf pY q dY `
ˆ b
a
ˆ
BΩ
NpX,Y qgpY q dSY
is a unique weak solution in V 1,02 pΩˆ pa, bqqN of the problem$’&
’%
Lu “ f in Ωˆ pa, bq
Bu{Bν “ g on BΩˆ pa, bq
up¨, aq “ 0 on Ω.
The following “local boundedness” assumption is used to obtain global Gaus-
sian estimates for the Neumann Green’s function.
A3. There exist RM P p0,8s, B1 ą 0 such that if u is a weak solution of
Lu “ 0 in Q “ Q´RpXq XQ, Bu{Bν “ 0 on S “ Q´RpXq X BpQ,
presp. L ˚u “ 0 in Q “ Q`RpXq XQ, Bu{Bν˚ “ 0 on S “ Q`RpXq X BpQ, q
where X P Q and 0 ă R ă RM , then u is bounded in 12Q “ Q´R{2pXq XQ
(resp. 1
2
Q “ Q`
R{2pXq XQ) and we have an estimate
‖u‖L8p 12Qq ď B1R
´pn`2q{2‖u‖L2pQq. (3.18)
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Remark 3.19. Note that A3 implies that there exists θ ą 0 such that for all
x P Ω and 0 ă R ă RM , we have
θRn ď |ΩXBRpxq|, (3.20)
which follows from (3.18) by taking u “ 1 and θ “ 1{B21 . In particular, we
should have RM ă 8 in the case when |Ω| ă 8. In fact, we may take RM “
|Ω|1{n in that case without loss of generality.
Theorem 3.21. Assume that the conditions A1-A3. Then, for t ą s, we have
the Gaussian bound for the Neumann Green’s function
|Npx, t, y, sq| ď C
tpt´ sq ^R2Mun{2
exp
ˆ´κ|x´ y|2
t´ s
˙
, (3.22)
where C “ Cpn,N, λ,B1q and κ “ κpλq ą 0. In particular, the estimate (3.22)
implies that for 0 ă t´ s ď T , we have
|Npx, t, y, sq| ď Cpt´ sqn{2 exp
ˆ´κ|x´ y|2
t´ s
˙
, (3.23)
where C “ Cpn,N, λ,B1, T q.
Finally, the next theorem says that the converse of Theorem 3.21 is also
true, and thus that the condition A3 is equivalent to a global bound (3.22) for
the Neumann Green’s function.
Theorem 3.24. Assume that the conditions A1 and A2. Suppose there exist
constants B2 and κ ą 0 such that the Neumann Green’s function has the bound
|Npx, t, y, sq| ď B2
tpt´ sq ^R2Mun{2
exp
ˆ´κ|x´ y|2
t´ s
˙
, (3.25)
for all t ă s and x, y P Ω. Then the condition A3 is satisfied with the same RM
and B1 depending on n,N, λ, κ, and B2.
4 Applications
4.1 Examples
4.1.1 Examples for A1
First, we give examples of domains satisfying the condition A1.
(1) We say that Ω is an extension domain (for W 1,2 functions) if there exists a
linear operator E : W 1,2pΩq ÑW 1,2pRnq such that
‖Eu‖L2pRnq ď C‖u‖L2pΩq, ‖Eu‖W 1,2pRnq ď C‖u‖W 1,2pΩq. (4.1)
10
We recall that the multiplicative embedding inequality (3.1) holds for all
u P W 1,2pRnq with n ě 1; see [22, Theorem 2.2, p. 62]. If Ω Ă Rn (n ě 1)
is an extension domain satisfying |Ω| ă 8, then for u P W˜ 1,2pΩq, we have
‖u‖L2pn`2q{npΩq ď ‖Eu‖L2pn`2q{npRnq ď C‖DpEuq‖n{pn`2qL2pRnq ‖Eu‖
2{pn`2q
L2pRnq
ď C‖u‖n{pn`2q
W 1,2pΩq‖u‖
2{pn`2q
L2pΩq ď C‖Du‖
n{pn`2q
L2pΩq ‖u‖
2{pn`2q
L2pΩq ,
where we used the Poincare´’s inequality in the last step, namely,
‖u‖L2pΩq ď C‖Du‖L2pΩq.
Therefore, we have A1 in this case when Ω Ă Rn (n ě 1) is an exten-
sion domain in with finite Lebesgue measure. Extension domains include
locally uniform domains considered by Jones [20]; the extension operator
that originally appeared in [20] may not satisfy the first inequality in (4.1),
but Rogers [27] constructed an extension operator that satisfies both in-
equalities in (4.1).
(2) Let Ω be a special Lipschitz domain in Rn (n ě 2), i.e., a domain above
a Lipschitz function ϕ : Rn´1 Ñ R. Then, there exists a linear extension
operator E : W 1,2pΩq ÑW 1,2pRnq such that (see [14])
‖Eu‖L2pRnq ď C‖u‖L2pΩq, ‖DpEuq‖L2pRnq ď C‖Du‖L2pΩq.
Therefore, similar to the above, for any u PW 1,2pΩq, we have
‖u‖L2pn`2q{npΩq ď C‖DpEuq‖n{pn`2qL2pRnq ‖Eu‖2{pn`2qL2pRnq
ď C‖Du‖n{pn`2q
L2pΩq ‖u‖
2{pn`2q
L2pΩq .
More generally, if Ω “ Ťki“1 Ωi, where Ωi is special Lipschitz domain (ro-
tating the coordinates axes if necessary), then it also satisfies A1. Indeed,
‖u‖L2pn`2q{npΩiq ď C‖Du‖n{pn`2qL2pΩiq ‖u‖
2{pn`2q
L2pΩiq
ď C‖Du‖n{pn`2q
L2pΩq ‖u‖
2{pn`2q
L2pΩq ,
and thus we have
‖u‖L2pn`2q{npΩq ď Ck‖Du‖n{pn`2qL2pΩq ‖u‖
2{pn`2q
L2pΩq .
(3) Suppose that Ω is an unbounded domain in Rn (n ě 3) with compact
boundary and that Ω has the cone property. Then, for all u PW 1,2pΩq, we
have (see [7, Theorem 1])
‖u‖L2n{pn´2qpΩq ď C‖Du‖L2pΩq,
which together with Ho¨lder’s inequality imply A1; see Remark 3.3.
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4.1.2 Examples for A2
Next, we give examples when the condition A2 holds.
(1) In the scalar case (N “ 1), De Giorgi-Moser-Nash theory implies A2 with
µ0 “ µ0pn, λq, Rc “ 8, and B0 “ B0pn, λq.
(2) If n “ 2 and the coefficients are time-independent, then A2 holds with
µ0 “ µ0pλq, Rc “ 8, and B0 “ B0pN, λq. It is a consequence of the well
known theorem of Morrey [23, pp. 143–148]; see [21, Theorem 3.3] for the
derivation of A2 from Morrey’s estimate.
(3) Let A¯αβ be scalar functions on Rn`1 such that there is a constant λ0 ą 0
such that
A¯αβξβξα ě λ0|ξ|2,
∣
∣A¯αβξβηα
∣
∣ ď λ´10 |ξ||η|,
for arbitrary column vectors ξ, η P Rn with elements ξα, ηα. We denote
E “ sup
XPRn`1
#
Nÿ
i,j“1
nÿ
α,β“1
∣
∣
∣a
αβ
ij pXq ´ A¯αβpXqδij
∣
∣
∣
2
+1{2
.
Then, there exists E0 “ E0pn, λ0q such that if E ă E0, then A2 is satisfied
with µ0 “ µ0pn, λ0q, Rc “ 8, and B0 “ B0pn,N, λ0q; see [8, Lemma 2.2].
(4) For a measurable function f defined on Rn`1, we set for ρ ą 0
ωρ “ ωρpfq “ sup
XPRn`1
sup
rďρ
 t`r2
t´r2
 
Brpxq
∣
∣fpy, sq ´ f¯x,rpsq
∣
∣ dy ds
where f¯x,rpsq “
 
Brpxq
fpy, sq dy.
We say that f belongs to VMOx if limρÑ0 ωρpfq “ 0. If the coefficients
belong to VMOx class (or their BMOx modulus ωρ are sufficiently small)
then A2 holds with Rc, and µ0, B0 depending on n,N, λ, Ω and the BMOx
modulus ωρ of the coefficients. If Ω is bounded, then we can take Rc “
diamΩ; see [8, Lemma 2.3].
4.1.3 Examples for A3
Finally, we give examples when the condition A3 holds.
(1) Let N “ 1 and Ω be an extension domain for which there exists θ ą 0
and RM P p0,8s such that (3.20) holds for all x P Ω and 0 ă R ă RM .
Then, A3 holds with RM and B1 “ B1pn, λ,Ω, θq. This follows from the De
Giorgi-Moser-Nash theorem.
(2) If n “ 2, the coefficients are time-independent, and Ω is a bounded Lipschitz
domain or a special Lipschitz domain, then A3 holds with RM “ diamΩ
and B1 “ B1pN, λ,Ωq. The proof is essentially the same as that of [13,
Lemma 4.4].
12
(3) If the coefficients belong to VMOx class (or with sufficiently small BMOx
modulus ωρ) and Ω is bounded C
1 domain (or Lipschitz domain with small
Lipschitz constant), then A3 holds with RM “ diamΩ and B1 depending on
n,N, λ,Ω, and BMOx modulus ωρ of the coefficients; see [10, Lemma 6.1]
and [9, Corollary 4.11].
4.2 Elliptic Neumann function
Let us consider elliptic differential operator of the form
Lu “ ´ BBxα
ˆ
Aαβpxq BuBxβ
˙
,
where Aαβpxq are N ˆN matrices whose elements aαβij pxq are bounded measur-
able functions satisfying (1.2), and its adjoint operator L˚ defined by
L˚u “ ´ BBxα
ˆ
AβαpxqT BuBxβ
˙
.
Let Ω Ă Rn be an extension domain such that |Ω| ă 8. We consider Neumann
boundary value problem #
Lu “ f in Ω,
Bu{Bν “ 0 on BΩ. (4.2)
Given f P pW 1,2pΩq˚qN , we say that u is a weak solution in W˜ 1,2pΩqN of the
problem (4.2) if we have u P W˜ 1,2pΩqN and
Bpu,φq “ xf ,φy , @φ P W˜ 1,2pΩqN .
By the standard elliptic theory, we have a unique weak solution in W˜ 1,2pΩqN
of the problem (4.2) provided f satisfies the compatibility condition xf ,1y “ 0.
We say that an N ˆN matrix valued function Gpx, yq is the Neumann function
of L in Ω if it satisfies the following properties:
i) Gp¨, yq P W 1,1loc pΩqN
2
and Gp¨, yq P W 1,2pΩzBrpyqqN2 for all y P Ω and
r ą 0. Moreover, ´
Ω
Gpx, yq dx “ 0.
ii) LGp¨, yq “ pδy ´ 1|Ω| qI in Ω, BGp¨, yq{Bν “ 0 on BΩ for all y P Ω in the
sense that for φ P C8c pΩ¯qN satisfying
´
Ω
φ “ 0, we have
ˆ
Ω
a
αβ
ij DβGjkp¨, yqDαφi “ φkpyq.
iii) For any f P C8c pΩ¯qN satisfying
´
Ω
f “ 0, the function u defined by
upxq “
ˆ
Ω
Gpy, xqTfpyq dy (4.3)
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is the weak solution in W˜ 1,2pΩqN of the problem#
L˚u “ f in Ω,
Bu{Bν˚ “ 0 on BΩ. (4.4)
Note the property iii) and the requirement
´
Ω
Gpx, yq dx “ 0 give the unique-
ness of the Neumann function. We warn the reader that the above definition is
slightly different from the one given in a recent article [10], where it is assumed
that n ě 3 and BΩ is Lipschitz so that the boundary trace of aW 1,2pΩq function
is well defined. In [10], the Neumann function satisfies the normalization condi-
tion
´
BΩGpx, yq dSx “ 0 instead of
´
Ω
Gpx, yq dx “ 0. We point out that they
differ by a function U , which is a weak solution in W 1,2pΩqN2 of the problem#
LU “ 1|Ω|I in Ω,
BU{Bν “ ´ 1|BΩ|I on BΩ.
We treat only the two dimensional case below because the case when n ě 3
is studied in [10] extensively by a different but more direct method. We also
mention that in a recent article [30], the Neumann function is constructed in
BMOpΩq, where Ω is a bounded Lipschitz domain in R2.
Theorem 4.5. Let Ω Ă R2 be an extension domain such that |Ω| ă 8. Then,
there exists the Neumann functionGpx, yq of L in Ω. It is continuous in tpx, yq P
ΩˆΩ: x ‰ yu and for x, y satisfying 0 ă |x´ y| ă R{2, where R “ dx ^ dy, we
have
|Gpx, yq| ď C `1` ̺2R´2 ` lnpR{|x´ y|q˘ , (4.6)
where C “ CpN, λq and ̺ is the same constant as in (5.42). Also, we have
Gpy, xq “ G˚px, yqT (4.7)
where G˚px, yq is the Neumann function of the adjoint L˚ in Ω. Moreover, if
Ω is a Lipschitz domain, then for all x, y P Ω, we have
|Gpx, yq| ď C p1` lnpd{|x´ y|qq , d “ diamΩ, (4.8)
where C depends on the Lipschitz character of BΩ, diamΩ as well as N and λ.
5 Proofs of main Theorems
5.1 Proof of Theorem 3.9: Case when |Ω| ă 8.
In the proof, we denote by C a constant depending on n,N, λ, µ0, B0 unless
otherwise stated; if it depends also on γ, it will be written as Cγ , etc. We
begin with constructing mollified Neumann Green’s functions. Fix a function
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Φ P C8c pB1p0qq satisfying 0 ď Φ ď 2 and
´
Rn
Φ “ 1. Let Y “ py, sq P Q be fixed
but arbitrary. For ǫ ą 0, we define
Φy,ǫpxq “ ǫ´nΦppx´ yq{ǫq.
For any T ą s, let vǫ “ vǫ;Y,k be a unique weak solution in V 1,02 pΩ ˆ ps, T qqN
of the problem $’&
’%
Lu “ 0 in Ωˆ ps, T q
Bu{Bν “ 0 on BΩˆ ps, T q
u “ Φy,ǫek on Ωˆ tsu,
(5.1)
where ek is the k-th unit vector in R
N ; with an aid of the inequality (3.8), which
was a consequence of the condition A1, the unique solvability of the problem
(5.1) follows from the Galerkin method described in [22, §III.5]. By setting
vǫpx, tq “ 0 for t ă s and letting T Ñ 8, we may assume the vǫ is defined on
the entire Q. Then, by the energy inequality, we obtain
~vǫ~Q ď C‖Φy,ǫ‖L2pΩq ď Cǫ´n{2. (5.2)
Thus vǫ belongs to V2pQqN . We define the mollified Neumann Green’s function
N ǫp¨, Y q “ `N ǫjkp¨, Y q˘Nj,k“1 for L by setting
N ǫjkp¨, Y q “ vjǫ “ vjǫ;Y,k.
Next, for a given f “ pf1, . . . , fN qT P C8c pΩ¯ˆ pa, bqqN , where a ă s ă b, let u
be a unique weak solution in V 1,02 pΩˆ pa, bqqN of the backward problem$’&
’%
L
˚u “ f in Ωˆ pa, bq
Bu{Bν˚ “ 0 on BΩˆ pa, bq
u “ 0 on Ωˆ tbu.
(5.3)
By setting upx, tq “ 0 for t ą b and letting a Ñ ´8, we may assume that u is
defined on the entire Q. Then, it is easy to see that we have the identityˆ
Ω
Φy,ǫpxqukpx, sq dx “
¨
Q
N ǫikpX,Y qf ipXq dX. (5.4)
If we assume that f is supported in Q “ Q`RpX0q, where 0 ă R ă d¯Y , then the
energy inequality and Ho¨lder’s inequality yields
~u~2Q ď C‖f‖L2pn`2q{pn`4qpQq‖u‖L2pn`2q{npQq.
Then, by the inequality (3.8) applied Q “ Q`RpX0q “ BRpx0qˆ pt0, t0`R2q, we
get
~u~Q ď C‖f‖L2pn`2q{pn`4qpQq. (5.5)
By utilizing (5.5) and the condition A2, and proceeding as in [8, Section 3.2],
we find that u is continuous in 1
4
Q “ Q`
R{4pX0q and satisfies (see [8, Eq.(3.15)])
|u|0; 1
4
Q ď CR2‖f‖L8pQq. (5.6)
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If Bǫpyq ˆ tsu Ă 14Q, then by (5.4) and (5.6), we obtain
∣
∣
∣
∣
ˆ
Q
N ǫikp¨, Y qf i
∣
∣
∣
∣
ď |u|0; 1
4
Q ď CR2‖f‖L8pQq.
Therefore, by duality, it follows that we have
‖N ǫp¨, Y q‖
L1pQq
ď CR2, (5.7)
provided 0 ă R ă d¯Y and Bǫpyq ˆ tsu Ă 14Q “ Q`R{4pX0q. For X P Q such that
0 ă d – |X ´ Y |P ă d¯Y {6, if we set r “ d{3, X0 “ py, s ´ 2d2q, and R “ 6d,
then it is easy to see that for ǫ ă d{3, we have
Bǫpyq ˆ tsu Ă Q`R{4pX0q, Q´r pXq Ă Q`RpX0q,
and also that vǫ “ vǫ;Y,k satisfies L vǫ “ 0 in Q´r pXq. Then, we derive from
the condition A2 that (see [8, Lemma 2.6])
‖vǫ‖L8pQ´r{2pXqq
ď C
rn`2
‖vǫ‖L1pQ´r pXqq. (5.8)
By combining (5.7) and (5.8), we obtain that
|vǫpXq| ď Cr´n´2‖vǫ‖L1pQ´r pXqq ď Cr´n.
That is, for any X,Y P Q satisfying 0 ă |X ´ Y |P ă d¯Y {6, we get
|N ǫpX,Y q| ď C|X ´ Y |´n
P
, @ǫ ă 1
3
|X ´ Y |P . (5.9)
Next, notice that we have
ˆ
Ω
N ǫpx, t, y, sq dx “ Hpt´ sqI; Hptq “ 1r0,8qptq.
We define
N˜ ǫpx, t, y, sq “N ǫpx, t, y, sq ´ 1
|Ω|
Hpt´ sqI (5.10)
so that ˆ
Ω
N˜ ǫpx, t, y, sq dx “ 0. (5.11)
Therefore, by (3.7), for any ´8 ď a ă b ď 8, we have
‖N˜ ǫp¨, Y q‖L2pn`2q{npΩˆpa,bqq ď γ~N˜ ǫp¨, Y q~Ωˆpa,bq. (5.12)
Lemma 5.13. For any Y P Q, 0 ă R ă d¯Y , and ǫ ą 0, we have
~N˜ ǫp¨, Y q~QzQ¯RpY q ď CR´n{2, (5.14)
‖N˜ ǫp¨, Y q‖L2pn`2q{npQzQ¯RpY qq ď CγR´n{2. (5.15)
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Also, for any Y P Q and ǫ ą 0, we have
∣
∣
 
X P Q : |N˜ ǫpX,Y q| ą τ(∣∣ ď Cγτ´n`2n , @τ ą d¯´nY , (5.16)
∣
∣
 
X P Q : |DxN˜ ǫpX,Y q| ą τ
(∣
∣ ď Cτ´ n`2n`1 , @τ ą d¯´pn`1qY . (5.17)
Furthermore, for any Y P Q, 0 ă R ă d¯Y , and ǫ ą 0, we have
‖N˜ǫp¨, Y q‖LppQRpY qq ď Cp,γR´n`pn`2q{p, @p P r1, n`2n q, (5.18)
‖DN˜ ǫp¨, Y q‖LppQRpY qq ď CpR´n´1`pn`2q{p, @p P r1, n`2n`1 q. (5.19)
Proof. By (5.2), (5.9), and the energy inequality, we get (see [8, Eq. (3.20)])
~N ǫp¨, Y q~QzQ¯RpY q ď CR´n{2, 0 ă R ă d¯Y {6.
from which and (5.14) follows readily since |Ω| ě CRn and d¯Y is comparable to
d¯Y {6. In fact, if we fix a ζ P C8c pQRpY qq, where 0 ă R ă d¯Y {6, such that
0 ď ζ ď 1, ζ ” 1 on QR{2pY q, |Dxζ|2 ` |ζt| ď 16R´2, (5.20)
then we have (see [8, Eq. (3.22)])
~p1´ ζqN ǫp¨, Y q~Q ď CR´n{2,
and thus by (5.10) and the properties of ζ, we get
~p1´ ζqN˜ ǫp¨, Y q~Q ď CpR´n{2 `Rn{2|Ω|´1 ` |Ω|´1{2q ď CR´n{2. (5.21)
To get (5.15), set Qp1q – Ωˆ ps` R2,8q and Qp2q – pΩzBRpyqq ˆ ps, s` R2q
and note that by (5.12) and (5.14) we have
‖N˜ ǫp¨, Y q‖L2pn`2q{npQp1qq ď Cγ~N˜ ǫp¨, Y q~Qp1q ď CγR´n{2 (5.22)
and similarly, by (3.8) and (5.21), we have
‖N˜ ǫp¨, Y q‖L2pn`2q{npQp2qq ď p2γ ` 1q
1
n`2~p1´ ζqN˜ ǫp¨, Y q~Ωˆps,s`R2q
ď Cp2γ ` 1q 1n`2R´n{2. (5.23)
Therefore, by combining (5.22) and (5.23), we obtain (5.15). We derive (5.18)
and (5.19), respectively, from (5.16) and (5.17), which in turn follows respec-
tively from (5.15) and (5.14); see [8, Lemmas 3.3 and 3.4]. 
Lemma 5.24. Let tuku8k“1 be a sequence in V2pQq. If supk ~uk~Q ď A, then
there exist a subsequence tukju8j“1 Ď tuku8k“1 and u P V2pQq with ~u~Q ď A
such that ukj á u weakly in W 1,02 pΩˆ pa, bqq for all ´8 ă a ă b ă 8.
Proof. See [8, Lemma A.1]. 
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The above two lemmas contain all the ingredients for the construction of a
function N˜p¨, Y q such that for a sequence ǫµ tending to zero, we have
N˜ ǫµp¨, Y q á N˜ p¨, Y q weakly in W 1,0q pQd¯Y pY qqN
2
,
p1´ ζqN˜ ǫµp¨, Y q á p1´ ζqN˜ p¨, Y q weakly in W 1,02 pΩˆ p´T, T qqN
2
, @T ą 0,
where 1 ă q ă n`2
n`1 and ζ is as defined (5.20) with R “ d¯Y {2. It is routine
to verify that N˜p¨, Y q satisfies the same estimates as in Lemma 5.13; see [8,
Sec. 4.2]. Note that (5.11) implies
´
Ω
N˜px, t, y, sq dx “ 0. We define N p¨, Y q by
Npx, t, y, sq “ N˜ px, t, y, sq ` 1
|Ω|
Hpt´ sqI. (5.25)
Then, by the previous remark that it is clear that NpX,Y q satisfies the local
estimates in Remark 3.16, and thus the property a) for the Neumann Green’s
function defined in Sec. 2.4. We shall now show that NpX,Y q also satisfies the
properties b) and c) so that N pX,Y q is indeed the Neumann Green’s function.
To verify the property b), let us assume φ “ pφ1, . . . , φN qT is supported in
Ω¯ˆ p´T, T q, where ´T ă s ă T , and note that
N ǫµp¨, Y q áN p¨, Y q weakly in W 1,0q pQd¯Y pY qqN
2
, (5.26)
p1 ´ ζqN ǫµp¨, Y q á p1´ ζqN p¨, Y q weakly in W 1,02 pΩˆ p´T, T qqN
2
. (5.27)
Since kth column of N ǫp¨, Y q is the weak solution in V 1,02 pΩ ˆ ps, T qqN of the
problem (5.1), we find that
ˆ
Ω
Φǫµ,ypxqφkpxq dx
“
ˆ T
s
ˆ
Ω
!
´N ǫµik pX,Y qφitpXq ` aαβij DβN ǫµjk pX,Y qDαφipXq
)
dX
By writing φ “ ηφ ` p1 ´ ηqφ, where η P C8c pQd¯Y pY qq satisfying η “ 1 on
Qd¯Y {2pY q, and using (5.26), (5.27), and taking µÑ8 in the above, we get the
identity (2.4); see [8, p. 1662] for the details. To verify the property c), let us
assume that f is supported in Ω¯ˆ pa, bq, where a ă s ă b and u˜ be the unique
weak solution in V 1,02 pΩˆ pa, bqqN of the problem (5.3). By setting u˜px, tq “ 0
for t ą b and letting a Ñ ´8, we may assume that u˜ is defined on the entire
Q. Then, similar to (5.4), we haveˆ
Ω
Φy,ǫµpxqu˜kpx, sq dx “
¨
Q
N
ǫµ
ik pX,Y qf ipXq dX.
By the condition A2, it follows that u˜ is locally Ho¨lder continuous in Q; see
the remark we made in deriving (5.6). By writing f “ ζf ` p1´ ζqf and using
(5.26), (5.27), and taking the limit µÑ8, we then get
u˜pY q “
ˆ
Q
NpX,Y qTfpXq dX.
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Therefore, we have u˜ ” u and thus the property c) is verified.
It is clear from the construction that Npx, t, y, sq ” 0 if t ă s. For any
X “ px, tq P Q, we define the mollified Neumann Green’s function of L ˚
with a pole at X by letting its l-th column to be the unique weak solution in
V
1,0
2 pΩˆ pT, tqqN , where T ă t is fixed but arbitrary, of the backward problem$’&
’%
L
˚u “ 0 in Ωˆ pT, tq
Bu{Bν˚ “ 0 on BΩˆ pT, tq
u “ Φx,ǫel on Ωˆ ttu,
As before, we extend it to the entire Q by letting it to vanish on Ωˆpt,8q. By a
similar argument as above, we obtain the Neumann Green’s function N˚p¨, Xq
of L ˚ that satisfies the natural counterparts of the properties of the Neumann
Green’s function for L . Note that the condition A2 together with the esti-
mates i), ii) listed in Remark 3.16 and its counterparts imply that Np¨, Y q and
N˚p¨, Xq are locally Ho¨lder continuous in QztY u and QztXu, respectively. Us-
ing the continuity discussed above and proceeding similar to [8, Lemma 3.5], we
find that
N pY,Xq “N˚pX,Y qT , @X,Y P Q, X ‰ Y. (5.28)
Moreover, similar to [8, Eq. (3.44) and (3.45)], for t ą s, we have
N ǫpx, t, y, sq “
ˆ
Ω
Φy,ǫpzqNpx, t, z, sq dz,
which justifies why we call it “mollified”, and
lim
ǫÑ0`
N ǫpx, t, y, sq “Npx, t, y, sq. (5.29)
By (5.28) and the counterpart of the property c) in Sec. 2.4, we see that u
defined by the formula (3.10) is a weak solution in V 1,02 pQqN of (3.11).
We now prove the identity (3.12) for the weak solution in V 1,02 pΩˆps,8qqN
of the problem (3.13). Similar to (5.4), we haveˆ
Ω
Φx,ǫpyqukpy, tq dy “
ˆ
Ω
Nˆ ǫikpy, s, x, tqψipyq dy,
where Nˆ ǫp¨, Xq is the mollified Neumann Green’s function of L ˚. The condition
A2 implies that u is continuous in Ωˆ ps,8q, and thus we have
lim
ǫÑ0
ˆ
Ω
Φx,ǫpyqukpy, tq dy “ ukpx, tq.
On the other hand, by (5.29) and the counterparts of (5.14), together with the
dominated convergence theorem, we get
lim
ǫÑ0
ˆ
Ω
Nˆ ǫikpy, s, x, tqψipyq dy “
ˆ
Ω
N˚ikpy, s, x, tqψipyq dy.
Then, the identity (3.12) follows from (5.28). Finally, we obtain (3.14) similar
to (5.9) and get (3.15) from (3.14) and the condition A2. 
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5.2 Proof of Theorem 3.9: Case when |Ω| “ 8.
The proof for the case when |Ω| “ 8 is almost identical to the case when
|Ω| ă 8. As a matter of fact, it is even more simple since we do not need to
introduce N˜ ǫpX,Y q. From the condition A1, we obtain
‖N ǫp¨, Y q‖L2pn`2q{npΩˆpa,bqq ď γ~N ǫp¨, Y q~Ωˆpa,bq.
By using the above inequality instead of (5.12) and follow the same augment as
in Section 5.1, we get the same conclusion. 
5.3 Proof of Theorem 3.21
We adopt the argument in [19], which is in turn based on [12, 15]. Let ψ be a
bounded Lipschitz function on Rn satisfying |Dψ| ďM a.e. for some M ą 0 be
chosen later. For t ą s, we define an operator PψsÑt on L2pΩqN as follows: For
f P L2pΩqN and T ą t, let u be the unique weak solution in V 1,02 pΩˆ ps, T qqN
of the problem $&
%
Lu “ 0 in Ωˆ ps, T q,
Bu{Bν “ 0 on BΩˆ ps, T q,
u “ e´ψf on Ωˆ tsu
(5.30)
and define PψsÑtfpxq – eψpxqupx, tq. Then, by (3.12), we find
P
ψ
sÑtf pxq “ eψpxq
ˆ
Ω
Npx, t, y, sqe´ψpyqfpyq dy. (5.31)
Then, as in [8, Sec. 5.1], we derive
‖PψsÑtf‖L2pΩq ď eϑM
2pt´sq‖f‖L2pΩq, (5.32)
where ϑ “ λ´3. We set ρ “ ?t´ s^RM and use the condition A3 to estimate
e´2ψpxq|PψsÑtf pxq|2 “ |upx, tq|2
ď B21ρ´pn`2q
ˆ t
t´ρ2
ˆ
ΩXBρpxq
|upy, τq|2 dy dτ
ď B21ρ´pn`2q
ˆ t
t´ρ2
ˆ
ΩXBρpxq
e´2ψpyq|PψsÑτf pyq|2 dy dτ.
Thus, by using (5.32), we derive
|PψsÑtfpxq|2 ď B21ρ´n´2
ˆ t
t´ρ2
ˆ
ΩXBρpxq
e2ψpxq´2ψpyq|PψsÑτfpyq|2 dy dτ
ď B21ρ´n´2
ˆ t
t´ρ2
ˆ
ΩXBρpxq
e2ρM |PψsÑτf pyq|2 dy dτ
ď B21ρ´n´2 e2ρM
ˆ t
t´ρ2
e2ϑM
2pτ´sq‖f‖2L2pΩq dτ
ď B21ρ´n e2ρM`2ϑM
2pt´sq‖f‖2L2pΩq.
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We have thus obtained the following L2 Ñ L8 estimate for PψsÑt:
‖PψsÑtf‖L8pΩq ď B1ρ´n{2 eρM`ϑM
2pt´sq‖f‖L2pΩq. (5.33)
We also define the operator QψtÑs on L
2pΩqN for s ă t by setting QψtÑsgpyq “
e´ψpyqvpy, sq, where v is the weak solution in V 1,02 pΩ ˆ pT, tqqN , where T ă s,
of the backward problem$&
%
L ˚u “ 0 in Ωˆ pT, tq,
Bu{Bν˚ “ 0 on BΩˆ pT, tq,
u “ e´ψg on Ωˆ ttu.
(5.34)
Similar to (5.33), we have
‖QψtÑsg‖L8pΩq ď B1ρ´n{2 eρM`ϑM
2pt´sq‖g‖L2pΩq. (5.35)
Note that by (5.30) and (5.34) we have
ˆ
Ω
`
P
ψ
sÑtf
˘ ¨ g “ ˆ
Ω
f ¨ `QψtÑsg˘.
Therefore, by duality, (5.35) implies that for all f P C8c pΩqN , we have
‖PψsÑtf‖L2pΩq ď B1ρ´n{2 eρM`ϑM
2pt´sq‖f‖L1pΩq. (5.36)
Now, set r “ ps` tq{2 and observe that by the uniqueness, we have
P
ψ
sÑtf “ PψrÑtpPψsÑrfq.
Then, by noting that t ´ r “ r ´ s “ pt ´ sq{2 and ρ{?2 ď ?t´ r ^ RM ď ρ,
we obtain from (5.33) and (5.36) that for all f P C8c pΩqN , we have
‖PψsÑtf‖L8pΩq ď Cρ´n e2ρM`ϑM
2pt´sq‖f‖L1pΩq,
where C “ 2n{2B21 . For all x, y P Ω with x ‰ y, the above estimate combined
with (5.31) yields, by duality, that
eψpxq´ψpyq|N px, t, y, sq| ď Cρ´n e2ρM`ϑM2pt´sq. (5.37)
Let ψpzq – Mψ0p|z ´ y|q, where ψ0 is defined on r0,8q by
ψ0prq “
#
r if r ď |x´ y|
|x´ y| if r ą |x´ y|.
Then, ψ is a bounded Lipschitz function satisfying |Dψ| ď M a.e. Take M “
|x´y|{2ϑpt´sq and set r “ |x´y|{?t´ s. By (5.37) and the obvious inequality
ρ{?t´ s ď 1, we have
|Npx, t, y, sq| ď Cρ´n exppr{ϑ´ r2{4ϑq.
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Let A “ Apϑq “ Apλq be chosen so that
exppτ{ϑ´ τ2{4ϑq ď A expp´τ2{8ϑq, @τ P r0,8q.
If we set κ “ 1{8ϑ “ λ3{8, then we obtain
|Npx, t, y, sq| ď Cρ´n exp  ´κ|x´ y|2{pt´ sq( .
where C “ Cpn,N, λ,B1q. We have thus proved (3.22). Finally, (3.22) gives
|Npx, t, y, sq| ď C t1_ ppt´ sq{RM qun{2 pt´ sq´n{2 exp
 ´κ|x´ y|2{pt´ sq( ,
which clearly implies (3.23) if 0 ă t´ s ď T . 
5.4 Proof of Theorem 3.24
Notice that (3.25) implies that
|N pX,Y q| ď C|X ´ Y |´n
P
if 0 ă |t´ s| ă R2M , (5.38)
where C “ Cpn,N, λ,B2, κq. Then, by the energy inequality (see [8, Eq. (3.21)])
and noting that RM {2 and RM are comparable to each other when RM ă 8,
we derive from (5.38) that for 0 ă r ă RM , we have
~Np¨, Y q~QzQ¯rpY q ď Cr´n{2. (5.39)
Let X P Q and 0 ă R ă RM be given. Without loss of generality, we assume
X “ 0 and write QR “ QRp0q, etc. Let u be a weak solution of
L
˚u “ 0 in Q “ Q`R XQ, Bu{Bν˚ “ 0 on S “ Q`R X BpQ.
We will show that u is locally bounded in 1
2
Q, where we use notation αQ “
Q`αR X Q, and satisfies the estimate (3.18). The other case can be treated in
the same fashion. Let w “ ηu, where η P C8c pQR{2q is such that
0 ď η ď 1, η ” 1 on Q3R{8, |Dxη|2 ` |ηt| ď 32{R2.
Then, w becomes a weak solution of"
L ˚w “ ´ηtu´ pAβαqTDβuDαη ´Dα
`pAαβqTDβηu˘ in Ωˆ p0,8q,
Bw{Bν˚ “ pAβαqTDβηuνα on BΩˆ p0,8q.
For Y “ py, sq P 1
4
Q, let N ǫp¨, Y q be the mollified Neumann Green’s function
as constructed in the proof of Theorem 3.9. Then similar to (5.4), we have
ˆ
Ω
Φy,ǫpxqηpx, squkpx, sq dx “ ´
ˆ
1
2
Q
ηtu
iN ǫikp¨, Y q
´
ˆ
1
2
Q
a
βα
ji Dβu
jDαηN
ǫ
ikp¨, Y q `
ˆ
1
2
Q
a
βα
ji Dβηu
jDαN
ǫ
ikp¨, Y q.
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Since |X´Y |P ą R{8 for X P QX suppp|Dxη|` |ηt|q, the integrals on the right
hand side are in fact integrals over 1
2
QzQR{8pY q. Then, we take limit ǫ to zero
in the above by using (5.26), (5.27) to get
ukpY q “ ´
ˆ
1
2
Q
ηtu
iNikp¨, Y q ´
ˆ
1
2
Q
a
αβ
ij Njkp¨, Y qDαuiDβη
`
ˆ
1
2
Q
a
αβ
ij DβNjkp¨, Y quiDαη — I1 ` I2 ` I3. (5.40)
Denote ARpY q – QX
`
Q3R{4pY qzQR{8pY q
˘ Ą 1
2
QzQR{8pY q. By the properties
of η, Ho¨lder’s inequality, and (5.39), we estimate
|I1| ď CR´2‖Np¨, Y q‖L2,8pARpY qq ‖u‖L2,1p 12Qq ď CR
´pn`2q{2‖u‖L2p 12Qq.
|I3| ď CR´1‖DxNp¨, Y q‖L2pARpY qq ‖u‖L2p 12Qq ď CR
´pn`2q{2‖u‖L2p 12Qq.
Also, by using (5.38) and the energy inequality, we estimate
|I2| ď CR´1‖Np¨, Y q‖L2pARpY qq ‖Du‖L2p 12Qq ď CR
´pn`2q{2‖u‖L2pQq.
By combining above estimates for I1, I2, and I3, we conclude from (5.40) that
‖u‖L8p 14Qq ď CR
´pn`2q{2‖u‖L2pQq,
where C “ Cpn,N, λ,B2, κq. Then, we obtain the condition A3 from the above
inequality by a standard covering argument. 
5.5 Proof of Theorem 4.5
The idea of proof is the same as that of [13, Theorem 2.12] but we reproduce
some key steps of the proof for the completeness. Let Kpx, y, tq “ N˜px, t, y, 0q,
where N˜px, t, y, sq is as in (5.25) and Npx, t, y, sq is the Neumann Green’s func-
tion of L “ B{Bt` L in Q. We define the Neumann function Gpx, yq by
Gpx, yq –
ˆ 8
0
Kpx, y, tq dt. (5.41)
Since Ω is an extension domain and |Ω| ă 8, there is a constant ̺ “ ̺pΩq such
that for all u P W˜ 1,2pΩq, we have
‖u‖L2pΩq ď ̺‖Du‖L2pΩq. (5.42)
Then by [13, Lemma 3.12], we find that the integral in (5.41) is absolutely
convergent for x ‰ y and thus Gpx, yq is well defined. Also, it is clear that´
Ω
Gpx, yq dx “ 0. We define the Neumann function G˚px, yq of L˚ similarly.
Then, by (5.28) we find that (see [13, Eq. (3.21)])
G˚px, yq “
ˆ 8
0
N˜˚px,´t, y, 0q dt “
ˆ 8
0
Kpy, x, tqT dt “ Gpy, xqT ,
23
where N˜˚px, t, y, sq “ N˚px, t, y, sq ´ 1|Ω|Hpt ´ sqI and N˚px, t, y, sq is the
Neumann Green’s function for L ˚ “ ´B{Bt` L˚. Let us denote
K¯px, y, tq “
ˆ t
0
Kpx, y, sq ds.
Lemma 5.43. The following estimates hold uniformly for t ą 0 and y P Ω.
a) ‖K¯p¨, y, tq‖LppBpy,dyqq ď Cppd2y ` ̺2qd2{p´2y , @p P r1, 2q.
b) ‖DxK¯p¨, y, tq‖LppBpy,dyqq ď Cppd2y ` ̺2qd´3`2{py , @p P r1, 4{3q.
c) ‖K¯p¨, y, tq‖L4pΩzBpy,rqq ď Cpr2 ` ̺2qr´3{2, @r P p0, dys.
d) ‖DxK¯p¨, y, tq‖L2pΩzBpy,rqq ď Cpr2 ` ̺2qr´2, @r P p0, dys.
Proof. See [13, Lemma 3.23]. 
We have to show that Gpx, yq defined by the formula (5.41) satisfies the
properties i) – iii) in Section 4.2. We focus on iii), which may seem less clear
than i) or ii). For any f P C8c pΩ¯q satisfying
´
Ω
f pxq dx “ 0, let u be defined by
(4.3). Note that
vpx, tq –
ˆ
Ω
K¯py, x, tqTf pyq dy “
ˆ t
0
ˆ
Ω
Kpy, x, sqTf pyq dy ds
is absolutely convergent by Lemma 5.43, and
lim
tÑ8
vpx, tq “
ˆ
Ω
Gpy, xqTf pyq dy “ upxq, (5.44)
vtpx, tq “
ˆ
Ω
Kpy, x, tqTfpyq “
ˆ
Ω
N˚px,´t, y, 0qfpyq dy,
where we have used the assumption
´
Ω
f “ 0 in the last step. Therefore, for
any T ą 0, w – vt is the weak solution in V 1,02 pΩˆ p0, T qqN of the problem$’&
’%
wt ` L˚w “ 0 in Ωˆ p0, T q
Bw{Bν˚ “ 0 on BΩˆ p0, T q
wp¨, 0q “ f on Ω,
Then, as in the proof of [13, Lemma 3.12], for t ą 0, we have
‖vtp¨, tq‖L2pΩq ď Ce´λ̺
´2t‖f‖L2pΩq, (5.45)
which implies vtp¨, tq P L2pΩqN . Also, by usingN˚px, t, y, sq “N˚px, t´s, y, 0q,
we find
vpx, tq “
ˆ 0
´t
ˆ
Ω
N˚px,´t, y, sqfpyq dy ds,
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and thus, for T ą 0, v is the weak solution in V 1,02 pp0, T qˆΩqN of the problem$’&
’%
vt ` L˚v “ f in Ωˆ p0, T q
Bv{Bν˚ “ 0 on BΩˆ p0, T q
vp¨, 0q “ 0 on Ω.
(5.46)
Then, by using (5.45) and (5.46), we obtain (see [13, Eq. (3.47)])
‖Dxvp¨, tq‖L2pΩq ď C‖f‖L2pΩq, a.e. t ą 0.
Therefore, by (5.42) for a.e. t ą 0, we have
‖vp¨, tq‖W 1,2pΩq ď C‖f‖L2pΩq.
Then, by the weak compactness of the space W 1,2pΩq, we find that there is
a sequence tm Ñ 8 such that vp¨, tmq á u˜ weakly in W 1,2pΩqN for some
u˜ P W 1,2pΩqN . By (5.44), we must have u “ u˜ and similar to [13, Eq. (3.48)]
and the argument after it, we find u is a weak solution of the problem (4.4). By
using (4.7), it is easy to see that
´
Ω
u “ 0. We have thus verified the property
iii). By repeating essentially the same proof of [8, Theorem 2.12], we find that
Gpx, yq satisfies the properties i) and ii) as well, and that it has the logarithmic
bound (4.6).
If Ω is a Lipschitz domain, then by modifying [13, Lemma 4.4], one can
show that L “ B{Bt` L and L ˚ “ ´B{Bt` L˚ satisfy the condition A3 with
RM “ diamΩ “ d and B1 depending on λ,N and Lipschitz character of BΩ;
see Section 4.1.3. By (5.38), for X “ px, tq P Q satisfying |t| ă d2, we have
|Kpx, y, tq| ď C|X ´ Y¯ |´2
P
, Y¯ “ py, 0q, (5.47)
and by (5.39), for 0 ă r ă d, we have
~Kp¨, yq~QzQpY¯ ,rq ď Cr´1.
Similar to [13, Eq. (3.59)], for 0 ă r ă d and t ě 2r2, we have
|Kpx, y, tq| ď Cr´2e´λ̺´2pt´2r2q. (5.48)
We set r – 1
2
minp̺, dq. If 0 ă |x´ y| ď r, then by (5.41), we have
|Gpx, yq| ď
ˆ |x´y|2
0
`
ˆ 2r2
|x´y|2
`
ˆ 8
2r2
|Kpx, y, tq| dt — I1 ` I2 ` I3.
It then follows from (5.47) and (5.48) that
I1 ď C
ˆ |x´y|2
0
|x´ y|´2 dt ď C,
I2 ď C
ˆ 2r2
|x´y|2
t´1 dt ď C ` C lnpr{|x ´ y|q,
I3 ď C
ˆ 8
2r2
r´2e´λ̺
´2pt´2r2q dt ď C̺2r´2.
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Combining all together we conclude that if 0 ă |x´ y| ď r “ 1
2
minp̺, dq, then
|Gpx, yq| ď C `1` p̺{rq2 ` lnpr{dq ` lnpd{|x´ y|q˘ . (5.49)
If |x´ y| ě r “ 1
2
minp̺, dq, then by (5.47) and (5.48) we have
|Gpx, yq| ď
ˆ 2r2
0
`
ˆ 8
2r2
|Kpx, y, tq| dt
ď C
ˆ 2r2
0
r´2 ` C
ˆ 8
2r2
r´2e´λ̺
´2pt´2r2q dt ď C ` C̺2r´2. (5.50)
By combining (5.49) and (5.50), and using d ă 8, we get (4.8). 
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