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Abstract
In the paper we indicate an error made in the proof of the main result of the paper [M.A. Darwish, On
quadratic integral equation of fractional orders, J. Math. Anal. Appl. 311 (2005) 112–119]. Moreover, we
provide correct proof of a slightly modified version of the mentioned result. The main tool used in our proof
is the technique associated with the Hausdorff measure of noncompactness.
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1. Introduction
In the paper [12] the author proved an interesting theorem on the existence of nondecreasing
solutions of a quadratic integral equation of the so-called fractional order. The main tool used in
the proof of the mentioned result is the technique associated with a measure of noncompactness
related to monotonicity (cf. [7]). Unfortunately, the proof given in [12] is not correct.
The aim of the present paper is to indicate the error in the proof of the above mentioned result.
With help of a suitable example we show that that proof cannot be improved.
Apart from that we are going to investigate a quadratic integral equation of fractional order
which is more general than that considered in [12]. Under some assumptions (being a slight mod-
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solutions of the equation in question. The technique of measures of noncompactness will be also
the basic tool in our proof. Nevertheless, we will use a simpler measure of noncompactness than
that in [12].
Let us mention that integral equations of fractional order create an interesting and important
branch of the theory of integral equations. The theory of such integral equations is developed
intensively in recent years together with the theory of differential equations of fractional order
(see [5,11–13,17–19], for example). On the other hand the theory of quadratic integral equations
is also intensively studied and finds numerous applications in describing real world problems (see
[3,8,15,16], for instance). Let us mention that this theory was initiated by considering a quadratic
integral equation of Chandrasekhar type [2,9,10].
2. Auxiliary facts
In this section we collect some definitions and results needed in our further investigations.
At the beginning we recall a few basic facts connected with fractional integral calculus
[18–20]. Denote by L1(a, b) the space of all real functions defined and Lebesgue integrable
on the interval (a, b). The space L1(a, b) is equipped with the standard norm.
Let x ∈ L1(a, b) and α > 0 be a fixed number. The Riemann–Liouville fractional integral of
order α of the function x(t) is defined by the formula
Iαx(t) = 1
(α)
t∫
a
x(s)
(t − s)1−α ds, t ∈ (a, b).
Here (α) denotes the well-known gamma function.
It may be shown that the fractional integral operator Iα transforms the space L1(a, b) into
itself and has some other properties (cf. [18–20]).
Further on assume that E is an infinite-dimensional Banach space with the norm ‖ · ‖. For a
given nonempty bounded subset X of E, we denote by χ(X) the so-called Hausdorff measure of
noncompactness of X [6]. This quantity is defined by the formula
χ(X) = inf{ε > 0: X has a finite ε-net in E}.
The function χ has several useful properties and is applied frequently in nonlinear analysis,
operator theory and so on [4,6]. It is worthwhile mentioning that the concept of a measure of
noncompactness may be defined in more general way [4,6] but for our purposes the Hausdorff
measure of noncompactness will be quite sufficient. It is caused by the fact that we will work
in the Banach space C(I) consisting of all real functions defined and continuous on the interval
I = [a, b] with the standard maximum norm.
For a nonempty and bounded subset X of C(I) its Hausdorff measure of noncompactness can
be expressed by a handy formula which is described below.
Namely, if x is an arbitrary function from C(I) then by ω(x, ε) we denote the modulus of
continuity of x, i.e.
ω(x, ε) = sup{∣∣x(t) − x(s)∣∣: t, s ∈ I, |t − s| ε}.
Further, let us put
ω(X,ε) = sup{ω(x, ε): x ∈ X},
ω0(X) = lim ω(X,ε).ε→0
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χ(X) = 1
2
ω0(X). (2.1)
Now we formulate a fixed point theorem which will be used in the sequel (cf. [6]).
Theorem 1. Let Q be a nonempty, bounded, closed and convex subset of the space E and let
T :Q → Q be a continuous mapping. Assume that there exists a constant k ∈ [0,1) such that
χ(T X) kχ(X) for any nonempty subset X of Q. Then T has a fixed point in the set Q.
In what follows we recall some basic facts concerning the so-called superposition operator [1].
To define this operator assume that J is a nonempty subset of real line R. Consider the set XJ
of all functions acting from the interval I = [a, b] into the set J . Apart from this assume that
f : I × J →R is a given function.
Then, to every function x ∈ XJ we may assign the function Fx defined by the formula
(Fx)(t) = f (t, x(t)), t ∈ I.
The operator F defined in such a way is called the superposition operator generated by the
function f = f (t, x).
The theory concerning the superposition operator may be found in the monograph [1]. For
our further purposes we will only need a few simple facts concerning that operator which are
collected in the below given lemma [1].
Lemma 1. Assume that J is an arbitrary real interval and f : I × J → R is a given function
continuous on the set I × J . Then the superposition operator generated by the function f maps
continuously the set XJ into the space C(I). Moreover, if the function t → f (t, x) is nonde-
creasing on I for any fixed x ∈ J and the function x → f (t, x) is nondecreasing on J for any
fixed t ∈ I , then the operator F transforms every nondecreasing function from the set XJ into a
function of the same type belonging to C(I).
3. Main result
In this section we will study the following quadratic integral equation of fractional order
x(t) = a(t) + f (t, x(t))
(α)
t∫
0
u(s, x(s))
(t − s)1−α ds, (3.1)
where t ∈ I = [0,1] and α ∈ (0,1). Obviously such interval I is assumed to simplify considera-
tions.
Equation (3.1) will be investigated under the following assumptions:
(i) The function a : I →R+ = [0,+∞) is continuous and nondecreasing on the interval I .
(ii) The function f : I × J → R+ is continuous, where J is an unbounded interval such that
J ⊂R+ and a0 ∈ J , where a0 = a(0).
(iii) The function f = f (t, x) is nondecreasing with respect to each of both variables t and x
separately (in the sense formulated in Lemma 1).
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for any t ∈ I and for all x1, x2 ∈ [a0, r].
(v) u : I × R→ R is a continuous function such that u : I × R+ → R+ and u(t, x) is nonde-
creasing with respect to each variable t and x, separately.
Further, let Φ = Φ(r) be the function defined on R+ by the formula
Φ(r) = u(1, r).
Observe that in view of (v) the function Φ(r) is nonnegative and nondecreasing on R+. More-
over, we have
u(t, x)Φ(r)
for t ∈ I and x ∈ [0, r].
Now we formulate the last assumption:
(vi) There exists a positive solution r0 of the inequality
‖a‖ + (1/(α + 1))Φ(r)[rk(r) + F1] r,
where F1 = f (1,0). Moreover, Φ(r0)k(r0) < (α + 1).
The main existence result is contained in the following theorem.
Theorem 2. Under assumptions (i)–(vi) Eq. (3.1) has at least one solution x = x(t) which be-
longs to the space C(I) and is nonnegative and nondecreasing on the interval I .
Proof. Let P be the subset of the space C(I) defined as follows:
P = {x ∈ C(I): x(t) a0 for t ∈ I}.
Consider the operators F , U , T defined on the set P by the formulas:
(Fx)(t) = f (t, x(t)), (3.2)
(Ux)(t) = Iαu(t, x(t))= 1
(α)
t∫
0
u(s, x(s))
(t − s)1−α ds, (3.3)
(T x)(t) = a(t) + (Fx)(t)(Ux)(t). (3.4)
Observe that in view of our assumptions all these operators are well defined on the set P . More-
over, in view of assumption (ii) and Lemma 1 the operator F transforms the set P into a subset
of the space C(I) consisting of functions being nonnegative on the interval I .
We show that the same holds also for the operator U defined by (3.3). Indeed, take an arbitrary
function x ∈ P . In order to prove that Ux ∈ C(I) let us take arbitrary t1, t2 ∈ I . Without loss of
generality we may assume that t1  t2. Then, in view of (v) we have:
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= 1
(α)
∣∣∣∣∣
t1∫
0
u(s, x(s))
(t2 − s)1−α ds +
t2∫
t1
u(s, x(s))
(t2 − s)1−α ds −
t1∫
0
u(s, x(s))
(t1 − s)1−α ds
∣∣∣∣∣
= 1
(α)
∣∣∣∣∣
t1∫
0
u
(
s, x(s)
)[ 1
(t2 − s)1−α −
1
(t1 − s)1−α
]
ds +
t2∫
t1
u(s, x(s))
(t2 − s)1−α ds
∣∣∣∣∣
 1
(α)
{ t1∫
0
u
(
s, x(s)
)[ 1
(t1 − s)1−α −
1
(t2 − s)1−α
]
ds +
t2∫
t1
u(s, x(s))
(t2 − s)1−α ds
}
 Φ(‖x‖)
(α)
{ t1∫
0
[
1
(t1 − s)1−α −
1
(t2 − s)1−α
]
ds +
t2∫
t1
1
(t2 − s)1−α ds
}
= Φ(‖x‖)
(α)
· t
α
1 − tα2 + 2(t2 − t1)α
α
 2Φ(‖x‖)
(α + 1) (t2 − t1)
α. (3.5)
The above estimate shows that Ux ∈ C(I). Obviously Ux is nonnegative on the interval I .
Combining the above established facts with assumption (i) we infer that the operator T maps
the set P into itself. Moreover, for an arbitrary x ∈ P and t ∈ I we obtain
(T x)(t) ‖a‖ + [∣∣f (t, x) − f (t,0)∣∣+ f (t,0)](1/(α))
t∫
0
u(s, x(s))
(t − s)1−α ds
 ‖a‖ + (k(‖x‖)x(t) + F1)(1/(α))
1∫
0
Φ(‖x‖)
(t − s)1−α ds
 ‖a‖ + (‖x‖k(‖x‖)+ F1)Φ(‖x‖)(1/(α))(1/α)
= ‖a‖ + (1/(α + 1))Φ(‖x‖)(‖x‖k(‖x‖)+ F1).
Hence, taking into account assumption (vi) we deduce that there exists r0 > 0 with
(1/(α + 1))Φ(r0)k(r0) < 1 and such that the operator T defined by (3.4) transforms the set
Pr0 = {x ∈ P : ‖x‖ r0} into itself.
Let us notice that the set Pr0 is nonempty since r0  a0.
Now, let us consider the subset Q of the set Pr0 consisting of all functions from Pr0 which
are nondecreasing on the interval I . Observe that the set Q is nonempty, bounded, closed and
convex. Moreover, the operator F given by (3.2) transforms each function belonging to Q into a
function from C(I) being nondecreasing on I .
We show that the same assertion is also valid for the operator U .
Indeed, let us take an arbitrary function x ∈ Q. This means particularly that x is nondecreasing
on I . Fix t1, t2 ∈ I such that t1 < t2. Then we have
(Ux)(t2) − (Ux)(t1)
= 1
(α)
t1∫
u(s, x(s))
(t2 − s)1−α ds +
1
(α)
t2∫
u(s, x(s))
(t2 − s)1−α ds −
1
(α)
t1∫
u(s, x(s))
(t1 − s)1−α ds
0 t1 0
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(α)
t1∫
0
u
(
s, x(s)
)[ 1
(t2 − s)1−α −
1
(t1 − s)1−α
]
ds + 1
(α)
t2∫
t1
u(s, x(s))
(t2 − s)1−α ds.
Since the term
1
(t2 − s)1−α −
1
(t1 − s)1−α
is negative for 0 s < t1, thus taking into account assumption (v) from the above inequality we
get
(Ux)(t2) − (Ux)(t1)
 1
(α)
t1∫
0
u
(
t1, x(t1)
)[ 1
(t2 − s)1−α −
1
(t1 − s)1−α
]
ds + 1
(α)
t2∫
t1
u(t1, x(t1))
(t2 − s)1−α ds
= u(t1, x(t1))
(α)
[ t2∫
0
ds
(t2 − s)1−α −
t1∫
0
ds
(t1 − s)1−α
]
= u(t1, x(t1))
(α)
· t
α
2 − tα1
α
 0.
This implies that the function (Ux)(t) is nondecreasing on I .
Finally, linking the above established facts we infer that the operator T defined by (3.4) maps
the set Q into itself.
Further on we show that T is continuous on the set Q. In view of Lemma 1 it is sufficient to
show that the operator U defined by (3.3) is continuous on the set Q. Thus, let us fix arbitrarily
ε > 0 and x0 ∈ Q. In view of assumption (v) and Lemma 1 we can find δ > 0 such that for an
arbitrary x ∈ Q such that ‖x − x0‖  δ we have that |u(s, x(s)) − u(s, x0(s))|  ε for s ∈ I .
Hence, for arbitrarily fixed t ∈ I we get
∣∣(Ux)(t) − (Ux0)(t)∣∣= 1
(α)
∣∣∣∣∣
t∫
0
u(s, x(s))
(t − s)1−α ds −
t∫
0
u(s, x0(s))
(t − s)1−α ds
∣∣∣∣∣
 ε
(α)
t∫
0
ds
(t − s)1−α 
ε
(α + 1) .
This shows that U is continuous on Q and implies the desired continuity of the operator T on
the set Q.
Now, let us take a nonempty subset X of the set Q. Fix ε > 0 and choose x ∈ X and t1, t2 ∈ I
such that |t2 − t1| ε. Without loss of generality we may assume that t1  t2. Then, in virtue of
our assumptions and the estimate (3.5) we obtain∣∣(T x)(t2) − (T x)(t1)∣∣

∣∣a(t2) − a(t1)∣∣+ (Fx)(t2)∣∣(Ux)(t2) − (Ux)(t1)∣∣
+ (Ux)(t1)
∣∣(Fx)(t2) − (Fx)(t1)∣∣
 ω(a, ε) + [∣∣f (t2, x(t2))− f (t2,0)∣∣+ f (t2,0)] 2Φ(r0) εα(α + 1)
J. Banas´, B. Rzepka / J. Math. Anal. Appl. 332 (2007) 1371–1379 1377+
[
1
(α)
t1∫
0
u(s, x(s))
(t1 − s)1−α ds
]∣∣f (t2, x(t2))− f (t1, x(t1))∣∣
 ω(a, ε) + (r0k(r0) + F1) 2Φ(r0)
(α + 1)ε
α
+ [∣∣f (t2, x(t2))− f (t2, x(t1))∣∣+ ∣∣f (t2, x(t1))− f (t1, x(t1))∣∣] Φ(r0)
(α + 1)
 ω(a, ε) + (r0k(r0) + F1) 2Φ(r0)
(α + 1)ε
α
+ [k(r0)∣∣x(t2) − x(t1)∣∣+ ν(f, ε)] Φ(r0)
(α + 1)
 ω(a, ε) + (r0k(r0) + F1) 2Φ(r0)
(α + 1)ε
α + Φ(r0)
(α + 1)
[
k(r0)ω(x, ε) + ν(f, ε)
]
,
where we denoted
ν(f, ε) = sup{∣∣f (t2, x) − f (t1, x)∣∣: t1, t2 ∈ I, |t2 − t1| ε, x ∈ [a0, r0]}.
Hence, keeping in mind the uniform continuity of the function f on the set I ×[a0, r0] we derive
the inequality
ω0(T X)
Φ(r0)k(r0)
(α + 1) ω0(X).
In view of (2.1) this inequality yields
χ(T X) Φ(r0)k(r0)
(α + 1) χ(X).
Now, taking into account assumption (vi) and Theorem 1 we complete the proof. 
In what follows we illustrate the above obtained result by the following example.
Example 1. Consider the following quadratic integral equation of fractional order
x(t) = et−2 +
n
√
x(t)
(α)
t∫
0
s + x2(s)
(t − s)1−α ds, (3.6)
where t ∈ I = [0,1], α is a fixed number from the interval (0,1) and n is a natural number. Notice
that this equation is a special case of Eq. (3.1), where a(t) = et−2, f (t, x) = n√x, u(s, x) =
s + x2.
It is easy to check that for Eq. (3.6) there are satisfied the assumptions of Theorem 2. To prove
this assertion observe that the function a(t) is positive, nondecreasing on I and a0 = a(0) =
e−2 = 0.135335 . . . , ‖a‖ = e−1 = 0.367879 . . . . The function n√x is nondecreasing on R+ and
for any r  a0 it is Lipschitzian on [a0, r] with the constant k(r) = e2(1− 1n )/n. Thus we can
put J = [a0,+∞) = [e−2,+∞) (cf. assumption (ii)). Apart from this we have that F1 = 0.
Further observe that u(t, x) = t+x2 and this function satisfies assumption (v). Moreover, Φ(r) =
u(1, r) = 1 + r2.
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e−1 + (1 + r
2)r
(α + 1) ·
e2(1− 1n )
n
 r.
It is easily seen that the number r0 = 1/2 satisfies this inequality for any natural n, n  38.
Moreover, taking into account that (α + 1)  0.8856 . . . for α ∈ (0,1) [14] we obtain that
Φ(r0)k(r0) < (α + 1).
Now, based on Theorem 2 we conclude that Eq. (3.6) has a positive and nondecreasing solu-
tion x = x(t) such that x(t) ∈ [e−2,1/2] for t ∈ I .
4. Final remarks
In this section we are going to compare our result contained in Theorem 2 with that in the
paper [12], where the author considered the following quadratic integral equation of fractional
order:
x(t) = a(t) + x(t)
(α)
t∫
0
u(s, x(s))
(t − s)1−α ds. (4.1)
Obviously Eq. (4.1) is a particular case of Eq. (3.1), where f (t, x) = x. In such a case as-
sumptions (ii)–(iv) of Theorem 2 are automatically satisfied with J = R+ and k(r) = 1 in (iv).
Moreover, F1 = 0. Taking into account these facts and comparing our result (Theorem 2) with
the main result in [12] we see that the assumptions concerning Eq. (4.1) imposed in [12] are
exactly the same as in our case except “a part” of assumption (v).
Namely, in [12] it is assumed that the function u = u(t, x) is nondecreasing only with respect
to the variable t . Below we show that such an assumption is not sufficient to ensure that the
operator U defined by (3.3) transforms nondecreasing functions from C(I) into functions of the
same type.
Let us mention that “the proof” given in [12] contains an error in calculations (p. 118, line 5
from above in [12]). As we announced that proof cannot be improved, what will be shown in the
following example.
Example 2. Consider the operator U defined by (3.3), where u(t, x) = √|1 − x| for x  0 and
t ∈ I = [0,1]. Moreover, let α = 1/2. This means that the operator U has the form
(Ux)(t) = 1
(1/2)
t∫
0
√|1 − x(s)|√
t − s ds
for t ∈ I . It is clear that the function u = u(t, x) is not nondecreasing with respect to x on R+.
We show that the above operator does not transform nondecreasing functions from C(I) (more
exactly: from the subset of C(I) consisting nonnegative functions) into functions of the same
type.
Indeed, let us take the function x(t) = t , t ∈ I . Then we have
(Ux)(t) = 1
(1/2)
t∫ √1 − s
t − s ds.0
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Since (1/2) > 0 it is sufficient to show that the function
z(t) =
t∫
0
√
1 − s
t − s ds
is not nondecreasing on I .
Using standard methods of integral calculus we can show that
z(t) = t − 1
2
ln
1 − √t
1 + √t +
√
t .
It can be calculated that, for example, z(0.5) = 1.14779 . . . and z(0.95) = 1.08358 . . . . This
shows that the function Ux is not nondecreasing on I and proves desired assertion.
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