The consistent performance, energy efficiency, and reliability are important factors for real-time monitoring of a patient's data, especially in a hospital environment. In this paper a routing protocol is proposed by considering the Quality of Service requirements of the body area network data packets. A mechanism for handling delay-sensitive packets is provided by this protocol. Extensive simulations using OMNeT++ based simulator Castalia illustrate that the proposed algorithm provides better performance than other QoS-aware routing protocols in terms of higher successful transmission rates, lower overall network traffic load, and fewer number of packet timeouts in both the mobile and static patient scenarios.
Introduction
A patient's real-time health-related data monitoring is possible by using a new emerging field Body Area Networks (BANs). Body Area Network is a small wireless network which consists of sensors placed inside or outside of the human body. The body implant or wearable sensors transmit the data to a central device called Body Area Network Coordinator (BANC). BANC is computationally more powerful device then the body sensors. BANC is responsible to transfer the sensors data to the next node or destination reliably.
Some important issues of BAN data transmission are to ensure the high reliability, low latency, compatibility with movable sensors, and low energy consumption. The specific need of BAN communication is not fulfilled by the existing Personal Area Network (PAN) standards [1] . IEEE task group 6 was assigned a job in November 2007 to suggest a BAN communication standard 802.15.6 by the consideration of short range transmission, reliability & latency requirements of QoS, and less energy consumption [2] . For the transmission of delay sensitive data such as video imaging, motion sensing, and ElectroMyoGraphy (EMG) in BAN require real-time monitoring. Some of the projects like SMART [3] , CareNet [4] , AID-N [5] , and ALARM-NET [6] provide the different mechanisms to monitor the patient data. In these methods, the transmission of BAN data from body sensors to the central database is considered and then BAN data is monitored from the central database. However, the technique to monitor the real-time display of BAN data in hospital environment is not addressed in these methods. The advantages of using the centralized system are to have better control and maintain the data privacy of the patient. But traffic congestion, server failure or link failure can cause the delay in monitoring the patient data which can badly effect on treatment. The distributed approach helps to reduce the traffic load and can adjust the patient mobility. BAN peering framework proposed in [7] suggests a semi-centralized system for reliably monitoring the BAN data. [7] uses both centralized and distributed techniques.
In earlier work proposed routing protocol EPR [7] resolves the problem of handling the ordinary packets. The requirement of real-time display of delay sensitive packets is different than ordinary packets. A new QoS-aware routing protocol is required to handle delay sensitive packets. Our proposed routing protocol addresses the issue of handling the delay sensitive data and display real-time BAN data. The proposed QoS-aware Peering Routing protocol for Delay sensitive packets (QPRD) is designed for BAN peering framework discussed in earlier work [7] . QPRD provides the reliable solution for the transmission of Ordinary Packets (OP) and Delay Sensitive Packets (DSP).
In rest of the paper, related work is discussed in section 2, the proposed BAN QoS-aware Peering Routing protocol for Delay sensitive data (QPRD) is given in sections 3, section 4 describes performance evaluation of the proposed BAN architecture and conclusions are in section 5.
Related Work
A smart monitoring system of BAN data in hospital environment can resolve the challenges related to the management of patients' medical information [8] . The Scalable Medical Alert and Response Technology (SMART) [3] is designed to monitor the patient's data in hospital emergency area. The data from sensors is transferred to the PDA and then PDA sends it to the next tier by using wireless standard 802.11b. CareNet [4] provides an integrated wireless sensor based solution to monitor the patient's data from remote hospitals. The two-tier wireless communication is used in the projects [3, 4] . GPS system is used in [5] to monitor the patient's data only in outdoor BAN communication. A wireless sensor network for assisted-living and residential monitoring system with a query based protocol is provided in ALARM-NET [6] . A three-tier communication approach is used in [9] to store the BAN data on the server and then make this data available for the physician's to analyze the patient's data. The projects [3, 4, 5, 6, 9] used centralized approach to monitor the patient's data. However, a real-time display of data by considering the delay sensitive packets is not considered. To access the data from server causes delay and even the link failure can completely disconnect the healthcare system from the central server.
In earlier work, an Energy-aware Peering Routing protocol (EPR) [7] was presented which considers the energy level and geographic information of the neighbor nodes for choosing the best next hop. The EPR only considers ordinary packets. It was shown that EPR has an overall lower energy consumption than comparable protocols [8, 10, 11, 12, 13] , and provides better results in terms of reduced traffic load, reduced number of packets forwarded by intermediate nodes, and higher successful data transmission rates. However, [7] does not provide a mechanism for dealing with Delay Sensitive Packets (DSP). In this paper, Delay Sensitive Packets are considered by the proposed QoS aware Peering Routing protocol for Delay sensitive data (QPRD) and their performance is compared to the existing DMQoS protocol [10] . In [10] , DMQoS categorizes the data packets into four types: Ordinary Packets (OP), Critical Packets (CP), Reliability-driven Packets (RP), and Delay-driven Packets (DP). The DMQoS [10] provides better results for Delaydriven packets than several methods [8, 11, 12, 13] in terms of end-to-end path delay. DMQoS employs a hop-by-hop approach to determine the next hop. DMQoS consider the neighbor device with the lowest delay, and the next hop then determines the best next upstream hop with least delay. The disadvantage of this hop-by-hop delay-driven approach employed in DMQoS, is that only neighboring nodes delay information is considered by source node. Source node forwards the packet to a particular neighbor node which has lower node delay than required delay. The neighbor node sends the acknowledgement of the successfully received packet to the source node. Now the packet receiving neighbor node determines its best upstream node in terms of delay requirement and forwards the packet to the upstream node if the node delay of upstream node is less than the required delay. In case if the neighbor node doesn't find any upstream node with node delay less than required delay then the packet is dropped. In this case the packet doesn't reach to the destination but source node assumes the packet is successfully received by the destination. Furthermore, the hop-by-hop approach used in DMQoS causes the increase in traffic load and the required end-to-end latency may not be guaranteed. Our proposed QPRD addresses these shortcomings by selecting and choosing the next hop device based on the lowest end-to-end path delay from the source node to the destination.
Proposed QoS-aware Peering Routing Protocol for Delay sensitive data (QPRD)
The proposed QoS aware routing protocol is used for indoor hospital BAN peering framework discussed in [7] . The indoor hospital BAN communication devices are categorized in three classes with respect to their available energy sources. Class 1 devices are directly connected with the power source like Nursing Station Coordinator (NSC). Class 2 devices use the consumable batteries like Medical Display Coordinators (MDCs). BAN Coordinators (BANCs) with the limited energy availability are considered the Class 3 devices. Two channels are used by Class 1 and 2 devices. 802.15.4 is used to communicate with the BANC and 802.11 for WiFi. Table 1 shows the summary of the classes. The NSC database contains the information of all BANCs and MDCs in the BAN peering framework [7] . Initially BANCs search and then connect to the NSC. Each BANC receives the information about its respective peer from the NSC and then starts sending real time BAN data to its respective peer MDC for display. In this paper, the proposed QPRD provides a mechanism to 1) calculate the node delays and path delays of all possible paths from the source node to the destination, 2) determines the best path, and 3) chooses the best next hop NH D . For each destination, the routing table contains information about the next hop device connected to the path with the least end-toend latency. For any DSP, if the path delay (DL path(i,Dst) ) is less than or equal to the delay requirement, the source node sends the DSP through that path.
The architecture of proposed QPRD is shown in Fig 
MAC receiver
The MAC receiver receives the data or Hello packets from other nodes (BAN, MDC, or NSC). It checks the MAC address of the packet. It only forwards the broadcast packets or the packets which have the same node's MAC address as destination address to the network layer.
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The delay module monitors the time required to capture the channel (DL channel(i) ), MAC layer queuing delay (DL MAC_queue(i) ), and transmission time (DL trans(i) ) of a packet. The Delay module sends this information to the network layer. The Network layer uses this information to calculate the node delay (DL node(i) ).
Packet Classifier (PC)
The packet classifier receives all the packets from the MAC receiver. The data packets and Hello packets are differentiated by packet classifier. The PC forwards the data and Hello packets to the Routing Services Module and Hello Protocol Module respectively.
Hello Protocol Module (HPM)
The neighbor The notations used in this paper and their descriptions are given in Table 2 . Table structure The node delay (DL ୬୭ୢୣ(୧) ) can be found by adding the packet delays due to transmission, queuing, processing, and capturing of the channel.
The node updates its Hello packets periodically, 4 seconds are used in our experiment. The average transmission delay (DL ୲୰ୟ୬ୱ ) before sending the Hello packets is calculated by using the equation 2.
where R bit = data rate, we use 250 kbps in our simulations. N bit = Total number of bits in each packet. n = Number of packets transmitted in 4 seconds. The path delay between node i and destination node Dst (DL ୮ୟ୲୦(୧,ୈୱ୲) ) is calculated by using the equation 4.
where initial value of DL path(j,Dst) is zero when j=Dst. The path delay of destination (DL path(Dst,Dst) ) is approximately zero because the time required to receive the packet from MAC to network layer is negligible. So in this example initial path delay is given below.
DL ୮ୟ୲୦(ୗେ,ୗେ) = 0 ms (12)
Each node calculates the path delay from itself to the NSC. First we consider the calculations of the path delay for path1 (B 3 -B 1 -MDC 2 -NSC).
The path delay of MDC 2 (DL path(MDC2,NSC) ) is calculated by using equation 4. The node B3 determines the path delay by using the values from equations 8 and 13 Equations 14 and 15 show that the path delays of path1 and path2 are 90ms and 80ms respectively. It is quite possible that the path with less delay is longer (has more hops) than the other paths. As is observed from the above example, path2 includes five devices and path1 has four devices. However, the path delay of path2 is lower than the path delay of path1.
Routing Services Module (RSM)
The routing services module is responsible for constructing the routing The data packets from both upper layers and packet classifier are received by QoS classifier. The QoS classifier classifies the packets into DSP and OP data. For each data packet, the Path Selector (PS) checks the QoS requirement and chooses the most appropriate next hop(s) by using algorithm 2. The Path Selector compares the delay requirement (DL req ) with the path delay (DL path(i,Dst) ) of NH D which is stored in the routing table. If the path delay (DL path(i,Dst) ) is lower than required delay (DL req ), the packet is sent to NH D (line 3-4). Otherwise, the packet is dropped (line 6).
For ordinary packets the PS returns the next hop NH E which is discussed by the EPR [7] (lines 8-9) else the packet is dropped.
QoS-aware Queuing Module (QQM)
The routing services module passes the data packets to the QoS-aware Queuing Module (QQM) after choosing the appropriate next hop(s). QQM receives the data packets and separates these packets in two classes (DSP and OP). An individual queue is used for each class of packets. QQM functions are the same as discussed in [10] . The priority of the DSP queue is higher than that of the OP queue. By default, the DSP queue with higher priority sends the packets first. The packets from lower priority OP queue will be sent only when the DSP queue is empty. However, for fair treatment of OP data, a timeout is used by all the queues. A queue sends the packets to the MAC layer within the period specified by the timeout for that queue. QQM changes the control from higher priority queue to lower priority queue after the queue timeout occurs.
MAC transmitter
The MAC transmitter receives the data and Hello packets from the network layer and stores it in the queue. The queue works in a First-In-First-Out (FIFO) fashion. It transmits the packets after capturing the channel by using CSMA/CA algorithm.
Performance Evaluation
Our simulation is performed on OMNeT++ based simulator Castalia-3.2 [14] . In this section, we compare our proposed algorithm with the DMQoS routing protocol [10] . The network parameters used in our simulations are shown in Table 3 .
‫ܕܐܜܑܚܗܔۯ‬ Routing Table Construction Fig. 6 shows the deployment of our experimental network. We use two scenarios for our simulation. The results obtained for both scenarios are discussed below. QPRD consistently provides successful transmission rate of 94% or more. In comparison, DMQoS has a successful transmission rate ranging from 49% to 57%. For low data of 1K, DMQoS has a successful transmission rate of 57% that continues to decrease especially for high data rates of 20K, when the successful transmission rate is 49%. The low successful transmission rate in DMQoS may be explained by the way it selects the next hop using the Energy Aware Geographic Forwarding scheme. Because the best next hop doesn't guarantee that it has the smallest latency connection to the destination, the packet may timeout when it is sent using the 'best' next hop.
Moreover, the Energy Aware Geographic Forwarding scheme used in DMQoS prefers the nearest next hop candidate in terms of hop count and ignores next hop nodes having lower delay. As a result, the network traffic is increased and the packets are dropped due to timeout before reaching the destination. QPRD resolves these issues by using the end-toend path delay. Fig. 7b shows the total network traffic load generated by both QPRD and DMQoS. QPRD generates about 25% less traffic in the network compared to DMQoS. The path calculation in QPRD considers the delay of all the nodes and uses the best path delay information to select the next hop to send the data from source to destination. In contrast, to the method used in DMQoS which decides on the immediate next hop based merely on next hop delay instead of overall path delay. Each upstream hop in DMQoS sends the packet to its next hop and resultant path in DMQoS may not be the most optimal.
From Fig. 7c it is observed that QPRD has no packets that were timed out for the data packet transmissions at all the rates studied. QPRD has better performance in terms of traffic load and number of dropped packets due to timeout because the clear end-to-end path delay information helps the packet to reach the destination within the requested delay requirement. Moreover, the path calculation in QPRD considers the delay of all the nodes in the network and chooses only those paths which can guarantee delivering the packet to the destination before it times out. 
Scenario 2:
In second scenario, the source node B 4 is moving at the speed of 1 meter per second vertically. Once again, it is observed that QPRD provides better results than DMQoS in case of a mobile source node scenario. Fig. 8a shows that the successful transmission rate is above 80% in QPRD for data packet rates less than 8K. It reduces at higher data packet rates of 8K and more, and reduces to 60% when total packets sent by sources are 20K. In contrast, it is observed that DMQoS suffers from a much lower successful transmission rate that reduces from 50% to 30% with resultant low throughput. Due to node mobility, the source node moves away from its neighbor nodes resulting in connection lost which results in more packets being lost. QPRD handles this situation better than DMQoS. In QPRD, the mobile nodes resume the connection more rapidly once the nodes come back into the range of neighbor node. The overall lower throughput in this scenario is due to the packet lost when the mobile node is out of range. We observe from Fig. 8b that the overall network traffic load in QPRD is about 24% less than DMQoS for all the data rates considered. This is because of the same reason which is explained in scenario 1 Fig. 7b .
From Fig. 8c it is observed that QPRD has no packets that were timed out for data packet transmissions at 8K or less. For high data packets (above 8K) the source node moves out of the neighbors' radio range which causes more packets to timeout. On the other hand, DMQoS has more timeout packets than QPRD. Initially for low data packet rates below 4K, about 40% of data packets were timeout, and for higher data packets (above 4K) it increases to approximately 50% of packets timeout. This is because of the packets travel through different nodes by using hop-by-hop delay calculation as discussed in detail in scenario 1. The source node mobility makes the packet timeout worse than the scenario 1 Fig. 7c .
Conclusion
A new novel modular QoS-aware routing protocol for hospital BAN communication is proposed in this paper. The architecture of new protocol consists of seven modules: the MAC receiver, the Delay Module (DM), the Packet Classifier (PC), the Hello Protocol Module (HPM), the Routing Services Module (RSM), the QoS-aware Queuing Module (QQM), and the MAC transmitter. The proposed routing protocol provides a mechanism for the end-to-end path delay calculation of all possible paths from a source to destination and then decides the best possible path by considering the path delay requirements of the delay sensitive packets. OMNeT++ based simulator Castalia [14] is used to test the performance of our proposed protocol (QPRD) and compare it with DMQoS [10] . The simulations are performed for both the movable source and stationary scenarios. The results show that the QPRD offers over 94% successful data transmission rates for delay sensitive packets in a stationary patient scenario. QPRD provides about 35% better results in terms of successful transmission rate than DMQoS in the movable patient scenario. The simulation results show that the QPRD improves the reliability of body area networks by decreasing the number of packet timeouts for both the mobile and static patient scenarios. In addition, QPRD results in lower network traffic load for both the mobile and static patient scenarios as compared to DMQoS.
