Abstract: A novel homogeneity approach to obtain an upper bound on the settling time for a robust second order sliding mode controller is presented. The stability analysis is substantiated by a global non-smooth Lyapunov function. The proposed method is applied to the 'twisting' controller and is based on a combination of global exponential stability and global finite time stability of switched systems. The homogeneity regions are established and are graphically illustrated. Recommended tuning rules for the twisting controller are presented. The proposed framework does not depend on the differential inequality of the Lyapunov function and hence provides a new methodology for obtaining the upper bound on the settling time for exponentially stable homogeneous systems.
INTRODUCTION
Finite time stability of dynamical systems inevitably involves non-Lipschtizian dynamics of the closed-loop system, irrespective of whether the dynamical system is characterised by differential equations having continuous or discontinuous vector fields. Haimo (1986) studied continuous finite time controllers to develop a class of finite time stable second order scalar control systems. Bhat and Bernstein (2000) further developed the stability framework and provided a rigorous mathematical analysis for continuous autonomous systems which possess continuously differentiable vector fields. Lyapunov and converse Lyapunov theorems were developed for continuous autonomous systems possessing a unique solution in forward and backward time. Bhat and Bernstein (2005) established a link between homogeneity and finite-time stability in that a homogeneous system is finite-time stable if and only if it is asymptotically stable and has a negative degree of homogeneity. The authors also extend the Lyapunov theorems to homogeneous systems. Bhat and Bernstein (1996) established continuous, bounded, finite-time stabilization of the translational and rotational double integrators. The authors showed the existence of a positive definite Lyapunov function V possessing negative definite time derivativesV along the closed-loop trajectories. Most importantly, finite time stabilization was achieved because both V andV possessed the homogeneity property. Levant (1993) presented the robust 'twisting' controller to stabilize the system to the origin in finite time. Moulay and [1] This work was supported by EPSRC via research grant EP/G053979/1. [2] The second author wishes to thank Consejo Nacional de Ciencia y Tecnologa de Mxico for financial support of his sabbatical stay at the University of Kent. Perruquetti (2005) studied the finite time stability of discontinuous dynamical systems characterized by differential inclusions. The recent work of Polyakov and Poznyak (2009) formulates the Lyapunov function design problem in terms of obtaining the solution of a first order partial differential equation. It can be noted that this work leads to an estimate of the settling time using the application of multiple Lyapunov functions. Moreno and Osorio (2008) established an explicit Lyapunov function and the corresponding tuning rules to obtain an upper bound on the settling time for the super-twisting algorithm. The latest development in terms of providing a strong Lyapunov function for the twisting controller is recently given by Santiesteban et al. (2010) . It is interesting to note that most of the references cited above share a unique property, namely, that finite time convergence of the Lyapunov function to the origin of the state space is achieved using an increasing condition on the Lyapunov function given by the differential inequalityV −kV α , where α represents the strong decay rate and k is a constant dependent on system properties. A completely different approach to prove global finite time stability of discontinuous switched systems was established by Orlov (2005) . The estimate of an upper-bound on the settling time function was computed for quasi-homogeneous differential inclusions based on the definitions of homogeneity ellipsoids in a close vicinity of the origin. However, the definitions of the homogeneity parameters defining the ellipsoids were not identified for the twisting control algorithm.
The principal motivation and objective of this paper is to introduce a novel homogeneity based approach which obviates the need for the differential inequalityV −kV α while obtaining an upper bound on the settling time of the twisting controller. The framework differs significantly from the existing Lyapunov approaches while maintaining similar advantages. The framework is substantiated by exponential stability considerations using a global nonsmooth Lyapunov function. The underlying philosophy is to combine the global exponential decay of the state trajectories to the domain of attraction with the finite time stability of quasi-homogeneous inclusion within the domain of attraction. The homogeneity regions are identified which represent the domain of attraction.
The main contribution is twofold. Firstly, the proposed framework, while removing the dependence on differential inequalities, is novel and can inspire a new direction in establishing an upper bound on the settling time of exponentially stable homogeneous systems. Secondly, tuning rules are established for the twisting controller to achieve a desired settling time. In turn, the conservative nature of the settling time estimate becomes insignificant if the gains are appropriately tuned. This is clearly a contribution to the literature as the recent work of Santiesteban et al. (2010) does not provide straightforward rules to reduce the upper bound and hence cannot achieve a desired improvement in the settling time. The problem formulation is presented in the next section. Section 3 develops the exponential stability and the homogeneity regions of the state space. Section 4 establishes the settling time estimate. The tuning rules are presented in Section 5.
PROBLEM FORMULATION
Consider the application of a twisting controller of the form u(x 1 , x 2 ) = −µ 1 sign(x 2 ) − µ 2 sign(x 1 ) − hx 1 − p x 2 (1) for stabilizing the following uncertain linear inverted pendulum systemẋ
The following assumptions are made:
(1) The upper bound on the disturbance term |ω| < M 1 , M 1 > 0 is known. (2) There exists a constant M such that the inequalities
The aim is to establish the following:
(1) To establish an upper bound T (µ 1 , µ 2 , h, p, M 1 , M ) on the settling time of the system (1), (2). (2) To establish tuning rules for the controller parameters {µ 1 , µ 2 , h, p} to achieve the desired settling time.
STABILITY AND HOMOGENEITY
This section develops the required mathematical details in order to achieve the aims stated in Section 2. Firstly, the global exponential stability of the twisting algorithm is established using a global non-smooth Lyapunov function. Secondly, the homogeneity regions are identified step-bystep to facilitate the derivation of finite settling time.
Global Exponential Stability
Consider a non-smooth Lyapunov function candidate as follows:
3) can be represented in quadratic form as follows:
where, ξ
Hence the following can be deduced:
where
. The temporal derivative along the closed-loop system trajectories can be derived as follows:
The quadratic form of (7) can be obtained as follows:
The quadratic form (8) leads to the following:
2 and (6) hold true, (11) can be re-written as,V
where, K = λmin{Ψ2} λmax{Ψ1} . From (12) and the definitions of Ψ 1 , Ψ 2 , the constant K is bounded due to inequalities h > κ 2 , (10) and the assumption (2) imposed on the tuning parameters.
Remark: The Lyapunov function V is a globally radially unbounded positive definite function which proves global exponential stability due to (6), (11) and (12). Except from the global nature, it is similar to the semi-global Lyapunov function proposed by Orlov (2005) . The strict Lyapunov function recently proposed by Santiesteban et al. (2010) does lead to a settling time estimate and is an even stronger candidate than the function V proposed above. However, no constructive tuning rules for the gain parameters to achieve a desired settling time are currently available.
The Lyapunov function V and the functionṼ = µ 2 |x 1 | + 1 2 hx 2 1 + x 2 2 are equivalent in that the following inequality holds true on a compacta
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See Orlov (2005) for further details on semi-global analysis. Hence the restriction µ 1 M 1 + √ 2R in addition to the assumptions in section 2 suffices to obtain the values κ < 1, M R > 1+κ. It is noted that the quadratic inequality (10) leads to the following real interval:
If h > κ 2 holds true then the interval [p 1 , p 2 ] is always real and p 1 < p < p 2 has to be respected in order to maintain Ψ 2 positive definite. It can also be noted that the inequalities p 1 > 0, p 2 > h hold true for all h > 1, κ < 1 and hence the choice p = h, h > 1 > κ 2 , κ < 1 will always satisfy positive definiteness of both the matrices Ψ 1 , Ψ 2 .
Homogeneity Regions
The process of identifying the homogeneity regions can be listed as follows:
(1) Identify the radius r of the homogeneity ball
(2) Identify the scalar δ > 0 such that the following definition of the homogeneity ellipsoid E δ holds true:
(16) where r 1 , r 2 are dilation weights. (3) Identify the scalarsR > 0,R > 0 such that the following expressions of the level sets of the Lyapunov function V holds true in addition to (16) .
(4) Identify 1 2 δ > 0, corresponding ellipsoid E 1 2 δ and level set Ω 3 in a similar way such that the following expressions are satisfied:
(18) whereR > 0, which is the supremum of V within the set Ω 3 , is also to be identified.
The motivation to achieve the above results is the fact that the estimate of the finite settling time can be obtained once the definitions of the homogeneity ellipsoids E δ and E 1 2 δ are known (See Theorem 3.2 of Orlov (2005)). The homogeneity degree for the closed-loop system (1), (2) is q = −1 with respect to dilations r 1 = 2, r 2 = 1. These values will be substituted hereafter. The stated steps can be established as follows:
Step 1: Definition of homogeneity region in terms of 1-norm
The system (1), (2) is homogeneous in the sense of Definition 2.2 Orlov (2005) in a small vicinity of the origin if the following condition holds true:
It is noted here that the summation of linear feedback terms and the uncertainty h|x 1 | + p|x 2 | + |ω(x 1 , x 2 , t)| is treated as nonhomogeneous perturbation. The finite time stability of homogeneous switched systems in the presence of nonhomogeneous perturbations is an established result (see Theorem 4.2 Orlov (2005) with application to twisting controller). The existence of the parameter M thus represents a bound on the nonhomogeneous perturbations in the right hand side of the switched system (1), (2). Noting that the inequality h|x 1 | + p|x 2 | max {h, p} (|x 1 | + |x 2 |) always holds true, the requirement (19) holds true whenever the following upper bound on X 1 is satisfied:
Step 2: Definition of homogeneity ball B r in terms of 2-norm X 2
The following is a well-known relationship between the Euclidian norm X 2 and 1-norm X 1 (see Rosenbrock and Storey (1970) ):
From (21) and (20), a conservative bound on the homogeneity radius r of the homogeneity ball B r can be obtained as follows:
The inequalities (21) and (22), when combined, will always ensure that the inequality (20) holds true.
Step 3: Definition of the parameter δ
The aim is to find δ > 0 such that every point (x 1 , x 2 ) contained within the ellipsoid E δ is also contained within the homogeneity ball B r . Having computed the homogeneity radius r in step 2, if δ > 0 is chosen such that the equalities min
are satisfied, then due to the fact that the equality min
always holds true, the inequality min
also holds true. If the given point (x 1 , x 2 ) ∈ E δ , then the inequality
holds true which, using (24), leads to the inequality 1
Hence (x 1 , x 2 ) ∈ B r and the choice (23) of δ is indeed valid, which upon further simplification, satisfies: δ = min {r, √ r} (28) The aim of computing δ > 0 such that E δ ⊆ B r is thus achieved.
Step 4: Definition of level sets Ω 1 , Ω 2 and the upper bounds R,R The first aim is to computeR > 0 such that the level set Ω 2 satisfies Ω 2 ⊆ E δ . Combining the definition of the
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level set Ω 2 with the inequality (13), it suffices that the inequalityṼ R M R holds true in order that Ω 2 ⊆ E δ is satisfied for any given (x 1 , x 2 ) in a small vicinity of the origin. Hence the following must be satisfied:
Having computed the homogeneity ellipsoid parameter δ in step 3, ifR > 0 is chosen such that the inequalities
are satisfied, then the inequality
always holds true. For a given point (x 1 , x 2 ) ∈ Ω 1 , the inequality
holds true, which using (31), leads to the inequality
Hence (x 1 , x 2 ) ∈ E δ and the choice (30) ofR is indeed valid, which upon further simplification, satisfies:
The second aim is to computeR > 0 such that the ellipsoid E δ satisfies E δ ⊆ Ω 1 . Combining the definition of the level set Ω 1 with the inequality (13), the following expressions must hold true so that E δ ⊆ Ω 1 is satisfied for any given (x 1 , x 2 ) in a small vicinity of the origin:
In other words, the following must be satisfied:
Equation (36) always holds true if the following is ensured:
where, 0 < 1 < 1 is an arbitrary constant. The fact that (x 1 , x 2 ) ∈ E δ leads to |x 1 | δ 2 using the first inequality of (35). Hence (37) can be further simplified to derive formula forR by enforcing the following three sub-conditions:
The formulaR = M R δ 2 max
can be deduced from (38). The aims of computingR > 0,R > 0 such that Ω 2 ⊆ E δ ⊆ Ω 1 are thus achieved.
Step 5: Definition of the parameterR and level set Ω 3 Similar arguments to those outlined in Step 4 produces the following formula:
4. SETTLING TIME ESTIMATE
The quasi-homogeneity concept is geometrically depicted in Fig. 1 . Trajectories of the system (1),(2) in the Fig. 1 . Quasi-homogeneity concept: homogeneous regions X 1 , homogeneity ball B r , homogeneity ellipsoids (E δ , E 1 2 δ ) and level sets Ω R , Ω 1 , Ω 2 , Ω 3 phase plane (x 1 , x 2 ) are also shown. The existence of an exponentially decaying global Lyapunov function V is utilized. The point O 1 is the system initial condition which corresponds to the boundary of the level set
). Then, due to the fact that the system decays exponentially towards the origin, it can be deduced that the trajectory enters the homogeneity ball B r in finite time, where r is defined by (22), and subsequently enters the homogeneity ellipsoid E δ . This in turn causes the trajectories of the closed-loop systems to satisfy the definition of the level set Ω 2 = (x 1 , x 2 ) : V R ⊆ E δ of the Lyapunov function V in finite time. This corresponds to the point O 2 . Finally, finite time stability follows from the quasi-homogeneity principle once the system trajectories are inside the ellipsoid E δ . As a consequence, the settling time of the system is the summation of the following:
T (x 1 , x 2 ) = T O1 −O2 + T h (40) where T O1 −O2 is the time taken by the state trajectories of the closed-loop system to attain the level set Ω 2 (point O 2 ) from the initial condition level set Ω R (point O 1 ) and T h is finite settling time of the system to attain equilibrium point (0,0) from the homogeneity boundary E δ ⊆ Ω 1 which can be readily computed using the expression (3.12) of Orlov (2005) as follows:
where q is homogeneity degree, c 0 is a lower estimate of the homogeneity parameter and T O2 −O3 is the time taken by the state trajectories of the closed-loop system to travel from the homogeneity boundary E δ ⊆ Ω 1 to the boundary Ω 3 ⊆ E 1 2 δ (point O 3 ). The necessity to use the boundary of the level set Ω 1 in place of Ω 2 stems from the fact that the supremum of T O2 −O3 have to be taken into consideration while computing the worst possible decay of the Lyapunov function. Hence, the boundary given by Ω 2 has to be utilized to compute T O1 −O2 and that given by Ω 1 to compute T O2 −O3 in order to encompass the worst case scenario. Although an overlap of time contributions may occur in the summation (40) leading to a conservative result since Ω 2 ⊆ Ω 1 holds true, the estimate of the settling time thus obtained is a true upper-bound, nevertheless. It can be easily noted that (40) is the same as the expression (3.1) of Orlov (2005) . The terms T O1 −O2 and T O2 −O3 can be estimated from the exponential decay (12) as follows:
(42) where the substitutions V (t O1 ) = M R R, V (t O2 ) =R have been utilized corresponding to the level sets Ω R and Ω 2 at time instants t O1 and t O2 respectively in the first equality and substitutions V (t O2 ) =R, V (t O3 ) =R have been utilized corresponding to the level sets Ω 1 and Ω 3 at time instants t O2 and t O3 respectively in the second equality while utilizing (12). Hence (40) can be re-written as,
Under the stated assumptions, the homogeneity parameters r, δ,R,R,R outlined in Section 3.2 and in turn the settling time estimate (43) can be computed apriori.
Remarks:
(1) The estimate of the homogeneity parameter c c 0 should be satisfied for the chosen c 0 where c 0 is the lower estimate of the homogeneity parameter. It can be seen from the above development that the closed-loop system is homogeneous once it is inside the ellipsoid E δ . The identity δ R −1 0 = c then leads to c = 1 because R 0 = δ is chosen to facilitate the application of (41), where the scalar R 0 > 0 represents the largest homogeneity ellipsoid E R0 (see (3.12) of Orlov (2005) (43) is conservative. The latest advances in the literature also exhibit the conservative nature of the settling time estimate (see Santiesteban et al. (2010) ).
TUNING RULES AND SIMULATION
This section establishes recommendation on the tuning rules for the controller parameters µ 1 , µ 2 , h, p to ensure the desired settling time T is obtained. The proposed method does not require optimization of gain parameters.
The following relations were obtained in previous sections:
The following steps can now be performed to obtain the required tuning rules:
step 1: Choose a finite constant M such that M > M 1 + 1.
As noted earlier in Section 3.2, the constant M represents the bound on the non-homogeneous perturbations. In a small vicinity of the origin, parameters µ 1 , µ 2 of the variable structure controller enforce finite time stability. The aim is to tune µ 1 , µ 2 high enough to satisfy the inequality 0 < M +µ 1 < µ 2 . Next, let the following relation be enforced: (28) and (22) lead to the following formulae:
Step 2 : Divide the desired settling time T into two contributions, i.e. T = T 1 + T 2 such that T 1 = 3 T 2 , where 3 = ρ+( 3 2 −ρ)e −T , 0 ρ 3 2 and T 1 and T 2 represent the exponential decay and homogeneity based finite settling time respectively. Thus the following must hold true in order to achieve the desired settling time T :
where R =Ṽ (x 1 (t 0 ), x 2 (t 0 ), t 0 ).
Step 3 : Let the the following inequality be enforced:
Then from (34) and (39), it is obtained that,
Step 4 : Let the the following inequality be enforced:
Also let the following hold true:
Then from the definition ofR in Section 3.2, the following can be obtained:
Step 5 : Equation (47) may now be invoked. Utilizing the equality in the the first inequality of (47) facilitates the the elimination of the parameter K as follows:
Substituting K in the second inequality of (47) leads to
where, c 0 = 1, q = −1 has been utilized. Substituting (49) and (52) into (54), the sub-ordination between h and µ 2 is obtained as follows:
Hence the parameter µ 2 should be tuned such that the right hand side of (55) satisfies the largest lower bound on the parameter h described by the inequalities (44), (45), (48), (50). Mathematically, the following needs to be enforced: Solving for µ 2 in all the individual terms of (56), the following can be obtained:
whereμ 2 is introduced for brevity and is utilized in the following. The following tuning rules can be concluded by combining (57) and (51) with (44) 1 : The left boundary ρ = 0 causes the expression µ 2 = ∞ to hold whereas the right boundary ρ = 3 2 causes the expression h = ∞ to hold true. It is at the disposal of the designer to select an appropriate value to suit the needs of the system. The value ρ = 1 2 , for example, may offer a good trade-off. Fig. 2 shows the simulation for the specification of the settling time T = 2 sec with the disturbance bound M 1 = 1. The chattering at the origin is due to numerical integration. The following initial conditions are assumed: x 1 (0) = 0, x 2 (0) = 2. Let the following choices be made according to the tuning rules: M = 2, 1 = 0.4, 2 = 1.1, ρ = 0.5, 3 = 0.635, T 1 = 0.777 sec, T 2 = 1.223 sec. Then the selection µ 1 = 3 and (58) leads to the following controller parameters: µ 2 = 5.5, h = p = 21.77.
CONCLUSION
A novel homogeneity approach leading to both an upper bound on the settling time of the 'twisting' controller and the corresponding tuning rules has been developed. More importantly, the upper bound is obtained without recourse to the differential inequality of the Lyapunov function. The results appear to be superior to existing methods which do not provide tuning guidelines to achieve a specific reduction in settling time. These results may be of particular interest to practising control engineers in implementing a twisting controller. From the theoretical viewpoint, the
