Abstract. In this paper, we provide an analytical insight into the observed nonlinear behaviour of the buck converter and link this with the study of a wider class of piecewise-smooth systems. After introducing the buck converter model and background, we describe the most fascinating features of its dynamical behaviour. We then introduce the so-called grazing and sliding solutions and discuss their role in determining many of the buck converter's dynamical oddities. In particular, a local map is studied which explains how the grazing bifurcations cause sharp turning points in the bifurcation diagram of periodic orbits. Moreover, we show how these orbits accumulate onto a sliding trajectory through a \spiralling" impact adding scenario. The structure of such a diagram is derived analytically and is shown to be closely related to the analysis of homoclinic bifurcations. The results are shown to match perfectly with numerical simulations. The sudden jump to large-scale chaos and the ngered structure of the resulting attractor are also explained.
Introduction
In recent years, much research e ort has been spent in investigating the dynamics of so-called DC/DC buck converters used in power electronics. These systems are used whenever there is the need for adjusting a given DC voltage to a lower value. Mathematically, they can be described by piecewise smooth systems of ODEs, switching between two di erent linear systems whenever a linear combination of the system states crosses an appropriately given periodic piecewise-linear reference signal.
Nonlinear phenomena including bifurcation and chaos have been found in the buck and related converters both numerically and experimentally by a number of authors 6, 3, 17, 16, 18, 21, 2, 7, 19] . For example, it has been shown that by varying the external forcing voltage, the fundamental periodic solution (the desired state in most applications) undergoes an initial period doubling cascade. At higher forcing voltages, the usual period-doubling route is interrupted by an abrupt enlargement of the resulting small scale chaotic attractor. The system then starts to evolve along a large scale chaotic attractor occupying approximately ve zones in phase space. Periodic and chaotic attractors have also been discovered at lower input voltages, coexisting with the fundamental state, albeit with small basins of attraction 6]. Recent simulations by the rst author and co-workers 6], have focussed on such a three-zone chaotic attractor. Within this parameter region, a family of three-periodic orbits characterised by di ering numbers of switchings per period, was found to be organised along a spiralling bifurcation diagram. Numerical evidence presented below shows that a similar spiral structure underlies the larger ve-zone chaotic region also.
Other recent work by the rst author and co-workers 8] has conducted an analytical investigation of some the simplest periodic orbits in the buck converter by analysing an appropriate switching map. This mapping describes the circuit dynamics from one switching instant to the next, and is closely analogous to mappings used in the study of other piecewise smooth systems such as impact oscillators 1, 11, 10] . Using this approach, conditions for in nite local stretching in the dynamics were derived and the rst period-doubling bifurcation accurately detected. However, at present, almost all of the dynamical oddities mentioned above remain unexplained.
The main aim of this paper is to give an analytical explanation of the unexplained phenomena in the buck converter dynamics, for instance the sudden enlargement to a ve-zone chaotic attractor. We also seek to uncover features of the dynamics in the large-scale chaotic region that may apply to wider classes of system. Our major achievement is to describe the structure of the observed spiralling bifurcation diagrams by analysing a nearby co-dimension-two periodic solution, a so called sliding trajectory. Such a trajectory remains for nite time within the discontinuity set of the di erential equations 9]. It will turn out that the unfolding of sliding leads naturally to spiral bifurcation diagrams, and has a close analogy with the analysis of Shil'nikov homoclinic bifurcations (see 14] , for example). It will be shown that the limbs of the spiral have sharp turning points, caused by so-called grazing bifurcations, i.e. when the linear combination of the two system states passes through the corner of the periodic reference signal.
Since the original preparation of this paper we have become aware of the independent related work by Yuan et al. 20] on border-collision bifurcations in a di erent buck converter con guration. Their work, which is largely numerical, puts grazing bifurcations in DC/DC converters within the general framework of so-called border-collision bifurcations occuring in arbitrary piecewise-smooth systems. In their example, the enlargement jump occurs before the accumulation of period-doublings and is directly attributable to a grazing (border collision) bifurcation. In contrast, in our results grazing plays a more subsidiary role, and the main focus of the present paper is on an unfolding of sliding.
The rest of the paper is outlined as follows. After introducing the buck converter model in x2, we will brie y review the main features of its dynamical behaviour in x3.
In so doing we will introduce more carefully the concepts of grazing and sliding in the present context. In x4 a local map will be derived which explains how grazing causes sharp turning points in the bifurcation diagram of periodic orbits. x5 then contains the main results of the paper on an unfolding of sliding solutions, showing via explicit construction of solutions near sliding how a spiral bifurcation diagram arises. x6 will address the sudden jump to large scale chaos and the structure of the resulting chaotic attractor. Finally, x7 will draw conclusions and outline extensions of the theory to a wider class of piece-wise smooth systems.
The DC/DC buck converter
An elementary buck converter can be implemented in a circuit as represented in Fig. 1. This consists of a basic RLC circuit, a diode and a switching element. The aim of the circuit is to maintain a desired voltage, lower than that provided by the input battery E, across the load resistance R. This can be achieved by appropriately turning on and o the switch S, so that the circuit is repeatedly forced by the external forcing voltage source E. The switching action is usually implemented through a Pulse Width Modulated (PWM) feedback law. Namely a linear combination of the two system states, v c (t) = g 1 i(t)+g 2 v(t) (in the present work g 1 = 1; g 2 = 0), is compared with a given asymmetric sawtooth (ramp) signal of assigned period T as shown in g. 2. The circuit switch, S, is then turned on whenever the ramp signal becomes ( ( ( ( ( ( ( ( ( ( ( ( ( ( ( ( ( ( ( (   u  u  u greater than the combination of the two states and turned o when the ramp signal falls below this combination. Hence, a switching occurs whenever v c (t) crosses the ramp (either within the ramp period or at t = nT; n = 1; 2; :::). 
where in our case y = (y 1 y 2 ) T = (v; i) T and:
v r (t) = + (t mod T);
It is relevant to point out that although we will consider the case of voltage-controlled converters (g 1 = 1; g 2 = 0 in (2)), the results described in these paper can be easily generalised to any other control strategy (g 1 ; g 2 2 R).
For the remainder of this paper we take the parameter values motivated by the experimental literature 3]. In particular: L = 20 mH; C = 47 F; R = 22 ; T = 400 sec; = 11:75238095 V; = 1309:523810 V=sec; (3) and E 2 (15; 40)V .
De nitions
Looking at the converter equations, we will say that the system is in the OFF phase when the capacitor voltage is larger than the ramp signal, v(t) > v r (t), and in the ON phase if v(t) < v r (t).
Among the switchings, we will de ne Asynchronous{switching (or A-switching)
as switching taking place within a ramp cycle, and T{switching as one occurring at multiples nT of the ramp period T. In what follows we shall label solutions of (1) by pairs of integers (m; n), where n indicates the number of T-switchings and m the number of A-switchings. Occasionally, by analogy with impact oscillators we shall refer to A-switchings as impacts and T-switchings as stroboscopic points. During standard operating conditions, the system evolves along a T-periodic solution characterised by one A-switching per period, i.e. one A-switching and one T-switching occurring during each cycle of the ramp signal. In addition to this, the following other situations are possible (see Fig. 3 ): more than one switching occurs during the one period of the modulating ramp signal (multiple pulsing);
the system evolves along a generic nT-periodic orbit, characterised by m Aswitchings per period. We will refer to such a solution as a (P(m; n) orbit)
; the voltage misses one or more T{switchings (skipping phenomenon), v(nT) > v r (nT ); the voltage grazes the reference ramp signal at time instants multiples of T (grazing), v(nT) = v r (nT ). In particular, we will say external a grazing occurring from outside the ramp, while internal that taking place from the inside. an in nite number of impacts occurs within the same period of the ramp (sliding); notice that periodic sliding trajectories are also possible; Notice that, as reported in 8, 12] , the buck converter dynamics can be studied by using two di erent types of discrete maps. The former, called a stroboscopic map, is de ned as the mapping of the two system states, (v(t); i(t)), from one T-switching to the next:
The latter, which takes the name of impact map, is instead de ned as the mapping from the pair consisting of an A-switching instant, m , and the corresponding system current, i m = i( m ), to the next: ( m ; i m ) 7 ! ( m+1 ; i m+1 )
As reported in 8], by using the impact map it is possible to give conditions for in nite local stretching of the phase space. This occurs when the voltage derivative is equal to that of the ramp at a T-switching, i. 3. Overview of the buck converter's underlying dynamics
The dynamics of (1) have been described in some detail in the literature, both numerically and experimentally 3, 4, 8, 12, 6, 5, 16, 21, 2] . In this section we summarise this work, focussing on the results by the rst author and co-workers in 6, 5] . We will present in the process some new more detailed numerical results. For su ciently small E, the only recurrent behaviour observed is a stable P(1; 1) orbit. As the input voltage is increased through E = 24:516 this periodic orbit undergoes a period-doubling cascade which accumulates into (small scale) chaos. However, the usual sequence for uni-modal maps is suddenly interrupted by an abrupt Figure 6 . Large scale chaotic attractor for E = 35V : (a) at T-switching points;
(b) at A-switching points, the dashed line represents the sliding line corresponding to trajectories being tangent to the ramp vr(t).
For E > 32:342 large scale chaos is then observed and the converter starts evolving along the chaotic attractor depicted in Fig. 6 . Notice the curious structure of this broad band attractor. When viewed at stroboscopic points, the attractor has a ve zone topology (see the ve dark zones in Fig. 6 (a), and 12] for more details).
Moreover, when viewed at A-switching points ( g. 6(b)) we note that the attractor has a ngered structure and is characterised by consistent stretching in the Poincar e plain. Plotting graphs of solutions, g. 7, reveals that this ngering is associated with multiple A-switchings occuring in one of the ve periods owing to the trajectory being close to sliding (see x6 below for more details).
It is worthwhile to note that, aside from the small-basin-of-attraction 3, 6, 12-periodic windows, the observed dynamics (including period-doubling and chaos) for E < 32:342 is all of type (1; ), that is one A-switching per period. The sudden enlargement can best be characterised by the point at which the average number of A-switchings per period on the observed attractor rst goes above 1 (see Fig. 8 ). Note that this quantity reaches a peak at around E = 34:34. This coincides with the parameter value at which we can compute a 5-periodic orbit which (appears) to slide, that is become tangent to the ramp ( g. 7(d)). In a formal sense, this trajectory may be labelled P(1; 5), and numerically we can nd nearby P(m; 5) orbits for m apparently arbitrarily large. Fig. 7 depicts two such periodic solutions. Numerically tracing such solutions as a parameter varies has proved a cumbersome task. Because of the non-smoothness of (1), standard continuation codes such as AUTO were not found to cope. Instead we have combined a simple numerical shooting algorithm based on a variable step-size, variable order Adams method (NAG routine d02cbf) allied with the the robust nonlinear solver SNSQE 15] . Fig. 9 shows some preliminary calculations suggesting that these ve-periodic orbits lie in an approximate double spiral accumulating on the spiralling trajectory. Note the corners in the bifurcation diagram, which are caused by grazing bifurcations.
A similar structure of periodic orbits appears in a detailed numerical investigation 6] of the three-zone chaotic attractor co-existing with the main bifurcation branch for E 2 (24; 24:5), see Fig. 4 . The existence of a whole family of three-periodic orbits, coexisting with the chaotic regime, was outlined. These solutions were shown to be organised along a spiral bifurcation diagram, reproduced here as Figs. 9, 10. In 6], though, this structure is left unexplained. In what follows we will try to explain analytically the structure of the spiralling bifurcation diagram. The key shall be a local analysis of the sliding trajectory apparently observed for E = 34:33998. However, the analysis in x5 shows that periodic sliding trajectories are of co-dimension-two for systems of the form (2) and further more detailed numerics shows that the trajectory in g. 7 is not quite P(1; 5) but is P(m; 5) for m large. This strongly suggests that (1) is su ciently close to the codimension-two point to enable explanation of its dynamics in terms of a local analysis a sliding periodic orbit. It is such an analysis that forms the main content of x5. x6 then turns to a partial explanation, using the same theory, of the ngered structure of the ve-zone strange attractor. First, though, we turn our attention to an unfolding of grazing bifurcations. . It is clear that a grazing with the top of the ramp in the third period is taking place at each corner (black spots in g. 10,11. The other possibility, a grazing at the bottom corner of the ramp is not observed. So we restrict our attention here to bifurcations where a periodic solution gains an extra switching (impact) in its last period, due to a grazing with the top. We seek to demonstrate that this necessarily causes its bifurcation diagram to exhibit a sharp turning point or corner. A similar phenomenon characterises the spiral of 5-periodic orbits depicted in g. 9 .
In what follows we will consider the case of two ve periodic orbits characterised by an external and internal grazing respectively. These orbits are located at the corners of the spiral shown in g. 9. Namely, the periodic orbit characterised by an external grazing point is the one located at E = 32:789985; i 0 = 0:599551 while the one containing an internal grazing is located at E = 53:500001; i 0 = 0:738109. Notice that in both case v 0 is xed at the top of the ramp, hence v 0 = 12:276190.
By perturbing the system in a neighbourhood of these grazing trajectories it can be observed that the local voltage map remains locally linear, while the current one is characterised by a sharp corner. This is the case for both the internal and external grazing phenomena, as shown in gs. 12 and 13 respectively. Here, a small perturbation is applied to the system initial condition and the voltage and current in a neighbourhood of the grazing values are plotted.
In seeking to analyse such maps, we shall consider two simpli ed mappings which capture the qualitative features observed in Figs. 12 and 13. The results obtained are equally valid for both the internal and external grazing, the two cases simply leading to di erent signs of the coe cients of the maps derived below. We introduce two local coordinate systems (x 1 ; y 1 ), (x 2 ; y 2 ) so that the x-coordinate and y-coordinate are related to the system voltage and current respectively. On the basis of the numerical evidence, it is then possible to construct two appropriate Poincar e local maps which at a critical parameter value = 0 have a xed point of their composition, see Fig. 14.
We construct two Poincar e sections 1 and 2 as depicted in g. 14 and consider the two maps we look for xed points of the map 1 alone, which we assume to take the form x 2 = ax 1 + by 1 + c ; (5) Notice that the solutions of equation (9) 
Local analysis of sliding and associated dynamics
Following our numerical calculations, it would appear that for certain values of E there are solutions which repeatedly cross over the ramp with small excursions on either side and as E approaches a critical value these excursions tend to zero magnitude and to a solution which switches on and o in nitely often. (A role very similar to homoclinic orbits in the dynamics.) We now seek to obtain such a solution and to consider solutions which lie close to it. This immediately leads us to the derivation of a map relating the voltage and current at the bottom of the ramp to that at the top ( loc ), which takes the form of a double spiral (see g. 16.
We will then derive, in x6, a map from the top of the ramp back to the bottom ( glob ) and study its composition with the map described above in order to explain the spiral bifurcation structure outlined in the previous sections. 
where v r (t) = + t: (11) Now, it is not di cult to see, in the absence of any additional structure or invariants of systems of the form (2) that such a trajectory should be of co-dimension 2. For example, thinking of the initial condition of a sliding solution at the top of the ramp, two parameters are required in order for the solution after (n ? 1)T to satisfy the correct v and i to lie tangent to the bottom of the ramp.
By varying two parameters, namely the input voltage E and the load resistance R in (2), we were indeed able to detect several periodic sliding trajectories. In particular,
we located a three-periodic sliding solution at E = 20:328345V; R = 40:178182 . A ve periodic sliding orbit was also found for E = 34:236729V; R = 21:696801 .
We therefore conclude that the system (1) with the original parameter values (3) is close, for E 34:3V to a co-dimension-two system containing a 5-periodic sliding trajectory, in the sense that a small perturbation of (E; R) results in a system possessing such a co-dimension-two trajectory. Similarly the 3-periodic region, depicted in g. 5, for E 21:0V appears to feel the \ghost" of the other sliding solution for R = 40:178182 . Numerically we have found evidence that the 3-periodic spiral is much less complete that the 5-periodic one which in the light of the analysis in x5.4 below is consistent with it being further away from the co-dimension-two point.
For the remainder of this section we shall assume that a two-dimensional vector of parameters (E; R) is allowed to vary and that at (E s ; R s ) the system exhibits an n-periodic sliding trajectory.
Note that, along a sliding portion of a solution, the di erential equation is not properly de ned. Presently we will construct a sliding solution as a limit of more classical solutions, but for the moment we presume that such a solution exists and we now look at some of its properties. From the system (1), we have dv dt (t) = ? v(t)
and we immediately have that if 0 t T then for sliding i(t) = i r (t) = R + t R + C; (13) observing that i(0) = R + C; i(T) = i(0) + T R : (14) Now from the system equations (2), we have di
where (t) = 1 if v(t) < v r (t) and (t) = 0 if v(t) > v r (t).
Eq. (13) does not satisfy (15) as the small excursions of current, which are perturbations of the sliding solution have derivatives which do not tend to zero as (i(0); v(0)) ! (i r (0); v r (0)). Furthermore it is unclear for a solution satisfying (10) precisely when it is on or o . To resolve this we shall aim to solve eq. (15) in an averaged sense by integrating (15) over the period T of the ramp. To do this calculation we assume that during this time the converter is ON for a time interval T and OFF for the interval (1 ? )T . Now integrating (15) over the period T and using (10)- (11) and (14) we have
The predicted for di erent values of the input voltage E agrees perfectly with numerical observations, see Table 1 . To complete our calculation we must determine (E s ; R s ). This we nd by looking at the solution after it has left the top of the ramp and solving (1) with the initial conditions i(T) = R + T R + C; v(T) = + T: The value of (E s ; R s ) is then given by nding values of (E; R) such that for some integer n we have i(nT) = R + C; v(nT) =
Solutions close to sliding
Now we consider the form of those solutions which lie close to a sliding solution. To do this we consider small continuous functions (t) and (t) so that v(t) = + t + (t); (19) i(t) = R + t R + C + (t); (20) with (t) and (t) small. The functions (t) and (t) have di erent smoothness properties, in particular as v(t) crosses the ramp v r (t) the function (t) has a discontinuous second derivative, and (t) a discontinuous rst derivative. Substituting into Eq. (2) gives
where now (t) = 1 if (t) < 0 and (t) = 0 if (t) > 0. Although we can solve (21) and (22) exactly between switchings, the resulting expressions are complex and do not a ord much insight. Rather more information is given by an asymptotic approach.
To do this presume that at some time t 0 2 (0; T) we have (t 0 ) = 0 and (t 0 ) = > 0, where is small. From (21) and (22) we have that _ > 0 and the system is thus initially OFF. Whilst > 0 and small, then to the leading order we have from (21) and (22) 1 we have simply that (t) = ? . Over this \half cycle" we thus have gures of (t) and (t) as depicted in Fig. 17 .
β: Figure 17 . Evolution of (t) and (t) over the half cycle (t 0 ; t 1 ) For t > t 1 the value of (t) becomes negative and the system switches ON. In this case the gradient of changes from negative to positive.
Repeating the previous arguments gives The complete picture of functions and in the interval t 2 (t 0 ; t 2 ) is then as reported in Fig. 18 . ; which using (23)- (24) gives
Note that is proportional to and hence the number of switchings during the period 0 t T is proportional to 1= .
The mean time spent ON is then 1 2
which is precisely the value of T calculated via (17).
Derivation of the local map
By using the results of the previous section we can now derive a map from v (0) In what follows we determine the zeros and asymptotic scaling of I and V in the three separate cases when i i , v i , or both are varied by an amount > 0. 5.3.1. Case I; i i varying Suppose now that we set v i = 0 and vary i i through an interval which includes 0. This is of course equivalent to setting t 0 = 0 in the previous calculations and i i = .
Initially take > 0. As is reduced there will be a rst value N such that for a given integer N T = N :
From Eq. (25) 
We can now use the results of the previous calculation to compute the desired map. Here is proportional to the magnitude of i f and 2 to that of v f . The value of t 0 gives the phase of a point on the double spiral (which is less signi cant than the value of ). Note from (30) that if i i and v i are of comparable small magnitude then is asymptotically dependent upon v i alone. This result is important when combining this map from the bottom of the ramp to the top with a subsequent global map from the top of the ramp back to the bottom, as conducted in the next subsection.
The global map and existence of periodic solutions
We now consider the e ect of the global dynamics from 2 ! 1 over (n ? 1) periods in a neighbourhood of an n-periodic sliding trajectory. It is a numerical observation that we can choose a su ciently small neighbourhood of such a trajectory in both parameter and phase space such that the dynamics in this neighbourhood do not undergo any grazings except in the period of the ramp cycle which corresponds to To explain the observed dynamics of either the 3-periodic or 5-periodic spiral bifurcation diagram observed in x3, we consider solutions of (36) for 2 = R ? R s 6 = 0 as xed and consider the e ect of varying 1 = E ? E through zero. If instead we had considered a ray in parameter space that passed precisely through E s ; R s then we would nd a perfect, complete double spiral.
We will now derive the scalings of the intersections between the spiral and the Eaxis in g. 25. These intersections are given by the points in g. 24 at which the left-hand side and the right-hand side of eq. (36) become tangent, which from the geometry of the right-hand side occurs at the corner of the piecewise linear function I. We will refer to the values related to these points by using the subscript i. Hence, if we vary only 1 while keeping 2 xed, as in the case of the spiral diagram actually observed in the experimental circuit, we can conclude that the value i 1 at which an intersection occur is given by: where K and C are constants easily obtained as combination of the constants in (39).
So until 2 (i.e. far enough from the sliding point) we get that two successive intersections on one side of the spiral scale as:
Finally from the analysis reported in the previous section we know that 1=N therefore we get: as E is varied Some preliminary numerical results indicate that these scalings are indeed observed in the system (1) with parameter values (3). Consider for instance the grazings occurring at the corners of the 3-periodic spiral, labelled 27; 31 and 35 in Fig. 10 , which we will name with the subscripts 1; 2 and 3 respectively. Since the centre of the double spiral is located at E s ' 19 where the analysis predicts a value of 0:333. These comparisons are good given that the orbits are still far from the sliding solutions. A more careful and extensive computation of these scalings for the 5-periodic spiral is in progress and will be reported elsewhere.
Strange Attractors
The analysis of the previous subsection can easily be extended to show the existence of Smale horseshoe dynamics on m symbols where m(E) is the maximum number of intersections with the ramp of periodic solutions within the spiral at a particular E value (cf. the corresponding analysis of Shil'nikov homoclinic bifurcations 13]). It would seem that the re-injection mechanism over 5 periods causes this dynamics to be stable. The two questions left to be explained are the sudden jump into this 5-zone attractor at E 32:342 and the ngered structure of this chaotic attractor.
6.1. The jump to large scale chaos From the analysis and the numerical evidence presented in the previous sections we can certainly conclude that a double spiral bifurcation diagram of ve periodic orbits is coexisting with the main bifurcation branch when the system evolution jumps onto the 5-zone attractor depicted in g. 6.
As rst conjectured in 5, 6], we note that such jump occurs when the chaotic evolution resulting from the period doubling cascade rst grazes the ramp externally. When this occurs, the chaotic evolution starts to feel the in uence of the family of ve periodic unstable solutions organised around the double spiral bifurcation diagram represented in Fig. 9 . These orbits are characterized by multiple A-switchings and skippings hence as con rmed by g. 26, the number of skippings per period suddenly becomes di erent from zero as we cross the jump bifurcation value. Also in Fig. 27 , the chaotic attractor before and after the jump is shown for di erent values of the input voltage E. We can see that the attractor before the enlargement takes place, is located in a relatively small scale of the phase plane. As E is increased skippings will become more and more frequent as the fractal edge of the chaotic attractor approaches more and more closely the vertical line corresponding in g. 27 to skipping. Hence in this system the jump to chaos cannot be characterized by a large-scale bifurcation (e.g. grazing) if a single periodic orbit. Rather, the jump occurs at the parameter value for which the invariant measure of the portion of the chaotic attractor that crosses the skipping line becomes positive. Thus accurately detecting numerically the parameter value of the jump is fraught with di culty. The strange attractor resulting from the mechanism described above has, for values of E close to E s , a very distinctive ngered structure. The attractor is presented in g. 28 in the case of E = 35:0V and R = 22:0 together with a sequence of iterations of a single point. For this structure the basic features can be described schematically as in g. 29, where l i ; i = 1::1 represent a sequence of ngers each of which has a fractal form in cross-section. On this schematic an iterate which has a sequence of A-switchings on the ramp, has its rst switching at a point on l 1 , its second on l 2 , its third on l 3 and continues on this sequence until it leaves the ramp and returns through the action of the map glob . There are two distinctive features of this schematic (i) each of the ngers is a straight line of de ned gradient; (ii) the ngers when projected back intersect at a point on the sliding line at a voltage value < (even though iterates only lie on the ngers for v > .
Further numerical calculations show that as E ! E s the gradients of the ngers stay the same; tends to .
We 
Conclusions
Some analytical explanation of the nonlinear behaviour of the DC/DC buck converter has been outlined. The importance of discontinuous phenomena such as grazing and sliding has been explained and the existence of a double spiral bifurcation diagram motivated analytically. The fundamental nature of our analysis strongly suggests that these features are to be found in a much wider class of piecewise smooth system. The generalisation of these phenomena to other Power Electronics converters shall be addressed in future work. Also, systems of the form (2) with a smooth switching signal instead of the ramp considered should be studied in details. We conjecture that for such systems the internal grazing phenomenon will be replaced by standard saddle-node bifurcations. These and other issues are the subject of current research.
