I. INTRODUCTION
The issue of transport capacity of a randomly deployed wireless network under random (c, f ) channel assignment was considered by us in [1] . We showed in [1] that when the number of available channels is c = O(log n), and each node has a single interface assigned a random f subset of channels, the capacity is Ω(W f cn log n ) and O(W p rnd n log n ), and conjectured that optimal capacity was Θ(W p rnd n log n ). We now present a lower bound construction that yields capacity Ω(W p rnd n log n ) whenever f > 10(1+log We use the following asymptotic notation:
• f (n) = O(g(n)) means that ∃c, N o , such that
• f (n) = Ω(g(n)) means that g(n) = O( f (n))
• f (n) = Θ(g(n))means that ∃c 1 , c 2 , N o , such that
When f (n) = O(g(n)), any function h(n) = O( f (n)) is also O(g(n)). We often refer to such a situation as h(n) = O( f (n)) =⇒ O(g(n)).
As in [2] , we say that the per flow network capacity is λ(n) if each flow in the network can be guaranteed a throughput of at least λ. Whenever we use log without explicitly specifying the base, we imply the natural logarithm.
Some Useful Results
Theorem 1: (Vapnik-Chervonenkis Theorem) Let S be a set with finite VC dimension VCdim(S ). Let {X i } be i.i.d. random variables with distribution P. Then for ε, δ > 0:
Theorem 2: (Chernoff Bound [3] ) Let X 1 , ..., X n be independent Poisson trials, where Pr[
X i . Then, for any β > 0:
E [X] (1) Theorem 3: (Chernoff Upper Tail Bound [3] ) Let X 1 , ..., X n be independent Poisson trials, where Pr[
X i . Then, for 0 < β ≤ 1:
Theorem 4: (Chernoff Lower Tail Bound [3] ) Let X 1 , ..., X n be independent Poisson trials, where Pr[
X i . Then, for 0 < β < 1:
Lemma 1: [3] When n balls are thrown independently and uniformly at random into n bins, then
Pr[ any bin has > 3 log n log log n balls ] ≤ Lemma 3: Suppose we are given a unit toroidal region with n nodes located uniformly at random, and the region is sub-divided into axis-parallel square cells of area a(n) each. If a(n) = 100α(n) log n n , 1 ≤ α(n) ≤ n 100 log n , then each cell has at least (100α(n) − 50) logn, and at most (100α(n) + 50) logn nodes, with high probability.
Proof: We know that the set of axis-parallel squares has VC-dimension 3. In our construction, we have a set of axis-parallel square cells S such that the cells all have area a(n) = whenever n > max 24 ε log 2 16e ε , 4 ε log 2 2 δ This is satisfied when ε(n) = δ(n) = 50 log n n . Thus, with probability at least 1 − 50 log n n , the population Pop(D) of cell D satisfies:
Lemma 4: Let us consider the set of all circles of radius R and area A(n) = πR 2 on the unit toroid. If A(n) = 100α(n) log n n , 1 ≤ α(n) ≤ n 100 log n , then each circle has at least (100α(n) − 50) logn, and at most (100α(n) + 50) logn nodes, with high probability.
Proof:
The set of all circles of radius R in the plane has VC-dimension 3. Thereafter by the same argument as in the proof of Lemma 3, the result proceeds.
Lemma 5:
If n pairs of points (P i , Q i ) are chosen uniformly at random in the unit area network, the resultant set of straight-line formed by each pair L i = P i Q i satisfies the condition that no cell has more than n a(n) lines passing through it.
Proof: Given the lines L i are i.i.d., the proof of Lemma 3 in [4] can be applied to prove this result. 
III. RANDOM (c, f ) ASSIGNMENT
In this assignment model, a node is assigned a subset of f channels uniformly at random from the set of all possible channel subsets of size f . Thus the probability that two nodes share at least one channel is given by p rnd = 1 − (1 − Proof: We present a construction based on a notion of per-node backbones. Consider a subdivision of the toroidal unit area into square cells of area a(n) = 100 log n p rnd n . Then by setting α(n) = Consider any node in any given cell. The probability that it can communicate to any other random node in its range is p rnd . Then the probability that in an adjacent cell, there is no backbone candidate node with which it can communicate is less than (1 − p rnd ) 48 log n p rnd ≤ 1 e 48 log n = 1 n 48 . The probability that a given node cannot communicate with any node in some adjacent cell is thus at most 8 n 48 (as there are upto 8 adjacent cells per node). By applying the union bound over all n nodes, the probability that at least one node is unable to communicate with any backbone candidate node in at least one of its adjacent cells is at most
We associate with each node x a set of nodes B(x) called the primary backbone for x. B(x) is constituted as follows. Throughout the procedure, cells that are already covered by the under-construction backbone are referred to as filled cells. x is by default a member of B(x), and its cell is the first filled cell. From each adjacent cell, amongst all backbone candidate nodes sharing at least one common channel with x, one is chosen uniformly at random is added to B(x). Thereafter, from each cell bordering a filled cell, of all nodes sharing at least one common channel with some node already in B(x), one is chosen uniformly at random, and is added to B(x); the cell gets added to the set of filled cells. This process continues iteratively, till there is one node from every cell in B(x). From our earlier observations, B (x) eventually covers all cells with probability at least 1 − 8 n 47 . Now consider any pair of nodes x and y. If B(x) ∩ B(y) = φ the two are obviously connected, as one can proceed from x on B(x) towards one of the intersection nodes, and thence to y on B(y), and vice-versa. Suppose, the two backbones are disjoint.
Then x and y are still connected if there is some cell such that the member of B(x) in that cell (let us call it q x ) can communicate with the member of B(y) in that cell (let us call it q y ), either directly, or through a third node. q x and q y can communicate directly with probability 1 if they share a common channel.
Thus the case of interest is one in which no cell has q x and q y sharing a channel.
If they do not share a common channel, we consider the event that there exists a third node amongst the transition facilitators in the cell through whom they can communicate. Note that, for two given backbones B(x) and B(y), the probability that in a network cell, given q x and q y that do not share a channel, they can both communicate with a third node z that did not participate in backbone formation and is known to lie in the same cell, is independent across cells. Therefore, the overall probability can be lower-bounded by obtaining for one cell the probability of q x and q y communicating via a third node z, given they have no common channel, considering that each cell has at least 2 log n p rnd possibilities for z, and treating it as independent across cells. We elaborate this further.
Let q x have the set of channels C(q x ) = {c x 1 , ..., c x f }, and q y have the set of channels C(q y ) = {c y 1 , ..., c y f }, such that C(q x ) ∩C(q y ) = φ. Consider a third node z amongst the transition facilitators in the same cell as q x and q y . We desire z to have at least one channel common with both C(q x ) and C(q y ). Then let us merely consider the possibility that z enumerates its f channels in some order, and then inspects the first two channels, checking the first one for membership in C(q x ), and checking the second one for membership in C(q y ). This probability is
Thus q x and q y can communicate through z with probability
). There are 2 log n p rnd possibilities for z within that cell, and all the possible z nodes have i.i.d channel assignments. Thus, the probability that q x and q y cannot communicate through any z in the cell is at most (1 − p z ) 2 log n p rnd , and the probability they can indeed do so is p xy
Thus, the probability that this happens in none of the 2 node pairs, the probability that some pair of nodes are not connected is at most
−Ω( n log 2 n )+2 log n → 0. Thus the probability of a connected network converges to 1.
IV. LOWER BOUND ON CAPACITY
We present a constructive proof that achieves Ω(W Once again we use a square cell construction. The surface of the unit torus is divided into square cells of area a(n) each, and the transmission range is set to 8a(n), thereby ensuring that any node in a given cell is within range of any other node in any adjoining cell. Since we utilize the Protocol Model [2] , a node C can potentially interfere with an ongoing transmission from node A to node B, only if BC ≤ (1 + ∆)r(n). Thus, a transmission in a given cell can only be affected by transmissions with cells within a distance (2 + ∆)r(n) from it. Since ∆ is independent of n, the number of cells that interfere with a given cell is only some constant (say β).
We choose a(n) = 250 max{log n,c}
Then the following holds: The constructions in the rest of this paper work on assumption that Lemma 9 holds. Thus most of the results in the rest of the paper are implicitly conditioned on this lemma.
We also state the following facts:
For large n, since c = O(log n), and 2 ≤ f ≤ c:
We now define a term M u where M u = 
In light of Lemma 7, this leads to the following equations:
Note that from the following equations, it also proceeds that M u ≥ max{
Let I i denote an indicator variable which is 1 if
2 , and 0 else. Then from the Chernoff bound in Theorem 4,
). Besides, the I i 's are negatively correlated, as each node can only have f channels assigned to it, and thus, in the given cell D, having some channel (say c i ) assigned to a large number of nodes can only decrease the presence of another channel (say c j ).
√ log n) from Eqn. 13). Due to the negative correlation of I i 's, we can still apply the Chernoff bound (this is a well-known fact, e.g., see [6] ). By setting
, we obtain by appropriate substitutions at each step, the following:
from Eqn. 11
Applying union bound over all 1 a(n) ≤ n cells in the network, the probability that this happens in any cell is at most 
candidate nodes capable of switching on them (since X i is also an integer). From Eqns. 10, 11, 12 and 13, and the
. Thus, the lemma is proved.
A. Routing
Recall that we use the traffic model of [2] , where each source S first chooses a pseudo-destination D', and then selects the node D nearest to it as the actual destination. In [2] , the route SD'D was followed, whereby the flow traversed cells intersected by the straight line SD', and then took an extra last hop if required. The following lemmas (some also stated in [1] ) for SD'D routing are applicable here:
No node is the destination of more than O(na(n)) flows.
Proof: While we had presented a brief proof outline for this lemma in [1] , we present a more detailed proof here. Consider that a flow's pseudo-destination falls in a certain cell D. Consider a circle of radius a(n), and hence area a(n) centered around this pseudo-destination. Then, this circle falls entirely within cell D and the 8 cells adjacent to cell D, and from Lemma 4, all such circles contain Θ(na(n)) nodes. In the worst-case, one of these nodes could potentially be the source node for that flow. However, the circle still has more than one node other than the flow's source. Thus, the flow will select as its destination, some node within this circle. Hence a flow can only be assigned a destination that lies in the same cell or 8 cells adjacent to the pseudo-destination's cell. Thus, it proceeds that a node can only be destination for flows whose pseudo-destination lies within its own cell, or one of the 8 cells adjacent to it. From Lemma 3, 9 cells of area a(n) each will contain Θ(na(n)) pseudo-destinations. Thus no node is destination of more than O(na(n)) flows.
Lemma 12: For large n, at least one node is a destination for Ω(logn) flows with a probability at least
, where δ > 0 is an arbitrarily small constant.
Proof:
The necessary condition for connectivity in [7] (Theorem 2.1 of [7] ) is established by proving that if we consider R(n) such that πR 2 (n) = log n+b(n) n , where lim sup b(n) = b < ∞, then with positive probability, there exists at least one node x which is isolated, i.e., there is no other node within distance R(n) of x. In the context of [7] , this was utilized by interpreting R(n) as transmission range, and thus obtaining a lower bound for connectivity. However, we now exploit that result in a different manner to prove our lemma as follows:
Note that in this proof, R(n) is not the transmission range; it is merely a chosen distance value. Then by invoking Theorem 2.1 from [7] , there exists a node A such that there is no other node within a distance R(n) from it, with probability p where lim inf
In fact, from the proof of Theorem 2.1 in [7] , it proceeds that p ≥ (1 − ε) 1 e (1 − 1 e ), for any ε > 0, and sufficiently large n. Call this event E 1 .
Thus, given event E 1 has occurred and such a node A exists, if we consider the Voronoi tessellation generated by the n nodes, then the Voronoi polygon of A has area at least π(
4n . Note that this tessellation constitutes a spatial partition of the network area. Also, it immediately proceeds from the traffic model, that if a flow's pseudo-destination falls within the polygon of node x, then x is selected as that flow's destination, unless x is itself the source of that flow (since a generator (node) is always the nearest generator to points within its own polygon). Also recall that pseudo-destinations are chosen uniformly at random. Let X i , 1 ≤ i ≤ n be indicator variables such that X i = 1 if A is flow i's destination, and 0 else. Then Pr[X i = 1] = 0 if A is the source of flow i (and there is exactly one such i).
For all other values of i, Pr[X
4n , since A is selected as flow i's destination if either (1) flow i's pseudo-destination falls in A's Voronoi polygon (the probability of this event is given by the area of A's Voronoi polygon, and is thus at least log n+1 4n , or (2) if flow i's pseudo-destination falls within the polygon of its own source, and A is the next-nearest node (we ignore this probability, as we only require a lower bound).
4 for large n. The X i 's are i.i.d., and thus application of the Chernoff bound from Theorem 4, with β = 1 2 yields that:
Denote by E 2 the event that some node indeed is destination to at least log n 8 flows. Then it proceeds from Eqn. 15 that Pr[
Hence at least one node is a destination for Ω(logn) flows with a probability at least
for any chosen δ > ε, and sufficiently large n.
Lemma 13: The number of SD'D routes that traverse any cell is O(n a(n)).
Proof: The proof for this lemma is based on a proof in [4] . Cosider a cell D. 
, we know that O(na(n) =⇒ O(n a(n)). Thus the total number of traversing routes is O(n a(n)).
Lemma 14: Given only straight-line routing (no detour; and no additional last hop), the number of flows that enter any cell on their i-th hop is at most
w.h.p., for any i.
Proof: Recall that in our model (which is the same as in [2] ) each source S chooses a pseudodestination D', and the node nearest it as destination. The route follows the straight line SD', and may , and as the X k i 's correspond to different flows, they are all independent.
. Also, for a certain i, the X k i 's are independent [4] . Then by application of the Chernoff bound from Thereom 3 (with β = 
The maximum value that i can take is
250 max{log n,c} < n. Also the number of cells is
Then by application of union bound over all i, and all cells D, the probability that
is less than w.h.p.
Having stated and proved these lemmas, we now describe our routing and link-scheduling strategy further.
Similar to the construction for connectivity in Section 6, we construct a backbone for each node.
Initially, from each cell, we choose .
From Lemma 6, the number of subsets of the specified cardinality is thus at most 
f 2 , from Lemma 7). Thus we can apply the Chernoff bound from Theorem 2 to obtain 1 This can be viewed as a special variant of the Coupon Collector's problem [3] , where there are c different types of coupons, each box has a random subset of f diferent coupons, and from a given population of boxes, we seek to ensure that any subset of boxes of a given cardinality will yield at least one each of at least that:
Taking union bound over all possible subsets B, we get that the probability it happens for any such subset B is at most exp( As mentioned earlier, the routing strategy is based on a per-node backbone structure similar to that used to prove the sufficient condition for connectivity. However, instead of constructing a full backbone for each node, only a partial backbone B p (x) is constructed for each node x. B p (x) only covers those cells which are traversed by flows for which x is either source or destination. A flow first proceeds along the route on the source backbone and will then attempt to switch onto the destination backbone.
We shall explain the backbone construction procedure in detail later. First we show how flows can be routed along the backbones.
Lemma 16: Suppose a flow has source x and destination y. Thus it is initially on B p (x) and finally needs to be on B p (y). Then after having traversed If q x and q y do not share a channel, we consider the probability that the two can communicate via a third node from amongst the transition facilitators in D i , i.e. there exists a transition facilitator z such that z shares at least one channel with q x and one channel with q y . In Section 6, we showed that q x and q y can communicate through a given z with probability p z > Thus, we require each route to have at least c 2 f 2 distinct hops. Resultantly, we cannot stipulate that all flows be routed along the (almost) straight-line path SD'D (Fig. 1) . If SD'D is short, a detour may be required to ensure the minimum route-length. Such flows are said to be detour-routed.
Flow Transition Strategy:
We stipulate that a non-detour-routed flow is initially in a progress-onsource-backbone mode, and keeps to the source backbone till there are only (Fig. 2) , using a circle of radius c 2 f 2 r(n) in a manner similar to that for adjacent (c, f ) assignment.
A detour-routed flow is always in ready-for-transition mode.
The need to perform detour routing for some source-destination pairs does not have any substantial effect on the average hop-length of routes or the relaying load on a cell, as we show further.
Lemma 17: The length of any route increases by at most O(log 2 n) hops.
Proof:
The proof proceeds directly from the detour routing strategy. Recall that the area of a cell is 250 max{log n,c} p rnd n , i.e., the side of each cell is Θ( log n p rnd n ) (more precisely it is r(n) √ 8
). The distance SP in 
Lemma 19: The number of flows traversing any cell is O(n a(n)) even with detour routing.
Proof: From Lemma 13, we know that the number of flows passing through cell C with SD'D routing (without detours) is O(n a(n)). Thus, from Lemma 18, the number of flows through a cell C, even after some flows are detour-routed, is at most O(n a(n))
Lemma 20: The number of flows traversing any cell in ready-for-transition mode is O(log 6 n) w.h.p.
Proof: First let us account for the SD' stretch of each flow, without considering the possible additional last hop. We account for it explicitly later in this proof.
By our construction, a non-detour routed flow enters the ready-for-transition mode only when it is We consider backbone construction for the route each source to its pseudo-destination below. Some routes will require an additional last hop. However, note that the only last hop routes that may enter a cell will correspond to pseudo-destinations in the 8 adjacent cells. Then from Lemma 3, they are only O(na(n)) such pseudo-destinations, and thus only O(na(n)) such last-hop flows. Hence we can account for them separately.
a) Expanding backbones to S:
We first cover cells in S. Recall that we are only constructing the SD' part and not considering the possible additional last hop at this stage.
This has two sub-stages. In the first stage, we construct backbones for source nodes whose flow does not require a detour. In the second sub-stage we construct backbones for source nodes whose flow requires a detour.
Straight-line backbones:
This step proceeds in a hop-by-hop manner for all non-detour-routed flows in parallel (each of which has a unique source x).
Any cell of S in which there is already a node assigned to B p (x) is called a filled cell. Thus initially
x's cell is filled. We next consider the cell in S that is traversed next by the flow. We consider all nodes in that cell sharing one or more common channel with x. This provides a number of alternative channels on which to switch a flow into that cell.
Let h max be the maximum hop-length of any non-detour-routed SD' route. Then, the procedure has
) steps. In step i, for each source node x whose flow has more than i hops, B p (x) expands Proof: Recall that we are expanding backbones to cover cells in S. The proof proceeds by induction.
We prove that after step i of the backbone construction procedure, the following two invariants hold for all cells of the network:
• Invariant 1: Each node is assigned at most 14 new incoming backbone links during step i. Thus after step i, it appears in a total of O(14i) backbones.
• Invariant 2: No more than If the above two Invariants hold, then it is easy to see that after h max steps, cell D will have no more
) backbone links assigned to any single channel, and no node occurs on more than 14h max =⇒ O(
) backbones (from Eqn. 9).
We prove that the Invariants hold, by induction, as follows:
If Invariant 1 holds after step i − 1, then Invariant 2 holds after step i. If Invariant 2 holds after step i, then Invariant 1 will also continue to hold after step i.
Base Case:
Before the procedure begins, at step 0, each node is assigned to its own backbone, for which it is effectively the origin (and this can be viewed as a single backbone link incoming to this node from a imaginary super-source). Thus after Step 0, Invariant 1 holds trivially, and Invariant 2 is irrelevant, and thus trivially true.
Inductive Step:
Suppose Invariants 1 and 2 held at the end of step i − 1.
Consider the particular cell D during step i.
Construct a bipartite graph with two sets of vertices (Fig. 4) ; one set (call it L) has a vertex corresponding . Since Invariant 1 held till end of step i − 1, no more than 14 backbone links were assigned to any single node in
Since no node can be previous hop in step i of more flows than those assigned to it in the previous step, no previous hop node is common to more than 14 entering backbone links. Thus, the number of distinct previous hop nodes associated with these entering links is at least
≥ 250 f ≥ 500 > 112). Then from Lemma 15, and the fact that V is associated with at least one subset of
previous hop nodes, N (V ) has vertices corresponding to at least 3c 8 proper channels, and thus
(from the observation that na(n) = From Lemma 10, it proceeds that each vertex x ∈ F has degree at least 14M u , since it is assigned to a proper channel, which has at least M u representatives in cell D, each of which have 14 associated vertices
. Once again we seek to show that for all
Consider the following two cases:
Then, by our observation that each vertex in F has degree at least 14M u , it immediately proceeds that |N (V )| ≥ |V |. 2 It is interesting to consider whether load-balance would continue to hold even if we follow simpler procedures. We have shown in [1] that for random (c, f ) assignment, a per-flow throughput of Θ(W f cn log n ) is achievable with a much simpler construction. That construction is of interest despite not achieving optimal capacity since it provides a trade-off between throughput and routing/scheduling complexity. In fact when f is a small constant, the asymptotic capacity for both constructions is within a small constant factor of each other. However, it is also useful to consider whether simpler procedures can allow one to achieve the optimal capacity. As an illustration, consider a procedure where a backbone link is assigned to the least-loaded of all channels available to it. If this procedure can be proved to yield optimal load-balance, it would have useful practical implications toward potentially indicating that even simple protocols can suffice for good performance. This problem is a special variant of the problem of throwing balls into bins with the power of d choices. The problem of throwing a balls into b bins with d choices was studied in [10] . In [11] , a balls-and-bins technique is used to obtain fractional matchings in graphs. However these results yield probability bounds polynomial in number of bins. In our case, the bins (channels) are O(log n) (where n is number of nodes), and we need much stronger bounds to ensure that global overload probability goes to 0, and thus a simple adaptation of existing balls-into-bins proofs does not suffice. Our case also has additional constraints, e.g., the number of choices available to each ball is Θ( f ), and the number of balls (traversing source backbones) decreases with increase in f .
Also of interest is the possibility of having optimal-capacity achieving procedures where backbones are constructed sequentially, or even better, completely asynchronously (recall that the simpler construction possesses these properties, but yields sub-optimal capacity). If such a procedure can be shown to achieve good load balance, it has useful protocol implications in that when a new flow is admitted, routes for existing flows do not need to be re-organized to ensure load-balance. and the backbones can be expanded into cells of D − S by assigning links to any eligible node/channel. We now need to account for the fact that some of these flows may be in the ready-for-transition mode. Lemma 23: The number of flows that leave any given cell on a given channel is O( 
Proof:
The flows that leave a cell fall into two categories (1) those that originate at some node in the cell (2) those that entered the cell but did not terminate there (i.e. were relayed through the cell). The former can be no more than the number of nodes in the cell, i.e. O(na(n)) = O( w.h.p.
Recall that transition strategy outlined in the proof of Lemma 16, whereby the flow locates a cell along the route where the source backbone node q x , and destination backbone node q y are connected through a third node z. This yields two additional links q x → z, and z → q y that lie entirely within the cell (Fig. 5) . Note that the number of flows performing this transition in the cell can be no more than ) w.h.p.
Proof: A node is always assigned the single flow for which it is the source. A node is also assigned flows terminating in that cell and for which it is the destination, and from Lemma 11 there are at most D(n) = O(na(n)) such flows for any node w.h.p. Besides, a node may be assigned flows that are in the ready-to-transition mode, for which it facilitates a transition (if it is a transition faciliator node), or on whose destination backbone it figures. There are O(log 6 n) such transitioning flows in a cell w.h.p. from
Lemma 20. Thus a node can only have O(log 6 n) such flows assigned.
We now consider the flows in progress-on-source-backbone mode that do not originate in the cell. ).
C. Transmission Schedule
As mentioned earlier, from the Protocol Model assumption, each cell can face interference from at most a constant number β of nearby cells. Thus, if we consider the resultant cell-interference graph, it has a chromatic number at most 1 + β. Hence, we can come up with a global schedule having 1 + β unit time slots in each round. In any slot, if a cell is active, then all interfering cells are inactive. The next issue is that of intra-cell scheduling. We need to schedule transmissions so as to ensure that at any time instant, there is at most one transmission on any given channel in the cell. Besides, we also need to ensure that no node is expected to transmit or receive more than one packet at any time instant.
We construct a conflict graph based on the nodes in the active cell, and its adjacent cells (note that the hop-sender of each flow shall lie in the active cell, and the hop-receiver shall lie in one of the adjacent cells), as follows: we create a separate vertex for each flow traversing the cell. Since the flow has an assigned channel on which it operates in that particular hop, each vertex in the graph has an implicit asociated channel. Besides, each vertex has an associated pair of nodes corresponding to the hop endpoints. Two vertices are connected by an edge if (1) they have the same associated channel, or (2) at least one of their associated nodes is the same. The scheduling problem thus reduces to obtaining a vertex-coloring of this graph. If we have a vertex coloring, then it ensures that (1) a node is never simultaneously sending/receiving for more than one flow (2) no two flows on the same channel are active simultaneously. Thus, the number of neighbors of a graph vertex is upper bounded by the number of flows entering/leaving the active cell on that channel, and the number of flows assigned to the flow's two
