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LMNtal実行時処理系 SLIMの LTLモデル検査機能の並列化
1 研究の背景と目的
SLIM[1]は階層グラフ書換え言語 LMNtalで記述された
プログラムを実行するための処理系であり，プログラムの
検証や挙動の把握を目的としてモデル検査機能が実装され
ている．しかし，LMNtal のグラフ書換え処理の複雑さか
ら，他のモデル検査ツールと比べて状態展開や等価性判定
処理の時間がかかりやすく，モデル検査の抱える状態爆発
問題と組み合わさって実行速度がボトルネックとなって
いる．
そこで，本研究では共有メモリ環境下での SLIMの持つ
LTLモデル検査機能の高速化を目的として，並列に向いた
モデル検査アルゴリズムである OWCTY を用いて並列化
し，その性能について評価を行った．
2 SLIMの検証機能
SLIMは LMNtalのグラフ構造を「状態」，グラフの書換
えを「遷移」とみなして網羅的な状態空間探索を行うこと
で，プログラムの検証が可能である．しかし，状態展開や
状態保存にグラフ書換えの処理を利用するため，実行時間
が長くなりやすく，この改善が求められている．
2.1 LTLモデル検査機能
LTL モデル検査は，システムが線形時相論理 LTL で記
述された性質を満たすか否かを調べる検証手法であり，受
理状態を含んだ閉路 (受理サイクル) の探索問題に帰着し
て解くことが出来る．一般的に，受理サイクル探索問題は
閉路を 1つ発見すれば終了するが，SLIMでは閉路発見後
も探索を継続する機能 (ltl all mode, ltl nd mode)が可視化
等で重要な機能として位置づけられている．したがって，
本論文の実験はこの機能を用いている．SLIMは逐次で最
適なアルゴリズムである Nested Depth First Search (Nested
DFS)を使用して探索を行っている．
2.2 非決定実行機能
非決定実行機能はプログラムの全振舞いを取得する機
能であり，プログラムがユーザの意図したとおりの状態を
取り得るか調べることが可能である．SLIMは Depth First
Search (DFS) を用いて全状態の探索を行っており，文献
[2] において，Stack-Slicing アルゴリズムを使用して非決
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proc OWCTY(initial state)
A := S earch Accept S tate(initial state)
S := Reachability(A)
old := ;
while (S , old) do
old := S
S := Reachability(S \ A)
S := Elimination(S )
od
if S = ;
then report(NO ACCEPTING CYCLE exists)
else report(ACCEPTING CYCLE found)
ﬁ
end
図 1 OWCTY algorithm
定実行機能の並列化が行われている．
3 並列モデル検査機能の設計と実装
SLIM で使用しているモデル検査アルゴリズム Nested
DFS は，P-完全であり並列化には不向きである．そこで，
今回は並列化が容易な Breadth First Search (BFS) ベース
のアルゴリズムである OWCTY[3] を探索アルゴリズムに
選んだ．また，それに伴って，ワークプール方式を用いた
状態展開の並列処理を新たに実装した．実装は，Google
Code 上に公開されている SLIM*1 の Revision.322 をベー
スとし，並列処理部分の実装は POSIX スレッドライブラ
リ pthreadを用いている．
3.1 OWCTYアルゴリズム
OWCTY は，到達可能な全ての受理状態を求めて
(Reachability)，受理サイクルに含まれない状態を取り除く
(Elimination)，という 2つの処理を反復することで受理サ
イクルを探索する手法である．このアルゴリズムの疑似
コードを図 1 に示す．OWCTY は状態空間の特徴によっ
て反復の回数が変わり，受理サイクルが無い場合は反復の
回数が小さくなる傾向がある．
*1 URL : http://code.google.com/p/slim-runtime/
表 1 実験環境
CPU AMD Opteron 2431
CPU周波数 2.4GHz
コア数 (全コア数) Six-core  2 (12)
メモリ容量 32 Gbyte
図 2 全てのモデルの速度向上比
3.2 ワークプール方式を用いた並列化
状態展開処理の並列化は，以下のように行った．まず，
各状態の状態展開処理をタスクとして捉え，そのタスクを
共有キューにプールさせる．各スレッドはそのタスクをそ
れぞれ取り出して状態展開処理を行い，展開されて得られ
た状態をキューに入れる．この手法は動的なタスク分割に
よって均一な負荷分散が実現できるという利点があるもの
の，共有キューへのアクセスで各プロセスが競合を起こし
やすいという欠点がある．
4 性能実験と考察
SLIM に実装した OWCTY アルゴリズムの性能を評価
するため，表 1 の環境で実験を行った．扱ったモデルは
SLIM のベンチマークセットのうち，1 スレッドでの実行
時に 10～ 3600秒で探索できた 62のモデルを用いた．
全モデルの実験結果は図 2 のようになった．このグラ
フの X 軸はスレッド数，Y 軸は逐次アルゴリズム Nested
DFS に対する速度向上比となっている．12 スレッドでの
実行時には多くのモデルで 3～5倍の速度向上となってお
り，平均 3.83倍，最大 5.4倍の高速化となった．
また，スケーラビリティを確認してみたところ，モデル
の多くはスレッド数の増加に伴って速度が上がり続けてお
り，効率よく並列実行できていることが確認された．その
一方で，abp (プロトコル)や peterson (排他制御)といった
一部のモデルでは，検査する性質によっては速度向上しに
くいことが確認できた．図 3，4 は，これら 2 つのモデル
についての台数効果を表している．これらは二つの性質を
検査しており，一方の性質では性能向上が起きやすく，も
う一方の性質では性能向上が起きにくい．
この原因を調べるために，さらなる調査を行った．その
図 3 abpモデルにおける実行速度比
図 4 petersonモデルの実行速度比
結果，abpモデルでは同じ深さに位置する状態数が平均的
に少なく，状態探索時に文献 [4]で指摘されている，分岐
要素の少ないモデルで性能が向上しにくい問題が起きて
いた．もう一方の petersonモデルでは，OWCTYの while
ループでの反復回数が 133回と非常に多くなってしまって
いたことが原因であり，このようなモデルは探索時に反復
を抑えることで探索時間の改善が行えることを確認した．
5 まとめと今後の課題
本研究では，SLIM の持つ LTL モデル検査機能を
OWCTY アルゴリズムを用いて並列化し，12 スレッドで
の実行で多くのモデルで 3～ 5倍の速度向上が得られた．
ただし，今回は簡潔で分かりやすい実装を行ったため，
実装に用いた同期処理や排他制御などで冗長な処理を行っ
ている．これらの処理を最適化することで，より高速な
LTLモデル検査を行うことは今後の課題である．
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