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1 
___________________ 
INTRODUCTION 
 
 
Pronunciation is considered one of the most difficult skills to learn in a second language, 
especially for adults. Many of us will indeed be familiar with different accents in the speech 
of foreigners, and may even have experienced amused or annoyed reactions from native 
interlocutors, when speaking in a foreign language. Among the main factors that make 
learning pronunciation in a foreign language so difficult are cognitive and neuro-biological 
factors: adults have developed and refined the phonetic-phonological system of their mother 
tongue to such an extent that they tend to interpret foreign speech sounds and phonetic 
contrasts (both perceptually and productively) on the basis of their own system. This often 
results in unconscious interference errors. Prolonged exposure to the second language and 
practice speaking it often do not seem to bring the learner to awareness and subsequent 
correction of those errors, as appears from the pronunciation of many immigrants who have 
resided in a foreign country for several years, but who still have problems communicating and 
are at a social or professional disadvantage because of poor pronunciation skills in the second 
language.  
A number of researchers and educators now believe that the key factor to help learners 
become aware of their errors in the second language is external, corrective feedback, i.e. 
information on the quality of a learner’s production. Corrective feedback provided by teachers 
or native speakers is believed to help learners notice the discrepancies between their imperfect 
output and the native-like realization. This awareness is obviously the first step to remedy 
errors. One would therefore imagine that, in the context of pronunciation teaching, a certain 
amount of time is devoted to the provision of corrective feedback and to the correction of the 
most serious pronunciation errors. This, however, does not seem to be the most typical 
scenario, for a number of practical reasons. 
For a teacher, providing feedback on pronunciation quality means, first of all, making 
each learner practise in order to assess individual oral production, which requires a 
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considerable amount of time. Moreover, feedback should ideally be provided in a systematic 
and consistent way, corrections should be clearly presented as such rather than as alternatives, 
and they should be followed by time and opportunities for the learner to repair the output. 
However, traditional classroom teaching contexts seldom allow a teacher to meet these 
requirements: teachers may not always want to correct the same errors, with the same 
frequency, for each individual learner. They may also not always want to interrupt a learner’s 
flow of speech to pinpoint errors. As a matter of fact, teachers often prefer not to correct 
pronunciation errors, in order not to discourage learners to speak in the second language. But 
the most important problem is probably that teachers do not generally have enough time to 
correct learners, nor to let them reformulate their erroneous spoken utterances. 
Researchers, educators, and learners have thus become interested in Computer Assisted 
Pronunciation Training (CAPT) programs providing automatic feedback on pronunciation 
quality. These programs offer a private, stress-free environment in which learners can practise 
at their preferred pace and receive immediate, individualized feedback as often as they wish. 
The most advanced among these systems include Automatic Speech Recognition (ASR) 
technology. Thanks to this technology, a spoken utterance can be recognized on the basis of 
predefined models, which is the first step needed to provide some kind of assessment of any 
given utterance. This utterance can then be automatically segmented into meaningful 
linguistic units, such as words and phonemes, the quality of which can be further analysed, 
again automatically, to provide more specific information to the learner.  
The potential of this type of automatic feedback has led to the development of a number 
of ASR-based CAPT systems at research institutes and companies. Some of the commercial 
products have met with considerable success among buyers. However, while buyers 
presumably purchase these systems hoping to improve their pronunciation skills in a second 
language, very little is known about the actual effectiveness of these systems in improving 
pronunciation skills. The current situation is thus reminiscent of a situation in which patients 
are willing to take a medicine even though the manufacturer has not provided any information 
on its effectiveness in curing the disease, nor on its side-effects. In fact, there are a number of 
‘risk’ factors that make it reasonable for buyers and mandatory for researchers to want to 
learn more about the effectiveness of these systems.  
First of all, computers−and, by extension, CAPT systems−are machines and not 
humans. This means that a CAPT system simply cannot be expected to behave like a human 
tutor and to perform all the tasks that a human tutor is capable of performing. In fact, most 
computers still have to be carefully pre-programmed to meet any given learning goal, since 
they lack the capacity that teachers have to understand the needs of a learner and to adapt to 
those ever-changing needs. This is a first factor that has been worrying a number of 
researchers and educators: have all existing CAPT systems been designed so as to meet sound 
pedagogical criteria? Have developers sometimes overlooked important pedagogical goals?  
Moreover, computers are just not perfect: they suffer from technological limitations. 
Humans do suffer from limitations too, of course. But humans have the survival instinct and a 
certain flexibility that often enable them to solve sudden problems or circumvent problematic 
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situations. Building this flexibility into computers in most cases still means anticipating all 
possible scenarios so that strategies can be devised for each of those scenarios. The more 
complex the task to be performed, the more complex the possible scenarios and corresponding 
strategies. A good case in point are CAPT systems with Automatic Speech Recognition 
technology. Some researchers seem particularly sceptical about the usefulness of these CAPT 
systems for the purpose of improving pronunciation skills because the technology needed for 
this task is rather complex and not yet 100% error-free. This scepticism seems legitimate: if 
the technology is not perfect, erroneous feedback may occasionally be provided to the learner, 
possibly compromising the learning process and its outcome. So, to what extent are these 
systems actually reliable? What pedagogical goals are actually technologically feasible? Are 
there strategies to circumvent limitations inherent in the technology? 
On the other hand, if we compare CAPT systems to a (relatively new) medicine, again, 
we can also imagine that part of the scepticism might be due to an incomplete knowledge of 
the working of the medicine. This could result in patients using the medicine to cure a disease 
for which it was actually not intended, with the consequence that the treatment is not effective 
and that the patient becomes disappointed with the medicine. Similarly, there might be an 
incomplete understanding of the capabilities and complexities of CAPT, especially ASR-
based CAPT. This may lead to generalizations across systems regardless of the products’ 
claims and objectives, or to unrealistic expectations, which, in turn, might result into misusing 
CAPT technology. If this is indeed the case, it seems worthwhile to try and correct those 
misconceptions, so that the potential of this technology for improving pronunciation skills 
does not remain untapped. 
This thesis examines the issues raised above in an attempt to establish what pedagogical 
goals are technologically feasible within current ASR-based CAPT, how this technology can 
be tuned so that these goals can be achieved, and how we can measure if these goals have 
indeed been achieved. The main focus of this work is segmental quality. While few will doubt 
that providing information to a learner on the quality of his/her speech sounds in the second 
language can be useful to improve the pronunciation of those sounds, automating this task is 
one of the most challenging goals for ASR-based CAPT technology because information has 
to be provided on small units of speech with few measurement points.  
This thesis includes four chapters that are each based on a different paper. Chapter 2 is a 
first attempt to understand what automatic pronunciation training is and what it can offer to 
learners. This chapter examines how pronunciation training is implemented in existing CAPT 
courseware with automatic feedback. It compares it with best practices followed in traditional 
classroom learning settings and described in the literature. The central issue here is the 
technology-pedagogy interface in CAPT: it is important to understand what the pedagogical 
guidelines are which can and should be followed when designing robust CAPT courseware, 
and how this can be achieved with current technology that inevitably suffers from limitations.  
In chapter 3, a method is presented for designing CAPT to be used in a realistic learning 
setting and targeting segmental errors. The setting considered is that of adults with different 
mother tongues learning the same second language within the same country and language 
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course. This setting was chosen because, nowadays, this is a typical example of a second 
language learning context, which, at the same time, poses a challenge. The challenge is 
represented by the fact that, for such a heterogeneous group, the training needs to be designed 
so as to accommodate the different needs of as many learners as possible at the same time. 
The approach advanced in this chapter consists of a method for identifying pronunciation 
errors that deserve priority in such a type of setting. In this chapter, criteria and analyses to be 
used for this purpose are presented and implemented for the Dutch language. 
Chapter 4 presents an experiment in which the same type of learners were involved as 
those considered in chapter 3, i.e. adult learners with different mother tongues. The purpose of 
the experiment was to measure possible improvements in pronunciation quality as a result of 
different types of training, among which ASR-based CAPT targeting segmental errors, and 
thus to establish whether ASR-based CAPT is effective. The ASR-based CAPT system tested 
in this study was specifically developed for this research project on the basis of the guidelines 
sketched in chapter 2 and of the inventory of common, important errors obtained in chapter 3.  
In chapter 5, the lessons learnt while designing and studying ASR-based CAPT for 
second language learning are combined to provide suggestions for researchers, teachers, and 
developers. In the first part of this chapter, these are used to provide an appraisal of how ASR 
technology works in general, and how ASR-based CAPT technology works for second 
language learning. Based on this information, the studies available on the effectiveness of 
ASR-based CAPT are then presented and discussed by considering the capabilities and 
limitations of ASR-based CAPT. Finally, numerous, practical suggestions for teachers and 
researchers are provided on how to evaluate and how to design ASR-based CAPT addressing 
different goals. In particular, several ways are suggested to obviate the shortcomings of this 
technology, so that ASR-based CAPT can meet specific pedagogical requirements and be of 
benefit to language learners.  
  
 
 
 
 
 
2 
___________________ 
THE PEDAGOGY-TECHNOLOGY INTERFACE 
reformatted from Neri, A., Cucchiarini, C., Strik, H., Boves, L. (2002).  The pedagogy-
technology interface in Computer Assisted Pronunciation Training, Computer 
Assisted Language Learning, 15:5, 441–467. 
 
 
Abstract 
In this paper, we examine the relationship between pedagogy and technology in Computer 
Assisted Pronunciation Training (CAPT) courseware. First, we will analyse available 
literature on second language pronunciation teaching and learning in order to derive some 
general guidelines for effective training. Second, we will present an appraisal of various 
CAPT systems with a view to establishing whether they meet pedagogical requirements. In 
this respect, we will show that many commercial systems tend to prefer technological 
novelties to the detriment of pedagogical criteria that could benefit the learner more. While 
examining the limitations of today’s technology, we will consider possible ways to deal with 
these shortcomings. Finally, we will combine the information thus gathered to suggest some 
recommendations for future CAPT.  
 
1. Introduction 
 
The advantages that Computer Assisted Language Learning (CALL) can offer are nowadays 
well-known to educators struggling with traditional language classroom constraints. 
Computer Assisted Pronunciation Training (CAPT), in particular, can be beneficial to second 
language learning, as it holds the promise of providing a private, stress-free environment in 
which students can access virtually unlimited input, practise at their own pace and, through 
the integration of Automatic Speech Recognition (ASR), receive individualized, instantaneous 
 chapter 2 _________________________________________________________________________ 
 6
feedback. It is not surprising, then, that a wealth of CAPT systems have been developed, 
many of which are available on the market for the language teacher or the individual learner.  
When examined carefully, however, the display of products may not look entirely 
satisfactory. Many authors describe commercially available programs as fancy-looking 
systems that may at first impress student and teacher alike, but eventually fail to meet sound 
pedagogical requirements (Watts 1997, Murray & Barnes 1998, Price 1998, Warschauer & 
Healey 1998, Pennington 1999). These systems, which do not fully exploit the potentialities 
of CAPT, look more like the result of a technology push, rather than of a demand pull. This 
may not necessarily be due to a lack of willingness, on the part of the developers, to include 
pedagogical guidelines in the design of the functional specifications. It may simply be due to 
a failure to adopt a multidisciplinary approach involving speech technologists, linguists and 
language teachers (Cole et al. 1998, Price 1998), or more fundamentally, to the absence of 
clear pedagogical guidelines that suit these types of environments.  
What are, then, the guidelines that should be considered when developing a 
pedagogically sound CAPT system? We believe that research on second language acquisition 
and teaching can already provide us with some indications on which ingredients are needed 
for effective pronunciation training. Although much work still needs to be done, especially 
with respect to the issue of feedback, we feel that it is possible to suggest ways to blend these 
ingredients in order to obtain the optimal outcome. However, incorporating this knowledge 
within state-of-the-art technology may not be as straightforward as educators hope. Current 
ASR technology well illustrates this problem because it still suffers from several limitations 
that pose constraints on what a CAPT system can accomplish, as is exemplified by the 
occasional provision of erroneous feedback.  
In this paper, we will first analyse available literature on traditional pronunciation 
training in order to identify the basic pedagogical criteria that a system should ideally meet. 
Second, we will provide a critical evaluation of those CAPT systems that more closely fulfill 
those demands, with a view to establishing which pedagogical aims can be achieved with 
state-of-the-art technology. In doing so, we will focus in particular on the issue of feedback. 
Finally, we will combine the information thus gathered in an attempt to provide some 
recommendations for the development of CAPT systems that employ state-of-the-art 
technology in order to meet pedagogical requirements.  
 
2. Second language pronunciation training: ideal pedagogical requirements  
 
According to many researchers, the biggest problem in CALL is a lack of guidelines from the 
second language acquisition research field, which could be used to better employ the 
enormous progress recently made in technology, to design better courseware (Levy 1997, 
Pennington 1999, Chapelle 1997, 2001). Of all CALL courseware, this problem particularly 
affects CAPT systems (Pennington 1999). Although valuable criteria have been outlined in 
the past few years to evaluate CALL, these are either of a general nature (as in Chapelle 2001) 
or they mainly concern computer assisted learning of vocabulary or grammar, while 
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pronunciation is hardly mentioned. This scarcity of indications makes it hard for teachers and 
practitioners to formulate requirements and thus for CAPT engineers to develop effective 
courseware. Similarly, within traditional teaching environments, conscientious teachers trying 
to devise optimal pronunciation training for their students are faced with many questions.  
Why has research as yet been unable to offer a straightforward answer to these 
questions? First of all, the considerable variety in teaching contexts and learning aims makes 
it difficult to set hard-and-fast rules that can be applied across different learning settings. 
Besides, until recently, many educators were convinced that teaching pronunciation was 
pointless because accent-free pronunciation of the second language (L2) was considered a 
myth (Scovel 1988) and because training would either have no impact or, even worse, would 
hinder the natural, unconscious process needed for the acquisition of pronunciation (Krashen 
1981, Krashen & Terrell 1983). This view led to a general tendency to neglect pronunciation 
in favour of grammar and vocabulary in research on second language acquisition. As a result, 
little information is available on how pronunciation can best be taught.  
Some of these beliefs have been contradicted by recent studies indicating that tailor-
made training can improve a learner’s pronunciation in the L2 to such a degree that–to human 
judges - s/he can sound indistinguishable from a native speaker (Bongaerts 1999). Other 
studies have evidenced a general intolerance for strong foreign accents that might place 
learners in the L2 country at a professional or social disadvantage (Brennan & Brennan 1981, 
Morley 1991). Furthermore, the number of professionals who regularly communicate in a 
foreign language for their work has increased with globalisation. In order to ensure that these 
learners are able to efficiently communicate in the L2, it is imperative that language teaching 
methods include pronunciation training.  
With respect to the ultimate goal of pronunciation training, many researchers now agree 
that, while eradicating the finest traces of foreign accent might only be necessary for the 
training of future spies (Abercrombie 1991[1949]), a reasonably intelligible pronunciation is 
an essential component of communicative competence (Abercrombie 1991[1949], Morley 
1991, Munro & Derwing 1995, Celce-Murcia et al. 1996). In this respect, it is important to 
draw a distinction between intelligibility or comprehensibility on the one hand, and 
accentedness of L2 speech on the other hand. These are different, albeit related, dimensions of 
non-native pronunciation. Intelligibility and comprehensibility indicate the extent to and the 
ease with which a message can be understood by a native speaker (Derwing & Munro 1997). 
A strong foreign accent does not always hinder intelligibility of speech and specific types of 
instruction do not necessarily lead to improvement of both these aspects (Derwing & Munro 
1997). The importance of “comprehensibility” over “correct pronunciation” also emerged 
from a recent study on user requirements that was carried out within the framework of the 
European project ISLE, which aimed at developing an automatic pronunciation training 
system for Italian and German learners of English (ISLE 1.4 1999). Many of the studies 
carried out so far have not drawn that distinction, thus obtaining blurred results that make it 
difficult to make comparisons and draw significant, generalizable conclusions. 
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A close examination of recent research can nevertheless help to identify some of the 
factors that affect L2 pronunciation most severely and to derive general guidelines for the 
teaching of pronunciation. Various studies have revealed that pronunciation learning is 
affected by a number of variables such as first language (L1), level of education, age on 
arrival (for naturalistic settings), amount of use of L1 and L2, motivation for learning L2, etc. 
(see Piske et al. 2001 for an overview). These are all factors that can vary from person to 
person and that cannot be controlled directly by the teacher to produce the desired learning 
outcomes. However, there are other variables that are also known to affect pronunciation 
learning and that can be manipulated so as to obtain better results. These are input, output and 
feedback. These factors will be analysed in more detail in the following three sections.  
 
2.1. Input 
According to interactionist theories, the basic ingredient for successful language acquisition is 
input. Students must be able to access large quantities of input, so that target models become 
available. Although the majority of the studies on the impact of different types of input have 
addressed the acquisition of linguistic aspects other than pronunciation (see Schachter 1998), 
there are reasons to believe that input can benefit pronunciation learning. As pointed out by 
Leather and James (1996), the initial production of new speech patterns, whether in L1 or L2, 
implies some phonetic representation in auditory-perceptual space, which must have been 
previously derived from exemplars available in the community or explicitly presented during 
training. Just like for the acquisition of L1 sounds, multiple-talker models seem to be 
particularly effective to improve perception of novel contrasts as the inherent variability 
allows for induction of general phonetic categories (Logan et al. 1991). To this end, it may be 
important that lip movements be visible for the students, as both seeing and hearing a sound 
that is being articulated has been shown to improve production and perception (Massaro 1987, 
Jones 1997). 
It has also been suggested that specific instruction on different pronunciation aspects 
can lead to improvement of those aspects (Derwing et al. 1998, Flege 1999, Bongaerts 2001). 
This may be taken as an indication that metalinguistic awareness is conducive to learning 
gains in pronunciation. With regard to the way input should be presented, teachers should try 
to contextualize input, as meaningful learning, i.e. learning through associations, generally 
facilitates long-term retention (Ausubel 1968). Furthermore, input that is realistic and 
meaningful to a learner is perceived by the learner as relevant to his/her needs, a factor that 
can stimulate intrinsic motivation and thus indirectly favour learning (Keller 1983, Dörnyei 
1998). Another way to stimulate learner motivation is to present the student with engaging 
input that also accommodates different learning styles (Crookes & Smith 1991, Oxford & 
Anderson 1995). For instance, input could be presented in written, aural and audio-visual 
form (e.g. a radio interview and a short film episode).  
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2.2. Output 
Although essential, mere exposure to the L2 does not appear to be a sufficient condition for 
pronunciation improvement, as is exemplified by long-term foreign residents who retain a 
strong accent and are hardly intelligible in the L2 (Morley 1991). As a matter of fact, it is now 
generally accepted in second language acquisition research that, if the learners’ aim is to 
speak the foreign language fluently and accurately, it is necessary for them to practise 
speaking it (Swain 1985, Swain & Lapkin 1995, Kendrik 1997). By producing speech, 
learners can test their hypotheses on the L2 sounds. Learners can compare their own output 
with the input model and consequently form correct L2 representations. Through production, 
speakers receive a first, proprioceptive feedback on their own performance: auditory and 
tactile feedback is available from air- and bone-conducted pressure changes and from contact 
surfaces of articulators, while feedback from the joints, tendons, and muscles provides a sense 
of articulatory positions and movements; motor programs are then gradually adjusted until a 
satisfactory match is made between feedback signals and target model (De Bot 1983, Leather 
& James 1996). Furthermore, through practice, knowledge about the L2 already internalised 
can become more automatic and thus enhance fluency (de Bot 1996). Output also allows 
elicitation of more input and feedback from peers (Swain & Lapkin 1995) and engages self-
monitoring skills–aspects that appear to be linked to good L2 performance (Rubin 1987, 
O’Malley and Chamot 1990, Wharton 2000). 
However, the activities aimed at developing the students’ productive skills should be 
considered carefully. Contrary to past practice, they should not be limited to ‘listen and 
repeat’ drills of isolated, decontextualized sounds as in the case of minimal pairs: exclusively 
attending to the sheer mechanical, articulatory aspects of pronunciation and achieving 
accuracy and dexterity in controlled practice do not necessarily lead to transfer those same 
skills to actual conversation (Jones 1997). Aspects should also be considered that are typical 
of connected speech, therefore sentences and dialogues should also be taken into account - 
especially those that are more likely to occur in everyday communication. Moreover, varied 
practice material should be chosen that meet different individual cognitive styles, in order to 
stimulate student motivation and participation, two aspects that go hand in hand with good 
performance (Rubin 1987, O’Malley & Chamot 1990, Morley 1991, Wharton 2000). The 
exercises, for instance, could follow a recurring pattern made up of different formats (e.g. 
‘listen and repeat’ exercises, ‘build a sentence’ exercises, dialogues and role-plays etc.) 
Finally, in order to encourage speech production, special care should be taken to create 
a stress-free environment, as communicative tasks in the L2 have been shown to generate the 
highest levels of anxiety of all learning tasks (Young 1990). This need is particularly acute 
when training adults, who are generally more inhibited than children and more reluctant to 
produce speech in a foreign language for fear of losing face–or even their linguistic identity 
(Guiora et al. 1972). 
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2.3. Feedback 
The issue of feedback is still controversial: there appears to be a general disagreement on the 
definition of corrective, implicit, explicit, or metalinguistic feedback, on whether different 
types of feedback should be considered as a form of positive or negative evidence, and on 
what constitutes evidence for the effectiveness of this factor, especially where pronunciation 
is concerned. On the whole, however, research on adult second language acquisition indicates 
that corrective feedback from teachers, peers or native speakers makes adult learners notice 
the discrepancies between their output and the L2 (Long 1996), an awareness that mere 
exposure to the L2 does not guarantee. According to the ‘noticing hypothesis’ formulated by 
Schmidt (1990), it is only this awareness that can lead to the acquisition of a specific 
linguistic item. The importance of feedback appears even more obvious for learning L2 
pronunciation because many errors produced by L2 learners can be attributed to unconscious 
interference phenomena from the L1 built-in phonological representations (Flege 1995). The 
L1 influence can be so overwhelming that the learner may not perceive the deviations in 
his/her interlanguage from L2 standards. Feedback must then come into play, and more 
specifically, “a type of feedback that does not rely on the student’s own perceptions” (Ehsani 
& Knodt 1998: 9). Through the provision of feedback, teachers can bring students to focus on 
specific individual problems and (indirectly) stimulate them to attempt self-improvement. It is 
obvious that it is only once this awareness has been raised that the individual can take 
remedial steps. 
In spite of the crucial role of this factor, very little research has been carried out on the 
effectiveness of different types of feedback. Recent studies seem to indicate that recast, i.e. a 
“repetition with change” (and possibly with emphasis) of the student’s incorrect utterance 
(Chaudron 1977: 39), is the most common type of feedback adopted by teachers (see Nicholas 
et al. 2001 for an overview). Recasts seem to be effective because they are unobtrusive and 
thus do not interrupt the conversational flow and because they are immediate and thus allow 
for comparing and noticing of the new item to be learned (Nicholas et al. 2001). With regard 
to pronunciation, it is worthwhile mentioning a study conducted by Lyster (1998) in French 
immersion classrooms, which investigated teachers’ feedback strategies in student-teacher 
interactions and attendant learner uptake–i.e. the immediate repair that students adopt on the 
basis of feedback. In this study, Lyster found that recast had the highest rate of uptake for 
phonological errors, while it yielded the lowest rates of uptake for grammatical and lexical 
errors. For these errors, the use of elicitation feedback, which always required the students to 
attempt to generate the correct form themselves, produced the highest rates of correct student-
generated repairs. Contrary to research on complex grammatical tasks (Nagata 1993, Lyster & 
Ranta 1997, Crompton & Rodrigues 2001), which indicates that feedback should generate 
self-repairs by stimulating higher-order cognitive processes in the learner, Lyster’s (1998) 
study suggests that a simple reformulation of the mispronounced utterance immediately 
following the student’s turn might be sufficient to successfully correct it. Other studies have 
also indicated the effectiveness of recasts at least for errors for which the learner has already 
acquired the specific linguistic alternative offered and thus only needs to activate lower-order 
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functions (Nagata 1993, Nicholas et al. 2001). Recasts have also been indicated as a good 
form of feedback for beginner learners, because these learners are not proficient enough to 
discover the correct version themselves if an error is merely signalled (Lightbown 2001). 
However, in this case recasts only seem to lead to a temporary repair, rather than to the long-
term retention of the correct item (Nicholas et al. 2001).  
It should be noted that most studies, including Lyster’s 1998, have only investigated the 
short-term effects of corrective feedback, because of the difficulty in isolating this factor in a 
real learning environment. Moreover, contradictory results have been obtained because of 
inconsistent operazionalizations of different types of feedback among different studies. What 
seems uncontroversial is that feedback should not be limited to classifying a response as 
correct or wrong, but should pinpoint specific errors and possibly suggest a remedy (Chun 
1998, Warschauer & Healey 1998, Crompton & Rodrigues 2001). In other words, besides 
receiving a score, the student should comprehend why s/he got that score. It goes without 
saying that teachers do not need to provide feedback on each of the student’s mistakes: such a 
course of action might be discouraging for the student and extremely lengthy for the teachers. 
The pronunciation errors to be addressed could be selected on the basis of different criteria, 
such as the ultimate aim of the training - be it accent-free pronunciation or intelligible 
pronunciation - the specific L1-L2 combination, the degree of hindrance to comprehensibility 
and the degree of persistence of the various errors, the student’s level of proficiency in the L2 
etc.  
A number of studies have addressed the issue of pronunciation error gravity hierarchies 
in an attempt to establish which errors should be given priority in a pronunciation training 
programme (Van Heuven et al. 1981, Anderson-Hsieh et al. 1992, Derwing & Munro 1997). 
The problem with many of these studies is that they suffer from methodological limitations, 
because no distinction was drawn between accentedness and intelligibility, as indicated in 
Derwing and Munro (1997). As a result, the findings of the various studies may sometimes 
seem contradictory. Although clear indications are still lacking, it appears that both segmental 
and supra-segmental factors are important (see Derwing et al. 1998 for an overview). 
Segmental errors can preclude full intelligibility of speech (Rogers & Dalby 1996, Derwing & 
Munro 1997). On the other hand, lexical stress and intonation are important too, as they help 
listeners to process the segmental content by adding structure to the complex and 
continuously varying speech signals (Celce-Murcia et al. 1996). Furthermore, both levels are 
so tightly interwoven that, while they can be separated and measured instrumentally, in reality 
they influence each other, as the case of stress placement well illustrates.  
 
2.4. Conclusions 
On the basis of this brief synopsis, we can outline some basic recommendations for the ideal 
design of effective pronunciation training. Learning must take place in a stress-free 
environment in which students can be exposed to considerable and meaningful input, are 
stimulated to actively practise oral skills and can receive immediate feedback on individual 
errors. Input should pertain to real-world language situations, it should include multiple-
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speaker models and it should allow the learner to get a sense of the articulatory movements 
involved in the production of L2 speech. Oral production should be elicited with realistic 
material and exercises catering for different learning styles, and should include pronunciation 
of full sentences. Pertinent and comprehensible feedback should be provided individually and 
with minimum delay and should focus on those segmental and supra-segmental aspects that 
affect intelligibility most.  
 
3. CAPT systems 
 
If we assume that traditional class-based pronunciation teaching should be shaped according 
to the recommendations that we just outlined, we must also assume that CAPT should follow 
the same recommendations. If built adequately, CAPT courseware can actually offer a 
number of advantages compared to classroom instruction. First of all, CAPT systems make it 
possible to address individual problems: the student can either freely roam through the 
system, or s/he can be prompted to complete only certain tasks aimed at developing specific 
skills, on the basis of priorities set by the user, the teacher, or the system itself based on the 
student’s previous performance. Tracking functionalities make it possible to create students 
profiles in the system, so that the students themselves can monitor problems and 
improvements, which in turn might result in increased motivation. Alternatively, teachers can 
refer to the log-files and suggest appropriate remedial steps. Secondly, CAPT systems also 
allow students to train as long as they want and at self-paced speed. In addition, as suggested 
in Murray (1999), the privacy and the self-directed kind of learning offered by these 
environments may lead to a reduction of foreign language anxiety - a phenomenon strongly 
linked to social-judgement factors (Young 1990) - and thus indirectly favour learning. Finally, 
students might in certain cases receive feedback on oral performance from the program itself, 
in real-time. On account of these advantages, there have been various attempts to develop 
CAPT systems. However, the ideal requirements that we sketched in the previous section are 
not often met by existing CAPT courseware. 
 
3.1. Input and output in CAPT 
Needless to say, all the systems that are currently available provide abundant oral input. Some 
systems–presumably in an attempt to save disk space and compact the package in a single 
CD-Rom - make use of stills to accompany the information provided orally, sometimes 
adding text in balloons (ILT 1997, Auralog 2000). Several systems also provide information 
on the way the target speech sounds are to be produced by explaining how the articulators 
should be positioned. This is often done by means of a 3D representation of a mouth 
producing a sound, sometimes accompanied by a written explanation (Auralog 2000, Glearner 
2001, Pro-nunciation 2002), or by a video of a native speaker pronouncing the targeted sound 
(see for instance Glearner 2001, Nieuwe Buren 2002, the Advanced series, Eurotalk 2002). 
Animations and videos are obviously to be preferred: while the mouth animations provide 
precise and realistic visual cues of single phones, the film fragments also include information 
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on facial expressions and gestures that accompany L2 speech acts and thus provide 
information on pragmatic function too. Moreover, research indicates that the use of digital 
multimedia can foster language learning because this material is appealing and (near-) 
authentic, it promotes proactive involvement and engages various learning processes 
(Wachowicz & Scott 1999, Liontas 2002). Despite the pedagogical usefulness of such 
functionalities, we have seen that speaking is crucial for improving pronunciation. Therefore, 
a system that only provides input and merely trains receptive abilities will appear remarkably 
limited from a second language learning perspective.  
For this reason, most current CAPT systems are conceived so as to stimulate the user to 
produce speech that can subsequently be recorded and played back. The student can thus 
study his/her own output and attempt to improve it by comparing it with a model, pre-
recorded utterance. Examples of these systems are described in Tutsui (1999) and van de 
Voort (1995); the reader is also invited to consult the CALICO Reviews (2002), the LLT 
Software Reviews (2002), and the CALL Product Reviews (2002), which critically describe 
many systems featuring these functionalities. The main problem with such systems is that it is 
up to the students to determine whether and how their utterances differ from the native ones, 
while they may lack the criteria and the awareness required to perform such an evaluation. As 
we already pointed out, numerous studies have revealed that L2 learners often fail to perceive 
phonetic differences between their L1 and the L2 and that therefore external feedback is 
needed (see 2.3.). On the other hand, systems that require a teacher to listen to the recordings 
and to evaluate them suffer from unfavourable teacher-student ratios, just like language 
classes in schools and universities (e.g. Nieuwe Buren 2002). Moreover, the functionalities 
offered by these systems are not innovative compared to those employed in the traditional 
language lab. Finally, there are systems for distance learning which resort to external 
feedback. These systems require the students to first practise and record themselves and then 
either up-load the audio-files to a web page or send the files via e-mail in near real-time. 
Licensed trainers listen to the audio-files, evaluate and score them, and finally send them back 
to each student (Ferrier & Reid 2000, Ross 2001). The drawback of these systems is the fact 
that the student has to rely on a third party, and the feedback is only available with a 
substantial delay.  
On account of these shortcomings, we will now consider those systems that provide 
input, opportunity for student’s output and automatic feedback that the student can retrieve 
and study whenever and as long as s/he wishes. More specifically, we will provide an 
appraisal of the most representative CAPT systems featuring these options by concentrating 
on the issue of feedback. Automatic feedback represents the biggest challenge for systems 
that claim to aim at providing a one-to-one tutor-student interaction, and by looking at how 
the pedagogical indications we have outlined are practically implemented with presently 
available technology.  
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3.2. Feedback in CAPT 
The exact notion of external, corrective feedback is far from clear: in second language 
acquisition, the term generally refers to information provided by native speakers or teachers 
on a non-targeted utterance–often called negative evidence - but a more detailed definition is 
lacking, as is a classification of different types of feedback and of their respective 
effectiveness for learning. In CALL systems, the term is mainly used to refer to information 
on errors or on performance on a task in general, as a form of assessment of success, thus 
including scores as well. Sometimes the term is even used to refer to instructions, 
explanations or clues in help facilities (see for instance Pujolà 2001). It is only too natural, 
then, that current computer-generated feedback on pronunciation exploits different techniques 
and graphical displays, targets different aspects of pronunciation, and is more or less 
informative and explicit. In the following section, we will examine various approaches to 
feedback, in an attempt to establish which forms are more effective for learning. 
 
3.2.1. Visual displays Some CAPT systems provide instantaneous feedback in the form of 
graphic displays such as spectrograms and waveforms which are often accompanied–for 
comparison - by previously stored displays of a model utterance pronounced by the teacher or 
by a native speaker. These systems, which are generally authoring systems, make use of tools 
that perform acoustic analyses of amplitude, pitch, duration, and spectrum of the students’ 
speech. Some of these systems are WinPitchLTL (Germain-Rutherford & Martin 2000, 
WinPitch 2002) developed by Pitch Instruments Inc., VisiPitch by Kay-Elemetrics (Molholt 
1988, 2001, Kay 2002) and VICK (Nouza 1998). Akahane-Yamada et al. (1998) and 
Lambacher (1999) also describe similar systems, which they used to teach English consonants 
to Japanese native speakers. The signal representations used in these CAPT systems were not 
originally conceived as a means to support pronunciation training. On the contrary, they were 
all designed to support phoneticians and speech scientists in specialized scientific research. 
Nevertheless, research on pronunciation has generally shown that these types of visual 
displays, if paired to auditory feedback, can contribute to improve pronunciation, especially 
with respect to intonation (De Bot 1983, Anderson-Hsieh 1992, Akahane-Yamada et al. 
1998). The effectiveness of these types of displays is nonetheless questionable for a number 
of reasons. 
First of all, while attesting the usefulness of visual displays, some researchers also 
hypothesize that the improvements noticed after training with this type of systems might 
simply be the result of the fact that the student has devoted extra time to practice (De Bot 
1983). Secondly, these systems perform an analysis of the incoming speech signal without 
first ‘recognizing’ the utterance. This implies that there is no guarantee that the student’s 
utterance does indeed correspond to the intended one. Moreover, the fact that the system 
shows two comparable displays, one corresponding to the incoming utterance and one 
corresponding to the model utterance, wrongly suggests that the ultimate aim of pronunciation 
training is to produce an utterance whose spectrogram or waveform closely corresponds to 
that of the model utterance. In fact, this is not necessary at all: two utterances with the same 
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content may both be very well pronounced and still have waveforms or spectrograms that are 
very different from each other. Moreover, while capturing waveforms and computing 
spectrograms is relatively easy, these kinds of displays are not easily interpretable for 
students. Actually, they are representations of raw data which require the help of a trained 
teacher to interpret them.  
Another option when using systems of this kind might be to train the students to 
autonomously read the spectrograms and the waveforms. However, even students who have 
received some specific training are likely to have a hard time deciphering these displays and 
extracting, from these raw data, the information needed to improve pronunciation: correcting 
articulatory behaviour on the basis of spectrograms and waveforms is particularly difficult 
because there is no simple correspondence between the articulatory gesture and the acoustic 
structure in the properties displayed. In other words, as many authors lament, this type of 
feedback is not in line with the requirement that feedback should first of all be easy to 
comprehend (Ehsani & Knodt 1998, Eskenazi 1999, Kommissarchik & Kommissarchik 2000, 
Menzel et al. 2000). Finally, since spectrograms and waveforms cannot tell the average 
learner much about his/her errors and the specific causes of those errors, students are likely to 
make random attempts at correcting the presumed errors - which, instead of improving 
pronunciation, may have the effect of reinforcing poor pronunciation and eventually result in 
fossilization (Eskenazi 1999). 
Pro-nunciation (Brown 2001, Pro-nunciation 2002) is a prototypical system that aims at 
teaching pronunciation of words by providing limericks, tongue twisters, 3D animated mouth 
representations of phonemes, and the possibility to display waveforms of the student’s 
utterance for comparison with the model one. The criticism of these kinds of displays is all 
the more appropriate in the case of waveforms, since these are even more variable and less 
informative than spectrograms. Other systems, like the Talk To me (TTM 2002) and the more 
comprehensive Tell me More series (Auralog 2000), are not exclusively based on waveforms 
as a form of feedback, in that a global score is also provided and words that are incorrectly 
pronounced within a sentence are colour-coded. However, the graphical importance the 
waveforms have on the screen suggests that they are presented because of their flashy look, to 
impress the users–i.e. the buyers. 
A much-praised system, WinPitchLTL (Germain-Rutherford & Martin 2000, WinPitch 
2002), has been developed by two phoneticians working on speech technology and pedagogy, 
as an authoring tool for different learning environments. This system is able to analyse 
recorded speech of a maximum duration of 12 minutes and display the pitch curve, the 
intensity curve and the ‘speech signal’ (in the form of a waveform or of a spectrogram). The 
main advantage of this system is that it features ‘word-processing’ facilities: the teacher can 
easily segment the speech signal displayed, label it by adding text on the display, highlight 
with different colours relevant segments in the melodic curve or significant cues on a 
spectrogram, thereby making important information easily visible and retraceable for the 
student. These are operations that the system cannot perform automatically as the technology 
that underlies it cannot segment a complex speech signal. WinPitchLTL also contains a 
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synthesis feature that allows the teacher to modify the prosodic parameters of a student’s 
utterance and redesign its acoustic properties within a given range on the basis of the target 
model. In this way, the student can hear the correct prosodic contours with his/her own voice, 
which has been shown to help the student to better perceive important deviations (Nagano & 
Ozawa 1990). However, the effectiveness of this system totally relies on the teacher: a teacher 
must be available who previously received sufficient training in phonetics and acoustics and 
who is able to pass on that information to the students by editing the speech signal, while this, 
of course, is not the common rule (Price 1998). While this system offers the stated advantage 
to help teachers clearly indicate what a pronunciation problem was and how it can be 
improved, it is unlikely that a teacher will be able to edit a large number of utterances in such 
a detailed way. In other words, feedback will be subject, once again, to time constraints and 
unfavourable teacher-to-student ratios.  
Sometimes graphic displays of pitch contours, without the addition of the oscillogram or 
spectrogram, are used to give feedback on intonational patterns (see Chun 1998). Like other 
systems using displays, these programs presuppose some degree of training in interpreting the 
displays. However, pitch contours are easier to interpret than spectrograms or oscillograms. In 
addition, while it is doubtful whether attempting to match a spectrogram or an oscillogram is 
a meaningful exercise, trying to approach a pitch contour does certainly make sense. 
Kommissarchik and Kommissarchik (2000) have discussed the shortcomings of various forms 
of supra-segmental feedback and have developed a system for teaching American English 
prosody to non-native speakers of English, BetterAccentTutor, in which readily accessible 
feedback is provided. Visual feedback is provided on all three components of prosody: 
intonation, stress and rhythm. The students listen to a native speaker’s recording studying its 
intonation, stress and rhythm patterns, utter the same target phrase, and receive immediate 
audio-visual feedback from the system. Both the students’ and the natives’ patterns are 
displayed on the screen so that the students can compare them and notice the most relevant 
features they should match. The system offers two major, easy-to-interpret visualization 
modes: intonation –visualized as a pitch graph on vowels and semivowels– and 
intensity/rhythm –visualized as steps (syllables) of various length (duration) and height 
(vowel’s energy). This program, however, does not address segmental errors. The rationale 
behind the system is based on the assumption that “the three factors that have the biggest 
impact on intelligibility of speech are intonation, stress and rhythm” (Betteraccent 2002), but 
no hierarchy order for speech intelligibility has yet been established and research has 
evidenced that segmental errors can be detrimental for comprehension too. More importantly, 
as already mentioned, this system does not contain the technology to recognize the utterance 
spoken by a student. It can thus be easily ‘fooled’. In other words, students using this system 
might utter any random sentence and receive feedback that is irrelevant for it. 
 
3.2.2. Automatic assessment With the exception of BetterAccentTutor, the systems described 
above have in common that the computer produces some kind of direct visual representation 
of the speech signals, and all interpretation or manipulation is left to the student and/or the 
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teacher. Let us now take a look at some programs that do not require constant support of a 
teacher and that let the computer compare model and student’s utterances with a view to 
producing a pronunciation quality score. In this case, the feedback usually consists of a 
numerical or symbolic score –e.g. an icon such as a smiley, an oral comment such as ‘well-
done’, or a graded-bar indicating the degree of ‘nativeness’–which is automatically generated 
by the system. The usefulness of automatic scoring is evident as this functionality gives the 
learner immediate, comprehensible information on output quality. However, the great 
challenge in developing systems with these functionalities lies in defining the appropriate 
automatic measures the computer has to calculate, where appropriate means 1) strongly 
correlated with human ratings of pronunciation quality and 2) suitable to be used as a basis for 
providing feedback.  
The importance of the relation to human ratings is obvious: in the end the students will 
have to talk to people and not to machines, so the quality of the pronunciation has to be 
determined on the basis of what people deem acceptable. The second point can best be 
illustrated by referring to the case of temporal measures of speech quality, e.g. articulation 
rate. These measures appear to be strongly correlated with human ratings of pronunciation 
quality and fluency, and are therefore suitable for pronunciation testing (Cucchiarini et al. 
2000, Franco et al. 2000). However, they do not constitute an appropriate basis for providing 
feedback on pronunciation: telling students to speak faster is unlikely to lead to an 
improvement in the quality of their pronunciation. SRI’s FreshTalk exemplifies the sort of 
system in which measures of non-nativeness such as temporal speech properties are used as a 
basis for providing feedback, and indeed, the feedback related to speech rate did not prove to 
be effective for improving the students’ pronunciation skills (Precoda et al. 2000). Given the 
limited usefulness of scores, programs should not solely rely on this type of feedback. Rather, 
they might use it to integrate more meaningful and detailed information on the student’s oral 
performance.  
Other CAPT systems provide a similar, albeit more implicit and more realistic type of 
feedback. The Tell me More and the Talk to Me series by Auralog (Auralog 2000, TTM 2002) 
allow the students to train communicative skills through interactive dialogues with the 
computer. The student hears an oral question that is simultaneously displayed on screen, and 
replies with an answer that s/he chooses from three written responses that are phonetically 
different. Through ASR that has been specifically trained for non-native speech, the computer 
recognizes the student’s utterance and accordingly moves on to the following conversational 
turn. If the program does not understand the student, it will prompt him/her to repeat the 
response. As each choice leads the dialogue along a different path, the program ensures a 
certain degree of realism. Additionally, the student can choose to check his/her oral 
performance on a page displaying the score s/he received, the waveform and the sentence s/he 
produced, with the mispronounced words coloured red.  
Another system that simulates a real-world, game-like learning setting is the 
Microworld contained in the Military Language Trainer (MILT, the version being used at the 
U.S. Military Academy - MITAS is its commercially available sibling) (Holland et al. 1999, 
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LaRocca et al. 2001, MITAS 2002). In this case, the student orally asks the computer to 
perform a simple action in a room with several objects, such as ‘put the book on the table’. If 
the computer understands the utterance, it will perform the command given by the student. A 
similar method is used in CPI’s TraciTalk (see Wachowicz & Scott 1999, TraciTalk 2002) 
even though this system was conceived as a more generic CALL environment, rather than a 
CAPT system: the student interacts with an animated agent whose task is to help the student 
to solve a mystery using the target language. The type of feedback these systems provide is 
undoubtedly very effective to reinforce correct pronunciation behaviour, as it resembles the 
type of interaction that would take place with a human interlocutor. Moreover, it exploits the 
advantages that involvement in games has for learning (Wachowicz & Scott 1999) and it 
allows the student to acquire knowledge through task-based learning, i.e. while achieving 
non-linguistic goals (Nunan 1989). However, neither Microworld nor TraciTalk are able to 
offer any help if a student cannot make him/herself intelligible because, for instance, s/he 
cannot correctly pronounce a certain sound. 
A serious attempt at diagnosing segmental errors and providing feedback on them has 
been made in the ISLE project (Interactive Spoken Language Education, Menzel et al. 2000, 
ISLE 4.5 2001). This system, which resulted from a cooperation between a number of 
European universities, targets German and Italian learners of English. It aims at providing 
feedback on pronunciation errors, focusing in particular on the word level, for which it checks 
mispronunciations of specific phonemes and word-stress errors. Limiting the system to a 
(few) known language pair(s), allows for good recognition performance by the ASR: not only 
is the system specifically trained to recognize non-native, deviant speech in the given L2, it is 
also trained to recognize typical errors due to interference from (a) specific L1(s). However, 
this approach can only be adopted for specific L1-L2 pairs for which sufficient knowledge of 
typical pronunciation errors is available, as in the case of the languages addressed in the ISLE 
system. It follows immediately that these systems are not able to handle unexpected, 
idiosyncratic errors that may be frequently made by some learners and that may be 
detrimental to intelligibility. Another limitation is that phonemically different sounds (such as 
/æ/ and // in English) overlap in acoustic space if the models of the sounds must be trained 
independently of a specific speaker (which is necessary if it must be possible for arbitrary 
learners to use the system). This makes it very difficult for the system to reliably decide 
whether the English words land and end were pronounced with the correct vowel 
(Hillenbrand et al. 1995).  
The ISLE system provides feedback by highlighting the locus of the error in the word. 
In addition, example words are shown and can be listened to which contain, highlighted, the 
correct sound to imitate and the one corresponding to the mispronounced version. While this 
type of feedback seems pedagogically satisfactory, the system yields poor performance 
results. The authors report that only 25% of the errors are detected by the system and that over 
5% of correct phones are incorrectly classified as errors. As the authors comment, with such a 
performance “students will more frequently be given erroneous discouraging feedback than 
they will be given helpful diagnoses” (Menzel et al. 2000: 54). Thus, future CAPT systems 
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that use ASR to detect pronunciation errors should focus on errors that can be detected with a 
high degree of robustness. In addition, it should help if more, carefully transcribed non-native 
speech in different L2s became available: this could be used to train an ASR system for the 
specific task of detecting typical pronunciation errors. Nevertheless, even if the performance 
of an ASR system is optimised, it will never be perfect, and, consequently erroneous feedback 
will occasionally be provided.  
Erroneous feedback is a common problem in CAPT systems using ASR technology (see 
for instance the evaluation of TriplePlayPlus and Learn German Now! in the CALICO- and 
the LLT Software Reviews, 2002). Patently wrong error detection can be so frustrating for the 
student that Wachowicz and Scott (1999) recommend using implicit rather than explicit, 
judgmental feedback. For example, a system that only indicates the part of a word or utterance 
that was mispronounced, without indicating exactly which erroneous sounds it recognized, is 
likely to make fewer errors than the ISLE system, simply because it makes only half the 
number of decisions. And, as some suggested with regard to recasts, telling the student that 
some areas in his/her utterance were incorrect and offering him/her the possibility to listen to 
the correct version–without attempting to also play a version of the confusable counterpart - 
might just be sufficient feedback. Still, it would be necessary to focus on pronunciation 
problems that are robust to detect. It goes without saying that those are errors where the 
distance between the wrong and correct pronunciations is relatively large. Even if these errors 
do not cause confusions between words, they are so conspicuous for a listener that they are 
likely to affect intelligibility. 
 
3.3. Conclusions 
In summary, this overview of available CAPT systems has identified a number of pros and 
cons of these systems, which should be taken into consideration when developing new 
prototypes. On the whole, we have seen that an ideal system should provide input, output and 
feedback, and should incorporate ASR technology.  
With regard to input and output, we have observed that presently available technology 
is sufficiently advanced to match the pedagogical requirements sketched in section 2. The 
technology can now even offer possibilities that are not available in traditional classroom 
learning. The limitations of those systems that make use of outdated or less effective 
multimedia are only attributable to economic constraints or choices made by the developers, 
and not to problems inherent in the technology.  
What still remains problematic is the issue of feedback: its implementation in CAPT 
systems needs to be studied carefully. We have seen that it is only through the integration of 
ASR technology and pedagogical guidelines that we can design programs providing real-time, 
pertinent and easy-to-interpret feedback both on segmental and supra-segmental aspects. 
However, the limitations in current ASR technology imply that error diagnosis will only be 
possible with a limited degree of detail. Even if pedagogically desirable, detailed diagnosis is 
simply not feasible because the performance levels attained are too poor. Reliability is crucial 
in language learning: nothing could be more confusing for a learner than a system reacting in 
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different ways to successive realizations of the same mistake. It therefore seems that, if we 
want to reach an ideal compromise between technology and demand, we will have to settle for 
something that is less ambitious, but that can guarantee correct feedback at least in the 
majority of the cases.  
 
4. Recommendations for future CAPT systems 
 
In this analysis of available CAPT systems, we have observed that various functionalities are 
sometimes deployed without an underlying pedagogical criterion, simply to make a fancy-
looking product. In other cases, displays that are easy to produce are used, while they either 
have little pedagogical value, or are not transparent for the student and thus require support 
from an expert. We therefore suggest that developers first focus on the learner’s needs and 
accordingly select functionalities and technology that meet those needs. A promising way to 
do this is by incorporating the indications that are available from research on second language 
acquisition and teaching. In this way, it is possible to suggest ways to design CAPT systems 
that make use of advanced technologies to achieve pedagogical effectiveness.  
As a general rule, i.e. whenever the learner does not have special needs, it seems 
advisable to include pronunciation training within a comprehensive programme based on a 
communicative approach, as such an environment is more likely to lead to meaningful, 
contextualized learning. Similarly, pronunciation training should aim at attainment of speech 
intelligibility, rather than ‘nativeness’ or accent-free pronunciation. As to the basic technical 
requirements an ideal system should fulfill, it is mandatory to include multimedia while 
keeping the navigation through the system intuitive and easy, in order to make the learning 
setting as ‘human’ and realistic as possible, and to prevent ‘technophobia’ in the students 
(Murray & Barnes 1998). 
The system should contain a considerable amount of input in the L2. Input should 
ideally be presented in interactive audio-visual material produced by different native speakers, 
such as film fragments and radio interviews. Detailed study of articulatory movements could 
be catered for by means of 3D computer animations of the lips and oral cavity. Simulations of 
real-life situations that are particularly likely to be experienced by the learners should serve as 
learning context, because the relevance and the authenticity of this type of input can boost the 
learner’s motivation.  
The system should also include tasks that stimulate the student to practise what s/he has 
learnt by interacting with the system. Exercises should be realistic, varied and engaging and 
should not be limited to listen-and-repeat drills with isolated sounds or words. Role-plays 
with the characters in the system or interactive dialogues with the computer as those used in 
some of the systems we have presented are, for instance, a good method to let the student 
practise. Obviously, this type of exercises is only possible when ASR technology specially 
tuned for non-native speech recognition is used. Moreover, this implies that the speaker’s 
utterance has to be predictable because state-of-the-art ASR is not able to recognize free 
output with a satisfactory degree of reliability. Having to reckon with this constraint 
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nevertheless means that the students will always be able to compare their output with a model 
utterance. Another means to allow the students to self-monitor their problems and progress is 
to automatically store each utterance in a log-file. 
Ideal systems should always include an option to provide feedback by means of ASR 
technology, so that the user can receive immediate, individualized information on his/her 
performance. Because of the limitations of this technology, error diagnosis will only be 
possible with a limited degree of detail. Automatic feedback on the students’ responses could 
for instance be given in real-time at two levels: a graded-bar could be used to score overall 
comprehensibility, while presumably incorrect areas are highlighted. A description of 
mispronounced phones or syllables could then be offered by means of visual and aural 
feedback, with an option for comparing input with output. In assessing pronunciation 
performance, both segmental and supra-segmental aspects should be considered, such as 
temporal and spectral quality of speech sounds, word-stress, and sentence-accent.  
Furthermore, in order not to discourage the students, a maximum number of errors to be 
pinpointed should be set for each utterance. The feedback system could also be programmed 
to select and address only certain pronunciation errors. Instead of trying to match an entire 
waveform, for example, the student’s attention might be directed only to a few specific 
deviations. A question that could arise at this point is according to which criteria the errors 
should be selected. We would like to suggest at least four important criteria that could be used 
to select errors with a view to increasing the efficiency and the effectiveness of CAPT 
systems: 1) error frequency, 2) error persistence, 3) perceptual relevance and 4) robustness of 
error detection.  
First, the importance of error frequency is obvious: addressing errors that are infrequent 
will have little impact on pronunciation performance and will therefore not significantly 
contribute to improving communication. Second, concentrating on persistent pronunciation 
errors is a question of efficiency. Why should we put effort in errors that simply disappear 
through exposure to the L2? Third, focusing on errors that are perceptually relevant is a direct 
consequence of the ultimate aim of pronunciation training as we see it: improving learners’ 
intelligibility. It follows that priority should be given to those errors that slow down and even 
hamper communication. Finally, as explained above, not all pronunciation errors can be 
detected automatically with a sufficient degree of robustness. As mentioned above, since 
reliability is crucial in language learning, only errors that can be reliably detected should be 
addressed.  
To conclude, in this paper we have outlined some pedagogical requirements that CAPT 
should ideally meet, and we have looked at how those requirements are technologically 
implemented in available CAPT systems. We hope that the suggestions we have given for 
future work can contribute to ameliorating future CAPT systems. However, further research is 
needed to establish the effectiveness of specific systems that employ the functionalities 
suggested here.  
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SELECTING SEGMENTAL ERRORS 
reformatted from Neri A., Cucchiarini C., Strik H. (2006). Selecting segmental errors 
in non-native Dutch for optimal pronunciation training, International Review of Applied 
Linguistics, 44, 357-404.* 
 
 
Abstract 
The current emphasis in second language teaching lies in the achievement of communicative 
effectiveness. In line with this approach, pronunciation training is nowadays geared towards 
helping learners avoid serious pronunciation errors, rather than eradicating the finest traces of 
foreign accent. However, to devise optimal pronunciation training programs, systematic 
information on these pronunciation problems is needed, especially in the case of the 
development of Computer Assisted Pronunciation Training systems. 
The research reported on in this paper is aimed at obtaining systematic information on 
segmental pronunciation errors made by learners of Dutch with different mother tongues. In 
particular, we aimed at identifying errors that are frequent, perceptually salient, persistent, and 
potentially hampering to communication. To achieve this goal we conducted analyses on 
different corpora of speech produced by L2 learners under different conditions. This resulted 
in a robust inventory of pronunciation errors that can be used for designing efficient 
pronunciation training programs. 
 
1. Introduction 
 
Over the last few decades, language teaching has been dominated by learner-centred 
communicative approaches that emphasize learning through interaction and real-life 
communication situations (Richards and Rodgers 1986, Savignon 1991). The aim of these 
approaches is to enable learners to successfully communicate their needs in the second 
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language (L2).1 Since pronunciation is an obvious component of communication, and since 
many studies have shown that serious pronunciation problems can hamper communication 
(see Van Heuven and De Vries 1983, De Graaf 1986, Flege 1999, Van Wijngaarden 2003), or 
even put the learner at a social and professional disadvantage (see reviews in Eisenstein 1983, 
Morley 1991, Munro and Derwing 1995), this teaching approach has brought about a renewed 
interest in pronunciation training. Not surprisingly, a number of recent studies have shown 
that tailor-made training is effective in improving both perceptive and productive 
pronunciation skills (Akahane-Yamada et al. 1998, Derwing et al. 1998, Harless et al. 1999, 
Lively et al. 1993, Moyer 1999, Bongaerts 1999, 2001, McCandliss et al. 2002, Hardison 
2004).2 Although the specific focus of the training in these studies varied, the general 
emphasis in current pronunciation training mainly lies in the achievement of fluency and 
“comfortably-intelligible” (Abercrombie 1991[1949]:93) rather than accent-free 
pronunciation (see also Kenworthy 1987, Morley 1991, Celce-Murcia et al. 1996). In other 
words, learners should be able to communicate effectively and efficiently (Kenworthy 1987, 
Morley 1991) in the L2, in the sense that they should be easily understood without provoking 
frustration or irritation in an interlocutor, but they do not need to sound indistinguishable from 
native speakers.  
Despite this revived interest, the time that is generally available for pronunciation 
training in traditional classroom instruction has remained relatively limited. In addition, 
second language (SL) courses, i.e. courses taking place in the country where the L2 is spoken, 
are characterized by a growing presence of foreign students with different mother tongues, a 
phenomenon that is becoming common even in foreign language (FL) teaching. 
Consequently, optimal and realistic pronunciation training must not only be geared towards 
effective and efficient communication, it must also be time-effective, focusing on 
pronunciation aspects that appear to be the most problematic for a large group of learners of a 
given L2.  
Let us now examine the information that is available for designing pronunciation 
training that targets those aspects. First of all, we know from research on the mechanisms 
involved in L2 speech perception and production that the sources of L2 pronunciation errors 
are often to be found in L1 characteristics that start to become ingrained in the learner’s mind 
during the first months of life, and in universal linguistic tendencies that manifest themselves 
in implicational orders of acquisition (see the models proposed, for instance, by Eckman 
1977, Best 1995, Flege 1995, Kuhl and Iverson 1995, Major 2001, Jusczyk and Luce 2002, 
Escudero and Boersma 2004). Provided that sufficient information about the languages in 
question is available, these models allow us to, for instance, predict which phonemes and 
contrasts of a given L2 will be more difficult to learn for a speaker of a given L1. A similar 
principle underlies many studies carried out within the framework of Contrastive Analysis 
research, which, together with Error Analysis, and Interlanguage (IL) research, has yielded 
inventories of typical errors since the 1950s. However, the problems with most of these 
studies are that they almost only concern the English language. They do not consider the 
impact of those errors on communication, and very rarely examine the production of speakers 
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of different L1s at the same time. Similarly, the indicated models have limited value when one 
common training programme must be devised for speakers of virtually any possible L1, 
especially when little is known about the phonetic/phonological system of one or more 
languages. 
More recent studies on native and non-native speech perception and on spoken word 
recognition in general provide further information indicating that both segmental and supra-
segmental factors are important for communication effectiveness and efficiency. Segmental 
errors, both at phonemic and allophonic/sub-phonemic level, can hinder communication, for 
instance by slowing down word recognition speed (Derwing and Munro 1997, Rogers and 
Dalby 1996, Van Alphen 2004, Smith 2005, Shatzman 2006). At the same time, syllabic 
structure, lexical stress, intonation, and rhythm help a listener to segment the speech stream 
and recognize words more quickly, or to identify the most important bits of information in an 
utterance (Cutler 1984, Anderson-Hsieh and Koehler 1988, Anderson-Hsieh et al. 1992, 
Cutler and Butterfield 1992, Munro and Derwing 1995, Celce-Murcia et al. 1996, Jusczyk and 
Luce 2002, Hawkins 2003). However, studies on allophonic detail generally look at very 
specific cases and often use (native) speech that was manipulated artificially, for instance with 
techniques such as gating and splicing, rather than considering a wide range of phenomena in 
authentic non-native speech. This approach is necessary because of the large number of 
factors that can affect auditory intelligibility and communication in general, often in 
combination with segmentals and supra-segmentals. These factors include: gestures and visual 
cues, speech rate and style, and voice quality settings (Kenworthy 1987, Morley 1991, 
Hardison 1996, Munro and Derwing 2001, Van Alphen 2004, Shatzman 2006). Some other 
important factors to include, such as environmental noise, the listener’s degree of familiarity 
with the talker or the talker’s foreign accent, the pragmatic context in which a message is 
delivered, the redundancy of a message, and the cognitive load it puts on the listener’s 
processing capacity, are, however, independent of the speaker and the speaker’s pronunciation 
skills (Kenworthy 1987, Leather 1998, Munro and Derwing 2001, Van Wijngaarden 2003, 
Smith 2005).3  
Moreover, isolating segmental factors from supra-segmental factors and establishing 
their relative contribution to communication is often difficult since these two levels interact. It 
is perhaps for this reason that the few studies that attempted to address the issue of 
pronunciation error gravity hierarchies have failed to demonstrate whether and which level 
has a stronger impact. These studies also suffer from methodological problems such as the 
lack of a clear definition and operationalisation of the specific pronunciation dimension 
investigated, or the use of different scales of measurement for items to be compared (Fayer 
and Krasinski 1987, Anderson-Hsieh et al. 1992, Derwing and Munro 1997). Consequently, 
the results of these studies cannot be considered conclusive. More rigorous research has 
revealed that non-native pronunciation can be described along a number of dimensions such 
as intelligibility, comprehensibility, and accentedness, which are correlated but different 
(Munro and Derwing 1995, Derwing and Munro 1997). However, no study has attempted to 
establish which specific errors have an impact on these dimensions or what kind of impact 
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they have. The difficulty in this type of investigation is perhaps best illustrated by considering 
intelligibility. This concept is extremely popular in recent literature, but has hardly ever been 
isolated and studied. An exception is represented by Munro, Derwing, and colleagues: these 
authors define intelligibility as “the extent to which the native speaker understands the 
intended message” (Derwing and Munro, 1997: 2). To globally measure intelligibility of non-
native speech, the authors asked native listeners to orthographically transcribe utterances 
spoken by non-natives, and they subsequently counted ‘errors’ in the transcriptions.  
For the purpose of obtaining a ranked inventory of errors hampering intelligibility, 
rather than a global measure, we cannot just count errors in a transcription, we need to 
categorize them. Moreover, if we deal with different L1s at the same time, we also need to 
have comparable material across speakers. But to measure the actual intelligibility of an 
utterance to an interlocutor, it is necessary to use sentences4 that are semantically 
unpredictable. In this way, the task of recognizing (and then transcribing) the spoken words is 
not facilitated by contextual semantic cues. Ideally, words should also have similar amounts 
of lexical competitors across sentences. Moreover, each sentence presented to a listener 
should be different, otherwise his/her listening will be facilitated when a given speech 
stimulus is encountered for the second time. This type of material would not only be difficult 
to prepare, it would also make it extremely hard to make generalizations across phonetic 
contexts and speakers, and equally hard to draw any meaningful conclusion as to which 
segmental errors bear the most responsibility for intelligibility issues. In any case, 
intelligibility is only one aspect of communication effectiveness and efficiency. 
From this overview, it should be clear that very little information is available as to 
which typical, communication-hampering L2 errors should be tackled in L2 pronunciation 
teaching, especially for languages other than English. This information is nevertheless much 
needed in the case of Computer Assisted Pronunciation Training (CAPT) systems: these 
systems can be useful tools for assisting with self practice and for complementing teacher-
fronted pronunciation training. However, they lack the capacity of a human tutor to adapt to 
student needs and, therefore, must be carefully ‘pre-programmed’ to target specific problems 
in speech production. Despite the methodological problems just sketched for this type of 
research, we believe that it is possible to obtain reliable information on errors that potentially 
hamper communication and that could be targeted in training to benefit a large group of 
learners with different L1s. This can be done by examining the non-native production of 
speakers from a large number of L1s with respect to one L2: the peculiarities of the target 
language are likely to result in common problems. These problems can be subsequently 
pruned on the basis of criteria to obtain a selection of errors that can hamper communication 
and that appear frequently and persistently in the production of a large number of speakers. 
This selection can serve as a basis for teachers or CAPT developers to devise efficient 
pronunciation training that addresses learners with different L1s.  
The goal of this study is to propose a method for selecting errors that deserve priority in 
pronunciation training of Dutch as L2 for speakers of different mother tongues. More 
precisely, pronunciation errors are listed in an inventory obtained by applying specific criteria 
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in two phases to different types of non-native speech. In the first phase, auditory analyses are 
carried out by human experts to identify segmental errors. In the second phase, the errors 
identified are examined in terms of their potential impact on communication, their frequency, 
and their persistence. Finally, only the errors that meet all or most criteria are included in the 
final inventory. To limit the scope of this study, the research presented in this paper focuses 
on the segmental level. This choice also has to do with the application domain of the research 
within which this work was carried out, i.e. automatic speech recognition for CAPT, which, at 
its current stage of development, relies primarily on segmental information. Supra-segmental 
factors that may be responsible for certain erroneous realizations at the segmental level will 
nevertheless be discussed, since, as we explained, these two levels are often connected.  
This paper is organized into three sections each of which describes a separate study on a 
separate database. The three studies are preceded by a short description of the Dutch language 
and are followed by a section with general discussion and conclusions. The first study is 
based on SL-read, i.e. a database consisting of read speech produced by L2 learners of Dutch 
with different L1s and proficiency levels. This database provided a provisional list of 
pronunciation errors. The second study is based on SL-xtmp, i.e. fragments of 
extemporaneous speech with which a second list of errors occurring under more realistic 
speaking conditions was compiled. Finally, the third study focuses on FL-read, i.e. read 
speech produced by Italian FL learners who varied with respect to amount of instruction in 
Dutch. This final analysis made it possible to compile a list of errors made in an FL context 
and to obtain more detailed information on persistent errors. The results of the three studies 
are discussed and combined in the final inventory in the concluding section of this paper. 
 
2. The Dutch language and studies available on non-native Dutch pronunciation  
 
Dutch is a West Germanic, Indo-European language that is officially spoken in the 
Netherlands, Belgian Flanders, Surinam, Aruba, and the Netherlands Antilles—though with 
different varieties—by approximately 21 million people. The Dutch language is taught all 
over the world. The majority of learners in the Netherlands are immigrants, many of whom 
are officially required to take a Dutch language course before or upon entering the country 
and applying for a work permit. Studies on pronunciation problems in non-native Dutch are 
nevertheless relatively scarce. Some information on general pronunciation problems of non-
natives has been collected by speech therapists and language teachers within the Dutch-L2 
teaching context, as well as by researchers investigating non-native Dutch for other purposes 
(Aan de Wiel et al. 1991, Coenen 1991, Tupker 1995, Doeleman 1998). However, these 
studies have not been systematic. Systematic studies have considered the differences between 
Dutch and Turkish (Van Boeschoten 1989), and Dutch and Japanese (De Graaf 1986), but 
comprehensive research on a large group of languages remains insufficient. 
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Figure 1: The Dutch vowel system (Gussenhoven 1999:76). 
 
Table 1: The Dutch consonants (based on Gussenhoven, 1999: 74). 
 Bilabial Labio-dental Alveolar
Post-
alveolar Palatal Velar Uvular Glottal 
Plosive   p      b     t      d  (c)    k   () 
Nasal           m             n  ()               
Fricative     f      v    s      z  ()     ()                  
Tap                    
Approximant                         j    
Lateral 
approximant           l      
 
The main findings in the available studies point to a common problem with vowels, 
rather than consonants, both with respect to monophthongs and diphthongs. This may, in part, 
be due to the relatively high number (Crothers 1978, Maddieson 1984, Lindblöm 1986) of 
vocalic phonemes of Dutch, which comprises 13 monophthongs, a few marginal vowels 
found mainly in loan words, and 3 diphthongs. As can be seen in Figure 1, Dutch vowels can 
be distinguished by their place of articulation, degree of opening (vowel height), and lip 
rounding, and in some cases by the secondary features length and tenseness. This gives a 
rough idea of the complexity of this system for an L2 learner. In addition, the difficulties with 
vowels reported in the literature on L2 learners of Dutch may be due to the fact that learning 
to articulate new vowels intrinsically requires more effort than learning to articulate 
consonants (Flege 1988, Strange 1995). The line of reasoning is that the former are produced 
by movements of the tongue in an “open” and hidden space—the oral cavity—while, for at 
least some of the consonants, the structures involved in phonation are easier to identify 
visually and tactilely. The richer proprioceptive feedback for consonants would facilitate 
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long-term retention of these phonemes, with respect to vowels (Fletcher 1983). Moreover, 
vowels might be more difficult to acquire than consonants because L1-specific patterns seem 
to emerge earlier for vowels than for consonants (Werker and Tees 1984, Polka and Werker 
1994).  
With respect to consonants (see Table 1), studies indicate that a common problem is the 
velar/uvular voiceless fricative /x/, a well-known shibboleth sound of the Dutch language, 
which has been shown to be a rather uncommon sound among many languages (Maddieson 
1984).5 
Another characteristic of the Dutch language that might be of interest is the fact that 
there is not always a direct correspondence between pronunciation and orthography. This 
might cause spelling pronunciation problems especially for speakers of transparent languages, 
such as Italian, Spanish, Turkish, and Croatian (Erdener and Burnham 2005). With respect to 
syllabic structure, Dutch presents a vast repertoire that includes complex syllables. These can 
contain consonant clusters of up to three consonants in initial position (as in the word 
schreeuw [sxrew]−‘scream’) and four in final position (as in herfst [hrfst]−‘autumn’) the 
pronunciation of which requires a certain degree of articulatory effort. Dutch is considered a 
stress-timed language, and its syllables can have different duration. Syllables containing 
schwa are unstressed and much shorter than syllables with a full vowel nucleus carrying word 
stress. Moreover, vowels in unstressed syllables can be reduced or even deleted (Booij 1999, 
Binnenpoorte 2006). These findings clearly indicate that there are complex characteristics of 
the Dutch phonetic-phonological system that might represent a problem for learners of 
different L1s.  
 
3. Study 1: SL-read  
 
3.1. Goal 
The goal of this study was to obtain an initial inventory of perceptually salient, frequent, and 
persistent errors that might hamper communication, made by adult L2 learners of Dutch with 
different L1s. This study was based on a database of read speech produced by adult non-
native speakers living in the Netherlands.  
 
3.2. Method 
3.2.1. Speakers The speakers involved in this study constitute a subgroup of the original 80 
native and non-native adult Dutch speakers who took part in a previous experiment (see 
Cucchiarini et al. 2000a). All the non-native speakers were living in the Netherlands at the 
time of the recordings and all reported having learnt Dutch for at least a few months. For this 
study, 54 non-native speakers were selected to obtain a sufficiently varied group with respect 
to mother tongue, self-reported proficiency level (based on a standard Dutch test), and gender. 
On average, these speakers had spent three years in the Netherlands, with a maximum of 14 
years.  
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Table 2: Distribution of the speakers across L1 and proficiency level (low, intermediate, high). 
 
L1 Low Inter. High Total 
Arabic 1 3 2 6 
Chinese/Japanese 1 1 1 3 
Turkish 1 2 0 3 
Italian 0 2 4 6 
Spanish 1 2 2 5 
English 2 2 2 6 
German 1 3 2 6 
French 1 3 1 5 
Swedish/Norwegian 1 3 0 4 
Polish/Russian 0 2 2 4 
Serbo-Croatian 0 2 4 6 
Total 9 25 20 54 
 
As Table 2 shows, proficiency levels are not represented equally in this study. Only 
nine low-proficiency speakers are included in this sample, representing 16% of the total 
speakers. The fact that the majority of the speakers are intermediate and proficient speakers 
implies that the errors identified in this material will be more representative of errors likely to 
persist over a longer span of time and over a greater amount of instruction, in line with one of 
the criteria that we adopted for selecting errors (see Section 3.2.3.).  
From Table 2, it is also evident that some languages were grouped together (e.g. 
Japanese and Chinese) for our analyses in a way that may not accurately reflect the 
differences in the phonetic/phonological systems they represent. This choice has to do with 
the impossibility of finding a sample of non-native speakers that would be perfectly balanced 
for language proficiency and mother tongue, and that would still be of sufficient size.  
 
3.2.2. Material For this initial study, a database of read speech in the form of phonetically 
rich sentences was chosen. Such material appeared particularly appropriate for the purpose of 
this investigation for a number of reasons. First of all, the homogeneity in content ensures that 
when human annotations are made, as in this case (see Section 3.2.3), the annotator is not 
influenced by oral production factors lying outside the realm of segmental quality. Different 
grammatical or lexical skills might induce the listener to annotate fewer errors for a more 
proficient speaker or vice versa. More importantly, such material is characterized by a 
homogeneous and complete phonemic makeup, which enables comparisons for all Dutch 
phonemes across speakers.  
The speech material in the original database consisted of four sets of five sentences 
each. The four sets have very similar phonemic makeup and sentence length, and each 
contains all the Dutch phonemes. Each phoneme appears at least once in a set, with the more 
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common phonemes appearing more often. The duration of each set is approximately 30 
seconds. The sentences were read and recorded over the telephone line. The acoustic 
conditions of the recordings varied considerably since the subjects were calling from home, 
but the fragments are generally of good quality (for further details on the sentences, see 
Cucchiarini et al. 2000a). For the present investigation, only three sets of sentences were 
considered, for a total of 15 sentences per speaker, in order to limit the task for the annotator.  
 
3.2.3. Procedure The procedure to obtain the final inventory of phonemic errors consisted of 
two different stages in which errors meeting the following five criteria were selected: 
 
1. Perceptually salient  
2. Frequent  
3. Common across speakers of various L1s 
4. Persistent 
5. Potentially hampering to communication. 
 
These criteria stem from practical considerations. First of all, in line with the focus of 
current pronunciation training approaches, only errors that are perceived by a human listener 
as clearly deviant from standard Dutch—in other words, as obvious errors—should be 
considered (criterion 1). With respect to frequency, addressing infrequent errors will, 
obviously, have little impact on overall pronunciation performance, and will, therefore, not 
contribute significantly to improving communication (criterion 2). In order to be useful for as 
many learners of Dutch as possible, our inventory should primarily contain errors shared by 
speakers with different mother tongues (criterion 3). Similarly, it is wiser to spend time and 
effort in correcting errors that appear to persist over time and possibly over a certain amount 
of instruction, rather than errors that simply disappear through exposure to the L2 (criterion 
4). In this study, which is cross-sectional, errors found in the production of advanced learners 
are considered to be representative of persistent errors. Finally, perceptually salient deviations 
that are unlikely to hamper communication, such as deviations that Dutch listeners are 
familiar with because they are found in certain well-known non-standard Dutch varieties, 
ought not to be prioritised (criterion 5). 
The first phase of the procedure consisted in auditory analyses of the speech material. 
Here, an expert was asked to annotate perceptually salient errors, in line with criterion 1. The 
second phase consisted in an evaluation of the errors identified: the annotations were 
examined from a quantitative and a qualitative point of view, on the basis of criteria 2, 3, and 
5 (criterion 4 had already been met indirectly through the selection of the speakers). More 
specifically, the quantitative analysis was designed a) to identify overall error frequency 
patterns, i.e. the most frequently mispronounced target phonemes and their corresponding 
realizations in the whole database, and b) to determine whether those errors were also 
produced by each individual L1 group, both in terms of frequency and types of realization. In 
the qualitative analysis, factors such as the nature, possible source, and potential impact of the 
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errors were considered to further refine the list and arrive at a robust final inventory of errors 
(criterion 5). In other words, only errors meeting all or most of the five criteria qualified to be 
included in the final inventory. 
 
Annotations Auditory analyses were conducted on the 810 fragments (15 sentences × 54 
speakers) to produce annotations of perceptually salient deviations from the canonical Dutch 
pronunciation. For this task, the annotator was provided with canonical SAMPA (Speech 
Assessment Method Phonetic Alphabet, Wells 2004) phonetic transcriptions of the 
recordings, serving as the correct reference. These transcriptions were obtained automatically 
through a lexicon-lookup procedure based on the verbatim orthographic transcriptions of the 
fragments. The annotator, one of the authors, was well aware of the ultimate purpose of this 
study. She listened to each sentence as often as she wished and edited the phonetic 
transcription whenever she noticed salient discrepancies—which she felt should be corrected 
(criterion 1)—between the learner’s spoken utterance and the transcription. The editing 
procedure consisted of annotating deletions of phonemes, adding inserted segments, and 
replacing mispronounced target phonemes with their actual realizations. More specifically, in 
case of substitutions or insertions, the annotator was allowed to replace the target phoneme 
with a different Dutch phoneme or allophone or with a foreign phoneme from a short list, or 
else to add a diacritic symbol. As a wide range of mispronunciations could occur in the non-
native speech samples, the list of foreign phonemes was intended as a reference to help the 
annotator identify possible non-Dutch sounds and to limit the number of symbols for the 
possible realizations to a manageable size. 
Because of the costs of such labour-intensive annotations, it was decided to have one 
expert carry out the task. However, it is well known that phonetic transcription or even 
annotation is a relatively subjective task. Since excessive subjectivity in the annotations could 
compromise the robustness of any inventory based on them, we took measures to minimize 
this problem. We therefore chose one annotator (henceforth ANN) whom we considered 
qualified as expert because she had completed the same type of task using a consensus 
procedure with other experts in the past. We also conducted preliminary investigations to 
assess the reliability6 of ANN’s annotations. These investigations are described in greater 
detail in the following sections.  
 
Preliminary investigations on annotator reliability: first check 
To determine whether the degree of subjectivity in our annotations would be acceptable, we 
asked ANN and five other Dutch experts to annotate errors for a subset of the speech 
fragments and then compared the annotations. This subset consists of two different groups of 
45 sentences produced by nine non-native speakers distributed across various L1s. The 
annotations followed the procedure described above. No calibration took place to provide the 
annotators with examples of what they should consider typical “perceptually salient errors”. 
Instead, all annotators received instructions explaining the procedure and simply requesting 
them to annotate what they considered “the most serious errors to be corrected in the subjects’ 
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speech”. This phrase was considered preferable to more detailed instructions since in this way 
the annotations would reflect more truly what native listeners (subjectively) perceive as a 
pronunciation error. At the same time, this phrase was intended to make it clear for annotators 
that they should only consider obvious, perceptually salient errors that really deserve to be 
targeted in pronunciation training.  
The annotations produced by the five experts were subsequently compared pairwise 
with those of ANN for the same subset. Each pair of transcriptions was aligned automatically, 
and the disagreements were located and tallied by an alignment program. The following 
(fictitious) example with IPA (International Phonetic Alphabet) phonetic symbols shows the 
algorithm output with the aligned annotations of two annotators Expx and Expy for the speech 
fragment Ik wou al [...] (‘I wanted already […]’), whose available reference transcription was 
/k/ /υu/ /l/: 
 
Annotation by Expx | i: k | υ u |  l l | 
Annotation by Expy |  k | υ u | a: l 0 | 
Distances   0.0 0.5 0.0 0.0 0.0 1.5 0.0 0.5 0.0 2.0 0.0 
Disagreements   0 1 0 0 0 1 0 1 0 1 0 
 
This program uses an adaptation of the standard dynamic programming algorithm which 
aligns two sequences of elements, minimizing the cumulative distance between them. This 
occurs on the basis of distance measures between the various symbols, taking into account the 
effect of diacritics on basic symbols. The distances are specified in terms of phonetic features 
in two feature matrices—one for consonants and one for vowels—where each phone is 
defined by a unique combination of feature values (see Vieregge et al. 1984, Cucchiarini 
1996). The number of (dis)agreements for each pair yielded by the program (see bottom row 
in our example) was used to calculate percentage agreement by the following formula: 
 
100
agreements #ntsdisagreeme #
agreements #agreement  percentage ×+=  
 
In other words, this statistic tells us to what degree ANN and another annotator agreed 
in considering the same target phonemes correct and in indicating exactly the same realization 
for any mispronounced phoneme in the transcriptions.  
 
Preliminary investigations on annotator reliability: second check 
The reliability of ANN as annotator was also examined from a different point of view. As we 
briefly mentioned, the original SL-read database was collected for other experiments prior to 
this study. More precisely, it was built in the framework of research aimed at developing 
measures to automatically assess L2 learner pronunciation. For that study, nine raters (three 
phoneticians and six speech therapists) used a 10-point scale to evaluate a portion of the 
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speech fragments for overall pronunciation quality, segmental quality, fluency, and speech 
rate. Based on the high inter-rater reliability measured (Cucchiarini et al., 2000b), the raters’ 
scores can be considered good indicators of the quality of the subjects’ pronunciation. For the 
present analysis, we calculated the mean of the standardized scores assigned to each speaker 
by all the raters along the dimension “segmental quality” and compared it to the number of 
errors—relative to the total number of target phonemes—annotated by ANN for each speaker. 
The rationale behind this analysis was that any strong negative correlations found between the 
scores for segmental quality and the number of errors annotated would constitute additional 
evidence for the relative objectivity of ANN’s annotations. 
 
3.3. Results 
3.3.1. Preliminary investigations on annotator reliability The degree of agreement between 
ANN and the five experts who annotated a small portion of the database was generally very 
high, with a mean for the five pairs of M = 89.3% (SD = 2.57), indicating that the errors 
identified by ANN were also identified by the other annotators to a considerable extent. 
Analogously, the analysis of the scores assigned to each speaker for segmental quality 
and the percentage of errors annotated by ANN for each speaker (total phonemes divided by 
total erroneous phonemes) yielded a strong negative correlation (r = -0.79, p <0.01). In other 
words, those speakers who had received a low score on segmental quality from the raters were 
also found to produce many segmental errors in the annotations by ANN. 
These results indicate that ANN’s annotations can be considered as sufficiently reliable 
for the rest of the analyses. 
 
3.3.2. Annotations: quantitative analysis The first overall phenomenon that we noticed with 
regard to the more frequently mispronounced phonemes is that erroneous vowels outnumber 
erroneous consonants, both in relative and absolute terms. While the vowels in SL-read only 
represent 40% (n = 14,218) of the target phonemes, 8% of the vowels were deleted or 
substituted (n = 1,151), as opposed to 2% for the consonants (n = 452), which represent 60% 
(n = 21,159) of the target phonemes.  
We then identified the most frequent vowel and consonant errors and the corresponding 
most frequent occurrences across all speakers. For the vowels, we selected eight phonemes 
representing 79% of the mispronounced vowels (see Table 3a) and 57% of all the 
mispronounced vowels and consonants combined. For the consonants, we selected five 
phonemes, representing 58% of the mispronounced consonants (see Table 3b) and 16% of all 
the mispronounced phonemes. More vowels than consonants were selected since vowels were 
mispronounced more frequently. The results are summarized in Table 3a (vowels), and Table 
3b (consonants). 
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Table 3a: Most frequently mispronounced vowels (MIS V) and corresponding most frequent 
realizations (Real).  
 
TV # MIS % of MIS V Real # Real 
Deleted 91 
[e]-/e:/ 65 // 243 21.1 
// 25 
// 191 16.6 [a]-/a:/ 157 
/u/ 46 
/œy/ 96 8.3 
[i] 24 
/u/ 69 
// 94 8.2 
/y/ 12 
/a:/ 84 7.3 //-[:] 73 
/y/ 31 
/o:/ 11 /ø:/ 68 5.9 
/u/ 9 
[ei] 36 
/i/ 68 5.9 
[i]-[ai] 18 
/y/ 66 5.7 /u/ 56 
Total 910 79.1   
Note. TV stands for target vowel, MIS stands for ‘mispronounced’. # indicates absolute counts, while 
% indicates the percentage relative to all mispronounced vowels. Square brackets indicate that a 
realization does not constitute a Dutch phoneme.  
 
Having identified the most frequent errors across all L1 groups, we examined each 
individual L1 group to determine whether and to what extent the error behaviour each of them 
exhibited reflected the overall results. The general tendency toward more problems with 
vowels than with consonants was found in each individual L1 group as well. With respect to 
the error frequency pattern, we compared the list of the eight most frequently mispronounced 
vowels identified for all speakers with the eight most frequently mispronounced vowels of 
each L1 group, and we did the same for the consonants. The results show that the frequency 
pattern for mispronounced vowels is very similar across the various L1 groups, while the 
pattern for mispronounced consonants is more heterogeneous.  
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Table 3b: Most frequently mispronounced consonants (MIS C) and corresponding most frequent 
realizations. 
TC # MIS % of MIS C Real # Real 
Deleted 38 
[] 18 /r/ 79 17.5 
/l/ 16 
Deleted 34 
/t/ 59 13.1 
/d/ 17 
[] 20 
/h/ 17 /x/ 38 11.9 
/k/ 5 
/u/ 17 
/w/ 36 8 
/f/ 11 
Deleted 21 
/h/ 35 7.7 
/x/ 13 
Total 247 58.2   
 
We then examined the error patterns in each L1 group to see whether these reflected the 
overall error pattern. In other words, we tried to establish whether the common, erroneous 
realizations of each target phoneme also occurred in each individual L1 group with the same 
frequency pattern. The individual results generally confirm the overall tendency, especially 
for the vowels (see Table 4a and Table 4b). While six out of the eleven L1 groups produce all 
of the frequent, common vowel errors, the ratio is 3/11 for the consonants. The other groups, 
with the exception of the Swedish/Norwegian speakers, produce at least six of the eight errors 
selected for the vowels and three of the five errors selected for the consonants. In general, 
about 85% of the frequent consonant errors are also found in the individual groups; for 
vowels, this percentage is even higher, 90% (see Table 4a and 4b). 
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Table 4a: Occurrence of most frequent vowel errors (overall trend) within individual L1 groups. 
L1 Target vowel 
 // // /œy/ // /a/ /ø/ /i/ /y/ 
 Realized as 
Deleted /u/ /u/ /y/ [ei] 
[e]-/e/ /o/  
// 
[a]-
/a/ [i] /y/ 
//-
[] 
/u/ 
[i]-
[ai] 
/u/ 
Arabic 9 9 9 9 9 9 9 9 
Chinese/Japanese 9 9 9 9 9 9 9 No 
Turkish 9 9 9 9 9 9 9 9 
Italian 9 No 9 9 9 9 No 9 
Spanish 9 9 9 9 9 9 9 9 
English 9 9 9 9 9 9 9 9 
German 9 9 9 9 9 9 9 9 
French 9 9 9 9 9 No 9 No 
Swedish/Norwegian 9 9 No 9 9 No 9 No 
Serbo-Croatian 9 9 9 9 9 9 9 9 
Russian/Polish 9 9 9 9 9 9 No 9 
 
Table 4b: Occurrence of most frequent consonant errors (overall trend) within individual L1 groups. 
L1 Target consonant 
 /r/ /t/ /x/ /w/ /h/ 
 Realized as 
Deleted Deleted [] /u/ Deleted 
[] /h/  
/l/ 
/d/ 
/k/ 
/f/ /x/ 
Arabic 9 9 9 9 No 
Chinese/Japanese 9 9 9 9 9 
Turkish No 9 9 9 No 
Italian 9 9 9 No 9 
Spanish No 9 9 9 9 
English No 9 9 9 No 
German 9 9 9 9 No 
French 9 9 9 9 9 
Swedish/Norwegian 9 9 No No No 
Serbo-Croatian 9 9 9 9 9 
Russian/Polish 9 9 9 No 9 
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Table 5: Most frequent insertions (INS) and corresponding context (overall). 
INS # INS % of INS Context 
// 75 28.8 59 post-consonantal, word-/syllable final; 16 within consonant clusters 
[] 36 13.8 36 after // 
/h/ 22 8.5 9 in het 
/x/ 18 6.9 15 after // 
/k/ 17 6.5 15 after // 
Total 168 64.6  
 
Thus far, we have only considered errors in terms of substitutions and deletions. 
However, in our analysis, we also examined insertions as this phenomenon may reveal a 
problem with specific phonemes or with a specific phonetic context. For reasons of limited 
space, we will only show a summary table of the most common illegal insertions and the 
contexts in which they occur most frequently (see Table 5).  
As Table 5 shows, the most frequent illegal insertion is that of the schwa phoneme, 
which appears in word- and syllable-final position after a consonant and within consonant 
clusters such as in afspraak (‘meeting’) and is realized as, for instance, [fsprak]. Schwa 
insertion is a common phenomenon in native Dutch, but not in these contexts, as will be 
explained later. This insertion was made by all L1 groups with the exception of the German 
speakers. Another frequent insertion found in all groups, except for the Arabic and the 
Polish/Russian speakers, is that of the glottal fricative /h/, which frequently occurs at the 
beginning of words. An even more important problem in this list seems to be the 
pronunciation of the velar nasal //, which in Dutch is represented by the graphemes ng as in 
the word lang [l]—‘long’.7 The insertions of [], /x/, and /k/ after this sound, which account 
for 27% of all the insertions, clearly indicate a problem with the pronunciation of //. 
However, this problem is not found among the Chinese/Japanese, the English, and the 
Swedish/Norwegian speakers.8 
 
3.3.3. Annotations: qualitative analysis Our analysis of the data reveals a number of 
common problems in the pronunciation of Dutch phonemes by non-native speakers with 
different L1s. Firstly, vowels are clearly more problematic than consonants, regardless of the 
L1 of the speaker. This tendency is in accord with the data available in the literature (De 
Graaf 1986, Van Boeschoten 1989, Aan de Wiel et al. 1991, Coenen 1991) and is most likely 
attributable to a structural characteristic of the Dutch language, which presents a relatively 
high number of vowel phonemes, as we already saw. Moreover, when examining the 
individual error frequency patterns displayed by the various L1 groups, we observed stronger 
similarities for vowels than for consonants. Taken together, these initial indications have 
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important implications for compiling a list of errors to target in pronunciation training: vowels 
clearly deserve priority over consonants.  
With respect to the specific errors identified, a number of considerations are in place. 
Let us start with the vowels. The most frequent error concerns the schwa, the mid-central 
vowel found mainly in unstressed syllables. Of the erroneous realizations of this phoneme, 
37% consist of deletions, of which 33% occur after the (marginal) voiced palato-alveolar 
fricative [] in French loan words (e.g. garage—garage—incorrectly realized as [xara] 
instead of [xara] ). The schwa occurs in many languages and is produced with the 
articulators in resting position and these French loan words are found in other languages with 
a different pronunciation. Therefore, these deletions may simply indicate that many non-
native speakers ignore the Dutch pronunciation of these particular words (and possibly 
transfer it from another language), rather than revealing a problem articulating this phoneme. 
If this is correct, this error is likely to disappear naturally once the speaker becomes more 
familiar with these loan words. In addition, this fricative is very infrequent in normal Dutch, 
in which it represents 0.05% of consonants (based on the Library for the Blind/Blinde 
Biliotheek and Netherlands National News Agency/Algemeen Nederlands Persbureau [ANP] 
databases from the Spoken Dutch Corpus/Corpus Gesproken Nederlands [CGN], see Oostdijk 
2002). In the phonetically rich sentences used for this study, it represents 1% of the 
consonants because it was a requirement of our analysis to study all the Dutch phonemes 
within a relatively small sample of speech. It follows that this particular deletion may be 
much less frequent in more spontaneous Dutch. The schwa is also frequently (37% of the 
incorrect realizations) substituted by // and /e()/ when the phoneme is represented by the 
grapheme e. It seems plausible that part of these errors may be due to the inability of some 
non-native speakers to apply vowel reduction rules, since the schwa is the sound to which full 
vowels can be reduced in unstressed position in Dutch, especially /e/ (Booij 1999: 20, 133), 
and since this problem was observed in other studies on Germanic languages (e.g. Flege and 
Bohn 1989). However, close examination of the cases in which illegal substitutions take place 
reveals a different phenomenon, namely interference from the orthographic level. This 
problem, however, may occur only sporadically in spontaneous speech9 (see Sections 4.3.1. 
and 4.3.2.), thus reducing the weight of this error for our list.  
In contrast, //, /a/, // and /y/ are mainly substituted by legitimate phonemes of the 
Dutch language, potentially leading to serious communication problems whenever the context 
does not contribute to disambiguating the meaning of the utterance. The case of //-/a/ seems 
to be bidirectional, in the sense that the two phonemes are often confused. The diphthongs and 
the /ø:/ lead to substitutions with several different (neighbouring) sounds. 
For the consonants, we identified five phonemes that seem to be problematic for most of 
the speakers: /r/, /t/, /x/, //, and /h/. Problems with /r/ were identified for 8 of the 11 L1 
groups, indicating that most groups could benefit from additional training with this phoneme. 
However, most of the errors are produced by the Chinese/Japanese speakers—responsible for 
most of the deletions and /l/ substitutions—and by the German group—with various 
vocalizations of /r/ in postvocalic position. Moreover, this sound has different realizations in 
 chapter 3 _________________________________________________________________________ 
 46
native Dutch, too. It is realized as uvular approximant [] (the most common variant in 
today’s standard Dutch, according to Vieregge and Broeders 1993), as alveolar flap [], uvular 
fricative [], or uvular roll [], depending on its position as well as on individual and regional 
variation (Booij 1999: 8, Van de Velde and van Hout 2001). The relative importance of this 
error within the list obtained could thus be scaled down. 
The plosive /t/ is mainly deleted in word-final position, especially in consonant-clusters 
such as those in the words belooft [bloft] ‘(he) promises’—and gelokt [lkt] ‘lured’. 
These deletions seem to be due to assimilation processes across word boundaries, which do 
not generally represent legal processes of Dutch connected speech. They may also be 
motivated by a problem in the realization of this consonant in coda consonant clusters (Tarone 
1980, Lin 2001), rather than with the articulation of this plosive. It is also true that these 
errors occur in read speech, which may display peculiar phenomena such as the anticipation 
of certain sounds leading to the deletion or the assimilation of preceding sounds. Furthermore, 
/t/ deletion is quite common in some Dutch dialects (Goeman 1999) and is a typical process 
of fast speech in standard Dutch (Booij 1999). A few deletions found in our database (e.g. in 
the word niet [nit]—‘not’) represent processes of Standard Dutch too. However, the deletion 
of word-final /t/ might seriously compromise the grammaticality of an utterance, and possibly 
its comprehensibility, because word-final /t/ has a morphological function in Dutch verbs. 
More precisely, it marks (singular second and third) person number in Dutch present tense 
verbs, as in the belooft [bloft] example, while its absence can indicate (present tense) first 
person number as in beloof [blof], ‘(I) promise’. It can also signal mood and tense, as in the 
contrast [bloft]/[blof]—‘promised’ (past participle) or ‘promise’ (present imperative). In 
contrast, the reason why this plosive is sometimes replaced by its voiced counterpart /d/ 
seems to be an orthographic confusion in 10 out of 17 cases, all occurring in the word hard—
‘hard’ [hrt]—pronounced as [hrd]. It cannot be excluded, though, that some of these 
substitutions stem from factors such as resyllabification induced by the reading task, for 
instance resulting in hard als—‘as strong as’—being pronounced as [hr | dls] rather 
than [hrt | ls], or an L1 preference for open syllables. For the remaining cases, however, no 
systematic pattern emerges and no phonological process in Dutch justifies the various 
realizations found. In consideration of the fact that the phoneme seems to be problematic 
across all L1 groups and that a number of /t/ deletions found are not licit and may hamper 
communication, we believe that the realization of /t/ should be considered in our provisional 
list. However, we should only focus on the realization of this phoneme in word-final position 
or within coda consonant clusters.  
A much more straightforward case is represented by the velar/uvular fricative /x/, long a 
famous Dutch shibboleth found in relatively few languages in the world (Maddieson 1984). 
Addressing it within pronunciation training will, therefore, not only help learners to 
communicate more effectively, it will probably help them to ‘sound more Dutch’ too. The 
problem concerning the semiconsonant // , by contrast, may be less serious because the [u] 
(or more precisely [] or [w]) realization is found in some national (Brabants) and 
international (Suriname) varieties of Dutch (Rietveld and Van Heuven 1997, Booij 1999). The 
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number of speakers of these varieties is relatively high in the Netherlands, and this accent is, 
therefore, well-known to Dutch people. So, this realization may be perceived as striking and 
reveal some non-standard Dutch accent, but it does not seem likely to lead to communication 
problems. Therefore, it does not seem necessary to include this error among priority errors. 
Doubts arise also with respect to the priority that should be given to the glottal fricative /h/, 
because the errors relative to this phoneme only appeared in 6 of the 11 L1 groups considered 
here. It may nevertheless be useful to target specifically the /h/-/x/ substitution since it may 
help to develop a better representation and production of the latter fricative.  
To conclude our analysis, let us consider the illegal insertions. The fact that many 
schwas are inserted in post-consonantal, word- and syllable-final position may be explained 
by syllabic factors, i.e. by a universal tendency towards a simple CV syllable structure 
(documented in other studies, e.g. Tarone 1980,10 Eckman 1981, Carlisle 1991), contrasting 
with the variation in the Dutch syllabic repertoire (Booij 1999). At the same time, this factor 
may coincide with a difficulty in pronouncing consonant clusters: as already mentioned, 
Dutch syllables can contain uncommon consonant clusters of up to three consonants in initial 
position and four in final position, the pronunciation of which requires a certain degree of 
articulatory effort. Problems in the production of L2 consonant clusters resulting in medial 
vowel epenthesis have often been observed (Broselow 1983, Hancin-Bhatt and Bhatt 1998, 
Davidson et al. 2004), especially within formal tasks without linguistic context, such as list 
reading (Major 1987, Weinberger 1987, Lin 2001). The picture is complicated by the fact that 
schwa epenthesis does occur in Dutch, but only in non-homorganic, coda consonant clusters, 
on the basis of (optional) rules governed by speech style (Kuijpers et al. 1996, Booij 1999, 
Swerts et al. 2001), adding up to the possible confusion in the learner’s representation of the 
Dutch syllable structure. While some of the articulatory difficulties involved in pronouncing 
Dutch consonant clusters may disappear with the acquisition of a certain degree of skill, thus 
naturally alleviating the problem of schwa epenthesis, schwa epenthesis can seriously disrupt 
the stress pattern of a word or sentence by creating new syllables and modifying existing 
ones. This, in turn, can compromise the communication flow since stress patterns play a 
crucial role in the listener’s recognition of words (Cutler 1984). Consequently, schwa 
epenthesis should be included in our inventory of priority errors.  
With respect to the glottal fricative /h/, we observed that 40% of the insertions occur at 
the beginning of the word het (the Dutch definite article and pronoun for neuter nouns). This 
word, normally pronounced [t], has a marked variant which is pronounced as [ht], i.e. with 
initial /h/. However, this variant was not included in the stimuli for this database. Therefore, 
this error seems to pertain more to the lexical level, rather than to pronunciation training, and 
should be omitted from our list. Finally, a number of illegal insertions of [], /x/ and /k/ were 
observed after the velar nasal //11 as in [bexn]/[bexxn]/[bexkn] instead of 
[bexn] for bewegingen, ‘movements’. Since this phoneme is represented in Dutch by 
the grapheme sequence ng, it is possible that most of these insertions originate from 
orthographic interference. Support for this hypothesis comes from the fact that this sound is 
found in many languages, but it often represents an allophone of /n/ before the velar stops [] 
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and /k/ (Greenberg 1978), rather than an independent phoneme. While the problem is 
considerable in terms of the overall frequency of errors it generates, we must point out that it 
does not occur in the Chinese/Japanese, the English, or the Swedish/Norwegian groups, and it 
is present only to a limited extent in the production of the Polish/Russian and German 
speakers. Consequently, targeting this problem is likely to benefit only a limited group of 
learners. As a compromise, we may include it in our inventory, while assigning it very low 
priority. 
 
3.4. Conclusions of Study 1 
In this study, we analysed annotations of perceptually salient pronunciation errors in the 
Dutch of adult non-native speakers with different L1s. On the basis of this analysis, we have 
produced a list of target phonemes that should receive priority in pronunciation training. For 
the vowels, which are more problematic, the following phonemes, listed according to their 
priority, should be addressed first because they are frequently mispronounced by learners of 
many L1s and might hamper communication: for the monophthongs //, /a/, //, /y/, /ø/, and 
//, and for the diphthongs /œy/ and /i/. For the consonants, /x/ and, to a lesser degree, /t/ 
should be addressed by focussing on the context in which they occur, while targeting /r/ and 
// may only be relevant for a limited number of learners. Since the speakers involved in this 
study had been living in the Netherlands and had received a certain degree of instruction in 
Dutch, we can hypothesize that the errors identified also represent problems that persist over 
time and that are resistant to (a certain amount of) instruction. This hypothesis needs 
nevertheless to be confirmed by data in which these two factors are studied more 
systematically. 
Another important issue should be considered at this point. The data just described stem 
from an analysis of read speech, which has sometimes been criticized for several reasons as 
an artificial basis for assessing pronunciation quality. Firstly, pronunciation elicited with a 
formal reading task has been shown to result in different types of speech errors and in greater 
segmental accuracy with respect to more spontaneous oral tasks, since the cognitive load is 
low when the learner is simply focusing on the form rather than on the content (Dickerson 
1975, Lin 2001, Cucchiarini et al. 2002). The oral production thus obtained would not truly 
reflect the actual production of a learner engaged in a real-life speaking task. In addition, 
recent findings (Lin 2001) seem to indicate that specific reading tasks with different units of 
elicitation and analysis—such as word lists as opposed to passages, and singleton consonants 
versus consonant clusters, respectively—may result in different pronunciation error patterns.12 
Reading a list may also result in a distorted prosodic pattern, potentially affecting the quality 
of some phonemes as well. Moreover, read speech may be influenced by orthography to a 
larger degree than spontaneous speech (Young-Scholten 1997), and this influence is likely to 
differ among readers of different writing systems, i.e. with a different phonemic awareness 
(Bassetti 2006). Finally, the way in which phonetically rich sentences are constructed, in 
particular the requirement to include infrequent phonemes within a relatively small portion of 
speech, makes it to some degree artificial. Consequently, to achieve greater robustness in our 
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selection and to confirm some of the hypotheses that we advanced on the actual occurrence of 
certain errors, an analysis of spontaneous speech is desirable.  
 
4. Study 2: SL-xtmp 
 
4.1. Goal 
The goal of this study was to obtain an inventory of errors that are made by learners of Dutch 
in a spontaneous speaking context and that meet the criteria indicated in 3.2.3. To obtain the 
inventory, auditory analyses were carried out and the errors annotated were examined 
following a procedure closely resembling the one described in Study 1.  
 
4.2. Method 
4.2.1. Speakers The speakers in this study were 43 learners of Dutch representing a 
subgroup of 60 immigrants who took part in a test of Dutch L2 proficiency. This test, known 
as Profieltoets, is normally administered to immigrants who have followed 500 to 600 hours 
of a Dutch language course, in compliance with the immigration regulations of the 
Netherlands. The speakers involved in this study originally served as subjects for an 
experiment aimed at investigating automatic pronunciation assessment for L2 learners of 
Dutch (Cucchiarini et al. 2002). Because of the context within which the speech was 
collected, where protection of the candidates’ privacy was essential, the only explicit 
information provided to the authors about these subjects is their level of proficiency (low-
proficiency and intermediate). However, this database was chosen for its ecological validity 
since it contains an authentic sample of speech produced by real learners of Dutch that had to 
be officially evaluated for its quality. The subjects were selected by employees of the institute 
(CITOgroep) where the test was developed in order to provide variety with respect to gender, 
mother tongue, and proficiency level. For the analysis described in this study, 23 speakers at 
the low-proficiency level and 20 speakers at the intermediate level were selected semi-
randomly.  
 
4.2.2. Material The database used in this study consists of extemporaneous speech. This 
type of material was chosen to compensate the shortcomings of Study 1. The test used to elicit 
the speech fragments contained in the SL-xtmp database was a speaking test from the 1998 
Profieltoets. For this test, the candidates had to answer a number of questions that differed for 
the two proficiency levels. For the low-proficiency speakers, eight so-called short tasks were 
selected in which the candidates were required to answer simple novel questions such as “You 
want to buy a Dutch dictionary. You go to a bookshop, but you see seven different 
dictionaries. What can you ask to the shop assistant?” Their answers had an average duration 
of 15 seconds. The eight questions selected for the intermediate group were cognitively more 
demanding and resulted in answers of approximately 30 seconds in which the candidate had 
to make a choice and motivate it. As a result, more speech data were available for the 
intermediate speakers. In the absence of any information on the amount of exposure the 
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speakers had to Dutch, we assumed that the errors made by intermediate speakers would be 
more representative of persistent errors. Consequently, having more speech of intermediate 
speakers was considered to be a positive fact since it made the database more representative 
of “persistent” errors, in accordance with criterion 4.  
The advantages of extemporaneous speech should be clear from the discussion in 
Section 3.4. The task in the Profieltoets speaking test, in particular, specifically requires the 
candidates to pretend to speak as if in an everyday-life situation: this ensures even greater 
realism in the speech, making the latter more likely to reflect errors made in real-life 
situations. However, this type of material is characterized by heterogeneity. In this specific 
case, the fragments differ both in length and content for each item, also making the type and 
amount of phonemes vary by speaker across individual items.  
Two more characteristics of this material deserve mention here. First, the test was 
administered in a language laboratory to several subjects at the same time; therefore, the 
recording conditions were rather adverse, with a good deal of background speech. Second, 
probably because some speakers experienced some degree of anxiety, which is known to 
occur frequently during tests and especially while carrying out oral tasks in the L2 (Horwitz et 
al. 1986, MacIntyre and Gardner 1991, 1994), many false starts and hesitations were 
produced, especially among the low-proficiency speakers. Some candidates also spoke rather 
softly and did not articulate the sounds clearly, making some recordings difficult to 
understand and a few close to incomprehensible. For this reason, 17 of the utterances 
produced by the low-proficiency speakers, and 8 of the utterances produced by the 
intermediate speakers, plus one speaker altogether were eliminated from the original set. 
Measures were also taken to ensure that the poor quality of some of the remaining recordings 
would not affect the results of our analyses (see Section 4.2.3.).  
 
4.2.3. Procedure The procedure used in this study closely resembles the one adopted in Study 
1: it was guided by the criteria sketched in Section 3.2.3. and it consisted in initial auditory 
analyses, followed by a two-step analysis of the annotations. The 319 fragments selected 
were, thus, first analysed auditorily by ANN and annotations of the most salient deviations 
from the Dutch canonical pronunciation were made on the basis of criterion 1. This time, 
however, an additional criterion, “the error should be clearly audible”, was adopted, because 
of the poor acoustic conditions of a considerable number of recordings. In other words, only 
clearly audible errors were edited, while doubtful cases were ignored, thus counting as 
correct. While this approach means that more errors could actually be present in the 
recordings than in the annotations, such a conservative criterion seemed more appropriate for 
the purpose of the study: the risk of overlooking a few errors appeared wiser than counting 
errors not actually produced.  
Once again, the analyses of the annotations were both quantitative and qualitative, and 
resulted in a final list of frequent and persistent errors that might hamper communication. 
However, these analyses differed slightly from those of Study 1 on account of the differences 
in the material and the speakers of SL-xtmp. First of all, the fact that we were dealing with 
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semi-spontaneous speech and with adult learners meant that we might have to reckon with 
instances of avoidance, i.e. the phenomenon whereby learners avoid producing difficult 
structures for fear of making a mistake (Schachter 1974, Onwuegbuzie et al. 1999), as 
hypothesized by Piske et al. (2001). If some target phonemes are regularly avoided, possibly 
as a result of lexical avoidance, certain errors may be overlooked just because they are not in 
the data, while the reason for their absence may lie exactly in the difficulty of producing the 
target phoneme. For this purpose, we first ran a check on the completeness of our data, by 
comparing the frequencies of the target phonemes in SL-xtmp with the frequencies in 
databases of spoken Dutch, which contain a total of 3.7 million sounds (Blinde bibliotheek 
and ANP from the CGN-Oostdijk 2002-and read speech from the Institute of Phonetic 
Sciences/Instituut voor Fonetiek Amsterdam [IFA] database-Van Son et al. 2001). Second, 
since we had no information on the specific L1s in the databases, we could not draw 
inferences about L1-specific errors, and thus only examined overall error trends across all 
speakers. However, we did have information on the proficiency level of the speakers, which 
we used to focus our analysis primarily on persistent errors. As indicated in 3.2.3., we 
assumed that errors produced by the more proficient group would be representative of 
persistent errors.  
 
4.3. Results 
4.3.1. Annotations: quantitative analysis First of all, when we checked the completeness of 
the speech data in terms of target phonemes, we could not discern any clear cases of 
avoidance in either proficiency group: the target phonemes produced by low-proficiency 
beginner and intermediate speakers show similar frequencies to those found in a large 
database of spoken Dutch. 
We then started exploring our data by looking at the number of errors annotated for the 
two proficiency groups. As explained, more material was available for the intermediate 
speakers as a result of the different task and proficiency of this group. It is, therefore, not 
surprising that, in absolute terms, these speakers produced twice as many errors (n = 370) as 
the low-proficiency speakers (n = 185). These numbers are probably also an indirect 
consequence of the additional criterion that was adopted in the annotation of this database: 
since the more proficient speakers generally articulated more clearly than the low-proficiency 
speakers, it was easier for the annotator to hear pronunciation errors in their speech and to 
annotate the errors as such. However, the percentages of errors (relative to all phonemes) 
identified for each group are equal (each 2.3% of all the target phonemes). Moreover, a bias 
towards the more proficient speakers would indirectly enable us to meet criterion 4. 
Consequently, in the remainder of these analyses, we consider the error behaviour displayed 
by all the speakers. 
A first, global examination of the errors indicated that vowels (n = 9,458), representing 
39% of the target phonemes, are much more frequently mispronounced (n = 354, 4% of all 
vowels) than consonants (n = 139, 1% of all consonants). In this respect, it is worth 
mentioning the extreme difference in the error patterns displayed by the two proficiency 
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groups: for the low-proficiency speakers, the number of mispronounced consonants (n = 75, 
46.6% of all mispronounced phonemes) almost equals that of the mispronounced vowels (n = 
86, 53.4%), while the ratio for the intermediate speakers is 64/268 (19.3%/80.7%).  
 
Table 6a: Most frequently mispronounced vowels and corresponding most frequent realizations 
(overall). 
TV # MIS  % of MIS V Real # Real 
// 31 
[a] 7 /a/ 47 13.3 
[] 6 
/y/ 43 12.1 /u/ 38 
[a] 25 
// 37 10.5 
/a/ 8 
/œy/ 29 8.2 /u/ 27 
[ei] 17 
/i/ 29 8.2 
[e]-/e/ 8 
[o] 10 
/o/ 4 // 28 7.9 
// 4 
// 24 6.8 [e] 17 
/i/ 24 6.8 // 19 
// 20 5.6 /u/ 18 
Total 281 79.4   
 
 
Table 6b: Most frequently mispronounced consonants and corresponding most frequent realizations 
(overall).  
 
TC # MIS % of MIS C Real # Real 
/k/ 25 
[] 9 /x/ 52 37.4 
/h/ 7 
/s/ 25 18 [] 17 
/h/ 16 11.7 /x/ 15 
Total 93 66.9   
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Table 7: Most frequent illegal insertions and relative context. 
INS # INS % OF INS CONTEXT 
// 24 38.7 
16 post-consonantal, word-/syllable final, 7 within consonant 
clusters 
[] 13 21 13 after // 
Total 37 59.7  
 
Table 6a and Table 6b present an overview of the specific vowel and consonant errors 
and their corresponding realizations for all the speakers in this database. For the vowels, we 
selected the nine most frequently mispronounced vowel phonemes, representing 79% of the 
mispronounced vowels and 57% of all the mispronounced phonemes. For the consonants, we 
selected the three most frequent errors, representing 67% of the mispronounced consonants 
and 18% of all the mispronounced phonemes. 
As indicated in Study 1, another source of information on problems with Dutch sounds 
is illegal insertions. The results for the most frequent insertions, and the contexts in which 
they occur, are indicated in Table 7. 
As the table shows, the most frequent illegal insertion is that of schwa, which appears in 
word- or syllable-final position after a consonant and within consonant clusters. The insertion 
of the voiced plosive [] only occurs after the velar nasal //, either in syllable- or word-final 
position, indicating a systematic problem with the velar nasal phoneme.  
 
4.3.2. Annotations: qualitative analysis The overall results show that vowels tend to be 
mispronounced much more frequently than consonants, in agreement with the data available 
in the literature. A further check of this trend in the two proficiency groups indicates that the 
percentage of mispronounced consonants slightly decreases as a function of proficiency level, 
whereas the percentage of erroneous vowels doubles.  
The interpretation of the specific errors identified for vowels is quite straightforward, 
and since it broadly coincides with the results from Study 1, it need not be repeated here. On 
the whole, many vowels are confused with sounds that are similar from a phonetic and 
phonological point of view, but differ both in quantity and quality. In line with our hypothesis 
(Sections 3.3.3. and 3.4.), the errors relative to // are so infrequent in this database that they 
do not even appear in Table 6a.  
With respect to consonants, we observe that the uvular/velar fricative /x/ is the most 
frequently mispronounced phoneme, and it displays exactly the same realizations found in 
Study 1. Moreover, a closer examination of the context in which /s/ is mispronounced reveals 
that 50% of the [] realizations are in fact a substitution of the entire consonant cluster [sx], 
represented by the graphemes sch, and that they mainly occur in word-initial position. This 
may indicate, once more, a difficulty with the fricative /x/, rather than with the /s/, or at any 
rate with these sounds in combination because they require a shift from an alveolar (coronal) 
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to a velar/uvular (high). Another fricative, the glottal /h/, appears in the list of most frequent 
errors and is erroneously realized as /x/ in initial position, either confirming a tendency to 
confuse /h/ and /x/, possibly as a consequence of interference from the L1, or indicating a 
form of hypercorrection with respect to the velar/uvular fricative. Finally, a review of the 
illegal insertions detected in this database reveals no new trends with respect to Study 1.  
 
4.4. Conclusions of Study 2 
In this study, we obtained a list of perceptually salient, frequent, and persistent errors made by 
learners with different L1s that are likely to be produced in spontaneous speech. This list can, 
in fact, be considered to be underrepresentative because of the restrictive criterion applied in 
the annotation, according to which only “clearly audible” errors were annotated. However, 
this list shows some clear trends that broadly validate the data available in the literature and in 
Study 1. For the vowels, which pose more problems than consonants in the long term, the 
following phonemes, ranked according to their priority, should be addressed first of all: for 
the monophthongs /a/-//, /y/-//, //, //, and /i/, and for the diphthongs /œy/ and /i/. On the 
basis of the types of substitutions observed, we can hypothesize that a pronunciation training 
programme that contrastively addresses pairs of confusable vowels, such as /a/-// and /y/-// 
may turn out to be particularly effective and efficient in that it may solve two problems 
simultaneously. For the consonants, /x/ should be addressed and contrasted to the other 
(clusters containing) fricatives such as /h/ and [sx], given the confusion observed in the 
realization of these sounds. The characteristics of the subjects and the material used in this 
study give us reason to believe that these errors are those that typically persist over a certain 
amount of time and instruction in Dutch. However, this hypothesis needs to be confirmed by 
data in which time and instruction are studied more systematically. Within the framework of a 
cross-sectional study as this one, an FL teaching context would seem the appropriate 
environment for this purpose because, in this case, both factors can be controlled more easily: 
they tend to coincide and to be restricted to the learning environment.  
 
5. Study 3: FL-read 
 
5.1. Goal 
The purpose of this study is twofold: to obtain an inventory of pronunciation errors made by a 
group of SL learners of Dutch that meet the criteria indicated in 3.2.3. and to gain insight into 
error behaviour across several years of instruction and exposure to Dutch. The latter goal has 
to do with the fact that the FL learning context makes it possible to more easily quantify and 
control the amount of instruction and exposure to the FL. It should be pointed out, however, 
that the study described here is not a longitudinal study: it examines the oral production of 
different speakers at various levels at one point in time. Annotations of Dutch (FL) errors 
from a database of read speech were made and analysed.  
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5.2. Method 
5.2.1. Speakers The speakers involved in this study were 20 Italian students aged 19 to 25 
attending a Dutch course at the School for Interpreters and Translators (SSLMIT) of the 
University of Trieste (Italy). The choice of Italian students was mainly dictated by pragmatic 
reasons: given the difficulty of collecting a database of FL-Dutch in several countries, we 
chose one language and one specific group of subjects for which we knew we could collect a 
reasonably balanced database that would be likely to yield a conservative list of errors (for 
reasons that are explained later). Moreover, Italian is an Indo-European language, like Dutch, 
but it belongs to a different branch. The students were selected across five years of instruction 
to obtain a sample that would be as homogeneous as possible (see Table 8).  
All the subjects were Italian native speakers who started studying Dutch at university 
after the age of 18, and who were already highly proficient in at least another second 
language, either English or German. Foreign language proficiency either in English, German, 
or French was a requirement for all Italian native speakers who enrolled at the university, and 
was measured with an admission test on listening and writing skills. All of the students had 
followed at least 150 hours of lessons in Dutch during their first year and had spent from 0 to 
8 months in a Dutch-speaking country. In the first two years, the students shared a number of 
courses meant to introduce them to both interpreting and translating, while the students in the 
following years were specializing in one of those lines of study. This distinction was used to 
pool subjects into two main proficiency groups for part of the analyses reported on here: 
Group A included the students from the first two years, while group B included the students 
from the three last years (see Table 8).  
To interpret the results of this study correctly, a few more characteristics of these 
subjects should be mentioned. They all had some degree of talent for FL learning and a strong 
motivation for learning Dutch.13 They were facilitated in learning Dutch, at least initially, by 
the fact that they already spoke English, German, or both fluently. Moreover, they were being 
trained to become professional translators or interpreters, i.e. to achieve a high level of FL 
proficiency at the end of their studies (although the emphasis of the Dutch course lay 
primarily in receptive rather than productive skills). Finally, they all expressed a desire to 
improve their pronunciation in Dutch, though they considered grammatical accuracy more 
important. On account of these characteristics, we can reasonably assume that the errors 
identified for this sample represent an underestimate of a more representative sample of FL 
learners with the same or a similar language background, both in terms of the quantity of 
errors produced and their persistence over time. In other words, the error pattern displayed by 
these subjects in spoken Dutch can be considered rather conservative.  
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Table 8: Distribution of the Italian subjects across the variables years of instruction (yrs), broad 
proficiency group (Broad PG), gender (M=male, F=female), and time spent in a Dutch-speaking 
country.  
#yrs Broad PG #M #F Total months.weeks in Dutch-speaking country 
1 2 2 4 0.0 – 0.3 
2 
A (low) 
2 2 4 1.2 – 2.0 
3 1 3 4 1.0 – 3.1 
4 0 4 4 3.0 – 6.0 
5* 
B (high) 
0 4 4 2.0 – 8.0 
* The fifth year is indicated with an asterisk, because the courses officially lasted four years, but the 
students who did not complete their exams within four years generally continued following courses or 
practising at the university.  
 
5.2.2. Material For this study, the same elicitation material was used as in the SL-read 
study, i.e. phonetically rich sentences to be read aloud after optional rehearsal sessions. 
Originally, recordings were also made of semi-spontaneous speech consisting of a description 
of five pictures representing everyday scenes and objects, but this task turned out to be too 
problematic for these subjects. Therefore, the material obtained in this way was discarded 
from the study.14 The recordings we used were made in an office of the SSLMIT building, 
and were conducted under the supervision of an investigator who explained the meaning of 
certain words beforehand, if required, to avoid production problems resulting from possible 
comprehension problems. For the annotations, two sets of sentences were selected, for a total 
of 200 sentences (see Section 5.2.3.).  
 
5.2.3. Procedure The procedure we adopted here followed the criteria outlined in 3.2.3. with 
the obvious exception of criterion 3 (common across speakers of various L1s), and consisted 
in obtaining annotations by means of auditory analyses, followed by a further examination of 
the errors found. However, some differences with respect to Study 1 and Study 2 deserve 
mention. In this case, five phoneticians annotated the material during several sessions by 
means of a consensus procedure. In other words, during each session at least two phoneticians 
were present, who would annotate only those errors that they both considered perceptually 
salient and potentially hindering to communication. This consensus procedure generally 
results in more objective transcriptions (Shriberg et al. 1984), but has the disadvantage of 
higher costs since it involves more experts. To counterbalance this effect, it was decided to 
limit the amount of speech to be annotated.  
In accordance with the double goal of this study, quantitative and qualitative analyses 
were conducted to study whether and how error behaviour changes as a function of 
augmented instruction and exposure to the FL, as well as to retain “persistent” errors for our 
final inventory. In the previous studies, the latter was ensured by the fact that more material 
was available for the more proficient groups, either through a higher number of speakers in 
that group (Study 1) or as an indirect consequence of the elicitation task (Study 2). In this 
___________________________________________________________ selecting segmental errors  
 57
case, the speakers were perfectly balanced with respect to the number of years of instruction 
and amount of speech produced. Moreover, the students within the same year of instruction 
had spent a similar amount of time in a Dutch speaking country. Consequently, we first of all 
exploited this characteristic by examining global trends in error behaviour at each year of 
instruction. We subsequently merged the speakers in these groups into the two broad 
proficiency groups A and B (see Table 8) and we compiled lists of frequent vowel and 
consonant errors for each group, following the procedure used in Study 1 and Study 2. We did 
this to highlight the contrasts owing to the relatively small size of our sample and to the 
similarities among the students in these two groups. For the final inventory, following a 
qualitative analysis of the raw data and in line with criterion 4, we considered only the results 
obtained for the more proficient students (group B in Table 8).  
 
5.3. Results  
5.3.1. Annotations: quantitative analysis As can be seen in Table 9, the number of errors 
decreases as a function of instruction time. Further analyses of error behaviour in the 
individual groups revealed a strong negative correlation between years of instruction and 
number of errors—represented as the sum of illegal insertions and erroneous consonants and 
vowels per year of instruction−(r = -0.91 p<0.05). It appears that the number of pronunciation 
errors decreases as a result of instruction, or more generally as a result of the amount of 
exposure to the Dutch language. Vowels are much more frequently mispronounced than 
consonants, and this disparity increases as the years of instruction increase. As Table 9 and 
Figure 2 show, the number of erroneous consonants decreases considerably (by 85%) from 
the first to the fifth year, whereas the rate of erroneous vowels is merely halved. To confirm 
this result is a significant, negative correlation between years of instruction and number of 
consonant errors (r = -0.75, p<0.01), based on the data available per speaker. The correlation 
between years of instruction and number of vowel errors is also significantly negative, but 
less strong (r = -0.61, p<0.01), thus confirming that this type of errors does not decrease as 
linearly as consonants as a function of increased instruction/exposure to Dutch.15 
 
Table 9: Raw counts and relative frequency (with respect to the same type of target sound) of 
occurrence of errors (consonants, vowels, and insertions) in each year-of-instruction group. 
Errors # years 
 1 2 3 4 5* 
 # % # % # % # % # % 
C 34 3 28 2.6 17 1.6 18 1.7 6 0.6 
V 100 13.2 80 10.9 80 10.9 81 11.1 50 6.8 
INS 39  22  23  16  5  
Total 145  130  120  115  61  
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To more clearly discern differences in error behaviour patterns across several years of 
exposure to the target language, we compiled lists of the most frequent errors in Group A and 
Group B and subsequently compared them. An initial examination indicates that vowels 
remain much more problematic than consonants: 211 vowels were mispronounced by Group 
B, versus only 41 consonants, while the ratio of vowels to consonants in the target set of 
phonemes was 1,987/3,214 (38%/62%). 
The most frequent vowel errors, making up for approximately 78% of the vowels that 
were mispronounced, are listed in Table 10a (Group A) and Table 10b (Group B); the most 
frequently mispronounced consonants are listed in Table 11a and Table 11b, while insertions 
are presented in tables 12a and 12b.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2: Percentages (top) and counts (bottom) of vowel and consonant errors for each instruction 
year. The percentages represent the portion of errors relative to the same type of phoneme. 
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Table 10a: Most frequently mispronounced vowels and corresponding most frequent realizations for 
the lower proficiency group (group A). 
TV # MIS % of MIS V Real # Real 
[e]-/e/ 25 
// 36 20 
Deleted 8 
/i/ 27 15 [ei] 27 
/u/ 12 
/œy/ 20 11.1 
[I] 4 
// 20 11.1 [a]-/a/ 19 
/y/ 9 
// 18 10 
/u/ 6 
// 12 6.7 [e]-/e/ 8 
// 10 5.6 /i/ 10 
Total 143 79.4   
 
 
Table 10b: Most frequently mispronounced vowels and corresponding most frequent realizations for 
the higher proficiency group (group B). 
TV # MIS % of MIS V Real # Real 
[e]-/e/ 12 
Deleted 11 // 32 15.2 
// 5 
// 21 
/a/ 27 12.8 
[a] 5 
// 23 10.9 [a]-/a/ 21 
// 20 9.5 /i/ 19 
/y/ 9 
// 19 9 
/u/ 6 
// 8 
[e] 4 /e:/ 18 8.5 
// 4 
// 14 6.6 [] 7 
/œy/ 11 5.2 /u/ 4 
Total 164 77.7   
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A comparison of Table 10a and Table 10b clearly shows that the diphthong /i/ is the 
only phoneme to disappear from the list of most frequently mispronounced vowels of the 
more proficient group. In fact, /i/ can still be found in the erroneous production of that group 
(not listed in this paper), but its frequency of occurrence is so low that it can be discarded (in 
line with criterion 2). The other vowels from the list of Group A are problematic for Group B, 
too, though with different rankings. In addition, two new vowels appear among the frequent 
errors of the more proficient group, the /a/ and the /e/, which are confused with their short 
counterparts or with // and //-// respectively, as if the more advanced interlingual system 
were characterized by even more confusion.  
Consonants display quite a different trend. Initially many consonants are 
mispronounced with similar frequencies (see Table 11a). Later on, the number of 
mispronounced consonants decreases, until only a few instances worth considering remain 
(see Table 11b). The specific realizations of those phonemes will be examined in the 
qualitative analysis.  
 
Table 11a: Most frequently mispronounced consonants and corresponding most frequent realizations 
for the lower proficiency group (group A). 
TC # MIS % of MIS C Real # Real 
Deleted 15 
/h/ 19 30.6 
/x/ 4 
/r/ 8 12.9 Deleted 5 
/d/ 5 8.1 /t/ 4 
/n/ 5 8.1 Deleted 5 
/t/ 5 8.1 Deleted 5 
/υ/ 5 8.1 /f/ 5 
/x/ 5 8.1 [] 6 
Total 52 83.9   
 
Table 11b: Most frequently mispronounced consonants and corresponding most frequent realizations 
for the higher proficiency group (group B). 
TC # MIS % of MIS C Real # Real 
/h/ 10 24.4 Deleted 5 
/d/ 9 22 /t/ 9 
/x/ 8 19.5 [] 6 
Total 27 65.9   
 
___________________________________________________________ selecting segmental errors  
 61
Table 12a: Most frequent illegal insertions and the context in which they occur for the lower 
proficiency group (group A). 
INS # INS % of INS Context 
// 34 55.7 34 post-consonantal, word final 
/t/ 8 13.1 5 after ambysyllabic /t/ (no degemination applied) 
/b/ 4 6.6 4 after ambysyllabic /b/ (no degemination applied) 
/x/ 4 6.6 4 after // 
Total 50 82  
 
Table 12b: Most frequent illegal insertions and the context in which they occur for the higher 
proficiency group (group B). 
INS # INS % of INS Context 
// 20 45.5 19 post-consonantal, word final 
[] 11 25 11 after // 
/t/ 10 22.7 8 after ambisyllabic /t/ (no degemination applied) 
Total 105 93.2  
 
The number of illegal insertions in the more proficient group decreases, though the 
errors identified are similar in the two groups. 
 
5.3.2. Annotations: qualitative analysis The results obtained on the basis of the annotations 
of FL-read show that, despite the limited attention devoted to pronunciation training within 
the subjects’ Dutch curriculum, the Italian speakers in this study tend to produce fewer errors 
as a function of increased instruction time/exposure to the target language. They also produce 
more errors in vowels than consonants, a trend that becomes more accentuated as exposure to 
Dutch increases. These data, which are in concordance with the findings from SL contexts, 
can be taken as an indication that, unless specific instruction is provided, vowels will remain 
problematic even after prolonged exposure to Dutch. For these subjects, in particular, this 
result is by no means surprising since Italian comprises only five to seven vowel phonemes 
(/a/, /e/, /, /i/, /o/, //, /u/) depending on the regional variety, and it does not have vowel 
duration as a distinctive feature, which explains the problems at quantitative and qualitative 
level found here (Canepari 1985, Nespor 1993, Bertinetto & Loporcaro 2005).16 With respect 
to the frequent mispronunciations of // as full vowel /e()/-//, we found that 25% of the cases 
may either be due to a failure to apply vowel reduction in the indefinite article een in the 
stimuli, or to orthographic interference, and that 50% seemed only attributable to orthographic 
interference. It thus seems that the importance of these errors in a final inventory may need to 
be adjusted, as posited in Study 1.  
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By contrast, the problems with consonants decrease dramatically, and the most 
proficient learners eventually produce very few errors. This suggests that consonants deserve 
lower priority than vowels in pronunciation training, both in terms of ranking and number of 
target phonemes. With respect to the type of errors made, we can again resort to the 
characteristics of Italian to explain them. For instance, the frequent deletion of the fricative 
/h/, which systematically occurs in word-initial, prevocalic position, is most likely attributable 
to interference from the L1 through the orthographic level. In Italian, the grapheme h in that 
position merely serves a lexical function, without actually corresponding to any real sound. 
The substitution of [] for the fricative /x/ may also result from orthographical interference, 
since it occurs only when the target sound is represented by the grapheme g. Nevertheless, 
this substitution may also arise from a genuine difficulty producing a novel phoneme not 
found in Italian. However, since 5 of these 8 substitutions occur initially in the word garage, 
it also seems plausible that the students were simply not aware of the correct pronunciation of 
this word in Dutch and may have transferred the pronunciation from Italian (or from another 
L2 they spoke such as English or French). In that case, this fricative could even be excluded 
from our final list of frequently mispronounced consonants. 
With respect to illegal insertions, we first notice a sharp drop from 39 to only 5 inserted 
sounds from the first to the fifth year of instruction, indicating that this problem may 
disappear almost completely as a result of generic instruction/exposure to the target language. 
At least 2 of the insertions produced by the more proficient group seem to be attributable to 
Italian phonology. The schwa in post-consonantal word-final position is most probably due to 
a tendency in Italian (and in most languages) to prefer open CV syllables. Similarly, the 
presence of an extra /t/ after an ambisyllabic /t/ seems to be due to a failure to apply the Dutch 
phonological degemination rule, which is understandable since Italian allows lengthening of 
consonant duration, i.e. gemination, for such orthographical representations (Bertinetto and 
Loporcaro 2005, Payne 2005). Finally, the insertion of a velar plosive after // can be 
explained, once again, by a difficulty in pronouncing this phoneme in word-final or pre-
vocalic position since [] occurs in Italian only as an allophone of /n/ before the velar plosives 
/k/ or //. Another possible source of confusion may lie in the orthography since the Dutch 
velar nasal is represented by the graphemes ng.  
 
5.4. Conclusions of Study 3 
The purpose of this study was, on the one hand, to obtain an inventory of perceptually salient, 
frequent, persistent, communication-hampering errors made by FL learners of Dutch, and on 
the other hand to determine whether and how error behaviour changes as a function of 
increased exposure to the target language. With regard to the first point, vowels were found to 
be much more problematic than consonants. The most frequent problems concerning the // 
substitutions are likely due to an effect of orthography as seen in the previous studies and 
should, therefore, receive less priority in a pronunciation-training programme. In general, it 
often happens that a certain target vowel is replaced by another phoneme or by a similar 
phone. As a consequence, it may be a good strategy to present these phonemes contrastively 
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in pronunciation training and to point learner attention to both the spectral and durational 
features that differentiate them. In particular, the following sounds should be considered: //-
/a/, //-/y,u/, /e/-//,[e], //-/i/, and /œy/-/u/ for the diphthongs. With regard to the second 
point, we identified a general trend indicating that problems with vowels are also resistant to 
prolonged exposure to the target language. The Dutch diphthongs, perhaps because they are 
not as numerous as the monophthongs, are either problematic only at the beginning (e.g. /i/) 
or become less problematic as exposure to the FL increases (see /œy/).  
Consonant errors disappear almost entirely from the production of the more proficient 
group even though the phonemic systems of Italian and Dutch display several differences with 
respect to consonants. As a matter of fact, only 3 consonants—/h/, /d/, and /x/—are 
mispronounced in the production of the students in their fifth year of instruction, yielding a 
total of 6 errors. The implication of this result for the design of an optimal pronunciation-
training programme is that consonants should receive little explicit attention. Of course, this 
conclusion is based on analyses that were biased toward identifying persistent errors, and on 
data from relatively experienced and talented language learners.  
Similarly, only 5 sounds are “illegally” inserted, thus reducing the importance of this 
pronunciation problem, too. In this case, a session on degemination and on the realization of 
the velar nasal may be sufficient to ensure that a large number of illegal insertions do not 
occur. On the other hand, avoiding schwa epenthesis in post-consonantal, word-final position 
may be more difficult to automatize for a student even when attention is paid to the prosodic 
features of the target language, because, in adult learners, the latter are known to be more 
resistant to readjustments (Hirst and Di Cristo 1998).  
 
6. Discussion and conclusions 
 
Now that separate inventories are available of perceptually salient, frequent, persistent, 
potentially communication-hampering errors made by different learners of Dutch for different 
types of speech and learning contexts (see Table 13), it is possible to compare these 
inventories to compile a final list of errors to address in pronunciation training. Specifically, 
we wish to merge the results for three groups: read speech (Study 1, SL-read) and 
extemporaneous speech (Study 2, SL-xtmp) by L2 learners of Dutch, and read speech (Study 
3, FL-read, Group B) by FL learners of Dutch. In consideration of the specificity of the 
speakers of FL-read, who were all Italian and fairly proficient speakers, we will first combine 
the former two groups, and subsequently compare the new inventory with the conclusions we 
drew for FL-read.  
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Table 13: Summative table of results from three studies. T Ph stands for Target Phoneme. Target 
phonemes between brackets were either only problematic for certain L1s or were likely an artefact of 
the elicitation task. Del indicates a deletion. 
Study 1 – SL-read Study 2 – SL-xtmp Study 3 – FL-read 
T Ph Realized as T Ph Realized as T Ph Realized as 
// [a], /a/ /a:/ //, [a], [] // [a], /a/ 
/a/ //, [] // [a], /a/ /a/ //, [a] 
// /u/, /y/ /y/ /u/ // /y/, /u/ 
/y/ /u/ // /u/ /e:/ //, //, [e] 
/ø/ /u/, /o/, /y/ // [o], /o/, // // [] 
// Del, [e], /e/, // // [e] // /i/ 
  /i/ // (//) [e], /e/, //,Del 
/œy/ /u/, [i] /œy/ /u/ /œy/ /u/ 
/i/ [ei], [i], [ai] /i/ [ei], [e], /e/   
/x/ [], /h/, /k/ /x/ /k/, /h/, [] /h/ Del 
/t/ Del, /d/   /d/ /t/ 
(/r/) Del, [], /l/   /x/ [] 
(//) *     
INS Context INS Context  INS Context 
// post-consonantal // post-consonantal // post-consonantal 
*[] after // [] after // [] after // 
/h/ in het   /t/  
*/x/ after //     
*/k/ after //     
 
6.1. SL inventories 
A comparison of SL-read (tables 3a/b) and SL-xtmp (tables 6a/b) immediately reveals the 
existence of numerous common trends and very few differences. Vowels remain the most 
problematic group of phonemes. They tend to be confused and to display extremely similar 
realizations in both databases. They also display similar rankings in terms of the frequency of 
occurrence. If we consider the differences, we first observe that the schwa, the most 
problematic vowel in the read-speech annotations, does not appear among the 9 most 
frequently mispronounced vowels in SL-xtmp. This lends support to the hypothesis of the 
“orthography-induced artefact”, whereby the problems found in SL-read for // may be 
largely due to orthographic interference, thus suggesting that schwa can be ranked among 
minor errors or even be eliminated from our list. Another difference is represented by the 
absence of /ø/ from the vowel errors of SL-xtmp and the slightly different frequency rank of 
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the vowel errors in the two databases. These minor discrepancies may be due to the different 
speech type and content, and thus different phonemic make-up, of the elicitation material in 
the two databases. The vowel /ø/ illustrates this point well: in the database used to verify the 
completeness of SL-xtmp (Oostdijk 2002), this phoneme represents 0.4% of the 1.4 million 
vowels; in SL-xtmp it represents 0.1%; and in SL-read, 2.3%. As explained in Section 3.3.1., 
this is a direct consequence of the phonetically rich, read sentences used here.  
Having made these considerations, if we now merge the two lists, retaining only those 
sounds which appear in both lists and taking into account the rankings and the realizations of 
the individual sounds in each list, we obtain the following ranking of problematic vowels: //, 
/œy/, /a/, /y/, /i/, //. In terms of realizations, // and /a/ are generally confused and should 
therefore be tackled together, contrastively. A similar method could be used for the phonemes 
/y/ and //, which often result in /u/, and for the diphthong /œy/, which in most cases is 
confused with /u/.  
Comparison of the consonants reveals that the uvular/velar fricative /x/ and the glottal 
fricative /h/ occur in both lists of frequent errors, displaying exactly the same erroneous 
realizations. Moreover, the two phonemes are often confused with each other, with the glottal 
fricative being sometimes realized as the velar/uvular fricative, possibly as a result of 
hypercorrection towards the latter. Examining the contexts in which /s/ is mispronounced 
(Study 2), we observe that many [] realizations are in fact substitutions for the word-initial 
consonant cluster [sx], graphically represented as sch. This may indicate, once more, a 
difficulty with the fricative /x/, rather than with the /s/, or at any rate with the articulation of 
this sequence of sounds. By contrast, the other errors found in Study 1, whose importance in a 
pronunciation-training programme already appeared questionable, do not appear in Study 2. 
This suggests that these errors may be less important for more spontaneous speech contexts 
than first thought. Therefore, if we collapse the two inventories of consonant errors, we retain 
only the fricatives /x/ and /h/, realized as /k/-[]-/h/ and /x/, respectively. 
Finally, a review of the illegal insertions in SL-xtmp again reveals strong 
commonalities with SL-read with regard to schwa and the velar stop [] after the velar nasal 
//. Other insertions found in Study 1, namely that of /k/ and /x/ after the velar nasal, do not 
appear in SL-xtmp, indicating that they may have been due to orthographical factors, as 
hypothesized. In this case then, we are left with the schwa and the [], which occur in the 
same contexts in both databases and point to a problem with the Dutch syllabic structure and 
the velar nasal //, respectively.  
 
6.2. SL+FL inventories 
When comparing this inventory with the data obtained from FL-read, and in particular with 
the data on persistent errors made by the more proficient speakers (in group B), we notice a 
considerable degree of agreement. Study 3 confirms that Dutch vowels are much more 
problematic than consonants, and that they remain so despite prolonged exposure to Dutch. 
The inventory of Study 3 also displays vowel and consonant errors (with realizations) that are 
very similar to those just selected. The insertion of the velar stop [] after the velar nasal // is 
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also found in this database. On the basis of this final comparison, we can propose that the 
inventory of errors in Table 14 be given priority in a pronunciation training programme. 
While more data from L1s other than those considered in these studies are needed to 
fully validate the robustness of this inventory, we can reasonably conclude that the list 
presented in Table 14 can provide both teachers and CAPT developers with a sound basis for 
designing efficient pronunciation training for L2 learners of Dutch with different L1s.  
Given the conservative nature of this inventory, along with the high degree of similarity 
evidenced in the three studies, we also expect it to be relevant for a large number of FL 
learners, although it may not function as efficiently as an L1-specific version. We believe that 
the procedure adopted to build this inventory can be successfully applied to other languages, 
thus benefiting the larger SL teaching and learning community. However, our inventory 
should be seen as an indication. It should not preclude the language teachers from adopting a 
different ranking of errors on the basis of specific needs. (For instance, given a large number 
of Japanese and/or Chinese and/or Korean learners within one class, a teacher could decide to 
include /r/ as target consonant even though we omitted it from our final list). Moreover, this 
inventory ought to be integrated with information on supra-segmental errors because, as we 
indicated, supra-segmentals have been shown to facilitate communication and because they 
interact with segmentals. Finally, the pedagogical value of this inventory is obviously 
dependent on the method within which it is applied. For the purpose of our research, we have 
developed a CAPT system that provides meaningful and engaging multimedia input in Dutch, 
opportunities for oral practice, and feedback on segmental quality based on automatic speech 
recognition technology. This CAPT system only provides feedback on the 11 problematic 
phonemes. An experiment conducted with immigrants learning Dutch has shown that the 
group receiving automatic feedback by means of this CAPT system made significantly larger 
improvements in segmental quality for those 11 phonemes than the group of learners who did 
not receive feeback (see Neri et al. 2006).  
 
Table14: The final inventory. 
 
 
T Ph Realized INS Context 
// /a/ 
/a/ // 
/y/ /u/ 
// /u/ 
// post-consonantal + word-/syllable final; within consonant clusters 
/œy/ /u/ 
/i/ [ei] 
/x/ /k/,[],/h/ 
/h/ /x/ 
[] after // 
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7. Notes 
 
*  The present research was supported by the Dutch Organization for Scientific Research (NWO).We 
would like to thank our colleagues at the Department of Linguistics who helped with the 
annotations.We would also like to thank A. M. Janssen-van Dieten, T. Bongaerts, I. van de 
Craats,W. H. Fletcher, and two anonymous reviewers for their comments on earlier versions of 
this paper. 
1. Throughout this paper the abbreviation L2 is used to refer to second language in general, 
irrespective of whether the L2 is taught in the country where the L2 is spoken or outside the 
country. Whenever it is necessary to make a distinction between these two contexts, the 
abbreviations SL (second language) and FL (foreign language) are used.  
2. Moyer (1999) and Bongaerts (1999, 2001) only provided indirect evidence of the effect of specific 
training on pronunciation. 
3. These factors often interact with other factors involved in communication in complex ways. For 
instance, allophonic errors seem to be more disruptive for communication in the case of listener 
familiarity with the talker (Smith 2005). A very slow non-native speaking rate is often found to be 
highly accented, possibly because it enhances error saliency, and is considered tedious because it 
slows the speech processing flow excessively. However, accelerating non-native speech can 
reduce the saliency of individual errors, but it also eliminates perceptually salient features, 
hampering the intelligibility of the whole utterance (Munro and Derwing 2001). 
4. Using single words would not yield information on errors occurring at word boundaries. Here, 
coarticulation phenomena occur, which carry important information and which, at the same time, 
are obviously difficult for L2 learners. 
5. Throughout this text the symbol of the velar fricative is used to indicate both the velar and the 
uvular (//) variant of this phoneme, as both are present in Dutch (Gussenhoven, 1999). For more 
exhaustive descriptions of the phonetic-phonological system of the Dutch language, see 
Gussenhoven (1992), Booij (1999), and Rietveld and Van Heuven (1997). 
6. The term ‘reliability’ here is used in its colloquial denotation of extent at which a source of 
information is trustworthy, sound, objective.  
7. Only rarely does ng correspond to an [x] sequence (Booij 1999:80). 
8. Although for most of these languages the lack of errors with the velar nasal might have to do with 
its presence in those languages in the same context as in Dutch or even in more marked position 
(e.g., Cantonese has syllable-initial //), problems with the realization of // were found among 
speakers of languages such as German which have // in similar contexts and with the same 
orthography with which it is represented in Dutch.  
9. A study by Young-Scholten (1997) found a strong influence of orthography on the pronunciation 
of segments in a second language test. In the same study, the author also evidenced an effect of 
orthography when learning: the orthographic representation of a word is more or less stored in the 
learner’s mind as a result of learning through the written medium, especially in the case of literate 
adult learners. Consequently, even in spontaneous speech, spelling pronunciation errors may not 
disappear entirely.  
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10. In this study, which addressed English as spoken by Chinese and Portuguese speakers, Tarone did 
discern a tendency towards a CV syllable structure, but she found that this structure was achieved 
more often by deleting a consonant than by inserting a vowel. 
11. Dutch phonological rules do allow /k/ insertions between the velar nasal // and the stop /t/ in 
words like zingt /zt/ [zkt] (Booij 1999: 137), but no such cases were listed among the errors in 
our database. 
12. Lin (2001) suggests that epenthesis may occur more often in formal situations (e.g. reading word 
lists), which require more attention to form than to content in order to make target consonants 
more audible. On the other hand, deletion (and replacement) should more frequently occur in less 
formal tasks where more attention is paid to content and where the loss originating from the 
deletions would be less serious because of the presence of linguistic context (e.g. spontaneous 
speech). 
13. This claim is not based on results stemming from specific tests. It is an inference based on the fact 
that a) these students had chosen to study at this particular university, b) they had passed the entry 
exam, c) they were studying Dutch, although it was not a compulsory subject.  
14. This elicitation technique is frequently used to study characteristics and differences in spoken 
production because it allows elicitation of speech that is semi-spontaneous, but comparable across 
speakers. For this study, however, this elicitation technique turned out to be inappropriate. First of 
all, students in an FL context are not always familiar with names of everyday objects in the FL, 
nor are they used to describing object positions in the FL. Moreover, in the case of the SSLMIT 
students, teaching was geared towards abstract terminology which the students might need as 
future interpreters and translators, which is difficult to elicit by means of pictures. 
15. Although instruction and mere exposure to the Dutch language are two rather different factors, as 
pointed out by a reviewer, for the purpose of this study we treat them as one factor because 
exposure to Dutch was practically limited to the lessons at the university (during which very little 
attention was devoted to pronunciation), while the time spent in a Dutch speaking country by each 
student was very limited and it increased parallel to the years of instruction (see Table 8). 
16. In addition, these results seem to fit in Best’s Perceptual Assimilation Model (Best 1995) and in 
Flege’s Speech Learning Model (Flege 1995) of L2 speech perception. According to these models, 
new L2 sounds that are similar to L1 phonemes will be initially assimilated by the L1 category of 
the latter. As the learner becomes more proficient, this category will be gradually split into two 
different ones, possibly by relying on the correct L2 contrast. Here the less proficient group only 
has problems realizing // correctly, i.e. they probably map the new (and similar) // to the Italian 
(and Dutch) /a/, (thereby, collapsing two Dutch phonemes into a single category); as more input is 
available, they start to create a new, distinct phonetic category for /a/, but the boundaries between 
these two categories are still unstable. 
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___________________ 
THE PEDAGOGICAL EFFECTIVENESS OF ASR-
BASED FEEDBACK 
Based on Neri, A., Cucchiarini, C., Strik, H. (submitted). The effectiveness of 
computer-based corrective feedback for improving segmental quality in L2-Dutch 
 
Abstract 
This study investigates the effectiveness of corrective feedback generated by means of 
automatic speech recognition (ASR) technology for improving segmental quality in L2 Dutch. 
Thirty immigrants studying Dutch were assigned to 3 groups using either an ASR-based 
Computer Assisted Pronunciation Training (CAPT) system providing feedback on a selection 
of Dutch problematic phonemes, a CAPT system without feedback, or no CAPT system, for 4 
weeks. Segmental quality of the participants’ speech before and after the training was 
evaluated by human experts. The results on global segmental quality show that the groups’ 
improvements did not differ significantly. However, the group receiving ASR-based feedback 
showed a significantly larger improvement than the no-feedback group in the segmental 
quality of the problematic phonemes targeted.  
 
1. Introduction 
 
Researchers have long been aware that pronunciation is one of the most difficult skills to learn 
in a second language for adults (Scovel, 1988; Setter & Jenkins, 2005). This difficulty is 
mainly due to a tendency in adults to interpret foreign phonemes and phonetic contrasts (both 
perceptually and productively) on the basis of their L1 system (Flege, 1987, 1995). This often 
results in unconscious interference errors. Prolonged exposure to the L2 and practice in the L2 
do not seem to suffice to correct this phenomenon, as appears from the pronunciation of many 
immigrants who have resided in a foreign country for several years, but who still have 
problems communicating or have a strong foreign accent in the L2. Although no universal 
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consensus has been reached on this issue (El Tatawy, 2002; Kim, 2004), many researchers 
and educators now believe that the key factor to help L2 learners improve their pronunciation 
skills is external corrective feedback: corrective feedback provided by teachers, peers or 
native speakers is believed to help learners notice the discrepancies between their imperfect 
output and its targetlike realization. This awareness can help correct errors (Lightbown, 2001; 
Long, 1996; Lyster, 1998; Nicholas, Lightbown, & Spada, 2001; Schachter, 1991; Schmidt, 
1990), possibly preventing certain errors from becoming fossilized (Gass, 1991).  
In the context of pronunciation teaching, providing feedback on pronunciation quality 
means first of all making each student practise in order to assess individual oral production, 
which requires a considerable amount of time of a human tutor. Moreover, research on the 
effectiveness of corrective feedback suggests that this should be provided in a systematic and 
consistent way, that it should be presented in such a way as to be perceived as clearly 
corrective, and that it should be followed by time and opportunities for the student to repair 
the output (El Tatawy, 2002). Traditional classroom teaching contexts seldom allow a teacher 
to meet these conditions: teachers may not always want to correct the same errors, with the 
same frequency, for each individual student. They may also not always want to interrupt a 
student’s flow of speech to pinpoint errors. But the most important factor is probably that 
teachers do not generally have enough time to let each student correctly reformulate his or her 
erroneous spoken utterances. 
Therefore, researchers and educators have become interested in Computer Assisted 
Pronunciation Training (CAPT) programs providing automatic feedback on pronunciation 
quality. These programs offer a private, stress-free environment in which students can practise 
at their preferred pace and receive immediate, individualized feedback. Many of the current 
CAPT systems include speech analysis software to provide visual feedback in the form of a 
pitch curve, a spectrogram, or an oscillogram. The most advanced CAPT systems, however, 
are those that include Automatic Speech Recognition (ASR) technology. Thanks to this 
technology, the actual verbal and phonemic content of a spoken utterance can be established 
on the basis of predefined models, which is obviously the first, necessary step in order to be 
able to provide a reliable assessment of the given utterance. This can then be automatically 
segmented into meaningful linguistic units, such as words and phonemes, the quality of which 
can be further analysed, again automatically, to provide more specific information to the 
learner.  
To reap the supposed benefits of automatic feedback, a wealth of ASR-based CAPT 
systems have been developed by research institutes and companies (e.g., Auralog, 2000; 
Eskenazi, 1999; Franco, Abrash, Precoda, Bratt, Rao, Butzberger, et al., 2000; Johnson, 
Marsella, Mote, Viljhálmsson, Narayanan, & Choi, 2004; Mackey & Choi, 1998; Menzel, 
Herron, Morton, Pezzotta, Bonaventura, & Howarth, 2001; Precoda, Halverson, & Franco, 
2000; Rypa & Price, 1999; Tsubota, Dantsuji, & Kawahara, 2004a–to name but a few). For 
many commercial systems, reviews have been written by educators and researchers, which 
provide information on available features such as the type of feedback provided and the 
system’s usability and estimated usefulness (see, for instance, Alhawary, 2004; Chen, 2001; 
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Lafford, 2004; Miura, 2002; Reeser, 2002; Waltje, 2001). The operation of algorithms 
providing automatic feedback and the system’s performance have also been documented in 
most systems developed by research institutes (see, for instance, Deville, Deroo, Gielen, 
Leich, & Vanparys, 1999; Franco, Neumeyer, Digalakis, & Ronen, 2000; Herron, Menzel, 
Atwell, Bisiani, Daneluzzi, Morton et al., 1999; Kawai & Hirose, 1998; Langlais, Öster, & 
Granström, 1998; Sethy, Narayanan, Mote, & Johnson, 2005; Tomokiyo, 2001; Tsubota, 
Dantsuji, & Kawahara 2004b; Witt & Young, 2000). However, little empirical evidence exists 
as to the actual pedagogical effectiveness of ASR-based CAPT, i.e. the effectiveness of ASR-
based automatic feedback in improving a learner’s pronunciation. This is a common problem 
in Computer Assisted Language Learning (CALL) research in general (Chapelle, 1999; 
Hubbard, 2002; Colpaert, 2004; Felix 2005), but it is particularly serious in the case of ASR-
based CAPT providing an automatic evaluation of segmental quality, which is one of the most 
challenging tasks for this technology (Kim, Franco, & Neumeyer, 1997). As a matter of fact, 
only four studies are known to the authors: Akahane-Yamada, Dermott, Adachi, Kawahara, 
and Pruitt (1998), Mayfield Tomokyio, Wang, and Eskenazi (2000), Hincks (2003, 2005), and 
Mak, Siu, Ng, Tam, Chan, Y-C., Chan, K-W. et al. (2003).  
This dearth of studies is not surprising if we consider the practical difficulties in 
recruiting participants, especially adult participants, who are willing to train regularly, over an 
extended period of time, and with a system whose usefulness still has to be ascertained. 
Nevertheless, this scarcity of empirical evidence remains a problematic issue: if it is true that 
ASR technology is essential to provide automatic feedback, state-of-the-art ASR is also 
known to suffer from limitations which can result in the occasional provision of erroneous 
feedback to the learner, possibly compromising the learning process and outcome. Several 
researchers have indeed questioned the suitability of current ASR technology for the purpose 
of providing feedback on pronunciation quality (e.g., Coniam, 1999; Derwing, Munro, & 
Carbonaro 2000; Hincks, 2003). Moreover, no conclusive evidence has been collected as yet 
on the effectiveness of corrective feedback in L2 learning in general.  
The purpose of this study is to evaluate the pedagogical effectiveness of CAPT that 
provides feedback by means of ASR technology for adult, beginner learners of Dutch with 
different mother tongues. More precisely, this study attempts to find out whether training with 
an ASR-based CAPT system providing a simple and easy-to-understand form of automatic 
feedback on a selection of problematic phonemes can improve segmental quality, and whether 
the possible improvement can indeed be attributed to the specific automatic feedback 
provided. In this way, we not only aim to find out whether ASR technology can be effectively 
employed for pronunciation training, we also hope to contribute further empirical evidence to 
the debate on corrective feedback and its effectiveness. 
This paper is organized as follows: first, existing research on ASR-based CAPT will be 
briefly described, the specific ASR-based CAPT system developed for this study will then be 
presented; finally, the experiment carried out will be described, followed by results and 
considerations for future research and pedagogical applications.  
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2. Studies on the effectiveness of ASR-based CAPT 
 
Few studies are available on the effectiveness of ASR-based CAPT, especially when 
automatic feedback is provided at segmental level. These studies differ substantially not only 
in the type of CAPT system considered, but also in the experimental design adopted, making 
it difficult to draw a univocal conclusion based on their results. However, these studies offer 
valuable information and present a number of issues that ought to be considered in our 
research. Therefore, in this section we provide a brief overview of these studies.  
Akahane-Yamada et al. (1998) conducted experiments to measure the effectiveness of 
two different types of automatic feedback in helping Japanese learners improve their 
perception and production of the l/r contrast in English. One, administered to ten participants 
for three days, consisted of spectrographic representations of the trainees’ speech and of the 
model-talker’s speech (displayed together with formant-tracking results). The other form of 
automatic feedback, which was provided to two participants for two hours, consisted of scores 
obtained with an Hidden Markov Model (HMM) ASR system. Both training methods 
included a session in which verbal instructions from a teacher and spectrographic displays 
were provided (after pretest, but prior to the official training). To test possible improvements, 
the authors asked the participants to read a list of minimal pairs. The results indicated posttest 
improvements in intelligibility and goodness of production, and a small increase in perception 
for both groups of participants.  
Mayfield Tomokyio, Wang, and Eskenazi (2000) examined the improvement made by 
16 university students with different native languages in learning the pronunciation of the 
English voiced and voiceless interdental fricatives // and //. All students received a total of 
two hours of training over a period of two to three weeks in an immersion situation. One 
group (n=8) used the Fluency system, which identifies errors automatically and offers 
suggestions for correctly pronouncing the phonemes targeted. The control group (n=8) 
received the same type of training by a teacher. Phoneme quality was evaluated by one rater 
on a 3-point scale. The results indicate a noticeable error reduction for the fricatives in 
different phonetic contexts and no significant difference in the improvements of the two 
groups. These results are considered by the authors as an indication that the type of training 
offered by the Fluency system was effective and that it could be successfully applied to other 
phonemes too.  
Hincks (2003, 2005) studied the effectiveness of Talk To Me-English (henceforth TTM-
E). TMM-E is one of a series of comprehensive CAPT programs developed for different 
languages by Auralog, and is currently the best-selling ASR-based program on the European 
market. This software provides feedback consisting of the following three elements: (a) a 7-
point score on pronunciation quality for the utterance in question; (b) the problematic portion 
of the spoken utterance coloured red (for instance a letter corresponding to a mispronounced 
phoneme in a word); (c) visual displays representing the pitch curve and the waveform of the 
student’s utterance together with that of the model speaker1. Hincks (2003, 2005) studied the 
improvement made by nine students who used TTM-E on average 12.5 hours and who also 
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followed a comprehensive 200-hour course in Swedish. She compared this improvement with 
that of a comparable group of 11 students who had not used this system, but had simply 
followed the traditional course in the previous semester. To test the students before and after 
training, an ASR-based automatic test lasting 10 minutes was used, which required 
participants to answer a number of questions over the telephone. When post-tested at the end 
of the course after 10 weeks, neither group of participants showed significant mean 
improvements in global pronunciation quality. An analysis of individual scores revealed, 
however, that the participants with an initial strong foreign accent improved much more in the 
experimental group than in the control group, indicating that the less proficient students 
benefited from practising with TTM-E. By contrast, more proficient participants in the 
experimental group got worse after the training. In a later analysis, Hincks (2005) compared 
the results of the automatic test with those given by a pool of listeners on a number of 
utterances read by the participants before and after the training. The results coincided for only 
11 of the 24 participants, although the trend according to which the students with a more 
intrusive accent improved and the more proficient ones got worse was also found in the 
human assessment. 
One more point about this study ought to be mentioned. Among the factors that may 
explain the negative overall results that she obtained, Hincks (2003) refers to feedback 
presentation: feedback may not have been easy to understand and thus may not have been 
meaningful to students, for instance in the case of the combined display of the two waveforms 
corresponding to the student’s and the model speaker’s utterances. The usefulness of this type 
of raw feedback for improving pronunciation has often been questioned and described as 
unclear and, in certain cases, uninformative or even misleading (Carey, 2004; Ehsani & 
Knodt, 1998; Neri, Cucchiarini, Strik, & Boves 2002). First of all, using a model waveform to 
guide one’s articulation is not straightforward (and it in fact serves no real pedagogical 
function for certain phonemes and contrasts), even for users with knowledge of acoustic 
phonetics. Secondly, a waveform is a (more or less direct) representation of speech properties, 
such as volume, that are not always relevant for pinpointing errors. Two different waveforms 
may correspond to two very well pronounced sentences. It follows that in many cases it is 
pointless or even dangerous to give students the impression that they should try to ‘imitate’ 
the model waveform and that their realization of an utterance is wrong whenever the 
corresponding waveform does not match the model. Similar doubts were expressed by Hincks 
(2003) with respect to the scoring in this system: native speakers may find it “somewhat 
arbitrary” (p. 15). Reeser (2002) commented that the score provided in the French version of 
this piece of courseware is not informative and that it is unclear on which aspects it is based. 
Clearly, the learning potential will be negatively affected if students experience these kinds of 
doubts when using this software. This point well illustrates the importance of a pedagogically 
sound design of corrective feedback, especially in the case of computer-generated feedback, 
which is supposed to be immediately interpretable by the learner: in this case, the learner 
cannot ask for clarifications from the computer–at least not at the current stage of 
development of dedicated speech technologies. 
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Another recent study was carried out on PLASER (Pronunciation Learning via 
Automatic SpEech Recognition), an ASR-based CAPT system for Cantonese Chinese 
learners of English (Mak et al., 2003) focussing on the pronunciation of confusable 
phonemes. The system, which offers 20 lessons containing listening and speaking exercises 
with instructions on how to articulate specific phonemes, was used by 900 students of grade 7 
and 8 for 2-3 months. Pretest and posttest recordings of 60 words were eventually available 
for 210 participants for establishing the effectiveness of the training. Although they do not 
specify how it was measured, the authors report a significant mean improvement in 
pronunciation accuracy, with 73% students improving on average by 4.53% (absolute 
increase) and 27% getting worse on average by 2.68% for unknown reasons. The majority of 
the students appeared to appreciate this type of training and to prefer it to traditional English 
classes on pronunciation; the teachers’ impressions were also very positive.  
These studies mostly indicate a positive effect of ASR-based CAPT as well as student 
appreciation for this type of training. However, it is often unclear whether the improvement 
can be attributed to the automatic feedback provided, rather than to some other form of 
training being simultaneously provided for instance by teachers, or simply to extra practice 
devoted to oral training, or what the impact on overall pronunciation quality might be of the 
training provided on one phonemic contrast. Similarly, when no improvement is recorded or 
when no difference in improvement is found between different training methods, as in 
Hincks’ (2003) study, it is unclear what the causes might be: were there problems in the 
training procedure (e.g. was the training not intensive enough, was the feedback format 
inadequate?), and/or in the testing procedure (e.g. was the measuring instrument valid and 
reliable?). Clearly, much more research is needed to get a clearer picture of these phenomena. 
Although it would not be possible to answer all these question in a single research project, we 
will address and discuss most of these issues in some detail in the remainder of this paper.  
 
3. The ASR-based CAPT system and the corrective feedback provided 
 
For this experiment, we built an ASR-based CAPT system on the basis of studies of (a) L2 
acquisition theories and research on traditional, teacher-fronted instruction, (b) the general 
pedagogical requirements and the technological capabilities of optimal CAPT systems, (c) the 
actual characteristics of existing CAPT systems, d) the characteristics of the Dutch-L2 
teaching context, and e) the specific pronunciation difficulties that are encountered by learners 
of Dutch (Neri et al., 2002; Neri, Cucchiarini, & Strik, 2006).  
Neri et al. (2002) indicated that learners should ideally be exposed to contextualized, 
meaningful, and abundant oral input produced by different speakers, preferably presented by 
means of engaging multimedia. Learners should also be given many opportunities to practise 
with different types of oral activities. Finally, they should receive immediate, easy-to-
understand feedback on their output and, in case of errors, this should not be too negative so 
as not to discourage the learners. While many existing CAPT systems already come with most 
of the functionalities needed to provide this type of training, our analysis of CAPT systems 
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showed that some of these programs have serious drawbacks (Neri et al., 2002). For instance, 
they provide feedback that looks flashy and impressive, such as waveforms, but is 
incomprehensible to most students and it contains information that is not relevant for 
improving the quality of speech production. Other programs attempt to provide feedback that 
is too detailed for the state of the art of ASR technology and that is therefore often incorrect. 
Obviously, both these types of feedback have little pedagogical value.  
By contrast, research in formal, traditional L2 teaching seems to suggest that a very 
simple and unobtrusive form of feedback as recast, i.e. “repetition with change” (and possibly 
with emphasis) of the student’s incorrect utterance (Chaudron, 1977, p. 39) following the 
student’s turn is not only the most common type of feedback adopted by teachers (El Tatawy, 
2002; Kim, 2004; Lyster 1998; Nicholas et al., 2001), but it might also be sufficient to make 
learners become aware of and improve phonological errors (Lyster, 1998; Nicholas et al., 
2001).2 However, one problem with this type of feedback is that it is not always recognized as 
corrective because of its very unobtrusive nature, which clearly makes it less effective 
(Mackey, Gass, & McDonough, 2000).  
As for the errors that should be targeted in the feedback, the current emphasis in 
pronunciation training lies on the achievement of “comfortably intelligible” rather than 
accent-free pronunciation (Celce-Murcia, Brinton, & Goodwin, 1996; Kenworthy, 1987; 
Morley, 1991; Munro & Derwing, 1995). Furthermore, it appears that both segmental and 
suprasegmental errors are important for intelligibility (see Derwing, Munro, & Wiebe, 1998 
for an overview) but no clear indications are available on how these types of errors should be 
prioritized. In this study, we will focus on segmental feedback because one of the main 
advantages of Automatic Speech Recognition is probably its possibility to segment an 
utterance in phonemes so that feedback can be provided at phoneme level. At the same time, 
as this assessment is based on relatively few measurement points, this task is a challenging 
one for ASR-based CAPT technology (Kim et al., 1997), which makes it worthwhile to 
investigate the possible improvements made on this aspect of pronunciation on the basis of 
this technology.  
Since Dutch L2 instruction in the Netherlands is mainly administered in classes with 
speakers of different mother tongues, we also decided to focus on a mixed group of learners. 
Given the diversity of needs for such a group, we designed the following criteria to select 
segmental errors that would be targeted in the automatic feedback, with a view to increasing 
the training efficiency: the error should be (1) perceptually salient, (2) frequent, (3) common 
across speakers of various mother tongues, (4) persistent over time, (5) potentially hampering 
to communication, and (6) suitable for robust automatic detection.3 An analysis of three 
different databases of Dutch nonnative speech produced by a total of 116 learners with 
different mother tongues and proficiency levels based on the first five criteria yielded a 
selection of eight Dutch phonemes: //, /a/, /y/, //, /œy/, /i/, /x/, /h/ (see Neri et al., 2006). 
This selection was subsequently expanded to include more problematic phonemes with lower 
error frequencies and tests were carried out to measure the reliability with which erroneous 
realizations of those phonemes could be detected automatically. This resulted in a final list of 
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eleven target phonemes: //, /x/, //, /y/, /œy/, /a/, /i/, /h/, /u/, /ø/, //. The phonemes are 
automatically analysed in this sequence: the algorithm will first start looking for //, then for 
/x/, and so on, in a spoken utterance. This ranking was determined by taking into account how 
problematic these phonemes can be, as established on the basis of the first five criteria, and 
how reliably they can be scored automatically by the system’s algorithm, as established by 
preliminary tests. 
The resulting ASR-based CAPT system is a computer program with instructions and 
feedback available either in Dutch or in English. The program is also gender-specific, because 
the ASR-based technology in it makes use of different acoustic parameter settings for male 
and female speakers. For the didactic content, we re-used and adapted material of Nieuwe 
Buren (New Neighbours) version 2.1.4 Nieuwe Buren is a comprehensive Computer Assisted 
Language Learning (CALL) program used by the majority of schools for Dutch as L2 in the 
Netherlands and designed specifically for literate adult L2 learners with different L1s. 
Although this program does not incorporate ASR technology and does not provide any form 
of feedback on productive pronunciation skills, it offers pedagogically sound material and 
functionalities created by a team of language teachers and software developers. It is 
comprised of 40 video episodes of a tailor-made, sitcom-like story played by Dutch 
professional actors. Each episode, which is further divided into smaller topics with up to 150 
relevant exercises, presents real-life situations that are particularly likely to be experienced by 
the learners. Likewise, Dutch-CAPT is divided in four units, each containing one video from 
Nieuwe Buren and approximately 25 exercises based on the video and similar to those 
available in Nieuwe Buren. The exercises include a total of 22 role-plays (see Figure 1), 46 
aural or written questions to be answered by recording one of several possible answers, and 
38 exercises requiring the student to pronounce specific words for which example 
pronunciations are given, including many minimal pairs (see Figure 2).  
Each answer provided by a student is processed by the ASR module. This module first 
of all checks whether one of the possible answers has been spoken, in which case it 
immediately starts analysing pronunciation quality by means of an algorithm based on the 
Goodness of Pronunciation method described in Witt and Young (2000). The feedback 
provided consists in displaying, on the screen, the utterance pronounced by the learner 
together with a smiley and a short written comment (see Figure 2).  
If the ASR algorithm finds that a phoneme has been mispronounced, the letter(s) 
corresponding to the mispronounced phoneme is (are) coloured red and underlined in the 
transcription of the utterance. This transcription is accompanied by a red, disappointed smiley 
and by a message informing the student that the red sound(s) has (have) been mispronounced, 
and prompting him/her to repeat the utterance (see Figure 1). In this way the feedback is 
simple and concise, and it can be unmistakably perceived by the student as corrective 
whenever one or more errors are indicated. No more than three errors are signalled in an 
utterance in order not to discourage the students. Two buttons on the graphical interface allow 
the students to listen again to their own pronunciation and to the target one, possibly 
focussing in particular on the mispronounced sounds (see Figure 2). In this way, both 
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perceptual training and productive training are provided. The type of feedback given makes 
the learner focus on the phoneme s/he mispronounced, by asking him/her to study the correct 
and the erroneous realizations of that phoneme. The provision of feedback at every successive 
attempt should help the learner gradually adjust his/her pronunciation towards the target one. 
To complete each exercise, the students have to pronounce the target utterance correctly at 
least once or to try to pronounce it correctly three times. After the first correct attempt or the 
third incorrect attempt, the student is automatically directed to the following exercise. This 
sequential, constrained navigation was chosen because of the experimental purpose of the 
program, so that each student would receive a similar amount of training without skipping 
exercises or repeating exercises over and over again. A functional description of the system 
and an analysis of the accuracy of the feedback algorithm can be found in Appendix 1 of this 
thesis. 
 
 
 
 
 
 `` ` 
 
Figure 1. Snapshot of a dialogue in Dutch-CAPT in which a phoneme was mispronounced in the first 
utterance. The English translation of the dialogue is as follows: -I have bought you something. Here. -
Thank you. -It suits you perfectly. It matches your trousers. –Do you really think so? –Yes, of course.  
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Figure 2. Snapshot of a minimal-pair exercise in Dutch-CAPT. The English translation of the words is 
as follows (clockwise): piece, stiff, moon, man. 
 
4. Method 
 
To establish the effectiveness of ASR-based CAPT in realistic conditions, we studied a group 
of immigrants who were learning Dutch in the Netherlands. The participants were divided 
into three groups following regular, teacher-led Dutch classes and using either (a) Dutch-
CAPT (b) a reduced version of Nieuwe Buren, or (c) no CAPT system. Participants were 
requested to complete questionnaires and were tested before and after the training. For the 
tests, participants were recorded while reading aloud a set of stimuli. 
Since the focus of the CAPT was segmental quality, we had a pool of human raters 
assess global segmental quality of the recordings for each participant. The reliability of these 
scores was also studied. In addition, auditory analyses were carried out by an expert to obtain 
annotations of segmental errors for a smaller set of data. To determine training effectiveness, 
we carried out three different types of analyses: (a) an analysis of global segmental quality 
based on the human ratings, (b) a fine-grained analysis of specific segmental errors based on 
the annotations, and (c) an evaluative analysis on the learners’ appreciation of the specific 
CAPT they received (for the two groups receiving CAPT). These analyses are further 
described in the remainder of this section. 
 
4.1. Participants 
The participants were 30 adult immigrants5 from fourteen different countries and with 
different mother tongues (see Table 1) who were following beginner courses of Dutch at the 
University Language Centre (UTN) of the Radboud University Nijmegen, The Netherlands. 
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Table 1: Distribution of participants per training group and mother tongue (L1).  
 L1 Training group Total 
  EXP CTRL_NB CTRL_NO  
 Arabic 6   6 
Bengali  1  1 
Catalan  2  2 
English 1 1 1 3 
German  1  1 
Greek  2  2 
Hebrew 1   1 
Italian  1 1 2 
Lithuanian   1 1 
Polish 2 1 2 5 
Russian 1   1 
Spanish 1   1 
Swedish 1   1 
Turkish 2   2 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Ukrainian  1  1 
Total  15 10 5 30 
 
Profiles drawn for each participant showed that the reasons for enrolling in the courses varied 
from obtaining a certificate to access Dutch university courses or a job, to simply being able 
to communicate with the Dutch. The participants also greatly varied with respect to age, 
occupation, length of residence in the Netherlands, amount of daily use of Dutch, of L1, of 
oral training, etc. All participants had relatively high levels of education, having completed 
either secondary school or university education in their native countries. All but four of them 
could speak at least one foreign language beside Dutch (mostly English). They had been 
assigned to a beginner course on the basis of an interview with a UTN teacher. Learners with 
a job were advised to enrol in non-intensive, evening courses, while those with more spare 
time were invited to enrol in semi-intensive courses taking place during the day. These 
courses encompassed, respectively, four and six hours per week of collective classes with a 
Dutch teacher, supplemented by self-study sessions in the language lab. During these 
sessions, participants could complete pencil-and-paper exercises and work with TaalRecorder 
(an application with a simple, tape recorder-like computer interface providing audio samples 
of Dutch sentences and a record- and playback-feature). Since the students in the non-
intensive courses were regularly interacting with native speakers at work, and since 
pronunciation accuracy was not the main focus of the UTN courses, the difference in the 
amount of instruction, exposure to spoken Dutch, and chances to speak Dutch between 
learners in the semi- and non-intensive courses was considered to be negligible for the 
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purpose of this study. Therefore, students from both types of courses took part in this 
experiment.  
By the time they were pretested, most of the participants had been following four weeks 
of Dutch classes at UTN. For this experiment, the participants were assigned to three different 
groups according to the availability of the students and to instructions from the Dutch-L2 
coordinator at UTN, who required that students from one class would use the same computer 
program. All participants received monetary compensation for their participation in the 
experiments. The three groups were composed in the following way:  
 
Experimental group using Dutch-CAPT (EXP). This group consisted of 15 participants, 
10 female and 5 male. The mean age of this group was 29 (SD = 4.6). These learners had 
lived in the Netherlands from 2 months to 5.5 years (M = 16.7 months, SD = 19.1). They all 
followed the same semi-intensive course at UTN.  
Control group using Nieuwe Buren (CTRL_NB). Ten (4 female and 6 male) participants 
used a reduced version of Nieuwe Buren (see Section 4.2. for a detailed description). The 
mean age of the participants in this group was 32 (SD = 8.9). These learners had lived in the 
Netherlands from 3 months to 4.9 years (M = 10.2 months, SD = 17.2). Six of them were 
enrolled in another semi-intensive course taught at UTN, the other 4 followed the non-
intensive course. 
Control group receiving no extra training (CTRL_NO). Five (3 female, 2 male) 
participants received no extra training besides the training envisaged for all UTN beginner 
students. The mean age was 23 (SD = 2.6). The length of residence in the Netherlands ranged 
from 1 month to 1.7 years (M = 8.4 months, SD = 7.8). These participants came both from the 
semi-intensive and the non-intensive courses. 
 
4.2. Training procedure 
CTRL_NO followed the regular classes and did the self-study sessions in the language lab 
according to the course requirement, without receiving any extra computer assisted training 
on pronunciation. The other groups had one extra CAPT session per week for four weeks, 
with each session lasting from 30 minutes to 1 hour, depending on the participant’s training 
pace. These sessions were individual and took place in the language lab under the supervision 
of the experimenter (the first author). Each student worked at one workstation, wearing a 
headset. The CAPT programs used by the experimental groups were Nieuwe Buren and 
Dutch-CAPT. 
CTRL_NB worked with a reduced version of Nieuwe Buren. For this experiment, four 
video episodes were selected with the corresponding exercises targeting speaking and 
listening skills. Exercises on receptive skills include forced-choice aural discrimination tasks 
during which the learner listens to one word and is subsequently prompted to indicate which 
of two possible, similar phonemes s/he heard in that word. Other exercises typically require 
the students to select a role in a short dialogue based on the videos and to record themselves 
uttering the character’s lines during the flow of the dialogue. For the speaking activities, 
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students could always listen to example utterances and compare them to their own recordings 
of those utterances, but they did not receive any feedback on pronunciation quality. 
Consequently, for production exercises, these students had to rely on their own auditory 
discrimination skills to notice possible discrepancies between their own realizations of an 
utterance and the model. Logfiles of each student’s activities allowed the experimenter to 
check that all students completed all exercises as requested. 
EXP used Dutch-CAPT. This program included material and exercises that were very 
similar to those in Nieuwe Buren, both quantitatively and qualitatively, so that the training 
would also be comparable. No aural discrimination tasks were included though, as the 
emphasis on Dutch-CAPT was on productive skills. The main difference from Nieuwe Buren 
was that, in Dutch-CAPT, automatic feedback on segmental quality was provided.  
 
4.3. Testing procedure 
4.3.1. Analysis of global segmental quality The participants in EXP and CTRL_NB were 
tested before starting the training sessions and upon completion of the last training session. 
CTRL_NO-participants were tested approximately at the same times, with the same interval 
of four weeks between the two tests. Three different tests were administered: a pretest, a 
posttest presenting the same stimuli as the pretest, and a generalizability test (henceforth ‘gen-
test’) with novel stimuli, which was administered immediately after the posttest. The aim of 
the gen-test was to check whether the students were able to generalize what they had learnt on 
segmental quality to novel phonetic contexts. During these tests, each participant recorded a 
set of utterances that were subsequently evaluated. 
 
4.3.1.1. Material  The testing material consisted of phonetically rich sentences, i.e. read 
speech containing every phoneme from the Dutch phonemic inventory at least once (see 
Appendix 2). This ensured that the same, complete set of material was available for all 
participants. Read speech was chosen to ensure that the rating process would not be 
influenced by other factors, such as lexical or morphosyntactical errors that might emerge in a 
spontaneous speech production task. At the same time it was expected that the reading task 
would not suffer from differences in reading proficiency, since the participants were all highly 
educated.  
The sentences presented at each test consisted of two slightly different sets of 5 
sentences each. One set (henceforth ‘simple stimuli’) was built with short sentences with 
relatively short and frequent words with no difficult consonant clusters, such as Ik vind 
appelsap niet lekker (‘I don’t like apple juice’). Each sentence contained an average of 28 
phonemes and 11 syllables. The other set (henceforth ‘complex stimuli’) contained longer 
sentences with an average of 46 phonemes and 17 syllables per sentence, with slightly longer 
and less familiar words and consonant clusters, such as Een foutje van de stuurman heeft het 
schip doen kapseizen (‘A mistake by the steersman caused the ship to capsize’). Each set 
covered all Dutch phonemes. These two different sets were used to study possible effects of 
the stimuli characteristics on the potential improvement in segmental quality: it is for instance 
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plausible that participants reach different levels of segmental accuracy when reading longer 
words–in which different phonological phenomena play a role, such as vowel reduction–or 
unfamiliar words, rather than short and well-known words. This could happen even though 
the exercises offered in the more advanced units of the CAPT systems contain sentences that 
are comparable to the complex stimuli in term of length, phonemic makeup, familiarity of 
words etc. The material presented at posttest was the same as the pretest material. For the gen-
test, two novel sets of simple and complex stimuli were presented, which were semantically 
different from the pretest and posttest sets, but strongly resembled those sets in terms of 
phonemic makeup and familiarity of words.  
The sentences were presented one at a time on a computer screen through a modified 
version of the Dutch-CAPT interface. The students were given the possibility to record each 
sentence up to three times before the last recording was stored. The recordings took place in 
the language lab by means of head-mounted microphones, and the speech was sampled at 
16kHz. Recordings of the stimuli sentences were also made by one female and one male 
native speaker of Dutch. These recordings served as the upper bound for the ratings. The five 
recordings corresponding to each of the five phonetically rich sentences in a set were 
concatenated with a short pause at the end of each sentence. As a result, six audio-files were 
obtained per student (two for each of the three testing conditions), containing a total of 30 
sentences (see Table 2). 
 
4.3.1.2. Rating procedure. Since we were interested in assessing segmental quality of non-
native Dutch speech, which is a specific dimension of pronunciation, we asked expert raters to 
evaluate the speech fragments because we expected that they would be better able to isolate 
this dimension from other pronunciation dimensions than naïve raters. In order to achieve as 
much objectivity as possible in the assessment phase, we decided to ask several experts to 
carry out the task. These were two teachers of Dutch as L2 from UTN and one student and 
three researchers from the Department of Linguistics of the Radboud University Nijmegen, 
who had worked extensively on L2-Dutch. None of the raters had ever had any contact with 
the participants. 
 
Table 2: Distribution of stimulus sentences across testing condition and difficulty level. 
 Overlapping Novel  
 Pretest Posttest Gen-test 
Simple stimuli 5b 5b 5a 
Complex stimuli 5d 5d 5c 
Total 10 10 10 
Note. The subscript letters indicate the four blocks in which the audio recordings were presented to the 
raters. 
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These raters evaluated the recordings independently on a 10-point scale, where 1 
indicated very poor segmental quality and 10 very good segmental quality. They were 
instructed to focus on segmental quality only, and to ignore as much as possible aspects such 
as word stress, sentence accent, and speech rate, since these aspects were not the focus of the 
training the participants had received. No further instructions were given as to how to assess 
segmental quality. However, the raters were provided with examples of native spoken 
utterances (with very good segmental quality) and non-native spoken utterances of ‘poor’ 
segmental quality of the experiment stimuli, and they were asked to listen to those examples 
at the beginning of each evaluation session, since this would help them to anchor their ratings 
(Cucchiarini, Strik, & Boves 2000; Flege & Fletcher, 1992). Moreover, the raters were asked 
to carry out the evaluation task in several sessions, so that fatigue would not compromise the 
task.  
The raters were given each a set of headphones, a CD-Rom containing all the recordings 
they had to evaluate, and a transcription of the twenty stimulus sentences, so that they could 
carry out the task at their convenience on their own computers. Each CD-Rom also contained 
an electronic table with hyperlinks (with arbitrary names) activating the various audio-files on 
the CD-Rom. In this way, each rater could easily play an audio-file and indicate the score s/he 
had chosen in the cell of the table corresponding to the audio-file. The raters were instructed 
to activate the hyperlinks exactly in the order in which they appeared in the table. These were 
grouped in four blocks in such a way that each block contained all recordings based on the 
same five stimulus sentences: as already explained, there were six audio-files per participant, 
but since the two simple and complex stimuli sets used at pretest and at posttest were 
overlapping (see Table 2), the recordings for those stimuli were each grouped together in one 
block. Blocka contained the recordings made at gen-test for the simple sentences, blockb the 
recordings made at pretest and posttest for the simple sentences, blockc the recordings made at 
gen-test for the complex sentences, and blockd the pre- and posttest recordings for the 
complex sentences. The recordings were presented in random order, and the raters did not 
know when the recordings had taken place with respect to the training. The recordings in each 
block had been further arranged in such a way that audio-files of ‘good’ speakers, including 
the two native speakers, would regularly alternate with audio-files of ‘poorer’ segmental 
quality, in order to avoid possible ordering effects on the scores. A message at the end of each 
block prompted the raters to take a break or stop the rating session at that moment, or to listen 
again to the example audiofiles if they had to interrupt the task before completing a whole 
block.  
In order to limit the size of the evaluation task, the speech material was divided into 
three parts and each part was assigned to two raters (A1 and B1; A2 and B2; A3 and B3) so that 
two scores would be available for each audio-file. The material was divided in such a way that 
the speakers to be evaluated by each pair of raters would vary as much as possible with 
respect to pronunciation quality, mother tongue, and gender. In order to calculate inter-rater 
reliability, we followed the procedure adopted in Cucchiarini et al. (2000) by assigning a 
portion of the speech material to all raters: the two native speakers (NS) and five non-native 
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speakers (NNS) were thus evaluated by all raters. As a result, each rater was eventually 
assigned the two NS, the five common NNS, and nine unique NNS. The NNS were 
distributed in this way across training groups: seven from EXP, four from CTRL_NB, and 
three from CTRL_NO. Moreover, to allow for the calculation of intra-rater reliability, eight 
audio-files were presented twice to each rater (one audio-file from four different NNS and 
two audio-files from each of the two NS). The hyperlinks to these duplicates were distanced 
as much as possible in the blocks in order to make it more difficult for the raters to recognize 
the duplicates. In total, each rater evaluated 100 audio-files, 46 of which overlapped with the 
other raters (see Table 3).  
 
4.3.2. In-depth analysis of segmental quality An additional, in-depth analysis of the specific 
errors made by the participants was carried out in order to obtain more fine-grained 
information on the effectiveness of the computer-generated feedback. For this investigation, a 
subset of the participants’ recordings was auditorily analysed and annotated at the level of 
segmental errors. Since making phonetic annotations is very time consuming, this task was 
restricted to the pretest and posttest recordings, for a total of 600 sentences. The posttest 
stimuli were chosen instead of the novel, gen-test stimuli, because the former contained 
exactly the same phonemes as the pretest stimuli, and these phonemes obviously also 
occurred in the same phonetic contexts, thus making comparisons between the sets more 
robust. 
 
Table 3: Distribution of speech material (sets of five sentences) for the three raters in each group (A 
and B). 
 
 
Individual 
material 
Overlapping material 
(for inter-rater reliability) 
 
Grand 
total 
 
 
   
Duplicates 
(for intra-rater 
reliability) 
  
  Total     Total  
Raters 
A1/B1 
6 sets x   
9 NNS 
54 
6 sets x  
5 NNS 
4 sets x 
2 NS 
1 set x      
4 NNS 
2 sets x   
2 NS 
46 100 
Raters 
A2/B2 
6 sets x   
9 NNS 
54 
6 sets x  
5 NNS 
4 sets x 
2 NS 
1 set x      
4 NNS 
2 sets x   
2 NS 
46 100 
Raters 
A3/B3 
6 sets x   
9 NNS 
54 
6 sets x  
5 NNS 
4 sets x 
2 NS 
1 set x      
4 NNS 
2 sets x   
2 NS 
46 100 
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4.3.3. Analysis of students’ evaluations The participants in EXP and CTRL_NB were also 
asked their opinion about training with the program they had been assigned. This type of 
evaluative analysis would help understand the results of the analyses mentioned above, since 
aspects such as the credibility, the accessibility, and the usability of a system, as well as 
beliefs about its effectiveness can have a strong impact on the learning outcome. It is unlikely, 
for instance, that learners who report serious difficulties understanding how to use a system or 
who do not trust the feedback they receive will make large improvements based on the use of 
such a system. By contrast, learners who like the system and consider it useful may be more 
motivated and thus more willing to pursue the training and to benefit from it. Besides, such an 
analysis can help locate specific problems within the modules of the CAPT systems used, 
which, in turn, can provide valuable information for improving such a system. 
Anonymous questionnaires were used in which participants had to indicate whether or 
not they agreed with a number of statements on a 1-5 Likert scale and to answer two open-
ended questions. For each statement, participants could optionally add comments. In order not 
to bias the respondents, both positive and negative statements about the CAPT program in 
question were included. The statements concerned the accessibility of the exercises, the 
usability of the interface in general, the students’ feelings about the usefulness of the specific 
CAPT for improving pronunciation, and their opinion about specific features of the system 
used. The questionnaires differed slightly for the two CAPT systems, since seven questions 
were about feedback, which was only available in Dutch-CAPT.  
 
5. Results and discussion 
 
5.1 Analysis of global segmental quality 
5.1.1. Reliability of ratings Before assessing the effect of the training on overall segmental 
quality for each group, we checked the reliability of the ratings by following the procedure 
described in Cucchiarini et al. (2000). Inter-rater reliability was calculated on the basis of 
46×3 scores for each group of three raters, while intra-rater reliability was calculated on the 
basis of 8×2 duplicates for each rater (see Table 4).  
 
Table 4: Reliability coefficients (Cronbach’s alpha) for the two raters groups. 
 Intra-rater  Inter-rater 
 Rater 1 Rater 2 Rater 3 NNS & NS NNS only 
Group A .98 .94 1.00 .96 .83 
Group B .99 .98 .98 .95 .87 
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Table 5: Means and SDs of scores assigned by the three raters in each group for the common 
(overlapping) speech material and for all the material.  
Material Rater M SD Rater M SD 
Overlapping 46 sets 4.7 2.92 6.9 2.16 
All 100 sets 
A1 3.7 2.33 
B1 6.4 1.87 
Overlapping 46 sets 6.5 2.31 6.4 2.77 
All 100 sets 
A2 6.1 1.84 
B2 6.1 2.38 
Overlapping 46 sets 6.6 2.50 5.2 2.92 
All 100 sets 
A3 6.0 2.28 
B3 4.7 2.43 
 
As it appears from Table 4, inter-rater reliability is very high (see the two rightmost 
columns), especially if we consider that no clear, prespecified criteria for assessment were 
provided. The coefficients remain quite high even when the scores assigned to the NS speech 
fragments−which are likely to be consistently high−are removed (see NNS-only column in 
Table 4). Intra-rater reliability is very high too, indicating that the raters were highly 
consistent in the way they scored the duplicates.6  
In consideration of the high reliability coefficients obtained for both groups, it was 
decided to combine all scores into one score for each set of sentences produced by each 
participant, for a total of six scores per participant. However, a direct combination was 
impossible, since large differences in the means and the standard deviations of the scores 
assigned by each rater were found (see Table 5). Given the high inter-rater reliability 
coefficients, these differences are most likely due to the differing degree of strictness with 
which the raters evaluated the speech material. Three raters, for instance, failed to use the full 
scale, avoiding the lowest score (1). We therefore first normalized for the differences in 
strictness by calculating, for each rater, standardized scores based on the means and standard 
deviations of the scores that each rater had assigned in the overlapping material (see 
Cucchiarini et al., 2000). These standardized scores (z-scores) were then used to obtain a 
mean score for each sentence set: whenever two or more (standardized) scores were available 
per speech sample (recall that each set was evaluated by at least two raters), we averaged 
them. In this way, we obtained six scores per participant, one for each set of five sentences in 
each testing condition, for a total of 192 scores (6 sets x 32 participants). For the results 
presented in the remainder of this paper, the standardized scores were transformed into scores 
on a 10-point scale for clarity’s sake.  
 
5.1.2. Global segmental quality First of all, we checked whether some NNS had received 
scores in the range of the NS already at pretest. The NS were found to receive scores ranging 
between 9 and 10, while the NNS scores never fell outside the range 1-8, with a maximum of 
7.6 at pretest (M = 4.42, SD = 1.56 and M = 4.43, SD = 1.68 for the simple and complex 
stimuli, respectively).  
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Secondly, given the impossibility of matching the treatment groups prior to the training, 
we examined their pretest scores to see whether these differed significantly already before the 
start of the training. We carried out an analysis of variance (GLM repeated measures 
procedure of SPSS),7 with Training group as the between-subjects factor (levels: EXP, 
CTRL_NB, CTRL_NO) and Stimulus type (levels: simple, complex) as within-subjects 
factor. For this analysis, alpha was set at the .05 significance level. The analysis yielded a 
significant main effect of Training group with F(2, 27) = 4.498, p <.05 (Partial η2 = .250). 
The mean scores (with standard deviations in brackets) for EXP, CTRL_NB and CTRL_NO 
are 3.69 (1.42), 4.96 (1.33), and 5.55 (1.34), respectively. No significant effect was found for 
Stimulus type with F(1, 27) = .060, p = .808, ns, nor was the interaction between Training 
group and Stimulus type significant, F(2, 27) = 2.300, p = .120, ns, indicating that the 
complexity of the stimuli did not affect the overall differences between the three training 
groups. Post-hoc comparisons (Tukey’s HSD test) of the groups’ overall scores indicated a 
significant difference only between EXP and CTRL_NO (p <.05), i.e. between the group 
training with the ASR-based CAPT system and the group receiving no CAPT at all.  
We then examined the data to discern global trends. First, we looked at the average 
improvement made by the three groups at the two conditions after training (posttest and gen-
test), finding that overall segmental accuracy improved for all groups at both posttest 
conditions (see Figure 3).  
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Figure 3. Mean scores (based on a 10-point scale) for each training group at each testing condition. 
The means were computed by first averaging the individual scores for simple and complex stimuli. 
Bars indicate one SD from the mean.  
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Table 6: Mean absolute improvements for each group at the two posttest conditions (posttest and gen-
test) for the two types of stimuli (simple, complex) and overall.  
Stimulus set EXP  CTRL_NB  CTRL_NO  
 Posttest Gen-test Posttest Gen-test Posttest Gen-test 
Simple 11.1 6.7 9.3 10.1 1.7 .6 
Complex 10.4 5.1 5 -4.2 7.5 3.4 
Overall 10.8 5.9 7.15 2.95 4.6 2 
Note. The values indicate percentages. These were calculated by first transforming the 1-10 scores into 
percentage scores, and then subtracting the pretest score from the posttest and the gen-test scores. 
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Figure 4. Group mean scores (based on 10-point scale) for each stimuli set at each testing condition. 
 
An examination of the individual data (not presented here) shows that only one 
participant in each training group received lower scores at posttest and gen-test. All others 
improved at both posttest and gen-test or at least at one testing condition following the 
training. As can be seen from the bottom row of Table 6, the largest overall improvements 
were made by EXP, i.e. the group using the ASR-based CAPT system with feedback, 
followed by CTRL_NB, using the CAPT system without automatic feedback, and CTRL_NO. 
However, as can be seen from the SD bars in Figure 3, EXP also presents the largest within-
group variation in all testing conditions. 
We also examined the participants’ performance with respect to the specific types of 
stimuli (simple and complex), in order to see whether the complexity of the stimuli might 
result in different degrees of improvement. As can be seen from Figure 4, all groups improved 
for both types of stimuli at both testing conditions except for CTRL_NB, which performed 
worse than at pretest on the complex stimuli presented during the gen-test (eight of the 10 
participants received lower scores than at pretest on these stimuli). However, no common 
trend can be evidenced with respect to stimulus type: the groups seem to differ in the way 
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they perform on the different stimuli (see Table 6). EXP improves slightly more on the simple 
stimuli at both posttesting conditions; CTRL_NB improves considerably more on the simple 
stimuli in both conditions, while CTRL_NO makes smaller improvements on the simple 
stimuli than on the complex stimuli in both testing conditions. The data also suggest that the 
novel stimuli, i.e. the stimuli presented at gen-test, were generally more problematic for both 
levels of complexity (see Table 6). We hypothesized that this may have been due to 
differences in the makeup of these stimuli, for instance, in length of utterance, familiarity of 
words, number of difficult phonemes, despite the effort made to construct similar sentences. 
However, a check of utterance length and phonemic makeup reveals that the pretest and 
posttest stimuli have an average length of 14 syllables against 12.2 of the novel stimuli, and 
that the number of problematic phonemes (i.e. the phonemes that were found to be 
particularly difficult for non-native speakers of Dutch, see Neri et al., 2006) in the novel 
stimuli is slightly smaller (n = 61) than in the pre/posttest stimuli (n = 69). Although the gen-
test stimuli may still be slightly more complex for other reasons than those already 
mentioned, a different explanation seems plausible, namely that some students may have 
‘learnt’ how to pronounce the specific stimuli they were presented at pretest. This explanation 
is unlikely to be the only one, because the participants saw the stimuli only once and with an 
interval of approximately four weeks before the posttests, and because they had never heard 
the pronunciation of those sentences except for their own pronunciation during the pretest. 
We therefore asked participants who scored particularly high on the posttest, but not as high 
on the gen-test, whether they had noted down words or sentences after the pretest to ‘study’ 
them, possibly with native speakers. They denied having made any attempt at learning or 
practising the stimuli after the pretest, although they did not exclude the possibility that some 
particularly unusual or unfamiliar words in those stimuli may have been retained more or less 
subconsciously.  
In order to check whether the trends evidenced would reach statistical significance, we 
submitted the participants’ scores to two separate analyses of variance (ANOVAs) with 
repeated measures, one for each posttest condition (one for the posttest data, and one for the 
gen-test data). The within-subjects factors were Test time and Stimulus type, the between-
subjects factor was Training group. For the ANOVA carried out on the gen-test date, Box’s M 
Test was highly significant, with F(20, 586.29) = 2.094, p = .004; consequently, the 
assumption of equality of covariances was not met. We therefore decided to analyse the data 
by means of non-parametric tests. 
First of all, we used the Friedman’s test to see if the groups’ overall improvement after 
the training was significant for each of two types of stimuli. A Bonferroni correction was 
applied to the alpha level (.05/2 = .025). For the simple stimuli, the Friedman’s test was 
significant, yielding a Chi-square of 16.228 (df=2, N=30), p = .000. This indicates that there 
were differences among the three mean ranks of the pretest, posttest, and gen-test scores. To 
check whether these differences applied to both the posttest and the gen-test scores, we 
performed two orthogonal contrasts using Wilcoxon Signed Ranks tests with the Bonferroni 
correction (comparison-wise alpha = .0125). Both the contrasts between pretest and posttest 
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and between pretest and gen-test were found to be significant, with z = -4.109, p = .000 (one-
tailed) and z = -3.115, p = .001 (one-tailed), respectively.  
For the complex stimuli, the Friedman’s test was, again, significant, yielding a Chi-
square of 17.487 (df=2, N=30), p = .000. The follow-up Wilcoxon test on the difference 
between the mean ranks of the pretest and the posttest scores was significant at an alpha level 
of .0125, with z = -3.184, p = .000 (one-tailed). The Wilcoxon test on the difference between 
the mean ranks of the pretest and the gen-test scores was not significant, with z =-.901, p = 
.184, n.s. To summarize, these results indicate that, overall, the three groups made a 
significant improvement on both stimuli at posttest, while at gen-test the improvement was 
only significant for the simple stimuli.  
To establish whether the three groups differed in their respective mean improvements, 
we carried out the Kruskal-Wallis test on the difference between the pretest and the posttest 
scores, and between the pretest and the gen-test scores for the simple and complex stimuli. A 
Bonferroni correction was applied to the alpha level for the four contrasts (.05/4 = .0125). For 
the improvements at posttest, simple stimuli, the Kruskal-Wallis test yielded a Chi-square of 
2.073 (df = 2), p = .259, n.s., indicating no significant difference at posttest between the 
improvements of the three groups on these stimuli. No significant difference was found on the 
complex stimuli either (Chi-square = .996, p = .608 n.s.). For the improvements at gen-test, 
simple stimuli, the test yielded a Chi-square of 1.850 (df = 2), p = .396, n.s., and for the 
improvements on complex stimuli, a Chi-square was obtained of 5.333 (df = 2), p = .069, n.s. 
To summarize, these results indicate that the mean improvements made by the three 
groups on global segmental quality after the training were not significantly different from 
each other, both with respect to the known and the novel stimuli. The complexity of the 
stimuli did play a role, as was hypothesized, but only in the novel stimuli of the 
generalizability test. Several explanations can be hypothesized for the lack of a significant 
difference between the mean improvements of the three groups. First of all, one must consider 
the small sample size and the relatively large variation in overall segmental quality within 
each training group and between training groups (see Figure 3). This variation is partly a 
result of the impossibility of matching participants prior to the training. This problem is 
reflected in the uneven distribution of mother tongues across the training groups: EXP 
included six native speakers of Arabic, whereas CTRL_NB and CTRL_NO included only 
speakers with Indo-European languages as mother tongues. As we know from previous 
research (Bongaerts, 2001; Purcell & Suter, 1980), speakers of languages that are 
typologically distant from the target language will find it more difficult to learn that language 
and will thus be slower in their progress. The data in Figure 5 seem to lend support to this 
explanation: the speakers of Arabic achieve lower mean scores and make smaller 
improvements than their Indo-European counterparts in each testing condition.  
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Figure 5. Group mean scores (based on a 10-point scale) at each testing condition for the speakers of 
Arabic in EXP (EXP_AR), for the speakers of Indo-European languages in EXP (EXP_IE), and 
overall (EXP). The bars indicate one SD from the mean. 
 
As a matter of fact, the lack of a statistically significant advantage for the students 
receiving automatic feedback and extra CAPT in general, with respect to the students in 
CTRL_NO, might indicate that the CAPT provided was simply not intensive enough, 
regardless the participant’s mother tongue. The number and the frequency of the extra training 
sessions (recall that these were, in total, four weekly sessions of 30 to 60 minutes each) might 
have been too low with respect to the number and frequency of teacher-led training sessions 
(four to six hours per week) to produce a noticeable impact on overall segmental quality (see 
also Macdonald, Yule, and Powers 1994; Precoda et al., 2000). It is also possible that, if the 
training had been more intensive, the improvements on targeted phonemes may have led to 
improvements also on other phonemes not targeted by the feedback algorithm. In this way, 
the impact of this improvement might be visible in overall segmental quality to a greater 
extent.  
 
5.2 In-depth analysis of segmental quality 
In the previous section, we have considered the variation in the sample as a possible 
explanation for the fact that no significantly larger or faster improvement in global segmental 
quality was found for the experimental group. Another possible explanation might lie in the 
CAPT training provided, and in particular in the automatic feedback on the targeted 
phonemes. For instance, the selection of phonemes targeted by the feedback in Dutch-CAPT 
might have been incorrect and the targeted phonemes might not have been problematic for the 
participants even before the training started, at pretest. In this case, expecting to detect an 
improvement in segmental quality on the basis of the feedback in Dutch-CAPT would be 
unrealistic. Another possibility is that the selection of targeted phonemes was correct, but the 
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automatic feedback was not effective in improving those errors. It is also possible that the 
selection of targeted phonemes was correct and the feedback provided was effective, but only 
for the 11 phonemes it targeted. The improvement on these phonemes did not have strong 
enough an impact on global segmental quality to appear in our analyses. 
In order to investigate these issues, we carried out a fine-grained analysis on the specific 
type of segmental errors made by the participants before and after the training. We conducted 
auditory analyses of the participants’ recordings: an expert annotator listened to those 
recordings and made annotations of all segmental errors she noticed. Since making phonetic 
annotations is very time consuming, this task was restricted to the pretest and posttest 
recordings, for a total of 600 sentences. The posttest stimuli were chosen instead of the novel, 
gen-test stimuli, because the former contained exactly the same phonemes as the pretest 
stimuli, and these phonemes obviously also occurred in the same phonetic contexts, thus 
making comparisons between the sets more robust. Since the complexity of the stimuli did not 
seem to have an effect on global segmental quality of the known (posttest) stimuli, as we saw, 
and since targeted and untargeted phonemes were represented in similar proportions in the 
two types of stimuli (the targeted phonemes were approximately 17% of all phonemes in the 
simple stimuli and 19% in the complex stimuli), the errors found by the annotator in the 
complex and simple stimuli were combined in one sum. In this way, counts were available of 
targeted and untargeted errors for each participant at pretest and posttest. 
We first of all checked whether the participants did indeed produce errors on the 
targeted phonemes at pretest, as we assumed when we built Dutch-CAPT. The results show 
that participants did mispronounce 3 to 26 (counts per participant) targeted phonemes at 
pretest (M = 11.23, SD = 5.39) out of a total of 69 targeted phonemes in the pretest stimuli. 
For EXP the range of errors on targeted phonemes per participant was 7-26, (M = 13.93, SD = 
5.53); for CTRL_NB it was 3-16 (M = 8.1, SD = 4.01); for CTRL_NO it was 4-12 (M = 9.4, 
SD = 3.28). These data confirm that the targeted phonemes were problematic at pretest, thus 
indicating that the selection of targeted phonemes was not incorrect. 
We then examined possible improvements on the 11 targeted phonemes and on the 
remaining phonemes. More precisely, we checked whether and which errors did decrease at 
posttest, and whether there were any differences between the participants receiving automatic 
feedback and those who did not. In order to have two comparable groups that would only 
differ for the presence of the variable ‘automatic feedback’ in the training, we removed 
CTRL_NO from these analyses because these participants had received no extra CAPT and 
thus differed for another factor from EXP and CTRL_NB. For this analysis, we combined the 
error counts of the simple and the complex stimuli in one sum. To quantify possible decreases 
in errors, we then calculated the percentage of errors made by each student at pretest and 
posttest for each of the two types of phonemes (targeted and untargeted) relative to the 
amount of total phonemes of the same type in the stimuli. For instance, if the total number of 
phonemes in the stimulus material was 372, of which 69 were targeted phonemes, and a 
student produced a total of 21 errors on targeted phonemes at pretest, the student’s percentage 
of targeted errors at pretest would be (21/69)×100%, in this case 30.4%. This was necessary 
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because the occurrences of targeted and untargeted phonemes in the stimuli greatly differed: 
there were 69 targeted phonemes in the simple and complex stimuli, whereas there were 303 
untargeted phonemes. 
First of all, a comparison between the percentages of total errors thus obtained per 
participant at pretest and posttest with the human ratings of global segmental quality for each 
participant in the groups receiving CAPT (the scores on simple and complex stimuli were 
combined into one mean for each testing condition, per subject) shows a strong, negative 
correlation, r(48) = -.877, p <.01, indicating that the annotations of all errors and the ratings 
of global segmental quality were in agreement. The examination of relative error percentages 
shows that problematic errors decreased by 7.6% (mean calculated over absolute individual 
decreases, SD = .074) for EXP and by 1.4% (SD = .029) for CTRL_NB. To establish whether 
these improvements (the decrease in errors) were statistically significant, and whether any 
difference in the improvements might be attributed to the training provided, we submitted the 
percentages of targeted errors and untargeted errors at pretest and posttest for EXP and 
CTRL_NB to an ANOVA with repeated measures. The factors were Training group as 
between-subjects factor and Test time as within-subjects factor. Box’s M Test for the 
ANOVA on targeted errors was highly significant, with F (3, 15.679) = 4.701, p = .003; thus, 
the homogeneity of covariances assumption was markedly violated.  
Therefore, non-parametric tests were performed for these analyses. First of all, we 
examined the overall improvement of all the subjects on targeted and untargeted errors by 
carrying out a Wilcoxon Signed Ranks test on the subjects’ scores for targeted and untargeted 
errors. Outliers from the EXP group were removed before performing the tests and the alpha 
value was set at .025. The results indicate an overall improvement on both types of errors at 
posttest: for targeted errors, the test yielded a z of –3.150, p = .001 (one-tailed); for untargeted 
errors, the test yielded a a z of –3.360, p = .000 (one-tailed).  
We subsequently examined the difference between the improvements of each group on 
the two types of errors by using the Wilcoxon Rank-sum test. Outliers were removed before 
carrying out the analysis and the significance level was adjusted to .0125. The test on targeted 
errors indicated a significant difference between EXP and CTRL_NB (z=-2.827, p = .002, 
one-tailed), with EXP making a significantly larger improvement than CTRL_NB on 
segmental quality of the targeted phonemes. This apparently faster improvement might be a 
consequence of the fact that EXP was initially making more errors and was therefore likely to 
make larger improvements than CTRL_NB, as found in De Bot (1983) and Hincks (2003, 
2005). Therefore, we also examined the errors made by both groups for the phonemes that 
were not targeted by the feedback in Dutch-CAPT. This time a different trend appeared (see 
four rightmost bars in Figure 6): while both groups produced fewer errors at posttest, the 
decreases in untargeted errors are much smaller and more similar across the two groups (0.7% 
for EXP and 1.1% for CTRL_NB) than those for the targeted errors, and in this case the 
largest decrease is made by CTRL_NB, not by EXP.  
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Figure 6. Mean error percentages (and SEMs) for errors on the targeted and untargeted phonemes. The 
percentages represent the proportion of the occurrences of a certain error type with respect to the total 
number of phonemes of the same type in the stimuli. 
 
The Wilcoxon Rank-sum test on untargeted errors indicated no significant difference 
between the sum of ranks of the two groups (z=-.788, p = .431 n.s.). This indicates that the 
two groups made comparable mean improvements on untargeted phonemes. The mean 
percentages of errors on untargeted phonemes (relative to all untargeted phonemes in the 
stimuli) for EXP and CTRL_NB were, respectively, 4.7% (SD = .022) and 3.4% (SD = .019).  
In summary, these results show that the participants produced relatively more errors for 
the targeted phonemes. This is an indication that these phonemes are, indeed, particularly 
problematic, that the selection of targeted phonemes was correct, and that segmental training 
should focus on these sounds. The results also show that the group receiving feedback on 
these errors made a significantly larger improvement on targeted phonemes than the group 
receiving no automatic feedback, whereas no statistically significant difference can be found 
between EXP and CTRL_NB for the phonemes for which no feedback was available. This 
seems to confirm that the feedback provided by Dutch-CAPT was effective in improving the 
quality of targeted phonemes and that training with automatic feedback at segmental level can 
offer added value with respect to training without such feedback.  
However, the fact that EXP made a significantly larger improvement than CTRL_NB on 
targeted phonemes may also be due to the presence of a floor effect for targeted errors around 
11.5%, i.e. around the means of EXP and CTRL_NB at posttest. In other words, it is possible 
that the CTRL_NB participants could not achieve an improvement comparable to that of EXP 
on targeted phonemes because they did not start off at similar levels of errors and they could 
not possibly make less than 10.3% targeted errors. Similarly, the lack of a large improvement 
with respect to untargeted errors could be due to the fact that untargeted phonemes are less 
problematic and to the presence of another floor, this time for untargeted errors, around 3.5%. 
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Given the initial difference between these two groups, and the fact that no data is available 
from comparable studies on possible floor effects, neither hypothesis can be ruled out on the 
basis of the analyses described above.  
Nevertheless, these results can be also examined in the light of other information 
available. More precisely, we already indicated that speakers of languages that are 
typologically distant from the target one will show slower progress. If we look at the 
individual improvements of the subjects in EXP, we observe that three Arabic speakers who 
had been living in the Netherlands for many months were able to make large improvements 
(see Figure 7). Participant PA1, who had resided in the country for 10 months, showed a 
decrease in problematic errors of 7.25%. PA2, who had resided for 3.2 years in the 
Netherlands, showed a decrease of 24.7%. PA3, who had lived for 3.5 years in the 
Netherlands, achieved a decrease of 8%. Despite their mother tongue and the very long time 
they had already been exposed to Dutch, these subjects show a strong improvement. This, 
together with the very different error behaviour they display for untargeted errors (see Figure 
7), makes it reasonable to assume that the improvement of these subjects is attributable to the 
feedback received.  
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Figure 7. Percentages of errors on targeted and untargeted phonemes at pretest and posttest for 
individual subjects. The group means of EXP and CTRL_NB are also provided, for reference.  
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At the same time, the two Turkish learners in EXP (PT4 and PT5) were able to make an 
improvement of 8.7% on these errors, with participant PT5 reaching the lowest percentage of 
errors of all participants in the two groups. Turkish and Arabic native speakers form two of 
the largest groups of immigrants in the Netherlands and are known to have problems learning 
the Dutch language. In the light of these difficulties, the improvements made by these subjects 
on targeted phonemes deserve serious consideration. It would seem that training with Dutch-
CAPT benefited these learners by accelerating their development of Dutch segmental quality.  
 
5.3. Analysis of students’ evaluations 
Finally, we analysed the answers given by EXP and CTRL_NB to two anonymous 
questionnaires about the specific CAPT system they had used. Since these questionnaires 
contained negative and positive statements, for this analysis all negative statements were first 
reformulated into positive statements, and the scores assigned by the participants were 
reversed accordingly. As a result, higher scores on the 1-to-5 scale indicate positive reactions 
to the CAPT training. In this section, we present a selection of the most relevant statements 
and their respective mean scores (see Table 7).  
Overall, the responses indicated a positive reaction to the two CAPT programs, with 
mean scores per statement (including statements that are not presented in Table 7) ranging 
from a minimum of 2.4 to a maximum of 4.6 for EXP, and from 2.3 to 4.7 for CTRL_NB. 
This result is congruent with results from several other studies and reviews of CAPT, 
including ASR-based CAPT (ALR, 1998; Harless et al., 1999; Mak et al., 2003). More 
specifically, the answers to statements 2, 3, and 4 in Table 7 indicate that the students enjoyed 
working with the CAPT system provided. Answers to statements 1 and 13 indicate that 
participants generally believed in the usefulness of the training. Five of the 10 respondents 
using Nieuwe Buren commented that they mostly enjoyed the short films, because they made 
the learning activity more entertaining and they provided context for learning and for 
completing the exercises, thus simplifying the task. Three of these respondents and two other 
respondents using Nieuwe Buren also commented that they had enjoyed the record and 
playback feature of the system, since it gave them the possibility to practise pronunciation and 
to self-assess pronunciation quality. With respect to Dutch-CAPT, three of the 14 participants 
who provided comments on the system said that it was a good, interesting, and fun 
complement to the regular language course. Eight participants commented that it was helpful, 
mostly in improving their pronunciation and in making them aware of specific pronunciation 
problems they had, but also in improving their vocabulary, their knowledge of spelling 
pronunciation issues in Dutch, and of the Dutch language in general. For instance, one 
participant declared that the system was “excellent for my pronunciation, I am glad I had the 
opportunity to do it, it has really warned me about the biggest problem which I have with my 
pronunciation especially with correction of letters: ui, oe, ae, uu etc.” Another Arabic-
speaking respondent commented that Dutch-CAPT “improved my spelling and pronunciation, 
I learned many words that are similar to each other in spelling but different in meaning, it was 
nice that you could watch videos before speaking”. These comments were given in response 
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to open-ended questions about the usefulness of the training received and seem to suggest that 
at least some learners in EXP were able to develop a metalinguistic awareness of the different 
phonemes of the Dutch language. For Nieuwe Buren, no such comments were made, even 
though the exercises in that system included tasks to train and test receptive discriminatory 
skills. Feedback on receptive skills may perhaps not be sufficient for learners to develop such 
an awareness.  
 
Table 7. Mean scores and SDs for each group receiving CAPT for a selection of 14 statements.  
Statement CTRL_NB EXP 
 M SD M SD 
1. CAPTX has helped me improve my pronunciation 4.3 .67 3.9 1.10 
2. Working with CAPTX was fun 4.2 1.14 4.1 1.25 
3. It was worth coming to the language lab every week 
to train with CAPTX 4.5 .53 4.7 .46 
4. I would like to be able to continue to use CAPTX 4.6 .70 4.7 .46 
5. Receiving feedback on pronunciation while doing 
exercises is useful (EXP)/would have been useful 
(CTRL_NB) 
4.6 .52 4.7 .46 
6. (The feedback is necessary:) I cannot determine by 
myself whether my pronunciation is correct by simply 
comparing my speech to the examplea  
2.4 1.26 4.6 .91 
7. Talking to a computer is less intimidating than 
talking in front of people (teacher, classmates, etc.) 3.4 1.07 3.5 1.25 
8. Working with Taalrecorder is less enjoyable than 
working with CAPTX 3.7 .95 3.3 1.33 
9. The feedback in Dutch-CAPT is comprehensible -- 4.1 .74 
10. The feedback is detailed enough -- 3.1 1.41 
11. The green and red smileys in the feedback are fun -- 4.5 .92 
12. The red letters indicate clearly where my 
pronunciation is not correct -- 4.3 .96 
13. Dutch-CAPT correctly identified the errors in my 
pronunciation in most cases -- 4.1 .80 
14. Dutch-CAPT always understood me when I 
pronounced a sentence -- 3.4 1.24 
Grand Mean (based on 14 statements) 4.0 1.12 4.1 1.11 
Grand Mean (based on all statements) 3.9 1.12 3.9 1.24 
Note. Scores are based on a 5-point scale. CAPTX is used to refer to either of the two CAPT systems 
used for this study. When the statements differed across training groups, the specific training group is 
indicated within brackets. No data is available from CTRL_NB for the last six statements, because the 
CAPT program used by this group did not provide any automatic feedback on pronunciation quality. 
aFor this statement, the sentence within brackets was only presented in the questionnaires about Dutch-
CAPT. 
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A similar difference in the students’ evaluations concerns their beliefs about the 
necessity of automatic feedback to improve pronunciation. The students who did not receive 
automatic feedback (CTRL_NB) seemed to find it a dispensable feature, whereas those who 
did receive it (EXP) seemed to believe quite strongly in its necessity. Five of the 10 
respondents who used Nieuwe Buren did comment that they would have liked some form of 
evaluation of their pronunciation, although they did not actually describe such a feature as 
essential. Possibly, the students in CTRL_NB did not notice certain errors in their 
pronunciation and thus simply assumed that theirs was a correct imitation of the target 
utterance, or they did manage to notice important errors simply by listening to their own 
recordings and by relying on their own discriminatory abilities. In contrast, participants in 
EXP might have become aware of the fact that they lacked such discriminatory skills, by 
studying the feedback they received, and they might have started to develop those skills as 
would appear from the comments indicated above. This latter hypothesis seems corroborated 
by the fact that those participants generally found the feedback provided not detailed enough 
to improve their pronunciation. Two of them suggested providing information as to how to 
articulate a sound in order to improve its quality. Four students who had used Dutch-CAPT 
also found that the algorithm was not always consistent or accurate, and two students 
expressed a wish for a more global type of evaluation, for instance with a score. On the 
whole, however, participants seldom indicated specific problems or ways to improve the two 
systems, and even when they did, they generally suggested improvements regarding the 
graphical user interface design.  
Despite very positive comments by many participants about features of the CAPT 
systems such as the short films, on average students did not seem to prefer the interactivity 
and the variation in these systems to the rather monotonous interface of TaalRecorder, the 
software that simply enabled them to play example sentences, to record themselves repeating 
those sentences, and to play back both recordings separately. This might be partly explained 
by the fact that the participants were all highly educated adults and thus were used to studying 
through more traditional, rote-like learning activities. Possibly related to this aspect is the 
preference expressed for minimal pair exercises by one respondent who worked with Nieuwe 
Buren and four respondents who worked with Dutch-CAPT. This type of exercise simply 
required the participants to pronounce single words that they could hear and read on the 
screen. These exercises are considered useful to achieve certain articulatory dexterity and 
aural discrimination skills. At the same time, it is generally agreed that this kind of listen-and-
repeat exercises should be integrated with less imitative speaking activities which are 
supposedly more realistic and effective to develop global communicative skills (Jones, 1997). 
The fact that some EXP participants liked these exercises the most might be explained by 
their apparent eagerness to succeed in pronouncing a word or a sentence correctly: during the 
training sessions many EXP participants commented that they liked it when they got the 
green, happy smiley and that they found it frustrating whenever they completed an exercise 
without being able to correctly pronounce the utterance at least once. One student from EXP 
even commented that she did not like having only three chances to correct herself for each 
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utterance, and that she wished she would have had more chances to repeat a problematic 
exercise. With the minimal pair exercises, participants were able to focus on a single word 
and very few sounds each time, which generally meant that they succeeded in pronouncing 
the words and the sounds correctly. Exercises with longer sentences, especially when the 
sentences were not written out on the screen, were more difficult because the students needed 
to focus on several phonemes at the same time. For these exercises, students often received 
negative feedback, and often on different sounds of an utterance at successive attempts.8  
Another interesting result is the indication that participants did not feel less embarrassed 
to talk to a computer than with a teacher and classmates. This seems in disagreement with 
studies indicating that anxiety, which is particularly high during oral activities in a foreign 
language (Young, 1990), is largely due to a social factor, i.e. the fear of sounding ridiculous in 
front of other people (Horwitz E., Horwitz M., & Cope, 1986). A possible reason for this 
result might be that the teachers succeeded in creating a friendly, stress-free atmosphere in the 
class.  
 
6. General discussion 
 
The analyses on global segmental quality, on specific types of phonemes, and on the students’ 
questionnaires carried out in this study have provided us with information on the effectiveness 
of automatic corrective feedback on segmental quality and on CAPT in general. The ratings of 
global pronunciation quality indicated that the participants receiving CAPT–and in particular 
those also receiving automatic ASR-based feedback–made larger improvements in segmental 
quality. However, the improvements of the three groups of participants did not differ 
significantly, which suggests that the impact of corrective feedback on global segmtental 
quality was limited. Possible explanations that were advanced include practical constraints in 
the experiment methodology, such as the small sample size and the impossibility of matching 
the groups prior to the training, as well as the small amount of computer-based training 
provided. 
Global evaluations such as the one we obtained by means of expert ratings are a useful 
instrument to gauge the effectiveness of CAPT: they are ecologically relevant, because when 
learners are judged on their pronunciation skills in the real world, for instance during a job 
interview, they are judged on the basis of a global impression. However, if the resolution of 
the analysis is increased and specific errors are examined, as in our in-depth analyses, a 
clearer picture appears. Although it cannot be excluded that both groups of participants 
reached a floor with respect to the phonemes under investigation, the individual results 
obtained from these analyses seem to suggest that the CAPT system providing automatic 
feedback was effective in the task for which it was built, i.e. improving segmental quality on a 
selection of problematic phonemes. The ASR-based feedback seems particularly effective for 
learners who are generally lagging behind. These results are all the more encouraging in the 
light of the fact that they were obtained with algorithms whose performance is not 100% 
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error-free, as they suggest that the occasional erroneous feedback provided in Dutch-CAPT 
did not (seriously) hamper the learning process.  
The more discrete evaluation carried out on the different types of phonemes that were 
being trained is a fairer, more sensitive, and therefore more appropriate instrument to measure 
the effectiveness of this CAPT system and in particular of the corrective feedback provided. 
This evaluation is particularly important for ASR-based CAPT systems, which are made of 
different components, so that possible problems can be ascribed to specific components and 
solved there. It is therefore advisable to adopt both types of analyses when evaluating these 
types of systems, so that both the specific effectiveness of automatic feedback and its 
ecological value can be established. 
Moreover, the knowledge acquired through fine-grained analyses can be combined with 
that obtained from more global analyses to improve the training provided. One way would be 
to intensify the training, allowing more practice time and including more exercises. This could 
further reduce the number of segmental errors among the targeted phonemes and could 
provide the opportunity for generalizing knowledge acquired on certain phonemes and 
phonemic contrasts (e.g. on vowel length in Dutch) to other untargeted phonemes or contrasts, 
thus improving global segmental quality to a larger extent too.  
Another way would be to increase the number of phonemes targeted by the feedback 
algorithm. Recall, however, that the feedback in this CAPT system was designed to be useful 
and robust for learners with different mother tongues: it is thus possible that the results 
obtained on global segmental quality in this study reflect the limitations of such an approach. 
A more targeted system specifically developed for speakers with the same mother tongue 
might be more effective and show a stronger impact on global segmental quality. Such a 
solution would likely be at the expense of the usability of the system, however, which would 
be limited to a specific group of learners. Besides, since current second language and even 
foreign language contexts are characterized by the presence of learners with different L1s, 
developing L1-specific automatic feedback may not be feasible from a practical point of view.  
Linked to this point is another advantage of the combined analyses in this study: the 
discrepancy between scores for global segmental quality and scores for specific phonemes 
targeted in training can contribute to better understanding the relationship between local, 
discrete aspects of pronunciation quality and global ones (see Riney, Takada, & Ota, 2000, 
Neri et al., 2006), which has yet to be clarified. 
Another finding that emerged with regard to the methodology is that stimulus 
complexity could play a role in pronunciation quality, as in the case of the novel stimuli in 
this experiment. If only these types of stimuli had been used, or if no distinction had been 
made with respect to stimulus complexity, ‘blurred’ results might have been obtained offering 
little insight into the improvements made.  
Finally, the questionnaires results indicate that the students in this experiment generally 
appreciated working with the CAPT systems they were assigned. They had a positive 
impression of this type of pronunciation training, finding it a useful and enjoyable 
complement to the regular lessons, a fact that should not be underestimated given the 
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importance of motivational factors in language learning and, in particular, with respect to 
pronunciation skills (see Bongaerts, Van Summeren, Planken, & Schils, 1997; Moyer, 1999). 
The students receiving automatic feedback on segmental quality found this feature necessary, 
tended to trust the system’s feedback, and were generally satisfied with the implementation of 
this feature. Although this does not mean that the system could not be improved, the 
indication that participants trusted and liked the kind of corrective training provided in the 
system is an important, positive result because it means that learners will be willing to correct 
their pronunciation behaviour according to this feedback, and that they will be motivated to 
continue training in this way. At the same time, the answers to these questionnaires seem to 
suggest that automatic feedback on productive skills is more effective than feedback on 
receptive skills in developing a metalinguistic awareness of phonemic differences. 
 
7. Conclusion 
 
ASR-based CAPT has garnered considerable attention in the past decade for its possibility of 
providing corrective feedback on pronunciation, a task for which limited time is available in 
traditional instruction. The detailed analyses of segmental quality in this study suggest that the 
simple and easy-to-understand automatic feedback provided in our ASR-based CAPT system 
can be effective in improving segmental quality of the phonemes it targeted, leading to larger 
improvements than those achieved in the absence of such feedback, after only four hours of 
CAPT over a period of one month. In particular, this type of focused training seems to 
accelerate segmental development in learners who are generally slower. However, no 
statistically significant advantage appeared from a more global evaluation of segmental 
quality of the learners’ speech. Several possible explanations for this finding have been 
proposed and discussed.  
The positive results measured in all three analyses in this study, including the positive 
response of the students to the training and the feedback they received, give us reasons to 
believe that a system providing simple, corrective automatic feedback can be a useful 
pedagogical tool to supplement regular teacher-fronted classes and that it is worthwhile to 
continue studying this technology so that it can be improved. Finally, we believe that this 
study has contributed to the research on ASR-based CAPT system in at least two ways. First 
of all, by emphasizing the need for assessing these systems’ effectiveness from the point of 
view of the actual improvements made by users. Secondly, by offering suggestions on how to 
go about investigating the effectiveness of these systems. 
 
8. Notes 
 
* The present research was supported by the Dutch Organization for Scientific Research (NWO). We 
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teachers and language coordinator, and to the six expert raters who evaluated the speech samples. 
Finally, we are indebted to Lou Boves and Toni Rietveld from the Department of Linguistics for 
their valuable suggestions on the analyses presented in this paper.  
1 The TTM-E exercises on segmentals also provide standard animated sagittal sections showing the 
articulation of individual phonemes. 
2 It should be noted that most studies, including Lyster (1998), have only investigated the short-term 
effects of corrective feedback, because of the difficulty in isolating this factor in a real learning 
environment. 
3 Certain segmental errors are less easily and reliably identifiable than others by means of ASR-
technology. It thus seems wiser to focus the provision of feedback on those for which the technology 
is less error-prone, rather than risking to provide erroneous feedback frequently. 
4 Permission to use part of the material for research purposes was kindly granted by the Nieuwe Buren 
publisher, Uitgeverij Malmberg BV. 
5 Originally the participants were 32, but two participants were later removed from the sample because 
they suddenly had to leave the Netherlands and thus completed the training in a shorter time. 
6 Rater A3, who obviously assigned exactly the same scores to all her 8 duplicates, declared that she 
had recognized 2 duplicates, to which she thus assigned the same score in order to be consistent, 
which partly explains her results. When the other raters were questioned on this point, they 
nevertheless declared that, while they had indeed noticed the presence of duplicates, they tried to 
rate them independently, following the order in which the hyperlinks to the audiofiles appeared in 
their tables, as requested. 
7 All assumptions were met. 
8 This shows that what may seem minor implementation issues could play a role in determining 
students’ preferences for certain activities and motivation to learn through these activities. 
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___________________ 
AN APPRAISAL OF ASR-BASED CAPT 
(to be submitted) 
 
 
Abstract 
This paper attempts to provide a fair appraisal of what Computer Assisted Pronunciation 
Training systems with Automatic Speech Recognition technology are and how they work for 
second language learning. First, it describes the main components and operation of an ASR-
based CAPT system; it then presents different results obtained in studies on the effectiveness 
of these systems, and it subsequently examines the shortcomings in these systems and 
suggests how these can be obviated to provide effective pronunciation training. Throughout 
the paper, the emphasis lies on the importance of approaching the design as well as the 
evaluation of ASR-based CAPT from a system point of view, starting with a careful analysis 
of the requirements that the system must fulfil in the context of a given course addressing a 
specific group of learners. The purpose of this work is to enable second language teachers and 
researchers to establish the fitness for purpose of existing ASR-based CAPT systems and to 
suggest how such systems can be customized to meet specific needs. 
 
1. Introduction 
 
Towards the end of the 90’s the first Computer Assisted Pronunciation Training (CAPT) 
systems that made use of Automatic Speech Recognition (ASR) to provide feedback on 
pronunciation quality appeared. Since then, high expectations have been placed on these 
systems by second language teachers and researchers. The main bonus of these systems was 
considered the provision of automatic, instantaneous, and individual feedback on 
pronunciation. Many experts consider feedback as crucial to make a learner aware of 
pronunciation errors in the second language (e.g. Flege, 1995), but teachers have very limited 
 chapter 5 _________________________________________________________________________ 
 118
time for providing guidance on pronunciation to each of their students in traditional classroom 
teaching contexts. Moreover, teachers often prefer not to correct pronunciation errors in the 
classroom, as students might feel embarrassed and avoid speaking in the second language 
later on. With ASR-based CAPT, feedback would be provided in real time to each student by 
a machine through headphones and visual information on a display, thus alleviating the 
problem of classroom time constraints and social judgment.  
When put to the test, however, these systems did not always yield the expected results. 
Several teachers and researchers reported various types of limitations of these systems and 
became disappointed and sceptical about their pedagogical usefulness and effectiveness. In 
particular, a number of researchers (Coniam, 1999; Derwing, Munro, & Carbonaro, 2000) 
questioned the applicability of ASR technology for the purpose of evaluating L2 
pronunciation quality.  
Almost twenty years later, this view is still shared by a number of researchers. At the 
same time, three phenomena are apparent that deserve mention. Firstly, in contrast with this 
view, commercial ASR-based CAPT products are enjoying increasing popularity among 
buyers. Secondly, a number of educators and researchers are actually interested in developing 
or using pronunciation training materials with ASR technology, but they often find 
themselves faced with the difficulty of understanding what is feasible from a technological 
point of view, or of communicating with ASR developers. Thirdly, there seems to be an 
incomplete understanding of the capabilities and complexities of this technology, which in 
some cases led to generalizations across systems regardless of the products’ claims and 
objectives (Egan, 1999), or to unrealistic expectations, which in turn might result into 
misusing this technology. 
This paper attempts to analyse the capabilities of current ASR-based CAPT, to 
understand the causes of the unsatisfactory performance of some systems, and to finally 
establish whether and how it is possible to improve these systems or to circumvent their 
limitations, so that they can be useful for L2 pronunciation training. In this analysis, 
weaknesses are considered that are due to limitations inherent in ASR technology as well as to 
issues that pertain to other aspects of CAPT systems. The ultimate goal of this work is to 
enable teachers and researchers to establish the fitness for purpose of existing ASR-based 
software and to suggest ways in which ASR-based software can be customised to meet L2 
learners’ specific needs. To this aim, we first of all study the working of basic ASR 
technology and that of ASR-based CAPT technology as a whole. We subsequently analyse 
various publications on ASR-based CAPT, and we finally discuss specific aspects of ASR-
based CAPT technology. 
This work follows up on previous studies that discussed strengths and limitations of 
ASR technology for pronunciation training (Egan, 1999; Ehsani & Knodt, 1998; Eskenazi, 
1999). In this study, however, recent developments are addressed, practical examples are 
provided, and a discussion is included on automatic error detection and pronunciation 
grading. This work focuses mainly on the segmental level of pronunciation, since ASR 
technology can be best exploited for the training of segmentals.  
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2. How the technology works 
 
In order to appreciate the actual capabilities and limitations of ASR-based CAPT systems, we 
need to understand how these systems work. This means first of all understanding how ASR 
technology (in its basic form) works, as this technology obviously plays an important role in 
ASR-based CAPT systems. For this purpose, in this section we provide a short description of 
how a conventional Speech Recognizer–called Continuous Speech Recognizer (CSR) in that 
it recognizes continuous speech–works. A CSR like the one described here is typically 
implemented in dictation systems to convert a spoken utterance into a string of 
orthographically represented words, and it can in fact be considered a simplified version of 
the technology found in an ASR-based CAPT system.  
 
2.1. How Automatic Speech Recognition works 
A CSR consists of the following modules (see Figure 1): 
 
(a) Acoustic models  
(b) Lexicon 
(c) Language model  
(d) Decoder 
 
(a) The acoustic models are developed during the training phase of the CSR. In this 
phase the CSR receives a lot of input (thousands of utterances) consisting of speech signals 
and their corresponding orthographic and canonical phonemic transcriptions. In this way, the 
CSR is trained to associate a given set of acoustic values with a given phone of the language 
in question. At the end of the training phase, the CSR has developed an acoustic model for 
each phone of the language to be recognized. Such models can be trained on speech produced 
by native speakers, as in the majority of dictation systems, on speech produced by non-native 
speakers, or on a combination of both. The acoustic fit of these models is important in 
determining the recognition performance: the greater the similarity between the models and 
the incoming sounds, the better the recognition performance is likely to be. 
(b) The lexicon is a list of all the word forms the CSR can recognize. Each entry is 
represented by the orthography and the phonemic transcription of a given word. Sometimes 
multiple phonemic transcriptions can be used for one entry, for instance to include possible 
regional realizations of that entry. For recognition to be successful, the lexicon must contain 
all the words that may be used in the application. This is the direct consequence of the way in 
which recognition is carried out: the CSR looks for the sequence of known lexical items that 
best matches the incoming signal, where ‘known’ means contained in the lexicon. Large-
vocabulary CSRs have thus the advantage that they allow a larger variety of words as input, 
but they are also more likely to contain more similar sounding and thus more confusable 
words, which may lead to poorer recognition performance. 
 chapter 5 _________________________________________________________________________ 
 120
(c) The language model of a CSR describes the probability with which words and 
sequences of words occur in a given language.1 A language model helps the CSR decide, for 
instance, whether a speaker uttered the adjective ‘plain’ or the noun ‘plane’, even though 
these words are homophones and are both contained in the lexicon. At the same time, the 
language model may cause the CSR to recognize (and output) a word that sounds similar, but 
still differs from the one actually uttered by a user, simply because this word is more likely 
according to the language model. 
(d) During decoding a search algorithm tries to find the word sequence that maximizes 
the probability that an input sequence of sounds corresponds to that word sequence. Needless 
to say, the decoder can only search for and choose sequences of words that are allowed in the 
lexicon and in the language model.  
With these ingredients, a CSR can analyse the incoming speech signal, recognize the 
words it contains, and output a string of words in orthographical form, just like common 
dictation systems do. As we have seen, however, care must be taken in preparing these 
ingredients and in blending them, because even a task as speech-to-text conversion, which is 
relatively simple for humans, can be problematic for a CSR. 
 
 
Decoder
Acoustic
Models
Lexicon Language
Model
Speech Signal
Input
W1 W2 W3 W4
Words
Output
 
Figure 1. Schematic diagram of an Automatic Speech Recognition system. 
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2.2. How specific ASR-based CAPT technology works 
As we have just seen, the purpose of a conventional CSR is to convert an acoustic signal into 
a string of words. In the case of an ASR-based CAPT system, there are two additional 
requirements. First of all, we specifically want to recognize non-native speech, which is 
characterized by (often large) deviations from native speech. We also want to identify 
possible L2 pronunciation errors in that speech, and to make this information immediately 
available and accessible to the learner. To meet these requirements, a more complex type of 
application with dedicated ASR technology is needed. The operation of this application can 
be schematically represented by a sequence of four different stages:  
 
(1) speech recognition,  
(2) segmentation or alignment,  
(3) analysis of pronunciation quality, 
(4) feedback.  
 
(1) The first stage a CAPT system has to go through in order to provide feedback on 
pronunciation quality is to establish the verbal content of what the learner said–in other 
words, to recognize the spoken utterance. This stage is the one at which the CSR with its four 
components comes into play, and it is a crucial one because all subsequent phases depend on 
the accuracy of this one. However, in the case of CAPT, a specially tailored CSR has to be 
used which can compensate for the problems that arise when dealing with non-native speech. 
These problems have to do with the fact that non-natives (a) often use different words and 
word orders, (b) pronounce sounds differently, and (c) pronounce words as a different 
sequence of phones, as compared to natives. In the ASR community, it has long been known 
that these differences can degrade ASR performance considerably (Arslan & Hansen, 1996; 
Bonaventura, Gallocchio, Mari, & Micca, 1998; ISLE, 1999; Van Compernolle, 2001). These 
differences affect essentially all three trained components of a CSR: (a) the language model, 
(b) the acoustic models, and (c) the lexicon. Furthermore, non-native speech is characterized 
by a lower speech rate and by a higher frequency of disfluencies (Cucchiarini, Strik, & Boves, 
2000; 2002), which can also affect performance.  
(2) In contrast to a dictation system, whose only task consists in recognizing the spoken 
utterance and translating it into a sequence of words, in CAPT, once the spoken utterance has 
been recognized, additional tasks have to be carried out. These serve to obtain the necessary 
information to provide an evaluation of pronunciation quality. The first of these tasks consists 
in the segmentation of the spoken utterance into a sequence of phonemes. This task is 
performed by an algorithm that uses the acoustic models and the recognized utterance to 
segment the speech signal into phonemes and to provide them with time stamps. In this way, 
detailed information on the characteristics of each phoneme uttered by the learner is available 
for the given utterance. The correctness of the alignment of the speech signal with the 
recognized utterance is essential to provide correct feedback. 100% correct alignment is 
particularly difficult to achieve with non-native speech because this speech is often 
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characterized by the presence of deviations from native speech, disfluencies, sound insertions, 
etc. 
(3) The information on the learner’s speech sounds can now be compared to that of 
(canonical) native speech sounds. This analysis is generally carried out by another algorithm 
that provides a measure of the distance between the two types of sounds, generally in the form 
of a likelihood that the learner’s realization of a sound matches the native realization of that 
sound. This information can then be used to provide an evaluation of pronunciation quality at 
phoneme, at word, or at sentence level. The correctness of the output of this phase depends on 
the accuracy of the previous phases, as well as on the accuracy of the stored models of native 
and non-native speech sounds, or on the correctness of previously set thresholds to accept or 
reject the learner’s realization of native speech sounds.  
(4) The information mentioned so far is in the form of numbers. To be meaningful for 
the learner, and thus to be pedagogically useful, this information clearly must be translated 
into some form of intuitive feedback. Although this may seem an obvious observation, and 
although feedback presentation does not pertain to ASR-technology but to user interface 
design, this issue is fundamental in the development of effective ASR-based CAPT systems, 
as will be illustrated in the second part of this paper. 
From this short description it should be clear that the development and the working of 
ASR-based CAPT systems is by no means straightforward and that ASR-based CAPT is a 
technology in its own right, comprising different, complex tasks besides speech recognition. 
In the following sections, we examine specific problems that have been encountered with 
these systems, and we subsequently sketch ways in which these problems may be alleviated 
and circumvented by acting on one or more specific system components. 
 
3. Studies assessing the usefulness of ASR-technology software for CAPT  
 
In order to further study the capabilities of ASR technology for pronunciation training, we 
critically examine research that has attempted to evaluate the usefulness of this type of 
software. First, we look at studies investigating dictation software; secondly, we consider 
studies on ASR-based CAPT, so as to highlight the fundamental differences between these 
two types of applications. 
 
3.1. Dictation systems 
ASR software dictation packages are being used by a growing number of people working in 
different branches. These packages offer good recognition performance at a reasonable price 
and are readily available on the market. It is probably for these reasons that some teachers and 
CALL practitioners have become interested in these programs as a possible tool to teach L2 
skills, including pronunciation. However, as we have just seen, dictation systems are not 
actually developed for this purpose, which requires dedicated technology. Therefore, one 
might expect that unsatisfactory results are obtained when this type of ASR software is used 
for L2 pronunciation training. To confirm this hypothesis on the basis of empirical evidence, 
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we examine a study that investigated the usefulness of ASR technology for pronunciation 
learning. This study evaluated the performance of dictation package Dragon 
NaturallySpeaking Preferred (DNSP) in identifying pronunciation errors in the English of 
Cantonese and Spanish learners (Derwing et al., 2000).  
The authors propose two criteria for establishing the effectiveness of ASR in providing 
corrective feedback on L2 speech errors. First, the software should be able to recognize the 
speech of ESL speakers at an acceptable level. Second, the software’s identification of L2 
speech errors should resemble that of native, human listeners. The evaluation procedure 
adopted consisted in (1) comparing the recognizer’s printed output with human-made 
orthographic transcriptions of the speakers’ utterances, in (2) comparing human-made 
phonemic transcriptions of the recognizer’s output with phonemic transcriptions of the 
speakers’ utterances, and in (3) relating these results to scores on comprehensibility and 
accentedness assigned by humans (Derwing et al., 2000).  
With respect to (1), the number of words correctly recognized by the software would 
constitute a measure of recognition accuracy, which was compared to intelligibility scores 
representing the percentage of words that had been correctly transcribed by the human 
listeners. For this task, the software’s recognition of native speech was found to be almost as 
accurate as the human recognition, while it was much below the human benchmark in the case 
of non-native speech (Derwing et al., 2000).2 This result confirms what was explained before, 
namely that dictation applications developed to be used mainly by native speakers perform 
worse when used by non-native speakers.  
The software’s recognition of non-native speech was also found to be unrelated to 
human judgments, i.e. to the listeners’ intelligibility scores, accentedness ratings, 
comprehensibility ratings, and phonemic error rates (number of errors divided by number or 
phonemes for each sentence). Here, another problem becomes evident which has to do with 
an important characteristic of dictation CSRs: while the transcriptions of the speakers’ 
utterances probably do represent the speakers’ pronunciation errors, the output of a dictation 
CSR cannot be taken to be a representation of pronunciations errors. A dictation CSR will 
match a portion of the speech signal with the word that appears to be the most probable 
candidate from among those contained in the lexicon. In selecting the word, the CSR takes 
account of various factors such as the resemblance of the acoustic models, the words in its 
lexicon, and the language model. Besides, it simply decodes speech as a sequence of words, 
without attempting to also decode it as a sequence of phones. Therefore, attempts to infer a 
phonemic transcription from the recognized words (see point 2 of the evaluation, above) are 
likely to yield results that are substantially different from a phonemic transcription made by 
an L2 teacher. If a Chinese speaker mispronounced the English word angry as angly, for 
instance, it may still be the case that the combination of acoustic and language models results 
in the decision that the intended word angry is the most likely candidate. By recognizing the 
word, the dictation system effectively overhears the pronunciation error. In fact, DNSP would 
only be able to spot the error if the lexicon contained the ‘word’ angly. Not surprisingly, 
normalization errors (in which a mispronounced word was transcribed in its correct form) 
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were found to be among the most frequent software recognition errors in Derwing et al.’s 
(2000) study.  
Therefore, the software’s output cannot be expected to reflect human judgments of 
intelligibility, comprehensibility or accentedness (see point 3), nor can it be used as a basis for 
providing specific feedback to L2 learners on segmental errors. If this type of ASR 
technology is used for the purpose of providing feedback on pronunciation quality, the 
conclusions drawn by Derwing et al. (2000) will apply: the ASR technology examined 
“cannot be considered to be of benefit to ESL speakers” (p. 602), “the computer’s output 
might be confusing to ESL students”, and “the observed levels would frustrate a user hoping 
for reliable feedback on intelligibility” (p. 600). For the same reasons, although the criteria 
adopted to evaluate this software are very plausible and adequate for evaluating ASR-based 
CAPT, the software used in this study cannot possibly meet them. Essentially, the message to 
take home from Derwing et al.’s (2000) study is that standard dictation software intended 
mainly for native speakers should not be used for non-native speakers, nor for a purpose that 
it was not meant to serve, i.e. pronunciation training.  
 
3.2. ASR-based CAPT systems 
In this section, we examine studies on the effectiveness of ASR-based CAPT for improving 
pronunciation in L2 learners. We first consider studies that obtained positive results, to show 
that, if a system is properly designed, ASR-based CAPT can help improve pronunciation 
skills in the L2. We subsequently examine studies that obtained negative results because these 
studies can help identify inadequacies in ASR-based CAPT systems. In this way, we aim at 
providing a comprehensive picture of the advantages and of the limitations of ASR-based 
CAPT technologies. This should enable teachers and researchers to more easily assess 
existing systems, choose which one best suits their students’ needs, or formulate specific 
system requirements when participating in the development of such a system. As will be 
apparent from these studies, ASR-based CAPT systems are complex machines and problems 
in their performance depend on a combination of factors not necessarily involving the CSR.  
Harless, Zier, and Duncan (1999) conducted a study on Virtual ConversationsTM, an 
ASR-based program simulating conversations with Arabic speakers. Their goal was to 
establish whether this program could help sustain existing language skills and quickly recover 
proficiency loss in participants who were proficient in Arabic, but did not have opportunities 
to use the language regularly. To measure possible improvements, oral interviews were 
carried out which were evaluated by two pools of professional raters. The authors found 
significant mean improvements in reading and speaking (and a non-significant albeit 
“convincing” increase in listening) in nine American intermediate learners of Arabic, after 
one week of training with the system for eight hours per day. An analysis of the learners’ 
impressions of the training with this system revealed very positive reactions: the users felt the 
agents were believable conversational partners, felt more motivated to train their skills in 
Arabic with this system, and reportedly gained more confidence in those skills. These results 
indicate that training with such an ASR-based CAPT system can be beneficial for speaking 
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skills, even when only a form of implicit feedback on pronunciation quality is provided (the 
virtual conversational agents can only react in an appropriate way if the student’s utterance is 
pronounced correctly). This study did not include, however, a control group using no CAPT 
system or a different CAPT system, which might have enabled the authors to establish 
whether the improvements they found were due to the extra practice devoted to oral training, 
or to the specific type of training catered for by Virtual ConversationsTM.  
Akahane-Yamada, Dermott, Adachi, Kawahara, and Pruitt (1998) carried out 
experiments to measure the effectiveness of two different types of automatic feedback in 
helping Japanese learners improve their perception and production of the l/r contrast in 
English. One feedback type, which was administered to ten participants for three days, 
consisted of spectrographic representations of the trainees’ speech and of the model-speaker’s 
speech (displayed together with formant-tracking results). The other form of automatic 
feedback, which was provided to two participants for two hours, consisted of HMM-derived 
confidence scores, i.e. ASR-based scores. Both training methods included a session in which 
verbal instructions from a teacher and spectrographic displays were provided (after pretest, 
but prior to the official training). The stimuli consisted of a list of minimal pairs that 
participants were asked to read before and after the training. The authors measured posttest 
improvements in intelligibility and goodness of production, and a small increase in perception 
for both groups of participants.  
Another recent study was carried out on PLASER (Pronunciation Learning via 
Automatic SpEech Recognition), an ASR-based CAPT system for Cantonese Chinese 
learners of English (Mak, Siu, Ng, Tam, Chan, Y-C., Chan, K-W. et al., 2003) focussing on 
the pronunciation of confusable phonemes. The system, which contains 20 lessons with 
listening and speaking exercises and instructions on how to articulate specific phonemes, was 
used by 900 students of grade 7 and 8 for 2-3 months. Pretest and posttest recordings of 60 
words elicited from 210 participants were used for establishing the effectiveness of the 
training. Although they do not specify how it was measured, the authors report a significant 
mean improvement in pronunciation accuracy, with 73% students improving on average by 
4.53% (absolute increase) and 27% getting worse on average by 2.68% for unknown reasons. 
The majority of the students appeared to appreciate this type of training and to prefer it to 
traditional English classes on pronunciation; the teachers’ impressions were also very 
positive.  
Improvements were also measured for an interactive English Pronunciation Dictionary 
for Korean Learners (Kim, Wang, Peabody, & Seneff, 2004). This ASR-based system, which 
provided semi-automatic feedback at segmental and supra-segmental level, was tested on six 
Korean learners of English who practised with it from 16 to 69 minutes. A total of 222 
utterances produced by these participants were judged by two native speakers to determine 
whether the first production was accented and whether the second one was better, worse, or 
the same. According to the authors, all the participants showed “substantial improvement in 
clarity” (p. 1147), and 61% of the utterances were considered better in the second recorded 
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sample following the provision of feedback. The lowest improvement was recorded by the 
student who spent the shortest time on the task after feedback.  
These studies indicate a positive effect of ASR-based CAPT as well as student 
appreciation for this type of training. However, it is not always clear whether the 
improvement can be attributed to the automatic feedback provided, rather than to some other 
form of training being simultaneously provided, for instance by teachers, or simply to extra 
practice devoted to oral training. In an attempt to investigate these issues, we conducted a 
study on thirty immigrants studying Dutch in the Netherlands (Neri, Cucchiarini, & Strik, 
2006a). The learners, who were all following Dutch courses at the Radboud University of 
Nijmegen, were assigned to three groups who were tested before and after four weeks of 
training. The control group (n = 5) did not receive any extra computer-assisted pronunciation 
training, while the two experimental groups trained 30 to 60 minutes a week with a CAPT 
system, for four weeks. One experimental group (n = 10) used a CAPT system without 
automatic, ASR-based feedback, while the other (n = 15) trained with a modified version of 
the same CAPT system which also provided automatic, ASR-based feedback.  
The two CAPT systems presented videos of a tailor-made, sitcom-like story played by 
Dutch actors. The exercises were based on those videos and included role-plays, aural or 
written questions to be answered by recording one of several possible answers, and exercises 
requiring the student to pronounce specific words, including many minimal pairs. The main 
difference between the two CAPT systems was that the one without ASR-based feedback 
included exercises on receptive skills, while the ASR-based CAPT system provided feedback 
on production by means of ASR technology. The automatic feedback provided in the ASR-
based CAPT system had been designed to be useful and reliable for learners with different 
mother tongues. More precisely, it addressed 11 Dutch phonemes that had been previously 
identified as most problematic for such a miscellaneous group (see Neri, Cucchiarini, & Strik, 
2006b), and that had been found to be automatically detectable in a reliable way (see Neri et 
al., 2006a). The feedback provided was simple, concise, and easy to interpret. If a phoneme 
was mispronounced, a red, disappointed smiley would appear on the screen, the incorrect 
phoneme would appear in red and underlined in the transcription of the student’s utterance, 
and a message would inform the student that the red sound(s) had been mispronounced, 
prompting him/her to repeat the utterance. If the pronunciation was deemed correct, a green, 
happy smiley would appear, accompanied by a message congratulating the student and 
prompting him/her to proceed to the following exercise.  
Three types of data were analysed to establish the effectiveness of the training: (a) 
expert ratings of global segmental quality, (b) expert annotations of segmental errors, and (c) 
the learners’ appreciation of the specific CAPT received. The results on global segmental 
quality (a) show that the largest mean improvement was made by the experimental group 
using the ASR-based CAPT system, followed by the group using the CAPT system without 
feedback. However, the three group mean improvements did not differ significantly. When 
improvement on segmental quality was measured in the two experimental groups for the 
specific 11 targeted phonemes and for the untargeted phonemes (b), the group receiving ASR-
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based feedback appeared to have made a significantly larger improvement than the no-
feedback group on the targeted errors, while no significant differences were found with 
respect to the untargeted phonemes. An examination of the individual data showed that large 
improvements on these phonemes were made by learners who had already been exposed to 
Dutch for a number of years and who are known to have problems learning this language 
because of the typological distance from their own mother tongue, such as Arabic and Turkish 
speakers. The learners’ response to the training received (c), which was measured by means 
of questionnaires, was found to be generally very positive. The learners felt that they had 
improved their pronunciation and seemed to have developed a metalinguistic awareness of 
phonemic contrasts in Dutch that did not emerge from the answers provided by the no-
feedback group. These results suggest that automatic, ASR-based feedback was effective in 
improving the quality of the 11 phonemes it targeted for a heterogeneous group of learners, 
and that it was more effective than the training that did not envisage feedback.  
In 2000, Mayfield Tomokyio, Wang, and Eskenazi published a similar study that 
focussed on the English //-// phonemic contrast. The authors observed 16 university 
students with different mother tongue who were learning English as a second language, in an 
immersion setting. These students received a total of two hours of training on the English 
voiced and voiceless interdental fricatives, over a period of two to three weeks. One group 
(n=8) used the Fluency system, which identifies errors automatically and offers suggestions 
for correctly pronouncing the phonemes targeted. The control group (n=8) received the same 
type of training by a teacher. Phoneme quality was evaluated by one rater on a 3-point scale. 
The results indicate a noticeable error reduction for the fricatives in different phonetic 
contexts and no significant difference in the improvements of the two groups, suggesting that 
the type of training offered by the Fluency system was effective and could be successfully 
applied to other phonemes too. 
Another study with a similar experimental design was conducted by Precoda, Halverson, 
and Franco (2000). This study examined the effectiveness of three weeks of training (with 
three 30-minute sessions per week) with FreshTalk, an ASR-based CAPT system providing 
feedback on global pronunciation quality of Spanish (L2) at passage level. The participants, 
native speakers of American English, were divided into a group (n = 12) using FreshTalk, a 
group (n = 6) using a modified version of FreshTalk without feedback, and a group (n = 14)3 
receiving only traditional (non-CAPT) training. To establish possible pronunciation 
improvements, tests were administered consisting of sentences with problematic sounds or 
sound sequences, and ASR-derived (machine) scores were used, instead of scores assigned by 
human raters. The experimental groups practising with the two versions of the CAPT system 
exhibited small but significantly larger improvements than the group using no CAPT system, 
and the version of the software with feedback was associated with a greater willingness to use 
the software. However, the two practice groups did not appear to differ significantly in their 
respective mean improvements, as if the provision or lack of feedback did not affect the 
learning outcome. This study seems to suggest that a generic benefit can be obtained from 
extra practice, but it does not indicate any specific advantage of ASR-based feedback as 
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opposed to no feedback. The authors listed the following factors as potentially responsible for 
this result: the way in which feedback was presented was suboptimal, the feedback was not 
useful in general, the length of the training was too short, the sample was too small, whereby 
the within-group variation might have exceeded the between-group variation, the (automatic) 
instrument used to measure pronunciation improvement was not accurate. The authors 
concluded that the “design of the user interface deserves as serious attention as the underlying 
technology” (Precoda et al., 2000, p. 105).  
Another study in which user interface design might have played an important role for 
the learning outcome was conducted by Hincks on Talk to Me English (henceforth TTM), one 
of a very successful series of commercial products developed by the French company Auralog 
(Hincks 2003, 2005). One of the reasons of the popularity of TTM is probably the presence of 
interactive, closed-response ASR-based dialogues. These consist in simple questions from the 
software which users can answer by choosing and recording one of three possible utterances. 
The answer is recognized by the ASR component of the system, which reacts by choosing the 
following, most logical conversational turn, and so on. As will be explained later, these types 
of dialogues generally ensure high recognition performance (see also Waltje 2001) and, at the 
same time, they allow the student to engage in ‘non-threatening’ human-like dialogues in the 
L2. Another ASR-based feature of TTM is instantaneous feedback on pronunciation. This 
includes an overall pronunciation score and two displays representing, each, a pitch curve and 
a waveform corresponding to the utterances spoken by the student and by a (model) native 
speaker, with the incorrect portion of the utterance (either single sounds in a word or words in 
a sentence) coloured in red.4  
To measure the effectiveness of TTM, Hincks studied 24 students of various 
nationalities who followed a 200-hour, ten-week long course in Technical English for 
Immigrants in Sweden in two different semesters. The control group (n = 15) received five 
hours of pronunciation tutoring plus assistance by a software program for learning IPA 
notation. The experimental group (n = 9) received four hours of pronunciation tutoring, did 
not use the IPA software, but used TTM on average 12.5 hours. The students’ pronunciation 
was evaluated before and after the course by means of the PhonePass test, an ASR-based test 
of oral proficiency in the form of an automatic dialogue over the telephone (Townshend, 
Bernstein, Todic, & Warren, 1998). The overall results show that neither group improved 
significantly in pronunciation. However, individual results reveal that practice with TTM did 
help those students who started with a strong foreign accent, whereas students with 
intermediate pronunciation proficiency got no benefit from this training and possibly even got 
worse. In a later analysis, Hincks (2005) compared these automatic scores with those assigned 
by a pool of listeners on a number of utterances read by the participants before and after the 
training. The automatic and the human assessment coincided for only 11 of the 24 
participants, but the trend according to which the students with a more intrusive accent 
improved and the more proficient ones got worse was also found in the human assessment. 
Hincks (2005) concluded that state-of-the-art ASR-based training with imitative speaking 
practice could be useful for beginning students, but of little help to intermediate students. 
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Again, several factors might have played a role in this study. For instance, it is possible 
that the time the more proficient students spent training with TTM was simply too little to 
have a significant impact on their pronunciation skills. Hincks herself mentions the relatively 
lower effectiveness of mimicry with intermediate students as opposed to beginners. She also 
mentions the specific type of feedback provided in TTM, which was possibly damaging to the 
self-confidence of the intermediate students because it pointed out errors, but it did not 
indicate how to remedy them. Moreover, the combination of an overall score and a waveform 
display in this program seems to imply that the two are related, but it is unclear how. As other 
users and researchers reported about this program, the student may eventually end up 
realizing that there is no relation between the two (ALR, 1998; Reeser, 2002), which clearly 
impoverishes the pedagogical value of this kind of feedback. In addition, the fact that two 
waveforms are presented, one representing the student’s utterance and one representing the 
model utterance, wrongly suggests that the student should produce an utterance whose 
waveform closely corresponds to that of the model. In fact, two utterances containing the 
same sequence of words may both be very well pronounced and still have waveforms that are 
very different from each other. In addition, these displays are difficult to interpret even for 
students with knowledge of acoustic phonetics (ALR, 1998; Carey, 2002; Zheng, 2000), since 
there is often no simple correspondence between articulatory gestures and the visible 
representation displayed.5 This further reduces the pedagogical value of these displays 
(Ehsani & Knodt, 1998; Eskenazi, 1999; Murray & Barnes, 1998; Price, 1998; Pennington, 
1999; Warschauer & Healey, 1998; Watts, 1997), and it might explain why, in this study, the 
more proficient students, who had more localised pronunciation problems and needed 
specific, constructive feedback, did not benefit from the program.  
An example of a different approach to feedback on pronunciation errors can be found in 
the ISLE project (Interactive Spoken Language Education, Menzel, Herron, Bonaventura, & 
Morton, 2000; Menzel, Herron, Morton, Pezzotta, Bonaventura, & Howarth, 2001). This 
project led to the creation of a system for German and Italian learners of English providing 
feedback on typical pronunciation errors at phoneme and word-stress level. The feedback on 
phonemes consists in highlighting in red the grapheme corresponding to the erroneous 
phoneme in the utterance and showing, on the screen, a frequent word containing the correct, 
target phoneme and another frequent word containing the student’s incorrect realization of it. 
The student can listen to both sounds, try to notice differences, and optionally practise by 
repeating a list of words containing the problematic target phoneme, which is automatically 
generated with the feedback.  
This system goes a step further than the systems described so far, because it does not 
only determine where a possible segmental error occurred in an utterance, it also clearly 
shows what sound was actually realized. The problem with this system is that the 
performance achieved is poor. The authors report that, in a test with German and Italian 
learners, only 25% of the actual errors were detected by the system and over 5% of correct 
phones were incorrectly classified as errors, whereby students would more frequently be 
given erroneous, discouraging feedback than they would be given helpful diagnoses. 
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Due to its approach and the technology used, the ISLE system is likely to make mistakes 
at various stages: in recognizing the utterance, in locating the error, in diagnosing the 
problem, and thus also in presenting the example words for practice. Although alternative 
technological solutions are available to automatically identify erroneous realizations made by 
L2 learners, and more are presently under study (Tsubota, Kawahara, & Dantsuji, 2002, 
Tsubota, Dantsuij, & Kawahara, 2004; Truong, Neri, de Wet, Cucchiarini, & Strik, 2005), it is 
questionable whether existing technology is capable of supporting the ambitious goals set in 
the ISLE project. A slightly less ambitious system that has to make fewer decisions is also 
likely to make fewer errors. From a pedagogical point of view, it might also be more effective 
to do less, and avoid confusing feedback. Clearly indicating the portion of a word or utterance 
that was mispronounced, without telling exactly which erroneous sounds were recognized, 
and at the same time providing oral examples of the correct, target utterance, might be 
sufficient feedback.  
As a matter of fact, if the purpose of the pronunciation training is to help improve global 
pronunciation skills in beginner learners, even a form of less detailed feedback might be 
effective. A study on such a form of automatic feedback was conducted on Italian primary-
school children learning English in a foreign language learning setting (Mich, Neri, & 
Giuliani, 2006; Mich, Neri, Gerosa, & Giuliani, submitted). The system that was tested in this 
study was a CALL system including ASR technology called PARLiNG (Parla inglese, i.e. 
speak English), which resulted from a close collaboration between speech technologists, 
teachers, and children, and which indeed appears to be appreciated by its young users (Mich, 
Neri, & Giuliani, 2005). The system contains famous children’s stories, a visual dictionary, 
and adaptive games in which the pronunciation of words presented in the stories can be 
trained and immediately evaluated by means of ASR technology. The automatic feedback 
consists in a simple acceptance or rejection of the learner’s utterance, based on the utterance’s 
resemblance with native models (Mich, Giuliani, & Gerosa, 2004; Mich et al., submitted).  
The goal of this study was to see whether a system providing even a simple form of 
feedback on pronunciation by means of ASR technology could supplement traditional 
language teaching by helping young learners acquire the pronunciation of English words. In 
particular, the authors were interested in finding out whether this system would lead to an 
improvement in pronunciation quality of individual words and whether this improvement 
would be comparable to the improvement made by children receiving traditional teacher-led 
training. The rationale behind this study was that if the training provided by the system 
proved to be as effective or nearly as effective as the training provided by a teacher, there 
would be an empirical basis for introducing such CAPT systems in schools to supplement 
traditional pronunciation teaching.  
To this aim, the authors compared a group of pupils receiving teacher-led training with a 
group training only with PARLiNG at the same public school. A pretest-posttest experimental 
design was adopted to measure the effects of 4 weeks of training, during which both groups 
received an equivalent amount of training focusing on the same children’s story and on the 
same set of words from that story. In fact, for practical reasons, the experimental group 
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trained with PARLiNG for a total of 2 hours, while the control group spent 4 hours training 
with the teacher.6 For the stimuli, 28 isolated words were selected from the training material 
so as to cover most British English phonemes. The recordings were presented in different 
random orders to three experts who evaluated them individually for pronunciation quality. 
The results show that overall pronunciation quality improved significantly for both 
groups of pupils and that the group mean improvements were not significantly different from 
each other. Moreover, the analyses carried out on specific groups of words indicated 
significant and comparable group mean improvements also in pronunciation quality of words 
that were particularly difficult to pronounce and were unknown to the children prior to the 
training (Mich et al., 2006). These results show that even a simple form of automatic feedback 
can be beneficial for pronunciation quality where it is most needed. Besides, the fact that the 
experimental group was able to make such improvements even though it could train for only 
half of the time with respect to the control group seems to vouch for the capability of CAPT 
systems with ASR-technology to overcome the time-constraint problem of classroom 
teaching. Possibly because they offer ‘undivided attention’ to each user, these systems seem 
to provide more intensive training to each learner.  
In conclusion, while it is often difficult to identify the exact factors responsible for some 
of the results presented above, it should be clear that the choice for a certain type of feedback 
is to a large extent independent of the ASR technology incorporated in a CAPT system, and 
that these choices are just as important for the pedagogical effectiveness of ASR-based CAPT 
systems as the accuracy with which the system recognizes the students’ utterances and actual 
errors in them. At the current state of development of ASR-technology, it seems advisable to 
prefer simple forms of feedback, as they are less error-prone and effective. 
 
4. How ASR can be usefully employed in L2 pronunciation training 
 
Among the advantages that are often cited for optimal ASR-based CAPT systems is their 
ability to correctly recognize a non-native utterance, detect individual pronunciation errors, 
and provide immediate feedback on them. These systems can also offer extra learning time 
and material, and the possibility to practise individually in a stress-free environment, all of 
which are advantages compared to traditional classroom situations. Moreover, these systems 
can include activities stimulating task-based learning, for instance through role plays and 
interactive dialogues.  
However, ASR-technology is sensitive to the degree of mismatch between acoustic 
models and incoming speech, to vocabulary size, and to task complexity. Moreover, this 
technology is only one part of a complex system, for which complex decisions have to be 
taken. These decisions might not always lead to the desired learning outcomes, as we have 
seen. In this section, we intend to show how ASR technology can be employed in a 
meaningful and useful way within the broader CAPT technology, provided that its undoubted 
limitations be seriously reckoned with in the design of a CAPT system. To this aim, we make 
an attempt at formulating recommendations, which essentially concern three important 
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aspects of ASR-based CAPT applications: 1) non-native speech recognition, 2) pronunciation 
scoring, and 3) feedback. Obviously, the actual implementation of most of these 
recommendations is the concern of software engineers and speech technologists. However, it 
is important for L2 teachers and researchers to be aware of these issues because it is up to 
them to formulate the functional requirements for a customised system, or to choose the best 
off-the-shelf piece of software against specific requirements. 
 
4.1. Non-native speech recognition for CAPT applications 
As we mentioned, to ensure a satisfactory degree of recognition performance in ASR-based 
CAPT applications, ASR technology specially tuned for non-native speech has to be used. In 
this section we explain what can be done to enhance ASR performance on non-native speech, 
by looking at its three adaptable components. Expert use of these techniques will result in 
CAPT systems with a sufficiently high recognition performance, to give most students the 
feeling that they can interact with the system in a meaningful way. 
 
4.1.1. Acoustic models Attempts aimed at improving ASR performance on non-native speech 
have concentrated mainly on the acoustic models. Since it was found that acoustic models 
trained on native speech material do not yield satisfactory recognition performance for non-
natives (Franco, Abrash, Precoda, Bratt, Rao, & Butzberger, 2000; Gerosa & Giuliani, 2004; 
Tomokiyo, 2000; Wang, Shultz, & Waibel 2003), different approaches have been adopted, 
such as “model combination” and “parallel models”, in which both L1 and L2 speech material 
is used to train the acoustic models. With “model combination”, a cocktail of native and non-
native speech material is used to train the models. The proportion of native and non-native 
speech can be varied to fine-tune the models to the speech that will have to be recognized. 
Using these ‘hybrid models’ makes the CSR more tolerant towards imperfect, non-native like 
renditions. If acoustic models trained only on native speech were used, these renditions might 
be rejected as too deviant from the native reference. In the “parallel models” approach, 
acoustic models for both languages are stored, and during decoding the recognizer determines 
which models fit the data better (Deville, Deroo, Gielen, Leich, & Vanparys, 1999; Kawai & 
Hirose, 1998; Witt, 1999; Witt & Young, 1999). The major disadvantage of these approaches 
is that they can only be applied to fixed L1-L2 pairs. This means that systems based on these 
approaches can only be used by learners with the target L1(s) as mother tongue. Another 
practical disadvantage is that, in order to train the acoustic models in these systems, large 
quantities of non-native speech (produced by the target L1 speakers) are needed and these are 
not always readily available.  
An alternative approach that can be applied for any L1-L2 pair consists in employing 
speaker adaptation techniques, such as the common MLLR and MAP techniques, which have 
shown to improve recognition performance considerably (Franco, Abrash et al, 2000; Gerosa 
& Giuliani, 2004; Tomokiyo, 2000; Witt, 1999). With this method, a relatively small amount 
of non-native speech is sufficient to adapt the native acoustic models. This adaptation is 
usually done while building the ASR-based CAPT system. However, it is also possible to 
_____________________________________________________ an appraisal of ASR-based CAPT 
 133
carry out speaker adaptation automatically: this entails an ‘enrolment’ phase that is very 
similar to the one adopted in dictation CSRs that are used for the first time. During this phase, 
the user is required to record a text, and this recording is used by the system to automatically 
fine-tune the original acoustic models to the acoustic properties of the user’s speech. This 
method can be particularly useful when the system is addressed to speakers of different 
mother tongues: in this case, adapting from non-native speech in general would introduce too 
much variation in the acoustic models, which is why a ‘user specific’ adaptation as the one 
done during the enrolment should be preferred. Finally, to further maximize recognition 
performance, speaker adaptation can be used in combination with the “model combination” 
method.  
The purpose of all these methods is to increase the similarity of the system’s acoustic 
models with the incoming sound, which, as we explained, increases recognition performance. 
The choice for the method will depend on the exact scope of the CAPT (Is the system to be 
used by learners with one specific L1, or is it to be used by learners with different L1s? Are 
the L1s of the target users known?) as well as on the availability of relevant speech databases 
(Do the relevant speech databases already exist and can they be purchased, or do they have to 
be collected from scratch?).  
 
4.1.2. Lexicon As already mentioned, another way of improving ASR performance is by 
acting on the lexicon and ensuring that speakers utter words that are contained in the lexicon. 
There are various techniques that can be used for this purpose: for instance, asking closed-
response questions (e.g. “What is the opposite of good?”), having speakers read aloud 
sentences or repeat auditorily primed sentences, or designing closed-response dialogues with 
(characters in) the system, in which the student can choose an answer from among a limited 
number of possible alternatives. These alternative answers are generally also phonetically 
different from each other, to further maximize recognition performance (see Townshend et al., 
1998; Waltje, 2001). Open-response designs are more difficult to develop (Egan, 1999), but 
they generally offer more challenging activities in which the learner has to generate an 
utterance without any cues from the system, which are more in line with the current 
communicative approach. It is nevertheless important to stress that the use of elicitation 
techniques aimed at limiting vocabulary size and the proportion of out-of-vocabulary words 
for each specific interaction with the CSR does not affect the face validity of a system or test 
(see Townshend et al., 1998). A good example are the dialogues in TTM (Waltje, 2001), or the 
closed-response activities used in TraciTalk and the Syracuse English Comprehensive 
Learning Series (Syracuse Language) (see also the overview provided in Egan, 1999). In a 
review of different commercial systems, such systems were found to yield higher recognition 
accuracy rates than open-response systems such as Encarta Interactive English Learning 
(Chen, 2001).  
A teacher might opt for closed-response activities for beginner learners because these 
learners are likely to make many pronunciation mistakes in their spoken production, hence 
they might need less challenging activities as well as a system in which the chance of 
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incorrect recognition is reduced to a minimum. For intermediate or advanced students, using 
open-response activities might be a better option because these students might lose interest 
and motivation if faced with too simple activities, and also because their speech in the L2 
might be more target-like and thus less likely to result in recognition errors than in the case of 
beginner learners. Open-response exercises might also be included simply to stimulate 
students to use the L2 productively in human-like dialogues, rather than to provide detailed 
feedback on pronunciation quality.  
Another way to ensure better recognition performance by acting on the lexicon, which 
may be especially important for non-native speech, is to include, for at least a number of 
entries, pronunciation variants that reflect possible L1-induced mispronunciations of L2 
words. This approach was implemented in the ISLE system by building first a set of rules 
describing possible errors by German and Italian learners of English in given phonetic 
contexts, and subsequently applying these rules to the lexicon. A similar method has been 
more recently implemented in Ya-Ya Language Box, a PDA application for Chinese 
elementary-school learners of English (Chou, 2005).  
Since this approach is based on information on typical errors, students are also likely to 
receive accurate and efficient feedback on those areas where they need it most. This approach 
also helps the CSR to recognize words that are seriously mispronounced. However, such a 
system cannot possibly cater for idiosyncratic, unpredictable errors. Besides, this method 
cannot be used if the L1(s) of the target users is not known, or if knowledge on typical errors 
is not available. In that case, an L1-generic approach should be chosen in which no attempt is 
made at predicting possible errors. This might result in lower accuracy in recognizing and 
identifying errors, but in more efficiency in that more students will be able to train with the 
system. Again, the choice as to which method to adopt will depend on the target users of the 
system and on how feasible it is to meet all the needs of those users.  
 
4.1.3. Language model Another way to increase recognition accuracy is to divide the learning 
activities in multiple, separate tasks for the recognizer. This is generally done in combination 
with a limited lexicon (see above). With a constrained lexical domain and a simple task 
definition, it is possible to conceive the language model as a series of ‘embedded’, smaller 
language models. Small language models have low perplexity, i.e. there are fewer options 
from which to choose, which decreases the search space for the decoder and increases 
recognition speed and accuracy (Markowitz, 1996). Since the student’s output is likely to 
change according to the task at hand (think, for instance, of a dialogue with the doctor as 
opposed to a dialogue in a restaurant), it is possible to activate a specific language model 
containing only those utterances that are expected in that given context. In this way, 
recognition performance can again be maximized without affecting the face validity of the 
application and the students have the feeling that they are interacting with the system and that 
they have control over the conversation. Again, closed-response exercises lend themselves 
very well to this method. 
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Finally, ‘stricter’ language models can be used to further simplify the recognition task, 
e.g. language models describing exactly which utterances–i.e. which exact sequences of 
words–are allowed as input to the CSR (Chou, 2005; Ehsani & Knodt, 1998; ISLE, 1999; 
Markowitz, 1996). These models yield very high recognition accuracy if one among the exact 
sequences expected is indeed pronounced. However, these models are not flexible and cannot 
properly handle speech containing hesitations such as filled pauses, repetitions, insertions or 
deletions.  
 
4.2. Pronunciation evaluation 
Once an utterance has been recognized, evaluation of the utterance can take place. As we have 
seen, good recognition of non-native utterances implies that the system be tolerant of 
discrepancies between the incoming speech and the native speech models, which is why 
adapted acoustic models are used in this phase. The evaluation phase is a different and 
separate phase that rests on an almost opposite assumption as that underlying the recognition 
phase: scoring requires the system to focus exactly on those discrepancies in the student’s 
utterance that had been ‘accepted’ during the recognition phase.  
As indicated in the section on how specific ASR-based CAPT technology works, for 
evaluation to take place, the recognized utterance has to be ‘prepared’ in the segmentation/ 
alignment phase. To do this, a procedure known as forced alignment is generally used (Egan 
& La Rocca 2000; Rabiner & Juang, 1993). Because the utterance has already been 
recognized in the utterance verification procedure, it suffices to request the ASR system to 
output the segmentation and alignment information that can be derived from the traceback of 
the Viterbi search. This information is always available, but it is not normally output in ASR 
systems used for dictation, because there the only output that is relevant is the sequence of 
recognized words. Using this alignment information, the evaluation phase can take place. 
During this phase, (less tolerant) native acoustic models are used instead of adapted ones, to 
obtain an indication of the degree of similarity between the learner’s L2 phone realizations in 
the recognized utterance and the target phonemes. The system can thus establish how close 
the spoken utterance was to the native models used as reference, thus making it possible to 
provide feedback to the learner. For instance, if we consider the ‘angry/angly’ example 
mentioned above, we can expect that the CSR will first recognize the non-native utterance 
‘angly’ as ‘angry’, by resorting to the Chinese/English acoustic models and/or lexicon. Based 
on those same models it will align the non-native /l/ with the target /r/, and in the evaluation 
phase, it will yield a low score for the /r/ phoneme, based on a comparison with the native 
models for the phonemes in ‘angry’. 
Different terms have been used by the various authors for this stage: pronunciation 
scoring, pronunciation grading, error detection, error localization, error identification etc. 
Although in most research in CAPT and automatic pronunciation assessment these terms are 
used interchangeably, it is important to be aware that they can refer to two different tasks, as 
will be explained below.  
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Error detection and pronunciation grading In general, error detection (or localization) 
indicates the procedure by which a score at a local (e.g. phoneme) level is calculated, while 
pronunciation grading (or scoring) stands for the procedure that is followed to calculate a 
global score at the utterance level, which could also be a weighted average of the local scores. 
Seen in this light, error detection can be considered a specific sub-task of pronunciation 
grading. In fact, these are two different tasks, with a different goal and a different output. The 
need to distinguish between the two becomes clear when we consider the specific applications 
in which they are used. In pronunciation testing, for example, global pronunciation scores, 
whether or not obtained by averaging local scores, are usually calculated to provide an 
indication of the learner’s proficiency. In pronunciation training, such global scores can be 
useful to motivate the learner and to give him/her an indication of improvement over 
successive attempts, but, for providing corrective feedback, it might be desirable to give more 
specific information about pronunciation mistakes, so that the learner can remedy them. This 
implies that the information should at least be given at word level, and, preferably, at 
phoneme level, so as to direct the learner’s attention to the problematic sounds.  
It is nevertheless important to stress that, in general terms, error detection requires a 
higher level of accuracy than pronunciation grading, hence it can be considered a more 
difficult problem.7 This is even more so if we consider that pronunciation grading is generally 
based on a number of speech characteristics such as the temporal features speech rate, 
articulation rate, and segment duration, which can relatively easily be calculated automatically 
(Cucchiarini et al., 2000). In addition, since these characteristics are measured over longer 
stretches of speech than the point measurements that are required for error detection, they 
generally are more reliable and yield stronger correlations with human judgements of 
pronunciation quality (Kim, Franco, & Neumeyer, 1997). For instance, it seems that people 
who speak fast and with few pauses within and between words are more likely to receive high 
pronunciation quality ratings by listeners, while people who make several pauses in their 
speech are more likely to receive lower ratings. For these reasons, measures such as 
articulation rate are often employed in automatic pronunciation assessment (Cucchiarini et al., 
2000; Franco, Neumeyer, Digalakis, & Ronen, 2000), where the only criterion that counts is 
that the automatically produced overall score correlates strongly with human judgements of 
the same utterance. On the other hand, for the purpose of providing corrective feedback on 
pronunciation to learners, the usefulness of these measures is limited: a low score based on 
these measures would tell the student that s/he has to speak faster or make fewer pauses and 
hesitations in order to improve his/her pronunciation quality.  
A CAPT system can provide a more meaningful and useful type of automatic feedback 
on the quality of individual speech sounds based on the similarity between the stored models 
and the spoken utterance. This information can be obtained at the phone, word, utterance, or 
passage/interaction level, but in general it holds that the larger the domain of calculation, the 
higher the number of observation points and, therefore, the higher the reliability of the 
measures is. When designing a CAPT system, it is therefore important to realize that the more 
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detailed the feedback is to the learner, the greater the risk is that the system will make 
mistakes and that it will thus provide erroneous feedback.  
Various approaches to error detection and pronunciation grading can be found in the 
literature. They can be divided in the following two categories: 
(1) General algorithms that can be applied to any combination of languages, regardless 
of the learner’s mother tongue or target language. These are usually based on acoustic 
measures such as likelihood scores, posterior probabilities, and duration measures. These 
measures are often referred to as confidence scores because they indicate the system’s 
confidence that the segment in question (a phone, word, or utterance) was correctly 
pronounced–in other words they indicate how closely the segment matched stored models of 
correct segments. The majority of the studies that use these measures use them at the word, 
utterance, or passage level because of the higher reliability obtained at these levels (Franco, 
Neumeyer et al., 2000; Langlais, Öster, & Granström, 1998). However, there are researchers 
who have calculated confidence measures at phone level, the best known example being the 
Goodness Of Pronunciation (GOP) algorithm developed by Witt (1999), which has been 
adopted also by other authors (Mak et al., 2003, Neri et al., 2006a).  
These methods consist in finding optimal (combinations of) measures or training 
optimal thresholds (in the likelihood scores, duration measures, etc.) for each phoneme on 
which feedback is to be provided. These thresholds tell whether the relevant phoneme was 
target-like or not. The thresholds are trained on the basis of a speech database containing 
phonemes that have generally been previously marked as correct or incorrect by human 
experts, so that the automatic error detection will reflect as closely as possible the human one 
(see Witt & Young, 2000). Obviously, multiple thresholds can be trained for each classifier to 
reflect various degrees of correctness of a spoken sound. This implies that care should be 
taken in defining the various degrees of correctness (or, according to the dimension of 
pronunciation quality chosen, of intelligibility, or accentedness etc.) against which the human 
experts have to score the training database. The main characteristic of these types of 
algorithms is that they do not indicate which phoneme was actually realized in case of 
mispronunciations, but simply tell if an erroneous phoneme was detected.  
 
 
 
 
 
 
 
 
 
 
Figure 2. Pronunciation network of the word ‘angry’. 
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(2) Focus on frequent, systematic, language-specific errors (e.g. by using pronunciation 
networks or phoneme lattices). In order to be able to detect detailed phone-level errors 
(substitutions, insertions, and deletions) and specific erroneous realizations, several authors 
have adopted an approach in which expected mispronunciations are generated on the basis of 
knowledge of the pronunciation mistakes that L2 learners are likely to make (Chou, 2005; 
Kawai & Hirose, 1998; ISLE 1.4, 1999; Tsubota et al., 2002; Truong et al., 2005). Such 
mispronunciation can be included in the lexicon as pronunciation variants, either as a list of 
possible variants or in the form of a phone network. It is then left to an ASR system to 
determine the variant or the path through the network that most closely matches the acoustic 
signal (e.g. Tsubota et al., 2002, see Figure 2). By comparing the selected variant or path with 
the correct variant, it is possible to determine which phoneme(s) in a word have been 
pronounced erroneously, and exactly what pronunciation errors have been made. For this task, 
confidence measures such as the ones described above are used, but this time, the threshold(s) 
trained indicate(s) the boundary between the target phoneme and the erroneous relization(s). 
Recently, experiments have also been carried out in which classifiers using specific 
acoustic features and different classification methods such as Linear Discriminant Analysis 
(LDA) and Decision Trees have been used (Ito, Lim, Suzuki, & Makino, 2005, Truong et al., 
2005). For detecting the typical /l/-/r/ substitution mentioned in our example, for instance, a 
classifier can first be trained with (a set of) specific acoustic discriminative features of these 
two sounds in the target language, and it can subsequently be applied whenever /r/ is expected 
in a given utterance. The classifier will decide whether /r/ or /l/ was actually pronounced. 
Truong et al. (2005) found that LDA classifiers trained on a relatively small number of phone-
specific, acoustic-phonetic features to discriminate between voiceless fricatives and plosives 
in non-native Dutch can achieve 87-95% classification accuracy.  
However, as discussed for the lexicon, in this case too the specificity of these language-
specific approaches may mean more accuracy only if the system targets one or more specific 
L1-L2 pairs (for which sufficient knowledge of typical pronunciation errors is available). 
Moreover, unexpected, idiosyncratic errors cannot be handled. Language-specific approaches 
can nevertheless be useful to make learners aware of typical, stereotyping pronunciation 
errors in their speech. For beginner learners, or for learners who appear to have fossilized 
certain pronunciation errors at an early stage, this kind of feedback might be very valuable. 
Finally, another important issue that ought to be considered when designing binary 
error-detection algorithms is which errors are more acceptable, or least detrimental, since in 
any automatic system there is always a chance that an error is made. For error-detection 
algorithms, this means that there will always be a possibility that the system will incorrectly 
reject correct sounds (so-called false reject) and vice versa (false accept). It is however 
possible to tune the algorithm so that either of the two types of errors will occur less 
frequently. Again, the choice could depend on the target users and/or on the purpose of the 
training. Beginner learners, for instance, are likely to produce many errors and to receive a 
considerable amount of negative feedback in a normal situation. For these learners it might be 
wiser to tune the error detection algorithm so that the chance of false rejects is as low as 
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possible, to avoid the risk of frustrating the students by rejecting correct utterances too (Egan, 
1999; Herron, Menzel, Atwell, Bisiani, Daneluzzi, Morton, et al., 1999; Mayfield Tomokyio 
et al., 2000). In other words, we can choose for a low rejection threshold or simply select only 
those errors for which initial tests have shown that they can be automatically detected in a 
robust way. This means that patently wrong sounds will probably be (correctly) rejected, but 
at the same time a number of incorrect sounds will probably be accepted as correct, or a 
number of errors which cannot be detected with sufficient reliability will simply not be 
addressed. This would probably enable the learners to concentrate only on the most serious 
errors and to gain self-confidence (Egan, 1999). By contrast, when addressing more advanced 
L2 learners, a more conservative system might be more appropriate, where as few false 
accepts as possible occur. In this case, we are willing to accept that a few correct sounds may 
be (erroneously) rejected because our users are already proficient.  
 
4.3. Feedback 
Providing feedback is crucial in L2 pronunciation training since L2 learners often fail to 
notice the deviations in their pronunciation from the target pronunciation. As we have just 
seen, ASR-based CAPT technology makes it possible to obtain the information needed for 
this task automatically, i.e. without the intervention of a teacher. However, this information 
then has to be passed on to the learner. How much of this information needs to be 
communicated, and how, are decisions that must be taken during the design phase of an ASR-
based CAPT system, that are fairly independent of ASR- and error-detection technology, and 
that are crucial for the effectiveness of the whole system. In choosing the optimal way of 
providing feedback, we can distinguish between content and form of feedback, essentially the 
information to be provided and the way to present it.  
 
4.3.1. Feedback: content With respect to the information on pronunciation errors to be 
provided to the learner, there are various recommendations to be made. First of all, a selection 
could be made, from among all errors, of a smaller number of errors on which feedback will 
be provided. This can be important when many errors could be detected, as in the case of 
beginners, to avoid overwhelming learners with too much information on many different 
items. The errors to signal could be selected randomly, but specific criteria could also be 
defined to further maximise the pedagogical effectiveness and the efficiency of the training. 
We would like to suggest at least four criteria to select errors for this purpose: (1) error 
frequency, (2) error persistence, (3) perceptual salience and (4) robustness of error detection. 
The importance of error frequency is obvious: addressing errors that are infrequent will 
have little impact on pronunciation performance and will therefore not significantly contribute 
to improving communication. Second, concentrating on persistent pronunciation errors is a 
question of efficiency. Why should we put effort in errors that simply disappear through 
exposure to the L2? Third, in line with the focus of current pronunciation training approaches, 
only errors that are perceived as clearly deviant–in other words, as obvious errors–by a human 
listener should be given priority because they can hamper communication. Finally, since we 
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know that the performance of ASR-based detection procedures is not 100% correct, it is 
important to choose the pronunciation errors that are detected more reliably. Targeting more 
errors with the risk of providing erroneous feedback would not add value to the training: 
rather, it would probably be counterproductive. 
These criteria were applied to obtain a selection of errors made by immigrants learning 
Dutch (Neri et al., 2006b), and were subsequently implemented in a system addressing such a 
type of learners (Neri et al., 2006a). For such a target group, it is important to focus on errors 
that are common across learners with different mother tongues. This means that, for instance, 
problems with the pronunciation of the Dutch /r/ might be frequently found only in certain L1 
groups (e.g. Chinese and Japanese speakers) and might therefore be removed from the 
selection or might receive a low ranking in the selection. It goes without saying that, to apply 
these criteria, the relevant information must be available, which means that databases with 
expert annotations must be available or otherwise must be created for this purpose.  
Furthermore, for a pedagogically sound approach to feedback, designers should bear in 
mind that providing a very detailed type of feedback is probably unnecessary. Research on the 
effectiveness of various forms of feedback in L2 teaching has shown that clearly informing 
students that specific areas in their utterances are incorrect, without attempting to provide 
examples of the incorrect versions, and offering them the possibility to listen to the correct 
version might be sufficient feedback. This means that if a learner says ‘angly’ the teacher will 
simply correct him/her by emphatically repeating the correct pronunciation ‘angry’, without 
repeating the incorrect ‘angly’ produced by the learner. For instance, in a study on teacher 
feedback strategies and resulting learner uptake (i.e. the immediate repair that students adopt 
on the basis of feedback), Lyster (1998) found that recast, i.e. a “repetition with change”, 
possibly with emphasis (Lyster & Ranta, 1997, p. 47, see also Chaudron, 1977 and Long, 
1996) of the student’s incorrect utterance yielded the highest uptake rate for phonological 
errors. The drawback of this form of feedback, which seems to be the most common form 
used by teachers, is that it can be rather implicit in pinpointing problems and therefore 
problems may go unnoticed, while the advantage of corrective feedback lies exactly in the 
fact that it signals errors, making learners aware of a mismatch between their output and the 
target (El Tatawy, 2002; Kim, 2004). Linked to this is the indication that, to be effective, 
corrective feedback should be presented in such a way as to be perceived as clearly corrective 
(El Tatawy, 2002). In general, it thus seems that a simple and clear reformulation of the 
mispronounced utterance immediately following the student’s turn, in which errors are 
unambiguously pointed out, might be sufficient to correct those errors, provided that ample 
opportunities are also given for practice. The feedback provided in the CAPT system 
described in Neri et al. (2006a), for instance, which consisted in an overt error correction, 
accompanied by provision of the correct form as a recast (reformulation of the student’s 
utterance, minus the error) with opportunity for self-repair by repeating the utterance several 
times, does satisfy these requirements and can be easily implemented.  
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4.3.2. Feedback: presentation As we already argued, the learner will only be able to 
benefit from the various analyses obtained by means of ASR technology in a CAPT system if 
the feedback is presented in a meaningful and comprehensible way. It follows that exploiting 
well-known, straightforward symbols, as is done in several systems mentioned (Mak et al., 
2003; Menzel et al., 2001; Neri et al., 2006a) with red (and underlined) letters, must be 
preferred over presenting complex visual displays or phonetic symbols because the former 
ensures that the feedback is immediately clear to the learner. 
With regard to this point, it is also important to stress that using ASR technology does 
not imply providing feedback in the form of spectrograms or waveforms, a misunderstanding 
that seems to exist (see, for instance, Alhawary, 2004; Zheng, 2000). In fact, these displays 
can be obtained in real time without even resorting to ASR technology. Careful user interface 
design of feedback provision can ensure that these kinds of displays are avoided and that more 
easily interpretable information is provided.  
Finally, as we mentioned in the previous section, the system should limit the amount of 
negative feedback, so as not to discourage students. This can be implemented in the feedback 
presentation phase by setting a maximum for the number of errors to signal to the learner 
during each exercise or activity. For instance, a maximum of three errors could be indicated 
per utterance even if more were detected (see Neri et al., 2006a). Alternatively, developers 
might choose to provide feedback only on one type of error per exercise or activity, to comply 
with the requirement that feedback should consistently and intensively focus on one type of 
error at a time over a period of time, as suggested by Han (2002). In this way, when the 
learner tries to correct an error after the first attempt, the feedback provided at each successive 
attempt could be limited to that specific error only. Thus if a student finally succeeds in 
correctly pronouncing a sound, s/he will be ‘rewarded’ by some form of positive feedback. By 
contrast, if after the second attempt negative feedback is provided on a different sound, the 
student might feel frustrated. The choice to limit the feedback to the same sound over 
successive attempts might be particularly useful for activities in which long sentences have to 
be pronounced. 
In conclusion, there are several options with which teachers and developers are 
confronted when developing optimal feedback algorithms and user interface specifications in 
an ASR-based CAPT system. As we have seen, most decisions on which error detection 
algorithm should be preferred have pros and cons, and the choice will often depend on the 
users targeted and on practical issues such as the availability of information on typical errors 
or of appropriate speech databases. And once such a decision has been taken, care should be 
taken in ensuring that the information obtained from the algorithm is communicated to the 
students in a meaningful and clear way.  
 
5. Conclusions 
 
In this paper, we have attempted to provide a fair appraisal of how ASR-based CAPT systems 
work. In our examination of the studies available, we have considered the gaps in these 
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systems that are due to shortcomings both of ASR technology and of other components of 
CAPT systems or more broadly of the system design, and we have suggested ways to obviate 
these shortcomings. In doing so, we have emphasized that ASR-based CAPT systems are a 
complex technology and that Automatic Speech Recognition technology is just one part of it. 
The evaluation and design of these systems should start with a careful analysis of the 
requirements that the system should fulfil in the context of a given course addressing a 
specific group of learners. Once this has been established, the limitations of ASR-based 
CAPT should be considered and methods to circumvent these limitations should be applied if 
necessary. With the information provided in this work, we hope that educators will more 
easily be able to establish whether and how these systems can suit the learning goals that they 
have in mind for their students. 
While it is undeniable that ASR-based CAPT is far from being 100% error-free, we 
have shown that those studies in which the technology was fine-tuned to specific pedagogical 
goals have obtained positive results. It is our opinion that these positive results, together with 
the fact that learners seem to enjoy working with ASR-based CAPT system, justify deploying 
ASR technology for pronunciation training and make it worthwhile to continue perfecting it 
for this purpose, with input from practitioners and researchers from the L2 learning field.  
 
 
6. Notes 
 
1 In other types of applications, no statistical information is provided and a grammar network 
is used instead, which defines the possible word sequences that will be accepted by the 
CSR.  
2 The same result was obtained in a similar study (Coniam, 1999). 
3 Originally the sizes for each training group were 15, 14, and 16 respectively for a total of 45 
participants, but due to a high drop-out rate only 32 subjects returned for the posttest 
recording session. 
4 The TTM exercises on segmentals also provide standard, animated mid-sagittal sections 
showing the articulation of individual phonemes. 
5 The reason why representations such as waveforms are used, even in the TTM children’s 
versions and in other CAPT programs (e.g. the Rosetta Stone and Pronunciation Power), 
might be that they are likely to impress the buyers–a factor whose importance must not be 
underestimated in commercial products. Another reason might be a difficulty involving 
different experts in the design phase of a CAPT system, including educators. 
6 This difference was due to the fact that the language lab did not have enough computers for 
all the subjects in the experimental group to be able to train at the same time. 
7 As Egan and LaRocca (2000) point out, there is a progression of expertise required to 
provide these functions also for human experts.  
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6 
___________________ 
CONCLUSIONS 
and suggestions for future research 
 
 
Learning pronunciation in a second language is considered one of the most difficult goals for 
adult learners. While everybody now agrees that acquiring a native-like pronunciation is 
unnecessary for the majority of second language learners, it is generally acknowledged that 
learners should achieve a level of pronunciation quality that enables them to effectively 
communicate in the target language. One of the factors that appear to be crucial for improving 
a learner’s pronunciation skills is corrective feedback provided by a teacher (or a native 
speaker) on the learner’s spoken production. The need for external feedback is due to the fact 
that learners generally lack the discriminatory ability to notice the mismatch between their 
own pronunciation and target-like realizations in the second language. But if an expert 
speaker can draw a learner’s attention to specific pronunciation errors by means of corrective 
feedback, the learner is more likely to perceive the difference and can then try to improve 
his/her production towards a more target-like rendition, in a loop that goes from production, 
to perception, back again to production, and so forth.  
Providing feedback in a traditional classroom training setting means, first of all, giving 
each learner time and opportunities to produce speech in the second language, and 
subsequently informing them of possible problems in their production. As this is a very time-
consuming−and therefore costly−activity, and as adults are sometimes embarrassed when a 
teacher corrects them, very little feedback is actually given in these settings. Computer 
Assisted Pronunciation Training (CAPT) systems providing automatic feedback can offer a 
valuable complement to traditional training, in this respect, by enabling learners to practise 
individually as often as they wish and to receive feedback on their own spoken production 
from a machine. CAPT systems including ASR technology seem particularly promising 
because they can provide feedback on the quality of individual speech sounds and words in 
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the learner’s speech. Assessing pronunciation quality is something that even experts cannot 
do without occasionally making decisions that are open to discussion. Therefore, it is not 
surprising that no existing automatic system can perform the task 100% error-free. As training 
with a system that is not 100% reliable might be less effective or even negatively affect the 
learning process, it is important to understand whether and to what extent current CAPT 
technology can be effective in improving pronunciation quality of adult learners in the second 
language. The aim of the research reported on in this thesis was to study this issue. In the 
remainder of this chapter, the work described in the four chapters that comprise the body of 
this thesis is summarised and conclusions are drawn. 
Chapter 2 provided an introductory review of existing CAPT courseware, focussed on 
the relationship between pedagogy and technology. Available literature on second language 
pronunciation teaching and learning was examined to derive general guidelines for effective 
training. Existing CAPT systems were subsequently assessed, to see whether and how those 
requirements are technologically implemented. From the analyses described in this chapter, it 
appears that CAPT systems should provide a considerable amount of speech material (input) 
in the target language from different speakers, and that the speech material should be realistic 
and relevant to the learner’s needs and interests. The system should also stimulate learners to 
produce speech (output), for instance by means of interactive exercises such as dialogues with 
the computer. Finally, feedback should be provided immediately or with a minimal time delay 
on the utterances produced by each learner on both segmentals and supra-segmentals.  
While the requirements set for input and output are already successfully implemented 
in much CAPT software, feedback appears to be a problematic issue for which extra 
requirements need to be set in the case of CAPT. The main problem seems to be due to a lack 
of awareness of the pedagogical goals that can and should be achieved with current 
technology. Some commercial systems seem to prefer technological novelties to the detriment 
of pedagogical criteria, which in turn results into feedback that is not easy to interpret, or that 
has little educational value, or is even counterproductive from a pedagogical point of view. At 
the other end of the spectrum are systems that try to provide feedback that is more detailed 
and specific than can be reliably accomplished with today’s technology, with the result that 
erroneous feedback is frequently provided, which is likely to compromise the learning 
process. 
A number of recommendations can thus be proposed for the design of pedagogically 
sound and technologically reliable CAPT courseware. When designing feedback, researchers 
and developers should start by identifying the needs of their target learners and always relate 
the chosen feedback algorithm and presentation form to specific pedagogical goals. They 
should also bear in mind that automatic error diagnosis on the learners’ spoken production 
will only be possible with a limited degree of detail, and they should ensure that the feedback 
provided is intuitive, meaningful, and reliable at least in the majority of cases. This means that 
compromise solutions will often have to be found. One example of such a compromise 
solution consists in identifying criteria on the basis of which only the most important 
pronunciation problems can be selected and addressed.  
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The analysis in chapter 2 has shown that current CAPT systems providing automatic 
or semi-automatic feedback undoubtedly have an enormous potential for language learning; 
however, a distinction needs to be drawn between two main types of systems. One type of 
system can analyse the utterances spoken by users as a series of acoustic properties without 
being able to establish the phonemic content of those utterances. These systems normally 
display the output of this analysis together with the output obtained on a model speech 
sample, for comparison. These displays generally consist of oscillograms, spectrograms, or 
pitch curves. However, since these systems cannot establish whether the target utterance has 
actually been spoken instead of any other utterance, the feedback provided might end up not 
being pertinent and the learner might lose interest in using a system that can be fooled so 
easily. The other type of CAPT system can actually interpret the spoken utterance as a series 
of phonemes and words, and it can analyse the properties of those units. These systems 
include Automatic Speech Recognition (ASR) technology.  
ASR-based CAPT systems would thus seem pedagogically preferable to systems that 
only provide displays of acoustic properties, as they can provide more specific and pertinent 
information on the learner’s pronunciation. However, the task of automatically identifying 
pronunciation errors in the second language is still a challenging one for current Automatic 
Speech Recognition technology. This is especially true of ASR-based CAPT targeting 
segmental quality, where information has to be provided on small units of speech with few 
measurement points. In this case, erroneous feedback may occasionally be provided to the 
learner, which might negatively affect the learning outcome. Asking whether and how these 
systems can still be effective in improving pronunciation skills, and how this can be 
measured, therefore seem pertinent if not mandatory questions to ask. To answer these 
questions, a CAPT system providing feedback on the quality of speech sounds was built and 
tested within this research project. 
The context that was chosen for this task was that of Dutch as a second language for 
adult learners with different mother tongues. This provided an excellent learning setting, in 
which the importance of pronunciation training is obvious, as learners need to be able to 
produce intelligible speech in order to communicate in the language of the country where they 
live. It also provided a realistic setting and challenge, in that most of today’s second language 
courses (and some foreign language courses too) are followed by groups of learners with 
mixed nationalities and language background, and the mother tongues of these learners cannot 
be known in advance. In order to develop a system that could provide automatic feedback on 
segmental quality and that could cater for the needs of such a heterogeneous group in an 
efficient way, segmental problems that were likely to be common for at least the majority of 
the learners needed to receive priority. As the studies on problematic Dutch phonemes are 
scarce and generally target one or few specific groups of speakers, information on 
problematic phonemes had to be gathered in a systematic way.  
In chapter 3, the method used to obtain an inventory of Dutch problematic phonemes 
is described. This method consisted in analysing three databases of Dutch non-native speech, 
which differed in the degree of spontaneity and similarity of the material, as well as in the 
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mother tongue and proficiency of the speakers. These differences made it possible to have 
material that would be sufficiently representative, which in turn made it possible to obtain a 
robust inventory of problematic phonemes. The first phase of the analyses had the purpose of 
identifying perceptually salient errors. In the second phase, the errors found were further 
reduced to a selection of errors that occurred frequently, were recurrent across the production 
of speakers with different mother tongues, seemed to be persistent over time and potentially 
hampering to communication. This inventory was implemented in the feedback algorithm of 
Dutch-CAPT, the ASR-based CAPT system that was built specifically for this research 
project. This final list of target phonemes included eleven problematic phonemes whose 
erroneous realizations could be detected automatically with sufficient reliability: //, /x/, //, 
/y/, /œy/, /a/, /i/, /h/, /u/, /ø/, //. The system, which is briefly described in chapter 4 and in 
Appendix 1, was built by taking into account the guidelines outlined in chapter 2, and 
provided a simple form of feedback on the quality of phonemes within words or sentences. 
Although the importance of supra-segmental factors for pronunciation quality is very clear, it 
was decided to focus on segmental errors only, in order to limit the scope of the study and in 
consideration of the fact that providing automatic feedback at segmental level is already very 
challenging from a technological point of view.  
Dutch-CAPT was used for four hours, during one month, by a group of adult 
immigrants learning Dutch. The pronunciation quality of these learners was evaluated before 
and after the training, and compared to that of other learners receiving pronunciation training 
without automatic feedback. Three different types of analyses were carried out: a) one on 
global segmental quality, b) one on the quality of the 11 problematic phonemes (on which 
automatic feedback was provided) as opposed to that of non-problematic phonemes, and c) 
one on the learners’ appreciation of the CAPT systems used.  
The results of the analysis of global pronunciation quality show that the group training 
with the ASR-based CAPT system made the largest mean improvement, but this did not differ 
significantly from the mean improvement of two control groups receiving either no extra 
training or CAPT without feedback. The in-depth analysis of problematic and non-
problematic phonemes, which was carried on the two groups receiving CAPT, clearly showed 
a different pattern. For problematic phonemes, the group using Dutch-CAPT made a 
significantly larger improvement than the group receiving no automatic feedback, while for 
non-problematic phonemes, the mean improvements of the two groups did not differ 
significantly.  
The students’ comments on the CAPT system used and individual data lend support to 
the hypothesis that the improvements on problematic phonemes were due to the specific 
training provided, and that Dutch-CAPT was effective for a heterogeneous group of learners 
including learners who had already been exposed to Dutch for a number of years and who are 
known to have problems learning this language because of the typological distance from their 
own mother tongue, such as Arabic and Turkish speakers. These results are all the more 
important in consideration of the fact that they are obtained with algorithms that cannot 
prevent occasional errors, as appears from the scoring accuracy data presented in Appendix 1. 
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If one also considers that learners did seem to enjoy ASR-based training and to believe in its 
usefulness, it seems worthwhile to try and deploy these systems as a complement to more 
traditional types of teaching, and to continue studying this technology with a view to 
perfecting it, so that it can be more widely used for training pronunciation skills.  
Chapter 5 summarizes the knowledge and experience gained while designing and 
studying ASR-based CAPT for second language learning. It provides a brief description of 
how ASR-based CAPT technology works, to subsequently consider the most recent studies on 
the effectiveness of ASR-based CAPT, with a view to examining the capabilities and 
limitations of these systems. This information served as a background to establish whether the 
shortcomings identified in ASR-based CAPT have to do with the ASR component or with 
other issues in CAPT design, and how they can be best overcome.  
The general conclusion that may be drawn from this chapter is that the design as well as 
the evaluation of ASR-based CAPT should always be approached by looking at the whole 
system, starting with a careful analysis of the requirements that the system must fulfil in the 
context of a given course addressing a specific group of learners. Implicit in this statement is 
the awareness that, while recommendations can be given, there is no such thing as the best, 
one and only recipe to follow: when designing an ASR-based CAPT system, or when 
evaluating ASR-based CAPT, developers and teachers will always be confronted with several 
options. Most decisions on type of training and of error detection algorithm have pros and 
cons, and the choice will often depend on the proficiency of the users targeted and on other 
practical issues such as the availability of information on typical errors or of appropriate 
speech databases. And once such a choice has been made, care should be taken in ensuring 
that the information obtained from the algorithm is communicated to the students in a 
meaningful and clear way. This choice pertains to system design and usability issues, rather 
than to ASR technology, and it is just as important for the pedagogical effectiveness of ASR-
based CAPT systems as the accuracy with which the system recognizes the students’ 
utterances and actual errors in them. At the current state of development of ASR-based CAPT 
technology, which is still far from being 100% error-free, it seems advisable to prefer simple 
forms of feedback, as they are less error-prone and, still, effective.  
The positive results obtained in the studies in which the technology was fine-tuned to 
specific pedagogical goals, together with the fact that learners seem to enjoy working with 
ASR-based CAPT system, justify deploying ASR technology for pronunciation training, and 
make it worthwhile to continue perfecting it for this purpose, with input from practitioners 
and researchers from the field of second language learning.  
 
Suggestions for future research 
 
The studies reported on in this thesis can be considered an attempt towards systematic 
research on the design and the effectiveness of ASR-based CAPT systems. In consideration of 
the many different types of training that could fall under ‘ASR-based CAPT’, of the many 
facets of pronunciation, of the varying needs of different learners, as well as of the possible 
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testing scenarios that can be envisaged, much more research is needed to obtain a 
comprehensive and robust picture of pedagogically sound and technologically reliable CAPT. 
Possible directions for future research can be best sketched by looking at the limitations of the 
current study and at questions that arose in its course.  
A first limitation concerns the methodology of the experiment described in chapter 4. To 
start with, the sample size and the within−and between−group variability of the participants 
deserve serious consideration. While recruiting sufficiently large and balanced groups of 
subjects is a well-known problem of educational research, more robust and generalizable 
conclusions may have been drawn from results based on such a sample. Two more factors that 
are often subject to the practical constraints of experimental design in educational settings 
should be considered carefully. One is the length and intensity of the training. In the 
experiment described in chapter 4, the training provided by means of the CAPT system may 
have been too infrequent and too short, compared to the regular classes, to have a significant 
impact on global pronunciation quality. The other factor are the long-term effects of the 
training. As they can provide further and possibly stronger evidence of the effectiveness of 
training, long-term effects should be studied whenever possible. Similarly, more spontaneous 
speech production tasks could be used to measure pronunciation quality if the subjects are 
proficient enough for such tasks and if the purpose is obtaining information on global 
pronunciation skills. Finally, a finding, rather than a limitation, that emerged in chapter 4, 
should be borne in mind in future studies: the discrepancy between the results of the two types 
of analyses of pronunciation quality has clearly shown that different types of evaluations 
should be used. While ratings on global segmental quality are ecologically relevant because 
the ultimate goal of most pronunciation training programmes is improving global 
pronunciation quality, fine-grained analyses are necessary too, to more clearly capture the 
impact of a specific type of training. 
With respect to design, this study has focussed on feedback on eleven problematic 
phonemes. This was a consequence of the approach chosen, which involved speakers of 
virtually any given mother tongue. On the one hand, this focus turned out to be a reasonable 
decision, as is evident from the results on targeted and untargeted phonemes in chapter 4. On 
the other hand, this decision can be seen as a limitation too, and indeed the impact of the 
training on this selection of phonemes was not significant in the global analysis. It is possible 
that with a larger selection of targeted phonemes, or with a feedback algorithm specifically 
addressing errors made by speakers of fewer and more similar mother tongues, the impact of 
the training might be stronger. The trade-off with a larger selection of targeted phonemes, is 
that some learners will end up devoting a certain amount of time to practising speech sounds 
that may not be problematic for them, which means that the training will be less efficient. If 
an L1-specific approach is chosen, the training is likely to be efficient and effective for each 
learner, but fewer learners will be able to benefit from it, or else many different systems will 
have to be developed for different groups of speakers, as indicated in chapter 5.  
Another choice that was made in this thesis was to study a simple form of feedback on 
segmental quality in Dutch as a second language. This restriction is of course due to the 
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impossibility of investigating multiple, complex aspects within one thesis. Future research 
could address different types of automatic feedback, such as articulatory feedback. Feedback 
on supra-segmental features, whose important role in pronunciation proficiency and 
communication effectiveness has long been recognized, could be provided too, possibly in 
combination with feedback on segmental errors, as recommended in chapter 2. At the same 
time, different algorithms for error detection could be tested. In general, more research should 
be carried out towards improving ASR-based technology so that more robust algorithms for 
detecting pronunciation problems become available. These should ensure that more 
spontaneous ways of practising pronunciation can be devised. At the same time, researchers 
should try and build CAPT that is grounded in sound pedagogical guidelines, as this can not 
only broaden our knowledge of best practices in pronunciation pedagogy by computers, it can 
also offer insights into the cognitive processes involved in pronunciation learning. 
 
  
 
 
  
 
 
 
 
 
Appendix 1 
___________________ 
FUNCTIONAL DESCRIPTION OF DUTCH-CAPT 
 
 
The Dutch-CAPT system is comprised of two main parts, a client and a server. The user 
interface (UI), which includes the didactic content of the system, is on the client side of the 
system. The server contains the technology that analyses the students’ utterances, including 
the ASR module. The two parts communicate through two sockets, one to exchange 
commands, the other to exchange speech data (see Figure 1). 
 
1. The client 
 
The client is written in C++ and runs on Windows platforms. It contains the UI and the 
didactic content of Dutch-CAPT. Two versions of the UI are available, which only differ in 
the language in which the instructions are provided, i.e. English and Dutch. When the client is 
started, the user is prompted to enter a personal four-digit ID, to indicate his/her gender and 
whether s/he prefers to use the English or the Dutch version of the instructions. The ID is 
needed to keep logs of the students’ activities and it is used to name all files such as the 
audio-files containing the students’ recordings and the files with the analyses. These files are 
stored in the server. The gender has to be specified because the server makes use of different 
parameter settings for the acoustic analyses of male and female speakers.  
The navigation through the exercises is constrained and sequential. This means that 
the user can only proceed from exercise number one to exercise number two and not vice 
versa, nor can s/he skip exercises: each exercise has to be completed before the system directs 
the user to the following one. This constrained navigation was chosen because of the purpose 
of the system, which made it necessary to ensure that the subjects would receive the same 
type and quantity of training as much as possible. The constrained navigation can nevertheless 
be overruled directly from the user interface by a combination of keyboard keys and a mouse 
click (to be known to the experimenter only). If the combination is used, buttons become 
 appendix 1 ______________________________________________________________________ 
 158
visible on the screen, which allow to freely move forward and backward in the unit and to 
start exercises all over. 
The buttons available to the users are the following ones:  
 
• A button with the text ‘Video’ to play a video fragment; 
• A button with a mouth icon to record speech (this button can be greyed 
out/disabled); 
• A button with an ear icon to listen to individual audio-files (either native models or 
learners’ utterances); 
• A button with the text ‘Play the whole dialogue’ to play all the audio-files that 
compose a dialogue within one exercise, in one flow; 
• A button with a right arrow to proceed to the following exercise; 
• A button with a left arrow to return to the previous exercise (this button can only be 
enabled by the experimenter). 
 
1.1. Didactic content 
The didactic content consists of 106 exercises grouped into four units and written in xml code. 
Each unit contains a video, which provides a number of typical communicative situations, 
such as buying groceries, going to the cinema, or finding a job, with words and expressions 
that will be practised orally in that unit. Each video, which was taken from the didactic 
content of Nieuwe Buren,1 very much resembles a sit-com episode of a series. The characters’ 
roles are played by professional Dutch actors. The purpose of the video is to provide an 
entertaining way of getting acquainted with the material that will be practised in the exercises. 
Each video should, therefore, be watched when starting a unit. Users can nevertheless go back 
to the video at any time (by clicking the ‘Video button’, see top-right corner of Figure 2). The 
units also contain different exercises with which users can practise pronunciation. The 
exercises are adapted from exercises available in Nieuwe Buren. They include: 
 
• 22 exercises in the form of dialogues. These exercises simulate parts of the dialogues 
presented in the videos. The user has to choose one role and to pronounce the character’s 
lines in a flow, as if actually speaking with the other character. A green vertical bar 
warns the speaker whenever it is his/her turn to speak (see Figure 2). A red vertical bar 
appears when the other speaker is speaking and the microphone is turned off.  
• 46 exercises consisting of questions that are either written out or are only available in 
audio-format (see Figure 3). These questions always have to be answered by recording 
one of several possible answers from a list. All options provided are correct from a 
semantic and syntactic point of view, as the main focus of this study was pronunciation 
quality.  
• 38 exercises consisting of individual words that have to be pronounced on the basis of 
the model utterances recorded by male and female native speakers (see Figure 4). These 
exercises include several minimal pairs (see Figure 5).  
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2. Communication between client and server 
 
The exercises are presented on the top half of the screen, while the lower half is reserved for 
the feedback. Once an exercise is opened, an xml message is sent through the ‘control signals’ 
socket (1) to the server (see Figure 1). For each utterance in each exercise, example 
pronunciations are available on the client computer, which were collected from different 
native speakers, and which users are encouraged to listen to before recording an answer. 
When a user starts recording the answer by clicking on the record button on the client, the 
intermittent message ‘Recording’ appears on the lower half of the screen (see Figure 2). At 
the same time, a so-called Endpoint Detector (abbreviated ‘EDP’ in Figure 1) is started. This 
is a program that detects silence indicating the endpoint of an utterance so that the recording 
can be automatically stopped once the user has finished speaking (based on tests, a minimum 
delay of 2.5 seconds was applied to ensure that the recording would not be stopped in the case 
of hesitations or pauses in a student’s utterance).2 In this way, the user is not distracted by the 
task of stopping the recording while s/he is busy practising and the microphone does not stay 
open for long spans of time. The latter is necessary because the audio-file is sent to the server 
only once the end of an utterance has been detected, which means that the analysis of the 
speech sample will start only at that stage. Processing will normally take a few seconds 
depending on the length of the audio-file. During these seconds, the UI shows the intermittent 
message ‘Analysing’ in the bottom half of the screen (see Figure 6), where the feedback will 
appear immediately after completion of the analysis.  
The server must first of all establish whether the audio-file received matches one of the 
possible answers for that given exercise (indicated as ‘utterance verification’ in Figure 1) or 
not. This is necessary for two reasons. One reason has to do with the credibility of the system: 
if a user can utter any word or sentence including, for instance, ‘I am tired of using this 
system’ without the system noticing that this is not one of the correct options, s/he will soon 
stop trusting the system as a useful tool. Though this observation may sound obvious, this 
problem is a serious one in CAPT systems providing automatic feedback without ASR 
technology. The other reason is a practical one: if it cannot be established which utterance the 
user has pronounced, it is also impossible to provide information on the words and sounds in 
that utterance. Moreover, if an utterance has been pronounced so badly that the system cannot 
recognize it as one of the correct answers even if it was (at least in the student’s intention), it 
probably means that the system will also have problems providing a sound analysis of that 
utterance, just like when humans can hardly understand and thus hardly evaluate the quality of 
something that has been muttered or slurred by a speaker. In such cases, the system will reject 
the utterance by displaying, on the UI, an error message for the user and prompting him/her to 
try again (see Figure 7). 
If this problem is encountered three consecutive times, an error message is generated 
for the user, which prompts him/her to refer to the experimenter for help. The experimenter 
can subsequently let the student start the exercise all over again, direct him to the following 
one, or stop the session if there appears to be some technical problem. Users can also stop the 
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training whenever they wish: the system keeps track of the exercises already completed so 
that, when a user logs in again, the client will automatically open the exercise following the 
last one that was completed.  
If the server finds a suitable match to the user’s audio-file among the possible answers 
of that given exercise, i.e. it identifies which sentence or word has been pronounced among 
those allowed for that exercise, it immediately starts analysing the pronunciation quality. 
During this phase, a time-aligned segmentation of the utterance is obtained. The utterance’s 
phonemic transcription (as represented in a lexicon previously created) is matched to the 
student’s speech signal and time stamps are assigned to each phoneme in that speech signal. 
The quality of the targeted phonemes in the speech signal is subsequently analysed.  
If no error is found in those phonemes, this will be communicated to the client. On the 
lower half of the UI, the client will simultaneously display three items: (a) a message 
congratulating the student, (b) the orthographic transcription of the utterance recognized, and 
(c) a green, happy smiley (see Figures 4 and 5). At the same time, a play button will appear 
enabling the user to listen again to his/own pronunciation. 
If an error is found in one of the target phonemes contained in the spoken utterance, 
the client will display (a) a message informing the student that there was a problem with one 
or more sounds and prompting him/her to try again after listening to the target pronunciation, 
(b) the transcription of the utterance with the grapheme(s) corresponding to the erroneous 
phoneme(s) coloured red and underlined, and (c) a red, disappointed smiley (see Figure 8).  
For each exercise, a maximum of three recording attempts are requested for identified 
utterances, i.e. for utterances that match one of the possible options. In the case of minimal 
pairs or exercises in which single words have to be pronounced, a maximum of three attempts 
are requested for each word contained in the exercise. As soon as the user succeeds in 
pronouncing one target utterance correctly, the exercise is considered completed and a button 
appears enabling the user to proceed to the following exercise. If the user does not succeed in 
pronouncing a target utterance correctly over three successive attempts, a slightly different 
feedback appears (see Figure 9) and the student is allowed to move to the following exercise. 
 
3. The server 
 
The server contains the technology that performs the analyses on the users’ utterances. It is 
written in Perl and runs in Linux environments. The server is able to handle multiple 
simultaneous client processes, for which it creates separate IDs. A log file is maintained in the 
server, which contains a list of important tasks happening both in the client(s) and in the 
server. These tasks are provided with unique process IDs and time stamps, e.g. the start of the 
recognition of an utterance, the results of the analysis on its quality, etc., as in the example 
excerpt provided below. 
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Figure 1. Schematic representation of Dutch-CAPT. 
 
This log file is saved on the server, while a copy is simultaneously updated on a 
website, so that the experimenter can monitor several users in real time. Once an audio-file is 
received by the server, this is stored with a unique name indicating the user ID, the user’s 
gender, the exercise number, the time, and the attempt number. The audio-file is subsequently 
analysed by the ASR module.  
 
3.1. Analysis of a spoken utterance 
First of all, a HTK compatible simple Bachus–Naur form (BNF) grammar is generated on the 
fly. Below is an example of the grammar generated for an excercise. 
 
$phone = foon@ | foonA | foonE | foonI | foonN | foonO | foonY | foonb |foond | foone | foonf | foonh | 
fooni | foonj | foonk | foonl | foonm | foonn |foono | foonp | foonr | foons | foont | foonu | foonv | foonw 
| foonx | foony |foonz | foonsil ; 
$Tprompt1 = ik ga bij mijn oom wonen; 
$Tprompt2 = ik vind marion leuk; 
$Tprompt3 = mijn oom woont boven de winkel; 
$NTprompt = { $phone } ; 
$utterance = $Tprompt1 | $Tprompt2 | $Tprompt3 | $NTprompt ; 
$garbage = \<fil\> | \<mmm\> ; 
( !ENTER  { $garbage }  $utterance  { $garbage } !EXIT ) 
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As can be seen from this example, three target utterances ($Tpromptn) are possible in this 
exercise (“Ik ga bij mijn oom wonen.”, “Ik vind Marion leuk.”, “Mijn oom woont boven de 
winkel”). $NTprompt is a free phone loop which represents any possible non-target utterance 
that the user might have pronounced. The canonical phonetic transcriptions of the target 
utterances are stored in a previously created lexicon. If the free phone loop obtains a higher 
likelihood than any of the target utterances in the grammar, the user has probably uttered 
speech that greatly deviates from the three target utterances. This can be an utterance such as 
‘I am tired of using this system’ or a target utterance of very poor pronunciation quality or 
with many hesitations, false starts etc. This is communicated to the client, which then displays 
an error message, as explained in Section 2.0. 
In the excerpt below, which is extracted from the server’s logfile, the processes can be 
seen which are typically created when a subject tries pronouncing one of the three target 
utterances contained in the exercise mentioned above. The error message sent to the client 
after the utterance has been analysed can be seen at the end of the excerpt. 
 
[…] 
2004/10/13 11:52:15 NEW SESSION 
2004/10/13 11:52:16 PID( 26602 ): Processing requests from client [ZS-49.let.kun.nl:2601]. 
2004/10/13 11:52:16 Received XML message : <request task="UttIden" spkID="0065" sex="M" 
exerciseID="209" time="2004-10-13_10-19-18" attemptNR="1" logString="log sync 2004.10.13-
10.19.18" byteorder="littleE"><feedback type="segments"/><answer ID="01"> Ik ga bij mijn oom 
wonen  </answer> <answer ID="02"> Ik vind Marion leuk </answer><answer ID="03"> Mijn oom 
woont boven de winkel  </answer></request> 
2004/10/13 11:52:17 logString = log sync 2004.10.13-10.19.18 
2004/10/13 11:52:17 PID( 26603 ): Listening for sample at port : 51949 
2004/10/13 11:52:18 PID( 26603 ): Reading samples from client [ZS-49.let.kun.nl:2602]. 
2004/10/13 11:52:21 PID( 26603 ): Sample socket was disconnected from client [ZS-
49.let.kun.nl:2602]. 
2004/10/13 11:52:21 PID( 26603 ): ...Feature extraction starts (VAX)... 
2004/10/13 11:52:22 PID( 26603 ): ...Feature extraction finished (0 s)... 
2004/10/13 11:52:22 PID( 26603 ): Composing BNF ... 
2004/10/13 11:52:23 Reaped child PID(26605) 
2004/10/13 11:52:23 PID( 26603 ): Recognition starts (CGN_M.mmf)... 
2004/10/13 11:52:26 PID( 26603 ): Recognition finished (3 s)... 
2004/10/13 11:52:26 PID( 26603 ): Free phone recognition starts (CGN_M.mmf)... 
2004/10/13 11:52:29 PID( 26603 ): Free Phone recognition finished (2 s)... 
2004/10/13 11:52:30 PID( 26603 ): Converting HTK Label to TextGrid format... 
2004/10/13 11:52:30 Reaped child PID(26610) 
2004/10/13 11:52:30 Reaped child PID(26611) 
2004/10/13 11:52:30 PID( 26603 ): ConfM starts (Eval_M)... 
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2004/10/13 11:52:31 Reaped child PID(26616) 
2004/10/13 11:52:31 PID( 26603 ): ConfM finished (Eval_M) (0 s)... 
2004/10/13 11:52:31 PID( 26603 ): GOP analysis finished (0 s)... 
2004/10/13 11:52:32 Reaped child PID(26617) 
2004/10/13 11:52:32 Reaped child PID(26620) 
2004/10/13 11:52:32 PID( 26603 ): Tagging finished ... 
2004/10/13 11:52:32 PID( 26603 ): Send (<response score="0.5"> ik v<wrong>i</wrong>nd marion 
l<wrong>eu</wrong>k </response>) or (<response score="0.5"> ik v<wrong>i</wrong>nd marion 
l<wrong>eu</wrong>k </response>) to the client. 
2004/10/13 11:52:32 PID( 26602 ): XML socket was disconnected from client [ZS-49.let.kun.nl:2601]. 
2004/10/13 11:52:33 Reaped child PID(26602) 
2004/10/13 11:52:33 Filename : 0065_M_209_1_2004-10-13_10-19-18_02 
2004/10/13 11:52:34 PID( 26603 ): XML socket was disconnected from client [ZS-49.let.kun.nl:2601]. 
[…] 
If one of the target utterances obtains the highest likelihood, i.e., it is identified, a time-
aligned segmentation of that utterance is immediately analysed by an algorithm that looks for 
the target phonemes and analyses them against previously established binary thresholds of 
‘goodness of pronunciation’. Below is an example of the output generated by this algorithm: 
 
I  k  v  I  n  t  m  A R i  O N l  U k  
1 1 1 0 1 1 1 1 1 1 1 1 1 0 1 
 
As can be seen from this example, the target utterance pronounced by the student was 
“Ik vind Marion leuk” (I like Marion). Two phonemes in this utterance were mispronounced: 
the /I/ in /vInt/ and the /U/ in /lUk/. This output is subsequently processed by a phoneme-to-
grapheme aligner developed for this task and an orthographic transcription of the recognized 
utterance is sent to the client. This transcription contains xml tags with the graphemes 
corresponding to the mispronounced phonemes marked as ‘wrong’ as in the log above.  
 
3.2. The ASR module 
The ASR module was implemented in HTK (Young et al., 2000). It makes use of 37 context-
independent, monophone Hidden Markov Models (HMM). These HMMs are gender-
dependent and were trained on read material from the library for the blind and the broadcast 
news of the Spoken Dutch Corpus (Oostdijk, 2002). The phone set includes a general speech 
model to account for unintelligible speech as well as a silence and a short pause model. 
Except for the short pause model, each HMM has three states and 32 Gaussian mixtures per 
state. The single state of the short pause model is tied to the central state of the silence model. 
Optimal Word Insertion penalty (WIP) and Language Model factor (LMF) values were 
determined using a development test set.  
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Figure 2. Screenshot of a dialogue taken while a female user is recording the second sentence in the 
dialogue flow. The green vertical bar indicates to the student which utterance she has to pronounce at 
that moment in the dialogue flow. When the male character is speaking, a red vertical bar appears to 
warn the user that she cannot record at that moment. 
 
 
 
Figure 3. Example of exercise with answers available only in audio-format (no orthographic 
transcription is available). 
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Figure 4. Example of an exercise in which isolated words have to be pronounced. 
 
 
 
Figure 5. Example of a minimal pair exercise in which the user has correctly pronounced the 
phonemes in the word ‘man’. The record button for that word has now been disabled because the user 
must now practise the remaining 3 words in the exercise. 
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The Trieste data (Neri, 2003) was used to select WIP and LMF values that could be 
used in combination with a restricted BNF recognition to implement utterance verification. 
The WIP and LMF values were optimised such that the correct utterance was chosen when a 
suitably pronounced target utterance was produced and the free phone loop was selected when 
a non-target utterance was produced. The acoustic pre-processing implemented in the current 
version of Dutch-CAPT includes channel normalisation, to account for the effect of using 
different microphones. 
The error-detection algorithm was implemented by means of confidence measures 
(CMs) according to the method proposed in Witt and Young (2000) and Witt (1999). Each 
utterance was subjected to a free phone and forced recognition using the HMMs described 
above. A so-called Goodness of Pronunciation (GOP) score was subsequently derived at 
phone level for 15 ‘problematic’ Dutch phonemes: //, /a/, /i/, //, /e/, //, /o/, //, /y/, /u/, 
/œy/, /ø/, /h/, /r/, /x/. The GOP score for each phoneme corresponds to the ratio between the 
log likelihood scores of its forced recognition and free phone recognition, normalized at the 
frame level. The lower the GOP score, the better the phoneme quality: if the GOP score of a 
specific phone falls below a certain threshold, it is accepted as a correct instance of the phone 
and vice versa.  
To select optimal threshold values and establish the scoring accuracy for each phoneme, 
target phones could be classified as: 
 
− Correct Accept (CA) - A correct instance of a target phone is classified as correct by 
the CMs; 
− False Reject (FR) - A correct instance of a target phone is classified as incorrect by 
the CMs; 
− Correct Reject (CR) - An incorrect instance of a target phone is classified as incorrect 
by the CMs; 
− False Accept (FA) - An incorrect instance of a target phone is classified as correct by 
the CMs. 
 
The optimisation criterion used here consisted in maximising the scoring accuracy 
(SA=CA+CR) for a FR rate below 10%. This criterion was motivated by the fact that the 
users of the system were beginners: for these users, avoiding erroneously rejecting correct 
sounds was considered more important than avoiding erroneously accepting incorrect ones. 
Based on the scoring accuracy obtained on native and non-native data, a list of 11 problematic 
phonemes was eventually retained, on which feedback was provided: //, /x/, //, /y/, /œy/, 
/a/, /i/, /h/, /u/, /ø/, //. For the remaining four phonemes, we were not able to determine 
thresholds that were sufficiently reliable.  
The scoring accuracy of the algorithm was measured on 437 utterances produced by the 
Dutch immigrants who used Dutch-CAPT. These utterances were selected semi-randomly: for 
each participant, a maximum of 30 utterances was selected which contained at least one error 
as detected by the GOP algorithm. A Dutch expert annotator carried out auditory analyses 
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based on the system’s output. She was asked to indicate if she disagreed with the algorithm by 
indicating whether the errors identified were actually correct realizations (FR) and whether 
phonemes that had been seriously mispronounced had not been identified by the algorithm 
(FA). The tagged orthographic transcription was used as a starting point in order to make the 
task more efficient. The scoring accuracy of the system was subsequently established by the 
following formula: 
 
⎟⎟⎠
⎞
⎜⎜⎝
⎛ +×=
phonemestarget ofnumber Total
RejectionsCorrectcestanAccepCorrect100AccuracyScoring   
 
The results indicate a mean scoring accuracy of 86% (SD = 0.04). The results per 
subjects are in Table 1. As can be seen from this table, the percentage of FR stays below 10%. 
 
Table 1. Algorithm’s classification accuracy per subject.  
Subject    Number of 
 total phones target phones CA CR FA FR SA FR 
E1 424 130 68 40 13 9 83% 7% 
E2 386 108 57 33 9 9 83% 8% 
E3 480 148 83 43 18 4 85% 3% 
E4 500 146 89 41 11 5 89% 3% 
E5 462 122 63 39 15 5 84% 4% 
E6 680 170 106 40 16 8 86% 5% 
E7 413 125 79 31 8 7 88% 6% 
E8 448 120 74 34 8 4 90% 3% 
E9 398 133 60 39 26 8 74% 6% 
E10 512 156 94 30 21 11 79% 7% 
E11 412 130 64 50 13 3 88% 2% 
E12 481 141 86 41 9 5 90% 4% 
E13 485 137 84 35 5 13 87% 9% 
E14 591 164 117 32 5 10 91% 6% 
E15 847 244 169 48 24 3 89% 1% 
TOTAL 7519 2174 1293 576 201 104 86% 4% 
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Figure 6. Screenshot taken while the system is analysing the utterance just recorded by the user. 
 
 
 
Figure 7. Example of a case in which the system was not able to identify the spoken utterance as one 
the possible target utterances.  
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Figure 8. Screenshot taken after the female user has received negative feedback. As can be seen from 
the position of the record button, the user is now only able to record the sentence for which she 
received negative feedback.  
 
 
 
Figure 9. Screenshot taken after the third time a user failed to pronounce a target utterance correctly.  
 
 
 appendix 1 ______________________________________________________________________ 
 170
4. Notes 
 
1. Nieuwe Buren is a CALL system without automatic feedback on oral production, which is used in 
many schools where Dutch as a second language is taught. Permission to use the didactic content of 
Nieuwe Buren was granted by the Nieuwe Buren’s publisher Malmberg BV. 
2. This algorithm is a modified version of the automatic energy-based speech/silence detection 
algorithm used in HTK v3.0 (Young et al., 2000). 
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Appendix 2 
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STIMULUS SENTENCES 
 
Simple 
 
Onrijpe pruimen zijn hard en zuur. 
De bus komt er zo aan. 
Moet je nog veel slingers ophangen? 
Ik vind appelsap niet lekker.  
Er zit al een flinke deuk in je nieuwe auto.  
 
Op een druk station moet je op je bagage letten. 
Ik draag een oranje trui met lange mouwen. 
Het leven wordt steeds duurder. 
De man van mijn zus fietst elke dag. 
Lieve kinderen krijgen leuke cadeautjes. 
 
Complex 
 
Een foutje van de stuurman heeft het schip doen kapseizen. 
Gelokt door een stukje kaas liep het muisje keurig in de val. 
Het ziet er naar uit dat het deze week bij ons opnieuw gaat regenen.  
Na die grote lekkage was het dure behang aan vervanging toe.  
Geduldig hou ik de deur voor je open.  
 
Vitrage is heel ouderwets en past niet bij een modern interieur.  
De Nederlandse gulden is al lang even hard als de Duitse mark.  
Een bekertje warme chocolademelk moet je wel lusten.  
Door jouw gezeur zijn we nu al meer dan een uur te laat voor die afspraak.  
Met een flinke garage erbij moet je genoeg opbergruimte hebben.  
  
  
 
 
 
 
 
SUMMARY IN DUTCH  
(samenvatting) 
 
 
Het leren van de uitspraak van een tweede taal wordt beschouwd als één van de moeilijkste 
taken voor volwassen leerders. Zelfs het simpele niveau van verstaanbaarheid in de tweede 
taal kan voor veel volwassenen al een moeilijk te bereiken doel zijn. Dat komt voornamelijk 
door het feit dat volwassenen een cognitieve en neurobiologische ontwikkeling hebben 
doorgemaakt, waardoor zij hun moedertaal zo goed beheersen, dat ze deze ook gebruiken, 
meestal onbewust, om de klanken van een tweede taal te interpreteren en te produceren. Als 
gevolg hiervan is het moeilijk voor volwassen leerders om belangrijke verschillen tussen 
klanken in een tweede taal te horen. Voor leerders van het Nederlands is het bijvoorbeeld 
moeilijk om het verschil te horen tussen de twee klinkers in ‘man’ en ‘maan’. 
Tweedetaalleerders horen vaak niet de verschillen tussen hun eigen, foutieve uitspraak van 
bepaalde klanken in de tweede taal en de correcte realisatie van die klanken. Vele 
onderzoekers zijn ervan overtuigd dat externe feedback nodig is om die leerders te helpen 
zich bewust te worden van zulke verschillen. Met andere woorden, als een docent of een 
moedertaalspreker problemen aanduidt in de uitspraak van een tweedetaalleerder, is de kans 
groter dat de uitspraak van die leerder zal verbeteren.  
Het geven van feedback tijdens een traditionele les betekent allereerst dat elke leerder 
de tijd en de gelegenheid moet krijgen om in de tweede taal te kunnen spreken, zodat de 
docent de uitspraakkwaliteit kan beoordelen en de leerder hierover kan informeren. Het liefst 
zou de leerder ook de kans moeten krijgen om vervolgens zijn of haar uitspraak te verbeteren 
op basis van die feedback. Volwassenen zijn echter vaak terughoudend als het gaat om 
spreken in de tweede taal in het bijzijn van andere volwassenen en voelen zich vaak 
gegeneerd als ze gecorrigeerd worden. Tegelijkertijd is het beoordelen van de uitspraak van 
elke leerder tijdrovend voor een docent en daarom ook kostbaar. Om die redenen wordt vaak 
weinig of zelfs geen feedback op uitspraak gegeven tijdens traditionele lessen.  
Computer-ondersteunde uitspraaktraining (CAPT) kan een goed alternatief zijn: met 
behulp van CAPT-systemen kunnen leerders zelfstandig en in eigen tempo oefenen en 
feedback krijgen van een machine in plaats van een mens. Vooral CAPT-systemen met 
Automatische Spraakherkenning (ASH) lijken een veelbelovend alternatief omdat deze 
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systemen feedback kunnen geven op de uitspraakkwaliteit van zinnen, woorden en 
afzonderlijke klanken in woorden en zinnen.  
Het beoordelen van uitspraakkwaliteit is echter een moeilijke en subjectieve taak voor 
een mens en het automatiseren van deze taak is daarom zeer complex. Uiteraard geven 
huidige CAPT-systemen met ASH automatische feedback die af en toe fouten kan bevatten. 
Aangezien de kans bestaat dat foutieve automatische feedback gegeven wordt, is de vraag of 
het trainen met huidige CAPT-systemen met ASH nuttig is om de uitspraak van volwassen 
tweedetaalleerders te verbeteren. Ondanks de grote interesse voor deze systemen de laatste 
jaren, is er weinig systematisch onderzoek gedaan naar deze vraag. Door het betrekkelijk 
grote aantal studies naar de technische prestaties van deze systemen lijkt het alsof er meer 
aandacht is voor de technologische betrouwbaarheid dan voor de uiteindelijke pedagogische 
doeltreffendheid van deze systemen. Het onderzoek waarvan verslag wordt gedaan in dit 
proefschrift beoogt pedagogische eisen te definiëren waaraan CAPT-systemen met ASH 
moeten voldoen, methodes te vinden om de pedagogische doeltreffendheid van deze systemen 
te meten, en meer inzicht te verschaffen in de factoren die bepalend zijn voor deze 
doeltreffendheid, zodat docenten en ontwikkelaars systemen kunnen kiezen en bouwen die het 
leerproces daadwerkelijk zullen verbeteren. 
In hoofdstuk 2 wordt een overzicht gegeven van huidige CAPT-systemen met de nadruk 
op de verhouding tussen pedagogiek en technologie. Algemene richtlijnen voor doeltreffende 
training waaraan CAPT moet voldoen worden geïdentificeerd op basis van bestaande 
literatuur. Die richtlijnen worden vervolgens gebruikt om een aantal CAPT-systemen te 
beoordelen.  
Uit die analyses blijkt dat CAPT-systemen spraakmateriaal (input) in de doeltaal van 
verschillende sprekers (zouden) moeten aanbieden en dat dat materiaal realistisch en 
interessant voor de leerder zou moeten zijn. De leerder zou bovendien door het systeem 
aangespoord moeten worden om spraak te produceren (output), bijvoorbeeld met behulp van 
interactieve oefeningen waarbij er een dialoog met de computer gevoerd moet worden. Ten 
slotte zou het systeem onmiddellijk, of met een minimale vertraging, feedback moeten geven 
op de segmentele en supra-segmentele kenmerken in de uitingen die geproduceerd worden 
door de leerder.  
Terwijl de meeste CAPT-systemen aan de eisen voor input en output lijken te voldoen, 
blijkt dit voor de eisen voor feedback niet het geval te zijn. Dit is mogelijk het gevolg van een 
gebrek aan kennis over de pedagogische doelstellingen die bereikt kunnen worden met de 
huidige technologie. Bij een aantal commerciële producten lijkt een voorkeur voor 
technologische “hoogstandjes” ten koste te gaan van pedagogische criteria. Dit terwijl de 
technologie een pedagogisch doel zou moeten dienen en niet andersom. In sommige gevallen 
resulteert deze houding in feedback die moeilijk te interpreteren is, die daarom weinig 
pedagogische waarde heeft of die zelfs belemmerend is voor het leerproces. Ook zijn er 
systemen die feedback geven die juist te ambitieus en te gedetailleerd is, zowel vanuit 
pedagogisch oogpunt (veel details blijken niet nodig te zijn voor de leerder) als vanuit het 
perspectief van de technologie (gezien de huidige stand van de technologie is het niet 
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mogelijk om op dat niveau van detail betrouwbaar feedback te geven). Dit resulteert vaak in 
foutieve feedback.  
Om deze problemen te kunnen vermijden, worden in dit hoofdstuk de volgende 
suggesties gegeven voor het ontwerpen van automatische feedback die tegelijkertijd 
pedagogisch verantwoord en technologisch robuust is. Ten eerste moeten onderzoekers en 
ontwikkelaars beginnen met het identificeren van de specifieke leerbehoeftes van hun 
doelgroep. Aan de hand van die leerbehoeftes kan men overwegen welk algoritme het beste 
ingezet kan worden om feedback te geven. De presentatie van die feedback moet ook goed 
worden afgestemd op de leerbehoeftes. Men moet ook rekening houden met het feit dat 
automatische uitspraakfoutendiagnostiek voor tweedetaalleerders slechts mogelijk is tot een 
beperkte mate van detail. Onderzoekers en ontwikkelaars zouden er tenslotte ook voor moeten 
zorgen dat de feedback die gegeven wordt zo intuitief, relevant en betrouwbaar mogelijk is. 
Deze eis zal vaak tot compromissen leiden, bijvoorbeeld door te kiezen voor feedback die 
alleen gericht is op bepaalde uitspraakproblemen.  
De analyse in hoofdstuk 2 laat zien dat de huidige CAPT-systemen met automatische of 
semi-automatische feedback zonder twijfel veel potentieel bieden voor het leren van een 
tweede taal. Het is echter belangrijk om een onderscheid te maken tussen twee typen 
systemen. Het ene type kan de gesproken uiting analyseren als een reeks van akoestische 
kenmerken, zonder te bepalen uit welke klanken die uiting bestaat. Dit type systemen geeft 
meestal een grafische weergave van de kenmerken in die uiting en laat ter vergelijking de 
kenmerken zien van de correcte realisatie van diezelfde uiting. Voorbeelden van zulke 
grafische vormen van weergave zijn oscillogrammen, spectrogrammen, en F0-afbeeldingen. 
Deze systemen zijn echter niet in staat om te bepalen of de doeluiting daadwerkelijk is 
ingesproken, of iets geheel anders. Hierdoor zou de automatische feedback die gegenereerd 
wordt volledig of gedeeltelijk irrelevant kunnen zijn. De leerder zou mogelijk teleurgesteld 
worden of gefrustreerd raken en het systeem niet meer serieus nemen. Het andere type 
systemen kan de gesproken uiting ontleden in een reeks fonemen en woorden, en deze 
eenheden verder analyseren. Deze systemen bevatten ASH-technologie.  
Aangezien CAPT-systemen met ASH-technolgie heel specifieke en relevante informatie 
kunnen geven over de uitspraak van een leerder, lijken zij pedagogisch meer geschikt dan 
systemen die alleen akoestische kenmerken kunnen weergeven. Het automatisch identificeren 
van uitspraakfouten in de tweede taal is echter nog steeds een uitdaging voor de huidige ASH-
technologie. Dat geldt vooral voor op segmentele kwaliteit gerichte ASH-CAPT, waarbij 
informatie moet worden verkregen en gegeven over kleine spraakeenheden op basis van 
weinig meetpunten. In dit geval kan af en toe foutieve feedback gegeven worden, hetgeen tot 
slechte leerresultaten zou kunnen leiden. Het is daarom essentieel dat men zich afvraagt of 
het, ondanks de mogelijkheid op fouten, zinvol is om deze systemen in te zetten voor het 
verbeteren van uitspraakkwaliteit en hoe die mogelijke verbetering vastgesteld kan worden. 
Om deze vragen te beantwoorden werd in het kader van dit onderzoeksproject een CAPT-
systeem ontwikkeld en getest dat automatische feedback geeft op de kwaliteit van 
spraakklanken: Dutch-CAPT.  
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De leercontext die gekozen werd voor dit onderzoek was het Nederlands als tweede taal 
voor volwassen leerders met verschillende moedertalen. Uitspraaktraining in deze context is 
uiteraard van groot belang omdat de leerders zich verstaanbaar moeten kunnen maken in de 
taal van het land waar zij wonen. Deze leercontext vormde ook een realistische en complexe 
testomgeving: het is vandaag de dag niet ongebruikelijk dat immigranten van verschillende 
nationaliteiten samen een cursus volgen in de tweede taal. Dat gebeurt tamelijk vaak in 
tweedetaalcontexten, maar soms ook in vreemdetaalcontexten, d.w.z. in het land waar de 
doeltaal is gesproken, maar soms ook daarbuiten. Bovendien is de taalachtergrond van deze 
leerders meestal niet bekend voordat de cursus begint. Dit maakt het onmogelijk om 
cursussen op te zetten die speciaal gericht zijn op sprekers van een specifieke groep 
moedertalen.  
Om een systeem te kunnen ontwikkelen dat op een efficiënte manier automatische 
feedback geeft op de segmentele kwaliteit in de uitspraak van zo’n uiteenlopende groep, 
moest er een selectie worden gemaakt van segmentele aspecten die problematisch zijn voor de 
meerderheid van deze groep. Aangezien er relatief weinig studies zijn waarin systematisch is 
gekeken naar fonemen van het Nederlands die problematisch kunnen zijn voor sprekers van 
meerdere moedertalen, moest die informatie eerst nog worden verkregen. 
In hoofdstuk 3 werd de methode beschreven waarmee die selectie van problematische 
klanken werd gemaakt. De methode hield in dat drie verschillende databases met opnames 
van niet-moedertaalsprekers van het Nederlands werden geanalyseerd. Deze drie databases 
variëren in de graad van spontaniteit en samenstelling van het spraakmateriaal dat ze bevatten. 
Tevens was de moedertaal en het taalvaardigheidsniveau van de sprekers verschillend. Door 
deze verschillen was het spraakmateriaal representatief voor een tamelijk grote groep niet-
moedertaalsprekers, hetgeen de inventarisatie van problematische fonemen robuust maakte.  
In de eerste fase van de analyse werden fouten geïdentificeerd die perceptueel opvallend 
waren voor luisteraars. In de tweede fase werd het aantal geïdentificeerde fouten gereduceerd. 
Deze selectie bevatte fouten die frequent voorkomen in de productie van sprekers met 
verschillende moedertalen, die hardnekkig zijn en die de communicatie mogelijk zouden 
belemmeren. Deze inventarisatie werd vervolgens geïmplementeerd in het feedbackalgoritme 
van Dutch-CAPT, het CAPT-systeem met ASH dat speciaal gebouwd werd voor dit 
onderzoeksproject. De uiteindelijke lijst van problematische fonemen waarop feedback 
gegeven zou worden bestond uit 11 klanken waarvan foutieve realisaties automatisch 
gedetecteerd konden worden met voldoende betrouwbaarheid: //, /x/, //, /y/, /œy/, /a/, /i/, 
/h/, /u/, /ø/, //.  
Dutch-CAPT wordt kort beschreven in hoofdstuk 4. Bij de bouw ervan is rekening 
gehouden met de criteria die geschetst zijn in hoofdstuk 2. Het systeem geeft een eenvoudige 
vorm van feedback op de kwaliteit van fonemen in Nederlandse woorden en zinnen. Hoewel 
uitspraakkwaliteit ook sterk wordt beïnvloed door suprasegmentele factoren, is er in dit 
project voor gekozen om alleen segmentele fouten te bestuderen. Dit is allereerst gedaan om 
het onderzoeksterrein enigszins af te bakenen. Daarnaast is vanuit technologisch oogpunt het 
geven van automatische feedback op segmenteel niveau al tamelijk ingewikkeld. 
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Dutch-CAPT werd vervolgens door volwassen immigranten gebruikt die Nederlands 
leerden. Deze leerders kregen in totaal vier uur traning in verschillende oefensessies 
gedurende een maand. De uitspraakkwaliteit van deze leerders werd vóór en na de training 
beoordeeld en vergeleken met die van leerders die uitspraaktraining kregen zonder 
automatische feedback. Er werden drie verschillende analyses uitgevoerd, a) van globale, 
segmentele kwaliteit, b) van de kwaliteit van de 11 problematische fonemen (waarop 
feedback werd gegeven in Dutch-CAPT) en van alle andere niet-problematische fonemen, en 
c) van de waardering die de leerders hadden voor het CAPT-systeem dat zij gebruikten.  
De resultaten van de analyse op globale segmentele kwaliteit tonen aan dat de groep die 
getraind had met het CAPT-systeem met automatische feedback gemiddeld de grootste 
vooruitgang boekte. Er werd echter geen significant verschil gevonden met de gemiddelde 
vooruitgang van de twee controlegroepen die of geen extra training hadden gekregen of met 
CAPT hadden getraind zonder automatische feedback. De meer gedetailleerde analyse van de 
problematische en de niet-problematische fonemen werd uitgevoerd op de twee groepen die 
met een CAPT-systeem hadden getraind. Voor de problematische fonemen toonde deze 
analyse aan dat de groep die Dutch-CAPT had gebruikt significant meer vooruitgang had 
geboekt dan de groep die geen automatische feedback kreeg. Voor de niet-problematische 
fonemen werd er daarentegen geen significant verschil gevonden in de gemiddelde 
vooruitgang van de twee groepen. 
De antwoorden van de leerders op de vragen over hun waardering van de CAPT-
systemen en de individuele resultaten voor uitspraakkwaliteit suggereren dat de verbetering in 
de problematische fonemen toe te kennen is aan de specifieke training die werd gegeven. 
Dutch-CAPT lijkt dus effectief en nuttig te zijn voor een heterogene groep leerders. Tot die 
groep behoren ook leerders die al jaren blootgesteld zijn aan het Nederlands en van wie 
bekend is dat zij problemen hebben met de uitspraak van het Nederlands vanwege de 
typologische afstand met hun moedertaal. Dit is bijvoorbeeld het geval bij sprekers van 
Arabische talen en van het Turks. De resultaten zijn zeker positief als men bedenkt dat ze 
verkregen zijn met software die nog niet voor 100% presteert. De leerders waren bovendien 
tevreden met de ASH-training en vonden het systeem en de feedback geloofwaardig.  
Hoofdstuk 5 vat de kennis en ervaring samen die door de auteur is opgebouwd tijdens 
het ontwerpen en het bestuderen van ASH-CAPT voor tweedetaalleren. Het begint met een 
korte beschrijving van de werking van CAPT-technologie met ASH die gevolgd wordt door 
een sectie waarin de meest recente studies over de doeltreffendheid van ASH-CAPT onder de 
loep worden genomen. Vervolgens worden de mogelijkheden van deze systemen in 
beschouwing genomen. Deze informatie dient als achtergrond waartegen vastgesteld wordt of 
de beperkingen van ASH-CAPT toe te kennen zijn aan de ASH-component of aan andere 
problemen in het ontwerp van CAPT. Tevens wordt er een poging gedaan om suggesties te 
geven over hoe er iets aan deze beperkingen kan worden gedaan. 
De algemene conclusie die getrokken kan worden in dit hoofdstuk is dat zowel het 
design als de beoordeling van ASH-CAPT altijd benaderd zouden moeten worden vanuit het 
perspectief van het hele systeem. Men zou moeten beginnen met een nauwkeurige analyse 
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van de eisen waaraan het systeem moet voldoen binnen de specifieke context van een gegeven 
cursus en een groep leerders. Dit betekent dat er een aantal suggesties kunnen worden gedaan, 
maar dat er nooit sprake is van één succesformule. Bij het ontwerpen van ASH-CAPT, of bij 
het beoordelen van ASH-CAPT, zullen ontwikkelaars en docenten altijd geconfronteerd 
worden met meerdere opties. De meeste beslissingen betreffende het type training en 
algoritme voor foutendetectie hebben voor- en nadelen. De keuze zal vaak afhangen van het 
vaardigheidsniveau van de gebruikers en van andere praktische zaken, zoals de 
beschikbaarheid van informatie over typische fouten en van geschikte spraakdatabases voor 
het trainen van het algoritme. Als er eenmaal een keuze is gemaakt, moet men er rekening 
mee houden dat de informatie die verkregen wordt met het gekozen algoritme op een 
duidelijke en betekenisvolle manier wordt doorgegeven aan de leerders. Dit heeft niet zo zeer 
te maken met ASH-technologie als wel met het design en de bruikbaarheid van het systeem. 
Dit zijn factoren die net zo cruciaal voor de pedagogische doeltreffenheid van CAPT-
systemen met ASH zijn als de accuraatheid waarmee het systeem de uitingen van de leerders 
herkent en fouten daarin identificeert. Aangezien er met het niveau van de huidige 
technologie voor ASH-CAPT geen 100% correcte prestaties kunnen worden behaald, lijkt het 
verstandiger om voor eenvoudige vormen van feedback te kiezen die minder kans op fouten 
geven, vooral als deze vormen van feedback pedagogisch ook het meest verantwoord blijken 
te zijn. 
Het onderzoek waarbij deze technologie afgestemd werd op specifieke pedagogische 
doelstellingen laat zien dat positieve resultaten behaald kunnen worden. Daarnaast blijkt dat 
leerders graag trainen met CAPT-systemen met ASH. Er zijn dus goede redenen om door te 
gaan met het bestuderen en het verfijnen van de technologie voor ASH-CAPT. Hiervoor kan 
input van docenten en onderzoekers zeker van nut zijn. 
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