A discrete-time periodic model with bang-bang feedback control is investigated. It is shown that each solution tends to one of four different types of limit 2-cycles. Furthermore, the accompanying initial regions for each type of solutions can be determined. When a threshold parameter is introduced in the bang-bang function, our results form a complete bifurcation analysis of our control model. Hence, our model can be used in the design of a control system where the state variable fluctuates between two state values with decaying perturbation.
Introduction
Discrete-time control systems of the form x n A n x n−1 G n, u n−1 , 1.1 with x n ∈ R n and u n ∈ R m , are of great importance in engineering see, e.g., any text books on discrete-time signals and systems .
Indeed, such a system consists of a linear part which is easily produced by design and a nonlinear part which allows nonlinear feedback controls of the form u n Q x n , 1.2 commonly seen in engineering designs. In a commonly seen situation, x n and u n belong to R 1 , while u n takes on two fixed values on-off values depending on whether the state variable is above or below a certain 2 Discrete Dynamics in Nature and Society value as commonly seen in thermostat control . In some cases, it is desirable to see that the state value x n fluctuates between two fixed values with decaying perturbations as time goes by an example will be provided at the end of this paper . Here, the important question is whether we can design such a control system that fulfils our objectives.
In this note, we will show that a very simple feedback system of the form x n a n x n−2 b n f λ x n−1 d n , n ∈ N {0, 1, 2, . . .}, 1.3 can achieve such a goal provided that: i we take {a n } ∞ n 0 , {b n } ∞ n 0 , {d n } ∞ n 0 to be 2-periodic sequences with a 0 , a 1 
ii while the control function f λ is taken to be the step activation or bang bang function 1 defined by
where λ may be regarded as a threshold parameter.
Remarks: i Note that in case λ 0, our function f 0 is reduced to the well-known Heaviside function
These bang bang controllers are indeed used in daily control mechanisms; for example, a water heater that maintains desired temperature by turning the applied power on and off based on temperature feedback is an example application.
ii As for the sequences {a n } ∞ n 0 , {b n } ∞ n 0 and {d n } ∞ n 0 , we have assumed that they are periodic with a prime period ω. We could have considered more general periodic sequences since a large number of environmental parameters are generated in periodic manners, and such structural nature should be reflected in the choice of our sequences. However, in the early stage of our study, it is quite reasonable to assume that they have a common prime period 2 instead of various prime periods . iii Finally, we have selected a 0 , a 1 ∈ 0, 1 . A simple reason is that without the feedback control and forcing sequence {d n }, our system is a stable one and which can easily be realized in practice. iv Equation 1.3 has a second-order delay in the open loop part and a first-order delay in the control function. It may equally be well to choose a system that has a first-order delay in the open loop part and a second-order delay in the control function. Such a model will be handled in another paper. v The simple prototype studied here is representative of a much wider class of discretetime periodic systems with piecewise constant feedback controls 2-10 , and hence we hope that our results will lead to much more general ones for complex systems involving such discontinuous controls.
Clearly, given any initial state value pair x −2 , x −1 in R 2 , we can generate through 1.3 a unique real sequence {x n } ∞ n −2 . Such a state sequence is called a solution of 1.3 originated Discrete Dynamics in Nature and Society 3 from x −2 , x −1 . What is interesting is that by elementary analysis, we can show that for any value of the threshold parameter λ, there are at most four possible types of limiting behaviors for solutions of 1.3 , and we can determine exactly the range of the parameter values and the exact "initial region" from which each type of solutions originates from see the concluding section for more details .
To this end, we first note that by the transformation u n x n − λ, 1.3 is equivalent to u n a n u n−2 b n H u n−1 c n , n ∈ N, 1.6 where c n d n a n − 1 λ. Next, by means of the identification u 2n y n and u 2n 1 z n for n ∈ {−1, 0, . . .}, we note further that 1.6 is equivalent to the following two-dimensional autonomous dynamical system:
which is a special case of the system 1.1 . By such a transformation, we are then considering the subsequences {u 2n } and {u 2n 1 } consisting of even and odd terms of the solution sequence {u n } of 1.6 . Therefore, all the asymptotic properties of 1.6 can be obtained from those of 1.7 .
To study the asymptotic properties of 1.7 , we first note that its solution is of the form { y n , z n } ∞ n −1 where y −1 , z −1 is now a point in the real plane. By considering all possible initial data pairs y −1 , z −1 ∈ R 2 , we will be able to show that every solution of 1.7 tends to one of four vectors. To describe these four vectors, we set
Then, the four vectors are
and since b 0 , b 1 > 0, we see that ξ − 0 < ξ 0 and ξ − 1 < ξ 1 ,and hence they form the corners of a rectangle.
Depending on the relative location of the origin 0, 0 with respect to this rectangle, we may then distinguish eleven exhaustive but not mutually distinct; see Section 3 in the following cases:
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For each case, we intend to show that solutions of 1.7 originated from different parts of the plane will tend to one of the four vectors in 1.9 . To facilitate description of the various parts of the plane, we introduce the following notations:
Main Results

Cases (i), (ii), (iii), and (iv)
First of all, the first four cases 0
Therefore, there exists an m 0 ∈ N such that y n , z n ∈ R − for all n ≥ m 0 . By 1.7 again, y n a 0 y n−1 b 0 c 0 and z n a 1 z n−1 b 1 c 1 for n > m 0 . Then, a 0 , a 1 ∈ 0, 1 imply
In summary, suppose max{ξ 0 , ξ 1 } < 0 and suppose y −1 , z −1 ∈ R 2 , then the solution { y n , z n } originated from y −1 , z −1 will tend to ξ 0 , ξ 1 . We record this result as the first data row in Table 1 .
By symmetric arguments, the second data row is also correct. To see the validity of the third data row, we first note that min{ξ 0 , ξ 1 } < 0 < max{ξ 0 , ξ 1 } if and only if ξ 0 < 0 < ξ 1 Table 1 , we may derive Table 2 . 
Case (vi)
This case is a dual of the Case v . Indeed, assume that 0 min{ξ 0. By arguments similar to those in the previous case, we may obtain the asymptotic behaviors of 1.7 summarized in Table 3 .
Cases (vii) and (viii)
By arguments similar to those described previously, the corresponding asymptotic behaviors of 1.7 can be summarized in Tables 4 and 5 .
Case (ix) and (x)
By arguments similar to those described previously, the corresponding asymptotic behaviors of 1.7 can be summarized in Tables 6 and 7 .
Case (xi)
By arguments similar to those described previously, the corresponding asymptotic behaviors of 1.7 can be summarized in Table 8 .
Remarks
We remark that the different Cases i -xi discussed above may not be mutually distinct. For instance, the conditions min{ξ 0 , ξ 1 } < 0 < max{ξ 0 , ξ 1 } and min{ξ
Discrete Dynamics in Nature and Society Table 1 Case Table 2 : max{ξ 0 , ξ 1 } 0. Table 3 : Table 5 : As another example, the condition ξ 0 < ξ 1 0 is equivalent to
