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Resumo
Este trabalho descreve as atividades de projeto, implantação e acompanhamento de
uma nova topologia para os servidores de rede do Laboratório de Informática do Departa-
mento de Ciência da Computação da Universidade de Brasília, laboratório este composto
por várias salas de aula e centenas de computadores. Após diagnóstico na rede então
existente, verificou-se a necessidade de melhorias em termos de disponibilidade, robustez
e segurança dessa rede, que proporciona acesso a dezenas de softwares aos docentes e
discentes, bem como conexão com a internet. Após a implantação dos novos serviços,
verificou-se um relevante salto de qualidade neles, com aumento da banda para tráfego de
dados, barreiras de segurança física e lógica, monitorização inteligente da rede e também
disponibilidade.
Palavras-chave: Gerenciamento de rede, planejamento de rede, rede de computadores,
laboratório de informática
i
Abstract
This paper describes the activities of design, implementation and monitoring of a new
topology for network servers in the Laboratory of Informatics, Computer Science Depart-
ment at the University of Brasília. This lab consists of several classrooms and hundreds
of computers. After diagnosing the existing network then, there was the need for im-
provements in the availability, robustness and security of the network, which provides
access to dozens of software to students and faculty, as well as internet connection. After
deployment of new services, there was a significant jump in quality, with increased band-
width for data traffic, barriers of physical and logical security, intelligent monitoring of
the network and also availability.
Keywords: Network management, network planning, computer network, computer lab
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Capítulo 1
Introdução
O Departamento de Ciência da Computação da Universidade de Brasília (CIC/UnB),
possui um laboratório de informática próprio, o LINF, com capacidade para atender
até 180 usuários simultâneos, sendo que estes usuários são participantes das disciplinas
práticas dos cursos de Licenciatura em Computação, Ciência da Computação e Engenharia
de Computação, além de cursos presenciais oferecidos dentro das suas dependências. Os
alunos são admitidos também fora do horário das aulas.
Estes 180 usuários estão divididos em laboratórios, sendo cinco laboratórios de aula,
um laboratório para suporte técnico, para pesquisa e estudos do suporte técnico, uma sala
para os servidores e uma sala administrativa.
Neste ambiente, os alunos podem usar a infraestrutura do laboratório para acessar a
Internet e interagir com os professores por meio de e-mails, troca de arquivos eletrônicos,
pela plataforma moodle ou pelo portal MatriculaWEB. Neste mesmo ambiente os alunos
podem realizar pesquisas como forma de complementar o assunto abordado em sala de aula
e fazer os exercícios práticos passados pelos professores assim como trocar experiências
com estudantes de outras universidades.
Segundo Betina von Staa, pesquisadora da divisão de Tecnologia Educacional da Posi-
tivo Informática, "O contato com os estudantes na Internet ajuda o professor a conhecê-los
melhor, e quando o professor sabe quais são os interesses dos jovens para os quais dá aulas,
ele prepara aulas mais focadas e interessantes, que facilitam a aprendizagem" [19]. Além
desta interação, o professor pode também disponibilizar conteúdos extras, promover dis-
cussões, resolver exercícios fora de sala e compartilhar exemplos, ou seja, garantir acesso
à rede de forma segura e confiável para professores e alunos dentro do departamento e
aumentar a qualidade do ensino, além de trazer todos os benefícios e a comodidade que a
Internet proporciona.
Dentro do exposto, é evidente a importância de permitir acesso à rede por alunos
e professores de forma estável, veloz, com banda suficiente para navegação agradável,
garantindo segurança mínima às informações transmitidas pelo usuário.
Os requisitos técnicos mais comuns, quando se fala de redes de computadores são
disponibilidade, desempenho, segurança, gerenciabilidade, usabilidade, adaptabilidade e
custo-benefício, segundo Raquel Vigolvino Lopes [9]. Estes requisitos, numericamente
mensuráveis, podem indicar como anda a saúde e a qualidade da rede. É possível citar
como exemplo a disponibilidade, que dentro do contexto de transmissão de dados, é
a quantidade em horas que um serviço ou circuito de dados ficou disponível no mês,
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geralmente sendo apresentado em percentual. Diversos fatores influenciam no desempenho
da rede, como o tempo que o dado demora a percorrer o trajeto da origem até o destino
(latência), a banda disponível para o trafego, assim como a necessidade de reenviar alguns
dos pacotes.
Para atender aos requisitos técnicos dos usuários do LINF, foi elaborado um projeto
de rede visando garantir alta disponibilidade dos serviços prestados, aumento da capaci-
dade de transmissão e a segurança contra ataques externos e internos, tendo sempre em
mente as boas práticas recomendadas pela ITIL. Para facilitar a identificação de prová-
veis defeitos na rede, foi contemplado também um sistema de gerenciamento de redes via
SNMP. Segundo José Mauricio Santos Pinheiro [15], o gerenciamento de rede pode ser
definido como a coordenação (controle de atividades e monitoração de uso) de recursos
materiais (modems, roteadores, etc.) e ou lógicos (protocolos), fisicamente distribuídos na
rede, assegurando, na medida do possível, confiabilidade, tempos de resposta aceitáveis e
segurança das informações, assim, o tempo para diagnóstico de falhas pode ser reduzido
drasticamente, evidenciando ao operador de rede onde está ocorrendo a possível falha.
O detalhamento do projeto, assim como a metodologia utilizada será descrito no de-
senvolvimento desta monografia. A plataforma de gerência mencionada anteriormente,
será colocada para apoio operacional em um sistema de CRM para registro de falhas.
Esta plataforma será utilizada como ferramenta operacional e gerencial, permitindo aos
operadores da rede realizar diagnósticos de falhas com alarmes assim como análise de
capacidade dos elementos por meio dos gráficos de utilização. O gerente da rede se be-
neficiará com relatórios gerenciais da disponibilidade da rede, tempo de recuperação de
falhas e histórico de alarmes.
Desta forma, o projeto foi elaborado visando melhorar a qualidade da rede, facilitar
a monitoração utilizando plataforma de gerência SNMP e proporcionando visibilidade da
saúde da rede, sempre respeitando as limitações impostas, como por exemplo de recursos
financeiros e de hardware. No desenvolvimento deste trabalho, tudo foi feito baseado nos
equipamentos que o laboratório possuia, já que não havia um orçamento previsto para
este projeto.
1.1 Problema
Na fase prévia de diagnóstico da rede existente, um dos problemas identificados é
que a rede não apresentava um grau adequado de confiabilidade: em parte do tempo
que era necessário o uso, seja durante aulas, cursos ou até mesmo no tempo dispendido
para realização de trabalhos, a Internet estava inoperante, chegando a ficar indisponível
por dias. Aqui é necessário fazer um adendo, já que muitas vezes a indisponibilidade
da Internet é causada por falha no CPD/UnB, responsável pelo acesso à Internet no
laboratório e em toda a universidade.
Estes problemas eram causados por usuários, inclusive, e dadas as limitações mencio-
nadas anteriormente, ainda não será possível evitar estes problemas, apenas isolar a sala
onde o incidente aconteceu.
Além das falhas citadas, a ausência de uma gerência centralizada dificultava a locali-
zação e solução da causa raiz das falhas.
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1.2 Justificativa
O laboratório de informática LINF atende a centenas de alunos semanalmente e pro-
picia acesso a dezenas de softwares para uso didático, o que faz dele importante para os
cursos de Computação da Universidade de Brasília. Sendo assim, é relevante desenvolver
um trabalho acadêmico com vistas a aprimorar os serviços de rede desse laboratório, pois
eles são essenciais para a operação.
1.3 Objetivo Geral
Projetar e implantar uma nova topologia de rede no laboratório de informática LINF,
com a finalidade de ser alcançados serviços de rede com mais segurança, disponibilidade
e robustez.
1.4 Objetivos Específicos
• Aumentar a disponibilidade da rede local e acesso à Internet;
• Diminuir a vulnerabilidade da rede e servidores;
• Impedir que os dados dos usuários sejam visualizados por pessoas má intencionadas,
dentro do laboratório, por meio da agregação de fatores de segurança adicionais;
• Dificultar acesso não autorizado à rede ou aos servidores;
• Possibilitar a implementação de regras, serviços e políticas congruentes com os in-
teresses da organização;
• Aumentar a satisfação dos usuários em relação aos serviços prestados;
• Maximizar a capacidade de transmissão da rede.
1.5 Resultados Esperados
Tendo em vista os objetivos apresentados acima, é esperado que se obtenha com este
trabalho um aumento da disponibilidade, por meio da inclusão de dispositivos e serviços
redundantes, além do aumento da segurança, visando proteger a rede de ameaças internas
e externas.
1.6 Hipótese
A hipótese levantada é a de que um laboratório com um projeto de rede bem definido,
baseado nas melhores práticas da ITIL, proverá um ambiente controlável, auxiliando na
agilidade para resolução de problemas, causando uma menor indisponibilidade, aumento
da capacidade de transmissão e maior confiabilidade nos serviços prestados.
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1.7 Revisão de Literatura
Foi pesquisado em diversos repositórios acadêmicos sobre trabalhos que pudessem ter
alguma similaridade com este, de forma que fosse possível aproveitar o conhecimento
desenvolvido anteriormente sem que fosse preciso passar pelo mesmo trabalho novamente.
Na base de dados disponível no portal de periódicos da CAPES, utilizando os termos
"redes de computadores reestruturação"e "redes de computadores estruturação"não foi
encontrado nenhum resultado semelhante.
Utilizando os dados disponíveis na base do IBICT, utilizando essas mesmas palavras
chaves, apenas um resultado semelhante foi encontrado, mas datando do ano de 2002. O
trabalho desenvolvido por Spanhol [17] trata sobre o desenvolvimento de uma aplicação
que utiliza o padrão XML para auxiliar o processo de gerência de redes. O trabalho de-
senvolvido será, de certa forma, aproveitado, pois no LINF será utilizado uma ferramenta
de gerência que utilizará o padrão XML em seus documentos e arquivos de configuração,
padronizando a configuração para diversos elementos da rede.
Outro projeto localizado utilizando as mesmas bases é o de Frinhani [6], que reestrutu-
rou a rede da Universidade Federal de Lavras, datando do ano de 2005. Este trabalho foi
tomado como comparação com o presente trabalho, pois usa a tecnologia de VLAN para
segmentação da rede física em diversas redes lógicas e, consequente, quebra do domínio
de broadcast, resultando em uma performance mais apurada.
O trabalho de Zhong [20], encontrado na base de pesquisa do IEEE, tem um viés mais
gerencial da rede, mas não foi utilizado de forma mais aprofundada, pois a rede utilizada é
uma rede de grande escala, bem maior do que a rede do LINF. Uma analogia entre os dois
trabalhos seria que Zhong realiza um projeto semelhante a este, mas seu escopo seria toda
a Universidade de Brasília, com todos seus institutos e seus departamentos, implantando
um sistema de gerenciamento multinível, ou seja, um sistema para cada departamento,
que se integra no sistema de cada instituto e por fim se integra ao sistema da Universidade.
Por fim, foi encontrado o trabalho de Leonhardt [12] que não se aplica à este trabalho,
pois graças à pequena quantidade de operadores para a rede do LINF, será possível treiná-
los de maneira extensiva nos problemas que poderiam ocorrer, dispensando a necessidade
de um treinamento externo, mas que certamente seria uma boa ferramenta adicional.
1.8 Organização do Trabalho
No capítulo 2 será feita uma breve introdução teórica, abordando os pontos que serão
tratados neste trabalho e a justificativa de escolha de cada um.
A seguir, será explicada no Capítulo 3 a metodologia utilizada no levantamento de
informações, planejamento e execução do projeto.
No capítulo 4 será feito um levantamento da situação da rede atual, mostrando os
problemas que foram identificados.
No capítulo 5 será detalhado o projeto da nova rede e suas especificações, enquanto
no capítulo seguinte, será mostrada a efetiva implementação do projeto apresentado.
Por fim, o capítulo 7 apresenta os resultados atingidos com a implementação do novo
projeto de rede.
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Capítulo 2
Aspectos Selecionados de Redes de
computadores
Neste capítulo serão abordados aspectos de redes de computadores de interesse para
este trabalho, como segurança, boas práticas de gerenciamento e monitorização.
Segundo Mendes [13], uma rede de computadores consiste em 2 ou mais computadores
e outros dispositivos interligados entre si de modo a poderem compartilhar recursos físicos
e lógicos, estes podem ser do tipo: dados, impressoras, mensagens (e-mails),entre outros.
2.1 ITIL
A ITIL, Information Technology Infrastructure Library, ou Biblioteca de Tecnologia
da Informação em tradução livre, foi desenvolvida incialmente pela CCTA, atual OGC. A
OGC é um órgão do governo britânico que tem como objetivo desenvolver metodologias e
criar padrões dentro do departamento do governo britânico buscando otimizar e melhorar
os processos internos[18].
A ITIL não é um padrão a ser imposto, mas um conjunto de melhores práticas que
podem ser adaptadas ao departamento de TI de uma organização qualquer, independente
de sua estrutura organizacional. Serve como um guia para que uma empresa possa im-
plementar as boas práticas do mercado, e que venha a obter melhores resultados em suas
operações.
As atividades da ITIL são divididas em processos que cobrem uma ou mais tarefas da
área de TI. As boas práticas têm por objetivo servir como parâmetro para melhoria dos
processos de TI.
A ITIL não é uma metodologia e suas práticas são flexíveis, são apenas sugestões
que podem se adaptar às diversas situações de diferentes organizações, com diferentes
metodologias, tenham elas regras mais rígidas ou não. Um dos motivos para que uma
empresa adote a ITIL é o gerenciamento dos serviços de TI.
A ITIL é baseada em livros e por isso o nome de biblioteca. Originalmente ela era for-
mada por um grande conjunto de livros, sendo que cada um descrevia uma área específica
de manutenção e operação da infraestrutura de TI. Na primeira versão da ITIL (ITILv1)
havia aproximadamente quarenta livros relacionados ao gerenciamento da infraestrutura.
A ITILv2 possui sete livros, organizados na estrutura da Figura 2.1.
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Figura 2.1: Estruturação dos livros da ITILv2 [18].
A versão atual, conhecida como ITILv3 possui apenas cinco livros.
O ciclo de vida de um serviço tem um eixo central, que é a estratégia do serviço (fase
inicial do ciclo). A estratégia vai guiar todas as outras fases, que são desenho de serviço,
transição de serviço e operação de serviço. Envolvendo todas as fases do ciclo de vida está
a melhoria de serviço continuada. Processos e funções estão distribuídos ao longo deste
ciclo de vida.
Estratégia de Serviço: Nesta fase, a TI vai se integrar ao negócio. Aqui, a TI busca
entender quais as demandas dos clientes, identificar oportunidades e riscos, decidir por
terceirizar ou não determinados serviços, sempre pensando no retorno que será gerado
para o negócio.
Desenho de serviço: Na fase de desenho, tudo que foi levantado na fase anterior será
utilizado para projetar um novo serviço, como por exemplo custos, mercado e também
como os serviços deverão ser utilizados. O Serviço será definido com base nesta estratégia,
pensando no valor agregado ao cliente. Aqui também devem ser pensados os SLAs, que
são os acordos de nível de serviço para performance da rede.
Transição de serviço: Depois do serviço desenhado, a fase de transição criará o
serviço. Esta fase tem uma preocupação especial com os detalhes, de forma que o serviço
seja colocado com o menor impacto possível para a organização.
Operação de serviço: A maior preocupação nesta fase é manter o serviço criado
na fase anterior. Vamos encontrar nesta fase os processos e funções que vão lidar com as
atividades diárias.
Melhoria de serviço continuada: Esta última fase envolve todas as outras e possui
um foco na qualidade, avaliando o serviço e os processos de gerenciamento dos estágios
do ciclo de vida.
É possível perceber que, caso a TI execute todos os estágios definidos aqui ao criar
ou alterar um serviço, menos retrabalho será executado e o controle sobre os custos será
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bem maior. Este ciclo é descrito na Figura 2.2, que compara o ciclo de vida na versão 2
e 3 da ITIL.
Figura 2.2: Ciclo de vida [18].
2.1.1 Gerenciamento de Serviços de TI
Segundo o manual da ITIL, o gerenciamento de serviço é um conjunto de habilidades
da organização em fornecer valor ao cliente, em forma de serviço[18].
Os processos da ITIL buscam eficiência e eficácia. Apesar de serem bem parecidas,
as duas palavras têm significado diferentes. Eficiência significa melhoria no processo,
otimização enquanto eficácia significa atingir o resultado esperado.
O Gerenciamento de serviços de TI é baseado em três elementos-chave, que são pessoas,
processos e tecnologia. Aspectos culturais da empresa podem dificultar a implementação
do gerenciamento dos serviços de TI, apesar que, caso a organização dependa da TI em seu
negócio, ela deve ser vista como um ativo estratégico. A seguir serão mostradas algumas
características do gerenciamento de serviços de TI.
Gerenciamento de configuração: Gera informações para o processo de gerencia-
mento financeiro para os serviços de TI, de forma a fazer a contabilização de gastos sobre
os ativos de TI. Este item pode ser um ativo que possui valor e depreciação.
Gerenciamento de mudança: Tem relacionamento muito próximo com o processo
de gerenciamento de configuração, para levantar os impactos da mudança.
Gerenciamento de liberação: Depende do processo de gerenciamento de mudança.
Utiliza o BDGC do gerenciamento de configuração para registrar as liberações instaladas
no ambiente de produção.
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Gerenciamento de incidente: Deve funcionar em conjunto com os processos de
gerenciamento de problema e gerenciamento de mudança e segue o fluxo mostrado na
Figura 2.3
Figura 2.3: Fluxo de gerenciamento de incidentes [18].
Gerenciamento de problema: Necessita ser implementado após o processo de ge-
renciamento de incidente.
Gerenciamento de nível de serviço: É importante já ter os processos de suporte
implementados para suportar os SLAs.
Gerenciamento de capacidade: Serve para assegurar que a capacidade da infraes-
trutura de TI esteja de acordo com as necessidades do negócio.
2.1.2 Operação de Serviços
Conforme o manual da ITILv3, um serviço é uma forma de entregar valor aos clientes,
facilitando o resultado que os clientes pretendem alcançar, sem ter que assumir custos e
riscos.
Um serviço precisa funcionar de acordo com os parâmetros de SLA acordados com o
cliente, adequando a qualidade necessária para o funcionamento pleno do negócio, já que
quando um serviço fica indisponível, perdas financeiras às organizações geralmente são
causadas.
No gerenciamento, existe um conjunto de funções e processos para administrar os
serviços, que é um ativo estratégico da organização, tendo em vista que a organização de-
pende da TIC para funcionar adequadamente. Mesmo que os processos estejam alinhados
e implantados adequadamente, se as operações diárias não estiverem alinhadas, conduzi-
das e gerenciadas corretamente, não será possível implementar as melhorias necessárias à
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operação do serviço, sendo que está é responsável por executar processos que otimizam o
custo e qualidade do serviço oferecido.
As fases das operações de serviços são:
• gerenciamento de incidente;
• gerenciamento de evento;
• gerenciamento de problemas;
• cumprimento de requisitos;
• gerenciamento de acesso.
2.2 Redes Virtuais
Segundo o professor Mario Dantas, O conceito de VLAN é uma facilidade de operação
em uma rede comutada. Esta facilidade permite que o administrador configure a mesma
como sendo uma única entidade interligada, enquanto são assegurados aos usuários a
conectividade e a privacidade como se estivessem em múltiplas redes separadas [4].
É possível criar redes totalmente separadas para alunos e professores dentro do mesmo
ambiente físico, aplicando políticas de segurança diferentes para os grupos, utilizando o
conceito de VLANs.
A principal característica atribuída ao uso de VLANs é a possibilidade de agrupar
estações pertencentes a uma ou mais LANs físicas, de forma a criar um único domínio de
broadcast, garantindo a comunicação entre estas LANs, mesmo que façam parte de seg-
mentos físicos diferentes [5]. Nos parágrafos seguintes será mostrada uma breve explicação
das características das VLANs.
Em uma rede não segmentada, computadores, impressoras e outros dispositivos conec-
tados disseminam uma grande quantidade de pacotes de broadcasts por diversos motivos,
seja por falhas na conexão dos cabos, mau funcionamento de interfaces de rede, ou até
mesmo por protocolos e aplicações que geram este tipo de tráfego, podendo causar atraso
no tempo de resposta e lentidão na rede local.
No modelo de VLANs, existe um domínio lógico de difusão por onde os pacotes de
broadcast ou multicast são contidos e não se propagam a outras redes virtuais [6]. Assim
sendo, os pacotes de difusão ficam contidos apenas em sua rede local, reduzindo drastica-
mente o volume de tráfego na rede.
A implementação de VLANs para segmentar uma rede melhora a performance. Como
visto anteriormente, os pacotes de broadcast e multicast ficam presos somente na VLAN
onde trafegam, evitando congestionamentos. Outra característica é o fato de diminuir o
número de estações que compartilham o mesmo canal lógico, reduzindo assim o tempo de
acesso [6].
A implementação de VLANs pode ser aplicada para grupos de trabalho ou setores
de diferentes empresas. Uma das vantagens é restringir a comunicação de computadores
instalados em setores críticos como por exemplo financeiro, protegendo assim informações
sigilosas da organização.
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A segurança é uma das características mais importantes quando é decidido segmentar
a rede em VLANs, já que ela permite que dispositivos localizados em diferentes segmen-
tos físicos mas em uma mesma VLAN comuniquem-se sem que dispositivos fisicamente
próximos tenham acesso [6].
VLAN Trunking é um padrão definido pelo IEEE 802.1ad e tem como característica
a transmissão de pacotes para diferentes VLANs em um mesmo link.
Barros define VLAN Trunking como um link ponto-a-ponto em uma rede comutada
que suporta várias VLANs [1]. A identificação das VLANs em um link configurado no
modo Trunk (tronco) é feita por meio dos métodos de marcação de quadros (VLAN-
tagging).
Neste modelo de funcionamento, todos os dispositivos interconectados devem ter su-
porte à identificação de membros e dos formatos de quadros de VLANs (VLAN-Aware) [1].
As portas dos dispositivos de rede podem ser configuradas, além do modo Tronco, no
modo de acesso, que, ao contrário do trunking, restringe o enlace para trafegar pacotes de
uma única VLAN, por meio de configuração prévia [10].
O roteamento entre VLANs é necessário quando um dispositivo de uma VLAN precisa
se comunicar com um dispositivo de outra VLAN. Esse roteamento pode ser feito por meio
de um switch de camada 3 ou utilizando um roteador.
No exemplo da Figura 2.4, o roteador tem duas interfaces e cada uma tem um en-
dereço de rede correspondente a cada VLAN. Por exemplo VLAN1, endereço de rede
192.168.1.0/24, VLAN2, endereço de rede 192.168.2.0/24 e o gateway de cada dispositivo
é o roteador. Assim, caso um dispositivo deseje se comunicar com outra VLAN, o pedido
de conexão será feito ao gateway que vai rotear o pacote, caso autorizado pelas diretivas de
acesso. É necessário que seja informado o IP destino para que o pacote seja corretamente
encaminhado.
Figura 2.4: Roteamento entre VLANs.
2.3 Modelo de Rede Hierárquica
O desenho de rede hierárquica envolve a divisão da rede em camadas discretas. Cada
camada fornece funções específicas que definem sua função dentro da rede geral.
Separando as várias funções existentes em uma rede, o desenho de rede fica modular,
o que facilita a escalabilidade e o desempenho.
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O modelo de desenho hierárquico típico é dividido em até três camadas: acesso, dis-
tribuição e núcleo. Na Figura 2.5 é exibido um exemplo de rede hierárquica com três
camadas:
Figura 2.5: Rede hierárquica.
2.3.1 Camada de Acesso
A camada de acesso faz a interface com dispositivos finais, como PCs, impressoras e
telefones IP, para fornecer acesso ao restante da rede.
Na camada de acesso podem estar roteadores, switches, bridges, hubs e pontos de
acesso wireless (AP). O principal propósito da camada de acesso é fornecer um meio de
conectar dispositivos à rede e controlar quais têm permissão de comunicação na rede.
Políticas de segurança para evitar ataques comoMAC Spoofing, MAC Flooding, DHCP
Spoofing e VLAN Hopping ficam nesta camada.
2.3.2 Camada de Distribuição
A camada de distribuição agrega os dados recebidos dos switches da camada de acesso
antes de serem transmitidos para a camada de núcleo, para que haja o roteamento até
seu destino final.
A camada de distribuição controla o fluxo do tráfego da rede usando políticas e deter-
mina domínios de broadcast, realizando funções de roteamento entre redes locais virtuais
(VLANs) definidas na camada de acesso.
As VLANs permitem segmentar o tráfego de um switch em sub-redes separadas. Por
exemplo, em uma universidade, você pode separar o tráfego de acordo com o corpo do-
cente, os alunos e os convidados.
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Os switches da camada de distribuição costumam ser dispositivos de alto desempenho
que têm alta disponibilidade e redundância para assegurar a confiabilidade.
As políticas de segurança desta camada são listas de acesso para bloqueio de comuni-
cação, políticas de restrição de roteamento, dentre outros.
2.3.3 Camada de Núcleo
A camada de núcleo da rede hierárquica é o backbone de alta velocidade das redes
interconectadas. Como a camada de núcleo é essencial à interconectividade entre os dis-
positivos da camada de distribuição, é importante que o núcleo seja altamente disponível
e redundante.
A área do núcleo também pode se conectar a recursos de Internet. Como o núcleo
agrega o tráfego de todos os dispositivos da camada de distribuição, ele deve ser capaz de
encaminhar grandes quantidades de dados rapidamente. Esta camada pode ser dispensada
para redes de pequeno porte, com até 200 elementos.
Politicas de segurança geralmente não são aplicadas nesta camada, tendo em vista que
o objetivo dela é realizar roteamento de grandes volumes de tráfego.
2.4 Alta Disponibilidade
É recomendada a utilização de equipamentos redundantes, de forma que em caso de
falha em um equipamento, este não prejudique o funcionamento normal da rede. Assim,
foi criado o protocolo CARP, que permite que múltiplas máquinas no mesmo segmento
de rede compartilhem um endereço IP.
Estas máquinas que compartilham o endereço se chama ’grupo de redundância’. A este
grupo é atribuído um mesmo endereço entre os membros e uma das máquinas é designada
como mestre enquanto o resto será ’backup’. A máquina mestre é a que está no momento
atual efetivamente com o IP compartilhado e responde a qualquer tráfego direcionado a
ele. Uma máquina pode pertencer a mais de um grupo de redundância por vez.
Um uso comum para o CARP é criar um grupo de firewalls redundantes. O IP Virtual
atribuído ao grupo é configurado nas máquinas clientes como o gateway padrão. Caso o
equipamento mestre sofra uma falha ou seja desligado, o IP se moverá automaticamente
para um dos equipamento backup e o serviço continuará disponível.
O funcionamento do CARP é possibilitado por meio de uma interface de controle, que
vai monitorar se o mestre está respondendo. Caso o mestre pare de responder, um dos
backups vai ativar suas interfaces de rede configuradas nos IPs Virtuais, passando, agora,
a responder por estes endereços de maneira transparente.
2.5 Autenticação
Segundo Tanembaum em [16], autenticação é o processo pelo qual em uma comuni-
cação cada parte verifica que seu parceiro é quem deveria ser e não um impostor. A
autenticação é extremamente importante no contexto deste trabalho, pois é por meio da
autenticação que será possível identificar usuários que acessem ou tentem acessar serviços
não autorizados, definidos pelas políticas internas desta organização.
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A autenticação RADIUS possui três funções básicas, que são:
• autenticar o usuário antes de conceder o acesso à rede;
• autorizar o usuário a utilizar os serviços que ele têm direito;
• contabilizar a utilização dos serviços.
Caso o usuário não autentique com sucesso, ele não vai receber um endereço IP devido
à utilização do protocolo 802.1x, impedindo que ele acesse qualquer serviço por meio desta
máquina.
Frequentemente, um servidor RADIUS utiliza a base de usuários de um servidor
LDAP. O servidor LDAP originalmente é um serviço de diretórios, mas também é muito
utilizado para autenticação, dado o fato de ter suporte a atributos personalizados, possibi-
litando, assim, que a mesma base de usuários seja utilizada em todos os serviços, evitando
que o usuário tenha uma senha diferente para cada serviço provido pela rede.
2.5.1 Proxy
Um proxy, como o próprio nome já diz, é um procurador, ou seja, ele é quem faz as
requisições em nome do usuário para algum site da WEB [7]. Um proxy possui duas
funções principais, que são a alteração das requisições ou respostas dos servidores ou
armazenamento temporário de dados.
Quando o proxy faz alterações das requisições, ele estará agindo baseado em uma
configuração de acesso, em que, caso determinado usuário esteja autorizado a visualizar
um recurso, o recurso será normalmente mostrado, porém caso este usuário não esteja
autorizado, uma página de bloqueio pode ser mostrada ou um redirecionamento.
Além do controle de acesso, caso um usuário esteja autenticado, é possível rastrear
e documentar suas ações. Caso seja identificado uma tentativa de acesso que não esteja
de acordo com as políticas internas da organização, é mais fácil localizar um usuário
"Mateus, matricula tal" e tomar as medidas cabíveis do que um usuário "192.168.33.7",
ainda mais em um ambiente em que frequentemente a mesma estação será utilizada por
diversos usuários ao longo de um dia.
O armazenamento temporário de dados é conhecido como cache e funciona da seguinte
forma: se um usuário 1 faz uma requisição e em seguida um usuário 2 faz a mesma
requisição, é mais interessante ao proxy destes usuários que a informação seja armazenada
localmente, podendo ser recuperada de maneira mais rápida do que se fosse necessário
ir buscar novamente a mesma informação, além de deixar a banda disponível para que
outras requisições sejam atendidas mais rapidamente.
Um proxy pode ser configurado de duas formas, que são transparente e ativo. Na
primeira forma, o usuário não tem conhecimento que suas requisições estão sendo tratadas
pelo proxy e na segunda forma o usuário sabe que está passando por um proxy e pede
ativamente que ele atenda suas requisições.
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2.6 Firewall
Um firewall, que em português significa parede corta fogo, tem exatamente esta função:
impedir que o "fogo" se alastre, figurativamente falando. Um dispositivo firewall, pode
atuar de várias formas, como por exemplo filtro de pacotes ou proxy de aplicação.
Na sua utilização mais comum, filtro de pacotes, um firewall vai ter um conjunto de
regras de filtragem e vai ler este conjunto a cada pacote trafegado [7]. Se um pacote casar
com a descrição da regra, uma ação será tomada.
Uma possível ação seria aceitar todos os pacotes provindos da rede interna na porta 80
e descartar todos os pacotes provindos da Internet na porta 80. Uma outra ação poderia
ser descartar todos os pacotes provindos da rede interna na porta 25, exceto aqueles
destinados ao meu servidor de e-mail.
Um filtro de pacotes statefull, como o que será utilizado, é um filtro de pacotes que
toma em consideração o estado das conexões TCP, que podem ser NEW, ESTABLISHED
ou RELATED. Um filtro de pacotes com as regras de exemplo acima, aceitaria pacotes
de estado NEW com origem na rede interna e destino na Internet e aceitaria pacotes
de conexões estabelecidas, ou seja, pacotes com estado ESTABLISHED com origem na
Internet e destino na rede interna, mas não aceitaria pacotes NEW com origem na Internet
e destino na rede interna.
Caso fosse utilizado um filtro de pacotes stateless, ou seja, sem uma tabela de estados,
seria necessário especificar regras permitindo pacotes com origem na Internet e destino na
rede interna, liberando assim os dois sentidos do fluxo para que possa haver a comunicação.
2.7 Gerência
Segundo as boas práticas da ITIL, é necessário gerenciar os recursos e serviços rela-
cionados ao desempenho e disponibilidade da rede, como exemplo do alarme de falhas.
Dentre as outras soluções implementadas, o gerenciamento destas falhas assegura que me-
didas próativas em relação ao tráfego por meio da monitoração dos gráficos, registro de
falhas e acionamento por meio dos tickets possam ser tomadas para manter a diponibili-
dade da rede.
A implantação de um servidor de monitoramento dos recursos de rede objetiva alcançar
um nível elevado de controle sobre os elementos que fazem parte da nossa rede, sejam eles
físicos ou lógicos, de forma que assim seja possível garantir a continuidade e qualidade
dos serviços oferecidos.
De acordo com a ITIL, obtendo por meio do gerenciamento de demandas a utilização
destes serviços que têm relação direta com desempenho e disponibilidade, é possível ade-
quar melhorias de forma a atender a necessidade gerada pelos usuários da rede, sem que
seja necessário ocorrer um período de indisponibilidade caso os recursos sejam esgotados.
2.7.1 Monitoramento
Segundo Dantas [3], as tarefas que são importantes e devem ser implementadas em uma
ferramenta de gerenciamento são coleta de dados das atividades da rede, armazenamento
das informações, responder a comandos de uma entidade e emitir avisos para esta entidade.
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Será utilizado para isto o protocolo SNMP, que foi criado para padronizar especificações
para o gerenciamento de rede.
Utilizando o SNMP, existe então um agente SNMP, que estará em execução no servidor
gerenciado e uma estação de monitoramento. A estação de monitoramento vai enviar uma
requisição SNMP em um pacote UDP na porta 161, que será respondido pela mesma porta
pelo agente. Após este primeiro passo, a estação de monitoramento vai armazenar este
dado, que poderá ser utilizado posteriormente pelo gerente da rede, em forma de gráfico
ou tabela, conforme será mostrado mais a frente.
Estes dados monitorados podem incluir as mais diversas informações, tal qual tráfego
da rede, estado de interfaces, utilização de memória, utilização de CPU, dentre outros.
Por meio do SNMP, o gerente pode utilizar a estação de monitoramento para emitir
comandos no agente SNMP, por meio de uma comunidade SNMP de escrita e leitura,
que fará a alteração de determinadas configurações, adequando a rede ao funcionamento
esperado.
2.7.2 CRM
Um sistema de CRM, que é uma ferramenta para auxiliar na interação com o cliente,
de forma a automatizar os contatos e ter uma relação com o cliente de maneira melhor do
que era feito antigamente, já que atualmente existe uma preocupação maior com o cliente
da organização que não havia anteriormente.
A intenção de um sistema CRM é unificar todas as informações relativas ao cliente,
de forma que seja acessível a qualquer pessoa responsável. Por isso, todas as informações
referentes à um contato, como por exemplo no caso de o cliente abrir um chamado, uma
área responsável pelo contato com o cliente terá as informações para repassar ao cliente,
como prazo, andamento, dentre outros.
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Capítulo 3
Metodologia
No desenvolvimento deste trabalho, foi utilizada a consagrada metodologia desenvol-
vida pela Cisco, conhecida como o ciclo PPDIOO [2]. Esta metodologia consiste na utili-
zação de seis etapas, divididas em Preparação, Planejamento, Desenho, Implementação,
Operação e Otimização, como será visto a seguir. A Figura 3.1 ilustra este ciclo.
Figura 3.1: Ciclo PPDIOO [2].
O ciclo PPDIOO foi escolhido dentre outras metodologias existentes no mercado dada a
familiaridade dos integrantes do projeto com esta metodologia, além de sua escalabilidade,
funcionando para redes de diversos tamanhos.
A fase de preparação é a fase em que os objetivos técnicos e de negócios são levantados
junto ao cliente, determinando assim todas as suas necessidades, como por exemplo servi-
dores que devem ser implementados, níveis de performance que a rede deve dar suporte,
dentre outros.
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Nesta fase são determinadas também quais são as limitações do projeto, como por
exemplo de pessoal ou de recursos. Por fim, esta fase destina-se a definir o escopo do
projeto.
Na fase de planejamento, é feito um estudo detalhado da condição atual da rede do
cliente. O propósito deste estudo é definir exatamente como está organizada a rede atual
e de que forma esta rede atende ou deixa de atender as necessidades do cliente, que foram
determinadas na fase anterior.
Na fase de planejamento é definido o que deve ser alterado e o que deve ser mantido.
Na fase de desenho é que são efetivamente desenhadas as soluções para as necessidades
do cliente. Esta fase, apoiada pelas fases anteriores, pode decidir que é mais viável manter
uma parte ou até a estrutura completa da rede, apenas adicionando serviços, ou pode
decidir que deve ser criado um projeto totalmente novo e que o projeto atual não servirá
para nada.
Como a implementação deve ser de maneira menos intrusiva possível, a fase de dese-
nho é responsável pela criação de uma rede de homologação, em que um pequeno número
de clientes vai homologar o funcionamento da rede desenhada, sendo que a rede de homo-
logação deve ter a mesma estrutura da rede a ser implementada na próxima fase.
Nesta fase, todas as soluções e alterações propostas e homologadas na fase anterior
serão implementadas.
Esta fase deve ser cuidadosa ao fazer estas alterações, visto que os serviços já providos
pela rede atual não devem ser interrompidos.
Na fase de operação, o objetivo principal é manter a rede funcionando de maneira
satisfatória durante o dia-a-dia.
Nesta etapa são colhidas informações da rede, como por exemplo detecção de falhas e
o monitoramento de performance, que serão utilizadas pela fase seguinte.
A sexta fase do ciclo é a fase de otimização. Nesta fase, com o auxílio dos dados
coletados na fase anterior, são propostas melhorias para a rede.
Esta fase tem autonomia inclusive para determinar que a rede não obteve performance
satisfatória ou não provê o serviço requisitado pelo cliente e que um novo desenho da rede
deve ser realizado, dando início novamente ao ciclo.
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Capítulo 4
Diagnóstico da Rede Antiga
O primeiro passo na criação de um projeto de rede é o diagnóstico da rede existente.
Com isso em vista, procurou-se mostrar neste capítulo os problemas apresentados pela rede
em operação no momento do início deste projeto no ano de 2011. As falhas encontradas
são enumeradas a seguir:
1. Ausência de links redundantes na interconexão dos switches :
Esta é uma falha de rede, porém não muito grave já que tem o escopo limitado
à apenas uma sala. O prejuízo causado por esta falha é que todos os usuários
referentes à um switch (trinta, conforme averiguado) ficarão inoperantes caso este
link venha a ter problemas.
2. Baixo desempenho na interconexão entre os switches :
Atualmente, devido à questões de cabeamento, a conexão entre os switches que
atendem às salas e o switch principal é feita por meio de um cabo 100Mbps, que
pode ser insuficiente em momentos de maior utilização.
3. Excesso de tráfego de broadcast na rede:
Devido ao fato de a rede não estar segmentada, o tráfego de broadcast, como por
exemplo pedidos DHCP, utilizados para configurar automaticamente o IP de uma
máquina e pacotes ARP, atravessam toda a rede, causando congestionamento e
saturação.
4. Lentidão para acesso à Internet e aplicações locais na rede:
Como mencionado anteriormente, a utilização da Internet muitas vezes é compro-
metida, ainda que de forma parcial, devida à grande quantidade de tráfego desne-
cessário (broadcast), além do baixo desempenho da conexão entre os switches, que
atualmente operam em 10Mbps half-duplex em alguns elementos, mas poderiam
estar operando a 1Gbps.
5. Vulnerabilidade à ataques de MAC Spoofing e MAC Flooding :
Infelizmente os equipamentos existentes no laboratório não permitem a inibição des-
tes ataques, que podem chegar a comprometer a rede toda, em um ataque baseado
na alteração do endereço físico (MAC) da placa de rede.
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6. Ataque DHCP Spoofing :
Infelizmente os equipamentos existentes no laboratório não permitem a inibição
deste ataque, que pode comprometer a segurança dos dados trafegados por um ou
mais usuários. As vítimas deste ataque estarão com suas conexões sendo ouvidas
por uma terceira máquina.
7. Usuários utilizando a rede LINF para acessar páginas ilegais, pornográficas ou fora
do escopo educacional:
No estado encontrado da rede, todo o tráfego estava liberado.
8. Excesso de tráfego para Internet:
A rede não impõe nenhuma limitação de banda aos usuários, o que pode causar
indisponibilidade ou lentidão para alguns usuários. Devido à falta de controle, alguns
protocolos que utilizam maior largura de banda, como por exemplo o BitTorrent,
acabava por consumir toda ela, deixando outros usuários com dificuldades de acesso.
9. Utilização indevida da rede cabeada LINF:
Da forma como está configurado, o servidor DHCP entrega um endereço para qual-
quer estação que se conecte, permitindo que alunos tirem o cabo das estações para
conectar em seus notebooks e na maioria das vezes não devolvam o cabo, causando
transtorno ao próximo usuário.
10. Dificuldade para resolver falhas de rede e servidores no LINF:
No estado atual da rede, uma falha só é detectada quando é reportada por um
usuário, e mesmo quando reportado, é necessário uma investigação intensa para
localizar em que ponto da rede está o problema, devido à falta de segmentação da
rede e ausência de plataforma de gerenciamento.
11. Dificuldade de acompanhamento das falhas de rede:
Muitas vezes, um problema já aconteceu antes e foi solucionado com sucesso, porém
devido ao fato de que nem todos os responsáveis pela rede estão durante todo o
tempo no laboratório, a solução não é executada até que determinado membro da
equipe esteja disponível, podendo causar um grande problema de indisponibilidade
na rede, devido à documentação de falhas ser precária ou inexistente.
4.1 Topologia
Na Figura 4.1 é mostrada a topologia da rede anterior, onde podemos ver alguns dos
problemas mencionados na seção anterior.
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Figura 4.1: Esquema da rede anterior.
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Capítulo 5
Projeto da Nova Rede
Após apresentar os problemas encontrados e uma breve introdução teórica, serão mos-
trados a seguir os requisitos estabelecidos pelos responsáveis pelo laboratório e o projeto
definido para a nova rede.
5.1 Objetivos Técnicos
De acordo com o que ficou estabelecido em reuniões com o coordenador e responsável
técnico pelo LINF, segue levantamento sobre os requisitos funcionais e não funcionais da
rede a ser desenvolvida.
5.1.1 Escalabilidade
No contexto deste trabalho, será utilizado o termo escalabilidade como medida de
crescimento da rede, seja por adição de novos serviços ou aumento da quantidade de
usuários.
Número de Usuários
Atualmente, o LINF possui cinco salas com diversas estações de trabalho, a rede
administrativa e mais outras doze estações, possibilitando 180 usuários simultâneos.
Inclusão de Novos Serviços
Novos serviços a serem incluídos:
• autenticação dos usuários;
• compartilhamento de arquivos;
• controle de tráfego;
• cache para páginas web e controle de acesso por autenticação;
• monitoração do tráfego por tipo de serviço, endereço de origem e destino;
• sistema de monitoração proativa;
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• servidor Web e FTP (Responsabilidade interna);
• repositório de atualizações (Responsabilidade interna);
• servidor de e-mail interno (Responsabilidade interna);
• inventário e monitoramento das estações;
• serviço de DNS;
• serviço de cadastro de usuário;
• serviço de instalação e replicação remota das estações.
É importante observar que a implementação e manutenção destes itens não está no
escopo do projeto de redes, que inclui tão somente um projeto adequado que suporte a
inclusão de tais serviços.
5.1.2 Disponibilidade
O responsável estima que a disponibilidade ideal seria superior a 80%, o que significa
que em um mês a rede poderia ficar até 6 dias inoperante. No entanto, devido à criticidade
dos serviços prestados à comunidade, será trabalhada uma meta de 99%, totalizando assim
7 horas de indisponibilidade/mês.
Este trabalho utilizará disponibilidade como o tempo em que um equipamento está
operante em uma rede, assim, uma disponibilidade de 80% representa 12 dias em que a
rede esteve operante, para um prazo de 15 dias.
5.1.3 Segurança
1. Firewall ativo e configurado para clientes e servidores:
Serviço de monitoramento e gerenciamento de rede
2. Sistema de autenticação unificada (estações, serviços e rede sem fio)
(a) Principal
i. Autenticação na estação
ii. Viabilizar autenticação para Internet (Proxy)
(b) Secundário
i. Conta local "Convidado", com perfil temporário
3. Ponto de acesso local: O usuário terá que efetuar login antes de utilizar qualquer
recurso da rede, por meio do padrão 802.1x
4. Wifi: A utilização da rede sem fio se dará pelo login do usuário, sendo que esta
estará disponível somente para a equipe técnica e administrativa do laboratório
5. Navegação autenticada por usuário
6. Gerenciabilidade
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(a) Política de acesso à Rede pelos alunos durante as aulas geridas pelo professor
(b) Gerência administrativa via WEB ao corpo técnico com diretivas de acesso
(Cadastro aluno com/sem Wifi)
(c) Repositório FTP do LINF
(d) Coibir múltiplos logins do mesmo usuário (Default)
(e) Sistema para acompanhamento do tráfego de rede (NTOP), por aplicação,
origem e destino
(f) Sistema de monitoramento dos ativos de rede via SNMP (Zabbix)
(g) Instalação de um sistema CRM para abertura, acompanhamento e tratamento
de falhas de rede
5.2 Políticas Internas
Foram levantadas junto ao Departamento as políticas internas que devem ser seguidas
e estão exibidas no Anexo I
5.3 Iniciando o Desenho da Nova Rede
5.3.1 Estrutura da Rede
A rede do LINF possui capacidade para aproximadamente 180 usuários simultâneos, e
no momento não disponibiliza rede sem fio para os seus usuários. Assim sendo, a camada
de núcleo será suprimida.
Na camada de acesso estão instalados os switches utilizados pelos usuários e o switch
de distribuição, com maior capacidade de transmissão, é responsável por interconectar a
rede de acesso, conforme a Figura 5.1
Figura 5.1: Esquema da rede proposta, modelo em camadas.
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Roteamento
No LINF, os elementos responsáveis pelo roteamento entre VLANs serão os firewalls
com pfSense, que utilizarão o protocolo CARP para garantir alta disponibilidade com
redundância de gateways, Figura 5.2.
Figura 5.2: VLANs LINF.
Para obter no LINF os benefícios de uma rede local segmentada, foi atribuída à cada
sala uma VLAN diferente. O roteamento entre elas é feito por um par de firewalls redun-
dantes, Figura 5.3.
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Figura 5.3: VLANs LINF - Estrutura completa.
Os switches da camada de acesso recebem o nome ASW, seguido de uma numeração em
referência à sala em que ele gerencia. Desta forma, o ASW2 é o equipamento responsável
pela conectividade da sala 2, e sua VLAN é a de número 12.
DSW1 é o identificador do switch de distribuição da rede.
5.3.2 Sistemas
A seguir será mostrado os sistemas que serão utilizados para o funcionamento da rede.
pfSense
pfSense é uma distribuição baseada no sistema operacional FreeBSD, composto de
ferramentas e scripts voltados para implementação de serviços de um firewall.
Na rede do LINF, este poderoso sistema será utilizado como agregador dos proxies, fer-
ramentas de detecção e prevenção de intrusão (IDS/IPS), roteador, firewall DNS, DHCP
e NTOP
O pfSense tem, além das ferramentas citadas, um filtro de pacotes com estado, VLANs,
balanceamento de carga, redundância de link, diversos tipos de VPN, que é tecnologia
que conecta duas redes geográficas diferentes como se fosse uma LAN, dentre outras
ferramentas [14].
Zabbix
Zabbix é uma ferramenta de gerência de rede, de código aberto, bastante poderosa.
Com ele é possível instalar agentes que coletam informações precisas das máquinas mo-
nitoradas, sendo que estes agentes estão disponíveis em diversas plataformas. Ela foi
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escolhida, além do seu grande poder, por ser uma ferramenta de fácil utilização e com
baixa curva de aprendizagem.
Nesta rede, por meio do uso do SNMP, serão monitorados os switches de distribuição
e os firewalls. Por meio de simple checks ICMP o estado dos switches de Acesso será
conferido.
Com os dados sendo coletados, serão criados gráficos em tempo real para a monitoração
visual dos recursos da rede, como tráfego referentes a cada sala, utilização de recursos de
servidores, mapa visual da rede, etc.
Com o Zabbix é possível também gerar graficos de utilização de diversos recursos,
como por exemplo CPU, memória e tráfego de rede, que serão os mais importantes no
caso da rede do LINF. É possível avaliar o crescimento da demanda utilizando destes
gráficos, de forma que um provável upgrade da rede pode ser planejado com mais tempo
hábil, de acordo com as boas práticas da ITIL.
O Zabbix está configurado também para enviar alertas por e-mail e SMS, em caso de
falha de algum dos dispositivos que ele esteja monitorando.
OTRS
OTRS é a ferramenta de CRM que será utilizada na rede do LINF. Ela permite que
uma organização delegue responsabilidades em requisições e mantenha registro das co-
municações sobre eles. Ela permite gerenciamento de requisições, reclamações, suporte,
reporte de problemas e outras comunicações [8]. O OTRS foi escolhido frente a outras fer-
ramentas CRM por ser uma ferramenta de boa qualidade, utilizada por grandes empresas,
com uma vasta base de conhecimento disponível na Internet e por ser opensource.
É possível abrir chamados via e-mail, diretamente e automaticamente do Zabbix, por
exemplo, em caso de falha de algum equipamento. Desta forma, todas as informações
ficam centralizadas em um só lugar, facilitando a criação de um banco de soluções que
pode ser facilmente pesquisado via WEB.
É possível, com o OTRS, controlar chamados, manipular, alertar responsáveis, trocar
de pessoa responsável, tudo isto à um e-mail de distância. Em caso de reestabelecimento
do serviço, um novo e-mail será disparado à partir do Zabbix e o chamado aberto para
tratar esta falha será automaticamente fechado.
Estas duas ferramentas deverão ser integradas, e eventos no Zabbix devem gerar cha-
mados para o OTRS. As atividades a serem desenvolvidas incluem:
• Monitoramento dos switches via SNMP com o Zabbix;
• Alarme no caso de falhas, nas portas dos switches layer 3, com o Zabbix;
• Elaboração de gráfico de tráfego das portas dos switches, com o Zabbix;
• Monitoramento dos firewalls com o Zabbix;
• Instalação e configuração inicial da ferramenta OTRS;
• Configuração do OTRS para permitir o registro de falhas;
• Configuração do OTRS para abertura de tickets, integrado aos alarmes do Zabbix.
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5.3.3 Topologia
Avaliando as necessidades da rede e também os equipamentos disponíveis, chegou-se
ao que se acredita ser uma boa topologia para a nova rede, de acordo com a Figura 5.4.
Figura 5.4: Esquema da rede proposta.
A topologia apresentada foi proposta tomando em consideração as melhores práticas
de gerência de rede. Pode-se notar que a topologia inclui redundância, tanto entre os
ASW e DSW e os firewalls externos, evitando um único ponto de falha. O protocolo
RSTP utilizado também previne a criação de loops na rede e se reconfigura rapidamente
em caso de parada em um dos links.
Esta topologia está segmentada em VLANs, que implica na redução do tráfego de
broadcast, conforme explicado anteriormente. Com a segmentação, os servidores foram
isolados do resto da rede, impedindo acesso indevido, já que todas as conexões passarão
pelo firewall. No modelo vigente, esta segmentação não existe, causando um alto tráfego
de broadcast além de acesso irrestrito aos servidores.
5.3.4 Endereçamento
Os Quadros 5.1, 5.2, 5.3 e 5.4 mostram como ficará o endereçamento das redes, in-
cluindo a rede de gerência e a rede wireless. O Quadro 5.5 mostra como ficará o endereço
dos dispositivos.
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Rede VLAN Equipamento Observação
192.168.0.0/27 1 ASW1-ASW5, DSW1 Rede de gerência
192.168.0.32/27 100 DSW1 Rede dos servidores
192.168.0.64/27 101 FWE1, FWE2 VLAN para firewalls
192.168.10.0/27 10 ASW1 Rede de Operação
192.168.11.0/24 11 ASW1 Rede Sala 1
192.168.12.0/24 12 ASW2 Rede Sala 2
192.168.13.0/24 13 ASW3 Rede Sala 3
192.168.14.0/24 14 ASW4 Rede Sala 4
192.168.15.0/24 15 ASW5 Rede Sala 5
192.168.16.0/24 16 ASW5 Rede da Portaria e Suporte
192.168.20.0/24 20 EAP1, EAP2, EAP3 Rede sem fio
Quadro 5.1: Esquema de redes.
VLAN IP-Zone FWE1 FWE2 FWE3 FWE4 DSW ASW1 ASW2 ASW3 ASW4 ASW5 VLAN
1 192.168.0.0/27 30 29 28 27 10 1 2 3 4 5 27-30
100 192.168.0.32/27 62 61 60 59 34
101 192.168.0.64/27 66 68 67 69 65 66-69
102 192.168.0.96/27 98 100 99 101 -
10 192.168.10.0/27 1 2 3 4 5 15
11 192.168.11.0/24 1 2 3 4 15
12 192.168.12.0/24 1 2 3 4 15
13 192.168.13.0/24 1 2 3 4 15
14 192.168.14.0/24 1 2 3 4 15
15 192.168.15.0/24 1 2 3 4 15
16 192.168.16.0/24 1 2 3 4 15
17 192.168.17.0/24 1 2 3 4 15
Quadro 5.2: Endereços.
VLAN IP-Zone FWE1 FWE2 FWE3 FWE4 FWS AUTH Zabbix VLAN
100 192.168.0.32/27 62 61 60 59 34 35 38 34
Quadro 5.3: Endereços de Serviços.
VLAN IP-Zone FWE1 FWE2 FWE3 FWE4 EAP1 EAP2 EAP3 EAP4 VLAN
20 192.168.20.0/24 1 2 3 4 9 10 11 12 15
Quadro 5.4: Endereços Wifis e seus APs.
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Equipamento Interface IP VLAN Observação
DSW1 VLAN1 192.168.0.10/27 1 IP de Gerência
ASW1 VLAN1 192.168.0.1/27 1 IP de Gerência ASW1
ASW2 VLAN1 192.168.0.2/27 1 IP de Gerência ASW2
ASW3 VLAN1 192.168.0.3/27 1 IP de Gerência ASW3
ASW4 VLAN1 192.168.0.4/27 1 IP de Gerência ASW4
ASW5 VLAN1 192.168.0.5/27 1 IP de Gerência ASW5
FWE1 VLAN1 192.168.0.29/27 1 IP Virtual Firewall VLAN1
DSW1 VLAN10 192.168.10.2/24 10 IP da VLAN10 no 3Com
FWEX VLAN10 192.168.10.1/24 10 Default Gateway VLAN10 - Operações
FWEX VLAN11 192.168.11.15/24 11 Default Gateway VLAN11 - Sala 1
FWEX VLAN12 192.168.12.15/24 12 Default Gateway VLAN12 - Sala 2
FWEX VLAN13 192.168.13.15/24 13 Default Gateway VLAN13 - Sala 3
FWEX VLAN14 192.168.14.15/24 14 Default Gateway VLAN14 - Sala 4
EAP1 VLAN20 192.168.20.9 20 IP de Gerência AP Linksys
FWEX VLAN20 192.168.20.15/24 100 Default Gateway da rede sem fio
DSW1 VLAN100 192.168.0.33/27 100 IP Interface 3Com VLAN100
FWS VLAN100 192.168.0.34/24 100 IP do Firewall de Serviço
FWI1 LAGG2 192.168.0.70/27 100 IP da rede 100
FWI1 LAN 192.168.0.34/27 100 IP da LAN do Firewall Interno
FWE1-FWE2 CARP 192.168.0.65/27 101 IP Virtual CARP Firewalls Externos
FWE1 LAGG1 192.168.0.66/27 101 IP Interno LinkAggregation FWE1
DSW1 VLAN101 192.168.0.65/27 101 Interface 3Com VLAN 101
FWE1 LAGG10 164.41.12.4/24 N/A IP Válido FWE1
FWE2 LAGG20 164.41.12.5/24 N/A IP Válido FWE2
Quadro 5.5: Endereçamento de equipamentos.
5.3.5 Preparação do Novo Ambiente
Para testar se a topologia proposta atende aos requisitos especificados, foi elaborada
uma rede de teste com os seguintes elementos:
• Switch layer 2: 3Com Gerenciável 2250 Plus;
• Switch layer 3: 3com Gerenciável 4210G;
• Computador PC: Elaboração de um firewall utilizando PFSense.
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Capítulo 6
Implantação da Nova Rede
Neste capítulo são abordados aspectos técnicos alusivos às atividades de implantação
da nova rede.
6.1 Configuração dos Switches Para Suporte a VLANs
Os equipamentos utilizados na rede do LINF são da marca 3com de diferentes modelos:
• Três switches Layer 2 3com gerenciável 2250 plus;
• Um switch Layer 3 3com gerenciável 4210g;
• Dois servidores para elaboração de um Firewall/Gateway utilizando pfSense.
A configuração destes elementos está especificada abaixo. Na nova topologia, os fi-
rewalls externos realizarão o roteamento entre as VLANs e a rede externa, além do ro-
teamento local. O Gateway Default de todas as VLANs é o FWE1 (Firewall Externo 1)
ou FWE2 (Firewall Externo 2), caso o primeiro falhe. A seguir temos a configuração do
switch de Acesso ASW1.
System/Fabric Name: ASW1
System Location: Switch para atender a sala 1 e administrativo
System Contact:
IP Address Assignment - Manual
IP Address - 192.168.0.1
Subnet Mask - 255.255.255.224
Default Gateway - 192.168.0.10
VLAN11 - Portas Fast0/1 a 35 - Sala 1
VLAN10 - Portas Fast0/35 a 48 - Operação
6.2 Configuração DSW1 na Porta do Firewall
As portas onde o firewall fica conectado no switch de distribuição devem estar confi-
guradas com "tagged"para todas as VLANs, exceto a VLAN que a porta do firewall faça
parte (101), Figura 6.1
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Figura 6.1: Configuração DSW1.
6.3 Interconexão Entre DSW1 e Demais switches de
acesso
As portas de interconexão entre o DSW1 e os demais switches devem permitir comu-
nicação entre as VLANs configuradas nos equipamentos de acesso com o restante da rede.
Para isso, as portas no DSW1 e ASWX precisam estar configuradas como "tagged"para
todas as VLANs do switch de acesso, conforme a Figura 6.2.
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Figura 6.2: Configuração DSW1 - Tagged.
A Figura 6.2 mostra a configuração do switch de distribuição 3com 4210g. Etapas
semelhantes devem ser seguidas no comutador da rede de acesso, conforme a Figura 6.3.
Optou-se por incluir redundância nos pontos críticos da rede, pois segundo a ITIL,
é importante reduzir os riscos que possam afetar o bom funcionamento do negócio. A
redundância é garantida pelo protocolo RSTP, de acordo com a Figura 6.3.
Figura 6.3: Configuração ASW1 - RSTP.
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6.4 Implementação doCluster de Firewall com CARP
Serão implementados dois firewalls externos redundantes com CARP. CARP é um
protoloco baseado no VRRP, que é um protocolo para redundância de roteadores, que
permite tolerância à falhas, balanceamento de carga e utilização de gateways e firewalls
redundantes, com dois equipamentos respondendo com o mesmo endereço IP.
O Balanceamento de carga será utilizado para distribuir o tráfego das diferentes
VLANs pelos dois firewalls, da forma especificada pelo Quadro 6.1:
Firewall Master VLAN
FWE1 VLAN1, VLAN20, VLAN10, VLAN11, VLAN12, VLAN13
FWE2 VLAN14, VLAN15, VLAN17
Quadro 6.1: Balanceamento de carga - Firewalls.
Conforme o Quadro anterior, o FWE1 é o master das VLANs indicadas. Caso o
FWE1 falhe, o FWE2 assumirá automaticamente o tráfego de todas as redes e vice versa.
A Figura 6.4 mostra como é feita a configuração do CARP no pfSense.
Figura 6.4: Configuração pfSense - CARP.
6.5 Elaboração de Servidor DHCP no pfSense
Uma observação importante é que o pfSense tem como característica funcionar como
servidor DHCP apenas para interfaces que estejam configuradas no mesmo. Desta forma,
é necessário criar uma interface VLAN associada ao link LAN para cada subrede, conforme
exemplo das Figuras 6.5, 6.6 e 6.7.
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Figura 6.5: Configuração pfSense - DHCP 1.
Figura 6.6: Configuração pfSense - DHCP 2.
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Figura 6.7: Configuração pfSense - DHCP 3.
6.6 Configuração do LinkAggregation no pfSense
A tecnologia de LinkAggregation permite a utilização de várias portas ethernet agru-
padas, formando um único link, proporcionando aumento de banda e redundância em caso
de falha. Segundo a ITIL, todo ativo da TI tem por finalidade sustentar um processo,
assim, com o aumento da banda haverá maior disponibilidade, capacidade e qualidade
para os usuários e para este caso, melhora o problema de indisponibildiade de banda. As
Figuras 6.8 e 6.9 mostram a configuração no pfSense.
Figura 6.8: Configuração pfSense - LinkAggregation 1.
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Figura 6.9: Configuração pfSense - LinkAggregation 2.
As interfaces escolhidas precisam estar sem IP configurado. O protocolo utilizado
é o LACP. No switch o protocolo precisa ser o mesmo e a interface BridgeAggregation
precisa estar configurada com o mesmo tipo de porta e VLANs liberadas nos seus links
GigabitEthernet, conforme configuração a seguir:
interface GigabitEthernet1/0/21
port link-type hybrid
port hybrid vlan 1 10 to 17 100 tagged
port hybrid vlan 101 untagged
broadcast-suppression pps 3000
undo jumboframe enable
stp edged-port enable
interface GigabitEthernet1/0/22
port link-type hybrid
port hybrid vlan 1 10 to 17 100 tagged
port hybrid vlan 101 untagged
broadcast-suppression pps 3000
undo jumboframe enable
stp edged-port enable
interface Bridge-Aggregation1
port link-type hybrid
port hybrid vlan 1 10 to 17 100 tagged ----> Idêntico a conf das ethernets
port hybrid vlan 101 untagged ----> Idêntico a conf das ethernet
link-aggregation mode dynamic ----> faz a negociação automática com FWE
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6.7 Implementação do Squid
As Figuras 6.10, 6.11, 6.12, 6.13, 6.14 e 6.15 ilustram a configuração do Squid:
Figura 6.10: Configuração pfSense - Proxy Squid.
Figura 6.11: Configuração pfSense - Proxy Squid 2.
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Figura 6.12: Configuração pfSense - Proxy Squid 3.
Figura 6.13: Configuração pfSense - Proxy Squid 4.
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Figura 6.14: Configuração pfSense - Proxy Squid 5.
Figura 6.15: Configuração pfSense - Proxy Squid 6.
6.8 Implementação do Squidguard
O site do squidguard define o seu produto como um redirecionador de URLs usado
para utilização de listas de controle de acesso(ACLs) negras com o squid [11]. O mesmo
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permite automatização de blacklists por grupos de sites, possibilitando ao administrador
da rede bloquear sites ou grupos de sites de acordo com suas características. Pode-se
facilmente bloquear milhares de sites que apresentam conteúdo pornográfico com apenas
alguns cliques do mouse.
As Figuras 6.16, 6.17, 6.18, 6.19 e 6.20 detalham as etapas de configuração do Squid-
guard no pfSense.
Figura 6.16: Configuração pfSense - Squidguard.
Figura 6.17: Configuração de site para download periódico das ACLs.
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Figura 6.18: Definindo categorias de sites a serem bloqueados.
Figura 6.19: Processo de atualização das listas de bloqueio. Deve ser realizado semanal-
mente.
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Figura 6.20: Páginas com acesso proibido.
6.9 Implementação da Rede Sem Fio
A implementação da rede sem fio levou em conta as seguintes premissas:
1. A rede sem fio não pode ter acesso aos servidores da rede 100 e elementos da rede
cabeada;
2. Os usuários da rede sem fio não podem comunicar entre si e os usuários da rede
cabeada;
3. A comunicação dos usuários da rede sem fio ocorrerá apenas com os firewall externos
para saída para a Internet;
4. O tráfego deverá ser limitado por políticas de Traffic Shaping.
Na rede sem fio são utilizados Wireless AP, onde o servidor DHCP é centralizado.
O sistema operacional utilizado em cada Access Point é o DD-WRT e os procedi-
mentos adotados para configuração foram retirados do seguinte site: http://www.dd-
wrt.com/wiki/index.php/Wireless_Access_Point/. O texto representado a seguir foi re-
tirado do site mencionado:
Here’s how to create a Wireless Access Point using dd-wrt v24. Please pay special
attention to the Review section of this article, especially if you are using an
older version.
1. Hard reset or 30/30/30 the router to dd-wrt default settings
2. Connect to the router @ http://192.168.1.1
*Note: If this router is wired to another router, there may be conflicts
(both routers could have the same IP address).
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For the time being, disconnect this router from the main one.
3. Open the Setup -> Basic Setup tab
WAN Connection Type: Disabled
Local IP Address: 192.168.1.2 (i.e. different from primary router and out
of DHCP
pool)
Subnet Mask: 255.255.255.0 (i.e. same as primary router)
DHCP Server: Disable (also uncheck DNSmasq options)
(Recommended) Gateway/Local DNS: IP address of primary router (many things
will fail without this)
(Optional) Assign WAN Port to Switch (visible only with WAN Connection Type
set to disabled): Enable this if you want to
use WAN port as a switch port
(Optional) NTP Client: Enable/Disable (if Enabled, specify Gateway/Local
DNS above)
Save
4. Open the Setup -> Advanced Routing tab
(Optional) Change operating mode to: Router
Save
5. Open the Wireless -> Basic Settings tab
Wireless Network Name (SSID): YourNetworkNameHere
(Optional) Sensitivity Range: The max distance (in meters) to clients x2
Save
6. Open the Wireless -> Wireless Security tab
Note: Security is optional, but recommended! Clients must support whatever
mode you select here.
(Recommended) Security Mode: WPA2
(Recommended) WPA Algorithm: AES
(Recommended) WPA Shared Key: >8 characters
Save
7. Open the Services -> Services tab
(Optional) DNSMasq: Disable (enable if you use additional DNSMasq settings)
(Optional) ttraff Daemon: Disable
Save
8. Open the Security -> Firewall tab
Uncheck all boxes except Filter Multicast
Save
Disable SPI firewall
Save
9. Open the Administration -> Management tab
(Recommended) Info Site Password Protection: Enable
(Recommended) Routing: Disabled (enable if you need to route between
interfaces)
Apply Settings and connect Ethernet cable to main router via LAN-to-LAN
uplink*
Notes:
1. To connect the WAP to the main router, you can probably use either
a patch cable, straight-thru, or a crossover cable. Most DD-WRT capable devices
can do auto-sensing so the cable type doesn’t usually matter.
2. You can connect the WAP to the main router via LAN-to-WAN so long
as you have assigned the WAN port to switch (see step 3).
6.10 Zabbix
6.10.1 Criação de Hosts
Para criar um novo host a ser monitorado no Zabbix, clica-se em Configuration ->
Hosts -> Create Host, conforme indica a Figura 6.21.
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Figura 6.21: Criação de um novo host.
Na tela de criação de host, mostrada na Figura 6.22, a informação do host é preenchida.
Neste caso foram preenchidas as informações Nome, Grupo, IP e Template.
Figura 6.22: Configurações de host.
O nome, HDSW1, é a forma como será identificado o host, neste caso o switch de
distribuição 1 da rede de homologação. O grupo é utilizado para facilitar a organização.
Foi colocado o switch como fazendo parte do grupo Switches. O IP é o endereço com o qual
o host está configurado e por último, Template é um modelo para monitoramento pré-
existente. O template já conta com vários Triggers e gráficos personalizados em relação
a este modelo de switch, o 3com 4500.
Após o preenchimento dos atributos, clica-se em Save para salvar as alterações feitas.
A partir daí, o host já pode ser visualizado como monitorado, de acordo com a Figura 6.23.
Figura 6.23: Host monitorado.
Em cada coluna é possível verificar as informações do host. Na primeira coluna está
o nome, HDSW1, na segunda coluna a quantidade de aplicações que são monitoradas
neste host, nenhuma. Na terceira coluna a quantidade de itens monitorados, 197. Na
quarta coluna a quantidade de Triggers, que geram os alarmes e notificações, 34. Na
coluna seguinte a quantidade de gráficos que podem ser gerados com os itens atualmente
monitorados, 28. Em seguida, informações de DNS, endereço IP, Porta e Templates
utilizados. Nas últimas duas colunas, o status do host, "monitorado", e o método de
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monitoramento, neste caso por SNMP. Note que é possível também monitorar hosts por
meio de agentes Zabbix e por meio do IPMI.
6.10.2 Criação de Gráficos
Mesmo com a utilização de Templates prontos, as vezes os gráficos não serão satis-
fatórios para a necessidade, o que leva a criação de gráficos personalizados, como será
visto a seguir. No caso do LINF foi necessário apenas modificar o nome dos gráficos, que
tinha um nome genérico como "Port 23 Traffic"para um nome mais específico, neste caso
dizendo o que significa o tráfego na porta 23.
Para fazer isso, clica-se em "Graphs", que está na descrição do host (Figura 6.23).
Após esta etapa, o Zabbix mostrará uma lista com todos os gráficos já criados automa-
ticamente pelo Template. Clica-se então no gráfico desejado para fazer a alteração e é
mostrada então a tela de configuração do gráfico, de acordo com a Figura 7.12.
Figura 6.24: Modificando um gráfico.
Aqui são feitas as alterações desejadas, que neste caso é apenas a modificação do nome
do gráfico, de "Port 23 Traffic"para "FW1 Porta 23", simbolizando que a porta 23 do
switch é referente ao FWE1. Ao clicar em "preview"uma visualização de como o gráfico
vai ficar é mostrada.
6.10.3 Criando Telas de Apresentação
É possível criar telas de apresentação, chamadas pelo Zabbix de Screens, podendo
visualizar mais facilmente os dados que estão sendo recebidos a cada momento. Pode-se
fazer isso em formato de gráficos, sumários, texto, dentre outros.
Para criação de uma tela, é preciso acessar o seguinte caminho: Configuration ->
Screens -> Create Screen, de acordo com as Figuras 6.25 e 6.26:
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Figura 6.25: Criando a tela de apresentação 1.
Figura 6.26: Criando a tela de apresentação 2.
Este nome não se refere ao objeto que será monitorado, pois uma mesma tela pode
conter informações de diversos dispositivos. Este é apenas um nome para identificação
da tela. As informações de Columns e Rows são a quantidade de colunas e linhas que a
tabela desta screen vai ter.
6.10.4 Configurando a Tela de Apresentação
Para configurar a tela de apresentação, clique no nome da tela que se deseja configurar e
uma tabela vai aparecer. Cada célula conterá um link "Change", onde pode ser adicionado
alguma informação.
Neste caso foi adicionado em uma célula da coluna o gráfico do tráfego de uma porta
configurada como LinkAggregation do switch e na outra célula um pequeno mapa intera-
tivo da rede, de acordo com a Figura 6.27.
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Figura 6.27: Configurando a tela de apresentação.
Somente é possível adicionar gráficos e outras informações caso tenha sido previamente
configurada, tal qual foi feito com o nome do gráfico na seção anterior.
6.10.5 Definindo Triggers
As triggers são as ações de monitoramento que vão gerar alguma notificação, seja
ela um e-mail, SMS ou apenas um popup no navegador. Foi configurado três tipos de
trigger, o primeiro, com criticidade média, para quando uma porta qualquer do switch
perde conectividade; o segundo, com criticidade alta, quando uma das portas relativas a
um ASW cai e por último um com criticidade "Desastre", pra quando duas das portas
relativas a um mesmo ASW caem ao mesmo tempo.
O primeiro tipo de trigger já vem configurado pelo template utilizado, não foi ne-
cessária nenhuma mudança além do nome, que foi feito da mesma forma que foi feito a
mudança do nome do gráfico.
O segundo tipo de trigger, de criticidade desastre, foi feita apenas modificando o nome,
como na etapa anterior, alterando a criticidade, e colocando o trigger relativo à dois itens,
de acordo com as Figuras 6.28 e 6.29.
Figura 6.28: Dependência.
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Figura 6.29: Criticidade: Desastre.
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Capítulo 7
Resultados e Discussão
Neste capítulo estão relatados os resultados obtidos após a implantação da nova rede.
7.1 Rastreabilidade
Na Figura 7.1, pode ser vista uma amostra de tentativas de acesso feitas a páginas
que foram bloqueadas de acordo com solicitação do coordenador do LINF.
Figura 7.1: Tentativa de acesso a páginas bloqueadas.
No quesito rastreabilidade, é possível também obter um relatório de acessos efetuados,
conforme mostra a Figura 7.2.
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Figura 7.2: Relatório de acesso.
Caso julgue necessário, o gestor pode ainda obter um relatório detalhado de todos os
acessos de um determinado usuário, conforme a imagem da Figura 7.3.
Figura 7.3: Relatório de acesso detalhado.
As informações mostradas acima são referentes aos acessos de um usuário criado na
rede de homologação e não representam acesso real de um usuário.
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7.2 Tráfego de Rede
Ao final do projeto foram disponibilizadas diversas ferramentas para gerenciamento
e controle da rede, facilitando o diagnóstico de possíveis falhas de segurança, além do
acompanhamento do desempenho da rede.
Como exemplo, a Figura 7.4 mostra um gráfico da visão geral do tráfego da rede,
categorizado por protocolo. Este gráfico foi retirado do serviço NTOP, que está instalado
no pfSense, e seus dados correspondem aos acessos do dia 07 de fevereiro de 2013.
Figura 7.4: Visão geral do tráfego da rede.
É possível notar que o tráfego dos sites Facebook (1.6Mbps) e Youtube (15.2Mbps)
corresponde a uma grande parcela do tráfego total da rede e, por isto, foi solicitado pelo
coordenador do laboratório que fosse bloqueado.
A Figura 7.5 mostra um outro formato de gráfico, com as mesmas informações cons-
tantes da imagem anterior.
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Figura 7.5: Visão geral do tráfego - Gráfico de pizza.
Nota-se aqui que estes dois sites correspondem à 17% da utilização total da rede. Para
ilustrar esta situação o consumo total de banda do Youtube neste mesmo dia ultrapassa
4GB, de acordo com a Figura 7.6.
Figura 7.6: Consumo Youtube.
Na Figura 7.7 é mostrado o tipo de tráfego, indicando 7% de tráfego de broadcast,
demonstrando na prática a importância da segmentação em VLANs.
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Figura 7.7: Tipo de tráfego.
Por fim, o NTOP mostra ainda equipamentos na rede que estão com comportamentos
considerados fora do padrão. Na Figura 7.8 pode-se observar um elemento que não faz
parte do domínio que está com um excesso de conexões abertas para endereços remotos,
que é indicado pela flag amarela.
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Figura 7.8: Quantidade excessiva de conexões.
7.3 Gerenciamento de Incidentes
O gerenciamento de incidentes tem por objetivo restaurar a operação normal do serviço
da forma mais breve possível, de forma a minimizar os impactos causados.
Incidentes podem ser falhas, consultas do usuário, dúvidas, dentre outros. Inclui
qualquer evento que interrompa ou possa interromper o fluxo normal do serviço. Estes
eventos podem ser informados pelo usuário, por meio da central de serviços ou por alguma
ferramenta de gerenciamento.
O gerenciamento de incidentes geralmente consiste do fluxograma mostrado na Fi-
gura 7.9, que resume os passos de identificação, registro e categorização de um incidente
até o seu diagnóstico e resolução, necessidade de priorização e até mesmo escalamento do
incidente, de forma que ele seja resolvido no menor tempo possível.
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Figura 7.9: Fluxo do gerenciamento de incidentes.
7.3.1 Gerenciamento de incidentes com o Zabbix
Para auxiliar na operação diária da rede, está sendo utilizada a ferramenta Zabbix,
que vai permitir ver gráficos de utilização da rede assim como ter uma ideia da saúde
geral da rede.
Na Figura 7.10 é possível ver uma tela da ferramenta de monitoramento, em que é
possível destacar alguns itens.
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Figura 7.10: Visão Geral.
Na imagem da esquerda é mostrado um pequeno mapa descritivo da rede, em que é
possível localizar facilmente em que ponto está localizado a falha. Uma linha verde entre
os dispositivos indica que esta conexão está funcionando normalmente.
Uma linha amarela, como é o caso da linha que liga os equipamentos DSW1 e ASW2,
significa que uma das conexões entre estes dispositivos está fora do ar. Como o sistema
conta com redundância, a conectividade ainda está estabelecida, mas é melhor verificar o
problema tão logo quanto possível. O switch de distribuição está com uma de suas portas
gigabit danificadas e já foi solicitada a compra de um novo equipamento para substituição.
Uma linha vermelha, como a que liga o equipamento FWE2 à UnB e ao DSW1 significa
que os dois links redundantes estão inoperantes. Neste caso, estas linhas estão vermelhas
pois o equipamento FWE2 foi desligado pois está com seu funcionamento intermitente
devido à lentidão causada pela baixa quantidade de memória RAM disponível. Já foi
solicitada sua substituição. Graças à redundância, a conectividade à Internet ainda está
garantida por meio do FWE1, que está com a linha verde ligada ao switch de distribuição
e ao switch da UnB.
Do lado direito da imagem é mostrado um resumo do que está acontecendo com os
switches. A abordagem é bem segregada, facilitando a localização do problema. No caso
da linha amarela que liga o ASW2 ao DSW1, pode-se ver, com auxílio da tabela, que a
porta de número 3 no DSW1 está sem conectividade.
No caso do FWE2, que está desligado, a informação é de que as portas 21 e 22 no
DSW1 estão desligadas. Quando não há conectividade nos dois links, um terceiro alarme
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é disparado, avisando ao operador de rede que o equipamento FWE2 perdeu totalmente
a conectividade com o DSW1. Ainda que possa haver conectividade nas portas, por
algum motivo a redundância pode não estar funcionando, que é o que alerta o último
alarme nesta imagem "Bridge-Aggregation1 on DSW1 Status DOWN". É possível que
haja conexão nas portas 21 e 22 porém este alarme esteja ativo, acusando um problema
no balanceamento e redundância.
Nesta Figura 7.11 é mostrado uma visão geral sobre a saúde de um equipamento
específico, neste caso o FWE1.
Figura 7.11: Visão Geral - FWE1.
Aqui é possível visualizar informações sobre a carga de CPU, utilização da CPU,
utilização de disco, uso de memória e tráfego de rede (não está visível na imagem). Com
esta tela tem-se informações sobre componentes do equipamento que não são interessantes
de se ver numa maneira geral, que é o caso da imagem anterior.
Com esta tela seria possível visualizar um iminente upgrade de hardware, caso fosse
observado que um dos gráficos está em uma crescente prolongada.
Na Figura 7.12, a informação é mais localizada: do tráfego que está passando pelo
DSW1 nas portas referentes ao FWE1, o gateway com a Internet.
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Figura 7.12: Gráfico de tráfego de rede.
É possível visualizar nas informações do gráfico o tráfego de saída, de entrada e detalhes
como erros nas interfaces. No caso deste gráfico, não existe nenhum erro, tanto de entrada
quanto de saída.
Por fim, na Figura 7.13 é possível ver um relatório geral de disponibilidade de cada
item.
Figura 7.13: Relatório de disponibilidade por elemento de rede.
A imagem mostra uma disponibilidade de aproximadamente 98,15%, abaixo 0,85%
do definido como meta. Esta captura de tela foi feita em uma semana que houve um
período de manutenção na UnB, e durante este período todo o campus Darcy Ribeiro
ficou sem energia elétrica e por causa disso, as máquinas foram sendo desligadas uma a
uma para evitar uma parada abrupta. A Figura 7.14 mostra a semana anterior, em que
a disponibilidade da rede atingiu a meta definida:
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Figura 7.14: Relatório de disponibilidade.
Esta informação pode ser utilizada por uma pessoa em posição gerencial, que não
tem interesse em saber minuciosamente o que aconteceu na rede, mas somente quanto
tempo ela funcionou ou quanto tempo ela não funcionou. É possível ajustar o período de
visualização do relatório (e das telas anteriores) de forma a ter uma visão localizada, com
o exato período que se deseja obter informações.
7.3.2 Gerenciamento de Incidentes com o OTRS
De maneira integrada ao Zabbix, existe o OTRS, uma ferramenta CRM para aten-
dimento e acompanhamento de ocorrências. É possível fazer um acompanhamento via
e-mail das ocorrências, facilitando o acesso, já que os usuários não precisarão ter uma
conta registrada para cadastro de ocorrências.
Na Figura 7.15 está a tela inicial, com um apanhado geral do que está acontecendo,
como por exemplo novos chamados, chamados que tiveram seu estado modificado e preci-
sam de uma intervenção, uma pequena estatística e algumas notícias sobre a ferramenta.
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Figura 7.15: Visão Geral.
Na Figura 7.16 é mostrada a tela para abertura de chamado, onde um usuário pode
registrar uma ocorrência, definir um operador específico, dentre outros.
Figura 7.16: Registro de ocorrência.
Todo o acompanhamento das ocorrências será feito via e-mail, assim, um usuário será
notificado por e-mail de todas as alterações que a ocorrência que ele está acompanhando
sofrer.
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É possível também registrar ocorrências por e-mail (otrs@linf.unb.br) e manipular
as ocorrências. Para alimentar uma ocorrência com uma atualização, basta responder
o e-mail que foi enviado pelo sistema com informações da ocorrência e das alterações.
Esta alimentação pode ser feita também via interface administrativa, que está disponível
somente para acessos a partir da rede de serviços ou rede de suporte.
Na Figura 7.17 é possível ver um chamado já em andamento, atendido pelo operador
Alexandre. Esta é uma visão compacta das ocorrências em aberto e caso clique em uma, é
possível visualizar detalhes como todas as atualizações, arquivos anexados, dentre outros.
Figura 7.17: Acompanhamento de ocorrência.
7.4 Otimização da Rede
Com o auxílio da Figura 7.18, é possível visualizar um fenômeno interessante, onde a
linha verde representa a porcentagem de memória livre e a linha vermelha representa a
porcentagem de memória utilizada.
Figura 7.18: Gráfico de utilização de memória.
Pode-se observar que o consumo de memória sobe o tempo inteiro, porém todas às
sextas-feiras às 12h, entra em ação um mecanismo de limpeza de memória, onde o próprio
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firewall faz a eliminação de conteúdos da memória que ele julga dispensáveis, de forma a
liberar memória e continuar o funcionamento ininterrupto do equipamento.
Caso este processo de diminuição do uso da memória ocorresse entre 90% e 100%, seria
possível inferir que um mal dimensionamento do equipamento estava ocorrendo, já que
semanalmente o uso de memória alcançava o limite e forçava o firewall a finalizar algum
processo de maneira inesperada, de forma a diminuir a quantidade de memória em uso e
permitir que o firewall continuasse em funcionamento.
É possível notar também que antes do dia 28/09/2012, antes de acontecer este processo
de limpeza, a utilização de memória estava em torno de 70%. Com o auxílio do Zabbix,
foi possível perceber que a máquina estava perto de seu limite de utilização. Assim, foi
planejado um momento em que seria adicionado mais memória, de forma a aumentar a
capacidade deste equipamento. A partir deste dia, mesmo antes de acontecer a limpeza, a
utilização de memória do firewall estava sempre em um bom patamar, em torno de 50%.
Por meio da Figura 7.19, pode-se ver que entre os dias 02 e 09 de setembro de 2012,
um tráfego totalmente fora do padrão aconteceu.
Figura 7.19: Gráfico de utilização de rede.
A informação é de que neste período aconteceu a clonagem dos discos-rígidos das
máquinas de um dos laboratórios, ou seja, o disco de uma máquina matriz foi clonado
nas outras máquinas da sala LINF5, ocasionando um tráfego muito acima do esperado.
Felizmente a rede continuou em funcionamento durante este período, sem oscilações.
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Capítulo 8
Conclusão
Este trabalho descreve as atividades de projeto, implantação e acompanhamento de
uma nova topologia para os servidores de rede do Laboratório de Informática (LINF) do
Departamento de Ciência da Computação da Universidade de BRasília.
Após diagnóstico da rede que operava no ano de 2011, verificou-se haver problemas de
falta de disponibilidade, brechas na segurança, falta de robustez, entre outros problemas.
Após a implantação do projeto desenvolvido em 2012, foi possível notar alguns resul-
tados importantes, como por exemplo a maior estabilidade da rede, a correção de diversos
problemas identificados no capítulo Diagnóstico e uma maior capacidade de gerência da
rede.
Na topologia atual, ao final deste trabalho, uma rede muito mais robusta e indepen-
dente foi implantada, segmentada de forma que as ações tomadas por qualquer usuário,
por mais danosa que sejam, afetem somente uma sala, não afetando e indisponibilizando
toda a rede.
Mesmo assim, quando surgir algum problema, ferramentas estão prontas para alertar
aos operadores que um problema está acontecendo e onde, de forma que o mesmo não
fique muito tempo sem tratamento.
Após o tratamento, estes sistemas serão utilizados como um banco de soluções, per-
petuando o conhecimento na organização, e não concentrado em um membro da equipe,
que pode deixá-la a qualquer momento.
Outro aspecto relevante é que, com a nova rede em funcionamento, a rastreabilidade
da rede está bem maior, sendo possível visualizar com exatidão qual página de Internet
cada usuário acessou, quanto tempo permaneceu, dentre outras informações, que podem
ser úteis no caso de uma auditoria.
63
Referências Bibliográficas
[1] Odair Soares Barros. Segurança de redes locais com a implementação de VLANs - O
caso da Universidade Jean Piaget de Cabo Verde. Universidade Jean Piaget de Cabo
Verde, 2009. 10
[2] CISCO. O ciclo ppdioo. http://www.ciscozine.com/2009/01/29/
the-ppdioo-network-lifecycle/, Novembro 2012. v, 16
[3] Mario A. R. Dantas. Tecnologia de Redes de Comunicação e Computadores. Axcel
Books, 2002. 14
[4] Mario A. R. Dantas. Computação distribuída de alto desempenho. Axcel Books,
2005. 9
[5] Behrouz A. Forouzan. Comunicação de dados e Redes de computadores. Bookman,
2006. 9
[6] Rafael de Magalhães Dias Frinhani. Projeto de Reestruturação do Gerenciamento e
Otimização da Rede Computacional da Universidade Federal de Lavras. Universidade
Federal de Lavras, 2005. 4, 9, 10
[7] Mark Grennan. Firewall and proxy server howto. http://tldp.org/HOWTO/
Firewall-HOWTO.html, Janeiro 2013. 13, 14
[8] OTRS Inc. Otrs. http://www.otrs.com/en/, Novembro 2012. 26
[9] Pedro Sérgio Nicolletti Jacques Philippe Sauvé, Raquel Vigolvino Lopes. Melhores
práticas para a gerência de redes de computadores. Editora Campus, 2003. 1
[10] Edgard Jamhour. Vlans ethernet. http://eureka.pucpr.br/repositorio/
download.php?codLink=2068696, Novembro 2012. 10
[11] Shalla Secure Services KG. Squidguard - site oficial. www.squidguard.org/, Janeiro
2013. 39
[12] Michelle D. Leonhardt. Doroty: um chatterbot para treinamento de profissionais
atuantes no gerenciamento de redes de computadores. 2005. 4
[13] Douglas R. Mendes. Redes de Computadores Teoria e Prática. Editora Novatec,
2007. 5
[14] pfSense. pfsense features. http://www.pfsense.org/index.php?option=com_
content&task=view&id=40&Itemid=43, Novembro 2012. 25
64
[15] José Mauricio Santos Pinheiro. Gerenciamento de redes de computado-
res. http://www.projetoderedes.com.br/artigos/artigo_gerenciamento_de_
redes_de_computadores.php, Novembro 2012. 2
[16] Andrew Tanenbaum. Redes de Computadores. Editora Campus, 2003. 12
[17] Fábio Alexandre Spanhol et al. Uma aplicação de xml para auxiliar na gerência de
redes. 2002. 4
[18] Simon Adams et al. ITIL V3 foundation handbook. Stationery Office, 2009. v, 5, 6,
7, 8
[19] Betina von Staa. Como usar as redes sociais a favor da apren-
dizagem. http://revistaescola.abril.com.br/gestao-escolar/
redes-sociais-ajudam-interacao-professores-alunos-645267.shtml, No-
vembro 2012. 1
[20] Shangqin Zhong, Guosheng Xu, L. Gu, and Wenbin Yao. Secure management of
large-scale network based on multilevel agents. In Advanced Computer Theory and
Engineering (ICACTE), 2010 3rd International Conference on, volume 3, pages V3–
413. IEEE, 2010. 4
65
Apêndice I - Políticas Internas
1. Acesso e utilização:
(a) Tem entrada permitida no LINF:
• Todos os professores e funcionários do CIC/UnB;
• Todos os alunos do CIC/UnB (bacharelado, licenciatura, especialização e
mestrado);
• Todos os alunos que estiverem cursando alguma matéria ofertada pelo
CIC/UnB;
• Visitantes: Somente aqueles que não se enquadram em nenhum dos casos
acima e que estejam participando de algum curso ou atividade realizada
dentro do LINF, cujo nome deve constar na lista de participantes do evento,
previamente aprovada.
(b) É proibido consumir comida ou bebida dentro do LINF;
(c) É vedado o acesso a conteúdos que contenham qualquer caráter pornográfico,
violento ou discriminatório;
(d) É proibido utilizar os computadores do LINF para jogar jogos eletrônicos, salvo
casos em que o aluno esteja desenvolvendo algum jogo e precise testá-lo;
(e) A senha de acesso fornecida ao aluno é pessoal e intransferível. A mesma não
deve ser divulgada e não pode ser utilizada por terceiros;
(f) Não é permitido realizar nenhuma alteração física nas máquinas, tais como
remoção de peças, cabos, etc;
(g) Devido a limitação de recursos disponíveis, o banheiro e o filtro de água existen-
tes dentro do laboratório estão destinados a utilização exclusiva de professores
e funcionários do LINF. Os alunos devem utilizar o bebedouro e sanitários
externos;
(h) O laboratório está aberto 24 horas por dia, 7 dias por semana;
2. COMPORTAMENTO: Deve ser evitado qualquer tipo de barulho que venha a per-
turbar as aulas e as atividades de estudo realizadas no laboratório. Dentro do
laboratório só é permitido ouvir música utlizando fones de ouvido;
3. ENTRADA DE EQUIPAMENTOS NO LINF: Os alunos têm permissão para entrar
no laboratório portando laptops. Qualquer outro equipamento só poderá entrar no
laboratório com a Guia de Transferência de Patrimônio e autorizada pelo porteiro
de plantão;
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4. RESPONSÁVEIS PELO LINF: Na ausência do professor coordenador os alunos
deverão acatar as orientações e informações repassadas pelos funcionários, porteiros
e bolsistas;
5. RESERVA DE SALA: Os alunos que têm permissão para utilizar o LINF poderão
solicitar reserva de sala para grupos com a finalidade de realizar cursos sem fins
lucrativos. As solicitações devem ser feitas com no mínimo duas semanas de antece-
dência e dependem da disponibilidade de sala e aprovação do professor coordenador
do laboratório.
PENALIDADE: Aqueles que não cumprirem as regras acima, sofrerão as seguintes
sanções disciplinares, de acordo com os artigos 9 a 14 do Regimento Disciplinar aprovado
pelo Conselho Diretor da FUB aprovado em 12/12/1975:
• Advertência verbal;
• Advertência por escrito;
• Suspensão de 3 a 90 dias de acordo com a infração.
Adicionalmente, segue seção referente à Responsabilidades Individuais, retirada da
RESOLUÇÃO CIC 02/2011, que regulamenta as políticas para uso da rede do CIC/UnB:
Título VII
Das responsabilidades individuais
Sigilo da informação
Art. 13 – Nenhum usuário pode ter acesso, copiar, alterar ou remover arquivos de terceiros
sem autorização explícita, ressalvados casos especiais protegidos por lei ou regulamento.
Propriedade intelectual
Art. 14 – Todos os usuários devem reconhecer e respeitar a propriedade intelectual e os
direitos autorais.
Molestamento
Art. 15 – É totalmente proibido o uso de computadores e da rede do CIC/UnB para
difamar, caluniar, ameaçar, amedrontar, ofender ou molestar outras pessoas.
Responsabilidade de usuário
Art. 16 – Os usuários devem seguir as regras e normas de uso de recursos da rede.
Integridade das informações
Art. 17 – É dever do usuário estar ciente do potencial e das possíveis consequências da
manipulação de informações, especialmente em forma eletrônica.
Acesso individual
Art. 18 – Os alunos são inteiramente responsáveis pelo uso de sua conta e senha, que
são individuais e não podem ser compartilhados com outros. Cada servidor, docente ou
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trabalhador é responsável pelo acesso de usuários ao(s) computador(es) sob sua respon-
sabilidade.
Acesso privilegiado pelos administradores
Art. 19 – O acesso especial a informações ou outros privilégios só poderá ser feito em
função de manutenção técnica. Informações obtidas por meio destes direitos e privilégios
devem ser tratadas como privativas e totalmente confidenciais pelos administradores.
Segurança da rede
Art. 20 – O CT da rede possui autorização para utilizar o sistema de segurança ou qual-
quer mecanismo que julgue mais adequado para a realização de auditoria e controle dos
computadores conectados na rede (cabeada ou sem fio).
Uso de software licenciado
Art. 21 – Nenhum software pode ser instalado, copiado ou usado na rede sem a permissão
do portador da licença de uso. Todo software deverá ser licenciado. Caso em alguma es-
tação de trabalho exista um software sem a correta licença de uso, o usuário da estação de
trabalho em questão é considerado como responsável. Caso a estação de trabalho esteja
localizada num laboratório do Departamento, o coordenador do laboratório também pode
ser considerado responsável.
Atividades perniciosas
Art. 22 – É proibida toda e qualquer tentativa deliberada de retirar o acesso à rede ou
a qualquer computador, ou de prejudicar o seu rendimento. Também é proibido o uso
indevido dos recursos da rede com finalidades maliciosas. Procedimentos considerados
graves:
I – Criar ou propagar vírus;
II – Danificar serviços ou arquivos;
III – Destruir ou danificar intencionalmente equipamentos ou software;
IV – Obter acesso a qualquer recurso não autorizado;
V – Destruir os direitos dos outros usuários;
VI – Propagandas e campanhas políticas;
VII – Atividades comerciais;
VIII – Realização de "spam"de e-mails.
Uso de recursos para atividades particulares
Art. 23 – Os recursos da rede não podem ser usados para trabalhos particulares, ou em
benefício de organizações que não tenham relação com o CIC/UnB, ou com atividades de
pesquisa, ensino ou extensão.
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Uso excessivo
Art. 24 – O uso individual dos recursos computacionais, tais como mensagens eletrônicas,
acesso à Internet, armazenamento de dados, impressão, etc., não podem ser excessivos ao
ponto de interferir na utilização e acesso a outros usuários a estes recursos. O CT tem
a prerrogativa de direcionar a otimização dos recursos ao identificar o uso excessivo por
qualquer usuário.
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