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Abstract. Cet article vise a` pre´senter un projet de recherche dont le
but est d’utiliser des me´thodes d’intelligence artificielle et de fouille de
donne´es pour l’e-learning. Nous proposons des solutions techniques au
proble`me du suivi des e´le`ves en formation et de l’ame´lioration des forma-
tions propose´es. Notre solution prend la forme d’une application qui cen-
tralisera des donne´es issues de LMS et permettra de les examiner et de les
analyser en utilisant des me´thodes de l’intelligence artificielle. Cette ap-
plication pourra dans un deuxie`me temps servir de base a` la cre´ation d’un
tuteur virtuel intelligent. Nous de´taillons nos propositions concernant les
me´thodes a` employer, l’architecture de l’application et les e´le´ments choi-
sis pour servir d’indicateurs et d’attributs d’apprentissage automatique,
et analysons les re´sultats pre´liminaires d’un partitionnement de donne´es.
Keywords: pre´diction, extraction de connaissances, apprentissage au-
tomatique, tuteur virtuel intelligent
1 Notre projet de recherche
Ce projet s’inscrit dans le cadre d’une the`se CIFRE de´bute´e en fe´vrier 2011 entre
l’IRIT (Institut de Recherche en Informatique de Toulouse) et l’entreprise Andil,
socie´te´ informatique spe´cialiste des technologies de l’information et de la forma-
tion, qui travaille dans l’e-learning. Le but du projet est d’utiliser les me´thodes,
outils et technologies de l’informatique, de la statistique et de l’intelligence ar-
tificielle pour donner aux pe´dagogues de meilleurs outils de suivi des e´le`ves en
formation e-learning et d’inge´nierie des formations. Par ailleurs, nous travail-
lons sur des donne´es re´elles issues d’un partenariat avec l’institut de formation
professionnelle Juriscampus.
Notre premier objectif avec ce projet est d’ame´liorer les possibilite´s de suivi
des e´le`ves en cours de formation pour e´viter leur de´crochage ou leur e´chec. Nous
pensons que si certaines situations d’e´chec sont peut-eˆtre ine´luctables (circon-
stances personnelles, mauvaise adaptation des de´sirs de l’apprenant a` la forma-
tion propose´e), une bonne partie d’entre elles pourraient eˆtre e´vite´es par un
repe´rage pre´coce qui donnerait lieu a` un recadrage et un suivi plus attentif et
personnalise´. Il nous paraˆıt important d’agir le plus toˆt possible face a` un e´le`ve
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qui commence a` de´crocher pour qu’il ne prenne pas trop de retard par rapport
aux autres. Une fois un retard de´tecte´, un enseignant pourrait contacter l’e´le`ve
pour ve´rifier s’il s’agit d’un de´crochage ou juste d’un rythme plus lent mais pas
ne´cessairement grave.
Pour ce faire, nous pensons nous baser notamment sur l’e´tude des traces
d’activite´ mode´lise´es, comme dans [1] et [2]. Or, a` ce jour, le LMS que nous util-
isons le plus couramment, Moodle [3, 4], ne dispose que de quelques statistiques
difficiles a` examiner et analyser. Notamment, ces statistiques sont uniquement
individuelles, ce qui empeˆche d’avoir une vision globale d’un groupe d’e´le`ves et
de pouvoir les comparer entre eux. En outre, il ne permet que d’avoir acce`s a` une
suite de logs d’activite´ sans gue`re proposer de vision plus synthe´tique, hormis
quelques graphiques pour les donne´es de connexion. Nous avons discute´ avec une
responsable du suivi des e´le`ves qui nous a dit que, pour cette raison, elle s’en
tenait a` deux seuls indicateurs du succe`s d’un e´tudiant : la date de sa dernie`re
connexion et le nombre d’activite´s note´es qu’il avait re´alise´es. Cela nous sem-
ble dommage en regard des vastes possibilite´s offertes par l’enregistrement que
Moodle fait de chaque clic d’un apprenant.
Notre deuxie`me objectif est d’ame´liorer les formations mises a` disposition des
e´le`ves. Il serait tre`s inte´ressant de repe´rer qu’un quiz est plus difficile que pre´vu
ou qu’une lec¸on ne retient pas l’inte´reˆt des e´tudiants qui ne la lisent pas jusqu’au
bout afin de pouvoir les ame´liorer en conse´quence. Nous souhaitons e´galement
e´valuer de manie`re plus pre´cise l’importance des connaissances pre´-requises a`
la formation et de l’ordre de parcours des ressources pendant la formation.
Ide´alement, cela nous servirait a` extraire les parcours suivis par les meilleurs
e´le`ves de chaque formation et voir s’ils diffe`rent de ceux suivis par les moins
performants pour juger de l’importance de cet ordre [5].
A` coˆte´ de ces objectifs primaires, nous avons e´galement des buts qui nous
semblent importants a` atteindre pour faciliter la re´alisation de ces objectifs.
Nous nous sommes fixe´ comme premier but secondaire de centraliser les
donne´es fournies par une formation en e-learning. Actuellement, beaucoup de
donne´es sont disperse´es en deux principaux endroits : les traces d’activite´s sont
pre´sentes sur le LMS (Moodle ici) et d’autres donne´es (administratives, d’activite´
en pre´sentiel, d’historique de contact et de communication, de notes aux exa-
mens finaux) sont conserve´es par les responsables de formation et leur e´quipe
administrative ainsi que par les divers intervenants et enseignants, parfois dans
des solutions peu adapte´es comme des tableurs Excel. Nous voulons dons rassem-
bler, autant que possible, les donne´es pe´dagogiques pertinentes en un seul endroit
de stockage. Cette centralisation nous permettra e´galement de pouvoir comparer
plusieurs types de LMS, en s’affranchissant de leur format spe´cifique de stockage.
Notre deuxie`me but secondaire vise a` automatiser le plus de taˆches possibles
parmi celles qui sont actuellement faites par des humains comme les responsables
de formation. Dans encore trop de cas, les personnes que nous avons contacte´es
devaient jusqu’a` pre´sent recueillir et traiter les donne´es manuellement : recopier
dans un tableur les donne´es fournies par l’outil de statistiques de Moodle pour
avoir une vue d’ensemble, repe´rer les e´le`ves en difficulte´, interroger ou soumettre
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des questionnaires aux e´le`ves quant a` la qualite´ des formations, interroger les
enseignants pour avoir leur avis sur les e´le`ves, envoyer des mails et te´le´phoner
aux e´le`ves et aux enseignants pour leur fournir des retours. . .
Notre troisie`me objectif secondaire serait de pouvoir tester des algorithmes
innovants, non encore employe´s dans le domaine des EIAH, afin de comparer
leur efficacite´ a` celle des me´thodes de´ja` teste´es et e´prouve´es.
Pour atteindre ces buts, nous avons propose´ une architecture de recueil et
traitement des donne´es issues de formation e-learning. Nous avons de´ja` com-
mence´ a` re´aliser les applications correspondantes et a` mener des premiers tests
dessus.
Nous avons e´galement de´ja` e´tabli une re´flexion sur le choix d’attributs d’ap-
prentissage qui nous semblent a` la fois pertinents a` notre projet et suffisamment
ge´ne´riques pour pouvoir eˆtre utilise´s par d’autres.
Nous avons pu mener de premie`res expe´riences de partitionnement de donne´es
sur des donne´es issues de formations re´elles, graˆce a` notre institut de formation
partenaire, dont nous pre´sentons les re´sultats accompagne´s d’une analyse.
La suite de l’article est organise´e comme suit : la section 2 contient nos propo-
sitions quant aux me´thodes a` employer pour parvenir a` nos fins, a` l’architecture
qui permettra de les re´unir ainsi qu’aux attributs d’apprentissage que nous al-
lons utiliser ; la section 3 pre´sente l’e´tat d’avancement de notre projet ; la sec-
tion 4 pre´sente la me´thode que nous avons utilise´e pour mener notre premie`re
expe´rience, dont les re´sultats sont explique´s dans la section 5 ; enfin, la section
6 propose une conclusion et des perspectives sur notre projet.
2 Propositions
2.1 Me´thodes employe´es
Pour ame´liorer le suivi des e´le`ves, nous comptons avoir recours a` plusieurs
me´thodes. La premie`re est de disposer de statistiques fiables sur les actions
des e´tudiants. Nous avons besoin de savoir s’ils se connectent souvent a` la plate-
forme, s’ils lisent les lec¸ons, font les quiz, participent aux discussions sur les
forums, etc. Nous avons besoin de pouvoir consulter ces statistiques a` plusieurs
niveaux de granularite´ diffe´rent, pour un e´le`ve seul ou pour un groupe d’e´le`ves.
Au niveau de granularite´ le plus bas, nous souhaitons pouvoir montrer chaque
instance d’un type d’action (par exemple lire une lec¸on) avec la date associe´e.
Au niveau de granularite´ le plus haut, nous souhaiterions donner a` chaque e´le`ve
une note sur 10 repre´sentative de la quantite´ et de la qualite´ de son activite´
d’apprentissage. Nous avons baptise´ cette note l’Indice ge´ne´ral d’apprentissage
(IGA). Aux niveaux interme´diaires se trouveraient diverses statistiques et des
indicateurs. Nous avons e´galement besoin que ces indications soient tre`s vi-
suelles, avec des graphiques pertinents propose´s et une colorime´trie permettant
de de´tecter au premier coup d’œil si un e´le`ve est en difficulte´ par rapport a` ses
colle`gues.
La deuxie`me est d’utiliser des me´thodes d’intelligence artificielle pour traiter
ces statistiques de fac¸on plus fouille´e. Dans un premier temps, nous allons
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utiliser des me´thodes de type partitionnement de donne´es [6, 7] pour de´tecter
des groupes d’e´le`ves de comportement semblable [8–11]. Il est important de
repe´rer les diffe´rentes me´thodes d’apprentissage mises en œuvre par les e´tudiants
pour pouvoir comprendre leurs spe´cificite´s et pouvoir leur proposer une offre de
parcours adapte´e. Dans un deuxie`me temps, la classification automatique des
e´le`ves permettra d’essayer de comprendre ce qui fait la diffe´rence entre ceux qui
re´ussissent et ceux qui e´chouent [11]. Enfin, la re´gression permettra d’essayer
de pre´dire la note qu’ils obtiendront a` l’examen final. Nous allons appliquer
les connaissances obtenues sur les donne´es des formations passe´es pour faire
de la pre´diction [12] sur les donne´es des formations en cours. Si nous repe´rons
qu’historiquement, un type de comportement a conduit a` un e´chec ou un aban-
don de la formation, il est important d’agir vite et d’en informer l’apprenant.
Dans un premier temps, nous allons choisir pour cela divers algorithmes
utilise´s classiquement dans ce domaine. Mais pour re´pondre a` notre troisie`me
objectif secondaire, qui est de tester d’autres me´thodes peu utilise´es dans ce
domaine, nous avons choisi un algorithme encore peu teste´, mais qui nous sem-
ble adapte´ a` nos donne´es. Cet algorithme, HTM (Hierarchical Temporal Mem-
ory), dans sa version Cortical Learning Algorithm [13], est un algorithme de
repre´sentation de donne´es inspire´ du fonctionnement du ne´ocortex humain. Selon
ses concepteurs, cet algorithme est adapte´ aux donne´es non ale´atoires mais issues
de causes sous-jacentes spatiales et temporelles. Il peut ensuite eˆtre utilise´ pour
avoir en sortie de la classification ou de la pre´diction. Les auteurs n’ont pour
l’instant de´crit que le cœur de leur algorithme, sans ces sorties. Les donne´es de
logs de Moodle nous semblent re´pondre parfaitement a` cette spe´cification. En
conse´quence, nous souhaitons imple´menter l’algorithme CLA avec des sorties de
classification et de pre´diction pour observer ses re´sultats sur nos donne´es.
Pour ame´liorer les formations mises a` disposition des e´le`ves, nous allons re-
produire cette me´thodologie qui va consister a` mettre en place dans un premier
temps des indicateurs base´s sur des statistiques, puis a` traiter ces indicateurs
par des me´thodes d’intelligence artificielle dans les cas pertinents. Une fois que
nous disposerons de profils d’apprentissage, nous pourrons meˆme proposer un
parcours adapte´ au style d’apprentissage de l’e´le`ve.
Afin de centraliser les donne´es d’apprentissage, nous allons regrouper les
donne´es issues des logs de LMS et les autres donne´es dans une seule base de
donne´es. Notre application de suivi d’e´le`ves et d’ame´lioration de formation devra
ide´alement n’utiliser que cette base comme source de donne´es. Nous proposerons
en conse´quence des me´thodes d’import de donne´es existantes et de rajout manuel
de donne´es au fil de l’eau. Pour l’instant, nous nous basons sur des traces en-
registre´es par une plate-forme Moodle, mais les indicateurs que nous en tirons
sont suffisamment ge´ne´riques pour pouvoir eˆtre e´largis a` l’avenir a` d’autres LMS
comme sources de donne´es.
Pour atteindre notre objectif d’automatisation du travail du responsable de
formation, dans un premier temps, nous souhaitons automatiser la collecte de
donne´es sur les e´tudiants, ce qui sera fait en meˆme temps que le regroupement
de ces donne´es, par des me´thodes d’import automatique.
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Dans un deuxie`me temps, nous pensons e´galement automatiser une partie
du retour de conseils envers les e´tudiants dans certaines situations pre´-de´finies.
Par exemple, il pourrait eˆtre inte´ressant de sugge´rer a` un e´le`ve qui vient de finir
de lire une lec¸on de poursuivre par le quiz qui lui est associe´, ou inversement,
de recommander a` un e´le`ve qui n’aura pas brille´ a` un quiz de retourner lire le
chapitre correspondant. On pourrait e´galement envoyer automatiquement des e-
mails a` un e´tudiant peu pre´sent pour l’inviter a` se connecter plus fre´quemment ou
le pre´venir de l’ouverture d’une nouvelle activite´. Cette automatisation pourrait
aussi prendre la forme d’un tuteur virtuel intelligent [14] e´voluant et agissant
sur le LMS en interaction directe avec les e´le`ves et leurs formateurs.
Nous n’avons pour l’instant pas pre´vu d’approche re´flexive visant a` donner
directement a` l’e´tudiant acce`s a` son positionnement pour qu’il choisisse lui-
meˆme comment re´agir, mais cela pourra eˆtre e´tudie´ si juge´ pertinent par les
responsables de formation. Cela peut poser proble`me dans le sens ou`, comme
beaucoup de nos donne´es sont relatives a` un positionnement dans le groupe,
l’e´tudiant aurait alors ne´cessairement acce`s a` beaucoup de donne´es concernant
ses camarades, auxquelles ces derniers n’auraient pas force´ment envie de lui
donner acce`s.
2.2 Architecture propose´e
Nous proposons d’inte´grer les diffe´rentes me´thodes et solutions propose´es en une
seule application Web. Nous sommes actuellement en train de la de´velopper.
Pour cela, nous avons fait le choix d’utiliser le langage Java et les frameworks
Wicket, Hibernate, Spring et Shiro. Toutes nos donne´es seront importe´es dans
une base de donne´es MySQL. Pour ce qui est des algorithmes d’apprentissage
automatique, nous avons fait le choix d’utiliser les imple´mentations fournies par
la bibliothe`que libre Weka [15].
Nous importerons re´gulie`rement depuis Moodle toutes les donne´es perti-
nentes dans notre base de donne´es : formations, cours, lec¸ons, ressources, ac-
tivite´s, logs et notes. Ces donne´es seront ensuite traite´es de la fac¸on de´crite dans
la figure 1, ou` elles passeront par les stades de traces brutes, traces mode´lise´es,
et indicateurs.
2.3 Le choix de nos attributs d’apprentissage
Nous avons de´fini en collaboration avec des responsables de formation des indica-
teurs [16] qui ont deux usages dans notre application. Le premier est l’affichage a`
destination d’un humain, qui pourra associer cette note au niveau de l’e´le`ve dans
le domaine en question. Le deuxie`me est l’utilisation en tant qu’attribut pour
les divers algorithmes d’apprentissage automatique que nous allons employer.
Pour l’instant, nous n’avons imple´mente´ que les indicateurs correspondant
aux donne´es issues des logs de Moodle, et nous y rajouterons progressivement
les indicateurs venant d’autres sources au fur et a` mesure que nous inte´grons
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Fig. 1. L’architecture propose´e
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ces autres sources a` notre application. Certains de ces indicateurs ne sont juste-
ment qu’indicatifs, car ils ne peuvent eˆtre calcule´s avec exactitude (par exem-
ple le temps passe´ en ligne), mais ils peuvent ne´anmoins apporter un surcroˆıt
d’information.
Les indicateurs que nous avons de´finis sont pre´sente´s dans la figure 2. Nous
voyons qu’ils s’agre`gent naturellement en grands the`mes dont la majorite´ con-
cerne une quantite´ d’activite´ et un seul, les notes, ve´rifie que cette activite´ porte
ses fruits. Nous avons essaye´ de refle´ter aussi bien les aspects directement lie´s a`
l’apprentissage que les aspects plus sociaux qui peuvent jouer un roˆle important
dans la motivation des e´tudiants. Nous regarderons ulte´rieurement comment
mode´liser nos indicateurs selon le langage UTL [2].
Fig. 2. Les indicateurs propose´s
3 Avancement
L’application la plus importante au regard de notre projet, baptise´e GIGA (Ges-
tionnaire d’indices ge´ne´raux d’apprentissage), est de´ja` partiellement re´alise´e. Elle
comprend de´ja` toutes les fonctionnalite´s d’import de donne´es depuis Moodle de
production et traitement de statistiques aux fins de suivi des e´le`ves. Elle est de´ja`
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en usage aupre`s d’un institut de formation dans sa version actuelle et poursuit
sa commercialisation. En paralle`le, les parties de retour sur la qualite´ des forma-
tions, d’ajout de donne´es issues d’autre sources et d’apprentissage automatique
sont encore en cours de de´veloppement.
Nous avons e´galement re´alise´ des premiers tests de partitionnement de don-
ne´es que nous pre´sentons ci-dessous.
4 Me´thodologie de test
Comme mentionne´ plus haut, nous avons utilise´ Weka, pour son API Java facile
a` inte´grer avec notre application et la varie´te´ de me´thodes qu’il propose. Dans
un premier temps, nous avons converti nos donne´es sous la forme d’une liste de
notes pour chaque attribut mentionne´ plus haut. Nous avons ensuite transforme´
ces donne´es en attributs et instances au format Weka. Les algorithmes de par-
titionnement de donne´es de Weka prennent ces instances en entre´e et renvoient
en sortie des groupes de ces instances, que nous convertissons ensuite en groupes
d’e´le`ves. Ensuite, pour analyser se´mantiquement ces groupes, nous examinons
les indicateurs pour chaque groupe d’e´le`ves.
Pour tester la justesse de nos groupes, nous utilisons la contre-validation.
Nous avons e´galement pris une moyenne des re´sultats obtenus sur plusieurs sim-
ulations avec des graines ale´atoires diffe´rentes. Nous avons choisi les algorithmes
suivants propose´s par Weka: Expectation Maximisation, Hierarchical Clustering,
Simple K-Means et X-Means. Parmi ces algorithmes, X-Means est a` mettre a`
part puisqu’il de´termine de lui-meˆme le nombre de groupes qui lui semble le plus
pertinent. Les trois autres prennent en parame`tre le nombre de groupes souhaite´.
En conse´quence, pour ceux-la` (K-Means, EM et Hierarchical Clustering), nous
avons fait plusieurs simulations en faisant varier ce parame`tre, afin de voir quelle
valeur donnait les re´sultats correspondant le mieux a` la structure naturelle des
donne´es. Au vu de nos donne´es, nous avons choisi des valeurs allant de 2 a` 5,
qui correspondent aux valeurs renvoye´es par X-Means, ce qui valide ce choix.
Nous avons choisi 3 formations diffe´rentes, dont deux promotions diffe´rentes
d’une meˆme formation, que nous appellerons formations A1 et A2, et une for-
mation diffe´rente B. La formation A1 a 56 e´le`ves, A2 en a 15 et B en a 30. A1
et A2 durent environ un an, tandis que B dure trois mois.
5 Re´sultats
5.1 Nombre optimal de groupes
Les figures suivantes montrent les re´sultats des quatre algorithmes sur nos trois
jeux de donne´es. Le premier montre le nombre moyen de groupes propose´ par
X-Means pour de´crire au mieux nos donne´es. Les trois autres graphes montrent
l’erreur moyenne obtenue en fonction du nombre de groupes fixe´ pour les algo-
rithmes K-Means, Hierarchical clustering et Expectation Maximisation.
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Fig. 3. Nombre optimal de groupes trouve´ par chaque algorithme pour nos trois for-
mations de test
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Pour la formation A1 (courbe rouge en trait plein), X-Means propose 2
groupes, ce qui est aussi le choix fait par Expectation Maximisation. Cependant,
Hierarchical Clustering se trompe et propose un groupe compose´ seulement du
meilleur de tous les e´le`ves, sans que nous comprenions vraiment pourquoi.
La formation A2 (en bleu pointille´) produit des courbes tre`s plates et peu
significatives sauf avec K-Means, dont le net point d’inflection a` 3 groupes cor-
respond au re´sultat propose´ par X-Means (ce qui est normal dans la mesure ou`
X-Means est base´ sur K-Means, meˆme s’il propose en plus un ”bon” nombre de
groupes).
Pour la formation B, en vert avec des tirets, les quatre me´thodes s’accordent
pour proposer 3 groupes.
5.2 Signification des groupes
A` notre grande surprise, les groupes que nous avons observe´s pour les trois
formations se´lectionne´es ne montraient gue`re de distinction plus pertinente que
des variations quantitatives entre les e´le`ves plus ou moins actifs, et ce quel que
soit le nombre de groupes se´lectionne´. Par exemple, nous n’avons pas eu de
groupe se distinguant d’un autre par son taux d’activite´ sur le forum comme [9],
ni de groupes d’e´le`ves obtenant de bonnes notes malgre´ une faible activite´. Il
n’y a eu qu’une formation ou` certains parame`tres permettaient de se´parer d’un
groupe de bons e´le`ves un sous-groupe ou` ces e´le`ves faisaient moins d’activite´s de
type devoir. Quand le nombre de groupes requis augmentait a` 4 ou 5, plutoˆt que
de voir e´merger ce genre de structure, nous obtenions souvent un groupe compose´
d’un seul e´le`ve, souvent le meilleur ou le moins bon de sa formation. Ceci indique
que nous atteignions un nombre de groupes trop grand et ne permettant pas bien
de repre´senter les donne´es, et que l’augmenter encore n’aurait pas servi a` de´gager
davantage d’information.
Pour expliquer ce phe´nome`ne, nous proposons les raisons suivantes :
– un nombre d’e´tudiants relativement faible par formation (entre 15 et 56),
qui peut pre´senter moins de varie´te´ de comportement ;
– une formation cible´e vers un public peut-eˆtre assez homoge`ne en termes
d’aˆge, d’expe´rience professionnelle, et d’habitudes d’utilisation des TICE ;
– un effet de cercle vicieux pouvant avoir lieu sur le forum faisant que si per-
sonne ne se met a` l’utiliser, personne d’autre n’aura d’incitation a` s’en servir.
Nous avons effectivement remarque´ parmi nos e´le`ves une tendance a` utiliser
surtout le forum pour communiquer avec les enseignants plus qu’entre eux.
Cependant, nous avons releve´ que la distinction faite entre les e´le`ves pour
des nombres de groupes moins e´leve´s e´tait tout a` fait pertinente par rapport a`
notre proble´matique visant a` repe´rer des e´le`ves en situation d’e´chec potentiel,
surtout dans la mesure ou` nos re´sultats semblent indiquer une bonne corre´lation
entre l’activite´ globale et les notes obtenues aux activite´s note´es. Utiliser des
algorithmes de partitionnement de donne´es est donc bien une solution pertinente
a` notre proble`me de suivi des e´tudiants.
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Fig. 4. Un exemple de re´sultat de partitionnement ne pre´sentant que des diffe´rences
quantitatives
6 Conclusion et perspectives
Nous pre´sentons un projet visant a` utiliser des me´thodes d’intelligence artifi-
cielle pour re´pondre au double proble`me du suivi d’e´le`ves en formation en ligne
et de l’ame´lioration de ces formations. Ce projet est justifie´ par les difficulte´s
rencontre´es actuellement par les responsables de formation pour avoir acce`s
a` des statistiques collectives a` diffe´rents niveaux de granularite´ repre´sentant
l’inte´gralite´ des informations disponibles et pas uniquement celles regroupe´es
sur le LMS.
Dans le cadre de ce projet, nous avons e´te´ amene´s a` de´finir des indicateurs
de suivi des e´le`ves qui nous semblent a` la fois pertinents a` notre projet et suff-
isamment ge´ne´riques pour servir a` la communaute´. Bien que de´finis a` partir de
Moodle, nous les pensons ge´ne´ralisables a` d’autres LMS.
Nous nous sommes base´s sur ces indicateurs pour mener des tests de parti-
tionnement de donne´es sur un jeu restreint de donne´es re´elles. Les algorithmes
et imple´mentations choisis pour mener ces tests sont reconnus. Les premiers
re´sultats fournis par ce partitionnement de donne´es sont surprenants, mais nous
poussent a` approfondir les tests permis par ce nouvel outil.
Nous proposons e´galement une architecture d’application permettant de re´-
pondre a` notre proble´matique. Un tel outil est a` la fois original et fortement
re´clame´ par les responsables de formation. Nous avons de´ja` des premiers retours
d’usage tre`s positifs de la part des premiers utilisateurs et continuons a` ame´liorer
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la plate-forme en conse´quence tout en poursuivant l’inte´gration de nouvelles
fonctionnalite´s.
Cette architecture fait un bon e´quilibrage entre les diffe´rents niveaux de
granularite´ possibles pour l’examen des donne´es : fourniture de donne´es brutes,
le´ge`rement traite´es pour en faire des statistiques, traite´es par des algorithmes
classiques puis traite´es par des algorithmes innovants dont nous espe´rons pouvoir
montrer a` la fois les bons re´sultats ge´ne´raux et la bonne ade´quation au proble`me.
La suite du projet sera consacre´e a` la re´alisation de tests plus e´tendus, a`
l’imple´mentation des algorithmes base´s sur HTM-CLA, a` la mise en place des
outils d’ame´lioration de formation ainsi qu’a` la ge´ne´ralisation aux autres LMS.
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