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Abstract: In the computation of short-distance cross sections initiated by electrons and
photons one can adopt the so-called structure-function approach, in which these particles
play formally the same roles as hadrons do in QCD factorisation theorems, and must thus
be associated with PDFs (equivalently known as structure functions in this context). At
variance with their QCD counterparts, such PDFs are entirely calculable in QED. In this
paper we present the results, at the next-to-leading order in the QED coupling constant
α, for the initial conditions of the unpolarised electron and photon PDFs, which are a
necessary ingredient for their eventual collinear evolution at the next-to-leading logarith-
mic accuracy. We also compute the analogous final-state quantities, namely the initial
conditions for fragmentation functions into electrons and photons.
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1 Introduction
It is not unreasonable to assume that the medium- to long-term future of high-energy
physics will involve an e+e− collider. From the theoretical point of view, whether such a
collider will be a linear or a circular one is relatively unimportant, since the primary goal
will be that of computing production short-distance cross sections, which are independent
of the collider type. What matters is that these cross sections are initiated by electrons
and positrons (and, if beam dynamics play a significant role, by photons as well). We
hasten to stress that although electrons/positrons and photons might feature in the initial
states of hard reactions occurring at hadron colliders, the corresponding cross sections are
fundamentally different with respect to their e+e−-collider counterparts. This is because
in hadronic collisions leptons and photons emerge from the low-scale collinear and soft
dynamics of the incoming hadrons; their momenta are not fixed, but distributed according
to their respective Parton Distribution Functions (PDFs henceforth). Conversely, at an
e+e− collider, the incoming e+, e−, and γ must be regarded as having definite1 and known
momenta. Therefore, and at least when working in QED, physical distributions at e+e−
colliders can be obtained by using solely ingredients that can be computed from first
principles, i.e. matrix elements and phase spaces.
The previous statement, if true, is however mostly academic when the computations
are performed strictly in a perturbative series truncated at any given order in the QED
coupling constant α, because of the presence in the matrix elements of terms such as
logk E/m, with m the electron mass and E a scale of the order of the hardness of the
collision (e.g. the collider c.m. energy). These terms are numerically large and compensate
the suppression due to the coupling constant, thus preventing the perturbative series from
being well behaved. Fortunately, a large class of them is also process-independent, and can
therefore be accounted for in a universal manner, thanks to the fact that their physical
origin is well understood, and stem from collinear emissions off an electron/positron line:
the finite electron mass screens potential collinear divergences, but leaves logarithmic left-
overs. This is reminiscent of the situation in QCD, and one way to address the problem
is indeed QCD-inspired: the structure-function approach [1, 2], whereby one collects all
of the logarithmic terms in some universal factors (the PDFs, a.k.a. structure functions.
Here, for brevity we shall mainly refer to them by the former name), which are then re-
summed by means of the DGLAP evolution equations [3–6]. The key difference w.r.t. QCD
is that in QED one can calculate perturbatively not only the evolution kernels, which are
the standard Altarelli-Parisi ones [3], but also the initial conditions for such an evolution2.
The electron structure functions that are used nowadays result from the solution of
the evolution equations where both the kernels and the initial conditions are leading-order
(LO) accurate [7–9] – at this order, the latter are in fact trivial, and equal to a Dirac
delta. However, the accuracy targets of any future e+e− collider must be matched by
1Strictly speaking, this is not true because of beamstrahlung effects (which are also the source of photons
to start with). However, such effects have a different origin, and a different outcome, w.r.t. the collinear
dynamics which is our primary concern here.
2See sect. 5 for the analogy between these initial conditions and related QCD objects.
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equally accurate theoretical computations, which thus demand to increase the precision of
both the matrix element and the structure function predictions. The aim of this paper
is to address the latter aspect, with the goal of calculating the initial conditions at the
next-to-leading order (NLO) in QED; these are a prerequisite for an evolution accurate at
the next-to-leading logarithmic (NLL) level [10]. When working at the NLO, the electron-
photon mixing cannot formally be neglected any longer as is done at the LO; this applies
to photon-initiated processes as well. Therefore, results will be presented for the initial
conditions of all of the four possible combinations of electron and photons emerging from
the collinear dynamics of either electron or photon evolution.
From the technical point of view, electron and photon structure functions are quite
analogous to their final-state counterparts, namely to the fragmentation functions of either
an electron or a photon emerging from the multiple collinear branchings of either an electron
or a photon, which in turn are (some of) the outgoing particles of a hard scattering. Thus,
we shall apply the methods employed in the case of the structure functions to compute the
initial conditions for these fragmentation functions as well. Needless to say, owing to their
being associated with final-state properties, these results will be equally relevant to lepton
as to hadron colliders.
This paper is organised as follows: in sect. 2 we introduce the factorisation formulae
which constitute the core of the structure function method. We shall employ two different
procedures to compute the structure-function initial conditions, which we sketch in sect. 3;
the corresponding calculations are reported in sects. 4 and 5, respectively. Initial conditions
for fragmentation functions are presented in sect. 6. We summarise our results and draw
our conclusions in sect. 7. Some technical material is collected in the appendices.
2 Cross sections and notation
At an e+e− collider a generic differential cross section dΣe+e− relevant to the process
e+(Pe+) + e
−(Pe−) −→ X (2.1)
is written as follows (throughout this paper, we sum over all polarisation states):
dΣe+e−(Pe+ , Pe−) =
∑
kl
∫
dy+dy− Bkl(y+, y−) dσkl(y+Pe+ , y−Pe−) , (2.2)
with
k ∈ {e+, γ} , l ∈ {e−, γ} . (2.3)
In eq. (2.1) X denotes a set of final-state particles, which does not play any role in what
follows, and it is thus ignored notation-wise. The functions Bkl parametrise the beam
dynamics, in particular beamstrahlung effects. Their forms are typically extracted from
fits to Monte Carlo simulations, and are strictly dependent on the collider one considers;
they also will play no role in this paper. Thus, eq. (2.2) is relevant here only insofar that
it shows how the measured cross section is the incoherent sum of four terms, associated
with short-distance cross sections dσkl whose initial states are e
+e−, e+γ, γe−, and γγ
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pairs3. As far as the latter cross sections are concerned, in the so-called structure-function
approach one writes them in a way analogous to that of factorisation theorems in QCD,
namely (see e.g. appendix A.1 of ref. [11]):
dσkl(p¯k, p¯l) =
∑
ij
∫
dz+dz− Γi/k(z+, µ2,m2) Γj/l(z−, µ2,m2)
× dσˆij(z+p¯k, z−p¯l, µ2,m2) , (2.4)
with dσˆij a suitably defined quantity, which we shall specify later. By m we have denoted
the electron mass, µ is an arbitrary mass scale µ m, the indices i and j are such that
i , j ∈ {e+, e−, γ} , (2.5)
and
p¯q = m
2
q , s = (p¯k + p¯l)
2 , (2.6)
with either mq = m (when q = e
±) or mq = 0 (when q = γ). Two observations are in
order. Firstly, the specific values assumed by the indices i and j are possibly subsets of
those in eq. (2.5), that depend on both the incoming particles k and l, and the perturbative
order one is working at. Regardless of this, and consistently with what has been done
for beamstrahlung effects, µ and τ contributions are ignored (lifting this limitation is
straightforward, but it complicates the notation unnecessarily). Secondly, strictly speaking
there is a kinematical inconsistency when eq. (2.4) is used in eq. (2.2), owing to eq. (2.6)
and P 2e± = m
2. This is however irrelevant, since we shall show that factorisation formulae
such as eq. (2.4) are best employed with massless incoming momenta (as is done in QCD).
We shall often adopt a shorthand notation for eq. (2.4), which we write as follows:
dσkl =
∑
ij
Γi/k ? Γj/l ? dσˆij . (2.7)
The idea behind eq. (2.4) is that the cross section for the process of eq. (2.1) will depend
on ratios such as:
m2
Q2
, Q2 ∼ s , (2.8)
which might spoil the perturbative “convergence” since m2  s. One then collects the
universal dependence on the ratio (2.8) in the Initial-State Radiation (ISR) structure func-
tions Γi/k (which, owing to the strict analogy of eq. (2.4) with the QCD case, we shall call
PDFs henceforth), and resums large logarithmic terms (at least, those of collinear origin)
by means of the DGLAP evolution equations:
∂Γi/k
∂ logµ2
=
α
2pi
Pij ⊗ Γj/k . (2.9)
3We thus assume beamstrahlung conversions e± → e∓ to be negligible. Likewise, short-distance processes
initiated by µ’s or τ ’s are ignored..
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At any given perturbative order αu, the universal dependence of the cross section on m2/Q2
can be identified with logarithms of this ratio, times the cross section of order αu−1 with all
such logarithms already removed. This definition is always arbitrary to a certain extent,
which is why one introduces the scale µ; note, however, that µ2 ∼ s. Furthermore, from
now onwards we shall understand the rightmost relationship in eq. (2.8), and simply write
m2/s to denote a generic “small” ratio.
While this is all fully analogous to its QCD counterpart, the key difference is that
the PDFs Γi/k are perturbatively calculable in QED. Indeed, they are available in a closed
form to leading logarithmic (LL) accuracy, which account also for soft-photon effects [7–
9]. By expanding such a closed form in a series of α, and by replacing the result thus
obtained in eq. (2.4), one can solve for the subtracted cross sections dσˆij . This subtraction
is mandatory, lest one double-count the universal terms already included in the PDFs.
When working at the NLO, one uses the following expansions:
Γi/k = Γ
[0]
i/k +
α
2pi
Γ
[1]
i/k +O(α2) , (2.10)
dσkl = dσ
[0]
kl +
α
2pi
dσ
[1]
kl +O(α2) , (2.11)
dσˆij = dσˆ
[0]
ij +
α
2pi
dσˆ
[1]
ij +O(α2) . (2.12)
By replacing these expressions into eq. (2.7) and by solving order by order in α, one obtains:
dσ
[0]
kl =
∑
ij
Γ
[0]
i/k ? Γ
[0]
j/l ? dσˆ
[0]
ij (2.13)
at O(α0) (relative to the power of α implicit in the Born contribution), and:
dσ
[1]
kl =
∑
ij
(
Γ
[1]
i/k ? Γ
[0]
j/l ? dσˆ
[0]
ij + Γ
[0]
i/k ? Γ
[1]
j/l ? dσˆ
[0]
ij + Γ
[0]
i/k ? Γ
[0]
j/l ? dσˆ
[1]
ij
)
(2.14)
at O(α). Whatever the form of Γi/k, it must be such that the physically-obvious zeroth-
order condition
Γ
[0]
i/k(z, µ
2,m2) = δik δ(1− z) (2.15)
is fulfilled. Therefore, from eq. (2.13):
dσˆ
[0]
kl = dσ
[0]
kl . (2.16)
In fact, one can arrive at eq. (2.16) without employing eq. (2.15), by means of physical
considerations: at the leading order, there are no logarithmic terms, and any mass de-
pendence (bar for that in the flux, upon which we shall comment later) is specific to the
process considered, and thus non-universal. Therefore, the subtracted cross section must
be identical to the cross section that emerges directly from matrix element and phase space
computations. As far as the O(α) term is concerned, from eqs. (2.14) and (2.15) we obtain:
dσˆ
[1]
kl = dσ
[1]
kl −
∑
i
(
Γ
[1]
i/k ? dσˆ
[0]
il + Γ
[1]
i/l ? dσˆ
[0]
ki
)
. (2.17)
In order to clarify a physics argument that stems from eqs. (2.16) and (2.17), let us intro-
duce the following naming conventions:
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• dΣe+e− : collider-level cross section.
• dσkl: particle-level cross section.
• dσˆij : (subtracted) parton-level cross section.
Thus, in eqs. (2.2) and (2.4), k and l are particle indices, while i and j are parton indices.
This might be confusing, since all of these indices assume the same values (see eqs. (2.3)
and (2.5)). The possible confusion ultimately originates from the fact that an e± or γ plays
a double role in the context of the structure-function approach. Namely, it can be one of
the objects that emerge from the beamstrahlung process, and is thus one of the incoming
particles in the cross section on the r.h.s. of eq. (2.2) or the l.h.s. of eq. (2.4). But it can
also be an object that emerges from the PDF evolution (i.e. from ISR), and is thus one of
the incoming partons in the cross section on the r.h.s. of eq. (2.4).
This duality is not without practical consequences. In particular, eq. (2.16) and (2.17)
must be interpreted as definitions of the subtracted partonic cross sections only when the
parton indices coincide with the particle indices. While this is a trivial statement as far as
eq. (2.16) is concerned (since there is actually no subtraction in that equation), it is not
for eq. (2.17). Indeed, strictly speaking eq. (2.17) should be supplemented by:
dσˆ
[1]
ij = dσ
[1]
ij , i 6= k or/and j 6= l , (2.18)
for any given particle indices k and l. Thus, a partonic cross section will have, or will
not have, to be subtracted depending on the particle cross section it contributes to. For
examples, dσˆ
[1]
γe− will be derived from dσ
[1]
γe− according to eq. (2.17) if contributing to the
particle cross section initiated by a γe− pair, and according to eq. (2.18) if contributing to
a particle cross section initiated by any pair not equal to γe−.
The second part of the previous statement, however, stems from a strict interpretation
of perturbative results. The difference between adopting eq. (2.17) and (2.18) is beyond
NLO (in particular, it is of NNLO if either i 6= k or j 6= l, and of NNNLO if both i 6= k
and j 6= l), and therefore either choice is acceptable from a phenomenological viewpoint.
3 Initial conditions for PDFs: generalities
As was mentioned in sect. 1, the key difference between QCD and QED factorisation
formulae is that the PDFs that enter the latter are fully calculable in perturbation theory.
Given the fact that evolution equations are determined perturbatively also in QCD, this
is equivalent to saying that in QED one can compute the initial conditions for the PDFs
(i.e. their values at a given scale µ = µ0) in a perturbative manner. This is what we seek
to do here.
There are several ways in which the PDF initial conditions can be determined, and we
shall consider two of them here.
• An approach based on explicit short-distance cross section computations for specific
(but arbitrary) processes.
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• An approach that exploits universal factorisation properties in the collinear limit.
We point out that analogous procedures have been employed in QCD in computations
relevant to heavy-quark fragmentation functions (see ref. [12] and ref. [13], respectively).
We start with the former method, and will return to the latter one in sect. 5, thereby
showing that the two lead to identical results.
We begin by observing that by letting m → 0 in the subtracted parton-level cross
sections one drops terms suppressed by powers of m2/s, and thus one obtains finite quan-
tities4. One makes the assumption, justified by the smallness of the electron mass, that
the dropped terms are numerically negligible. Hence, we shall use the following rule:
• R.1: Henceforth, all short-distance partonic cross sections dσˆij are understood to be
computed with massless electrons.
With such a rule, eq. (2.4) holds up to power-suppressed terms. It is thus useful to define
the quantity:
dσ¯kl = dσkl +O
((
m2
s
)p)
, p ≥ 1 . (3.1)
In other words, dσ¯e+e− is obtained by computing dσe+e− (with massive electrons), by
Taylor-expanding the result, and by keeping only the terms5 which are either proportional
to a logarithm (possibly to some power) of m2/s, or are independent of m. By introducing
the momenta:
pq = lim
mq→0
p¯q =⇒ p2q = 0 (q = k, l) , (3.2)
which is trivial when q = γ, one then obtains from eq. (2.4) and rule R.1:
dσ¯kl(p¯k, p¯l) =
∑
ij
∫
dz+dz− Γi/k(z+, µ2,m2) Γj/l(z−, µ2,m2)
× dσˆij(z+pk, z−pl, µ2) . (3.3)
This equation is by construction a simplified version of the original factorisation formula.
However, it can also be seen as the definition of Γi/k at a given µ. Thus, eq. (3.3) can be
solved for Γi/k after having computed dσ¯kl and dσˆij ; the solutions obtained in this way are
then interpreted as initial conditions for PDF evolution at µ = µ0 ∼ m.
We stress that this procedure, while it leads again to eqs. (2.13) and (2.14) at O(α), has
the opposite logic w.r.t. that employed in sect. 2. Namely, rather than using a known result
for the PDFs in order to define the subtraction terms for the parton-level cross sections,
one determines the PDFs by computing both the particle cross section (and by keeping its
leading behaviour according to eq. (3.1)) and the partonic cross section. For the latter to be
4This might seem not to be true if one has final-state electrons, and defines mass-sensitive observables
(e.g. associated with bare electrons). However, these can be dealt with by introducing lepton fragmentation
functions, so that the previous statement on short-distance cross sections is in fact correct in these cases as
well.
5For an early (two-loop) example where a similar strategy is employed, see refs. [14, 15].
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sensible, a suitable zero-mass subtraction scheme must be introduced (e.g. MS). Therefore,
as is customary in all cases beyond the LL, the PDFs will be specific to that scheme. Note
that, by proceeding in this way, eq. (2.15) must be the zeroth-order solution of eq. (3.3).
The fact that it does constitutes a first consistency check of the procedure advocated here.
4 Initial conditions for PDFs through cross section computations
All of the NLO cross sections will be written by employing the FKS subtraction [16, 17].
It should be clear, however, that the final results for the PDFs will be independent of
the specific IR-subtraction method chosen in the intermediate steps of the calculations. A
recent paper where the FKS method is written so as to encompass both QCD and QED
subtractions is ref. [18]; in the following, we shall denote equation (x.y) of that paper by
eq. (I.x.y).
4.1 Determination of Γe±/e±
In order to perform a definite computation, we shall consider the process(es):
e+e− −→ uu¯(γ) , (4.1)
with the final-state photon only present in the real-emission contributions. The u quark is
taken to be massless, and we set Nc = 1. The matrix elements for the processes of eq. (4.1)
factorise the following coupling combinations:
α2 e2e q
2
u , (4.2)
α3 e2e q
2
u
[
e2e(. . .) + eequ(. . .) + q
2
u(. . .)
]
, (4.3)
at the LO and NLO respectively. We have denoted by ee = 1 and qu = 2/3 the electric
charges of the positron and of the u quark in units of the positron charge. We shall use
the following rule:
• R.2: At the NLO, only contributions proportional to α3 e4e q2u will be kept.
4.1.1 Kinematics
Owing to the definition of s in eq. (2.6), in the particle c.m. frame we have:
p¯e± =
√
s
2
(1, 0, 0,±β) , β =
√
1− 4m
2
s
. (4.4)
The corresponding massless-electron momenta introduced in eq. (3.2) thus read:
pe± =
√
s
2
(1, 0, 0,±1) =⇒ s = (pe+ + pe−)2 . (4.5)
Note that other forms are possible (eq. (3.2) can be imposed in a different frame): what is
done here has the advantage that the invariant s plays the same role in the massive and
massless kinematics. The final result must be independent of arbitrary choices of this kind.
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In the particle c.m. frame, the processes of eq. (4.1) are assigned the following kinematic
configurations:
e+(p¯e+) + e
−(p¯e−) −→ u(pu) + u¯(pu¯) + γ(pγ) , (4.6)
e+(pe+) + e
−(pe−) −→ u(pu) + u¯(pu¯) + γ(pγ) , (4.7)
p¯e+ + p¯e− = pe+ + pe− = pu + pu¯ + pγ . (4.8)
In the partonic c.m. frame we use instead:
e+(ke+) + e
−(ke−) −→ u(ku) + u¯(ku¯) + γ(kγ) , (4.9)
ke+ + ke− = ku + ku¯ + kγ . (4.10)
By construction:
ke+ = B(z+pe+) , ke− = B(z−pe−) , (4.11)
with B the longitudinal boost from the particle to the parton c.m. frame. We also define:
sˆ = (ke+ + ke−)
2 = z+z−s , (4.12)
whence:
ke± =
√
sˆ
2
(1, 0, 0,±1) . (4.13)
By using these equations, it is immediate to see that the rapidity of B is:
yCM =
1
2
log
z+
z−
. (4.14)
Finally, by following the FKS procedure we parametrise the momentum of the outgoing
photon as follows:
kγ =
√
sˆ
2
ξ
(
1, ~e
√
1− y2, y
)
. (4.15)
In full analogy with that, we parametrise the photon momentum in the particle c.m. frame
(see eq. (4.4)) as follows:
pγ =
√
s
2
ξ
(
1, ~e
√
1− y2, y
)
. (4.16)
We stress that the variables ξ and y that appear in eq. (4.15) are not the same as those that
appear in eq. (4.16). Since the computations in the two frames are performed separately,
no confusion is possible, and by using the same symbols the notation is simplified.
4.1.2 Observables
We can solve eq. (3.3) for the PDFs only after having specified how to integrate over the
phase space. A complete integration obviously would not do, because it would turn the
procedure into a complicated inverse problem. Since we have two PDFs, we need to consider
at least doubly-differential cross sections in order to have a purely algebraic problem. We
start by introducing the following quantities:
T =
1
s
(
B−1(kuu¯)
)2
, (4.17)
Y =
1
2
log
(
B−1(kuu¯)
)0
+
(
B−1(kuu¯)
)3
(B−1(kuu¯))0 − (B−1(kuu¯))3
, (4.18)
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having defined the momentum of the outgoing uu¯ pair:
kuu¯ = ku + ku¯ . (4.19)
By using the explicit momentum parametrisations given in sect. 4.1.1 this leads to:
T = z+z−(1− ξ) , (4.20)
Y = yCM +
1
2
log
2− ξ(1 + y)
2− ξ(1− y) . (4.21)
The results relevant to a 2 → 2 (i.e. Born and virtual) kinematics can be obtained in the
ξ → 0 limit from eqs. (4.20) and (4.21), namely:
T = z+z− , (4.22)
Y = yCM . (4.23)
We finally introduce the observables that will define our doubly-differential cross section:
Z+ =
√
T exp (Y ) , (4.24)
Z− =
√
T exp (−Y ) . (4.25)
Eqs. (4.20) and (4.21) then lead to (with the ξ and y variables of eq. (4.15)):
Z+ = z+
√
(1− ξ) 2− ξ(1 + y)
2− ξ(1− y) , (4.26)
Z− = z−
√
(1− ξ) 2− ξ(1− y)
2− ξ(1 + y) , (4.27)
whose (2→ 2)-level counterparts are:
Z+ = z+ , (4.28)
Z− = z− . (4.29)
The observables Z+ and Z− thus obtained are constructed by means of parton-level mo-
menta, and are therefore meant to be used on the r.h.s. of the factorisation formula. As far
as the l.h.s. of such a formula is concerned, the analogous definitions can be readily given
by observing that B−1(kuu¯) is the momentum of the uu¯ pair in the particle c.m. frame.
Therefore, by directly using the momenta defined in that frame (see eqs. (4.6)–(4.8)), one
has:
T =
p2uu¯
s
, (4.30)
Y =
1
2
log
p0uu¯ + p
3
uu¯
p0uu¯ − p3uu¯
, (4.31)
where
puu¯ = pu + pu¯ . (4.32)
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It is immediate to see that the r.h.s.’s of eqs. (4.30) and (4.31) can be formally read from
the r.h.s.’s of eqs. (4.20) and (4.21) with z+ → 1 and z− → 1 there. In turn, this implies
that, in terms of particle-level variables, the results for Z+ and Z− will read (with the ξ
and y variables of eq. (4.16)):
Z+ =
√
(1− ξ) 2− ξ(1 + y)
2− ξ(1− y) , (4.33)
Z− =
√
(1− ξ) 2− ξ(1− y)
2− ξ(1 + y) , (4.34)
at the real-emission level, and:
Z+ = 1 , (4.35)
Z− = 1 . (4.36)
at the (2→ 2)-level.
These results allow one to compute the doubly-differential cross sections in the fol-
lowing way. Let dς denote a contribution to either the particle-level or parton-level cross
section, and let dφ be the corresponding phase space, parametrised in terms of a set of
variables we generically denote by Ω; in the case of parton-level contributions, Ω includes
z+ and z− as well. We have:
dς
dZ+dZ−
=
∫
dφ
dς
dφ
δ(Z+ − Z+(Ω)) δ(Z− − Z−(Ω)) , (4.37)
where the integration is performed over the whole of the phase space, and Z±(Ω) are the
functional forms, relevant to the given cross section contribution dς, given in the r.h.s.’s
of eqs. (4.26) and (4.27), or eqs. (4.28) and (4.29), or eqs. (4.33) and (4.34), or eqs. (4.35)
and (4.36).
4.1.3 Matrix elements
We denote byM(2,0), M(3,0), andM(2,1) the 2→ 2 tree-level, 2→ 3 tree-level, and 2→ 2
one-loop matrix elements, respectively; according to the FKS conventions, they include
the flux and average factors, and hence must be only multiplied by the phase space in
order to obtain the corresponding cross section contributions. This notation is relevant to
massless-electron matrix elements; their massive-electron counterparts, will be denoted by
M(2,0), M(3,0), and M(2,1), respectively.
Note that the barred notation has been introduced in eq. (3.1) to denote cross sec-
tions where only terms that are not power-suppressed are retained. One cannot discard
power-suppressed terms directly in matrix elements, because logarithmic terms only be-
come apparent after phase-space integration (in spite of the fact that all of the final-state
particles in the process we are interested in are massless). So there is an abuse of notation
here, which is however harmless since fully-massive cross section computations will not be
relevant in what follows.
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It is easy to see that the matrix elements we need to consider in our computations (see
rule R.2 in sect. 4.1) have the following forms:
M(2,0) = e4e2eq2u Lµν(2,0)Hµν(ku, ku¯) , (4.38)
M(2,0) = e4e2eq2u Lµν(2,0)Hµν(pu, pu¯) , (4.39)
M(3,0) = e6e4eq2u Lµν(3,0)Hµν(ku, ku¯) , (4.40)
M(3,0) = e6e4eq2u Lµν(3,0)Hµν(pu, pu¯) , (4.41)
M(2,1) = e6e4eq2u Lµν(2,1)Hµν(ku, ku¯) , (4.42)
M(2,1) = e6e4eq2u Lµν(2,1)Hµν(pu, pu¯) , (4.43)
with
Hµν(q1, q2) =
1
Q2
Tr
[
/q1γ
µ
/q2γ
ν
]
, Q = q1 + q2 . (4.44)
In other words, regardless of whether one considers tree-level or one-loop matrix elements,
the uu¯ pair will always emerge from an s-channel photon splitting. We shall call the
quantity introduced in eq. (4.44) the hadronic tensor.
The explicit expressions of the leptonic parts Lµν(k,l) and L
µν
(k,l) are of no interest here,
and will not be reported. The only crucial piece of information, to be used in the following,
is that they depend upon the momenta of the u and u¯ quarks only through their sums:
ku + ku¯ and pu + pu¯ at the parton and particle level, respectively.
4.1.4 Phase spaces
Owing to the forms of both the matrix elements and of the observables defined in sect. 4.1.2,
it is convenient to use factorised phase-space expressions. Let us now write these in the
case of the parton kinematics in order to be definite; they will apply to the particle-level
case as well, simply by means of a change of notation and sˆ→ s where relevant. We have:
dφ2 =
dk2uu¯
2pi
dφ1(ke+ + ke− ; kuu¯) dφ2(kuu¯; ku, ku¯) , (4.45)
for a 2→ 2 process, and
dφ3 =
dk2uu¯
2pi
dφ2(ke+ + ke− ; kuu¯, kγ) dφ2(kuu¯; ku, ku¯) , (4.46)
for a 2→ 3 process. The facts that the two rightmost two-body phase spaces in eqs. (4.45)
and (4.46) are identical to each other, that the hadronic tensor factorises in all of the
matrix elements in eqs. (4.38)–(4.43), and that the observables Z+ and Z− are constructed
with the sum of the u and u¯ quark momenta imply that, at the level of cross sections, the
relevant quantity will always be the integrated hadronic tensor, namely:
hµν(Q) =
∫
dφ2(Q; q1, q2)H
µν(q1, q2) . (4.47)
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The tensor hµν(Q) can only be a linear combination of gµν and QµQν . Furthermore, from
eq. (4.44) we see that QµHµν = QνHµν = 0. Therefore:
hµν(Q) =
(
−gµν + Q
µQν
Q2
)
h(Q2) . (4.48)
The function h(Q2) can be determined by replacing the r.h.s. of eq. (4.48) into the l.h.s. of
eq. (4.47), and by contracting both sides of the equation thus obtained with gµν . In d
dimensions, the result reads as follows:
h(Q2) = − 1
d− 1
∫
dφ2(Q; q1, q2)H
µν(q1, q2) g
µν . (4.49)
With the explicit expression of the hadronic tensor of eq. (4.44), one obtains:
Hµν(q1, q2) g
µν = −4(1− ) , (4.50)
having set d = 4− 2. With the d-dimensional two-body phase space:
dφ2(Q; q1, q2) =
2−4(1−)
pi1−
(Q2)−
Γ(1− )
(
1− cos2 θ)− d cos θ , (4.51)
we have:
h(Q2) =
(1− )(16pi)(Q2)−
8
√
piΓ(5/2− ) , (4.52)
or, in four dimensions:
h(Q2) =
1
6pi
. (4.53)
The integration over the uu¯ phase space of the matrix elements of eqs. (4.38)–(4.43) there-
fore amounts to formally replacing Hµν there with hµν , the latter being given in closed
form in eqs. (4.48) and (4.52) (or eq. (4.53)), and to multiplying by the leftover measures in
eqs. (4.45) and (4.46). The crucial point is that this is possible also when considering the
doubly-differential cross sections of eq. (4.37), because as already pointed out both the Z±
observables and the leptonic tensors in eqs. (4.38)–(4.43) only depend on the momentum
of the uu¯ pair. More explicitly, as far as the matrix elements are concerned, the quantities
we shall deal with are:
M(k,l) =
∫
dφ2(kuu¯; ku, ku¯)M(k,l)
= e4+2(k−2)+2le2+2(k−2)+2le q
2
u L
µν
(k,l) h
µν(ku, ku¯) , (4.54)
and analogously for their massive counterparts M(k,l). For what concerns the leftover
measures, they turn out to be (by using the momentum parametrisations introduced in
sect. 4.1.1):
dµ2 ≡ dk
2
uu¯
2pi
dφ1(ke+ + ke− ; kuu¯) = 1 , (4.55)
dµ3 ≡ dk
2
uu¯
2pi
dφ2(ke+ + ke− ; kuu¯, kγ) =
Vsˆ
8(2pi)3
ξ1−2dξ (1− y2)−dy , (4.56)
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with V a volume factor (equal to 2pi when  = 0), whose explicit form will not be needed
in the following. The integration over the transverse degrees of freedom ~e of eq. (4.15)
has already been carried out in eq. (4.56), since there is no dependence on them in the
matrix elements. Both eqs. (4.55) and (4.56) are in d dimensions. The former is needed
in the computation of the virtual matrix elements. Conversely, the only reason for having
the latter for d 6= 4 is a peculiarity related to the computation of the doubly-differential
cross section we are interested in (see appendix A) – as far as the subtraction mechanism
is concerned, we remind the reader that the FKS formalism allows one to work directly in
four dimensions.
In summary, we have established the identities:∫
φ2(u,u¯)
dφk M(k,l) = dµk M(k,l) , (4.57)∫
φ2(u,u¯)
dφk M(k,l) = dµk M(k,l) . (4.58)
As a check, we have explicitly computed both sides of these equations in the Born case
(i.e. for (k, l) = (2, 0)), and found that the two results coincide in d dimensions, as expected.
In the real-emission case, the analytical computation of the l.h.s. of eqs. (4.57) and (4.58)
would be extremely challenging – this is the reason why we shall instead exploit the r.h.s. of
those equations.
The above implies that eq. (4.37) can be re-written as follows:
dς
dZ+dZ−
=
∫
dµk
dς
dµk
δ(Z+ − Z+(Ω)) δ(Z− − Z−(Ω)) , (4.59)
with dµk the leftover measure relevant to the contribution dς.
4.1.5 Short-distance cross sections
Our master equation for the determination of the PDFs is eq. (3.3). By using the pertur-
bative expansions of eqs. (2.10)–(2.12) (with dσ¯ in place of dσ), and by considering the
doubly-differential cross section advocated in eq. (4.59), we obtain what follows. At the
LO (we omit here to write the explicit dependence on m and µ, in order to shorten the
notation):∫
dz+dz−Γ
[0]
e+/e+
(z+)Γ
[0]
e−/e−(z−)
dσˆ
[0]
e+e−(z+pe+ , z−pe−)
dZ+dZ−
=
dσ¯
[0]
e+e−(p¯e+ , p¯e−)
dZ+dZ−
, (4.60)
while at the NLO:∫
dz+dz−
[
Γ
[1]
e+/e+
(z+)Γ
[0]
e−/e−(z−) + Γ
[0]
e+/e+
(z+)Γ
[1]
e−/e−(z−)
]
(4.61)
× dσˆ
[0]
e+e−(z+pe+ , z−pe−)
dZ+dZ−
=
dσ¯
[1]
e+e−(p¯e+ , p¯e−)
dZ+dZ−
−
∫
dz+dz−Γ
[0]
e+/e+
(z+)Γ
[0]
e−/e−(z−)
dσˆ
[1]
e+e−(z+pe+ , z−pe−)
dZ+dZ−
.
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Note that the O(α) terms Γ[1]
γ/e± terms, present in eq. (3.3), do not contribute to eq. (4.61)
since there are no O(α2) γe± → uu¯ processes. The idea is that of an iterative solution. One
first determines Γ
[0]
e±/e± from eq. (4.60), then plugs this solution into eq. (4.61) to obtain
Γ
[1]
e±/e± . A further simplification is due to the fact that, at least in QED:
Γ
[i]
e+/e+
= Γ
[i]
e−/e− ≡ Γ
[i]
e/e , ∀ i . (4.62)
As far as the short distance cross sections are concerned, the massless-electron case is
written as follows with the standard FKS notation:
α
2pi
dσˆ
[1]
e+e− = dσˆ
(3)
e+e− + d
ˆ¯σ
(3)
e+e− + dσˆ
(2)
e+e− , (4.63)
the three terms on the r.h.s. of this equation being the real-emission, degenerate (n + 1)-
body6, and n-body contributions respectively. The pattern of photon radiation in the
matrix elements we are considering is such that the introduction of the S functions is not
necessary, and the parametrisation of eq. (4.15) is sufficient to deal with the collinearity of
γ to both e+ and e−. In turn, this implies that one can write:
dσˆ
(3)
e+e− =
1
2
(
1
ξ
)
+
[(
1
1− y
)
+
+
(
1
1 + y
)
+
](
ξ2(1− y2)M(3,0)
)dµ3
ξ
. (4.64)
The degenerate (n+ 1)-body cross section can be read directly from eq. (I.3.22). Finally,
the n-body cross section is:
dσˆ
(2)
e+e− = dσˆ
(C,2)
e+e− + dσˆ
(S,2)
e+e− + dσˆ
(V,2)
e+e− . (4.65)
The quantities on the r.h.s. of this equation are the collinear, soft, and finite virtual contri-
butions respectively, whose forms can be found in eq. (I.3.26), eq. (I.3.28), and eq. (I.3.29).
The case where the electron is massive has never been explicitly considered in FKS
before. However, it is easy to convince oneself that a simplified version of the usual formulae
applies to this case as well. By observing that the electron mass screens against collinear
singularities (which will be “replaced” by logm2/s terms) we quickly arrive at:
α
2pi
dσ¯
[1]
e+e− = dσ¯
(3)
e+e− + dσ¯
(2)
e+e− . (4.66)
Note the absence of the degenerate (n + 1)-body cross section: this has a pure collinear
origin, and thus must vanish in the case of massive emitters. For the same reason, the real-
emission contribution can be read from eq. (4.64), by observing that the y-plus distributions
there behave as ordinary functions, and therefore:(
1
1− y
)
+
+
(
1
1 + y
)
+
−→ 2
1− y2 . (4.67)
6The bar that appears in this term is inherited from the FKS notation, and it has of course nothing to
do with the one introduced in eq. (3.1). As we shall point out later, the corresponding contribution in the
massive computation vanishes.
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Thus:
dσ¯
(3)
e+e− =
(
1
ξ
)
+
(
ξ2M(3,0)
)dµ3
ξ
. (4.68)
Finally, the analogue of eq. (4.65) is:
dσ¯
(2)
e+e− = dσ¯
(S,2)
e+e− + dσ¯
(V,2)
e+e− , (4.69)
where again one remarks the absence of the term of collinear origin.
As a concluding observation, we point out that we have set the standard FKS free
parameters as follows: ξc = 1 and δI = 2. In the present context, they are not particu-
larly helpful, and keeping their analytical dependence might significantly complicate the
computations (obviously, the final results for the PDFs would be independent of them).
 Born
In four dimensions:
M(2,0)(p¯e+ , p¯e−) = lim
m→0
B(s,m2) = B(s, 0) , (4.70)
where
B(s,m2) =
piα2e2eq
2
u
2sβ
8
3
(
1 +
2m2
s
)
, (4.71)
and β given in eq. (4.4) – hence, β = 1 when m = 0. Therefore:
M(2,0)(z+pe+ , z−pe−) = B(sˆ, 0) =
1
z+z−
B(s, 0) . (4.72)
With these results, and by using eqs. (4.59), (4.35), and (4.36), the r.h.s. of eq. (4.60) reads
as follows:
dσ¯
[0]
e+e−(p¯e+ , p¯e−)
dZ+dZ−
= B(s, 0) δ(Z+ − 1) δ(Z− − 1) . (4.73)
As far as the cross section on the l.h.s. of eq. (4.60) is concerned, by employing eqs. (4.28)
and (4.29) one obtains:
dσˆ
[0]
e+e−(z+pe+ , z−pe−)
dZ+dZ−
=
1
z+z−
B(s, 0) δ(Z+ − z+) δ(Z− − z−) . (4.74)
Thus, eq. (4.60) becomes:
Γ
[0]
e/e(Z+)Γ
[0]
e/e(Z−)
1
Z+Z−
B(s, 0) = B(s, 0) δ(Z+ − 1) δ(Z− − 1) , (4.75)
whence:
Γ
[0]
e/e(z) = δ(1− z) , (4.76)
which is the expected result (see eq. (2.15)).
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In keeping with the iterative procedure advocated before, by employing eq. (4.76) one
can immediately simplify eq. (4.61), which becomes:∫
dz+Γ
[1]
e/e(z+)
dσˆ
[0]
e+e−(z+pe+ , pe−)
dZ+dZ−
+
∫
dz−Γ
[1]
e/e(z−)
dσˆ
[0]
e+e−(pe+ , z−pe−)
dZ+dZ−
=
dσ¯
[1]
e+e−(p¯e+ , p¯e−)
dZ+dZ−
− dσˆ
[1]
e+e−(pe+ , pe−)
dZ+dZ−
. (4.77)
An implication of this result is that the O(α) parton-level contributions, which enter the
second term of the r.h.s. of eq. (4.77), have to be computed with z+ = z− = 1. This implies
that s will be used rather than sˆ (see eq. (4.12)) and, importantly, that eqs. (4.26) and (4.27)
will coincide with eqs. (4.33) and (4.34) (because the ξ and y variables of eq. (4.15) will be
the same as those of eq. (4.15)); likewise, eqs. (4.28) and (4.29) will coincide with eqs. (4.35)
and (4.36). Eq. (4.77) can be further simplified by using the Born result of eq. (4.74):Γ[1]e/e(Z+)
Z+
δ(Z− − 1) +
Γ
[1]
e/e(Z−)
Z−
δ(Z+ − 1)
B(s, 0)
=
dσ¯
[1]
e+e−(p¯e+ , p¯e−)
dZ+dZ−
− dσˆ
[1]
e+e−(pe+ , pe−)
dZ+dZ−
. (4.78)
Equation (4.78) has a remarkably simple dependence on the quantity it must be solved
for, Γ
[1]
e/e. We shall show in what follows that its r.h.s. also factorises B(s, 0), which is a
necessary condition for the PDF initial conditions to be process independent.
We conclude this section with a remark on the electron-mass dependence. We see in
eq. (4.71) that the mass enters in β and in the second term in the round brackets. While
the latter is process-specific, the former is not, being due to the flux. That renders it
universal, in spite of being of power-suppressed type when β is Taylor expanded. As such,
it could be included in the massless computations, e.g. by simply assigning the massive
flux to those cross sections. As far as the determination of the initial conditions for the
PDFs are concerned, this would not lead to any changes in the final results, and therefore
such an approach will not be pursued here.
 Soft and collinear n-body contributions
We consider here the non-virtual contributions to the cross sections of eqs. (4.65) and (4.69).
The term of collinear origin is only present in the case of massless electrons. By using
eq. (I.3.27) and eq. (I.A.16), we obtain:
dσˆ
(C,2)
e+e−
dµ2
= − α
2pi
3e2e log
µ2
Q2ES
B(s, 0) , (4.79)
with µ the factorisation scale, and QES the Ellis-Sexton scale (an arbitrary mass scale
used in FKS as a reference). For massless electrons, the soft cross section receives a single
contribution, due to the eikonal connecting the two incoming particles. From eq. (I.3.28):
dσˆ
(S,2)
e+e− =
α
2pi
E(0,0)12 M(2,0)12 dφ2 . (4.80)
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By using eq. (I.3.12) and eq. (A.6) of ref. [19] to obtain the expressions of the charge-linked
Born and of the E(0,0)12 eikonal factor, we obtain:
dσˆ
(S,2)
e+e−
dµ2
=
α
2pi
2e2e
(
1
2
log2
Q2ES
s
− pi
2
6
)
B(s, 0) . (4.81)
For what concerns the massive-electron cross section, one must also take into account the
self-eikonals of the two incoming lines. The analogue of eq. (4.80) thus reads:
dσ¯
(S,2)
e+e− =
α
2pi
(
E(m,m)12 M
(2,0)
12 + E(0,m)11 M
(2,0)
11 + E(0,m)22 M
(2,0)
22
)
dφ2 . (4.82)
Using again the results of refs. [18, 19] for the definitions of the charge-linked Borns and
of the eikonal factors, we arrive at:
dσ¯
(S,2)
e+e−
dµ2
= − α
2pi
2e2e
(
pi3
3
+
1
2
log2
m2
s
− log m
2
s
log
Q2ES
s
+ log
m2
s
− log Q
2
ES
s
)
B(s, 0) . (4.83)
Finally, thanks to eqs. (4.59) and (4.55), and bearing in mind that all 2→ 2 contributions
are kinematically identical to the Born one, the results of eqs. (4.79), (4.81), and (4.83)
can be turned into the doubly-differential cross section contributions we are interested in
simply by multiplying them by
δ(Z+ − 1) δ(Z− − 1) . (4.84)
 Degenerate (n+ 1)-body contribution
This contribution is absent in the massive-electron case, while for massless electrons it
reads as follows (see eq. (I.3.22)):
dˆ¯σ
(3)
e+e− = d
ˆ¯σ
(3)
e+
+ dˆ¯σ
(3)
e− . (4.85)
Bearing in mind that eq. (4.77) dictates that this cross section be computed with z+ =
z− = 1, and hence with s rather than with sˆ, one has:
dˆ¯σ
(3)
e+
(pe+ , pe−) =
α
2pi
Kee(1− ξ) dσˆ[0]e+e−((1− ξ)pe+ , pe−) dξ , (4.86)
dˆ¯σ
(3)
e− (pe+ , pe−) =
α
2pi
Kee(1− ξ) dσˆ[0]e+e−(pe+ , (1− ξ)pe−) dξ , (4.87)
where, from eq. (I.3.21):
Kee(1− ξ) = ξP<ee(1− ξ)
[(
1
ξ
)
+
log
s
µ2
+ 2
(
log ξ
ξ
)
+
]
− ξP ′<ee (1− ξ)
(
1
ξ
)
+
− e2eKee(1− ξ) . (4.88)
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The explicit expressions of the terms originating from the Altarelli-Parisi kernels can be
found e.g. in eq. (I.A.1):
P<ee(z) = e
2
e
1 + z2
1− z , (4.89)
P ′<ee (z) = −e2e (1− z) . (4.90)
Conversely, the term Kee(z) is arbitrary, and is defined only after having selected a given
subtraction scheme. In MS, Kee(z) ≡ 0; in a generic scheme, such a term is a distribution.
Finally, by using the results obtained before in the case of the Born contribution, we have:
dσˆ
[0]
e+e−((1− ξ)pe+ , pe−) = dσˆ
[0]
e+e−(pe+ , (1− ξ)pe−) =
B((1− ξ)s, 0) = 1
1− ξ B(s, 0) . (4.91)
In order to turn eq. (4.85) into the doubly-differential distribution we need, we have
to multiply by the δ’s that enforce the definitions of Z±, according to eq. (4.59) (note
that dµ2 = 1, see eq. (4.55)). The relevant expressions are those of eqs. (4.33) and (4.34),
computed in the collinear configurations y = 1 (for dˆ¯σ
(3)
e+
) and y = −1 (for dˆ¯σ(3)
e− ), which
thus read:
δ(Z+ − (1− ξ)) δ(Z− − 1) , (4.92)
δ(Z+ − 1) δ(Z− − (1− ξ)) , (4.93)
respectively. Owing to the symmetry between the two contributions, let us consider only
dˆ¯σ
(3)
e+
for the time being – the results for dˆ¯σ
(3)
e− will then follow straightforwardly. It is
tempting to use the first of the δ’s in eq. (4.92) to get rid of the ξ integration in eq. (4.86).
Although we shall show that this ultimately leads to the correct result, it is a dangerous
procedure (being formally incorrect), because Kee is not a regular function, but a distribu-
tion. This renders the formal use of the δ, as e.g. in the following expression(
1
ξ
)
+
δ(Z+ − (1− ξ)) dξ =
(
1
1− Z+
)
+
(4.94)
an ill-defined mathematical procedure. The interested reader can find in appendix A the
proof that eq. (4.94), and its analogues stemming from eq. (4.88), is indeed an identity.
Here, we limit ourselves to reporting the final result, which as was anticipated is the
following:
dˆ¯σ
(3)
e+
(pe+ , pe−)
dZ+dZ−
=
α
2pi
1
Z+
Kee(Z+) δ(Z− − 1)B(s, 0) , (4.95)
where by Kee(Z+) we understand the formal replacement of 1− ξ by Z+ on the r.h.s. of
eq. (4.88) (thus obtaining distributions such as that on the r.h.s. of eq. (4.94)). Likewise:
dˆ¯σ
(3)
e− (pe+ , pe−)
dZ+dZ−
=
α
2pi
1
Z−
Kee(Z−) δ(Z+ − 1)B(s, 0) . (4.96)
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 Real (n+ 1)-body contributions
In the massless-electron case, the relevant cross section stems from eqs. (4.64) and (4.59):
dσˆ
(3)
e+e−
dZ+dZ−
=
1
2
(
1
ξ
)
+
[(
1
1− y
)
+
+
(
1
1 + y
)
+
](
ξ2(1− y2)M(3,0)
)
× δ(Z+ − Z+(ξ, y)) δ(Z− − Z−(ξ, y)) dµ3
ξ
. (4.97)
Conversely, in the massive-electron case we need to consider eqs. (4.68) and (4.59):
dσ¯
(3)
e+e−
dZ+dZ−
=
(
1
ξ
)
+
(
ξ2M(3,0)
)
δ(Z+ − Z+(ξ, y)) δ(Z− − Z−(ξ, y)) dµ3
ξ
. (4.98)
The direct computation of the matrix elements that enter eq. (4.98) leads to the following
result:
ξ2M(3,0)(ξ, y) = m(3,0)0 (ξ, y) +
m2
s
m
(3,0)
2 (ξ, y) +
m4
s2
m
(3,0)
4 (ξ, y) , (4.99)
where:
m
(3,0)
0 =
[
1− y
(1− βy)2 +
1 + y
(1 + βy)2
]
C00
+
[
(1− β)2
(1− βy)2 +
(1− β)2
(1 + βy)2
]
C01 , (4.100)
m
(3,0)
2 =
[
1
(1− βy)2 +
1
(1 + βy)2
]
C21 , (4.101)
m
(3,0)
4 =
[
1
(1− βy)2 +
1
(1 + βy)2
]
C41 . (4.102)
We remind the reader that β has been defined in eq. (4.4), which implies:
m2
s
=
1
4
(
1− β2) . (4.103)
The coefficients Cij are functions of ξ, y, and β, whose crucial property is that of being
regular for any values of ξ and y, for any given β (including, importantly, β = 1, which
corresponds to the massless limit). Their explicit forms are not relevant here, except for
that of C00, that reads as follows:
C00 =
1
2β
m(3,0) , (4.104)
where m(3,0) is the reduced matrix element that enter eq. (4.97):
m(3,0)(ξ, y) = ξ2(1− y2)M(3,0)(ξ, y) , (4.105)
which again is a regular function, finite for any values of ξ and y.
The direct computation of eq. (4.97) is easily doable, while that of eq. (4.98) is much
more demanding. Fortunately, neither is actually necessary (nevertheless, the former has
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been carried out for checking purposes; its result is reported in appendix A). This is because,
as is shown by our master formula for determining the PDFs, eq. (4.78), only the difference
between the massive- and massless-electron real-emission cross sections is needed. Such a
difference can be computed by starting from the following observation. Let ρ be a small
positive dimensionless parameter:
0 < ρ 1 . (4.106)
One can prove the following identities among distributions:
1± y(
1± y1+ρ
)2 = −(log ρ2 + 1) δ(1± y) +
(
1
1± y
)
+
+O(ρ) , (4.107)
1(
1± y1+ρ
)2 = (1ρ + 32
)
δ(1± y) +
(
log
ρ
2
+ 1
)
δ′(1± y)
+
∞∑
j=2
(−1)j 2j−1
(j − 1) j! δ
(j)(1− y) +O(ρ) . (4.108)
These can be used in eqs. (4.100)–(4.102), by setting:
ρ =
1− β
β
≡ 2 m
2
s
+O
(
m4
s2
)
. (4.109)
Note that the rightmost side of eq. (4.109) is indeed consistent with eq. (4.106) in the
region m2  s of interest to us. By doing so, one observes the following facts:
1. Thanks to eq. (4.104), the contributions emerging from the plus distribution in
eq. (4.107) become identical (bar for an irrelevant 1/β prefactor) to those of the
massless-electron case, and account for all of them.
2. Because of eq. (4.103), only the 1/ρ term of eq. (4.108) gives a non-zero contribution
to m
(3,0)
2 .
3. For the same reason, the contribution due to m
(3,0)
4 can be discarded.
The bottom line is that the difference we are interested in is proportional to δ(1±y) factors,
and thus becomes essentially straightforward to compute. The final result is:
dσ¯
(3)
e+e−
dZ+dZ−
= e2e
α
2pi
(
l¯0 log
m2
s
+ ∆f¯0
)
B(s, 0) +
dσˆ
(3)
e+e−
dZ+dZ−
, (4.110)
where:
l¯0 = −1 + Z
2
+
Z+
(
1
1− Z+
)
+
δ(Z− − 1) +
[
Z+ ←→ Z−
]
, (4.111)
∆f¯0 = −2
(
1
1− Z+
)
+
δ(Z− − 1) +
[
Z+ ←→ Z−
]
. (4.112)
– 21 –
 Virtual contributions
Because of rule R.2 in sect. 4.1, the only contributions to Lµν(2,1) and L
µν
(2,1) in eqs. (4.42)
and (4.43) are due to a triangle graph associated with the e+e−γ vertex, and to a fermion
bubble in the photon propagator. According to the standard FKS conventions, one works
in the CDR scheme, and thus all momenta are in d dimensions; as a consequence of that,
the integrated hadronic tensor in eq. (4.54) is the one in d dimensions, whose scalar part
is given in eq. (4.52).
The computations are straightforward, and have been carried out with both Macsyma
and Mathematica, including analytical integral reduction. The results thus obtained have
then been renormalised in MS, by decoupling the massive electron where relevant. The
renormalised matrix elements still contain IR poles and, in order to extract the finite
part in the CDR scheme as demanded by the FKS procedure, we employ eq. (I.3.29)–
eq. (I.3.32). Apart from obtaining in this way the sought finite parts, we also check that
the IR singularity structures agree with what is expected from the general FKS formulae.
Note that, in CDR, the Born and charge-linked Born matrix elements that constitute part
of the pole residues must be evaluated in d dimensions. The results read as follows:
dσˆ
(V,2)
e+e−
dZ+dZ−
= e2e
α
2pi
[
− 92
9
+ pi2 − 4
3
log
µ2
s
− 3 log Q
2
ES
s
− log2 Q
2
ES
s
]
B(s, 0) δ(Z+ − 1) δ(Z− − 1) , (4.113)
dσ¯
(V,2)
e+e−
dZ+dZ−
= e2e
α
2pi
[
− 56
9
+
4
3
pi2 + log2
m2
s
− 1
3
(
7 + 6 log
Q2ES
s
)
log
m2
s
− 2 log Q
2
ES
s
]
B(s, 0) δ(Z+ − 1) δ(Z− − 1) . (4.114)
One finally needs to note that, owing to the decoupling of the massive lepton in the renor-
malisation prescription adopted here, the two α’s in eqs. (4.113) and (4.114) are not the
same. This issue can be addressed by a simple change of scheme, using the QED ana-
logue of e.g. eq. (3.5) of ref. [20] or eq. (2.1) of ref. [21]. Taking the formal QCD→QED
translation into account, that for the aforementioned equations entails
TF −→ e2e , (4.115)
we have:
αdec = αMS −
1
3pi
e2eα
2 log
µ2
m2
. (4.116)
Eq. (4.116) results in a relative O(α) term when applied at the Born level, while it in-
duces terms beyond NLO accuracy when applied at the NLO level. Only the former must
therefore be taken into account, which implies adding the following contribution:
dσ¯
(scheme)
e+e−
dZ+dZ−
= −4
3
e2e
α
2pi
log
µ2
m2
B(s, 0) δ(Z+ − 1) δ(Z− − 1) (4.117)
to the massive-electron cross section.
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4.1.6 Final result
We can now put together all of the results obtained thus far, and obtain the PDFs. We point
out that the O(α0) contribution has already been determined, and is given in eq. (4.76).
The O(α) contribution is obtained by solving eq. (4.78) for Γ[1]e/e. We have explicitly com-
puted all of the terms that enter the r.h.s. of eq. (4.78); for the reader’s convenience, we
summarise them here. In the massless-electron case these are given in eqs. (4.79), (4.81)
(both of these multiplied by the δ’s of eq. (4.84) in order to obtain the doubly-differential
cross section), (4.95), (4.96), (A.6), and (4.113). With massive electrons, we need to use
eqs. (4.83) (multiplied by the δ’s of eq. (4.84)), (4.110), (4.114), and (4.117). Some trivial
algebra leads to the following result:
dσ¯
[1]
e+e−(p¯e+ , p¯e−)
dZ+dZ−
− dσˆ
[1]
e+e−(pe+ , pe−)
dZ+dZ−
= e2e
[(
2 +
3
2
log
µ2
m2
)
δ(Z+ − 1)
+
1
Z+
(
(1 + Z2+)
(
1
1− Z+
)
+
log
µ2
m2
+Kee(Z+)
− (1 + Z2+)
[
2
(
log (1− Z+)
1− Z+
)
+
+
(
1
1− Z+
)
+
])]
×B(s, 0) δ(Z− − 1) +
[
Z+ ←→ Z−
]
, (4.118)
whose structure is a perfect match of the l.h.s. of eq. (4.78). The solution for Γ
[1]
e/e can be
given in a compact form by exploiting the identities:
1 + z2
(1− z)+ =
(
1 + z2
1− z
)
+
− 3
2
δ(1− z) , (4.119)
(1 + z2)
(
log (1− z)
1− z
)
+
=
(
1 + z2
1− z log(1− z)
)
+
+
7
4
δ(1− z) , (4.120)
which lead to:
Γ
[1]
e/e(z, µ
2) = e2e
[
1 + z2
1− z
(
log
µ2
m2
− 2 log(1− z)− 1
)]
+
+ e2eKee(z) . (4.121)
According to the discussion given in sects. 2 and 3, eqs. (4.76) and (4.121) constitute,
for any choice µ = µ0 ∼ m, the initial conditions for the the evolution equation (2.9) of
the electron PDFs. On the other hand, they could also be seen as a way to obtain the
leading terms of an NLO massive-electron cross section, whose origin can be traced back to
ISR off an electron/positron leg, by performing only short-distance massless-electron cross
section computations, according to eq. (3.3). The latter interpretation requires µ ∼ s,
and thus explicitly exposes large logarithms of the electron mass. We remark that similar
considerations apply to photon PDFs and to fragmentation functions.
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4.2 Determination of Γγ/e±
We start by observing that:
Γ
[i]
γ/e+
= Γ
[i]
γ/e− ≡ Γ
[i]
γ/e , ∀ i , (4.122)
Γ
[0]
γ/e(z) = 0 , (4.123)
and therefore that the only unknown quantity is Γ
[1]
γ/e, which is what we want to compute.
In order to do that, we shall consider the process(es):
e−µ− −→ e−µ−(γ) , (4.124)
which factorise the following coupling-constant combinations:
α2 e2e e
2
µ , (4.125)
α3 e2e e
2
µ
[
e2e(. . .) + eeeµ(. . .) + e
2
µ(. . .)
]
, (4.126)
at the LO and NLO respectively, with eµ the electric charge of the muon
7 in units of the
positron charge. We shall perform the calculation by imposing the following rules:
• R.3: At the NLO, only contributions proportional to α3 e2e e4µ will be kept.
• R.4: The muon is treated as a massless particle.
The first consequence of rule R.4 is that, also for the particle-level cross sections, we
shall regard the muon as a bare particle, whose collinear singularities are subtracted in an
arbitrary scheme (e.g. MS). This is not equivalent to saying that those cross sections are
physical, since they are not. However, it is irrelevant: owing to collinear factorisation, any
contribution due to branchings off the muon leg will drop out from Γ
[1]
γ/e. By taking this
fact and rule R.3 into account, from the factorisation formulae we obtain:
dσ¯
[1]
eµ→eµ(γ) = dσˆ
[1]
eµ→eµ(γ) + Γ
[1]
γ/e ? dσˆ
[0]
γµ→γµ , (4.127)
which we shall solve for Γ
[1]
γ/e. Therefore, thanks to the simplifying conditions induced by
rules R.3 and R.4, eq. (4.127) has the same form as eq. (4.78). For both of these equations,
the quantity ultimately relevant to the computation is the difference between the particle
and the partonic cross sections, evaluated with the same four-momentum configurations,
and which do not require any further integration over initial-state degrees of freedom.
It is remarkable that eq. (4.127), at variance with eq. (4.78), can be employed without
introducing the Z± observables.
7Henceforth, we shall omit the charge indices for the process of eq. (4.124) in order to simplify the
notation; note that the computation would be identical had we considered positrons and positively-charged
muons.
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4.2.1 Kinematics
The massive- and massless-electron kinematics configurations are denoted as follows in the
particle c.m. frame:
e(p¯1) + µ(p2) −→ e(p¯3) + µ(p4) + γ(p5) , (4.128)
e(p1) + µ(p2) −→ e(p3) + µ(p4) + γ(p5) , (4.129)
Because of eq. (4.127), we shall not need to parametrise explicitly the kinematics in the
partonic c.m. frame. In keeping with eqs. (2.6) and (4.5), we set:
s = (p¯1 + p2)
2 = (p1 + p2)
2 , (4.130)
whence:
p¯1 =
√
s
2
(
1 +m2/s, 0, 0, 1−m2/s) , (4.131)
p2 =
√
s
2
(
1−m2/s) (1, 0, 0,−1) , (4.132)
for the kinematic configuration of eq. (4.128), and:
p1 =
√
s
2
(1, 0, 0, 1) , (4.133)
p2 =
√
s
2
(1, 0, 0,−1) , (4.134)
for the configuration of eq. (4.129). In principle, all of the final-state partons may play the
role of the FKS parton; in practice, however, we shall show that only the case where such a
parton coincides with the outgoing electron is of interest to us. Clearly, when the electron
mass is different from zero, the usual momentum parametrisation must be generalised,
which we do in the following way:
p¯3 =
√
s
2
ξ
(
1, ~e
√
1− y2 β3, y β3
)
, β3 =
√
1− 4m
2
s ξ2
. (4.135)
The massless-electron limit of eq. (4.135) coincides with the usual parametrisation of the
momentum of the FKS parton:
p3 =
√
s
2
ξ
(
1, ~e
√
1− y2, y
)
. (4.136)
4.2.2 Short-distance cross sections
The O(α3) cross sections that appear in eq. (4.127) are written as in eq. (4.63):
α
2pi
dσˆ
[1]
eµ→eµ(γ) = dσˆ
(3)
eµ→eµγ + dˆ¯σ
(3)
eµ→eµ(γ) + dσˆ
(2)
eµ→eµ , (4.137)
α
2pi
dσ¯
[1]
eµ→eµ(γ) = dσ¯
(3)
eµ→eµγ + dσ¯
(3)
eµ→eµ(γ) + dσ¯
(2)
eµ→eµ . (4.138)
The massive-electron cross section of eq. (4.138) differs from that of eq. (4.66) owing to the
presence of the second term on the r.h.s. of the former equation. Such a term is non-null
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here owing to the masslessness of the incoming muon. We point out that, although the
eµ→ eµ Born cross section does not appear in eq. (4.127), it will still factor out of several
of the quantities on the r.h.s.’s of eqs. (4.137) and (4.138). We shall not need its explicit
expression, and we limit ourselves to remarking that, thanks to eq. (2.16), one has:
dσˆ[0]eµ→eµ = dσ¯
[0]
eµ→eµ . (4.139)
 2→ 2 contributions
The 2 → 2 cross sections on the r.h.s.’s of eqs. (4.137) and (4.138) have the general form
already used in eq. (4.65):
dσˆ(2)eµ→eµ = dσˆ
(C,2)
eµ→eµ + dσˆ
(S,2)
eµ→eµ + dσˆ
(V,2)
eµ→eµ , (4.140)
dσ¯(2)eµ→eµ = dσ¯
(C,2)
eµ→eµ + dσ¯
(S,2)
eµ→eµ + dσ¯
(V,2)
eµ→eµ . (4.141)
The three contributions on the r.h.s.’s of these equations are obtained by “dressing” the
Born diagram of fig. 1 with collinear factors, eikonal factors, and one-loop corrections,
respectively. As was the case for the degenerate (n + 1)-body contribution to eq. (4.138),
Figure 1: Born diagram relevant to the process eµ→ eµ.
the first term on the r.h.s. of eq. (4.141) is non-null because the muon is massless. From
eq. (I.3.27) one obtains8:
dσˆ(C,2)eµ→eµ =
α
2pi
[
−γ(µ) log µ
2
Q2ES
+ γ′(µ)− γ(µ) log s
Q2ES
]
dσˆ[0]eµ→eµ . (4.142)
Note that terms proportional to γ(e) and γ′(e) are absent, since their contributions violate
rule R.3. By taking eq. (4.139) into account, we also have:
dσ¯(C,2)eµ→eµ = dσˆ
(C,2)
eµ→eµ +
α
pi
[
− γ(µ) log 2E4√
s
+ C(µ)
(
log
2E2√
s
log
2E2
√
s
Q2ES
+ log
s
Q2ES
log
2E4√
s
+ log2
2E4√
s
)]
dσˆ[0]eµ→eµ . (4.143)
8The explicit forms of the charge factors C(a), γ(a), and γ′(a) can be found e.g. in ref. [18].
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A few remarks are in order here. Firstly, terms proportional to γ(e) and γ′(e) would not
appear on the r.h.s. of eq. (4.143) even without rule R.3, because the electron is massive.
Secondly, the logarithmic terms are non zero since (see eq. (4.132)):
E2 = E4 =
√
s
2
(
1− m
2
s
)
. (4.144)
Thirdly, while the terms that feature E4 can indeed be read directly from eq. (I.3.27), the
one that features E2 cannot. This is because in ref. [18] it was assumed, as is customary
in FKS, that both of the incoming particles are massless, and therefore that their energies
are equal to
√
s/2. It can be easily shown that one can relax the latter condition without
having to change anything in the subtraction procedure, at the price of introducing an
extra term, which is the one we are discussing here. By using eq. (4.144) and by expanding
in m2 we finally arrive at:
dσ¯(C,2)eµ→eµ = dσˆ
(C,2)
eµ→eµ +O
(
m2
s
)
. (4.145)
We now turn to the soft cross sections. Eq. (I.3.28) and rule R.3 imply that dσˆ
(S,2)
eµ→eµ
receives a single contribution, from the (24) eikonal. The same is true for dσ¯
(S,2)
eµ→eµ. By
taking into account eq. (4.139) and the fact that charged-link Borns are proportional to
the Born, we obtain:
dσ¯(S,2)eµ→eµ = dσˆ
(S,2)
eµ→eµ +O
(
m2
s
)
. (4.146)
Finally, owing to rule R.3 the sole virtual diagrams one must consider are those obtained
by dressing the graph of fig. 1 with a triangle on the µµγ vertex, and with a muon bubble
on the t-channel propagator. Therefore, any electron-mass dependence may only arise
when contracting the electron-line tensor with the one-loop subamplitudes (which are mass
independent). Thus, no terms proportional to logm2/s can possibly arise in dσ¯
(V,2)
eµ→eµ, which
implies:
dσ¯(V,2)eµ→eµ = dσˆ
(V,2)
eµ→eµ +O
(
m2
s
)
. (4.147)
From eqs. (4.145)–(4.147) we thus see that none of the 2 → 2 cross sections contribute to
eq. (4.127).
 Degenerate (n+ 1)-body contribution
In the massless-electron case, there is one contribution per incoming leg (one further con-
tribution associated with each leg is discarded because of rule R.3). Explicitly:
dˆ¯σ
(3)
eµ→eµ(γ) =
α
2pi
(
Kγe ? dσˆ[0]γµ→γµ +Kµµ ? dσˆ[0]eµ→eµ
)
. (4.148)
The ? operator in the two terms on the r.h.s. of this equation stands for the convolution
which is explicitly written in eqs. (4.86) and (4.87), respectively. The factors Kγe and
Kµµ can be obtained from Kee of eq. (4.88) by replacing the Altarelli-Parisi kernels and
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the scheme-defining function with those relevant to the branchings e → γe and µ → µγ,
respectively. We have:
P<µµ(z) =
e2µ
e2e
P<ee(z) , (4.149)
P ′<µµ(z) =
e2µ
e2e
P ′<ee (z) , (4.150)
and, from eq. (I.A.2):
P<γe(z) = P
<
ee(1− z) = e2e
1 + (1− z)2
z
, (4.151)
P ′<γe (z) = P
′<
ee (1− z) = −e2e z . (4.152)
The massive-electron analogue of eq. (4.148) reads instead:
dσ¯
(3)
eµ→eµ(γ) =
α
2pi
K¯µµ ? dσˆ[0]eµ→eµ , (4.153)
the only contribution being due to the incoming massless-muon leg, and with:
K¯µµ = Kµµ + 2 log 2E2√
s
ξP<µµ(1− ξ)
(
1
ξ
)
+
. (4.154)
The second term on the r.h.s. of eq. (4.154) is due to E2 not being equal to
√
s/2 (see
eq. (4.144)), as its 2 → 2 analogues on the r.h.s. of eq. (4.143). Exactly as in the 2 → 2
case, it thus amounts to a power-suppressed term, and therefore:
dσ¯
(3)
eµ→eµ(γ) − dˆ¯σ
(3)
eµ→eµ(γ) = −
α
2pi
Kγe ? dσˆ[0]γµ→γµ +O
(
m2
s
)
. (4.155)
We finally point out that the plus distributions contained in Kγe can be replaced with
ordinary functions. In fact, the subtraction at ξ = 0 corresponds to a soft electron and
therefore is not associated with any singularity. Indeed, from the explicit expression of Kγe
we see that the residue at that point vanishes.
 Real contributions
The diagrams that contribute to the real-emission cross sections are depicted in fig. 2.
The amplitudes associated with diagrams #1 and #2 (top row) are proportional to eee
2
µ,
while those associated with diagrams #3 and #4 (bottom row) are proportional to e2eeµ.
Therefore, owing to rule R.3, we can consider only the former two. The first implication
of this is that the set of the FKS pairs (see e.g. ref. [19]) is given by:
PFKS =
{
(5, 2), (5, 4), (3, 1)
}
. (4.156)
The sector (5, 2) captures soft-photon and µ‖γ initial-state collinear configurations. Like-
wise, the sector (5, 4) is associated with soft-photon and µ‖γ final-state collinear configu-
rations. Finally, the sector (3, 1) singles out the e‖ e initial-state collinear configurations.
Therefore, it is only the latter sector in the massive-electron case that may induce logm2/s
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Figure 2: Real-emission diagrams relevant to the process eµ→ eµγ.
terms, or constant terms not present in the massless-electron case, since such terms emerge
exclusively from quasi-collinear kinematics where potential singularities are screened by
the electron mass. This implies that:
dσ¯
(3)
eµ→eµγ,52 − dσˆ(3)eµ→eµγ,52 = O
(
m2
s
)
, (4.157)
dσ¯
(3)
eµ→eµγ,54 − dσˆ(3)eµ→eµγ,54 = O
(
m2
s
)
, (4.158)
having denoted by dσˆ
(3)
eµ→eµγ,ij and dσ¯
(3)
eµ→eµγ,ij the contribution to dσˆ
(3)
eµ→eµγ and dσ¯
(3)
eµ→eµγ ,
respectively, proportional to the Sij function relevant to the (i, j) FKS sector9. One is thus
left with computing the contributions due to the (3, 1) sector. In keeping with what was
done in sect. 4.1.5, we start by considering the massive-electron case, whose cross section
we write as follows:
dσ¯
(3)
eµ→eµγ,31 = S31M
(3,0)
dφ¯3 . (4.159)
9We have implicitly assumed that the S functions for the massive- and massless-electron cross sections
are identical. On top of being allowed by the freedom in the definition of the S functions, it can be shown
that this is actually the most convenient thing to do.
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Note that since the electron is massive this FKS sector does not require any subtraction.
The matrix element in eq. (4.159) reads as follows:
M(3,0) = 1
4
1
2s
e2e2e
1
q4
E
ρσ
W ρσ , (4.160)
having denoted by
q = p¯1 − p¯3 (4.161)
the momentum flowing in the t-channel photon of diagrams #1 and #2 of fig. 2. The
tensor associated with the eγe current is:
E
ρσ
= Tr
[
(/¯p3 −m)γρ(/¯p1 −m)γσ
]
= 2q2gρσ + 4p¯ρ1p¯
σ
3 + 4p¯
ρ
3p¯
σ
1 . (4.162)
The contribution of diagrams #1 and #2 stripped of the eγe current has been denoted by
W ρσ, and it reads as follows:
W ρσ =
∑
pol
(
Aρµ1 +Aρµ2
)(
Aσν1 +Aσν2
)∗
(−gµν) , (4.163)
where Aρµi denotes the amplitude associated with the diagrams of fig. 3, with the following
momenta and photon-index assignments (see eq. (4.129)):
γρ(q) + µ(p2) −→ γµ(p5) + µ(p4) . (4.164)
Note that since q2 6= 0, these amplitudes are off-shell. In eq. (4.163), the sum runs over the
Figure 3: Diagrams relevant to the process γµ → γµ. These are also the sub-graphs
obtained from diagrams #1 and #2 of fig 2 by stripping them of the eγe current.
muon polarization, and the factor −gµν is the result of summing over the outgoing-photon
polarization.
For what concerns the three-body phase space that appears in eq. (4.159), we decom-
pose it as follows:
dφ¯3 = dφ˜2 dφ1(3) , (4.165)
where
dφ˜2 = (2pi)
4δ (q + p2 − p4 − p5) d
3p4
(2pi)32p04
d3p5
(2pi)32p05
, (4.166)
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and, by using eq. (4.135):
dφ1(3) =
d3p¯3
(2pi)32p¯03
=
1
2(2pi)3
s β33
4
ξdξ dy dϕ , (4.167)
with ϕ an azimuthal angle that parametrises the transverse degrees of freedom ~e.
We now understand the integration of the r.h.s. of eq. (4.159) over dφ˜2, having fixed the
variables of dφ1(3). Thus, we regard the cross sections that enter eq. (4.127) as inclusive
quantities in dφ˜2 which, as was anticipated, still allows us to solve that equation for Γ
[1]
γ/e.
In practice, we do not need to perform such an integration explicitly. We only exploit it
in the following way: at the inclusive level, the tensor W ρσ may only depend on q and
p2. Furthermore, this tensor is transverse in q. Therefore, we can write it in the following
form:
W ρσ = T ρσ1 W1 + T
ρσ
2 W2 , (4.168)
where
T ρσ1 = −gρσ +
qρqσ
q2
, (4.169)
T ρσ2 = −
q2
(p2 ·q)2
(
pρ2 −
p2 ·q
q2
qρ
)(
pσ2 −
p2 ·q
q2
qσ
)
, (4.170)
and the scalar functions Wi depend only on q
2 and p2 ·q. Given W ρσ (e.g. as computed
from amplitudes like those on the r.h.s. of eq. (4.163)), these functions can be projected
out as follows:
W1 = −1
2
(
gρσ +
q2
(p2 ·q)2 p
ρ
2p
σ
2
)
W ρσ , (4.171)
W2 = −1
2
(
gρσ + 3
q2
(p2 ·q)2 p
ρ
2p
σ
2
)
W ρσ . (4.172)
By using the decomposition of eq. (4.168) in eq. (4.160), we see that two relevant quantities
are:
E
ρσ
T ρσ1 = −4
(
q2 + 2m2
)
, (4.173)
E
ρσ
T ρσ2 = −8q2
F
(1− F )2 , (4.174)
where
F =
1
2
ξ (1 + β3y) . (4.175)
Therefore:
M(3,0) = −1
4
1
2s
e2e2e
1
q4
[
4
(
q2 + 2m2
)
W1 + 8q
2 F
(1− F )2 W2
]
. (4.176)
Now observe that:
p2 ·q = 1
2
(s−m2) (1− F ) , (4.177)
q2 = −s
2
[
ξ
(
1 +
m2
s
)
− 4m
2
s
](
1− y
1 + ρ
)
, (4.178)
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where
ρ =
ξ(1− β3)− (4− ξ(1 + β3))m2/s
ξβ3(1−m2/s) = 2
(1− ξ)2
ξ2
m2
s
+O
(
m4
s2
)
. (4.179)
In the collinear (y → 1) and massless-electron limit, we have q2 → 0 as expected, and
p2 ·q → s(1− ξ)/2. Therefore, by regarding the r.h.s. of eq. (4.176) as an expansion in q2,
the dominant terms in the collinear limit will be proportional to 1/q4 and 1/q2. However,
one must not exclude the possibility that either (or both) of the residue(s) of these terms is
(are) equal to zero. In order to check this, we must study the behaviour of the Wi functions
in the q2 → 0 limit. By means of an explicit computation we obtain what follows:
W1 = W2 =
1
2
Bγµ→γµ +O(q2) , (4.180)
where Bγµ→γµ is the matrix element squared and summed over all polarisations of the
process γµ→ γµ. The momenta are assigned as in eq. (4.164) with q2 = 0, which implies
q = (1− ξ)p1. In other words:
M(2,0)γµ→γµ
(
(1− ξ)p1, p2
)
=
1
4
1
2(1− ξ)s Bγµ→γµ . (4.181)
Equation (4.180) implies that both the 1/q4 and the 1/q2 appear non-trivially in eq. (4.176).
By using the expression of q2 given in eq. (4.178), the former term is dealt with by means
of the identity of eq. (4.108). As far as the 1/q2 term is concerned, another distribution
identity is necessary, namely:
1
1− y1+ρ
= − log ρ
2
δ(1− y) +
(
1
1− y
)
+
+O(ρ) . (4.182)
After employing eqs. (4.108) and (4.182) in eq. (4.176), one can safely set m = 0 in the
latter. The resulting cross section of eq. (4.159) is the sum of two terms: one proportional
to δ(1− y), and one proportional to 1/(1− y)+. It is easy to see that the latter is nothing
but the real-emission contribution of the (3, 1) FKS sector to the massless-electron cross
section. The former term must be explicitly computed, which is straightforward owing to
the simplifications induced by δ(1−y). In particular, such a δ will allow us to use eq. (4.180)
with all of the O(q2) terms identically equal to zero; in other words, the quantity on the
l.h.s. of eq. (4.181) will naturally emerge. We also have:
δ(1− y) dφ˜2 = δ(1− y) dφ2
(
(1− ξ)s) , (4.183)
δ(1− y)F = δ(1− y) ξ +O
(
m2
s
)
, (4.184)
δ(1− y)S31 = δ(1− y) , (4.185)
where the dφ2 on the r.h.s. of eq. (4.183) is the two-body massless phase space with incoming
energy squared equal to (1 − ξ)s. By putting all this together, some trivial algebra leads
us to the final result:
dσ¯
(3)
eµ→eµγ,31 − dσˆ(3)eµ→eµγ,31 =
α
2pi
Qγe ? dσˆ[0]γµ→γµ +O
(
m2
s
)
, (4.186)
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where
Qγe(1− ξ) = −e2e
[
1 + ξ2
1− ξ
(
2 log
1− ξ
ξ
+ log
m2
s
)
+
2ξ
1− ξ
]
. (4.187)
4.2.3 Final result
We can now use eqs. (4.145), (4.146), (4.147), (4.155), (4.157), (4.158), and (4.186) in
eq. (4.127). We obtain:
Γ
[1]
γ/e(z) = −Kγe(z) +Qγe(z) . (4.188)
Therefore:
Γ
[1]
γ/e(z, µ
2) = e2e
1 + (1− z)2
z
(
log
µ2
m2
− 2 log z − 1
)
+ e2eKγe(z) . (4.189)
By comparing this result with that of eq. (4.121), we see that:
Γ
[1]
γ/e(z)− e2eKγe(z) = Γ
[1]
e/e(1− z)− e2eKee(1− z) , z < 1 . (4.190)
We thus find that the z → 1 − z symmetry property characteristic of the unsubtracted
Altarelli-Parisi kernels Pee and Pγe also holds for the unsubtracted QED PDFs at O(α),
up to scheme-change terms. This is nicely consistent with the idea of collinear factorisation.
It would be tempting to conclude that it is also an indication that:
Kγe(z) = Kee(1− z) , z < 1 . (4.191)
While eq. (4.191) constitutes a valid choice (in particular, it is trivially true in MS), the
current computation cannot possibly suggest that it is the only suitable choice.
We finally point out that the procedure followed above implies that the quantity:
α
2pi
Qγe(z) = e2e
α
2pi
[
1 + (1− z)2
z
log
(1− z)2s
z2m2
− 2(1− z)
z
]
(4.192)
is the kernel that collects all universal (i.e. independent of the process and of the subtraction
scheme) purely collinear terms of the e(1) → γ(z)e(1 − z) splitting. As such, it must be
equivalent to the Weizsaecker-Williams (WW) function. This is indeed the case: eq. (4.192)
coincides e.g. with eq. (27) of ref. [22], provided that in the latter: a) one identifies E2θ2c
with s (which can be understood from the physical viewpoint by noting that E2θ2c is the
“large” scale of the problem); b) one neglects all terms which are suppressed by powers
of m2 (some of these have been kept in ref. [22], while they are strictly discarded here).
Equation (4.188) thus clarifies the relationship between the WW function and Γ
[1]
γ/e(z),
which do not coincide (as is clear in general from the fact that the PDF depends on an
arbitrary mass scale (µ) and is defined in an arbitrary scheme).
5 Initial conditions for PDFs through collinear factorisation
The results obtained in sects. 4.1 and 4.2 have, among other things, three key properties,
which we now enumerate. One of these will provide a way to compute the PDFs in
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an alternative and simpler way w.r.t. what was done so far (namely through collinear-
factorisation properties), thus allowing a quick determination of the photon PDFs, Γe/γ
and Γγ/γ .
• Consistency with evolution equations. Electron and photon PDFs must obey the DGLAP
equations (2.9). By employing eqs. (2.10) and (2.15), in the case of the electron PDFs
eq. (2.9) reads:
∂Γ
[1]
i/e
∂ logµ2
= P
[0]
ie , (5.1)
where we have added (w.r.t. to the notation used in the rest of this paper) an index [0] to
the lowest-order splitting kernel, in order to avoid confusions. Equation (5.1) is manifestly
fulfilled by Γ
[1]
e/e of eq. (4.121) and by Γ
[1]
γ/e of eq. (4.189) – note that the scheme-change terms
must be, by construction, independent of µ. In the case of the photon PDFs, eq. (2.9) leads
to:
∂Γ
[1]
i/γ
∂ logµ2
= P
[0]
iγ . (5.2)
• Momentum and charge conservation. In pure QED, the condition of momentum con-
servation in the branchings of a fermion f± with electric charge ±1 reads, in terms of its
PDFs (by ignoring other fermion families):
1 =
∫ 1
0
dz z
(
Γf±/f±(z) + Γγ/f±(z) + Γf∓/f±(z)
)
. (5.3)
By taking f to be an electron or a positron and by using eq. (2.15), at the first non-trivial
order in α eq. (5.3) becomes:
0 =
∫ 1
0
dz z
(
Γ
[1]
e/e(z) + Γ
[1]
γ/e(z)
)
. (5.4)
With the explicit results of eqs. (4.121) and (4.189) we can verify that the terms not related
to the change of scheme fulfill eq. (5.4), and therefore that the latter can be turned into a
condition that the scheme-change terms must fulfill as well:∫ 1
0
dz z
(
Kee(z) +Kγe(z)
)
= 0 . (5.5)
The analogue of eq. (5.3) for the branchings of a photon reads:
1 =
∫ 1
0
dz z
(
Γγ/γ(z) + Γf+/γ(z) + Γf−/γ(z)
)
. (5.6)
By taking eq. (2.15) into account, and by considering only the lightest lepton family as
representative of charged fermions, at the first non-trivial order in α eq. (5.6) becomes:
0 =
∫ 1
0
dz z
(
Γ
[1]
γ/γ(z) + 2Γ
[1]
e/γ(z)
)
. (5.7)
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Finally, with the same assumptions as for eq. (5.3), the charge-conservation condition for
f± reads:
1 =
∫ 1
0
dz
(
Γf±/f±(z)− Γf∓/f±(z)
)
. (5.8)
For the electron at O(α) and again thanks to eq. (2.15), this implies:
0 =
∫ 1
0
dz Γ
[1]
e/e(z) , (5.9)
which can be seen immediately to be fulfilled (possibly bar for the scheme-change term) by
eq. (4.121). Therefore, in analogy to eq. (5.4), eq. (5.9) can be used to impose a constraint
of the Γe/e scheme-change term: ∫ 1
0
dz Kee(z) = 0 . (5.10)
• What determines the PDFs. As far as the contributions to Γ[1]i/e(z) are concerned, the
computations of sects. 4.1 and 4.2 show that they originate from the following three different
sources.
1. For z < 1, the difference between the real-emission massive-electron cross section, and
its massless-electron counterpart. Crucially, such a difference leads to logarithmically-
enhanced and/or constant terms in the electron mass only in the kinematics region
dominated by the collinear splittings of the incoming electron.
2. For z < 1, the contribution to the (n + 1)-body degenerate cross section due to the
incoming electron leg.
3. For z = 1, the soft-subtraction terms of the two contributions above, plus the differ-
ences between the massive- and massless-electron cross sections for all of the Born-like
cross sections.
This suggests an alternative procedure for the determination of the PDFs. Let us first deal
with the case of Γ
[1]
e/e to be definite. Consider the (n+ 1)-body process:
e+ x2 −→ x3 + . . . xn+2 + γ , (5.11)
with xi being particles/partons whose nature is unimportant here, and its n-body coun-
terpart:
e+ x2 −→ x3 + . . . xn+2 . (5.12)
The master equation to be solved for Γ
[1]
e/e(z) for z < 1 is:
dσ¯(n+1) − dσˆ(n+1) − dˆ¯σ(n+1) = α
2pi
Γ
[1]
e/e ? dσˆ
(n) . (5.13)
With abuse of notation, we have written the real-emission and degenerate cross sections in
eq. (5.13) as if they were the exact ones, but we actually mean to use simplified forms in
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keeping with items 1 and 2 above. As far as the real-emissions contribution is concerned,
we shall employ:
dσ¯(n+1) = Sn+3,1M(n+1,0)dφn+1 , (5.14)
M(n+1,0) = 2e
2
(k1 − kn+3)2 −m2 P
<
e?e (z) M(n,0)(zk1) . (5.15)
We have labelled the outgoing photon with index n+ 3; thus, the S function Sn+3,1 selects
kinematic configurations where the photon is collinear to the incoming electron. Further-
more, the real-emission matrix element of eq. (5.15), relevant to the process of eq. (5.11),
is taken equal to its collinear limits, computed according to the procedure outlined in
appendix B (see in particular eq. (B.16)). The n-body matrix element on the r.h.s. of
eq. (5.15) is the one relevant to the process of eq. (5.12). Finally, the absence of soft sub-
tractions in eq. (5.14) is due to the fact that the solution obtained from eq. (5.13) is valid
only for z < 1. As far as the degenerate cross section is concerned, following item 2 we
need to consider only the contribution due to emissions from leg 1. Thus, from eq. (4.86)
we obtain:
dˆ¯σ(n+1) =
α
2pi
Kee ? dσˆ(n) , (5.16)
dσˆ(n) = M(n,0)dφn , (5.17)
and Kee given in eq. (4.88) (without the plus prescriptions).
Given these cross sections, the idea is the following. Since the leading behaviour for
m → 0 of the real-emission cross section results from integrating over collinear photon-
electron configurations, the relevant kinematics quantities are explicitly given in the pref-
actor on the r.h.s. of eq. (5.15). The integration itself is then performed, trivially, by means
of identities such as those of eqs. (4.107), (4.108), and (4.182). These do not allow one
to obtain dσ¯(n+1), but rather the difference dσ¯(n+1) − dσˆ(n+1), which however is the only
thing that matters given eq. (5.13). In the process, we expect dσˆ(n) to factorise.
Having done this, the solution at z = 1 is obtained by using either the momentum- or
the charge-conservation condition. The consistency with evolution equations could be used
as well, but it turns out not to be necessary. We point out that momentum conservation
requires one to solve first for both Γ
[1]
e/e and Γ
[1]
γ/e for z < 1. This is feasible, since it
should be clear that the procedure outlined above can in fact be applied to any kind of
splittings (including those in which it is an initial-state photon that splits), with only trivial
modifications to eqs. (5.13), (5.15), and (5.16).
• Relationships with QCD results. The previous item renders it clear that there are strict
similarities between the PDFs which are computed here, and the so-called parton-to-parton
(p2p henceforth) PDFs which emerge in the context of factorisation theorems in QCD;
the same remark applies to fragmentation functions (FFs) as well. One must keep in
mind that while the electron and photon QED PDFs and FFs are directly connected
with physical cross sections, their p2p QCD counterparts enter unphysical factorisation
formulae, whose connections with observable quantities always imply the introduction of
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long-distance objects (the proper hadronic PDFs and FFs10). With this observation in
mind, and provided that one relies on QCD factorisation formulae written in the same way
as eq. (3.3), one can obtain the QED PDFs and FFs from their p2p QCD analogues by
taking the abelian limit of the latter; furthermore, the p2p PDFs and FFs must have been
computed with one massive flavour (which in the abelian limit will play the role of the
electron in QED); the contributions of the massless flavours must be discarded.
The previous conditions imply that, with the exception of final-state b quarks (for the
reasons explained in footnote 10), the QCD results we are interested in are those generally
called “variable flavour number scheme” approaches, in which one studies the cross sections
where one massive flavour (typically, the b quark) undergoes a transition from a kinematical
regime where its mass is not negligible to another regime where it can be treated as if it
were massless. As far as the initial-state case (i.e. the PDFs) is concerned, the first NLO
results can be found in ref. [23] (see e.g. ref. [24] for their explicit applications to cross
section computations). We must note that these results do not include the case of the b-to-
b PDF (i.e. the analogue of Γe/e computed here), since this would require the assumption of
an intrinsic b-quark hadronic component, which is typically not made. Such a quantity has
been computed in the context of DIS in ref. [25]. Conversely, the final-state case (i.e. the
FFs) has been considered in ref. [12] (b-to-b, on which we shall further comment in sect. 6.2)
and in ref. [26] (the other flavours). We also point out that the QED e-to-γ FF has several
analogies with the (massive) quark-to-γ FF, computed at the NLO in QCD in ref. [27] (we
shall briefly return on this point in sect. 6.3).
We conclude this discussion with two observations. Firstly, the QCD results are gen-
erally derived in the MS scheme11. In QED, it is convenient to be able to exploit the
flexibility associated with changing the subtraction scheme – we shall show this explicitly
in ref. [10] and subsequent publications. Secondly, having established at the NLO the
close relationships between the QED PDFs and FFs as computed here and their p2p QCD
counterparts, it appears safe to assume that these will hold true also at orders higher than
NLO. Thus, one could exploit the (N)NLO computations of refs. [28–30] (initial state) and
refs. [31, 32] (final state).
5.1 Kinematics
We parametrise the momenta of the partons involved in the splitting of interest as follows:
k1 =
√
s
2
(1, 0, 0, β1) (5.18)
kn+3 =
√
s
2
ξ
(
1, ~e
√
1− y2 βn+3, y βn+3
)
, (5.19)
10 This statement is true also in the case of the b-quark (taken as representative of any massive quark
that hadronises) FF. However, this is a special case: the b-quark to B-hadron FF can formally be set equal
to δ(1− z) without causing the corresponding cross sections to diverge. In other words, the b-quark can be
regarded as an object which can be tagged in isolation.
11See sect. 8 of ref. [20] for an exception to this statement; that paper builds upon the results of ref. [12].
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with ki the momentum of parton i (as e.g. in eq. (5.11)), s = (k1 + k2)
2 and:
β1 =
√
1− 4m
2
1
s
, βn+3 =
√
1− 4m
2
n+3
s ξ2
. (5.20)
As usual, we identify ξ = 1− z, z being that which appears in eq. (5.15). The masses m1
and mn+3 can be either equal to the electron mass m or to zero, depending on the type of
branching being studied. We point out the following fact. The expression of the momentum
of the incoming parton in eq. (5.18) is the same as that in eq. (4.4), but differs from that
in eq. (4.131). The difference in the latter two forms is due to the fact that the FKS cross
sections are written in the incoming partons c.m. frame, hence the parametrisation of the
momentum of parton 1 depends (also) on the mass of parton 2. By employing eq. (5.18),
we have assumed that the mass of parton 2 is equal to m1. This might appear odd,
since parton 2 never appears in the procedure advocated in this section for the extraction
of the PDFs. In fact, such choices do not have an impact on the final results, and are
made with the sole purpose of simplifying the computation. This is because the PDF we
seek to calculate is a purely collinear quantity, and hence is invariant under longitudinal
boosts. Therefore, computations carried out in any two frames connected by longitudinal
boosts will necessarily lead to the same PDFs. An a posteriori evidence in support of this
argument is the fact that we shall obtain here the same result for Γ
[1]
γ/e as in eq. (4.189), in
spite of the difference between eq. (5.18) and eq. (4.131).
The (n+ 1)-body phase-space is:
dφn+1(k1, . . . kn+3) = dφ˜n(k1, . . . kn+3) dφ1(kn+3) , (5.21)
dφ˜n(k1, . . . kn+3) = (2pi)
4δ
(
k1 + k2 −
n+3∑
i=3
ki
)
n+2∏
i=3
d3ki
(2pi)32k0i
, (5.22)
dφ1(kn+3) =
d3kn+3
(2pi)32k0n+3
=
1
2(2pi)3
sβ3n+3
4
ξdξ dy dϕ . (5.23)
For future use, we note the property:
dφ˜n(k1, . . . kn+3) δ(1− y) m1→0 ,mn+3→0−→ dφn
(
(1− ξ)k1, . . . kn+2
)
δ(1− y) . (5.24)
The leftmost quantity on the r.h.s. of eq. (5.24) is the actual n-body phase-space with
incoming massless legs and incoming energy squared equal to (1− ξ)s.
5.2 Determination of Γe/e
In this case, the relevant branching is e→ e?γ, whence m1 = m and mn+3 = 0. With the
QED version of eq. (B.17), eq. (5.14) becomes:
dσ¯(n+1) = Sn+3,1e2e2e
[
1
k1 ·kn+3
1 + (1− ξ)2
ξ
− (1− ξ)m
2(
k1 ·kn+3
)2
]
× M(n,0)((1− ξ)k1) s
8(2pi)3
ξdξdydϕdφ˜n . (5.25)
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With eqs. (5.18) and (5.19):
k1 ·kn+3 = s
4
ξ (1− β1y) ≡ s
4
ξ
(
1− y
1 + ρ
)
, (5.26)
where as was done in eq. (4.109) we have defined:
ρ =
1− β1
β1
= 2
m2
s
+O
(
m4
s2
)
. (5.27)
One can then replace eq. (5.26) into eq. (5.25), and employ the identities in eqs. (4.182)
and (4.108) for the first and second term in the square brackets, respectively, which also
allows one to set equal to zero all mass terms that are not explicitly written in eq. (5.25)
and in ρ. By doing so, a number of things follow. Firstly, the plus-distribution contribution
of eq. (4.182) results in the collinearly-subtracted massless-electron cross section dσˆ(n+1).
All of the remaining contributions are then proportional to δ(1− y), and one can exploit:
Sn+3,1δ(1− y) = δ(1− y) , (5.28)
and eq. (5.24). From this and from the matrix element on the r.h.s. of eq. (5.25), the
reduced cross section of eq. (5.17) (evaluated at the reduced c.m. energy (1− ξ)s) emerges
naturally. By performing the trivial y and ϕ integrations we finally obtain:
dσ¯(n+1) = dσˆ(n+1) +
α
2pi
e2e
[
1 + (1− ξ)2
ξ
log
s
m2
− 2 1− ξ
ξ
]
× dσˆ(n)((1− ξ)k1) dξ . (5.29)
We can now replace this result into our master equation (5.13). By using there the explicit
expression of the degenerate cross section, by identifying ξ with 1 − z, and by solving for
Γ
[1]
e/e(z), we obtain again eq. (4.121), with the exception of the plus prescription (since we
have worked here with z < 1). However, the contribution at z = 1 can be readily obtained
by exploiting the charge-conservation condition of eq. (5.9).
As a final technical aside, we point out that, in order to obtain the third term in the
round brackets of eq. (4.121) with the procedure we have followed here, the factor 1− ξ in
the numerator of the second term in the square brackets of eq. (5.25) is crucial. In turn,
this is a direct consequence of the crossing we have employed in app. B to determine the
massive spacelike splitting kernels.
5.3 Determination of Γγ/e
In this case, the relevant branching is e→ γ?e, whence m1 = m and mn+3 = m. With the
QED version of eq. (B.18), eq. (5.14) becomes:
dσ¯(n+1) = Sn+3,1e2e2e
[
1
k1 ·kn+3 −m2
1 + ξ2
1− ξ −
(1− ξ)m2(
k1 ·kn+3 −m2
)2
]
× M(n,0)((1− ξ)k1) s
8(2pi)3
β3n+3 ξdξdydϕdφ˜n . (5.30)
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The analogue of eq. (5.26) reads:
k1 ·kn+3 −m2 = s
4
(
ξ − 4m
2
s
)(
1− y
1 + ρ
)
, (5.31)
having defined
ρ =
ξ(1− β1βn+3)− 4m2/s
ξβ1βn+3
= 2
(1− ξ)2
ξ2
m2
s
+O
(
m4
s2
)
. (5.32)
We can now perform the same algebraic operations already carried out in sect. 5.2, to
obtain what follows:
dσ¯(n+1) = dσˆ(n+1) +
α
2pi
Qγe ? dσˆ(n) , (5.33)
namely, the very same result as in eq. (4.186). This implies that we also obtain again the
final result for Γ
[1]
γ/e already reported in eq. (4.189).
5.4 Determination of Γe/γ
In this case, the relevant branching is γ → e?e, whence m1 = 0 and mn+3 = m. With the
QED version of eq. (B.19), eq. (5.14) becomes:
dσ¯(n+1) = Sn+3,1e2e2e
[
(1− ξ)2 + ξ2
k1 ·kn+3 +
(1− ξ)m2(
k1 ·kn+3
)2
]
× M(n,0)((1− ξ)k1) s
8(2pi)3
β3n+3 ξdξdydϕdφ˜n . (5.34)
The analogue of eq. (5.26) reads:
k1 ·kn+3 = s
4
ξ (1− βn+3y) ≡ s
4
ξ
(
1− y
1 + ρ
)
, (5.35)
with:
ρ =
1− βn+3
βn+3
=
2
ξ2
m2
s
+O
(
m4
s2
)
. (5.36)
A simple algebra leads one to:
dσ¯(n+1) = dσˆ(n+1) +
α
2pi
e2e
[(
ξ2 + (1− ξ)2) log sξ2
m2
+ 2ξ(1− ξ)
]
× dσˆ(n)((1− ξ)k1) dξ . (5.37)
The relevant (n+ 1)-body degenerate cross section is:
dˆ¯σ(n+1) =
α
2pi
Keγ ? dσˆ(n) , (5.38)
Keγ(z) = P<eγ(z)
(
log
s
µ2
+ 2 log(1− z)
)
− P ′<eγ (z)− e2eKeγ(z) . (5.39)
By using:
P<eγ(z) = e
2
e
(
z2 + (1− z)2) , (5.40)
P ′<eγ (z) = −e2ez(1− z) , (5.41)
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we finally obtain:
Γ
[1]
e/γ(z, µ
2) = e2e
(
z2 + (1− z)2) log µ2
m2
+ e2eKeγ(z) . (5.42)
This result fulfills eq. (5.2), as expected. Note that it is also valid at z = 1, since the
branching γ → e?e cannot induce soft singularities.
5.5 Determination of Γγ/γ
The absence of a γ → γX splitting at O(α) implies that all of the cross sections on the
l.h.s. of eq. (5.13) are identically equal to zero. This implies that the photon-to-photon
PDF must have the following form:
Γ
[1]
γ/γ(z, µ
2) =
(
A log
µ2
m2
+B
)
δ(1− z) . (5.43)
Neglecting the scheme-change term in eq. (5.42) for the time being, eq. (5.7) implies:
A log
µ2
m2
+B + 2e2e log
µ2
m2
∫ 1
0
dz z
(
z2 + (1− z)2) = 0 . (5.44)
By solving for A and B one obtains:
A = −2
3
e2e , (5.45)
B = 0 . (5.46)
By introducing an arbitrary change-of-scheme function, the photon PDFs then reads:
Γ
[1]
γ/γ(z, µ
2) = −2
3
e2e log
µ2
m2
δ(1− z) + e2eKγγ(z) , (5.47)
where, analogously to eq. (5.5):∫ 1
0
dz z
(
Keγ(z) +Kγγ(z)
)
= 0 . (5.48)
The result of eq. (5.47), which can be immediately extended to the case of several massive
charged fermions, fulfills eq. (5.2).
6 Initial conditions for fragmentation functions
What has been done in sect. 5 can also be applied to the case in which one considers
final-state, rather than initial-state, branchings. There, it is one of the outgoing partons
whose momentum becomes constrained by the object that plays the same role as the one
played by the PDFs so far – namely, the fragmentation function (FF). The FKS formalism
has been extended to include FFs in ref. [18]; the formulae are given in that paper for
QCD, but it is immediate to covert them into their QED counterparts, which is what we
are interested in here, by means of eqs. (B.8) and (B.9).
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We shall write the cross section for the production of a particle H as follows:
dσH =
∑
p
dσˆp ? DH/p , (6.1)
whose explicit definition can be found in ref. [18]12. We shall employ eq. (6.1) up to the
first non-trivial order in α with:
p, H ∈ {e+, e−, γ} . (6.2)
The notation of eq. (6.1) understands that:
DH/p : p
fragments−→ H . (6.3)
In QED, the FFs admit a perturbative expansion:
DH/p(z) = D
[0]
H/p(z) +
α
2pi
D
[1]
H/p(z) +O(α2) , (6.4)
where, analogously to eq. (2.15), we must have:
D
[0]
H/p(z, µ
2) = δHp δ(1− z) . (6.5)
The basic idea behind eq. (6.1) is the following: compute the particle cross section on the
l.h.s. with massive electrons, and keep the dominant terms as m → 0; compute the sub-
tracted partonic cross sections on the r.h.s. with massless electrons; and solve for DH/p(z).
By performing this procedure in the context of complete-process computations one is con-
ceptually on the very same footing as in sects. 4.1 and 4.2. However, we have shown in
sect. 5 how such lengthy computations can be bypassed by exploiting the fact that the
PDFs are entirely determined by collinear contributions. Since this property holds for FFs
as well, we shall use a similar technique also in the present case. Our master equation is
thus the analogue of eq. (5.13), and reads as follows:
dσ¯(n+1) − dσˆ(n+1) − dˆ¯σ(n+1) = α
2pi
dσˆ(n) ? D
[1]
H/p . (6.6)
Note that, as was already done in the case of the PDFs, the fragmenting parton p is fixed
here, and not summed over as in eq. (6.1), which is meaningful since we are working at the
level of individual branchings. As in the case of the PDFs, eq. (6.6) is meant to be used for
z < 1. Although we have employed the same notations for the quantities on the l.h.s. of
eq. (6.6) as in eq. (5.13), their meanings are different. In particular, we need to consider
the (i, j) FKS sector, where we identify the momentum of j with that of the particle H
(and obviously the flavour of j is the same as H, aj = H), and the real matrix element is
replaced by its collinear limit:
dσ¯(n+1) = SijM(n+1,0)dφn+1 , (6.7)
M(n+1,0) = 2e
2
(ki + kj)2 −m2p
P<Hp? (z) M(n,0)(kp) . (6.8)
12In that paper, DH/p had been denoted by D
(p)
H . The current notation is used in order to be as consistent
as possible with the case of the PDFs.
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Note the complete analogy between these equations and eqs. (5.14) and (5.15). As before,
we expect that from the explicit evaluation of eq. (6.7) the Sij contribution to the massless
electron cross section, namely the second term on the l.h.s. of eq. (6.6), will emerge. As
far as the third term there is concerned, this degenerate (n+ 1)-body cross section in the
presence of a FF can be read from eq. (4.85) of ref. [18]. We write it in a similar fashion
as eq. (5.16):
dˆ¯σ(n+1) =
α
2pi
dσˆ(n) ?KFINHp , (6.9)
where:
KFINab (z) = (1− z)
{
−
(
1
1− z
)
+
P ′<ab (z)−
KFFab (z)
1− z (6.10)
+
[(
1
1− z
)
+
(
log
s
µ2
+ 2 log
2zEp√
s
)
+ 2
(
log (1− z)
1− z
)
+
]
P<ab(z)
}
.
In ref. [18] the analogy between eqs. (6.10) and (4.88) has been commented upon at length,
and the interested reader is referred to that paper for more details on this. Similarly to
sect. 5, given that eq. (6.6) can be used only for z < 1, the plus prescriptions of eq. (6.10)
will become ordinary functions, thus allowing one to simplify the (1− z) prefactor. Finally,
the n-body cross section on the r.h.s. of eq. (6.6) has the same form as in eq. (5.17); it is
understood that the parton p is present in the final state.
6.1 Kinematics
We parametrise the momenta of the FKS parton and its sister by generalising what was
done in sect. 4.4 of ref. [16]:
ki =
√
s
2
ξi (1, βikˆi) , kˆi = pˆiR ≡
(
~ei
√
1− y2i , yi
)
, (6.11)
kj =
√
s
2
ξj (1, βj kˆj) , kˆj = pˆj R , (6.12)
with R a suitable three-dimensional rotation matrix, and:
βi =
√
1− 4m
2
i
s ξ2i
, βj =
√
1− 4m
2
j
s ξ2j
, (6.13)
with:
pˆi = (0, 0, 1) , pˆj =
(
~ej
√
1− y2j , yj
)
. (6.14)
Thus:
ki ·kj = s
4
ξiξj(1− βiβjyj) . (6.15)
We exploit this parametrisation by writing the (n+ 1)-body phase space as follows:
dφn+1(k1, . . . kn+3) = dφ˜n−1(k1, . . . kn+3) dφ1(ki) dφ1(kj) , (6.16)
dφ˜n−1(k1, . . . kn+3) = (2pi)4δ
(
k1 + k2 −
n+3∑
k=3
kk
) ∏
k 6=i,j
d3kk
(2pi)32k0k
, (6.17)
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where the 1-body phase space is given in eq. (5.23). These expressions will be manipulated
by using the change of variables which is customary in FKS:
(ξi, ξj) −→ (ξp, z) , (6.18)
where
ξi = (1− z)ξp , ξj = zξp =⇒ dξidξj = ξpdξpdz . (6.19)
By construction, ξp is the rescaled energy of parton p in the incoming parton c.m. frame:
Ep =
√
s
2
ξp . (6.20)
The parametrisation of the momenta adopted here is such that, in the collinear limit yj → 1,
the three-momentum of the mother particle
~kp = ~ki + ~kj (6.21)
is parallel to kˆi of eq. (6.11), and its direction can then be associated with yi and ~ei. This
implies that one can recast the r.h.s. of eq. (6.16) as follows:
dφ˜n−1(k1, . . . kn+3) dφ1(ki) dφ1(kj) δ(1− yj) mi→0 ,mj→0−→
mp→0
(6.22)
z(1− z)ξ2ps
8(2pi)3
dφn
(
k1, . . .k i,k j , kp . . . kn+3
)
δ(1− yj) dzdϕjdyj ,
having used eq. (6.19). As was the case in eq. (5.24), the actual n-body phase space (with
a massless mother particle) appears in the r.h.s. of eq. (6.22). When multiplying it by the
massless n-body matrix element on the r.h.s. of eq. (6.8), one obtains the n-body cross
section that is expected to factorise in all of the terms of the master equation (6.6).
6.2 Determination of De/e
In this case, the relevant branching is e? → eγ, whence mi = 0, mj = m, and mp = m.
With the QED version of eq. (B.5), eq. (6.7) becomes:
dσ¯(n+1) = Sij e2e2e
[
1
ki ·kj
1 + z2
1− z −
m2(
ki ·kj
)2
]
M(n,0)(kp)
×
(
s
8(2pi)3
)2
β3j ξiξjξpdξpdzdyidϕidyjdϕjdφ˜n−1 . (6.23)
Using eq. (6.15) we have:
ki ·kj = s
4
ξiξj
(
1− yj
1 + ρ
)
, (6.24)
having defined:
ρ =
1− βj
βj
= 2
m2
sξ2j
+O
(
m4
s2
)
. (6.25)
One can then replace eq. (6.24) into eq. (6.23), exploit eq. (6.19), and employ the identities
in eqs. (4.182) and (4.108) (with the formal replacement y → yj there) for the first and
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second term in the square brackets, respectively, which also allows one to set equal to
zero all mass terms which are not explicitly written in eq. (6.23) and in ρ. The next
steps are identical to those we have already gone through in sects. 5.2–5.4, with only trivial
differences. In particular, we have again the natural emergence of the collinearly-subtracted
massless-electron cross section dσˆ(n+1), induced by the plus-distribution contribution of
eq. (4.182). Since the remaining terms are all proportional to δ(1 − yj), the fundamental
property of the Sij function, namely
Sijδ(1− yj) = δ(1− yj) (6.26)
can be used, which in turn (together with the masslessness condition) allows one to employ
eq. (6.22). After performing the trivial yj and ϕj integrations, we are left with:
dσ¯(n+1) = dσˆ(n+1) +
α
2pi
e2e
[
1 + z2
1− z
(
log
s
m2
+ 2 log(zξp)
)
− 2z
1− z
]
× dσˆ(n) dz . (6.27)
The result of eq. (6.27) is identical to that of eq. (5.29), bar for the presence of the second
logarithmic term. However, that term is cancelled by its analogue in the (n + 1)-body
degenerate contribution – see eq. (6.10), where eq. (6.20) must be taken into account. A
simple algebra then leads us to13:
D
[1]
e/e(z, µ
2) = Γ
[1]
e/e(z, µ
2)
∣∣∣
Kee−→KFFee
, (6.28)
with Γ
[1]
e/e given in eq. (4.121). Apart from the (possible) difference between the two scheme-
change functions associated with PDFs and FFs, it should be stressed that we have indi-
cated with the same symbol µ on the two sides of eq. (6.28) two quantities with different
physical meanings: the factorisation scales relevant to initial- and final-state splittings in
general need not be equal to each other.
Equation (6.28) is interesting, because it emerges from a combination of cross sections
whose ingredients, in spite of being very similar, are different from each other; in particular,
the differences stem from the massive Altarelli-Parisi kernels (spacelike vs timelike), and
from the forms of the collinear kernels of eqs. (4.88) and (6.10). Having said that, it is
important not to overstate “the PDF is equal to the FF” conclusion, since both the PDFs
and the FFs are ultimately unphysical objects, that in part depend on which contributions
are associated with short-distance cross sections. In our computations, such an arbitrariness
is conveniently parametrised by means of the scheme-change functions, which enter both
the PDFs/FFs and the (n+ 1)-body degenerate cross sections.
Equation (6.28) also implies that, apart from the formal replacement CF → e2e and
except for the scheme-change term, D
[1]
e/e is identical to the initial condition for the b-quark
fragmentation function obtained in ref. [12] (in that paper, the change of scheme had been
ignored). If one considers the procedure of sect. 4.1, this may appear surprising, since the
13Strictly speaking, only for z < 1. However, a charge-conservation condition such as that of eq. (5.9)
can be imposed on the FF as well, whence eq. (6.28).
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QCD cross sections relevant to b → bg branchings have non-trivial differences w.r.t. the
QED ones relevant to e → eγ branchings. However, it makes immediate sense if instead
one proceeds by means of collinear factorisation arguments, as is done in sect. 5 and 6.
This is a further evidence of the fact that any process-specific information used in the
intermediate steps of the cross-section-based procedure eventually drops out when solving
for the PDFs and the fragmentation functions.
6.3 Determination of Dγ/e
In this case, the relevant branching is e? → γe, whence mi = m, mj = 0, and mp = m.
With the QED version of eq. (B.6), eq. (6.7) becomes:
dσ¯(n+1) = Sij e2e2e
[
1
ki ·kj
1 + (1− z)2
z
− m
2(
ki ·kj
)2
]
M(n,0)(kp)
×
(
s
8(2pi)3
)2
β3i ξiξjξpdξpdzdyidϕidyjdϕjdφ˜n−1 . (6.29)
Eq. (6.24) can be applied to the present case as well, but with:
ρ =
1− βi
βi
= 2
m2
s ξ2i
+O
(
m4
s2
)
. (6.30)
We can now repeat the same procedure as in sect. 6.2, which leads to:
dσ¯(n+1) = eq. (6.27)
∣∣∣
z−→1−z
. (6.31)
By using the explicit form of KFINγe , one obtains the final result:
D
[1]
γ/e(z, µ
2) = Γ
[1]
γ/e(z, µ
2)
∣∣∣
Kγe−→KFFγe
, (6.32)
with Γ
[1]
γ/e given in eq. (4.189). Equations (6.32), (6.28), and eq. (5.4) imply:
0 =
∫ 1
0
dz z
(
D
[1]
e/e(z) +D
[1]
γ/e(z)
)
, (6.33)
provided that the FF analogue of eq. (5.5) holds as well:∫ 1
0
dz z
(
KFFee (z) +K
FF
γe (z)
)
= 0 . (6.34)
In spite of both being associated with momentum conservation, it should be clear that the
physical interpretation of eqs. (5.4) and (6.33) is different. In the former, what is conserved
is the momentum of the particle, while in the latter it is the momentum of the parton; this
is because it is the particle in the former case, and the parton in the latter case, that plays
the role of the object that undergoes a (1→ 2) splitting.
We point out that, if one introduces quark masses and neglects QCD effects, Dγ/e can
be used as the quark-to-photon fragmentation function. It has thus the same meaning
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as what has been denoted by Dq→γ(z, µF ) in ref. [27]. This observation allows one to
identify what is called the “perturbative contribution to the fragmentation function” in
ref. [27] with (part of) KFINγe – note the presence of a term log(z(1− z)) in both eq. (7) of
that paper, and in eq. (6.10). In turn, this implies that the quantity Dγ/e +KFINγe , i.e. the
leading m→ 0 behaviour of the real-emission cross section, up to the reduced n-body cross
section that factorises out, is to be identified with what is denoted by Dq→γ in ref. [27]
(and called “effective fragmentation function” in that paper).
6.4 Determination of De/γ
In this case, the relevant branching is γ? → ee, whence mi = m, mj = m, and mp = 0.
With the QED version of eq. (B.7), eq. (6.7) becomes:
dσ¯(n+1) = Sij e2e2e
[
z2 + (1− z)2
ki ·kj +m2 +
m2(
ki ·kj +m2
)2
]
M(n,0)(kp)
×
(
s
8(2pi)3
)2
β3i β
3
j ξiξjξpdξpdzdyidϕidyjdϕjdφ˜n−1 . (6.35)
By using eq. (6.15) we write:
ki ·kj +m2 = s
4
(
ξiξj +
4m2
s
)(
1− yj
1 + ρ
)
, (6.36)
with
ρ =
ξiξj(1− βiβj) + 4m2/s
ξiξjβiβj
= 2
(ξi + ξj)
2
ξ2i ξ
2
j
m2
s
+O
(
m4
s2
)
. (6.37)
By proceeding as usual, we obtain:
dσ¯(n+1) = dσˆ(n+1) +
α
2pi
e2e
[ (
z2 + (1− z)2) (log s
m2
+ 2 log(z(1− z)ξp)
)
+ 2z(1− z)
]
dσˆ(n) dz . (6.38)
Using the explicit form of KFINeγ , one arrives at the final result:
D
[1]
e/γ(z, µ
2) = Γ
[1]
e/γ(z, µ
2)
∣∣∣
Keγ−→KFFeγ
, (6.39)
with Γ
[1]
e/γ given in eq. (5.42).
6.5 Final considerations
While eq. (6.33) is a mathematical consequence of the results obtained for the electron-to-
electron and electron-to-photon FFs, the physics argument that underpins it has a general
validity and, as such, can immediately be applied to photon splittings. In this way, one
obtains the analogue of eq. (5.6). This, at O(α), reads as follows:
0 =
∫ 1
0
dz z
(
D
[1]
γ/γ(z) + 2D
[1]
e/γ(z)
)
, (6.40)
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which is the final-state counterpart of eq. (5.7) – as has been done previously, we have
assumed to work with a single massive-lepton family. Therefore:
D
[1]
γ/γ(z, µ
2) = Γ
[1]
γ/γ(z, µ
2)
∣∣∣
Kγγ−→KFFγγ
, (6.41)
with Γ
[1]
γ/γ given in eq. (5.47).
The evolution equations for FFs read as follows:
∂DH/a
∂ logµ2
=
α
2pi
Pba ⊗DH/b . (6.42)
By working at O(α) and bearing eq. (6.5) in mind, eq. (6.42) becomes, for H = e and
H = γ:
∂D
[1]
e/a
∂ logµ2
= P [0]ea ,
∂D
[1]
γ/a
∂ logµ2
= P [0]γa . (6.43)
The results of eqs. (6.28), (6.32), (6.39), and (6.41) satisfy eq. (6.43).
7 Summary and conclusions
In this work we have calculated, at the next-to-leading order (NLO) in QED, the initial
conditions for the electron and the photon structure and fragmentation functions. In the
case of the electron structure functions, two different procedures have been adopted, which
have been shown to lead to the same results. The simpler, and physically more appealing,
of the two methods has then been employed for the computation of the photon structure
functions, and of all of the fragmentation functions. These results will constitute the
starting point for evolving such functions at the NLL accuracy, which will be the subject of
a forthcoming paper [10]. While the present calculations have been carried out by summing
over the polarisations of the electrons and photons, the techniques that we have used can
be extended to the cases with definite polarisation states.
The main results of this paper are the O(α) contributions to the initial conditions of
the structure and fragmentation functions. As far as the structure functions are concerned,
these can be found in eqs. (4.121) and (4.189) in the case of the electron, and in eqs. (5.42)
and (5.47) in the case of the photon, while for fragmentation functions they are given in
eqs. (6.28) and (6.39) in the case of the electron, and in eqs. (6.32) and (6.41) in the case
of the photon.
The e± and γ structure functions are an essential ingredient for the computations of
cross sections at e+e− colliders. Conversely, the fragmentation functions for these particles
can be used at both lepton and hadron colliders; however, they are relevant only for
observables defined by tagging (i.e. measuring the momentum of) the corresponding object.
This is actually more useful for photons (see e.g. ref. [33]) than for electrons – in the latter
case, one ends up dealing with quantities (the bare electrons) that are never measured as
such by experiments, but only reconstructed through Monte Carlo simulations, and which
are therefore more sensible as theoretical than as phenomenological tools.
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After evolution, structure and fragmentation functions are meant to be used in factori-
sation formulae, where they are convoluted with subtracted short-distance cross sections,
fully calculable in perturbation theory. The subtraction removes logarithmic terms (of the
electron mass) that are already included in the structure and fragmentation functions, thus
preventing one from double counting them. Conversely, power-suppressed terms may or
may not be included in the results which, roughly speaking, corresponds to computing the
subtracted cross sections with massive and massless electrons, respectively. With this in
mind, the additional complications stemming from keeping the electron mass different from
zero do not appear to be justified for the sake of the power-suppressed terms, which are
expected to be extremely small. Furthermore, modern cross section computations tend to
be highly automated, and in particular the reduction of virtual integrals is unlikely to be
well-behaved if the electron has a minuscule but non-zero mass. Although the final results
for the initial conditions are independent from these considerations, the intermediate steps
of the calculations presented here show explicitly how massless-electron short-distance cross
sections can be used in factorisation formulae at the NLO.
Acknowledgments
This paper constitutes the first part of an ongoing project in collaboration with V. Bertone,
M. Cacciari, S. Catani, G. Stagnitto, M. Zaro, and X. Zhao, whom I warmly thank. I am
particularly indebted to S. Catani, who patiently answered many different questions of
mine. Conversations with M. Bonvini, S. Forte, F. Maltoni, M. Mangano, D. Pagani,
F. Piccinini, G. Ridolfi, H-S. Shao, and B. Ward, as well as the hospitality of the CERN
TH division where part of this work has been carried out, are also gratefully acknowledged.
A On observables defined by means of Dirac delta’s
In this appendix we seek to prove eq. (4.94). The key observation is that the δ function
in that equation serves the purpose of enforcing the definition of the Z+ observable (since
it originally stems from eq. (4.92)). Therefore, this δ function and its counterpart with
argument Z− (due to eq. (4.93)) identify zero-width bins in the Z+ and Z− differential
distributions. This implies that one must use the plus distributions that appear in Kee to
obtain an event-counterevent structure, where the bins for the event and the counterevent
are determined by the δ’s in eq. (4.92) computed at the given ξ and at ξ = 0, respectively.
The fact that such bins never coincide (except when Z+ = 1) is due to their being infinitely
narrow. Therefore, in order to perform a computation which is not divergent in any of
the intermediate steps, one must adopt a regularisation procedure. A possibility is that
of replacing the δ with a member of a family of its approximants. An easier one is to
dimensionally-regularise the ξ integration variable, by means of a factor ξ−2 as suggested
by eq. (4.56). In order to be definite, let us consider the l.h.s. of eq. (4.94) times a regular
test function g(ξ):
X = g(ξ)
(
1
ξ
)
+
δ(Z+ − (1− ξ)) dξ . (A.1)
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By using the definition of the plus distribution and by regularising the resulting expression
as advocated above, eq. (A.1) becomes:
X =
1
ξ1+2
[
g(ξ)δ(Z+ − (1− ξ))− g(0)δ(Z+ − 1)
]
dξ . (A.2)
The two terms on the r.h.s. of eq. (A.2) are separately finite. By using the δ function to get
rid of the ξ integration in the first term, and by performing such an integration explicitly
in the second term, we obtain:
X =
(
1
1− Z+
)1+2
g(1− Z+) + 1
2
g(0) δ(Z+ − 1) . (A.3)
By using the distribution identity:
z−1−2 = − 1
2
δ(z) +
(
1
z
)
+
− 2
(
log z
z
)
+
+O(2) (A.4)
in the first term of eq. (A.3), we finally obtain:
X = g(1− Z+)
(
1
1− Z+
)
+
+O() , (A.5)
where the regularisation can be safely removed. As was anticipated, this shows that by
formally replacing ξ with 1− Z+ directly in eq. (A.1) one obtains the correct result, thus
proving eq. (4.94). The same conclusion can be easily shown to apply to the log-plus
distribution term of Kee, thus leading to eqs. (4.95) and (4.96).
The same procedure, namely the separate computation of the event and counterevent
contributions, each dimensionally-regularised (whence the necessity of the d-dimensional
(n+ 1)-body phase space of eq. (4.56), which otherwise would not be needed in FKS), can
be applied to the massless-electron real-emission cross section of eq. (4.97). Technically,
this case is more complicated than that relevant to the degenerate cross sections, owing
to the simultaneous presence of two non-trivial observable-defining δ functions. The final
result is:
dσˆ
(3)
e+e−
dZ+dZ−
= e2e
α
2pi
f0B(s, 0) , (A.6)
where:
f0 =
[
pi2
6
δ(Z+ − 1)− 1 + Z
2
+
Z+
(
log (1− Z+)
1− Z+
)
+
− 1 + Z
2
+
Z+
log
(
1 + Z+
2Z+
)(
1
1− Z+
)
+
]
δ(Z− − 1)
+
(1 + Z+Z−)3(Z2+ + Z2−)
Z+(1 + Z+)Z−(1 + Z−)(Z+ + Z−)2
(
1
1− Z+
)
+
(
1
1− Z−
)
+
+
[
Z+ ←→ Z−
]
. (A.7)
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In order to cross-check this result, we have integrated analytically the r.h.s.’s of eqs. (4.97)
and (A.6) over Z+ and Z− (the former integral being trivial, since one can immediately
get rid of the δ functions), by imposing an arbitrary cut on the invariant mass of the uu¯
pair, p2uu¯ ≥ cs, with 0 < c < 1. We have found that two integrals coincide, for any value of
the parameter c.
B Splitting kernels with massive partons
In this appendix we consider initial- and final-state collinear branchings that involve mas-
sive partons, and report or compute the forms of the relevant kernels. The results for
the final-state cases can be found in ref. [34]; to the best of our knowledge, those for the
initial-state ones are derived here for the first time. We work in QCD, and obtain the corre-
sponding QED results simply by replacing colour factors with charge factors (see eqs. (B.8)
and (B.9)).
The kinematics of a final-state branching where a parton p with flavour S(ai, aj) splits
into two partons i and j with flavours ai and aj
S(ai, aj) −→ aj + ai , (B.1)
is denoted as follows:
kp(1) −→ kj(z) + ki(1− z) . (B.2)
The notation of eq. (B.1) is the standard FKS one. The momenta are such that:
k2p = m
2
p , k
2
i = m
2
i , k
2
j = m
2
j . (B.3)
In the cases we are interested in, two of the masses in eq. (B.3) will be different from zero,
with the remaining one equal to zero. The results of ref. [34] can be written as follows.
The collinear limit of an (n + 1)-body matrix elements, that includes, consistently with
FKS conventions, the flux and average factors, is:
M(n+1,0) ki‖kj−→ 2g
2
S
(ki + kj)2 −m2p
P<ajS(ai,aj)?(z)M(n,0) . (B.4)
In keeping with the notation used previously, the matrix element on the l.h.s. (r.h.s.) of
eq. (B.4) does (does not) include mass effects (the masses being those of partons with
flavours S(ai, aj), ai, and aj). The splitting kernel that appears in eq. (B.4) has been
denoted as is customary in FKS. See in particular appendix B of ref. [16], where a symbol
a? indicates that the parton with flavour a is possibly off-shell, thus clarifying immediately
whether a splitting is timelike or spacelike. Although the standard (i.e. massless) O(α)
Altarelli-Parisi kernels have the same forms regardless of whether they are relevant to
time- or space-like branchings14, this is not the case when massive partons are involved,
14This is not true for their azimuthal correlated counterparts: Qab?(z) 6= Qa?b(z) [16].
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which justifies the notation employed in eq. (B.4). From ref. [34] we obtain:
Pqq?(z) = CF
[
1 + z2
1− z −
m2
ki ·kj
]
, (B.5)
Pgq?(z) = CF
[
1 + (1− z)2
z
− m
2
ki ·kj
]
, (B.6)
Pqg?(z) = TR
[
z2 + (1− z)2 + m
2
ki ·kj +m2
]
, (B.7)
which are relevant to the splittings q → qg, q → gq, and g → qq¯, respectively, and we
have denoted the quark mass squared by m2. Note that the denominator of the rightmost
terms in square brackets in eqs. (B.5)–(B.7) is identical to that in the prefactor on the
r.h.s. of eq. (B.4). Equations (B.4)–(B.7) can immediately be applied to the case of QED
splittings involving a photon γ and a fermion f of electric charge e(f) (in units of the
positron charge) and number of colours Nc(f) by means of the formal substitutions:
g2S −→ e2 , (B.8)
CF −→ e(f)2 , TR −→ Nc(f) e(f)2 . (B.9)
In order to obtain the kernels relevant to spacelike branchings, we follow the procedure of
appendix B of ref. [16], i.e. we obtain them by crossing the corresponding timelike expres-
sions, computed with an unphysical kinematic configuration where some of the energies
are negative. In order to be definite, let us consider the case where the FKS parton i is
collinear to parton 1 (i.e. j = 1). The analogues of eqs. (B.1) and (B.2) are:
a1 −→ S¯(ai, a¯1) + ai , (B.10)
k1(1) −→ kp(z) + ki(1− z) , (B.11)
with 1 and p incoming and i outgoing; charge conjugation has been denoted by means of
a bar. Conversely, their unphysical counterparts, where all partons are outgoing, read as
follows15:
S(ai, a¯1) −→ a¯1 + ai , (B.12)
k˜p(1) −→ k˜1(y) + ki(1− y) , (B.13)
with
k˜p = −kp , k˜i = −ki . (B.14)
Therefore, in the strict collinear limit:
kp = zk1 = −zk˜1 = −zyk˜p = zykp =⇒ z = 1/y . (B.15)
The rightmost equation above is eq. (B.37) of ref. [16]. We now apply eq. (B.4) to the
branching of eq. (B.12), by taking into account differences due to normalisation, flux, and
15In ref. [16] what is denoted here by k˜ has been denoted by k¯; we presently have not used the latter
form in order to avoid confusion with massive-parton momenta.
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sign prefactors, that originate from crossing, in exactly the same way as in app. B of
ref. [16]. Thence:
M(n+1,0)(k1 . . . ki) k1‖ki−→
2g2S(−)[σ(a1)+σ(S(ai,a¯1))](
k˜1 + ki
)2 −m2p ω(S(ai, a¯1))ω(a1) zP<a¯1S(ai,a¯1)?
(
1
z
)
M(n,0)(zk1)
≡ 2g
2
S
(k1 − ki)2 −m2p
P<
S¯(ai,a¯1)?a1
(z) M(n,0)(zk1) . (B.16)
The rightmost expression in eq. (B.16) implicitly defines the spacelike massive splitting
kernels Pa?b we seek to determine. Eq. (B.16) is formally identical to the non-azimuthal
part of eq. (B.38) of ref. [16], except for the denominator of the prefactor, that here must
take the masses into account. Note indeed that when all masses are equal to zero this
prefactor is equal to that of eq. (B.38) of ref. [16], including an overall minus sign that
originates from using k1, rather than k˜1, in the latter equation.
We can now use eq. (B.16) to obtain the sought spacelike splitting kernels. The q → q?g
kernel is obtained by crossing the q? → qg one. The result is:
Pq?q(z) = CF
[
1 + z2
1− z −
z m2
k1 ·ki
]
. (B.17)
The q → g?q kernel is obtained by crossing the g? → q¯q one. The result is:
Pg?q(z) = CF
[
1 + (1− z)2
z
− z m
2
k1 ·ki −m2
]
. (B.18)
Finally, the g → q?q¯ kernel is obtained by crossing the q¯? → gq¯ one. The result is:
Pq?g(z) = TR
[
z2 + (1− z)2 + z m
2
k1 ·ki
]
. (B.19)
As was expected, the mass-independent terms in eqs. (B.17)–(B.19) are identical to their
timelike counterparts in eqs. (B.5)–(B.7), while this is not the case for the mass-dependent
terms.
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