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Abstract
Let x1, . . . , xr be a sequence of elements of Zn , the integers modulo n. How large must r be to guarantee the existence of a
subsequence xi1 , . . . , xin and units α1, . . . , αn with α1xi1 +· · ·+αnxin = 0? Our main aim in this paper is to show that r = n+a
is large enough, where a is the sum of the exponents of primes in the prime factorisation of n. This result, which is best possible,
could be viewed as a unit version of the Erdo˝s–Ginzberg–Ziv theorem. This proves a conjecture of Adhikari, Chen, Friedlander,
Konyagin and Pappalardi.
We also discuss a number of related questions, and make conjectures which would greatly extend a theorem of Gao.
c© 2007 Elsevier B.V. All rights reserved.
Keywords: Zero-sum problems; Erdo˝s–Ginzberg–Ziv theorem
1. Introduction
Given a sequence x1, . . . , xr in Zn an n-sum is a sum of the form xi1 + · · · + xin , where i1 < · · · < in . The
Erdo˝s–Ginzberg–Ziv theorem [6] states that every sequence x1, . . . , x2n−1 in Zn has 0 as an n-sum. Note that there
are sequences of length 2n − 2 in Zn which do not have 0 as an n-sum, for example the sequence 0, . . . , 0, 1, . . . , 1
of n− 1 zeros and n− 1 ones. So writing E(Zn) for the smallest integer r , such that every sequence of length r in Zn
has 0 as an n-sum, we have E(Zn) = 2n − 1.
What happens if the terms of the sum may be multiplied by coefficients? We begin with the case where −1 and 1
are the allowed coefficients. Given a sequence x1, . . . , xr in Zn a signed n-sum is a sum of the form 1xi1+· · ·+nxin ,
where i1 < · · · < in and 1, . . . , n ∈ {−1, 1}. In a recent paper Adhikari, Chen, Friedlander, Konyagin and
Pappalardi [2] asked how large r must be so that every sequence x1, . . . , xr in Zn has 0 as a signed n-sum. They
showed that r = n + l is large enough, where l = blog2 nc. This result is easily seen to be best possible; the sequence
0, . . . , 0, 1, 2, 4, . . . , 2l−1 of n − 1 zeros followed by l powers of 2 has n + l − 1 terms, but for any subsequence
xi1 , . . . , xin and choice of signs 1, . . . , n we have 1xi1 + · · · + nxin 6= 0.
Given this result, it is natural to consider some other set of allowed coefficients. A very natural choice is the units of
Zn . Given a sequence x1, . . . , xr in Zn a weighted n-sum is a sum of the form α1xi1+· · ·+αnxin , where i1 < · · · < in
and α1, . . . , αn are units. Adhikari, Chen, Friedlander, Konyagin and Pappalardi asked:
Question 1.1 ([2]). How large must r be so that every sequence x1, . . . , xr in Zn has 0 as a weighted n-sum?
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They noted that if n is the product of a (not necessarily distinct) primes n = q1 . . . qa then the sequence
1, q1, q1q2, . . . , q1 . . . qa−1 has no non-empty subset with a weighted sum to 0. Thus adjoining n− 1 zeros we have a
sequence of length n + a − 1 which does not have 0 as a weighted n-sum. They conjectured that this is best possible,
i.e. that every sequence of length n + a in Zn has 0 as a weighted n-sum. Our main aim in this paper is to prove this
result:
Theorem 1.2. Let n = pa11 . . . pakk be the prime factorisation of n, and let a =
∑
s as . Then every sequence
x1, . . . , xn+a in Zn , has 0 as a weighted n-sum. i.e. has a subsequence xi1 , . . . , xin with α1xi1 + · · · + αnxin = 0
for some choice of units α1, . . . , αn .
Remark. Throughout the paper the prime factorisation of n will be pa11 . . . p
ak
k . Thus throughout k is the number of
distinct prime factors of n and a =∑s as is the sum of their exponents.
We shall actually prove rather more: for a wide range of values of m (including m = n) we show that every
sequence x1, . . . , xm+a in Zn , has 0 as a weighted m-sum. This is very different from the original EGZ problem,
where one can only hope to find 0 as an m-sum when m is a multiple of n. This will be discussed further in Section 3.
In fact the generality is essential to our proof in the case when n is odd. We deduce Theorem 1.2 from:
Theorem 1.3. (i) Let n = pa11 . . . pakk be odd. Then for m ≥ 2k, every sequence x1, . . . , xm+a in Zn , has 0 as a
weighted m-sum. i.e. has a subsequence xi1 , . . . , xim with α1xi1+· · ·+αmxim = 0 for some choice of units α1, . . . , αm .
(ii) Let n = 2a1 . . . pakk be even. Then for even m ≥ 2a , every sequence x1, . . . , xm+a in Zn , has 0 as a weighted
m-sum. i.e. has a subsequence xi1 , . . . , xim with α1xi1 + · · · + αmxim = 0, for some choice of units α1, . . . , αm .
Remarks. (i) Noting that n ≥ 2a ≥ 2k, Theorem 1.2 now follows by setting m = n.
(ii) There are sequences of length m + a − 1 in Zn which do not have 0 as a weighted m-sum; for example, take
the example given before Theorem 1.2, but with m − 1 zeros rather than n − 1.
Theorem 1.3 is immediate when n is a prime, and is very easy when n is a prime power. It is in the general case
that we have to work harder. (This is in contrast to the situation with the Erdo˝s–Ginzberg–Ziv theorem, where an easy
induction allows one to pass from the prime case to the general case.) We separate into the cases n odd and n even
because our proofs in these two cases will be very different. The case n odd will be a relatively straightforward proof
by induction. For n even, we need a more subtle approach; in particular we will take much greater care in picking the
subsequence xi1 , . . . , xim .
For background we now discuss some results about zero-sum problems. For a finite abelian group G (of order n)
let us define E(G) to be the smallest integer r such that every sequence x1, . . . , xr in G has 0 as an n-sum. For
example the Erdo˝s–Ginzberg–Ziv theorem shows that E(Zn) = 2n − 1. Another natural quantity to consider is the
Davenport constant D(G) of a finite abelian group G. This is defined to be the smallest integer r such that every
sequence x1, . . . , xr in G has some non-empty sum of the xi being 0. For example, it is not difficult to show that the
Davenport constant of Zn is n. We notice that E(Zn) = n + D(Zn) − 1. Remarkably for any finite abelian group G
the same is true, namely, E(G) = n + D(G)− 1. It is trivial that E(G) ≥ n + D(G)− 1, because given a sequence
x1, . . . , xD−1 with no non-empty sum being 0, we may adjoin n − 1 zeros to this sequence and obtain a sequence of
length n + D − 2 without 0 as an n-sum. The result E(G) = n + D(G) − 1, proved by Gao [7], is equivalent to
the statement that there is a sequence x1, . . . , x j , 0, . . . , 0 with n − 1 zeros which is extremal for the property of not
having 0 as an n-sum.
Thus the problem of finding E(G) is reduced to the problem of finding D(G). It is believed that D(Zdn) =
d(n − 1) + 1, Olson has proved this when n is a prime power [11] and when d = 2 [12]. The determination
of the Davenport constant of groups remains an exciting open problem. For some results and counterexamples see
Geroldinger and Schneider [9]. For a survey of zero-sum problems see Alon and Dubiner [4].
The layout of the paper is as follows. In Section 2 we prove our main result, Theorem 1.3. In Section 3 we
investigate in more detail the role of m. In some zero-sum problems it is only possible to ask for 0 as an m-sum for
a very restricted set of values of m (e.g. m is a multiple of n), while in others a much weaker condition suffices. We
discuss, for various problems, the necessary restrictions on m. In the non-weighted case we conjecture an extension to
m-sums of the above theorem of Gao. We then look at weighted sums and extend the range of values of m for which
Theorem 1.3 holds.
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In Section 4 we discuss A-weighted n-sums for a general set of allowed coefficients A ⊂ Zn and conjecture a
considerable extension of the theorem of Gao to this context. We give a proof of the conjecture in some cases. Finally
we bring together these two variants with a brief discussion of A-weighted m-sums and we make a conjecture in this
setting.
2. Proof of Theorem 1.3
We say that a sequence x1, . . . , xm in Zn is acceptable if there exist units α1, . . . , αm of Zn , such that
α1x1 + · · · + αmxm = 0. Of course, a sequence x1, . . . , xr has 0 as a weighted m-sum if and only if it has an
acceptable subsequence of length m. For our proof it will be convenient for us to use this terminology. We shall
see that it is easier to prove Theorem 1.3(i) (the case n odd) than Theorem 1.3(ii) (the case n even). We first prove
Theorem 1.3(i). We must show that if n = pa11 . . . pakk is odd, then for m ≥ 2k, every sequence x1, . . . , xm+a in Zn
has an acceptable subsequence of length m.
We begin with a lemma which describes some acceptable sequences in Zpa , where pa is an odd prime power.
Lemma 2.1. Let pa be an odd prime power,
(i) If x, y ∈ Zpa are such that x, y 6≡ 0 (mod p) (i.e. are units of Zpa ), then given any t ∈ Zpa , there exist units
α, β such that αx + βy = t
(ii) If a sequence x1, . . . , xm in Zpa has at least two terms 6≡ 0 (mod p), then it is acceptable.
Proof. (i) Since t + y 6≡ t − y (mod p), we can choose β ∈ {−1, 1} with t − βy 6≡ 0 (mod p). So t − βy is a unit,
and we are done by setting α = x−1(t − βy).
(ii) Without loss of generality, x1, x2 6≡ 0 (mod p), now by (i), there exist units α1, α2 such that α1x1 + α2x2 =
−x3 − · · · − xm , then setting α j = 1 for j = 3, . . . ,m, we have α1x1 + · · · + αmxm = 0. Hence x1, . . . , xm is
acceptable. 
As a ring Zn is isomorphic to the product Zpa11 × · · · × Zpakk . So for x ∈ Zn , we may choose to write x as
(x (1), . . . , x (k)), where x (s) ≡ x (mod pass ), for each s = 1, . . . , k. The previous lemma described some acceptable
sequences in Zpa , where pa is an odd prime power. The following observation relates the general case to the prime
power case.
Observation 2.2. Let n = pa11 . . . pakk . Then a sequence x1, . . . , xm in Zn is acceptable if and only if, for all
s = 1, . . . , k, the sequence x (s)1 , . . . , x (s)m in Zpass is acceptable.
Proof. If x1, . . . , xm is acceptable, then there exist units α1, . . . , αm of Zn , with α1x1 + · · · + αmxm = 0, in Zn . Now
for each s we have that, α(s)1 , . . . , α
(s)




1 + · · · + α(s)m x (s)m = 0(s) = 0 in Zpass , and so
x (s)1 , . . . , x
(s)
m is acceptable.
If x (s)1 , . . . , x
(s)
m is acceptable, for all s = 1, . . . , k, then (for each s) we can find units α(s)1 , . . . , α(s)m of Zpass with
α
(s)
1 x1 + · · · + α(s)m xm ≡ 0 (mod pass ). Then setting α j = (α(1)j , . . . , α(k)j ), for each j = 1, . . . ,m, we obtain units α j
of Zn . Now calculating co-ordinate wise we have α1x1 + · · · + αmxm = (0, . . . , 0) = 0 in Zn . Hence x1, . . . , xm is
acceptable. 
Using these facts, our proof of Theorem 1.3(i) will be a relatively straightforward induction argument.
Proof of Theorem 1.3(i). We work by induction on a. When a = 1, n is a prime: We are given a sequence
x1, . . . , xm+1 in Zn and we must show it has an acceptable subsequence of length m. If m of the terms are 0, then this
subsequence is trivially acceptable. So we may assume that two of the terms are non-zero, then taking a subsequence
of length m, containing these two, we are done by Lemma 2.1(ii).
General a: We are given x1, . . . , xm+a in Zn . If we can find for each s = 1, . . . , k, at least two terms x f (s), xg(s)
from the sequence, with the property x f (s), xg(s) 6≡ 0 (mod ps), then we can make a list i1, . . . , im of length m ≥ 2k,
which contains all the values { f (s), g(s) : s = 1, . . . , k}. Now the sequence xi1 , . . . , xim has (for all s) at least two
terms 6≡ 0 (mod ps), and so by Lemma 2.1(ii), x (s)i1 , . . . , x
(s)
im
is acceptable, for all s = 1, . . . , k. Hence xi1 , . . . , xim is
acceptable by Observation 2.2.
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Otherwise there exists s for which at most one xi is 6≡ 0 (mod ps), then without loss of generality we have that
s = k, and that x1, . . . , xm+a−1 ≡ 0 (mod pk). Now consider the sequence (x ′i )m+a−1i=1 , given by x ′i = xi/pk . This is
a sequence of m + a − 1 elements of Zn/pk , so by induction hypothesis, there exist a subsequence x ′i1 , . . . , x ′im , and
units α′1, . . . , α′m of Zn/pk , such that α′1x ′i1 +· · ·+α′mx ′im ≡ 0 (mod n/pk). Now if ak > 1, then choose arbitrarily (for
each j) an element α j ∈ Zn with α j ≡ α′j (mod n/pk), and note that these are co-prime to n and so are units of Zn .
Otherwise ak = 1, and set α j = (α′(1)j , . . . , α′(k−1)j , 1). Either way, we get (for each j) a unit α j ≡ α′j (mod n/pk),
so that α1x ′i1 + · · · + αmx ′im ≡ 0 (mod n/pk), and so α1xi1 + · · · + αmxim = 0 in Zn . 
Now we turn to the more difficult Theorem 1.3(ii), we need to show that if n = 2a1 . . . pakk is even, then for even
m ≥ 2a , every sequence x1, . . . , xm+a in Zn , has 0 as a weighted m-sum. i.e. has an acceptable subsequence of length
m.
In proving this we can still use Observation 2.2, so to show that a subsequence xi1 , . . . , xim in Zn is acceptable
it is sufficient to prove that for each s = 1, . . . , k the subsequence x (s)i1 , . . . , x
(s)
im
is acceptable. We are already well
practiced in doing this for odd prime powers; we just make sure the sequence either has no terms non-zero modulo
ps or at least two. However we shall find that it is a much more restrictive condition for a sequence in Z2a1 to be
acceptable, and for this reason we will have to take greater care in selecting the subsequence. For Z2a we have a
weaker version of Lemma 2.1.
Lemma 2.3. If x, y ∈ Z2a are odd (i.e. are units of Z2a ), then given any even t ∈ Z2a , there exist units α, β such that
αx + βy = t .
Proof. t − y is odd, and therefore a unit. So we are done by setting α = x−1(t − y) and β = 1. 
When is a sequence x1, . . . , xm in Z2a acceptable? It is clear that it fails to be acceptable if it has an odd number of
odd terms, for in this case α1x1 + · · · + αmxm will be odd for any choice of units α1, . . . , αm , and therefore non-zero.
It will similarly fail if its terms are even and an odd number of the terms are congruent to 2 modulo 4. We now show
that if we avoid such cases we can ensure that our sequence is acceptable.
Lemma 2.4. Let x1, . . . , xm be a sequence in Z2a , such that for each b = 1, . . . , a, the size of the set {i : xi 6≡
0 (mod 2b)} is even. Then x1, . . . , xm is acceptable.
Proof. Let b be minimal such that {i : xi 6≡ 0 (mod 2b)} is non-empty (if no such b exists then all terms
are 0, and we are done instantly). Now {i : xi 6≡ 0 (mod 2b)} has at least two elements, so without loss of
generality, x1, x2 6≡ 0 (mod 2b). We also know that an even number of x3, . . . , xm are 6≡ 0 (mod 2b) (and all
are ≡ 0 (mod 2b−1)), so that −x3 − · · · − xm ≡ 0 (mod 2b). Set x ′i = xi/2b−1 ∈ Z2a−(b−1) , for i = 1, . . . ,m.
Then x ′1, x ′2 are odd, and −x ′3 − · · · − x ′m is even, so by Lemma 2.3, we can find units α1, α2 of Z2a−(b−1) , with
α1x ′1 + α2x ′2 = −x ′3 − · · · − x ′m . We note that α1, α2 are odd and therefore also units of Z2a , and that in Z2a we have,
α1x1 + α2x2 = −x3 − · · · − xm . Setting α3, . . . , αm = 1, we have α1x1 + · · · + αmxm = 0 and we are done. 
Remark. For an odd prime power n = pa , the same condition on a sequence x1, . . . , xm in Zpa , (namely that
|{i : xi 6≡ 0 (mod pb)}| is even, for all b = 1, . . . , a) is sufficient to imply that x1, . . . , xm is acceptable. For a proof,
simply proceed as above, find the minimal b for which the quantity |{i : xi 6≡ 0 (mod pb)}| is positive, and then apply
Lemma 2.1 in the fashion Lemma 2.3 was used above.
If we are given a sequence x1, . . . , xm+a in, say, Z2a , how can we use the above lemma to find an acceptable
subsequence of length m? We define the sets Xb = {i : xi 6≡ 0 (mod 2b)} for b = 1, . . . , a. We then try to find a
subset I ⊂ {1, . . . ,m + a} of size m, with |I ∩ Xb| even for all b = 1, . . . , a. The subsequence xi1 , . . . , xim (where
I = {i1, . . . , im}) would then be acceptable by Lemma 2.4. For this reason we prove the following,
Lemma 2.5. Given a subsets X1, . . . , Xa of the set {1, . . . ,m + a}, where m is even and m ≥ 2a , there exists a set
I ⊂ {1, . . . ,m + a}, with |I | = m, and |I ∩ Xb| even for all b = 1, . . . , a.
Before proving this, let us see that this is really a question about subspaces of the discrete cube QN (where
N = m+a). We recall that QN = {A : A ⊂ {1, . . . , N }}, can be viewed as a vector space, with addition x+y = x4y.
A subspace of QN is a subset E , which is closed under addition. The dimension of E , is the number of elements in
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a basis of E . QN also has the inner product < x, y >= |x ∩ y| (mod 2). For a set F , the orthogonal subspace
to F is given by F⊥ = {x :< x, y >= 0 for all y ∈ F}. We have dim F⊥ ≥ N − |F |, and if F is a subspace,
dim F + dim F⊥ = N . We also recall the notation [N ](m) = {A ⊂ {1, . . . , N } : |A| = m} for the mth layer. We can
deduce Lemma 2.5 from,
Lemma 2.6. Given m < N, if m is even and m ≥ 2N−m , then every m-dimensional subspace E of QN meets the
mth layer, [N ](m).
Remark. This result was originally proved by Emanoto, Frankl, Ito and Namura [5]. In fact they proved a stronger
version requiring only that m is even and m > N/2. Here we shall give a shorter proof which works for m ≥ 2N−m .
Let us quickly see how Lemma 2.5 follows from Lemma 2.6. Let N = m + a. Now given X1, . . . , Xa , subsets
of {1, . . . ,m + a}, we have X1, . . . , Xa ∈ QN . Now consider E = {X1, . . . , Xa}⊥, this is a subspace of QN of
dimension at least m. Since m is even and m ≥ 2a = 2N−m we may apply Lemma 2.6, which gives the existence of
a set I ⊂ {1, . . . ,m + a} with |I | = m and I ∈ E , which means (by the definition of E) that |I ∩ Xb| is even for
b = 1, . . . , a. As required. We now prove Lemma 2.6.
Proof. Our method of proof will be to find some pairs {i1, i2}, . . . , {il−1, il} ∈ E , then find a set J ∈ E , which is
disjoint from the pairs, and with |J | ∈ {m − l,m − l + 2, . . . ,m − 2,m}. We may then obtain I ∈ E with |I | = m by
adding pairs to J .
We begin by finding some pairs in E . As E is an m = (N -a) dimensional subspace, there exist sets X1, . . . , Xa ∈
QN , such that E = {X1, . . . , Xa}⊥ (simply take X1, . . . , Xa to be a basis for E⊥). We now have that I ∈ E if and
only if |I ∩ Xb| is even for all b = 1, . . . , a. So for a pair {i, j} to be in E , we need that for all b, i ∈ Xb if and only
if j ∈ Xb, i.e. we need Yi = Y j , where Yi = {b : i ∈ Xb}. Since there are only 2a possible values of Yi , and there
are N ≥ 2a + a values of i , we can find (by Pigeon Hole) pairs {i1, i2}, . . . , {il−1, il} with Yi1 = Yi2 , . . . , Yil−1 = Yil ,
where l ≥ a. Without loss of generality i1 = 1, . . . , il = l, and we have {1, 2}, . . . , {l − 1, l} ∈ E .
We now find a large even sized set J ∈ E , disjoint from {1, . . . , l}. i.e. a large even sized set in E ′ = E ∩ P{l +
1, . . . , N }. We claim that we can find an even sized J ∈ E ′, with |J | ≥ m − l. Suppose not, and let J be a maximum
sized even set in E ′, then since |J | < m−l, andm−l is even, we have that |J | ≤ m−l−2. Without loss of generality,
J = {l+1, . . . , l+|J |}. Set K = P{l+|J |+1, . . . , N }, and note that dim K = N−l−|J | ≥ N−l−(m−l−2) = a+2.
We write K (even) for the collection of even subsets of K . The maximality of J tells us that K (even) and E have trivial
intersection (i.e. intersect only in the empty set). However we see that K (even) = K ∩ K⊥, and so is a subspace. Also
dim K (even) = dim K − 1 ≥ a + 1, so that dim E + dim K (even) > N , a contradiction since K (even) and E have trivial
intersection.
So there exists even sized J ∈ E , disjoint from {1, . . . , l}, and with |J | ∈ {m − l,m − l + 2, . . . ,m − 2,m} (we
know |J | ≤ m because |J | ≤ N − l ≤ N − a = m). Setting I = J + {1, 2} + · · · + {m − |J | − 1,m − |J |}, we have
I ∈ E with |I | = m. 
Recall that we identify x ∈ Zn with (x (1), . . . , x (k)) ∈ Zpa11 × · · · × Zpakk . We can now use Lemma 2.4 (and the
remark that followed) together with Lemma 2.5 to prove our result for the even case.
Proof of Theorem 1.3(ii). Let n = pa11 . . . pakk , we are given the sequence x1, . . . , xm+a in Zn . Define subsets
X (s)b ⊂ {1, . . . ,m + a} for s = 1, . . . , k and b = 1, . . . , as , by X (s)b = {i : x (s)i 6≡ 0 (mod pbs )}. This is a list
of a (=∑ as) sets, and so by Lemma 2.5, we can find I ⊂ {1, . . . ,m + a}, with |I | = m, and |I ∩ X (s)b | always
even. Let I = {i1, . . . , im}, now by Lemma 2.4 (and the remark that followed), we have for all s = 1, . . . , k, that
x (s)i1 , . . . , x
(s)
im
is acceptable. Hence by Observation 2.2, xi1 , . . . , xim is acceptable. 
The existence of a set I , of prescribed size m, having even intersection with each of a collection of sets X1, . . . , Xa
was the key fact we needed. This may be of use in other zero-sum problems. In the next Section we will see that it is
equivalent to the zero-sum problem in Za2 .
3. When is 0 an m-sum
Most zero-sum questions ask for 0 as an n-sum (where |G| = n) rather than an m-sum for a general value of m.
Why is this? The main reason is that in many settings this is the only question that makes sense. For example, the
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Erdo˝s–Ginzberg–Ziv theorem tells us that every sequence x1, . . . , x2n−1 in Zn has 0 as an n-sum. In fact this can
easily be generalised to show that every sequence x1, . . . , xm+n−1 in Zn has 0 as an m-sum, for any multiple m of n.
What happens if m is not a multiple of n? In this case one can find arbitrarily long sequences with 0 not an m-sum,
consider for example, the sequence 1, 1, . . . , 1. We shall see that generalising is not always so problematic. We do
this first in looking for 0 as an m-sum in a finite abelian group. Then later in the Section in extending the range of
values of m for which the units result (Theorem 1.3) works.
For a finite abelian group G (with |G| = n) we can easily generalise to the case where m is a multiple of n. i.e. we
generalise Gao’s theorem to show that every sequence x1, . . . , xm+D(G)−1 in G has 0 as anm-sum (this is easy, simply
apply the n case repeatedly to find m/n disjoint n-sums to 0). We saw above that for Zn no further generalisation was
possible. However, we can generalise further for the group Za2 . This group has Davenport constant D(Z
a
2) = a + 1.
So we have from Gao’s theorem that every sequence x1, . . . , xm+a in Za2 has 0 as an m-sum, for m a multiple of
n = 2a . In fact the result is true in much greater generality; we shall prove that remarkably this result holds for any
even m > a. To do this we need a theorem of Emanoto, Frankl, Ito and Namura [5], which is a stronger version of the
result we called Lemma 2.6.
Theorem 3.1 ([5]). If m is even and N/2 < m ≤ N, then every m-dimensional subspace of QN meets the mth layer,
[N ](m).
From this we may deduce the result of the zero-sum problem in Za2 . We choose to state the result in Z
a
2 because this
is the standard name for this group, however we recall that Qa is exactly the same as Za2 . To see this, identify x ∈ Qa
with its indicator function in Za2 . So we may switch between Qa and Z
a
2 as we please.
Corollary 3.2. Let m be even and m > a. Every sequence x1, . . . , xm+a in Za2 has 0 as an m-sum.
Proof. We choose to view x1, . . . , xm+a as a sequence in Qa . Let us define a subset of Qm+a by E = {I ⊂
{1, . . . ,m + a} : ∑I xi = 0}. Let us also define the dual sequence y1, . . . , ya ∈ Qm+a of x1, . . . , xm+a ∈ Qa
by y j = {i : j ∈ xi }. Now j ∈∑I xi if and only if |I ∩ y j | is odd. So that∑I xi = 0 if and only if |I ∩ y j | is even
for all j = 1, . . . , a. So that E = {y1, . . . , ya}⊥, and so is a subspace of dimension at least m. Hence by Theorem 3.1
there exist I ⊂ {1, . . . ,m + a} with |I | = m and I ∈ E . i.e.∑I xi = 0. Hence 0 is an m-sum. 
Remark. In fact Corollary 3.2 is equivalent to Theorem 3.1. Given an m-dimensional subspace E of Qm+a , let
y1, . . . , ya be a basis of E⊥, and let x1, . . . , xm+a be the dual collection of sets in Qa = Za2 then an m-sum to 0
corresponds to a set I ⊂ {1, . . . ,m + a} with |I | = m and |I ∩ y j | even for each j . i.e. I ∈ E .
This result prompts us to conjecture that Gao’s theorem may be extended to m-sums rather than just n-sums, in a
number of cases. For an element x ∈ G, we write o(x) for the order of x . Let l(G) be the lowest common multiple of
the integers {o(x) : x ∈ G}. For example l(Zn) = n and l(Za2) = 2. In fact it is not difficult to determine l(G). By the
fundamental theorem of finite abelian groups we may express G as a product Zn1 × · · · × Znt with n1 | n2 | . . . | nt .
We then have l(G) = nt . Let us conjecture the following extension of Gao’s theorem,
Conjecture 3.3. Let G be a finite abelian group with |G| = n, and let D = D(G) be the Davenport constant of G.
If m is a multiple of l(G) and m ≥ D, then every sequence x1, . . . , xm+D−1 in G has 0 as an m-sum.
The above conjecture holds for Zn and Za2 . A simple adaptation of Gao’s proof [7] shows the above result for m
a multiple of l(G) with m ≥ n. If the above conjecture could be proved it would be a strong result. In particular the
case G = Za2 would imply Theorem 3.1. See [8] for some results concerning m-sums for various values of m.
We now return to the case of weighted sums, that is sums weighted by the units of Zn . We investigate which values
of m work in Theorem 1.3.
We may use Theorem 3.1 to give us a strengthened version of Theorem 1.3(ii), because in the light of Theorem 3.1
we know that Lemma 2.5 functions for any even m > a. We recall that a sequence x1, . . . , xm in Zn is acceptable if
there exist units α1, . . . , αm of Zn , such that α1x1 + · · · + αmxm = 0.
Theorem 3.4. Let n = 2a1 . . . pakk be even. Then for even m > a, every sequence x1, . . . , xm+a in Zn , has a 0 as a
weighted m-sum.
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Proof. We are given x1, . . . , xm+a in Zn and we must find an acceptable subsequence of length m. To do this we go
through the proof of Theorem 1.3(ii) and note that given Theorem 3.1 we have that Lemma 2.5 functions for any even
m > a. 
Could this possibly be strengthened any further, to m = a perhaps (if a happens to be even)? We shall see the
answer is yes if n is a power of 2, and no if it is a product of distinct primes.
Lemma 3.5. Let n = 2a . Then for any even m, every sequence x1, . . . , xm+a in Zn , has 0 as a weighted m-sum.
To show this, we shall use a version of Lemma 2.5 for disjoint sets,
Lemma 3.6. Given a disjoint subsets X1, . . . , Xa of the set {1, . . . ,m + a}, where m is even, it is possible to find a
set I ⊂ {1, . . . ,m + a}, with |I | = m, and |I ∩ Xb| even for all b = 1, . . . , a.
Proof. Let Xa+1 = {1, . . . ,m + a} − ∪ab=1 Xb. For each Xb, for b = 1, . . . , a + 1, let Wb ⊂ Xb, be a maximal even
sized subset (i.e. |Wb| ∈ {|Xb|−1, |Xb|}). Now, |⋃a+1b=1 Wb| ≥∑a+1b=1 |Xb|−(a+1) = m−1, and so |⋃a+1b=1 Wb| ≥ m,
since it is even. Now obtain I from
⋃a+1
b=1 Wb by removing pairs (from the sets Wb) as required. 
Remark. The same is true if we are given a nested family X1 ⊂ · · · ⊂ Xa . To see this, set Y1 = X1, and
Yb = Xb − Xb−1, for b = 2, . . . , a, these sets are disjoint. Now applying Lemma 3.6 to Y1, . . . , Ya , we obtain
I ⊂ {1, . . . ,m + a}, with |I | = m, and |I ∩ Yb| even, for all b = 1, . . . , a. Hence we are done because this implies
|I ∩ Xb| even, for all b = 1, . . . , a.
Proof of Lemma 3.5. We must show the existence of an acceptable sequence of length m. To do this we again go
through the proof of Theorem 1.3(ii). This time we first note that the collection Xb = {i : xi 6≡ 0 (mod 2b)}, for
b = 1, . . . , a, is a nested family, X1 ⊂ · · · ⊂ Xa . So we can use Lemma 3.6 (together with remark that followed) in
place of Lemma 2.5, and our proof works for all even m. 
Now an example to show that if n is a product of distinct primes we really need the condition m > a, (in fact this
example does not require n even),
Example 3.7. Let n = p1 . . . pk , be a product of distinct primes (so that k = a). Then for m ≤ a, we can find a
sequence x1, . . . , xm+a in Zn , with the property that for any subsequence xi1 , . . . , xim , and units α1, . . . , αm , we have
α1xi1 + · · · + αmxim 6= 0. i.e. 0 is not a weighted m-sum.
For each s = 1, . . . , a, let qs = n/ps . Consider the sequence with xi = qi , for i = 1, . . . , a, xa+1 = 1, and
xa+2, . . . , xm+a = 0. Now given a subsequence xi1 , . . . , xim , and units α1, . . . , αm . Suppose 1 does not appear in the
subsequence. We know the subsequence must contain non-zero terms (since the original sequence has only m − 1
zeros), so we may assume xi1 = qs , for some s. But now α1xi1 6≡ 0 (mod ps), and (since 1 does not appear), we have
xi2 , . . . , xim ≡ 0 (mod ps), so that α1xi1+· · ·+αmxim 6≡ 0 (mod ps), and so is not 0. Hence wemay assume 1 appears,
say xi j = 1. Now there must be an s, with qs not appearing, and so α1xi1 + · · · + αmxim ≡ α j xi j 6≡ 0 (mod ps).
We now discuss the case with n odd. Example 3.7 shows that for m ≤ a we might have a sequence x1, . . . , xm+a
with 0 not a weighted m-sum. How about m > a? So far we have,
Theorem 3.8. Let n = pa11 . . . pakk be odd. Then for m ≥ 2k, and for even m > a, every sequence x1, . . . , xm+a in
Zn , has 0 as a weighted m-sum.
Proof. If m ≥ 2k, this is the result of Theorem 1.3(i). If m even and m > a, then we go through the proof of
Theorem 1.3(ii), (noticing that we never actually required n to be even), and noticing that in the light of Theorem 3.1,
Lemma 2.5 functions for even m > a. 
In fact we can extend this result to hold for any m > a.
Theorem 3.9. Let n = pa11 . . . pakk be odd. Then for m > a, every sequence x1, . . . , xm+a in Zn , has 0 as a weighted
m-sum.
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Remark. For values of n for which a + 1 < 2k, this result is stronger than Theorem 1.3 (i). While for values of n for
which a + 1 > 2k, Theorem 1.3(i) is stronger.
We have noted that the proof of Theorem 1.3(ii) works for odd n (as well as even) and shows the above result for
even m > a. In the proof of Theorem 1.3(ii) we are given a sequence x1, . . . , xm+a in Zn , and from the sequence
we define subsets X (s)b ⊂ {1, . . . ,m + a} for s = 1, . . . , k and b = 1, . . . , as , by X (s)b = {i : x (s)i 6≡ 0 (mod pbs )}.
We then find a set I ⊂ {1, . . . ,m + a}, with |I | = m, and |I ∩ X (s)b | always even. Then the sequence xi1 , . . . , xim is
acceptable (where I = {i1, . . . , im}).
For that proof to work for even n it was necessary to find a set I meeting the conditions of Lemma 2.4, i.e. with
|I ∩ X (s)b | always even. However in the case n odd we do not need such a strong condition and it will suffice to find a
set I with |I ∩ X (s)b | not equal to 1 for any s, b. In fact this is what we implicitly did in our proof of Theorem 1.3(i).
Let us now prove a version of Lemma 2.4 for odd prime powers, which has weaker conditions.
Lemma 3.10. Let x1, . . . , xm be a sequence in Zpa (where pa is an odd prime power), such that for each b =
1, . . . , a, the size of the set {i : xi 6≡ 0 (mod pb)} is not equal to 1. Then x1, . . . , xm is acceptable.
Proof. Let b be minimal such that {i : xi 6≡ 0 (mod pb)} is non-empty (if no such b exists then all terms are 0,
and we are done instantly). Now {i : xi 6≡ 0 (mod pb)} has at least two elements, so without loss of generality,
x1, x2 6≡ 0 (mod pb). Now set x ′i = xi/pb−1 ∈ Zpa−(b−1) , for i = 1, . . . ,m. Now x ′1, x ′2 are units and so by
Lemma 2.1 there exist units α1, α2 with α1x ′1 + α2x ′2 = −x ′3 − · · · − x ′m . We note that α1, α2 are 6≡ 0 (mod p) and
therefore also units of Zpa , and that in Zpa we have, α1x1 + α2x2 = −x3 − · · · − xm . Setting α3, . . . , αm = 1, we
have α1x1 + · · · + αmxm = 0 and we are done. 
We can now deduce Theorem 3.9 from the following lemma,
Lemma 3.11. Given a subset X1, . . . , Xa of the set {1, . . . ,m+a}, where m > a, there exists a set I ⊂ {1, . . . ,m+a},
with |I | = m, and |I ∩ Xs | 6= 1 for all s = 1, . . . , a.
Remark. For even m > a we can deduce from Theorem 3.1 the existence of I with |I | = m and |I ∩ Xs | even for all
s = 1, . . . , a, which is far stronger than the result we prove. However the stronger result cannot be extended to odd
m.
Let us see how Theorem 3.9 follows from this. Given a sequence x1, . . . , xm+a in Zn we define subsets X (s)b ⊂
{1, . . . ,m + a} for s = 1, . . . , k and b = 1, . . . , as by X (s)b = {i : x (s)i 6≡ 0 (mod pbs )}. By Lemma 3.11 there exists
I ⊂ {1, . . . ,m + a}, with |I | = m, and |I ∩ X (s)b | 6= 1 for all s, b. Let I = {i1, . . . , im}, now by Lemma 3.10 we
have, for all s = 1, . . . , k, that x (s)i1 , . . . , x
(s)
im
is acceptable. Hence by Observation 2.2, xi1 , . . . , xim is acceptable, and
we are done. All that remains is to prove Lemma 3.11. We begin by making some definitions.
Let us call a set I ⊂ {1, . . . ,m + a} valid if |I ∩ Xs | 6= 1 for all s = 1, . . . , a. To prove Lemma 3.11 we must find
a valid set of size m. Say I strongly intersects Xs if |I ∩ Xs | ≥ 2, let S(I ) = {s : |I ∩ Xs | ≥ 2} be the set of s for
which I strongly intersects Xs .
We define a path to be a sequence of distinct vertices v1, . . . , vl together with distinct sets X i1 , . . . , X il+1 such that
v1 ∈ X i1 ∩ X i2 , . . . , vl ∈ X il ∩ X il+1 . We define a cycle to be a sequence of distinct vertices v1, . . . , vl together with
distinct sets X i1 , . . . , X il such that v1 ∈ X i1 ∩ X i2 , . . . , vl ∈ X il ∩ X i1 .
Proof of Lemma 3.11. Our proof is by induction on a, the case a = 1 is clear, so we move to the general case. Our
proof works by applying induction repeatedly. We are given subsets X1, . . . , Xa of {1, . . . ,m + a}. Suppose one of
the sets Xs is a singleton. Without loss of generality Xs = {m + a}. Ignoring Xs and restricting the other sets to
{1, . . . ,m + a − 1} we are done by the induction hypothesis. Hence we may assume |Xs | ≥ 2 for all s.
If there exists a non-empty valid set J with |S(J )| ≥ |J | then we use the induction hypothesis with the ground set
V − J and sets {Xs : s 6∈ S(J )} to find a valid set J ′ ⊂ V − J of size m′ = m − |J | > a − |S(J )|, then we are done
by setting I = J ∪ J ′.
In fact if any non-empty set J has |S(J )| ≥ |J |, then either J is valid or we may extend J to a larger set J ′ which
still has the property |S(J ′)| ≥ |J ′|. For if J is not valid there exists a set Xs with |J ∩ Xs | = 1, since |Xs | ≥ 2 we
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may pick a point j ′ ∈ Xs − J , and we are done by setting J ′ = J ∪ { j}. Now either J ′ is valid or we can extend J ′
to a larger set J ′′ which still has the property |S(J ′′)| ≥ |J ′′|. Iterating we must eventually arrive at a valid set K with
|S(K )| ≥ |K |. We are then done by the induction hypothesis as in the previous paragraph.
So we may assume that for all non-empty J ⊂ {1, . . . ,m + a} we have |S(J )| < |J |. In particular, no pair
Xs, Xs′ can have |Xs ∩ Xs′ | ≥ 2. We may also rule out cycles, if there exist a sequence of distinct vertices v1, . . . , vt
and distinct sets X i1 , . . . , X il such that v1 ∈ X i1 ∩ X i2 , . . . , vl ∈ X il ∩ X i1 then setting J = {v1, . . . , vl} we have|S(J )| ≥ l = |J | and we are done. This tells us that the sets fit together in a forest like structure.
Defining a leaf to be a set Xs with |Xs ∩⋃t 6=s X t | ≤ 1, we claim that there must be at least two leaves. This is
obvious if all the sets are disjoint so we may assume that two sets meet, say X1 ∩ X2 6= φ. Now we take the path of
maximum length involving X1 (we know its length is at least 2), say X i1 , . . . , X il (with vertices v1, . . . , vl−1). The
end sets X i1 and X il each share one vertex with their neighbour on the path. By maximality X1−{v1} and Xl −{vl−1}
cannot intersect with sets not on the path, and since there are no cycles they cannot intersect sets on the path, hence
X i1 and X il are leaves; we have proved the claim.
We define the free vertices of Xs to be vertices in Xs which are not in any of the other sets Xs′ for s′ 6= s. Suppose
there are two sets (without loss of generality Xa−1, Xa) which each have at least 2 free vertices (saym+a−3,m+a−2
are free vertices of Xa−1 and m + a − 1,m + a are free vertices of Xa) then we use the induction hypothesis to find a
set J ⊂ {1, . . . ,m + a − 4} with |J | = m − 2 and |J ∩ Xs | 6= 1 for all s = 1, . . . , a − 2. If J meets both Xa−1 and
Xa , let I = J ∪ {m + a − 2,m + a}. If J misses one of them, say Xa−1, let I = J ∪ {m + a − 1,m + a}. In either
cases we are done.
We may now assume that at most one set Xs has more than 1 free vertex, in fact we shall see that not even one set
Xs can have this property. Suppose Xa has 2 free vertices (say m + a − 1,m + a are free vertices of Xa), then find
amongst the other sets a leaf, say Xa−1, so that Xa−1 shares at most one vertex with
⋃
s 6=a−1 Xs . We are assuming|Xa−1| ≥ 2, if |Xa−1| ≥ 3 then Xa−1 also has 2 free vertices and we are done by the previous paragraph. So we are
left with the case where |Xa−1| = 2, say Xa−1 = {m+a−3,m+a−2}. Now we use the induction hypothesis to find
a set J ⊂ {1, . . . ,m+a−4}with |J | = m−2 and |J∩Xs | 6= 1 for all s = 1, . . . , a−2. Let I = J∪{m+a−1,m+a}
and we are done.
We now assume that no set Xs has more than 1 free vertex. What can we say about the size of
⋃
s Xs? An easy
induction argument shows that if a collection of sets X1, . . . , Xa on a ground set V are such that |S(J )| < |J | for all
J ⊂ V and no set Xs having more than 1 free vertex, then |⋃s Xs | ≤ 2a − 1. Since 2a − 1 is less than m + a we
deduce that there is a vertex, say m + a, which is not in any of the sets X1, . . . , Xa . We now pick any leaf, without
loss of generality Xa is a leaf. Our assumptions now tell us |Xa | = 2 and that Xa has a free vertex, say m + a − 1.
Now applying the induction hypothesis we may find a set J ⊂ {1, . . . ,m+a− 2} with |J | = m− 1 and |J ∩ Xs | 6= 1
for all s = 1, . . . , a − 1. If J meets Xa , let I = J ∪ {m + a − 1}. If J does not meet Xa , let I = J ∪ {m + a}. In
either cases we are done. 
An interesting question remains. Can we extend even further the range of values ofm for which Theorem 1.3 holds.
In particular, can we extend to all m > k (for n odd) and all even m > k (for n even)?
4. Other sets of coefficients
In this section we discuss the case where we have a general set of allowed coefficients A ⊂ Zn . Given a sequence
x1, . . . , xr in Zn we define an A-weighted n-sum to be a sum of the form α1xi1 +· · ·+αnxin , where i1 < · · · < in and
α1, . . . , αn ∈ A. We discuss the problem (first raised in [2]) of finding 0 as an A-weighted n-sum, we have already
discussed this in the cases A = {1}, {−1, 1},Z∗n . In fact in all three of these cases there was an extremal example with
n − 1 zeros. This reminds us of Gao’s theorem and prompts us to conjecture that the same is true for any allowed set
of coefficients A ⊂ Zn . Alternatively this may be stated as,
Conjecture 4.1. For every A ⊂ Zn we have EA(Zn) = n + DA(Zn)− 1.
Where EA(Zn) is the smallest integer r such that every sequence x1, . . . , xr in Zn has 0 as an A-weighted n-sum,
and DA(Zn) is the smallest integer r such that every sequence x1, . . . , xr in Zn has 0 as some non-empty A-weighted
sum.
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This question has been raised independently by Adhikari and Rath [3] and Adhikari and Chen [1], they seem to
believe that Conjecture 4.1 is true and have proved it in some cases. The conjecture has also been made (and some
cases proved) by Thangadurai [13].
We have observed that the conjecture is true for {1}, {−1, 1} and Z∗n . The conjecture holds also in the case where
A is a singleton by applying Gao’s theorem to the appropriate subgroup of Zn . In this section we give a class of sets
A for which the conjecture holds. Let us now describe this class of sets A.
We again identify Zn with Zpa11 × · · · × Zpakk . Given subsets A1 ⊂ Zpa11 , . . . , Ak ⊂ Zpakk , we may define
their product A ⊂ Zn , to be A = A1 × · · · × Ak = {x ∈ Zn : x (s) ∈ As for all s = 1, . . . , k}. For example,





. In this section we show that if we have, for each s = 1, . . . , k, that As ⊂ Z∗pass and
|As | > pass /2 then the conjecture holds for the product set A = A1 × · · · × Ak .
It is clear that such a set A is contained in Z∗n , so that DA(Zn) ≥ DZ∗n (Zn) = a + 1. To show that the conjecture
holds for A we show that EA(Zn) ≤ n + a. i.e. we show that every sequence x1, . . . , xn+a in Zn has 0 as an A-
weighted n-sum. In fact much more is true, we can prove our results for A-weighted m-sums for a range of values of
m, we prove the more general versions and then we shall briefly discuss A-weighted m-sums for a general set A ⊂ Zn
and m ∈ N
Let us work first with odd n, we shall comment on even n later. We shall prove the following generalisation of
Theorem 1.3(i) (or really of Theorem 3.9).
Theorem 4.2. Let n = pa11 . . . pakk be odd. For each s, let As ⊂ Zpass be a subset with |As | > pass /2, and let
A = A1 × · · · × Ak . Then for m > a, every sequence x1, . . . , xm+a in Zn has 0 as an A-weighted m-sum.
Remark. Our proof is obtained by making a new version of the proof of Theorem 3.9, alternatively one may obtain
this result for m ≥ 2k by making a new version of the proof of Theorem 1.3(i).
For clarity a sequence x1, . . . , xm in Zn will be called A-acceptable if there exist elements α1, . . . , αm of A such
that α1xi1 + · · · + αmxim = 0. Of course, a sequence x1, . . . , xr has 0 as an A-weighted m-sum if and only if it has an
A-acceptable subsequence of length m. To prove this generalisation of Theorem 3.9 we must first prove analogues of
Lemma 2.1, Observation 2.2 and Lemma 3.10 appearing here as Lemma 4.3, Observation 4.4 and Lemma 4.5.
Lemma 4.3. Let pa be an odd prime power, and let A ⊂ Zpa , be such that |A| > pa/2. If x, y ∈ Zpa are such that
x, y 6≡ 0 (mod p) (i.e. are units of Zpa ), then given any t ∈ Zpa , there exist α, β ∈ A such that αx + βy = t
Proof. As y is a unit we have |{βy : β ∈ A}| = |{β : β ∈ A}| = |A|, and so also |{t − βy : β ∈ A}| = |A|, and
|{αx : α ∈ A}| = |A|. So |{t − βy : β ∈ A}| + |{αx : α ∈ A}| > pa , whence there exists α, β ∈ A, such that
t − βy = αx . 
Observation 4.4. Let n = pa11 . . . pakk , and let A = A1 × · · · × Ak . Then a sequence of x1, . . . , xm in Zn is A-
acceptable if and only if for all s = 1, . . . , k, the sequence x (s)1 , . . . , x (s)m is As-acceptable.
Proof. If x1, . . . , xm is A-acceptable, then there exists α1, . . . , αm ∈ A, with α1x1 + · · · + αmxm = 0, in Zn . Now
for each s we have that, α(s)1 , . . . , α
(s)
m ∈ As , and α(s)1 x (s)1 + · · · + α(s)m x (s)m = 0 in Zpass , and so x (s)1 , . . . , x (s)m is
As-acceptable.
If x (s)1 , . . . , x
(s)
m is As-acceptable, for all s = 1, . . . k, then (for each s) we can find α(s)1 , . . . , α(s)m ∈ As , with
α
(s)
1 x1 + · · · + α(s)m xm ≡ 0 (mod pass ). Then (for each j) let α j = (α(1)j , . . . , α(k)j ) ∈ A. Now calculating co-ordinate
wise we have α1x1 + · · · + αmxm = (0, . . . , 0) = 0 in Zn . Hence x1, . . . , xm is A-acceptable. 
Lemma 4.5. Let pa be an odd prime power, and let A ⊂ Zpa , be such that |A| > pa/2. Let x1, . . . , xm be a sequence
in Zpa , such that for each b = 1, . . . , a, the size of the set {i : xi 6≡ 0 (mod pb)} is not equal to 1. Then x1, . . . , xm is
A-acceptable.
Proof. Let b be minimal such that {i : xi 6≡ 0 (mod pb)} is non-empty (if no such b exists then all terms are 0,
and we are done instantly). Now {i : xi 6≡ 0 (mod pb)} has at least two elements, so without loss of generality,
x1, x2 6≡ 0 (mod pb). Now we set x ′i = xi/pb−1 ∈ Zpa−(b−1) , for i = 1, . . . ,m, and we note that the elements
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of A must meet more than pa−b+1/2 congruence classes modulo pa−b+1. Pick arbitrarily α3, . . . , αm ∈ A, now
x ′1, x ′2 are units and so by Lemma 4.3 (applied to the projection of A onto Zpa−b+1 ) there exist α1, α2 ∈ A with
α1x ′1 + α2x ′2 = −α3x ′3 − · · · − αmx ′m in Zpa−b+1 . Now in Zpa we have, α1x1 + α2x2 = −α3x3 − · · · − αmxm . i.e.
α1x1 + · · · + αmxm = 0 and we are done. 
Theorem 4.2 now follows from Lemma 3.11 exactly as Theorem 3.9 did.
Although we will not go through all the details, the even case generalises similarly. In fact this is not difficult since
our proof of Theorem 1.3(ii) (or Theorem 3.4) does not mention the units explicitly but only relies on the information
contained in Observation 2.2 and Lemmas 2.1, 2.3 and 2.4. Since we have already generalised Observation 2.2 and
Lemma 2.1 we need only generalise Lemmas 2.3 and 2.4, we generalise Lemma 2.3 as follows.
Lemma 4.6. Let A ⊂ Z2a be such that either (i) |A| > 2a−1 or (ii) |A| > 2a−2 and A ⊂ Z∗2a . If x, y ∈ Z2a are odd
(i.e. are units of Z2a ), then given any even t ∈ Z2a , there exist α, β ∈ A such that αx + βy = t .
Proof. (i) Using the fact that x and y are units we have |{αx : α ∈ A}| = |A| and |{t − βy : β ∈ A}| = |A|. These
sets must intersect because |{αx}| + |{t − βy}| > 2a .
(ii) We again have |{αx}| = |{t − βy}| = |A|. This time {αx} and {t − βy} are both contained in the odd elements
of Z2a . So they must intersect because |{αx}| + |{t − βy}| > 2a−1. 
To generalise the proof of Lemma 2.4 to our setting we replace Lemma 2.3 by Lemma 4.6 and replace the use
of units of Z2a−(b−1) with the projection of A1 onto the subgroup Z2a−(b−1) . We obtain the following generalisation of
Theorem 1.3(ii) (and Theorem 3.4).
Theorem 4.7. Let n = 2a1 . . . pakk be even. Let A1 ⊂ Z2a1 be such that either |A1| > 2a1−1 or |A1| > 2a1−2 and
A1 ⊂ Z∗2a1 . For each s ≥ 2, let As ⊂ Zpass be a subset with |As | > pass /2, and let A = A1 × · · · × Ak . Then for even
m > a, every sequence x1, . . . , xm+a in Zn has 0 as an A-weighted m-sum. 
Remark. While the results of this Section allow us to find relatively small sets A ⊂ Zn , for which every sequence
x1, . . . , xn+a in Zn has 0 as an A-weighted n-sum, it seems that they are not minimal for this property (e.g. for n = 2a ,
the result of [2] shows that {−1, 1} has this property). It might be of interest to find in general the sets A ⊂ Zn , which
are minimal such that every sequence x1, . . . , xn+a in Zn has 0 as an A-weighted n-sum.
Finally let us conjecture that Conjecture 4.1 can be extended to cover A-weighted m-sums for values of m other
than n.
Let us first mention some values of m for which we cannot guarantee that 0 is an A-weighted m-sum. We have seen
that 0 may not be an A-weightedm-sum if m < D (e.g. Example 3.7 deals with the casem < a+1 = DZ∗n (Zn)). Also
we cannot ask for 0 as an A-weighted m-sum if 0 is not an A-weighted m-sum of the sequence 1, . . . , 1. i.e. if there
does not exist a sequence α1, . . . , αm ∈ A with α1 + · · · + αm = 0. Recall that this is the reason why we demanded
m is a multiple of n in the original EGZ setting, and it is why we have often been demanding that m is even. Let us
conjecture that these are the only things that stop us finding 0 as an A-weighted m-sum.
Conjecture 4.8. Let A ⊂ Zn and let D = DA(Zn). If m ≥ D and the sequence 1, . . . , 1 has 0 as an A-weighted
m-sum, then every sequence x1, . . . , xm+D−1 in Zn has 0 as an A-weighted m-sum.
This is true for the units Z∗n , as shown by Theorem 3.4 (for the case n even), and by Theorem 3.9 (for the case n
odd). By Theorems 4.2 and 4.7 we see that the conjecture also holds for the product sets defined in these theorems.
How about the case A = {−1, 1}? For n odd the result of [2] worked for any m ≥ n, and for n even the result of [2]
can be easily adapted to work for any even m ≥ n. To show the conjecture holds for A = {−1, 1} these results would
have to be extended to cover even values of m ≥ D = blog2 nc + 1.
Note. Theorem 1.2 has been proved independently by Luca [10].
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