This paper investigates the capacity and capacity per unit cost of Gaussian multiple-access channel (GMAC) with peak power constraints. We first devise an approach based on Blahut-Arimoto Algorithm to numerically optimize the sum rate and quantify the corresponding input distributions. The results reveal that in the case with identical peak power constraints, the user with higher SNR is to have a symmetric antipodal input distribution for all values of noise variance. Next, we analytically derive and characterize an achievable rate region for the capacity in cases with small peak power constraints, which coincides with the capacity in a certain scenario. The capacity per unit cost is of interest in low power regimes and is a target performance measure in energy efficient communications. In this work, we derive the capacity per unit cost of additive white Gaussian channel and GMAC with peak power constraints. The results in case of GMAC demonstrate that the capacity per unit cost is obtained using antipodal signaling for both users and is independent of users rate ratio. We characterize the optimized transmission strategies obtained for capacity and capacity per unit cost with peak-power constraint in detail and specifically in contrast to the settings with average-power constraints.
I. INTRODUCTION
There is growing attention recently towards energy efficient transmission in modern socalled green communication systems. From an information theoretic view point, green power communications can be interpreted in different ways. In [1] - [3] , to devise optimized reliable transmission strategies, in addition to the transmission power, the expended energy for processing the data at the encoder and the decoder is also taken into account. Other perspectives in green power communications include peak power constrained transmission [4] , and considering capacity per unit cost [5] for reduced energy expenditure of data transmission. It is conjectured in [6] , [7] , that neurons set their transmission strategy to achieve the capacity per unit cost [5] , and hence facilitate Petabit per second communications in an energy efficient manner. In this paper, we investigate the energy efficient strategy for transmission over MAC with peak power constraints.
In the literature, certain problems in transmission strategy design for achieving the capacity per unit cost and the capacity of certain channels with peak power constraint have been previously studied. In the following two subsections, the related works are briefly reviewed.
A. Related works in capacity per unit cost
of point-to-point channels with additive noise is studied in wide generality in [10] . The minimum energy per bit is also known for the Gaussian multiple-access channel (GMAC), the Gaussian broadcast channel and the Gaussian interference channel [5] , [10] - [12] . However, the minimum energy per bit is not yet known for the three terminal setting of a Gaussian relay channel, though some progress has been made (the interested reader is referred to [13] , [14] and the references therein). More results on the capacity per unit cost of the three terminal channels, relay networks and arbitrary networks are reported in [15] , [16] and [17] . Recently in [18] , the wideband slope of outage capacity is quantified in several Gaussian communications settings.
In [5] , it is shown that for MAC with infinite bandwidth, the capacity per unit cost is achieved using time division multiple access (TDMA). In [12] , for MAC with finite (but large) bandwidth, the optimal transmission strategy is shown to deviate from TDMA.
B. Related works in capacity with peak power constraint
As stated, another perspective to green power communications is the transmission with limited peak power. This is also of great practical importance as it describes situations where the transmitter has a limited output back off [19] . Peak power constraint at mobile users is one of practical limitation in uplink scenario of mobile communication [20] , [21] . A general solution for the capacity of point to point AWGN channel with peak power constraint is not available.
However, it is shown that for a given value of peak power constraint, the capacity-achieving distribution is unique and discrete with finite symmetric support region with center on zero [22] .
In addition, for peak power values less than 1.05 (with unit noise variance), the capacity is achieved by equiprobable antipodal signaling [23] . This is proven based on the relation of mutual information in Gaussian channels to minimum mean-squared error estimation [24] . The low SNR capacity of point to point fading channel with peak and average power constraints is considered in [25] . In [26] by considering optical communications, an analytical closed form expression for a capacity-approaching input distribution is developed via input entropy maximization under non-negativity, peak and average power constraints. The low-SNR capacity of single-input singleoutput and multiple-input multiple-output non-coherent fading channels with peak and average February 24, 2015 DRAFT power constraints is studied in [27] . In [28] the capacity-achieving probability measure under boundedness constraint and average cost constraints for conditionally Gaussian channels is studied. In [29] , bounds are derived on the non-coherent capacity of wide-sense stationary uncorrelated scattering channels that are selective both in time and frequency and are underspread. The aim is to quantify the capacity-optimal bandwidth as a function of the peak power and the channel scattering function. In neuronal communications, a noisy spiking neuron has been shown to maximize mutual information within given range of firing rate or peak power constraint [28] , [30] , [31] .
C. Outline of Contributions
In this paper, we investigate the capacity and the capacity per unit cost of Gaussian-multiple access channel with peak power constraints. Prior work on the capacity of GMAC with peak power constraints is reported in [32] - [34] , where it is shown that generating the codebooks of users according to discrete distributions achieves the largest sum rate of two-user GMAC.
While [34] proves the discreteness for the sum rate, [35] proves the discreteness for the entire rate region. Autuors in [35] also gives results for the stochastic amplitude constraint case.
The capacity per unit cost with peak power constraint is only considered in [36] for point to point fading channels with or without channel state information. Our search did not reveal any prior art on capacity per unit cost of GMAC with peak power constraints. In Section II, we present an approach based on the Blahut-Arimoto (BA) algorithm to numerically optimize an achievable sum rate of GMAC with peak power constraints. This is accomplished by identifying the corresponding users codebooks input distributions. Our results reveal that for the case with identical peak power constraints, the input distribution of the user with higher signal to noise ratio (SNR) is equiprobable antipodal for all values of noise variance. In the limiting regimes of low and high transmission powers, the optimized distributions of users quantify to antipodal distributions for both users and an antipodal distribution and a uniform distribution, respectively.
The latter is consistent with the results of [37] .
In Section III, we derive the capacity per unit cost of additive white Gaussian channel DRAFT February 24, 2015 and GMAC with peak power constraints. The results in case of GMAC demonstrate that the capacity per unit cost is obtained using antipodal signaling and a successive decoding strategy.
Interestingly, the associated slope rate region turns out to be independent of users rate ratio.
We characterize the optimized transmission strategies obtained for capacity and capacity per unit cost with peak power constraints in detail and specifically in contrast to the settings with average power constraints. This is tabulated in concluding remarks of Section IV. The study of the capacity per unit cost of communication networks with peak power constraints could shed light on efficient transmission strategies for next generation green communication systems.
II. ACHIEVABLE SUM RATE OF GMAC WITH PEAK POWER CONSTRAINTS
In this Section, we first derive the input distributions of users 1 and 2 for maximizing sum rate of GMAC with peak power constraints numerically in different SNR regimes. Second, we derive an achievable rate region for GMAC in low SNR regime with antipodal distribution for inputs, which maximizes the sum rate numerically. This achievable region used in the next Section of this paper in deriving capacity per unit cost. Last in this Section, the capacity region of GMAC with infinite bandwidth obtained.
The output of GMAC with peak power constraints is described by
where X i , i ∈ {1, 2} are real-valued random inputs,
is the independent additive white Gaussian noise.
A. Optimum Input Distribution for Maximization of Sum Rate
We consider maximizing the sum rate of GMAC with peak power constraints, where the optimal input distributions are known to be discrete [32] . The desired optimization problem with February 24, 2015 DRAFT respect to the input distributions is expressed as follows,
where p (x i ) = p (X i = x i ) is discrete input probability distributions, and given by
where a ij = p(x i = b ij ), and b ij denotes jth mass point for X i . In (3), K i is the number of probability mass points for user i, and Z + is the set of positive integers. Using some simple manipulations and due to the independency of X 1 and X 2 , (2b) may be rewritten as follows
Simply, by double differentiating with respect to a 1j and a 2k it can be shown that the objective function in (4a) is concave with respect to a 1j and a 2k . A closed form solution for the above optimization problem may not be obtained in general. We select, K i enough large to b 1j and b 2k cover all region of − √ ρ i , √ ρ i with good approximation, Hence optimization problem is simplified to finding a i,j , i, j ∈ {1, 2}.
Here, we present the alternating maximization procedure on which our algorithm is based.
where a i = [a ij ], 1 ≤ j ≤ K i , and let us consider the optimization problem given by
where A 1 and A 2 are the sets we optimize over. We denote by c 2 (a 1 ) the point that achieves
, and by c 1 (a 2 ) the one that achieves sup
The algorithm is performed by iterations, where in each iteration we maximize over one of the variables. Let a
be the value in the current iteration. The following lemma describes the conditions the problem needs to meet to f (r) converges to f * by approaching r to infinity.
Lemma 1.
Convergence of the alternating maximization procedure( [38] ,Lemmas 9.4 and 9.5): Let f (a 1 , a 2 ) be a real, concave, bounded-from-above function that is continuous and has continuous partial derivatives, and let the sets A 1 and A 2 which we maximize over those, be convex, which is due to linear constraints on (4-b) and (4-c). Further, assume that c 2 (a 1 ) ∈ A 2 and c 1 (a 2 ) ∈ A 1 for all a 1 ∈ A 1 , a 2 ∈ A 2 and that c 2 (a 1 ), c 1 (a 2 ) are unique. Under these
Below, we present an iterative algorithm developed based on the above lemma using the BA algorithm [9] , [39] and generalized BA algorithm for discrete memoryless MAC (DMC-MAC) [40] , and explore the sum rate of GMAC with peak power constraints numerically.
Specifically, the proposed algorithm aims at an optimized achievable sum rate based on a successive decoding strategy. The details of the proposed algorithm are as follows February 24 , 2015 DRAFT 1) We consider K i equidistant mass points over the support region of X i , i ∈ {1, 2} , (K i very large). The probabilities of all mass points for X i s are initialized randomly.
2) Considering the sum rate
with respect to p (x 1 ), when p (x 2 ) is given. The sequence of p (r) (x 1 ), r = 0, 1, ... is given by [40] 
where p (0) (x 1 ) = 0 and
where
In (9) 
In (10), p (r) (y) is obtained as
and p (r) (y| x 2 ), which is used in the next step, obtained by
3) Considering
decoding strategy) and a given p (x 1 ), the second term is not a function of p (x 2 ). Hence, we aim to maximize I (X 2 ; Y ) with respect to p (x 2 ) for a given p (x 1 ). we set up an DRAFT February 24, 2015 iterative procedure. Accordingly, p (r+1) (x 2 ) is given as follows,
where p (0) (x 2 ) = 0 and I (x 2 ; Y ) is given by
. By this notation, the stopping criterion in the r th iteration is given by
where ε > 0 is a sufficiently small number. If the above criterion is satisfied, then iteration stops and one concludes with the estimate p (x 1 ) = p (r) (x 1 ) and p (x 2 ) = p (r) (x 2 ) else go to step 2. maximizing sum rate in terms of x 2 when √ ρ 1 = √ ρ 2 = 1. Our numerical results show very importantly that for all values of σ, p(x 2 ) has antipodal distribution. For very small values of σ (σ ≤ 0.003 almost noiseless), p(x 1 ) has uniform distribution. This result is consistent with that of [37] for maximizing the entropy of summation of independent random variables with identical symmetric support regions. Note that, an antipodal distribution for p(x 2 ) indicate a higher SNR for user 2 when compared to that of user 1 with any p(x 1 ) and the same peak power constraints. Fig 2) . Since this corresponds to a decoding strategy where user 1 treated as noise in step 2, an antipodal distribution may be seen as the Euclidean distance maximizing input in the low SNR regime for smallest errors. As σ reduces (SNR increases) a new mass point appears at zero, and the number of alphabets of X 1 increases for enhanced transmission rate. This distribution is however still the Euclidean distance maximizing input with three mass points and limited peak power. For smaller values of σ(σ < 0.1), the effect of noise becomes negligible and the input distribution moves towards a uniform distribution for maximized entropy and transmitted information (see Fig 2) .
Remark 2. The distribution obtained here for p(x 1 ) is symmetric around zero and imposes a symmetric Gaussian mixture distributed interference on X 2 that is treated as noise. This in addition to the Gaussian noise of the channel creates a symmetric additive noise channel for X 2 .
Hence, the rate maximizing two mass point distribution of p(x 2 ) has uniform distribution [41] .
As evident in Fig 3 when users have different values of peak power constraints, the optimized shape of p(x 2 ) depends on the value of ρ 2 and is not necessarily antipodal. As ρ 2 increases, the resulting p(x 2 ) converges to a uniform distribution.
B. Achievable Rate Region in Small Peak Power Constraints
In this paper the capacity per unit cost is also assessed, that is of interest in the low power regime [10] , the rates obtained in the sequel with the 0 < √ ρ i ≤ 1.05, i ∈ {1, 2} with unit noise variance [23] which corresponds to small peak power assumption and are relevant in the desired analyses of Section III. The capacity region of two-user DMC-MAC is achieved using joint and successive decoding in [42] . In the next Proposition, an achievable rate region is presented for GMAC with small peak power constraints. straints and finite bandwidth using successive decoding is given by 
where, i ∈ {1, 2} and √ ρ i ≤ 1.05.
Proof. See Appendix A.
In (18a), log and cosh are the natural logarithm and hyperbolic cosine functions, respectively.
The rates in (18a) are then measured in nats.
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The next corollary presents the corner points of the achievable rate region for GMAC with small peak power constraints.
Corollary 1. The corner points of the achievable rate region described in Proposition 1 for GMAC with small peak power constraints and finite bandwidth are (I(
and (I(X 1 ; Y ), I (X 2 ; Y | X 1 )), where I(X i ; Y ), i ∈ {1, 2}, are given by
Proof. See Appendix B.
Based on the input distribution in (19) , ρ 1 and ρ 2 are equal to the signal to noise ratio of users 1 and 2, denoted by SNR 1 and SNR 2 , respectively. As a result, the peak power constraints in fact also imposes an average power constraints. The achievable rate region for R 1 and R 2 may now be described in terms of SNR 1 and SNR 2 and a fixed time sharing parameter 0 ≤ α ≤ 1 as follows
This is obtained using Proposition 1, Corollary 1 and considering a bandwidth of W 1 = 1 Hz and 2W 1 samples per second. straints for different values of ρ 2 . The sum rate with small peak power constraints in Proposition 1 is less than that with average power constraints (available in [42] ). Moreover, by increasing the value of peak power constraints the said gap increases.
Another achievable rate region can be obtained using TDMA. It is straight forward to see that the TDMA rates with peak-power constraints and bandwidth of 1 Hz is within the following
Fig . 5 compares the achievable rate region of GMAC with small peak or average power constraints for successive decoding and TDMA and ρ 1 = 0.6 , ρ 2 = 0.4 . As evident the achievable rate region of successive decoding with peak power constraints is smaller than that with average power constraints for equal average powers. Moreover, only naive TDMA may be used when peak power constraints is applied. Hence, unlike the case with average power constraints, the rate region curves of TDMA and successive decoding with peak power constraints do not touch.
The next proposition examines the capacity of GMAC with small peak power constraints and infinite bandwidth.
Proposition 2. The capacity region of GMAC with small peak power constraints and infinite bandwidth is achieved by successive decoding and is given by
Proof. See Appendix C.
The proposition 2 shows that all senders can transmit at their individual capacities, implying that infinite bandwidth removes the interference. In this case, the ratio of the achievable sum rate due to successive decoding and TDMA is given by
In the case of GMAC with infinite bandwidth and average power constraints, TDMA is shown to achieve the same performance (capacity) [42] .
Remark 3. The capacity of an AWGN channel with small peak power constraint and infinite bandwidth is given by Here, the capacity per unit cost of AWGN channel with small peak power constraint and finite (but large) bandwidth is derived. Next using the results of Proposition 1, the capacity per unit cost region of GMAC with peak power constraints and finite bandwidth is obtained.
A. Capacity Per Unit Cost of AWGN Channel with Peak Power Constraint and Finite Bandwidth
To obtain the capacity per unit cost of AWGN channel with peak power constraint and finite bandwidth, first the minimum required energy for sending a bit in the channel is to be derived.
This is defined as follows [10] 
where (26) is the capacity as a function of SNR. The next proposition quantifies (26) for the case of our interest.
Proposition 3. In an AWGN channel with peak power constraint, the minimum energy per bit is given by
Proof. See Appendix D.
This result indicates that
for the AWGN channel with peak power constraint amounts to the same value as that of the AWGN channel with average power constraint [10] .
Next, we obtain the capacity per unit cost or the slope of spectral efficiency versus E b /N 0 curve, S 0 in b/s/Hz/3dB at (E b /N 0 ) min . As in this case, the capacity cost function is a concave function of SNR, using Taylor series expansion for a finite (but large) bandwidth, this slope may be quantified as follows [10] Proof. See Appendix E.
B. Capacity Per Unit Cost of GMAC with Peak Power Constraints and Finite Bandwidth
Here, the capacity per unit cost of GMAC with peak power constraints and finite bandwidth is derived. We start by deriving the minimum required energy for sending a bit in this channel in the next theorem.
Theorem 1. The minimum transmission energy per information bit for GMAC with peak power constraints is achieved by successive decoding and is given by
Proof. See Appendix F.
Corollary 2. When power and rate vanish, the differences between the energies per information bit of a two-user GMAC with peak power constraints using TDMA and those in Theorem 1 are given by
in which 0 ≤ α ≤ 1 is the time sharing parameter for the two users.
Proof. See Appendix G.
Remark 4. Since 0 ≤ α ≤ 1, the minimum energies per information bit for GMAC with peak power constraints cannot be achieved by TDMA. This is in contrast to the case with average power constraints, where TDMA is optimum in this sense [12] . Due to the antipodal input distribution, imposed by the peak power constraints, the values of peak and average power February 24, 2015 DRAFT are equal. As in the problem of interest, the capacity is a concave function of SNR, letting
. Hence, the slope region of S (θ) for GMAC is described by the following set of slope pairs
where, i ∈ {1, 2}. Next, we compute a region for achievable rate per unit cost based on the successive decoding strategy. To this end, the following lemma is used.
Lemma 2. For θ = R 1 /R 2 , when the powers and rates vanish in two-user GMAC with peak power constraints, we have
Proof. As evident in Theorem 1, when the powers and rates vanish, both received energies per bit, E i /N 0 , i ∈ {1, 2} , approach the same value. Considering
the proof is complete.
Similar observation is made for the rate ratio of users in GMAC with average power constraints when powers and rates vanish [12] .
The next theorem examines the slope region of GMAC with peak power constraints.
Theorem 2. For θ = R 1 /R 2 , an achievable slope region of GMAC with peak power constraints utilizing successive decoding is given by
Proof. See Appendix H.
Proposition 5. Let the rates vanish while θ = R 1 /R 2 is fixed. The optimum GMAC slope region is achieved by successive decoding as given in (33) .
Proof. In the slope region of (33) , no separate constraints is imposed on the sum rate. As a result, the achieved rate region is a rectangular, where each of its sides is equal to the capacity per unit cost of a single user AWGN channel with small peak power constraints. Hence, the achieved slope region in Theorem 2 is optimum. Therefore, the capacity per unit cost of GMAC DRAFT February 24, 2015 with peak power constraints and finite bandwidth is achieved using successive decoding.
In the next proposition, we consider the achievable rate per unit cost of GMAC using TDMA for the case with finite bandwidth and peak power constraints.
Proposition 6. For θ = R 1 /R 2 , the achievable slope region of GMAC with peak power constraints using TDMA is given by
Proof. Using Eq. (22a) and (22b) in (31), we have S 1 = α and S 2 = 1 − α. It is evident that, regardless of the value of θ , the slope region achieved by successive decoding is larger than that due to TDMA.
IV. CONCLUSIONS
In this paper, the capacity and the capacity per unit cost of GMAC with power constraints were studied. A numerical approach to characterize the sum rate and the corresponding input distributions in all SNR regimes was proposed. An achievable rate region was analytically derived in low power regimes. Then, the slope region of this achievable rate region, which is due to antipodal signaling and successive decoding, was computed. It was shown that the resulting slope region is in fact optimum and hence identifies the capacity per unit cost region of GMAC with peak power constraints. Table I summarizes the transmission strategies over GMAC with different power constraints and with different performance measures, i.e., capacity, capacity per unit cost and minimum transmission energy per information bit.
Future works in this direction include the assessment of capacity per unit cost for other basic channels with peak power constraint. The capacity per unit cost is believed to be the target performance measure in neuronal communications [6] . An alternate research direction is to investigate the capacity per unit cost for their corresponding channel and transmission models. V. APPENDICES
A. Proof of Proposition 1
Noting (18a), the rate R 1 is constrained by
The above rate using bipolar distribution as,
DRAFT February 24, 2015 is given by [23] 
The sum rate of R 1 + R 2 is limited by
The random variables X 1 and X 2 are real-valued and independent in MAC, hence p (U) is obtained by the convolution of p (X 1 ) and p (X 2 ) . Using (19) and with some manipulations,
It is obvious that, p (U) in (39) is not an antipodal distribution. The uniqueness of capacity achieving distribution for AWGN channel with peak power constraint is proven in [22] .
Hence, there is not any distribution for random variables X 1 and X 2 , which jointly maximizes
. Therefore, with input distribution of (19) which February 24, 2015 DRAFT maximizes (18a) and (18b), an inner bound for (18c) is derived as
(40b) is derived from (40a) using (36) , by some simple manipulation (18c) is derived from (40b).
B. Proof of Corollary 1
A corner point of the achievable rate region in Proposition 1 is
where I (X 2 ; Y | X 1 ) is calculated in (18a) and I(X 1 ; Y ) derived as
Equation (41b) follows from (41a) using (36) . The other corner point is obtained similarly.
C. Proof of Proposition 2
Noting (19), we replace ρ 1 in (22a) with SNR 1 , and obtain the following
If the channel bandwidth of user 1 is W 1 , since there are 2W 1 samples per second, the upper bound of R 1 . Also, by replacing SNR 1 with P 1 /(N 0 W 1 ) and as W 1 approaches infinity, (42) can be rewritten as
As W 1 approaches infinity, χ =
y tends to zero. Moreover, the function of log cosh (.) is infinitely differentiable in the neighborhood of zero. Hence, log cosh (x) can be replaced by its following Taylor expansion log cosh (χ) = χ 
Hence, R 1 is bounded by
The upper bound of R 2 in (23) is derived in a similar manner. In the same direction, the upper bound of R 1 + R 2 when W tends to infinity can be written as
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Using the Taylor expansion of log(cosh(χ)) in (44), we have 
The achievable rate region of GMAC with peak power constraints and infinite bandwidth is a rectangular region. As a result, the constraints on sum rate will be inactive and the antipodal input distribution for transmitted signal of both users maximizes both R 1 and R 2 . Hence, the achievable rate region in (23) is the capacity region.
D. Proof of Proposition 3
Noting (19), we replace ρ 1 in (37) 
Using ( 
E. Proof of Proposition 4
Using (28b), we need to calculateĊ (·) andC (·) , where C E b N 0 is equal to C (SNR) in (48).
Noting (44) and with some manipulations we have
Thus, using (28b) andĊ (0) andC (0) for this case amounts to 1 and -2, respectively. Hence, using (52) we have S 0 = 1.
F. Proof of Theorem 1
Consider a fixed time-sharing parameter 0 ≤ α ≤ 1. Using (21a) in (26), we obtain 
G. Proof of Corollary 2
Consider a fixed time-sharing parameter 0 < α < 1. Using (22a) and (22b) in (26) 
