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Find an integer K such that "=4 > 2 0K+1 and 2 0K+1 < =12. Let x0 = e (6K02) , so that 0 = (e (6K02) ); and let also x1 = e (6K+2) and 1 = (x 1 ).
Recall that, by property 2), x 1 r(x 1 ; t) < 1:03x 1 and x 0 r(x0; t) < 1:03x0 for all t 2 [0; =12]. In particular, for any t 2 [0; =12], and with x 0 = e (6K02) , x 1 = e (6K+2) , both r(x 0 ; t) and r(x 1 ; t) will be in the interval [e (6K02:5) ; e (6K+2: 5) ]. Then, by construction of , both (0; t) = (r(x0; t)) and (1; t) = (r(x 1 ; t)) will belong to the interval [e In the absence of ! and when the vector fields G(1) and K(1) vanish at y = 0, (1.1) is in the output feedback form, whose global stabilization problem by output feedback has been well studied; see, for instance, [9] , [5] , as well as the references therein. As for the output regulation problem of (1.1), the first global result was reported in [11] , under the condition that the exogenous signal ! and the unknown parameter belong to a priori known compact set. Obviously, this is a restrictive assumption, simply because when information of the bounds of exosignals are changed, the controller should also be changed accordingly. In [13] , a universal controller was proposed to remove the restriction for a class of uncertain decentralized systems with polynomial nonlinearities, which covered the system in the output feedback form as a special case.
The purpose of this note is to propose an adaptive output regulator based on the adaptive control method developed recently for nonlinearly parameterized systems [8] and the feedback domination design technique [6] , which achieves global output regulation of the nonlinear system (1.1) without requiring the knowledge of the bounds of the unknown parameters and exosignals. Our result provides an interesting alternative solution to the problem considered in [13] (in nondecentralized case) and, thus, complementing the results obtained in [13] .
Throughout this note, we make the following assumptions that have been commonly used when dealing with output regulation of nonlinear systems in the output feedback form. exactly the assumption used in [9] , [5] , where the global stabilization problem was studied. Remark 1.2: System (1.1) is a bit more general than those studied in [11] , [13] , for the reason that the vector fields G(y; !; ) and K(y; !; ) need not to be vanished at y = 0. Hence, (1.1) is not necessary to be globally minimum phase with respect to the output y.
To ensure the solvability of the output regulation problem, the following assumption is necessary [4] , [11] . Under Assumptions 1-3, it has been shown in [9] that there exists a parameter-dependent filter transformation such that system (1.1) can be put into a lower-triangular form. Indeed, introduce the filter 
By construction, it is easy to see that F () is a Hurwitz matrix for all 2 }.
II. PROBLEM TRANSFORMATION
As pointed out in [3] , [11] , and [12] , the problem of output regulation can be transformed into a stabilization problem under suitable conditions. In this section, we use the method introduced in [3] to perform such a transformation under the following hypothesis. where l is a fixed finite integer, ci are unknown complex numbers with c 3 i = c 0i for i = 0; 61; . . . ; 6l, in which "3" stands for the complex conjugate, and!i = 0!0i are known constants.
Remark 2.1:
The previous assumption simply says that c(!(t); ) as a function of time t is a combination of sinusoidal signals and constant signals, with fixed known frequencies and unknown amplitudes that depend on the unknown parameters and the initial condition of exosignals. Assumption 5, in general, allows only polynomial nonlinearities.
As shown in [2] It can be shown that all the eigenvalues of 8 are simple and located on the imaginary axis [2] , [3] , [12] . We show in the next section that Assumptions 1-5 suffice to solve the global output regulation problem. To begin with, we first introduce a useful lemma. , a condition is imposed on the transformed system (1.6) requiring that the regulator equation of (1.6) has a global solution. By Lemma 1, the assumption is imposed on the original system directly. The reason for doing this is two-fold: 1) Assumption 4 is necessary for solving the output regulation problem [4] ; and 2) it is independent of the controller design procedure. Now, we are ready to design the internal model and to transform the output regulation problem to a stabilization problem via a global change of coordinates. For simplicity, we give only a sketch of the procedure here. The reader is referred to [10] , [11] , or [3] for details. 
III. MAIN RESULT
A main difficulty in stabilizing system (2.4) is due to the unmeasurable exogenous signals and the unknown parameters that enter the system nonlinearly. In this section, we will demonstrate how to utilize the variable separation technique [7] , combined with the feedback domination design method [6] , to globally stabilize system (2.4). Note that the result below does not require bounds of the exogenous signals and the unknown parameters to be known, which has been a common condition in the literature such as [11] , [3] . The following lemma is useful when dealing with a nonlinear parameterization problem.
Lemma 2 [7] , [8] Using this lemma and the feedback domination design method [8] , we can prove the following result.
Theorem 1: Under Assumptions 1-5, global output regulation of the uncertain system (1.1) is achievable by an error feedback of the form (1.2).
Proof: As discussed in the previous section, one needs only to design an adaptive controller for system (2.4) making the closed-loop system globally asymptotically stable. By construction, R() is a Hurwitz matrix. Thus, there is a matrix P () = P T () > 0 satisfying R T ()P() + P ()R() 02I: Step 1: Construct the Lyapunov function V1(Z; e;1;2) = V0(Z; e;2) + (1=2) 2 (0; 0;2) = 0, 1 (0; 0;2) = 0 and 1(0; 0;2) = 0.
Inductive
Step: Suppose at the ith step that there is a set of smooth virtual controllers This, in turn, implies that in the original coordinates, all the states x, y, i, i = 1; . ..; r 0 1, and2 are all globally bounded and lim t!1 e(t) = 0, i.e., global output regulation of (1.1) is achieved.
We conclude this section with a simple example that demonstrates the application of Theorem 1. Consider the planar system with the three-dimensional exosystem Figs. 1 and 2 show simulation results when 1 = 0:05, 2 = 0:2, the disturbance signal ! 2 (t) = 0:5sin(t) and the reference signal !1(t) = 1. The initial conditions are (x1(0); x2(0)) = (1; 0); (0) = 0; (0) = 0 and2(0) = 01. Fig. 1 is the error signal which converges to zero and Fig. 2 shows that all the states of the closed-loop system, i.e., (x1; x2; ; ;2), are bounded.
IV. CONCLUSION
Using the variable separation technique (Lemma 2) and the nonlinear adaptive control method proposed in [7] and [8] , we have presented a solution to the problem of global robust output regulation for a class of uncertain nonlinear systems driven by a linear, neutrally stable exosystem. The merit of our method is that it can deal with the case where the bounds of the exogenous signals and parameters are unknown, and thus removing the common requirement in the literature, i.e., the unknown parameters and exogenous signals must be in a known compact set.
