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Povzetek
V diplomskem delu predstavimo geometrijsko strukturo imenovano Vorono-
ijev diagram. Najprej bomo pogledali definicijo in splosˇne lastnosti Vorono-
jevega diagrama. Nato bomo pregledovali razlicˇne variacije na osnovno idejo
in njihove prakticˇne uporabe ter za njih predstavili nekatere lastnosti.
Drugi del diplomskega dela se bo osredotocˇil na tako imenovane Vorono-
ijeve diagrame najbolj oddaljenih tocˇk, kjer bomo poleg njihovih posebnosti
tudi pogledali algoritem za nakljucˇnostno prirastno konstrukcijo (angl.: ran-
domized incremental construction) diagrama in zatem sˇe analizirali njegovo
pricˇakovano cˇasovno zahtevnost.
Zadnji del je namenjen spoznanju posplosˇene oblike Voronoijevih dia-
gramov, imenovano Abstraktni Voronoijevi diagrami. Tudi tukaj bomo po-
gledali idejo algoritma za nakljucˇno prirastno konstrukcijo in ocenili njeno
pricˇakovano cˇasovno in prostorsko zahtevnost.
Kljucˇne besede: Voronoijev diagram, Voronoijev diagram najbolj oddalje-
nih tocˇk, Abstraktni Voronoijev diagram, nakljucˇnostna prirastna konstruk-
cija.

Abstract
In the thesis we present a geometric structure called Voronoi diagram. At
first we will take a look at the definition and some basic properties of the
Voronoi diagram. After that we will see different variations on the basic idea,
their practical usage, and we will also present some of their properties.
The second part will focus on the so-called Farthest-Point Voronoi di-
agrams. Beside their specificities, we will also see a RIC (randomized in-
cremental construction) algorithm to calculate the diagram and analyze its
expected running time.
The last part is meant to show a generalized version of Voronoi diagrams,
called Abstract Voronoi diagrams. Here we will also see the idea for a RIC
algorithm and evaluate its expected running time and space.
Keywords: Voronoi diagram, Farthest-point Voronoi diagram, Abstract
Voronoi diagram, randomized incremental construction.

Poglavje 1
Uvod
Najprej bomo pogledali zgodovino Voronoijevih diagramov in nasˇteli razi-
skave in sˇtudije, ki so bili opravljeni v povezavi z njimi. Poglavje je povzeto
po [2, 22, 25].
Voronoijevi diagrami spadajo med najbolj zanimive in uporabne strukture
v geometriji. Segajo nazaj do Descartesa [11], odkar so postali znani mate-
matikom (glej na primer Gruber [17]). Bili tema cˇlanka, ki sta ga napisala
Shamos in Hoey [27], ki je ustvaril racˇunsko geometrijo (angl.: computatio-
nal geometry). R. Descartes je v svoji knjigi na temo principov filozofije [11]
trdil da soncˇni sistem sestoji iz vrtincev. Njegova ilustracija prikazuje de-
kompozicijo prostora na konveksne regije, ki jih sestavlja snov, ki krozˇi okrog
zvezd. Glej sliko 1.1.
Kljub temu, da Descartes ni tocˇno dolocˇil razsˇiritev teh regij, je osnovna
ideja sledecˇa. Naj bosta prostor M in mnozˇica S, sestavljena iz elementov
iz M , dani skupaj s pojmom vpliva ki jih imajo elementi iz S nad tocˇko x iz
M . Potem regija p ∈ S sestoji iz vseh tocˇk x ∈ M , za katere ima p najvecˇji
vpliv izmed vseh elementov iz S.
Koncept se je pojavil neodvisno in se izkazal za uporabnega v raznih ve-
jah znanosti. Uporabljena so bila razlicˇna imena [2], kot na primer medial
axis transfer v biologiji in fiziologiji, Wigner-Seitz cone v kemiji in fiziki, do-
mains of action v kristalografiji, ter Thiessenovi poligoni v meteorologiji in
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Slika 1.1: Descartova dekompozicija prostora na vrtince. Vir slike: [2].
geografiji. Matematika Dirichlet [12] in Voronoi [29, 28] sta bila prva, ki sta
formalno predstavila koncept. Uporabila sta ga za sˇtudij kvadratnih form,
kjer so bili objekti tocˇke na mrezˇi (angl.: lattice points) in je bil vpliv merjen
kot Evklidska razdalja. Struktura, ki je tako nastala, je bila poimenovana Di-
richletova teselacija [2] (angl.: Dirichlet tessellation) ali Voronoijev diagram
(angl.: Voronoi diagram), ki je postalo standardno ime zanjo.
Medtem je na CiteSeer vecˇ kot 4800 cˇlankov, ki se navezujejo na Vo-
ronoijeve diagrame. Raziskave, osredotocˇene na njihove strukturne in algo-
ritmicˇne aspekte, so predstavili avtorji Aurenhammer [1], Aurenhammer in
Klein [2], Fortune [16], in za posplosˇene Voronojeve diagrame Boissonnat et
al. [5]. Znane primere za uporabnost Voronoijevih diagramov lahko najdemo
v Held [18] in v Okabe et al. [26].
V ravnini so bile najdene ucˇinkovite metode za izracˇunanaje diagrama
pod Evklidovo metriko: deli in vladaj pristop od Shamos in Hoey [27], me-
toda pometanja s cˇrto od Fortune [15], metoda dvigovanja od Brown [6] ter
Edelsbrunner in Seidel [14].
3Delaunayeva triangulacija (angl.: delaunay triangulation) je dual Voro-
noijevega diagrama in je tudi uporabna za sˇtevilne probleme, zlasti za taksˇne,
ki se ukvarjajo z blizˇino.
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Poglavje 2
Voronoijev diagram
V tem poglavju bomo podali splosˇne definicije Voronoijevega diagrama. Pov-
zeto je po [1, 19].
Definicija 2.1 Naj bo S mnozˇica elementov (tocˇk) v ravnini. Za dva razlicˇna
elementa p, q ∈ S definiramo dominanco p nad q, oznacˇeno z D(p, q), kot
podmnozˇico ravnine, ki je vsaj enako oddaljena od p kot je od q. Torej
D(p, q) = {x ∈ R2 | δ(x, p) ≤ δ(x, q)}.
V zgornji formuli je δ evklidska razdalja in razvidno je, da je D(p, q) zaprta
polravnina, ki jo omejuje simetrala med elementoma p in q. Ta simetrala locˇi
vse tocˇke ravnine, ki so blizˇji tocˇki p od tistih, ki so blizˇji tocˇki q, in jo bomo
imenovali separator od q in q. Separator bomo oznacˇili kot B(p, q).
Definicija 2.2 Naj bo S mnozˇica elementov v ravnini. Regija elementa p ∈
S je del ravnine, ki lezˇi v preseku vseh dominanc p nad preostalimi tocˇkami
v mnozˇici S. Formalno zapiˇsemo:
V R(p, S) =
⋂
q∈S\{p}
D(p, q).
Ker je posamezna regija sestavljena iz presekov n − 1 polravnin, pred-
stavlja konveksno mnozˇico. Torej je meja regije sestavljena iz najvecˇ n − 1
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robov (angl.: edges) ter ogliˇscˇ (angl.: vertices). Vsaka tocˇka na robu je ekvi-
distancˇna do natanko dveh tocˇk iz S in vsako ogliˇscˇe je enako oddaljeno od
najmanj treh. Posledica tega je, da so regije poligonalna razdelitev ravnine.
To razdelitev imenujemo Voronojev diagram koncˇne mnozˇice elementov S
in jo oznacˇujemo z V (S) [1]. Primer Voronojevega diagrama je viden na
sliki 2.1.
Slika 2.1: Primer Voronoijevega diagrama. Vir slike: [9].
Ker je ocˇitno, da je vsak element p ∈ S znotraj svoje regije (p ∈ V R(p, S)),
sledi da ima Voronoijev diagram natanko n regij. Nakatere od njih so nujno
neomejene. Take regije definirajo elementi, ki se nahajajo na robu konve-
ksne ovojnice mnozˇice S, saj samo za njih obstajajo tocˇke, ki so poljubno
oddaljene, ampak so jim sˇe vedno najblizˇji. Voronoijev diagram nima vozliˇscˇ
samo, kadar lezˇijo vsi elementi iz S na skupni premici. Taksˇna degeneracija
tudi implicira obstoj regij, ki imajo le en neomejen rob. V drugih primerih
se trije ali vecˇ robov stika v skupnem ogliˇscˇu. Lahko opazimo da je vsako
7ogiˇscˇe srediˇscˇe krozˇnice, ki seka najmanj tri elemente iz S, vendar nobenega
ne vsebuje v svoji notranjosti.
Imamo do
(
n
2
)
separatorjev za n elementov, vendar samo linearno mnogo
separatorjev tvori robove za V (S). To se lahko opazi, cˇe pogledamo na
Voronoijev diagram kot na planarni graf, ki ima n regij in minimalno stopnjo
roba enako 3, ter dodatno vozliˇscˇe v∞ v neskoncˇnosti, kjer se koncˇajo vsi
neomejeni robovi. Vsak od e robov ima dve ogliˇscˇi ter vsako od v ogliˇscˇ
pripada vsaj trem robovom. Torej velja 2e ≥ 3v. Eulerjeva enacˇba n+v−e ≥
2 sedaj implicira e ≤ 2n − 6 in v ≤ 2n − 4. Posledicˇno, povprecˇno sˇtevilo
robov na regijo ne dosezˇe sˇest, saj je vseh robov manj kot 3n in vsak od njih
pripada natancˇno dvema regijama od n.
Linearno obnasˇanje velikosti Voronoijevega diagrama pomeni, da ta struk-
tura ni veliko bolj zapletena kot osnovna konfiguracija tocˇk v ravnini. To je
eden izmed razlogov za pogosto uporabo diagrama. Drugi razlog je, da V (S)
obsega vse informacije o blizˇini tocˇk iz S v racˇunalniˇsko uporabnem nacˇinu.
Na primer uporaba pri problemu najblizˇje bolnice [19] temelji na trivialni
opazki, da tocˇka x spada v regijo tocˇke p natanko tedaj, kadar je p blizˇja x,
kot vse ostale tocˇke iz S. Poleg tega, kadar je element p najblizˇji elementu
q, imata regiji, ki pripadata p in q skupen rob [1].
Uporaba Voronoijevih diagramov je razvidna na primeru t.i. problemu
posˇt (angl.: post office problem). Pred leti je Knuth [24] postavil klasicˇen
problem, pri kateremu se za dano mnozˇico tocˇk v ravnini sprasˇujemo katera
od njih je najblizˇja nasˇi poizvedni tocˇki q. Problem je fundamentalen in je
postal osnovni gradbeni blok sˇtevilnih algoritmov in podatkovnih struktur
v racˇunski geometriji. Dobro ga razumemo v malih dimenzijah [2]. Ocˇitno
lahko najdemo resˇitev na problem s pomocˇjo V (S), saj nam Voronoijeva
regija v kateri se nahaja q pove katera tocˇka iz S je najblizˇja.
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2.1 Voronoijevi diagrami viˇsjih redov
V tem poglavju bomo opisali varianto Voronoijevega diagrama imenovano
Voronoijev diagram viˇsjega reda (angl.: Higher Order Voronoi Diagram).
Povzeto je po [3].
Celica Voronoijevega diagrama reda k je mnozˇica tocˇk ki ima istih k
elementov iz S kot k najblizˇjih sosedov (angl.: k nearest neighbours). Gene-
riranje Voronoijevih diagramov viˇsjih redov je lahko rekurzivno. Za k-ti red
zacˇnemo z diagramom reda k − 1, kjer zamenjamo vsako celico generirane z
mnozˇico X = {x1, x2, . . . , xk−1} z diagramom generiranim na mnozˇici S \X.
Potem pa zdruzˇujemo celice, ki imajo istih k najblizˇjih sosedov. Voronoijev
diagram reda k, generiranim na mnozˇici S, oznacˇimo z Vk(S). Primer regije
reda 2 in Voronoijev diagram reda 2 je na sliki 2.2.
Slika 2.2: Regija dvojice {p,q} in V2(S). Vir slike: [2].
Cˇe je |S| = n, potem imenujemo Voronoijev diagram reda n−1 Voronoijev
diagram najbolj oddaljenih tocˇk (angl.: Farthest-Point Voronoi diagram).
Ravnino razdeli na celice, za katere velja da imajo skupno najbolj oddaljen
element iz S.
Aplikacijo taksˇnega Voronoijevega diagrama najdemo pri proizvodnji,
kjer se lahko pojavijo manjˇsa odstopanja od zˇelene oblike. Kadar morajo
2.1. VORONOIJEVI DIAGRAMI VISˇJIH REDOV 9
biti objekti popolnoma okrogli, se jih testira s pomocˇjo koordinatno merilnih
napravah (angl.: coordinate measurement machines), ki vzorcˇijo tocˇke na
povrsˇini objekta. Predvidevamo da smo izdelali disk. Naprava nam bo vr-
nila mnozˇico tocˇk v ravnini (oznacˇimo jo kot S), ki lezˇijo skoraj na krozˇnici.
Okroglost (angl.: roundness) mnozˇice tocˇk je definirana kot sˇirina najozˇjega
obrocˇa, ki vsebuje vse tocˇke.
Obrocˇ ima nekaj tocˇk iz vhodne mnozˇice na svojih mejnih krozˇnicah.
Zunanjo krozˇnico imenujemo Czunanja, notranjo pa Cnotranja. Ocˇitno mora
Czunanja vsebovati vsaj eno tocˇko iz S, sicer bi jo lahko zozˇili. Podobno mora
tudi Cnotranja vsebovat najmanj eno tocˇko, sicer bi jo lahko razsˇirili. Imamo
tri razlicˇne polozˇaje za obe krozˇnici:
• Czunanja vsebuje vsaj tri tocˇke iz S, Cnotranja pa vsaj eno.
• Czunanja vsebuje vsaj eno tocˇko iz S, Cnotranja pa vsaj tri.
• Obe krozˇnici vsebujeta po dve tocˇki.
Da dolocˇimo obrocˇ minimalne sˇirine je dovolj, da najdemo njegovo srediˇscˇ,
ki ga bomo poimenovali q. Potem ko imamo q, je obrocˇ definiran s tocˇkami,
ki so najblizˇji q in tistim, ki so najdlje oddaljeni od q. Cˇe imamo Voronoijev
diagram od S, potem je najblizˇja tista tocˇka, v cˇigar celici se nahaja q.
Izkazˇe se da imamo podobno strukturo tudi za najbolj oddaljeno tocˇko in
sicer Voronoijev diagram najbolj oddaljenih tocˇk.
V primeru, da ima obrocˇ srediˇscˇe taksˇno da Cnotranja vsebuje vsaj tri
tocˇke, potem je q ogliˇscˇe navadnega Voronoijevega diagrama od S. Sorodno
tudi kadar Czunanja vsebuje vsaj tri tocˇke je q ogliˇscˇe Voronoijevega diagrama
najbolj oddaljenih tocˇk. Sicer, ko imata obe krozˇnici natanko dve tocˇki,
je q na robu navadnega Voronoijevega diagrama in na robu Voronoijevega
diagrama najbolj oddaljenih tocˇk. Taksˇen pristop nam omogocˇa da imamo
dokaj malo mnozˇico tocˇk, ki so kandidati za srediˇscˇe obrocˇa [3].
Vecˇ podrobnosti o Voronoi diagramih najbolj oddaljenih tocˇk je v po-
glavju 3.
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2.2 Utezˇeni Voronoijevi diagrami
V tem poglavju bomo govorili o variaciji Voronoijevega diagrama imenovano
Utezˇeni Voronoijev diagram (angl.: Weighted Voronoi diagram). Povzeto je
po [13].
Zdaj obravnavamo posplosˇitev, v kateri je vloga posameznega elementa
dolocˇena z polozˇajem in tezˇo. V prejˇsnjem primeru smo pokrili situacijo, v
kateri imajo vsi elementi enako tezˇo. Prirejanje tezˇe vsakem elementu je v
nekaterih primerih bolj uporabno, kot da imajo vsi elementi uniformno tezˇo.
Primeri uporabnosti utezˇenih tocˇk dobimo ob pogledu na sˇtevilo prebivalcev
v naselju, sˇtevilo trgovin v trgovskem centru, ali velikosti atoma v kristalni
strukturi [13].
Kljub drugacˇni formuli za izracˇun regije dominance je ideja za konstruk-
cijo Voronoijeve regije za element p sˇe vedno ta, da gledamo presek vseh
regij dominance p nad drugimi elementi iz S. Dominanco p nad q za utezˇene
Voronoijeve diagrame oznacˇimo kot
Dw(p, q) = {x ∈ R2 | dw(x, p) ≤ dw(x, q)},
kjer je dw(x, p) utezˇena razdalja med tocˇkama. Utezˇeno Voronoijevo regijo
bomo oznacˇili kot V Rw(p, S, w), utezˇeni voronoijev diagram pa Vw(S,w).
Locˇimo dve vrsti utezˇenih Voronoijevih diagramov:
• multiplikativno utezˇeni Voronoijev diagram (primer je na sliki 2.3) in
• aditivno utezˇen diagram (primer je na sliki 2.4).
Utezˇena razdalja za multiplikativno utezˇen Voronoijev diagram je:
dmw(x, p) =
||x− p||
wp
, kjer je wp > 0.
To imenujemo multiplikativna utezˇena razdalja (angl.: multiplicatively wei-
ghted distance). Pripadajocˇi Voronoijev diagram bomo oznacˇili z Vmw in
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Slika 2.3: Primer multiplikativno utezˇenega Voronoijevega diagrama (sˇtevilke
v oklepajih so utezˇi). Vir slike: [13].
Slika 2.4: Primer aditivno utezˇenega Voronoijevega diagrama (sˇtevilke v okle-
pajih so utezˇi). Vir slike: [13].
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voronoijevo regijo kot V Rmw. Torej je
V Rmw(p, S, w) =
⋂
q∈S\{p}
{x ∈ R2|‖x− p‖wq ≤ ‖x− q‖wp}.
V Rmw(p, S, w) je neprazna mnozˇica, ki ni nujno konveksna ali povezana.
Ima lahko eno ali vecˇ lukenj. V Rmw(p, S, w) je konveksna natanko tedaj, ko
utezˇi sosednjjih regij niso manjˇse kot utezˇ za element p (oznacˇenega kot wp).
Dve utezˇeni Voronoijevi regiji si lahko delita nepovezani stranici. Stranice so
krozˇne natanko tedaj, ko utezˇi obeh pripadajocˇih regij razlicˇni. Stranice so
ravne natanko tedaj, ko sta utezˇi pripadajocˇih regij enaki.
Naj bo wmax = max{wp; p ∈ S} in Smax = {p ∈ S | wp = wmax}.
V R(p, S, w) je neomejena samo takrat, ko je p ∈ Pmax in ko je p na robu
konveksne ovojnice od Pmax [13].
Utezˇena razdalja daw za aditivno utezˇeni Voronoijev diagram je:
daw(x, p) = ||x− p|| − wp.
Regija dominance tocˇke p nad q, oznacˇena Daw(p, q), je dana kot:
Daw(p, q) = {x ∈ R2 | ||x− p|| − ||x− q|| ≤ wp − wq}.
Cˇe oznacˇimo ||p − q|| = α in wp − wq = β, dobimo sledecˇe rezutate. Cˇe
je α = β, potem je regija dominance p nad q poltrak, ki izhaja iz pj in
poteka stran od p. Cˇe je 0 < α < β, potem p popolnoma dominira nad q in
posledicˇno je V Raw(q, S, w) = ∅.
Vsaka stranica v Vaw je hiperbolicˇna krivulja, daljica, premica ali poltrak.
Cˇe je najmanj ena utezˇ w drugacˇna od preostalih in ima V Raw(p, S, w) po-
zitivno povrsˇino, potem obstaja najmanj ena ne konveksna aditivno utezˇena
Voronoijeva regija [13].
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2.3 Voronoijev diagram v razlicˇnih metrikah
V tem poglavju bomo pogledali razlicˇice Voronoijevih diagramov za razlicˇne
metrike. Povzeto je po [2, 10].
Za modeliranje okoliˇscˇin, kot so ovire ali premikanje znotraj cestnega
omrezˇja mest, uporabimo koncept metrike.
Definicija 2.3 Metrika m je funkcija na dveh tocˇkah ravnine. Za vsaki dve
tocˇki p, q velja:
• m(p, q) je nenegativno realno sˇtevilo in m(p, q) = 0 natanko tedaj, ko
je q = p,
• m(p, q) = m(q, p) in
• za vsako tocˇko r je m(p, r) ≤ m(p, q) +m(q, r) (trikotniˇska neenakost).
Dominanco p nad q pod metriko m oznacˇimo kot Dm(p, q). Voronoijevo
regijo za element p ∈ S pod metriko m oznacˇimo kot V Rm(p, S)
Definicija 2.4 Naj bo m metrika. Za p, q ∈ S naj bo
Bm(p, q) = {x | m(p, x) = m(q, x)}
bisektor p in q pod metriko m.
Definicija 2.5 Metrika m v ravnini imenujemo lepa (angl.: nice) cˇe ima
sledecˇe lastnosti:
• zaporedje (pi)i≥0 konvergira proti p pod m natanko tedaj, ko to velja za
evklidsko razdaljo. Primer p =∞ je vkljucˇen.
• Za poljubni razlicˇni tocˇki p, r obstaja tretja tocˇka q, razlicˇna od obeh p
in r, za katero velja m(p, r) = m(p, q) +m(q, r).
• Za poljubni dve tocˇki p in q, p 6= q, obstaja skupna meja med Dm(q, p)
in Bm(p, q), ki je krivulja homeomorfna premici. Imenujemo jo bisek-
torska krivulja Jm(p, q).
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• Presek dveh razlicˇnih bisektorskih krivulj je sestavljen le iz koncˇno mnogo
delov.
Lepe metrike imajo sledecˇo strukturno lastnost.
Izrek 2.1 Naj bo m lepa metrika in naj bo S mnozˇica elementov. Potem je
za vsak p ∈ S Voronoijeva regija pod metriko m, oznacˇena kot V Rm(p, S),
povezana: vsaka m-ravna pot pi od p do poljubne tocˇke x ∈ V Rm(p, S) je v
celoti vsebovana v V Rm(p, S). Torej so Voronoijeve regije pod lepo metriko
m oblikovane m-zvezdasto [2].
Primer Voronoijevega diagrama v t.i. Manhattenski metriki je na sliki 2.5.
Slika 2.5: Primer Voronoijevega diagrama v Manhattenski metriki. Vir slike:
[2].
Oblika Voronoijevih regij pod lepo metriko je lastnost, ki je dovolj mocˇna
da lahko izracˇunamo Voronoijev diagram ucˇinkovito [10].
Izrek 2.2 Voronoijev diagram na n-tih vhodnih elementih pod lepo metriko
v ravnini lahko izracˇunamo v O(n log n) korakih.
Za dokaz glej [2].
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2.4 Voronoijev diagram za daljice
V tem razdelku bomo govorili o variaciji Voronoijevega diagrama, kjer spre-
menimo elemente v vhodni mnozˇici. Povzet je po [3].
Mozˇno je definirati Voronoijev diagram za razne objekte, kot so na primer
daljice ali vecˇkotniki. Razdalja od tocˇke v ravnini do objekta je merjena do
najblizˇje tocˇke objekta. Medtem ko je bisektor dveh tocˇk enostavno premica,
je bisektor dveh neprekrivajocˇih daljic bolj kompleksne oblike. Bisektor je
sestavljen iz sedmih delov, ki so ali daljice ali parabolicˇne krivulje. Krivulje
nastanejo, kadar je najblizˇja tocˇka ene daljice koncˇna tocˇka ter je najblizˇja
tocˇka druge daljice v notranjosti prve. V vseh ostalih primerih je del bisek-
torja raven. Kljub vecˇji zahtevnosti Voronoijevega diagrama n-tih daljic je
sˇtevilo ogliˇscˇ, stranic in celic v njemu sˇe vedno samo O(n).
Uporabo za taksˇne diagrame najdemo na primeru nacˇrtovanja premikanja
(angl.: motion planning). Predpostavimo, da imamo dano mnozˇico ovir, ki
jih sestavlja n daljic in da imamo robota R. Predpostavimo, da se robot
lahko giba prosto in da je aproksimiran s pomocˇjo ocˇrtanega kroga D. Zˇelimo
izracˇunati premik brez trcˇenja iz ene lokacije do druge ali ugotoviti, da taksˇno
gibanje ni mogocˇe.
Ena tehnika za nacˇrtovanje gibanja je t.i. retraction. Ideja je, da loki
Voronoijevega diagrama prikazˇejo sredino med daljicami in tako dolocˇajo
pot, ki ima najvecˇ prostora. Posledicˇno je pot preko lokov diagrama naj-
boljˇsa mozˇnost za gibanje brez trcˇenja. Slika 2.6 kazˇe mnozˇico daljic znotraj
pravokotnika, skupaj z Voronoijevim diagramom teh daljic ter stranic pravo-
kotnika [3].
Z uporabo Voronoijevih diagramov je v [3] pokazan naslednji rezultat.
Izrek 2.3 Cˇe imamo n ovir oblikovanih kot disjunktne daljice ter robota v
obliki kroga, lahko dolocˇimo obstoj premika brez trcˇenja med dvema pozici-
jama v O(n log n) cˇasa.
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Slika 2.6: Voronoijev diagram daljic in zacˇetna ter koncˇna pozicija kroga.
Vir slike [3].
Poglavje 3
Voronoijev diagram najbolj
oddaljenih tocˇk
V tem poglavju si bomo bolj podrobno pogledali Voronoijev diagram najbolj
oddaljenih tocˇk. Povzeto je po [2, 9].
Voronoijev diagram najbolj oddaljenih tocˇke za dane elemente iz S je
definiran kot razdelitev ravnine na celice, ki imajo sledecˇo lastnost: vsaka
tocˇka v celici ima istih n−1 skupnih najblizˇjih tocˇk iz S. Drugacˇe povedano je
celica taksˇnega Voronoijevega diagrama mnozˇica tocˇk, ki ima skupen najbolj
oddaljen element iz dane mnozˇice S.
Tocˇke iz S bomo oznacˇili {p1, . . . , pn}. Da poenostavimo to poglavje bomo
Voronoijev diagram najbolj oddaljenih tocˇk imaenovali samo Voronoijev di-
agram.
Definicija 3.1 Rob celice je mnozˇica tocˇk, ki je ekvidistancˇna do dveh ele-
mentov iz S in bliˇzje ostalim tocˇkam iz S.
Definicija 3.2 Ogliˇscˇe je tocˇka, ki ima enako razdaljo do treh vhodnih ele-
mentov iz S in je bliˇzja preostalim elementom iz S.
Velja, da je srediˇscˇe najmnajˇse krozˇnice, ki vsebuje celotno mnozˇico S,
eno izmed vozliˇscˇ Voronoijevega diagrama za S.
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Trditev 3.1 Voronojeve celice so lahko prazne. Natanko elementi, ki lezˇijo
na konveksni ovojnici mnozˇice S, imajo neprazne celice.
Dokaz. Najprej dokazˇimo, da elementi, ki niso na konveksni ovojnici,
nimajo celice v VD.
Naj bo pi ∈ S element, ki ne lezˇi na konveksni ovojnici elementov iz S, in
q poljubna tocˇka na ravnini. Naj bo pjpk stranica konveksne ovojnice, ki je
blizˇja pi kot q in jo seka premica skozi q in pi (glej sliko 3.1). Imenujmo tocˇko
kjer premica seka stranico ovojnice x. Predpostavimo, da ima trikotnik med
q,pj in x kot qxpj ≥ pi2 . Zaradi velikosti kota je razdalja od q do pj vecˇja kot
razdalja od q do x (glej sliko 3.1). Iztega sledi, da je razdalja med q in pi je
kvecˇjemu sˇe manjˇsa. Torej imamo element pj, za poljubno tocˇko q, ki je dlje
od nje oddaljen kot je element pi. Sklepamo, da pi ni najdlje oddaljena od
nobene tocˇke v ravnini. Cˇe je velikost kota qxpj <
pi
2
lahko naredimo enak
dokaz s pomocˇjo kota qxpk.
Slika 3.1: Dokaz, da imajo le tocˇke na konveksni ovojnici celico v VD. Vir
slike: [9].
Zdaj moramo dokazati, da ima vsak element konveksne ovojnice svojo
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neprazno celico v VD. Naj bo element pi na konveksni ovojnici. Naj bo a
ena od premic, ki se dotika konveksne ovojnice samo v tocˇki pi (slika 3.2).
Naj b oznacˇuje neskoncˇni poltrak, ki se zacˇne v pi, je pravokoten na a ter
seka konveksno ovojnico sˇe v eni tocˇki razlicˇni od pi. Obstaja tocˇka na a, ki
je blizˇja vsem elementom iz S − pi kot samim elementom pi. 
Slika 3.2: Dokaz, da imajo vse tocˇke na konveksni ovojnici celico v VD. Vir
slike: [9].
Trditev 3.2 Celice diagrama so neomejene.
Dokaz. Spomnimo se poltraka b iz dokaza 3. Vemo da na njemu obstaja
tocˇka (recimo ji q), ki je dlje od nasˇega elementa na ovojnici (pi), kot od
preostalih elementov iz S. Za vsako tocˇko {x ∈ b | D(x, pi) > D(x, q)} tudi
velja, da je najdlje odaljene od pi. Torej je celotni neskoncˇni poltrak od
nekod naprej najbolj oddaljen od pi. Sklepamo da mora celica Voronoijevega
diagrama biti neomejena v to stran. 
Trditev 3.3 Iz neomejenosti celic sledi da stranice in ogliˇscˇa diagrama se-
stavljajo drevo.
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Dokaz. Predpostavimo da diagram ni drevesne oblike. Torej obstaja
cikel, ki omeji celico. Posledicˇno pridemo do protislovja s predpostavko da
imamo Voronoijev diagram, saj so vse celice neomejene. 
3.1 Algoritem in podatkovne strukture
V tem razdelku bomo pogledali psevdokodo za algoritem, ki izracˇuna Vorono-
ijev diagram, in podatkovne strukture, ki jih uporabljamo v njemu. Povzeto
je po [3, 9].
function KonstruirajVD(S)
Konstruiramo konveksno ovojnico
Naj bojo tocˇke p1, . . . , pn tocˇke na konveksni ovojnici, preostale tocˇke
ignoriramo
Nalkjucˇno permutiramo tocˇke in jih ponovno oznacˇimo z p1, . . . , pn
Zapomnimo si red konveksne ovojnice
. Faza 1: Odstranjevanje in pomnenje
for i = n downto 4 do
Odstrani pi iz konveksne ovojnice
Zapomnimo si njeni sosedi cw(pi) in ccw(pi) . sosedi ob cˇasu
. odstranjevanja
end for
. Faza 2: Dodajanje in konstruiranje
Konstruiramo Voronoijev diagram F3 na p1, p2, p3
for i = 4 to m do
Dodaj pi v Fi−1 da dobiˇs Fi
. celico za pi dolocˇimo tako, da se
. sprehodimo po Fi−1 in posodobimo Fi−1
end for
end function
Poglejmo podrobnejˇsi opis dodajanja novega elementa v Fi−1. Podrobno-
sti so vidne na sliki 3.3. Nova regija bo priˇsla med regiji od cw(pi) in ccw(pi).
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Preden dodamo pi sta cw(pi) in ccw(pi) sosedi na konveksni ovojnici mnozˇice
{p1, . . . , pi−1}, torej sta njuni regiji locˇeni s poltrakom, ki lezˇi na njuni sime-
trali. Simetrala med pi in ccw(pi) da nov poltrak, ki lezˇi v Voronoijevi regiji
od ccw(pi) in je del meje Voronoijeve regije od pi. Prehodimo regijo ccw(pi)
v smeri urinega kazalca, da vidimo katere stranice seka simetrala. Na drugi
strani je ta stranica del Voronijeve regije druge tocˇke pj iz {p1, . . . , pi−1} in
simetrala med pj in pi tudi doda stranico k Voronoijevi regiji pi. Nato preho-
dimo regijo pj v smeri urinega kazalca, da dolocˇimo kje je drugi presek meje
regije in simetrale. Zadnja simetrala, ki bo dopolnila Voronoijevo celico pi je
z cw(pi). Vse najdene stranice so dodane, medtem ko so vse stranice znotraj
nove regije odstranjene [3].
Slika 3.3: Dodajanje tocˇke v Fi−1. Vir slike: [3].
Implementacija druge faze zahteva reprezentacijo Voronoijevega diagrama.
Uporabimo DCEL, pri kateremu ne uposˇtevamo tezˇav pri stranicah, ki so po-
lovicˇno neskoncˇne.
Za vsako tocˇko iz p1, . . . , pi−1, vzdrzˇujemo kazalec do mejnega poltraka,
ki je najbolj proti smeri urinega kazalca. Za ilustracijo podatkovnih struktur
glej sliko 3.4.
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Slika 3.4: Ilustracija podatkovnih struktur. Vir slike: [9].
3.2 Analiza cˇasovne zahtevnosti
V tem poglavju bomo ocenili cˇasovno zahtevnost algoritma iz poglavja 3.1.
Povzeto je po [3, 9].
Izrek 3.1 Diagram se lahko izracˇuna v pricˇakovano O(n log n) cˇasa, kjer je
n = |S|.
Dokaz. Ker smo si zapomnili ccw(pi) imamo ccw(pi) dostopno v cˇasu O(1)
in tako dobimo prvi bisektor ki omeji celico od pi. Zaradi kazalca na mejni
poltrak celice od ccw(pi) lahko zacˇnemo obhod v cˇasu O(1). Cˇe ima celica od
pi ki stranic, bomo obiskali O(ki) pol stranic in vozliˇscˇ Fi−1, da konstruiramo
celico za pi. O(ki) vozliˇscˇ ter pol stranic tudi odstranimo, O(ki) pol stranic
skrajˇsamo in O(ki) pol stranic ter vozliˇscˇ ustvarimo. Torej dodajanje pi traja
O(ki) cˇasa, kjer je ki kombinatoricˇna zahtevnost celice elementa pi v Fi.
Zdaj analiziramo matematicˇno upanje vrednosti ki. Za to uporabimo
povratno indukcijo. Predvidevajmo, da je pi zˇe bila dodana in opazimo
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Fi. Vsaka od i tocˇk {p1, . . . , pi} ima enako verjetnost, da je bila dodana
zadnja, saj smo tocˇke nakljucˇno permutirali. Pricˇakovan cˇas za dodajanje pi
je linearen za povprecˇno kombinatoricˇno zahtevnost celic v Fi.
Voronoijev diagram na i tocˇkah ima najvecˇ 2i−3 stranic (manj v degeneri-
ranih primerih) in vsaka stranica meji na natanko 2 celici. Torej je povprecˇna
kombinatoricˇna zahtevnost celice Voronoijevega diagrama na i tocˇkah:
E [ki] ≤ 2× (2i− 3)
i
=
4i− 6
i
< 4.
Pricˇakovan cˇas konstrukcije Fi iz Fi−1 je torej O(1)
Cˇasovna zahtevnost izracˇuna postane O(n), cˇe so vse tocˇke iz S na kon-
veksni ovojnici in so podane v urejenem zaporedju. V nasprotnem primeru
porabimo O(n log n) cˇasa, ker potrebujemo toliko cˇasa za izracˇun konveksne
ovojnice. 
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Poglavje 4
Abstraktni Voronoijevi
diagrami
V tem poglavju bomo videli posplosˇitev Voronijevega diagrama. Povzeto je
po [22, 23].
Matematiki so v zgodovini sˇtudirali razne oblike Voronoijevih diagramov
in algoritmi so bili izdelani za vsakega posebej. Situacija je zahtevala bolj
splosˇen pristop. Strukturno eleganten pristop je bil razvit od Edelsbrunner
in Seidel [14], ki sta predlagala definiranje splosˇnih Voronoijevih diagramov
kot spodnjo ovojnico sprejemljivih stozˇcev. Neodvisno so bili Abstraktni
Voronoijevi diagrami prvicˇ predstavljeni v [20], kot skupen splosˇen koncept
za strukturno teorijo in algoritmicˇno racˇunanje.
Osnova je bila, da so vsi Voronoijevi diagrami sestavljeni iz sistemov
sekajocˇih krivulj, ki imajo nekaj skupnih kombinatoricˇnih lastnosti, medtem
ko so funkcije razdalje in narava vhodnih podatkov drugotne.
Na podlagi tega so bili definirani Abstraktni Voronoijevi diagrami na
sledecˇi nacˇin. Za par vhodnih elementov p, q ∈ S naj bo D(p, q) mnozˇica,
ki je bodisi prazna, bodisi neomejena podmnozˇica R2, ter naj bo J(p, q) rob
mnozˇice D(p, q). Predpostavimo da velja:
• J(p, q) = J(q, p) in za vsaka p, q, za katera velja p 6= q, regije D(p, q),
J(q, p), D(q, p) tvorijo particijo R2 na tri disjunktne mnozˇice.
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• Cˇe drzˇi da je ∅ 6= D(p, q) 6= R2 potem je J(p, q) homeomorfna odpretem
intervalu (0, 1).
J(p, q) imenujemo bisekcijska krivulja (angl.: bisecting curve) za elementa p
in q in D(p, q) regijo dominance p nad q. Po [21] je definicija abstraktnega
Voronoijevega diagrama naslednja.
Definicija 4.1 Naj bo S = {1, ..., n} in
R(p, q) :=
D(p, q) ∪ J(p, q) cˇe p < q,D(p, q) cˇe p > q,
EV R(p, S) :=
⋂
q∈S,q 6=p
R(p, q),
V R(p, S) := intEV R(p, S),
V (S) :=
⋃
p∈S
bdEV R(p, S).
V R(p, S) je Voronoijeva regija elementa p, EV R(p, S) je razsˇirjena Vorono-
ijeva regija od p ter V (S) je Voronoijev diagram za vhodno mnozˇico S.
Od Voronoijevih regij in bisekcijskih krivulj zahtevamo, da izpolnijo sledecˇa
pogoja:
• Katerekoli dve bisekcijski krivulji se presekata samo v koncˇnem sˇtevilu
povezanih komponent.
• Za vse neprazne podmnozˇice S ′ ⊂ S velja:
– za vse p ∈ S ′ , za katere je EV R(p, S ′) neprazna, je V R(p, S ′)
neprazna in EV R(p, S
′
) ter V R(p, S
′
) sta povezani s potmi (angl.:
path-connected)
– R2 =
⋃
p∈S′
EV R(p, S
′
)
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Abstraktni Voronoijevi diagrami vkljucˇujejo veliko sˇtevilo konkretnih Vo-
ronoijevih diagramov, na primer diagrame za vhodne podatke v obliki tocˇk
pod poljubno Lp-metriko (1 ≤ p ≤ ∞), ali pod poljubno konveksno funk-
cijo razdalje (angl.: convex distance function) s semi-algebraicˇno enotsko
krozˇnico. Vsebujejo tudi tako imenovane power diagrame ter Voronoijeve
diagrame za daljice ali krozˇnice pod Evklidsko metriko. Daljice se lahko do-
tikajo na svojih koncˇnih tocˇkah, kar omogocˇa tvorbo poligonov, in krozˇnice
se lahko sekajo [23].
Abstraktni Voronoijevi diagrami so definirani s pomocˇjo bisekcijskih kri-
vulj. To pomeni, da se kompleksnost bisektorjev spreminja glede na konkretni
Voronoijev diagram. Zaradi enostavnosti bomo predpostavili da so bisektorji
racˇunsko enostavni.
4.1 Nakljucˇnostni prirastni algoritem
V tem razdelku bomo pogledali nakljucˇnostno priratsni algoritem za kon-
strukcijo Abstraktnega Voronoijevega diagrama. Povzet je po [23].
Algoritem konstruira Abstraktni Voronoijev diagram V (S) z dodajanjem
enega vhodnega podatka za drugim. Naj bo∞ ∈ S, R ⊆ S,∞ ∈ R, s ∈ S\R
in S = V R(s, R ∪ {s}).
Definicija 4.2 Naj bo e rob v V (R) in naj bo v ena koncˇna tocˇka od e.
Potem
1. s seka e, glede na R, natanko tedaj, ko e ∩S 6= ∅ in
2. s odrezˇe e pri v, glede na R, natanko tedaj, ko e∩S vsebuje komponento
incidentno v.
Za primer sekanja in rezanja glej sliko 4.1.
Definicija 4.3 Naj bojo p, q, r in t elementi iz R.
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Slika 4.1: na levi vidimo kako element s seka rob e, brez da bi ga odrezal,
medtem ko na desni strani element s odrezˇe e na obeh koncˇnih tocˇkah. Vir
slike: [23].
• Ogliˇscˇe v ∈ V (R) imenujemo pqr-ogliˇscˇe (gelj sliko 4.2), cˇe je v so-
sed p−, q− in r− regij in cˇe obstaja precˇkanje sosednjih regij v smeri
urinega kazalca, ki srecˇa regijo p pred regijo q pred regijo r pred regijo
p
• Stranica e ∈ V (R) imenujemo prqt-stranica (glej sliko 4.2), cˇe e deli
regiji p in q in cˇe sta koncˇni tocˇki od e prq- in qtp- ogliˇscˇi.
Slika 4.2: pqr-ogliˇscˇe in prqt-stranica. Vir slike: [23].
Trditev 4.1 Naj bo e prqt-stranica od V (R). Potem mnocˇica tocˇk e tudi
tvori prqt-stranico za V (R
′
) za vse R′, za katere velja {p, r, q, t} ⊆ R′ ⊆ R.
Poleg tega velja za vsak s 6∈ R, e ∩ V R(s, R ∪ {s}) = e ∩ V R(s, R′ ∪ {s})
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Sledecˇo operacijo definiramo kot osnovno operacijo nasˇega algoritma.
Ozanicˇimo jo kot basic op. Vhod: peterico (p, r, q, t, s) za katero velja:
1. V ({p, r, q, t}) vsebuje prqt-stranico e,
2. s ∈ S, s 6∈ {p, r, q, t},
Izhod: Kombinatoricˇna struktura e ∩ V R(s, {p, r, t, s}). Kar predstavlja eno
od sledecˇih opcij:
1. presek je prazen,
2. presek je neprazen in je sestavljen iz enega dela:
(a) sam e,
(b) segment od e, ki meji na prq-tocˇko,
(c) segment od e, ki meji na qtp-tocˇko,
(d) segment, ki ne meji na nobeno robno tocˇko od e,
3. presek je neprazen in je sestavljen iz natanko dveh delov.
Vsakem klicu basic op pripiˇsemo eno cˇasovno enoto. Vhodni podatek za
osnovno operacijo je kombinatoricˇen objekt, peterica (p, r, q, t, s) in izhodni
podatek je tudi kombinatoricˇni objekt, ki je simbol iz {1, 2a, 2b, 2c, 2d, 3}.
Osnovna operacija nam tudi omogocˇa, da dolocˇimo, ali je stranica se-
kana, ali odrezana od elementa mnozˇice S. Naj bo e prqt-stranica od V (R)
in s ∈ S \ R, potem s seka e natanko tedaj, ko basic op(p, r, q, t, s) ∈
{2a, 2b, 2c, 2d, 3}, ter s odrezˇe e na koncˇni prq-tocˇki natanko tedaj, ko ba-
sic op(p, r, q, t, s) ∈ {2a, 2b, 3}. [23]
Definicija 4.4 1. Naj bo e rob V (R), ki locˇi p- in q-regijo. Naj bosta
fp in gp robova, ki sta pred in za e, cˇe imamo obhod meje V R(p,R)
v smeri urinega kazalca, ter naj bosta fq in gq robova pred in za e pri
obhodu meje V R(q, R) v smeri nasproti urinega kazalca (glej sliko 4.3).
Naprej predpostavimo, da fp locˇi p- in rp-regiji, gp locˇi p- in tp-regiji,
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gq locˇi q- in tq-regiji, ter fq locˇi q- in rq-regiji. Potem imenujemo
DR(e) = {(rq, q, p, rp), (tp, p, q, tq)} opis (angl.: description) od e glede
na R. Z oznako set(DR(e)) opisujemo na mnozˇico {p, q, rp, rq, tp, tq}.
2. Naj bo D opis stranice e (iz V D(R)) in naj bo s ∈ S \ set(D) . Potem
s ∈ S preseka opis D natanko tedaj, ko e ∩ V R(s, set(D) ∪ {s}) 6= ∅.
Slika 4.3: Stranica z opisom {(rq, q, p, rp), (tp, p, q, tq)}. Vir slike: [23]
Algoritem se zacˇne z mnozˇico R3 = {∞, p, q}, kjer sta p in q izbrana
nakljucˇno iz S \∞ in nato doda manjkajocˇe elemente v nakljucˇnem vrstnem
redu, torej Rk+1 = Rk ∪ {s}, kjer je s nakljucˇen element iz S \ Rk. Sledecˇe
podatkovne strukture se vzdrzˇujejo za trenutno mnozˇico R = Rk:
1. Voronoijev diagram V (R): shranjen je kot DCEL; z vsako celico V (R)
je shranjen tudi pripadajocˇi element iz R.
2. Graf zgodovine H (R): je usmerjen aciklicˇen graf z enim samim izvo-
rom. Njegova vozliˇscˇa so dana kot
{izvor} ∪
⋃
3≤i≤k
{DRi(e) | e je stranica od V (Ri)}
Sledecˇe invariante zgodovinskega grafa se ohranjajo:
1. Vsako vozliˇscˇe od H (R) ima izhodno stopnjo najvecˇ 5 in vozliˇscˇa v
{DR(e) | e je stranica V (R)} imajo izhodno stopnjo 0, torej so listi
grafa.
4.1. NAKLJUCˇNOSTNI PRIRASTNI ALGORITEM 31
2. Vsaka stranica e iz V (R) je povezana s svojim pripadajocˇim opisom
DR(e) iz H (R) in obratno.
3. Za vsak element s ∈ S \R in vsak list D izH (R), ki ga seka S, obstaja
pot od izvora do D, cˇigar vozliˇscˇa so vsa sekana od s.
Sledi opis konstrukcije V (R ∪ {s}) ter H (R ∪ {s}) iz V (R) ter H (R).
Naj bo Es = {e | e je stranica V(R) in seka jo s}.
Korak 1: Konstrukcija Es. Zacˇnemo v izvoru H (R) in iˇscˇemo vse opise
iz H (R), ki jih seka s. Ker je izhodna stopnja H (R) omejena s 5, je
sˇtevilo obiskanih vozliˇscˇ proporcialno s c. Odlocˇitev ali element seka
opis traja konstanten cˇas zaradi nasˇe osnovne operacije. Torej traja
iskanje O(c). Zaradi tretje invariante zgodovinskega grafa iskanje najde
vse liste H (R), ki jih seka s. Zaradi druge invariante je ta dobljena
mnozˇica stranic od V (R), cˇigar opisi seka s. Po 4.1 je ta mnozˇica Es.
Korak 2: Konstrukcija V (R ∪ {s}). Naj bo S = V R(s, R ∪ {s}). Velja
da je S 6= ∅ natanko tedaj, ko Es 6= ∅ (za podrobnosti glej [23, Lemma
2]). Torej velja V (R ∪ {s}) = V (R) in H (R ∪ {s}) = H (R), cˇe je
Es = ∅. Posledicˇno predpostavimo od zdaj naprej da je Es 6= ∅. Za
stranico e ∈ Es, je e − S sestavljena iz najvecˇ dveh podsegmetov e.
Cˇe je e prqt-ogliˇscˇe od V (R), nam basic op(p, r, q, t, s) pove strukturo
e−S . Tocˇko v imenujemo koncˇno tocˇko od e−S , cˇe je koncˇna tocˇka
enega od podsegmentov od e. Torej ima e−S bodisi 0, 2, ali 4 razlicˇnih
(glej [23, Lemma 2]) koncˇnih tocˇk. Naj bo V mnozˇica ogliˇscˇ V (R).
Definiramo
• Vizbr = {v | v ∈ V in vse stranice, sosednje v, element s odrezˇe pri
v}
• Vnespr = {v | v ∈ V in nobeno stranico, sosednjo v, element s ne
odrezˇe pri v}
• Vsprem = {v | v ∈ V in nekatere (vendar ne vse) stranice, sosednje
v, element s odrezˇe pri v}
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• Vnov = {v | v 6∈ V in v je koncˇna tocˇka od e−S za nekatere e ∈
Es}
Vsako ogliˇscˇe v od V (R ∪ {s}) je vsebovano v (Vnespr ∪ Vsprem) ∩ Vnov
(za dokaz glej [23, Lemma 6]).
Korak 3: Izracˇun H (R ∪ {s}).
Izrek 4.1 Naj bo v ∈ Vspremen.
1. V razporeditvi stranic iz V (R) okoli v, v smeri urinega kazalca,
obstajata stranici f
′′
in f
′
(f
′′
= f
′
je mozˇno), za kateri velja, da
nobena stranica medf
′
in f
′′
(vkljucˇno) ni odrezana pri v od s ter
da so vse stranice med f
′
in f
′′
(izkljucˇeno) odrezani pri v od s.
2. Naj bo e
′
stranica, ki sledi f
′
in naj bo e
′′
stranica, ki je pred f
′′
v ureditvi stranic V (R) v smeri urinega kazalca okoli v. Naj bosta
f
′
in e
′
mejna za regijo p ter f
′′
in e
′′
mejna za regijo q. Potem je
v ogliˇscˇe iz V (R ∪ {s}), ki je incidenten sledecˇim stranicam: vse
stranice med f
′′
in f
′
(vkljcˇeno), stranica, ki locˇi p- in s-regijo ter
stranica, ki locˇi s- in q-regijo
Najprej karakteriziramo mnozˇico ogliˇscˇ H (R ∪ {s}), ki niso zˇe ogliˇscˇa
v H (R). Stranico e iz V (R∪{s}) imenujemo novo (angl.: new), cˇe ni
zˇe podmnozˇica poljubne stranice iz V (R), skrajˇsano (angl.: shortened),
cˇe je prava podmnozˇica stranice iz V (R),prizadeto (angl.: affected), cˇe
je e stranica V (R) in obstaja ogliˇscˇe iz Vspremen za katerega je e ena
izmed stranic f
′
ali f
′′
definiranih v izreku 4.1. Glej sliko 4.4.
Torej za vsako skrajˇsano ali prizadeto stranico e dodamo povezavo
(DR(e
′
), DR∪{s}(e)) v graf zgodovine, kjer je e
′
rob iz V (R), za katerega
velja e ⊆ e′ .
Za novo stranico e je situacija tezˇja. Naj bosta x1 in x2 koncˇni tocˇki
od e in naj bo p ∈ R taksˇen, da e locˇi p- ter s-regijo v V (R ∪ {s}).
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Slika 4.4: Karakterizacija stranic. Vir slike: [23].
Obstaja pot P v V (R) ∩ S , ki povezuje x1 in x2 (za podrobnosti
glej [23] Lemma 1). Brez sˇkode za splosˇnost lahko predpostavimo, da
je P del bd V R(p,R). P je tisti del V (R) ∩ S , ki je bil prehojen
med konstrukcijo e. Naprej definiramo stranici e1 in e2 iz V (R). Cˇe
je x1 ∈ Vnov, potem je e1 stranica bd V R(p,R), ki vsebue x1. Cˇe je
x1 ∈ Vsprem, potem naj bo e1 stranica bd V R(p,R) incidentne x1 in ne
vsebovane v P. Stranica e2 je definirana analogno glede na x2. Lahko
si predstavljamo stranici e1 in e2 kot podaljˇska P izven S . Glej sliko
4.5 za ilustacijo teh definicij. Za vse nove stranice e iz V (R∪{s}) in vse
e
′ ∈ e1 ∪P ∪ e2 dodamo stranice (DR(e′), DR∪{s}(e)) (za podrobnosti
in dokaz glej [23, Lemma 13]).
Trditev 4.2 • Naj bo ∞ ∈ R in s ∈ S \ R. Potem lahko konstruiramo
V (R ∪ {s}) in H (R ∪ {s}) iz V (R) in H (R) v cˇasu O(c), kjer je c
sˇtevilo vozliˇscˇ iz H (R), ki jih seka s.
• Za R ⊆ S, |R| = 3 in ∞ ∈ R, se lahko pripravita podatkovni strukturi
V (R) in H (R) v cˇasu O(1).
Za dokaz glej [23, Theorem 1].
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Slika 4.5: Pot P in stranici e1 in e2. Vir slike: [23].
4.2 Analiza
V tem poglavju bomo analizirali pricˇakovano cˇasovno zahtevnost algoritma,
opisanega v poglavju 4.1. Povzeto je po [23].
Analiza nakljucˇnostnih prirastnih algoritmov je narejena s pomocˇjo objek-
tov, regij in konfliktov med njimi. V nasˇem primeru so vhoni elementi iz S
objeki in opisi so regije.
Definicija 4.5 Naj bo R ⊆ S.
1. F (R) oznacˇuje mnozˇico vseh opisov nad R.
2. Naj bo D opis nad R in naj bo s ∈ S \ set(D) element vhodnih podat-
kov. Element s je v konfliktu z D natanko tedaj, ko ni nobene omejene
stranice v V (set(D) ∪ {s}) z opisom D. Definiramo F0(R) = {D ∈
F | D ni v konfliktu z nobenim elementom s ∈ R \ set(D)}.
Cˇe element s seka opis D, potem je tudi v konfliktu z opisom D. Naspro-
tno pa ni nujno res. Motivacija za definiranje konflikta je sledecˇi izrek:
Trditev 4.3 Naj bo ∞ ∈ R ⊆ S. Potem je e 7→ DR(e) bijekcija med
stranicami V (R) in opisim v F0(R).
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Trditev 4.4 Naj bo Rr mnozˇica, ki zˇe vsebuje r elementov iz S. Mnozˇica
vozliˇscˇ H (Rr) je enaka {izvor} ∪
⋃
3≤i≤r
F (Ri).
Trditev 4.4 karakterizira mnozˇico vozliˇscˇ grafa zgodovine kot mnozˇico
kombinatoricˇnih objektov definiranih iz strani malega sˇtevila vhodnih ele-
mentov. Torej lahko uporabimo rezultate meje pricˇakovane velikosti grafa
zgodovine in sˇtevilo njegovih vozliˇscˇ, ki so v konfliktu z elementom vhodne
mnozˇice (iz [8, 4, 7]) za analizo. Meje so dane v obliki pricˇakovane velikosti
F0(R) za nakljucˇno podmnozˇico R ⊆ S, |R| = r, kar oznacˇimo z fr. Za to
predpostavimo, da algoritem procesira elemente v nalkjucˇnem vrstnem redu.
Trditev 4.5 ( [7, Theorem 3 in 4]) Naj bo sr element, ki je zadnji dodan v
mnozˇico Rr.
1. Pricˇakovana velikost H (Rr) je O
(∑
i≤r
fi
i
)
.
2. Pricˇakovano sˇtevilo vozliˇscˇ od H (Rr−1) v konfliktu s elementom sr je
O
(∑
i≤r
fi
i(i−1)
)
.
Glede na to, da ima Voronoijev diagram za i elementov najvecˇ 3i − 6
stranic izrek 4.3 implicira da je Fi = O(i)
Izrek 4.2 Abstraktni Voronoijev diagram na n vhodnih elementih je lahko
izracˇunan s pomocˇjo nakljucˇnostnega algoritma (angl.: randomized algori-
thm) v pricˇakovnem cˇasu O(n log n). Poleg tega je pricˇakovan cˇas za vsta-
vljanje r-tega objekta O(log r). Nakljucˇnost vpliva samo vrstni red v katerem
so elementi dodani.
Za dokaz glej [23, Theorem 2].
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Poglavje 5
Sklepne ugotovitve
Videli smo osnovno definicijo in lastnosti Voronoijevega diagrama, kjer smo
ugotovili, da je sˇtevilo Voronoijevih regij in njhovih robov le linearno mnogo
glede na sˇtevilo vhodnih elementov. Torej shranjevanje Voronoijevega di-
agrama ni tezˇje kot shraniti posamezne elemente. Opisali smo tudi razne
variacije Voronoijjveih diagramov in njihove posebnosti ter podali primere
za njihovo uporabo v praksi. Variacije so nastale ob spremembi objektov,
sˇtevilu najblizˇjih objektov in definicije razdalje.
Ugotovili smo, da potrebujemo za Voronoijev diagram najbolj oddalje-
nih tocˇk samo elemente na konveksni ovojnici vhodne mnozˇice. Zatem smo
videli, da lahko izracˇunamo Voronoijev diagram najbolj oddaljenih tocˇk s
pomocˇjo nakljucˇnostnega prirastnega algoritma, ki deluje v pricˇakovanem
cˇasu O(n log n).
Nazadnje smo se sˇe posvetili splosˇnemu pristopu do Voronoijevih diagra-
mih in priˇsli do skupnih kombinatoricˇnih lastnosti sˇtevilnih variant Voronoi-
jevih diagramov. Predstavili smo idejo za splosˇno konstrukcijo Voronoijevega
diagrama, ki prav tako dela v pricˇakovanem cˇasu O(n log n), kjer je n veli-
kost vhodne mnozˇice. Ker algoritem ne potrebuje asimptoticˇno vecˇ cˇasa kot
algoritmi, ki do bili izdelani za tocˇno dolocˇene vrste Voronoijevih diagramov,
lahko sklepamo, da je mozˇno s pomocˇjo pristopa Abstraktnih Voronoijevih
diagramov napisati program za konstrukcijo Voronoijevih diagramov, ki bi
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ga bilo potrebno zelo malo prirediti glede na konkretni primer. Algoritem
je potrebno priredititi za konkretni primer samo v eni operaciji in sicer pri
konstrukciji Voronoijevega diagrama na 5-ih vhodnih elementih. Poleg tega
se vse numericˇne operacije zgodijo samo v tej dolocˇeni operaciji.
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