This paper describes a method for scoring the Farnsworth-Munseli 100-Hue test, based on maximum-likelihood estimation, which in theory reduces test-to-test variability in scores and which is therefore better able to discriminate between different levels of overall colour discrimination than is the original Farnsworth scoring system. Error scores produced by the method are directly comparable to error scores produced by the traditional scoring system. It is hoped that this work will provoke further consideration of the efficiency of the scoring system as far as test-to-test variability is concerned, including the efficient detection of polarity in the subject's hue discrimination function. <: 1997 The College of Optometrists. Published by Elsevier Science Ltd.
Introduction
Since the introduction of the Farnsworth-Munsell 100-Hue test (Farnsworth, 1957) . proposals of varying complexity have been made to improve the way in which the test is scored. For example, Kinnear (1970) suggested a simple reordering of the caps in the polar plot of errors, whereas Vingrys and King-Smith (1988) proposed a vector-based scoring system that would quantify polarity and randomness in the subject's cap ordering, both in the 100-Hue test and other panel tests such as the D-15 test. The aim of these proposals is lo process the data in a way that best makes explicit the information that is implicit in the subject's cap order, for example about the kinds of confusion that the subject makes. If one method of analysis achieves this aim better than another, we might say that it is a more efficient method: more of the latent information is made available to the user. This paper approaches the idea of efficiency from a different and complementary angle, concerned not with the extraction of particular kinds of information (e.g. polarity) but more with how most efficiently to quantify randomness in the subject's cap order. Consider the use of the 100-Hue test as a test of overall hue discrimination ability, where we are interested only in the total error score. Suppose that we were, for example, to decide to reject all applicants for a job whose score exceeded a certain critical value. With a limited amount of time available for testing we must accept that we will, with a certain probability, accept applicants whom we should have rejected and vice versa. Within the terms of this example the main question asked in this paper is this: is there any other way to score the 100-Hue test which squeezes more information out of the cap order produced by the subject, and which thus reduces the probability of making the classification errors just mentioned? If we can find such a scoring system, does it allow results to be expressed in the familiar quantities of the Farnsworth scoring system, and can it be used to generate improved polar plots of the subject's pattern of errors?
The remainder of this paper is concerned with describing a method of scoring the i(X)-Hue test which does indeed reduce the random variation in total scores. Instead of using an arbitrary measure of disorder in the caps, the method assumes a model for the behaviour of the observer. The model has a parameter which defines the observer's hue discrimination ability, and scoring the test consists of estimating this parameter. Simulations suggest that the improvement in scoring efficiency reaches a factor of about 2 for high scores, and is more modest at low scores. The results illustrate that improvements are indeed possible, and will perhaps provoke others to look for ways of further increasing the scoring efficiency of the test. Ophthal. Physiol. Opt. 1997 17: No 2 Methods A model for the observer Craven (1993b) has published a theoretical model for the observer on the 100-Hue test. This model is based on classical signal detection theory, and assumes that the hue of each eap is encoded by the observer as a value along a 1-dimensional scale. If the subject were perfectly good at hue discrimination, the hues of the caps would always be represented as uniformly spaced points on this scale. However, in a real subject, the encoding is subject to random variation, equivalent to the addition of a random variable to each encoded hue; the eap order produced by the subject is the rank order of the randomly-perturbed encoded hues. The worse the subject's hue diserimination. the greater the standard deviation of the internal noise distribution from which the random variables are drawn and the greater the disorder in the eap order produced by the subject.
Assuming this model for the subject, we ean define our measure of the subject's hue discrimination performanee as being the standard deviation o of the internal noise distribution. We ean then consider a scoring system whose goal is to take a eap order produced by a subject and from it to estimate o. This is an exercise in parameter estimation, for which standard techniques exist, one of the best known of which is maximum-likelihood estimation. The maximumlikelihood estimator of a parameter is that value of the parameter which produces the obtained data with greatest probability. Thus, given a cap order produced by a subject, we calculate the probability of obtaining that cap order for a range of values of a. and find the value of o at which that probability is maximised, Our index of hue discrimination ability is now a rather than the eonventional Farnsworth score.
The motivation behind trying this apparently roundabout procedure is that maximum likelihood estimators are usually very efficient estimators, which is to say that they estimate parameters with high precision compared to other estimators (Shenton and Bowman. 1977 ). Thus we can hope that a scoring system based on maximum likelihood estimation will be a particularly efficient one.
Comparison of old and new scoring systems
Now it is important that we have some way of comparing the efficiency of the proposed scoring system with that of the original system. It would also be convenient if we eould continue to express scores calculated by the new system as equivalent scores in the old system. We can achieve these aims by converting scores from the new system into the old. At first sight, this may seem an impossible aim, because there can be no one-to-one mapping between individual old and new scores (if there were, the new system would be no improvement on the old one). However, such a mapping can be established between the mean old and new scores.
For a given value of a, we ean repeatedly generate cap orders, score them using both methtxls, and thus calculate mean scores on the two scoring systems for that value of a. We ean repeat the procedure for a range of values of a and thus establish the relationship between mean scores on the old system and mean scores on the new system at all levels of performance. We can now justify the conversion of individual scores on the new system into corresponding scores on the old system as follows. The value of a we calculate for a given cap order produced by a subject is our best estimate of the mean of the values of o that we would obtain were we able to repeat the test a large number of times on the same subject. We know the relationship between the mean scores on old and new systems, and ean use it to convert our estimate of mean o into an estimate of the mean value that we would have obtained on the other {Farnsworth) scoring system had we been able to repeat the test a large number of times on the same subjeet. This estimate of the mean Farnsworth score in turn gives us the expeeted value of the Farnsworth score on the basis of the o we estimated from the single cap order. Thus we can convert from an estimate of a into an equivalent Farnsworth score. It is important to realise that this Farnsworth score is not neeessarily the same as the score we would obtain by using the Farnsworth scoring system directly on the same cap order. Now that we can convert from one scoring system into the other, comparison of the two systems is straightforward. Using the model of Craven (1993b) we generate a large number of cap orders for eaeh of a range of values of a and score them using both systems. For each value of a we calculate the mean scores for each system and thus establish the relationship between the mean scores on the two systems. We use this relationship to convert all the individual scores on the new system into Farnsworth system scores. We now have pairs of directly comparable scores for eaeh cap order. One member of each pair is the ordinary Farnsworth score, the other is the score on the new system converted baek into a Farnsworth score. To assess the efficiency of each scoring system, we ealeulate the standard deviations of the scores for eaeh system (both expressed as Farnsworth seores) and for each value of underlying a. The more efficient the scoring system, the smaller the standard deviations will be, and by comparing standard deviations for the two systems we can establish whieh is the more efficient and by how much.
Procedure
For each of a range of values of o (and hence a range of levels of performance), IO(X) cap orders for four boxes of 21 caps were generated using the mode! of the 100-hue test observer described by Craven (1993b) . (The use of 84 caps evenly distributed between boxes, rather than the 85 caps used in the actual test, was for programming convenience and there is no reason to believe that it should affect the
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results.) The seale on whieh a was measured was such that the mean encoded values of adjacent eaps differed by 1.0: this choice was arbitrary. Eaeh of these cap orders was scored twice, firstly by calculating the traditional Farnsworth seore, and secondly by estimating the underlying a using the maximum-likelihood proeedure described in the Appendix. For each value of a, the mean Farnsworth score and the mean estimated a were calculated. The relationship between mean Farnsworth seores and estimated a is smooth (see Figure I ). The smoothness of the relationship and the smallness of the standard errors on the data points made linear interpolation a reasonable method for converting from one scoring system into the other. The 1000 estimated values of a for each underlying value of a were thus converted baek into Farnsworth seores.
There were now two sets of scores, both expressed as Farnsworth scores, with one calculated directly and the other calculated via the proeess of estimating o. For each actual value of a the standard deviation of the 1000 scores under each method was calculated. Fisher (1951) showed that the information supplied by a measurement is inversely proportional to the variance of the measurement. Thus the relative efficiency (in information terms) of the two methods can be obtained by dividing the standard deviation obtained with the new method by the standard deviation obtained with the traditional method, and squaring the result. This gives efficiencies for the new method, with the efficieney of the old method defined to be unity.
Results
The efficiency of the new scoring method relative to the old method is plotted in Figure 2 as a function of the mean score on the test. Mean estimated values of a plotted against mean Farnsworth score for a range of performance levels. Each point is based upon 1000 cap arrangements. Error bars are not plotted, but would be very slightly larger {in both xand y-directions) than the symbols for the highest scores, and much smaller than the symbols for the lowest scores. Figure 2 shows that the new scoring system is more efficient than the old scoring system. The increase in efficiency rises with the mean seore, reaching a factor of about 2 for the very highest scores, corresponding to a reduction in standard deviation of scores by a factor of 1.4 approximately. In practical terms this result means that the new method should more reliably discriminate between two subjects of different underlying hue discrimination ability, or should more certainly classify a subject as being above or below some performanee criterion.
Discussion
Many users of the 100-Hue test are interested in the distribution of errors round the hue circle represented by the caps. The maximum-likelihood estimation procedure could in principle be applied to a small moving 'window' of a few adjacent eaps, to provide a polar plot similar to that produced traditionally. The calculation of the probability of the cap order within the moving window necessarily takes account of the fact that caps cannot be moved between boxes, thus opening up the possibility that the new scoring system could quite naturally and automatically eliminate some of the box-end scoring artefacts described by Aspinall (1974) and Craven (1993a) . Unfortunately, problems arise when the estimation procedure is applied to small numbers of caps. In particular, some cap orders (of which the most obvious example is an exactly reversed sequence of eaps) are best predicted by an infinite value of o. The fewer the caps used in the estimation, the more likely these pathological cases are to arise, because as the number of caps considered falls, so does the number of possible arrangements. It is possible that a graded window, in which caps are weighted less and less heavily the further they are from the centre of the window, would alleviate this problem, but it is not obvious how one could give different caps different weightings when calculating the probability of a given cap order. For the purpose of the polar plot, nothing would be gained by abandoning the existing proeedure. However, there seems to be no reason why the maximum-likelihood procedure should not be applied to coarser measures of polarity, for example the quadrant analysis technique used by Smith etal. (1985) .
When evaluating these results, we must be aware of the assumptions that have been made to generate them. In deriving the estimation procedure itself, we have had to assume a statistical model for the observer, which is something that Farnsworth (1957) did not have to do when he invented the original scoring system. The fact that we have to make an assumption at all in order to increase efficiency need not surprise us; for example, the sample mean is a more effieient estimator of the population mean than the median is of the population median, but we have to make stronger assumptions about the nature of our data when using means than when using medians. Whether the assumed model for the observer is an appropriate one is a more difficult question to deal with. Because of the time taken to administer the 100-Hue test and the considerable practice effects that can be observed (Reeves et al., 1987; Fine and Kolbrick, 1980; Breton et al.. 1988; Hardy ei al., 1994) it would be an enormous task to try to test empirically whether the model is appropriate. We ean, however, appeal to the great success that the methods of signal detection theory (upon which the model is based) have had in other areas of perception. Our assumed model has a bearing on the assessment of the new scoring system too, because it is used to generate the eap orders in the testing procedure. Ideally, one would like to test the system on human subjects. Testing the system using a with in-subjects design would bring severe problems of practice effects and of finding subjects prepared to do the test many, many times, and looking for a reduetion in the variance of scores of a group of subjects, each tested once, would be very insensitive, because between-subjects variance would swamp the (effectively) within subjects variance that we are trying to measure. We have to be content with a theoretical measure of the efficiency of the scoring system.
It is important to emphasise that these results do not indicate the abandonment of the traditional scoring system in favour of the method described here. The new method offers only a modest increase in efficiency, and cannot produce a polar plot in the way that the traditional system can. The main aim of this paper is to introduce a way of thinking about efficiency when scoring the 100-Hue test, and to show by example that improvements ean be made, while still being able to express seores in familiar terms. It is hoped that others might find ways of making more significant efficiency gains, or of generalising the proeedure described to allow the generation of an improved polar plot of hue diserimination ability.
