A genome rearrangement scenario describes a series of chromosome fusion, fission, and translocation operations that suffice to rewrite one genome into another. Exact algorithmic methods for this important problem focus on providing one solution, while the set of distance-wise equivalent scenarios is very large. Moreover, no criteria for filtering for biologically plausible scenarios is currently proposed. We present an original metaheuristic method that uses Ant Colony Optimization to randomly explore the space of optimal and suboptimal rearrangement scenarios. It improves on the state of the art both by permitting large-scale enumeration of optimal scenarios, and by labeling each with metrics that can be used for post-processing filtering based on biological constraints.
INTRODUCTION
The genomes of contemporary species have been shaped by a number of evolutionary mechanisms, one of which is genome rearrangement. The most commonly studied evolutionary mechanism is that of punctual mutations that modiPermission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. fies the nucleotidic composition of a given genome. However, this type of analysis is not sufficient to infer evolutionary history. For example, it has been shown that the major part of genes within Brassica olearacea and Brassica campestri are identical up to 99% but their genomes differ in their size and gene order [17] . Large-scale mutations that involve genomic order rearrangements of large sengments of DNA mutations constitute a complementary approach to study evolutionary events. This field was pioneered in the 1930's by Dobzhansky and Sturtevant [6] .
Formulating hypotheses as to which rearrangements took place between the ancestral and current genomes provides important insight into the mechanisms of molecular evolution operating on genomes. In this context, computing the minimal number of rearrangement steps defines a distance measure between genomes, which is a well-studied mathematical problem [10, 23, 16] . Exhibiting a sequence of steps that transforms one genome into another while respecting the rearrangement distance is a related question, and a response to it produces a parsimonious rearrangement scenario.
Hannenhalli and Pevzner developed the first polynomialtime O(n 4 ) algorithm (where n is the number of genomic elements) to compute a parsimonious rearrangement scenario [11] . Tannier and Sagot proposed in [22] a O(n 3/2 √ log n) algorithm for sorting reversals only, bound recently improved by Swenson et al. [21] . The drawback of these approaches is that they provide one, unique solution, while the solution space of all possible parsimonious scenarios is quite large [3] . It is for the same reason that enumeration approaches such as [19] are quite impractical.
Instead of computing one parsimonious scenario, the question then becomes how to find collections of rearrangement scenarios that are both parsimonious and biologically plausible. Reducing the search space by introducing additional biological constraints is one of the possible approaches. Lefebvre et al. [14] take into the account the length of reversed chromosomal segments, considering that small reversals are more frequent, based on the observation that they are the most numerous when comparing closely related species [18] . Bergeron et al. [2] consider only scenarios that conserve cer-tain common structures between the genomes, while in [3] the authors consider a way to build sets of equivalent scenarios and an algorithmic solution to do this is proposed in [4] . However, the latter remains impractical for large genomes.
A route different from classical combinatorial approaches has been chosen in the recent work by Darling et al. [5] . The authors apply a Bayesian statistical method in order to sample the genome rearrangements in Y. pestis. Genomic rearrangements are considered as a continuous Markov process operating on a given phylogenetic tree, with all rearrangement events being equally likely. From this the authors deduce the likelihood of a genome rearrangement scenario under the assumption that the mutation rates along the tree branches are known [15] .
In this paper we explore the search space of rearrangement scenarios using a novel Ant Colony Optimisation (ACO) [7] method. Our method makes it possible to explore parsimonious (optimal), as well as close to optimal, scenarios. The latter is of particular interest since there is no reason to suppose a priori that there exists a mathematically parcimonious solution that respects all of the biological constraints (such as for example never to create along the scenario a genome having a chromosome with no centromere). Our algorithm allows us to set metrics, such as pheromone quantity, along the scenarios that were explored that can be further used to select the most biologically pertinent scenarios. Moreover, we propose a framework that makes possible to compute and store (potentially) each feasible scenario between two genomes.
REARRANGEMENT SCENARIOS

Preliminaries
In the standard way we encode multichromosomal genomes as signed permutations of genomic markers. A chromosome π = (π1, ..., πm) is represented by a sequence of genomic markers whose sign indicates their relative direction on the chromosome. A size-n multichromosomal genome Π is defined as a set of chromosomes {π 1 , ..., π N } s.t. P i |π i | = n. Markers take their values from the set of ordinals 1, ..., n; no given marker appears more than once in a given genome. Notice that there is no semantical order between chromosomes, and that π = (π1, ..., πm) is equivalent to −π = (−πm, ..., −π1).
In order to exclude equivalent genome representations from our study, we use the following canonical form: (1) chromosomes are sorted by their first markers, and (2) the absolute value of the first marker of a given chromosome is smaller than that of its last marker.
For example, a genome Π having three chromosomes π 1 = (−3, 1, 5, 4), π 2 = (7, 6), and π 3 = (9, 2, −8), becomes in the canonical form Π c with π 1 = (−6, −7), π 2 = (−3, 1, 5, 4) and π 3 = (8, −2, −9). In the rest of this paper all genomes are considered to be in canonical form.
We follow the Hannenhalli-Pevzner theory [10] and consider the standard set of rearrangements that can be applied to a genome: reversals, translocations, fissions and fusions. Accordingly, we use the rearrangement distance measure d introduced in the same paper. Since [1] , this distance can be computed in linear time.
The four rearrangement operations are informally defined herebelow: • A reversal concerns one chromosome π = (π1, ..., πi, ..., πj, ..., πn) and produces a chromosome π = (π1, ..., −πj, ..., −πi, ..., πn), ∀(i, j) = (1, n).
• A fusion concerns two chromosomes π 1 = (π • A fission transforms one chromosome π = (π1, ..., πi, πi+1, ..., πn) into two chromosomes π = (π1, ..., πi) and π = (πi+1, ...πn), ∀i < n.
• A translocation exchanges pieces of two chromosomes
. It produces one of the two possibles couples of chromosomes {(π
Permutation graph
We consider the permutation graph G = V, E , where every vertex represent an unique size-n multichromosomal genome. Edges represent genome rearrangements, i.e. two genomes Π and Γ are adjacent in the graph if and only if d(Π, Γ) = 1 (see for an example Figure 1 ). Since the distance function d is symmetric, G has inverse edge for every direct edge. Proposition 1. The number of distinct size-n multichromosomal genomes is given by:
Proof. Let us consider size-n genomes. There are n! distinct sequences of n ordinals, hence n! unichromosomal unsigned genomes, and consequently 2 n · n! unichromosomal signed genomes. Let us first consider genomes with exactly c chromosomes. There are C c−1 n partitions of one unichromosmal genome into c chromosomes. However, every distinct genome has 2 c ·c! equivalent versions since the set of chromosomes is not ordered (c!), and each chromosome can be read in both directions (2 c ). Thus we obtain (C c−1 n · 2 n−c · n!)/c! distinct genomes of c chromosomes in canonical form. A size-n genome can have between 1 and n chromosomes; consequently there are
The problem we focus on is to find parsimonious rearrangement scenarios between two genomes Π and Γ. If we consider that no intermediate genome should have either fewer or more chromosomes than Π and Γ, then G can be reduced, with |V | = P c+ c=c− (C c−1 n · 2 n−c · n!)/c! (c− and c+ represent respectively the minimum and maximum number of chromosomes of Π and Γ).
For a given number of genomic markers n, the number of distance-1 neighbors for a genome varies slightly as a function of the chromosome number c. However, on each genome one can make O(n 2 ) reversal and translocation operations, O(n) fissions, and O(n) fusion operations. Thus, the size of the neighborhood for each size-n genome in the permutation graph is O(n 2 ).
Parsimonious scenarios
In this work we present a framework for the computation of sets of good rearrangement scenarios, with respect to the notion of parsimony. Definition 1. A scenario of length m between two sizen multichromosomal genomes Π and Γ is a sequence S = (Π0, . . . , Πm) s.t.
Πi is a size-n multichromosomal genome, -Π0 = Π and Πm = Γ, and
Note that every path in G corresponds to one scenario, and that the set of parsimonious scenarios between two genomes Π and Γ corresponds to the set of shortest paths between Π and Γ.
Obviously, storing the complete graph G is not conceivable, even for small n. In the next section, we present an ACO-based heuristic that produces a reasonable subset of genomes and edges, in which pertinent and well-diversified rearrangement scenarios can be determined.
AN ACO ALGORITHM FOR COMPUT-ING REARRANGEMENT SCENARIOS
Given two genomes Π and Γ we define a hybrid ACO algorithm methood in order to find parsimonious and α−parsimonious scenarios. ACO (Ant Colony Optimization) [7] is a well-known metaheuristic inspired by the behaviour of ants seeking a path from their nest to a food source.
Each ant navigates in space in search of a destination. After reaching it, ants deposit some quantity of non persistent pheromone along their paths, which creates a bias for consecutive searches. After some time, ants cluster along the paths with highest pheromone values, which are generally the shortest.
ACO algorithms are successfully applied to NP-hard problems like multidimensional knapsack problem [13] or graph coloring [8] .
Here we propose to apply the ACO strategy for the search of shortest rearrangement scenarios. Considering the size of the rearrangement graph, the algorithm hybridizes ACO with local search (with a random walk mechanism) in order to guide the search.
General description
At the beginning, we record only two genomes from G: the starting node Π (the nest) and the destination node Γ (the food source). Notice that Π and Γ can be switched with no influence on the result. Pheromone trail values required for ACO are stored on the edges and are denoted by τe, where e is an edge. For any ant sitting on a given vertex, the pheromone values on the outgoing edges can be seen as the probability of choosing this edge for the next move.
We consider S generations of ants with A ants in each generation. At every generation each ant starts at the nest node Π and tries to reach the food source Γ independently. A given ant builds its tour T = (e1,
Finally, we simulate a pheromone evaporation mechanism with rate ρ, where ρ represents the persistance of a pheromone trail (0 ρ 1). When each tour of one generation is ended, every edge e ∈ E has to be updated, s.t. τe ← ρ · τe. Nevertheless, since G is huge, we do not consider all the theoretically possible edges e ∈ E but only those that are currently recorded, as well as some constant default value of pheromone for all the other (virtual) edges.
After a tour T , we record each edge e from T having τe ε (ε is a chosen threshold), as well as the associated vertices. In order to keep the the size of the graph datastructure modest, we delete elements that are considered to have insufficient support (after a tour or an pheromone evaporation process), namely:
-edges such that τe < ε, and -neighborless vertices (except those labelled by Π and Γ).
Thus, an ant following a tour T that corresponds to a parsimonious rearrangement scenario between Π and Γ (that is |T | = d) will add 1 unit of pheromone on its trail. An ant following a 1-parsimonious scenario (that is |T | = d + 1) will add 1/2, and an ant following a 2-parsimonious scenario (that is |T | = d + 2) will add 1/3, and so on.
The algorithm stops when the number of generations S is reached. S is tuned experimentally in order to reach some degree of convergence (see Experiments section, below) and a sufficient number of pertinent scenarios.
Hybridization with a random walk mechanism
A practical issue comes from two observations. First, G is very large and has many cycles. Consequently, for a given ant it is possible to have infinite tours. We deal with this issue by introducing an attractive force that pushes ants to Γ. We adapt the idea of default pheromone to the situation by splitting τ into three different default values of pheromone. The first value τ g is for good edges that lead ants closer to Γ, the second value τ n is for neutral edges that do not change the remaining distance, and the third value τ b is for bad edges that lead the ants away from Γ. So, at each vertex v for an edge e between v and u, the choice of the particular τ value is
Furthermore, at each vertex these values are normalized by dividing them by the number of outgoing edges of the corresponding kind. This is done since, if there is a large number of egdes at a given vertex and only a small portion of them is good, there exists a bias for choosing the wrong direction. Thus, each ant simulates a local search process with a random walk mechanism, since we favor good moves and allow bad ones with lower probability. This mechanism requires that the values of τ are chosen such that τ
Clearly, the influence of τ values is high when an edge is explored for the first time by an ant or is seldom visited, and is low for the highly-visited areas of G where pheromone values are high. If τ g = τ n = τ b we obtain exactly the classic situation of default pheromone in ACO. On the contrary, a high τ g value combined with small τ b values increases the ants' attraction to Γ. In particular, if τ g > 0 = τ n = τ b , then only optimal scenarios are explored.
Computation improvements
The complexity of the ACO algorithm depends mainly on the neighbor selection process. Indeed, using the standard algorithm, all neighbors are evaluated at each step of the process, leading to a O(n 3 ) complexity: there is O(n 2 ) neighbors, and O(n) time to evaluate each unrecorded neighbor (required to calculate τ values).
In order to reduce the computational effort, we propose a faster version, which only differs by the neighbor selection process. At each step, only k random neighbors are evaluated (k being a constant parameter). Parameter k has a low influence on the quality of tours, except during the 3 or 4 last steps (improving neighbors become rarer when the food source is close). That is why in this version of our algorithm we use the complete neighborhood evaluation only in the three last steps of the search.
Resulting rearrangement scenarios. Running the algorithm results in a subgraph H ⊂ G that contains vertices connected by edges with pheromone. This graph summarizes a set of scenarios. Extracting one scenario from H can be seen as an ant tour that visits only existing vertices and follows only existing edges in H, from Π to Γ; furthermore, final pheromone values can be used as weights for the neighbor selections.
EXPERIMENTS AND APPLICATIONS
Benchmarks. The Génolevures Consortium 1 study the evolutionary history of the Hemiascomycetous yeasts. We selected for this experiment five completely sequenced and annotated genomes from the protoploid Saccharamycetacae: Kluyveromyces lactis, Saccharomyces kluyveri, Zygosaccharomyces rouxii, Ashbya (Eremothecium) gossypii and Kluyveromyces thermotolerans 2 [20] , as well as a median genome 1 http://genolevures.org 2 Abbreviations: Klla, K. lactis; Sakl, S. kluyveri; Zyro, Z. rouxii; Ergo, A. gossypii; Klth, K. thermotolerans.
M representing an ancestral genome for these yeasts [12] . Concerning the presentation of the Median Genome Problem and our algorithm FAUCILS which calculates median genomes, we refer the interested reader to [9] . Pairwise distances d between the contemporary genomes and the median are shown in Table 1 . Recall that α represents the length difference between one scenario and the most parsimonious scenarios.
Parameters. The experimental setup depends on a number of parameters. First of all, the input data size, that is, the number of genomic markers n.
Our adaptation of ACO for computation of rearrangement scenarios has seven parameters: 
−2 , ρ = 0.75: min and max scenario (shortest and longest simple paths from Π to Γ), and mean values for α. The size (135) is the number of common markers used for this study.
The smaller numbers of scenarios in Ergo, Zyro and Klla instances can be explained by the larger number of long scenarios, where ∆τ = 1/(l − d + 1) was so small that it was negligible and quickly evaporated. The bigger difference between best and average tours can be explained by the fact that distances between M and Ergo, Zyro and Klla are greater than between M and Klth or Sakl. For example, Sakl-M distance is 3 times smaller than Zyro-M , hence ants have 3 times fewer steps in which to make "mistakes" (following bad or neutral edges). Since the same τ g , τ n and τ b are used for all instances, the probabilities of making these mistakes at each step are the same. Consequently, the difference between the best and the average ant's tour for the Sakl-M instance is 3 times smaller than for Zyro-M . No parsimonious scenario was found for Ergo-M and Klla-M for same reason described above (see Table 1 ). We conclude that the greater the distances, the greater the attractive force has to be used in order to counter this effect. The large number of scenarios for Klth-M instance can be explained by the high degree of sharing of edges between the optimal tours, and hence the growth of possible scenarios in the resulting graph.
In Figure 3 we show the average number of bad neighbors per one good edge for every instance. Closer instances have a higher proportion of bad edges than distant instances. Intuitively, when an ant starts its tour and is quite far from Γ, it has a large choice of good edges at each vertex. The closer an ant gets to Γ, the smaller is the number of good edges. Hence the ratio of bad to good edges is lower for vertices that are more distant from Γ. And the larger the distance between Π and Γ, the smaller is the overall ratio.
As expected, influence of τ g versus τ n and τ b is high. Indeed, in Table 2 , we can see that considering sufficiently high τ g /τ b ratios, returned α values are small and the proportion of parsimonious scenarios out of all uncovered scenarios is greater than 70%. For fixed values of τ , the value of ε has a similar (but less important) effect of the proportion of parsimonious scenarios. Notice, that for more complicated instances such as Ergo (greater ratio d/size) choosing sufficient attractive force τ g is essential since when this value is too small, no parsimonious scenarios are found (see Table 2 as well as 1 where only default values are shown). Finally, preliminary tests of results convergence were performed on the most representative distance-wise Zyro-M instance. Varying the number of ant generations, and keeping all the other parameters at default values (see Table 1 ) yields to the consistent growth of the proportion of the number of parsimonious scenarios (out of the total number of scenarios) that follows the growth of the ants generations. This indicates that the required completeness of the exploration of the parsimonious and α-parsiminious scenarios has to be tuned by using this parameter to the particular application case data. Maintaining a sufficient total number of scenarios can be done by decreasing the value of ε. Indeed, since ants are converging to Γ in an unstructured fashion, even optimal scenarios can be less and less visited. These scenarios can be kept in memory by using a smaller value of ε.
CONCLUSIONS
Computing biologically plausible genome rearrangement scenarios is a challenging problem in large-scale comparative genomics, and current exact methods fail to meet the needs of the application domain by only computing a single scenario out of a very large pool of biologically plausible results. Using metaheuristic methods based on Ant Colony Optimization, we have developed a novel algorithm that computes and stores a large population of parsimonious and α-parsimonious (that is, suboptimal) solutions, labeled with metrics permitting useful post-processing. Experimental results on five challenging eukaryote genomes from the protoploid Saccharomycetacae reveal that this algorithm works quite well in practice and can generate hundreds of optimal scenarios amenable to further biological analysis.
The data structure and general framework defined here can be used in several ways, depending on the application. It can be used for brute-force generation of a very large number of different scenarios, useful for studying the statistical structure of the population of plausible reconstructions. It can be used to focus in on probable sub-scenarios, around a postulated event mapped (for example) to an ancestor node of a phylogenetic tree. Data structures for related instances can be crossed to find common sub-scenarios between several related genomes.
Two obvious improvements to the method can be foreseen. Based on feedback from large-scale application, specific strategies for pheromone persistence and initial values can be devised. Second, perhaps combining this approach with our FAUCILS method for rearrangement trees [9] , it should be possible to compute consensus Steiner trees of rearrangements, through a large number of iterations and final node selection based on cumulative pheromone quantities.
