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Abstract: Over the past decade, developments towards near-infrared (NIR)
optical tomography involve the recovery of interior optical maps from
boundary measurements using the first principles of light propagation
models. The refractive-index mismatch parameter in the boundary
condition of the light propagation model, namely the diffusion equation, can
significantly impact model prediction of measurements and therefore image
recovery. In this contribution, the influence of refractive-index mismatch
parameter between predictions and referenced measurements of
fluorescence-enhanced frequency-domain photon migration (FDPM) are
established; its greater influence on emission over excitation predictions are
demonstrated, and the methods to accurately determine refractive index
mismatch parameter from basic principles are reviewed.
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1. Introduction
Near-infrared (NIR) optical tomography used for recovery of endogenous- or exogenous-
contrasted tissue regions depends upon accurate exterior surface measurements of diffusely
propagated light, an accurate model describing the transport of light, as well as an
optimization approach to recover the interior optical properties. The diffuse propagation of
light in random media can be predicted by the diffusion approximation of the radiative
transport equation [1-3] under the conditions of predominant scattering over absorption.
Various boundary conditions are used to represent the light propagation at the surface of the
medium [4-10]. Many early works fail to identify the significant impact of refractive index-
mismatch at the boundary when determining optical properties for spectroscopy or imaging
applications [11,12]. More recently, several investigators have highlighted the significance
of this index-mismatch parameter for demonstrating optical tomography in phantom studies
[13,14]. Bartlett et al. [13] considered the refractive index-mismatch at the boundary
interface to be an unknown parameter and employed error-minimization methods to determine
the relative refractive index, nrel of the medium. In another method, Pogue et al. [14] suitably
chose the index-mismatch parameter to minimize the model mismatch between experiments
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and simulations. In both cases, the index-mismatch parameter in the boundary condition was
not accounted from basic principles of diffuse reflection of unpolarized light. Instead, the
relative refractive index was used as an added parameter estimate.
Since the relative refractive index can be determined directly, other investigators have
derived expressions from basic principles to determine the refractive index mismatch
parameter at boundary surfaces [4,15,16]. However, the refractive index that is generally
employed involves the air-phantom interface; whereas most phantom studies involve a
solution held in a container made of plastic or any other material. Consequently, the relative
refractive index for a container-phantom interface, which differs from the air-phantom
interface, must be employed to mimic the actual phantom. Reflections through the container
may need to be considered depending on the material of the container [8,17]. Without proper
consideration of this index mismatch, erroneous model predictions result in greater model-
mismatch between measurement and simulations as well as contribute to the ill posedness of
the inverse imaging problem.
In this paper, the methods for accurately determining the refractive index mismatch at
interfaces are reviewed and demonstrated in a phantom study using measurements of
fluorescence-enhanced frequency-domain photon migration (FDPM). The significance of the
proper choice of index-mismatch parameter at the boundaries in the fluorescence
measurements is also highlighted.
2. Background: Boundary conditions for the diffusion equation
Fluorescence-enhanced optical imaging involves the use of exogenous fluorescing contrast
agents to increase the optical contrast between the normal and diseased tissues [18,19]. At the
Photon Migration Laboratory (PML), the measurement technique employed is the frequency-
domain using fluorescing agents, and hence the technique is termed as fluorescence-enhanced
FDPM.
The propagation of excitation light and the generation and subsequent propagation of
fluorescent light in random media are given by a set of coupled diffusion equations, which
predict the excitation and the emission fluence [20,22].
Three boundary conditions, namely i) partial current boundary condition [4,8] ii)
extrapolated boundary condition [5,6,10] and iii) zero-boundary condition [6,7] are commonly
employed. However, the partial current boundary condition, which states that the photon
leaving the tissue surface never returns, is the most rigorous and widely used of the three
[4,8]. At excitation (subscript x) and emission (subscript m) wavelengths (785 and 830 nm,
respectively), the partial current or Robin boundary condition is given by
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Here, Dx,m(r) is the optical diffusion coefficient at position r (cm), Φx,m(r,ω) is the complex
fluence describing the wave located at position r and modulated at frequency, ω, and γ is the
index-mismatch parameter, which is a function of the effective refractive index (Reff) at the
boundary surface.
There are at least two methods reported in literature for calculating the effective refractive
index, Reff, which is based upon the physical principle that the diffuse flux normal to the
interface is equal to the reflected part of the flux directed in the opposite direction [4, 8, 9, 15,
16].
The first method employs an empirical relationship between the relative refractive index
with respect to air (nmedium/nair) and the internal reflection or the effective refractive index, Reff
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of uniformly diffuse radiation. Eq. (3) represents the relationship developed from
experimental measurements of Reff as a function of the relative refractive index, nrel [15,16].
relrelreleff nnnR 0636.0668.0710.0440.1
12 +++−= −− (3)
However, this empirical calibration is valid only for interfaces where at least one of the
refractive indices is equal to one, or in other words, one of the surfaces is air.
In the second approach, Reff is determined directly from Fresnel’s reflections, Rj and RΦ
and is in turn related to nrel [4].
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and RFresnel is the Fresnel reflection coefficient for light incident upon the boundary at an angle
of incidence, Θ [4].
The value of Reff varies for different interfaces, consequently varying the γ term in the
partial current boundary condition. Table 1 provides the Reff value, calculated using Eq. (4),
(5) and (6), for various interfaces used in phantom tomography experiments. In order to
simulate the tissue’s optical properties in phantom studies, diluted Intralipid solutions were
used in this study. Intralipid, which is a suspension of lipids and nutrients in water, has similar
optical properties as tissue in the NIR wavelength region [23]. Since dilute solutions of
Intralipid (1% by volume) were used, its refractive index was approximated to the refractive
index of water (n=1.33).
Herein, we study the effect of incorporating different Reff values for the boundary
conditions of the coupled diffusion equations, and highlight their influence on the accuracy of
the predicted excitation and emission fluence measured at the interface.
Table 1. Reff values at various interfaces from Fresnel’s reflections
Interface n1 n2 Reff γ
Air-Phantom 1 1.33 0.4311 2.5156
Acrylic-Phantom 1.5 1.33 0.0222 1.0454
3. Materials and methods
Phantom measurements for optical tomography were conducted using 4×8×8 cm3 black
acrylic box filled with 1% Intralipid solution (Pharmacia and Upjohn Co., Clayton NC)
containing, 0.01µM indocyanine green (ICG) (Aldrich Chemical Co., Milwaukee WI). The
black acrylic container has minimum transmission and refraction at the boundaries owing to
its color; hence the reflections through the container are neglected during the estimation of the
index-mismatch parameter. A 1×1×1 cm3 closed cuvette filled with 1% Intralipid containing
1µM ICG was positioned within the phantom (<1,4,3>cm from origin) in order to represent
the target contrasted by 100 fold greater concentration of fluorescent dye. Figure 1a is a
photograph of the actual acrylic phantom coupled to fibers for delivery and collection of light
and Figure 1b represents a grid of the source-detector locations on the 3D phantom surfaces.
The details of the optical properties of the homogeneous background and the target are given
in Table 2.
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Fig. 1a. 3D phantom set-up in the laboratory Fig. 1b. Source-detector grid in the 3D
phantom surface. Here, x’s denote the
source locations
Table 2. Optical properties of the background and target in the 3D phantom
Homogeneous
background TargetProperties
Excitation
λ
Emission
λ
Excitation
λ
Emission
λ
Absorption coeff (1/cm) 0.03429 0.025253 0.3303 0.0503
Scattering coeff (1/cm) 10.75 7.87 10.75 7.87
Lifetime (nsec) -- 0.56 -- 0.56
Quantum Efficiency -- 0.016 -- 0.016
3.1 FDPM measurements
Millimeter diameter, multimode optical fibers (numerical aperture=0.39) were used as point
sources and detectors, with 25 optical fibers spaced 1 cm apart from each other and 2 cm apart
from the surface boundaries on either side of the 8×8 cm2 surface. Single-pixel (single point
source and point detector) FDPM measurements were performed using 50 mW, 785 nm laser
diode (Thorlabs Inc, Newton NJ) biased at 70 mA and modulated at a frequency of 100 MHz.
The excitation and emission reflectances/transmittances (i.e. source and detectors are on the
same surface or different surfaces, respectively) were collected at the phantom surface using
appropriate interference filters and detected using modulated photomultiplier tubes (R928
model, Hamamatsu, Japan). The details of the instrumentation used herein are explained
elsewhere [24]. All measurements were referenced to a measurement conducted at a
specified “reference” position in order to account for the unknown source strength on the
phantom. In addition, the phase shift and amplitude attenuation owing to instrument function
was measured by the method of multiplexing, and then subtracted from the final
measurements in order to obtain a final signal representative of light propagation through the
phantom. [24,25]. There were 50 fiber positions, of which four were chosen as source fibers
The ‘x’ symbols in Figure 1b represent the source locations on one side of the two 8×8 cm2
surfaces, each surface containing two sources at similar locations. For each of the four
sources, one of the adjacent detector positions that is closest to the source (i.e. 1 cm away
from the source in our case) was chosen as the “reference” position. Each measurement at all
Phantom
Fiber Optic
Arrays
1 cm
4 cm
2 cm
2 cm
1 cm
8 cm
8 cm
Fiber optic location
x
x
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positions on the phantom was then reported relative to that made at the “reference” position.
Hence, all measurements were referenced at a given wavelength for a given source location.
In other words, referenced emission measurements consisted of relative measurements
between a point and a “reference” location at the emission wavelength; while referenced
excitation measurements consisted of relative measurements between a point and a
“reference” location at the excitation wavelength.
3.2 Data Analysis
The measurements are comprised of the phase-shift (θ) and amplitude attenuation (Iac) of the
diffuse excitation and emission reflectance at the surface of the phantom. The reflectance
includes contributions from the fluence as well as flux at the interface as shown in Eq. (7).
However, it is to be noted that the fluence or the flux at the surface of the phantom cannot be
measured individually, but only as a combined reflectance term. The diffuse reflectance,
R(r,ω), is a function of the distance, r, between the detected area and the incident beam. It
also depends on the numerical aperture of the detector and contributions arising from the
refractive-index mismatch at the interface. For FDPM reflectance measurements, R(r,ω) is
given by the following empirical equation [26].
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where A, B are constants that vary depending on the numerical aperture of the detector and the
Reff value at the interface. The terms Φ(r, ω) and ∂Φ(r, ω)/∂n are the fluence and the flux at
the surface boundaries respectively. Similar expressions can be written for time-dependent as
well as CW reflectance measurements. For the case of partial current boundary condition (see
Eq. (1)), one observes that the fluence is directly proportional to the flux at the boundaries and
the proportionality constant is a function of the diffusion coefficient (Dx,m) and index-
mismatch parameter (γ). Upon rearranging Eq. (1) and substituting for the flux term in Eq.
(7), , one can see that the reflectance R(r, ω), is directly proportional to the fluence alone, with
a new proportionality constant. Upon referencing the measured diffuse reflectance, R(r, ω) to
that measured at a reference point R(rref, ω), the new proportionality constant cancels out
leaving behind the relationship:
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where the suffix ref refers to the location of the reference measurement.
The constants A and B are a function of the numerical aperture of the collecting and
illuminating fibers and the refractive index of the phantom’s interior and surfaces. In the case
of absolute measurements, constants A and B need to be accounted for. However, upon
referencing, the influence of constants A and B are cancelled as shown in Eq. (8). Thus, by
conducting referenced FDPM measurements, we can directly compare referenced
measurements to predictions without the need to empirically characterize the coefficients A,
or B in Eq. (7). We also observe that upon using referenced measurement and the partial
current boundary condition (where flux is proportional to the fluence), the sensitivity of these
measurements on the flux and fluence terms is eliminated.
In terms of phase shift and amplitude attenuation, fluence is given by Eq. (9)
( ) ( )θω exp, acIr =Φ (9)
and Eq. (8) can be expressed in terms of Iac and θ as shown in Eq. (10).
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where, Iac/Iac,ref is the ac ratio and ∆θ is the relative phase shift (∆θ=θ-θref) at each location r,
and frequency ω.
 
3.3 Model prediction
For predictions of the referenced measured reflectance given by equation (8) and (9), the
finite element method was employed. A finite element mesh was generated using Gambit
software (Fluent. Inc, New Hampshire) for the geometry in Figure 1, and was discretized into
56423 tetrahedral elements and 11649 nodes. The Galerkin approximation of the finite-
element method was employed to solve the forward problem of the coupled diffusion
equations [27,28]. The details of this approach are explained in detail elsewhere [27]. The
partial current boundary condition given in Eqs. (1) through (6) was employed with varying
Reff values to determine the index-mismatch parameter value (γ) for the different cases as
discussed in the next section. The aim of this study was to determine which value of the
index-mismatch parameter simulates the actual measurements and how to estimate it from
basic principles.
The excitation and emission fluence data obtained at each node of the phantom was
referenced against the measurement at the reference position at the same wavelength. Both
the experimental and simulated referenced fluence is represented in terms of ac ratio, Iac/Iac,ref
and relative phase shift, ∆θ for comparison studies.
4. Results and discussion
Solutions of the coupled diffusion equations with three different values of γ in the partial
current boundary conditions were obtained to predict the referenced measurements of ac ratio,
Iac/Iac,ref and relative phase shift, ∆θ at the excitation and emission wavelengths. The three
cases were: Case 1 in which the value of Reff for an air-phantom interface was chosen for all
six interfaces of the phantom (Reff = 0.4311); Case 2 in which the value of Reff for the
phantom-acrylic interface was chosen for all six interfaces (Reff = 0.0222); and Case 3 in
which the values of Reff corresponded to the actual phantom interfaces. In the latter case, five
of the interfaces were phantom-acrylic and one was an air-phantom interface.
4.1 Model prediction for referenced measurements
Figures 2 and 3 represent the ratio of ac intensity, Iac / Iac,ref and the relative phase-shift, ∆θ at
the excitation and emission wavelengths, respectively at each of the 50 detectors in response
to one source, located at <0,5,5> cm in the phantom The symbols (black hollow circles)
denote measurements while the colored lines (connecting the symbols in Figure 2) represent
predictions made using one of the three cases described above. Table 3 lists the average of
the relative errors in ac ratio and average of the absolute errors in relative phase shift (in
degrees) between the experimental and simulated data. From Figures 2 and 3, and the errors
listed in Table 3, we observe that the model mismatch at both the excitation and emission
wavelength is smallest in case 3, where the Reff was calculated for each individual surface
appropriately. Case 1 does not display a good model match in both the excitation and
emission data in comparison to cases 2 or 3. The reason may be due to the approximation of
air-tissue interface made for all the phantom interfaces, which do not correspond to the actual
physical system. However, one may observe that the mean relative error in excitation ac data
for case 1 is smaller compared to that obtained in cases 2 and 3 for the specific data set
presented. Upon evaluating data obtained at the other three source locations, we found that
this is not a consistent observation and underscores the lesser sensitivity of excitation
measurements over emission measurements.
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At the emission wavelength, the degree of model mismatch is clearly evident in the ac
ratio data, Iac/Iac,ref as shown in Figure 3(a). The reason for the large impact may be owing to
the larger attenuation of emission light by as much as 3 or 4 orders of magnitude over the
measured excitation signal. Hence, even small inaccuracies of model predictions due to
erroneous boundary condition parameters may constitute a greater proportion of the model-
mismatch errors at emission wavelengths. Consequently, the errors arising from the model
mismatch could prevent convergence of the inverse imaging problem to an accurate solution.
In case 2, which is a closer approximation to the actual physical system, the errors in
Iac/Iac,ref and ∆θ are comparable to the errors given by case 3 (representing the actual system)
at excitation wavelength. Whereas, at emission wavelength, errors in ac ratio and relative
phase shift are significantly higher for case 2 compared to the errors for case 3, which is also
accounted by the weak emission signal in comparison to the excitation signal. All these
comparisons were performed from data obtained for a particular source at <0,5,5> cm, located
on one of the 8×8 cm2 surface boundary. In brief, the choice of suitable value for the index-
mismatch parameter would greatly improve the model mismatch between the measurements
and the forward model, especially in the emission measurements of the fluorescence-
enhanced optical tomography.
As a general trend in Figures (2) and (3), we also observe that there was greater mismatch
for all of the three cases in which the detectors were located in transillumation geometry (i.e.,
when the detectors were located on the x=4 cm plane and the source was located on the x=0
cm plane), or alternatively detectors 1 to 25 in the x-axis of Figures (2) and (3). Thus the
errors from the measurements on the transillumination side are enhanced due to greater
source-detector distances in the system as well as the heterogeneity location. In this case, the
heterogeneity was closer to the source and detectors on the x=0 cm plane relative to the
detectors on the x=4 cm plane; thus weakening the measured signal at the detectors away
from the source or the heterogeneity.
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Fig. 2. (a) AC ratio, (b) Relative Phase Shift at excitation wavelength for source at (0,5,5) cm
Fig. 3. (a) AC ratio, (b) Relative Phase Shift at emission wavelength for source at (0,5,5) cm
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Table 3. Errors in AC ratio and Relative phase shift at excitation and emission wavelengths
for all cases.
Parameter Case 1 Case 2 Case 3
AC ratio (fraction) 0.203 0.336 0.336
Excitation Relative Phase shift
(degrees) 5.78 3.29 3.31
AC ratio (fraction) 0.7115 0.694 0.216
Emission Relative Phase shift
(degrees) 4.732 4.104 2.727
5. Conclusion
In summary, the choice of the appropriate index-mismatch parameter values at the boundary
interface is vital to reduce the model mismatch of the forward model, especially in
fluorescence-enhanced optical tomography. Determination of this index-mismatch parameter
from basic principles would be more appropriate to minimize the error propagation in the
coupled-diffusion equation, in turn improving the image reconstructions to a considerable
extent. The reconstructions performed using the above stated 3D phantom and case 3 for the
index-mismatch parameter are presented elsewhere [29]. The model mismatch in terms of ac
ratio and relative phase shift, between measurements and predictions was prominent at
emission wavelength than excitation wavelength, possibly due to the stronger excitation
signal over the emission signal (3-4 orders of magnitude), thus masking the effect of the
index-mismatch parameter.
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