Introduction

1.A Asymptotic comparison between solutions to different PDEs:
Scaling limits connect several dynamics whose features are often very different mutually. One of particular properties of scaling limits is that in many cases such associations are not injective. When two dynamical systems correspond to the same one by such scaling limits, then one might say that these two dynamics behave by the same way at infinity, and so expect that they will hold some common structural similarity.
Motivated by such aspects, in this paper we study large scale analytic properties of solutions to evolutional differential equations by use of a particular type of scaling limit. It consists of two steps, where one is to associate discrete dynamics given by real rational functions from differential equations, and the second is automata given by (max, +)-functions from the rational dynamics, which comes from tropical geometry. Combination of these two steps gives a process of association of automata from PDE. As above one of the important observations for the process is that it is not one to one, and so different differential equations can correspond to the same dynamics by automata. The situation can be interpreted that large (also very small) valued solutions to these PDEs admit mutual analytic relations in some sense, which we would expect to lead us to a large scale analysis of structure for classes of differential equations.
In this paper we introduce a new method for study of solutions of non linear partial differential equations. Let u : (0, ∞) × [0, T 0 ) → (0, ∞) be a positive solution to some PDE of order at most α ≥ 1. Our main interest here is to estimate asymptotic growth of the solutions with respect to higher derivatives of order α + 1:
Let c = inf (x,s)∈(0,∞)×[0,T 0 ) v(x, s) ≥ 0 be the infmum of u. Suppose u(x, s) ≥ c > 0 is uniformly bounded from below. Then we say that the ratio:
is the width of large scale rates. In principle even when the higher derivatives C α+1 take large norms, still if the lowest values c >> 0 are also large, then K will stay within bounded regions. Our method focuses on comparing rates of asymptotics of solutions to different differential equations on the large scale. Let us consider two differential equations P (u, u x , u s , u 2x , u xs , . . . ) = 0 and Q (v, v x , v When both P and Q are induced from the same automaton ϕ, then we verify that there exist constants C = C(y, r, K) which depend only on the structure of the differential equations P and Q, and which are independent of individual solutions, so that they satisfy uniform bounds:
u (x, s) v(x, s) , v(x, s) u (x, s) ≤ C(x + ks, r, K) if the estimates for widths K(u), K(v) ≤ K and for the initial rates [u : v] (L+1)(2CK) −1 ≤ r are satisfied, where k, L = max(l, d) and C are explicit constants which arise from scaling limits of these PDE as below. Our basic process is to extract very rough framework of structures of PDE. They are given by n variable rational dynamics of the form: 
M, c
where M is the number of the components (1.B) and c is the Lipschitz constants both for ϕ. In total at the level of defining equations of dynamics, induction of rational functions and scaling parameters determine the above seven data. In section 4 we see that these constants are explicitly calculated or estimated in concrete cases.
On the other hand individual solutions give the constants:
C (y, r, K) are in fact given quite explicitly. The above numbers are all the data which we need for the above asymptotic estimates among applicable pairs of PDEs. They are given by the double exponential estimates: This comparison method discovers very rough structural similarity among different differential equations. We notice that as a general principle, double exponential growth are optimal in our setting (remark (2) in 2.C).
C(y, r, K) = (2M )
Now what are the rest is to find suitable pairs of PDEs which arise from the same automata, or in other words, to find suitable rational functions which produce the desired PDEs. This is the key step for our general machinery of discritization of PDE.
Before going into general statements, let us see explicit estimates for concrete cases. Here we treat two equations, one is quasi linear equations of order 1, and the other is diffusion equations of order 2. The proofs contain two fundamental techniques, where one is cancellation, and the other is linear deformation both for rational functions. Our basic direction is to combine with these two techniques and produce more general classes of PDEs which are applicable to our comparison method, which will be studied in furthur research.
Firstly let us consider the quasi linear equations. We choose the derivative constant C 2 by the uniform norms for the 2 derivatives:
As before we choose c as the lower bound of values c = inf (x,s) v (x, s) .
Let us fix any positive constant K > 0. 
Suppose their width constants satisfy the bounds
≤ K. Then they satisfy the asymptotic estimates for all (x, s) ∈ (0, ∞) × [0, T 0 ):
In particular when u(x, s) ≡ R > 0 is constant, then the estimates hold:
(1)
Next we treat diffusion equations. Let F be an elementary and increasing function. Here we consider the diffusion equations of the type:
There has been various studies for such type of diffusion equations, in relation with blowing up of solutions. We point out two known results.
(1) Let F (u) = u l for l = 1, 2, . . . If l = 2, then the any positive solutions to the equation blow up at finite time. For l ≥ 4, it has global positive solutions for small initial values ( [F] ). The number 3 is called the Fujita index (for one dimensional case).
(2) For all l, if the initial functions take sufficiently large values, then such solutions blow up at fintie time ( [LN] ).
As before we choose c as the lower bound of values c = inf (x,s) u(x, s), and put uniform norms of the third derivatives:
Then we put the width constant by K = C 3 c . Firstly let us compare linear diffusion equations with advection-diffusion equations of variable exchange. For the linear case, the corresponding Lipschitz constant is equal to one, and one obtains the exponential asymptotics: 
This is obtained directly by applying tropical linear deformation of rational functions. Such method is also applied for non linear case as below.
For 1 < a ∈ Q, let us treat the diffusion equations of the form:
Let us consider the function v : [0, S 0 ) → (0, ∞) given by:
. For any 0 < s 0 < S 0 and α = (a − 1) −1 , the width rate
Let us fix a sufficiently large K = K(s 0 ) >> 0.
solutions to the diffusion equations:
Suppose their width satisfy the bound
−1 , u satisfy the asymptotic estimates:
Next we treat diffusion equations of the form:
where we consider the equations of the types: (3, 5) and 0.5 < α < 1 are any rational numbers. Both the right and left hand side terms touch the Fujita index (= 3), and the middle terms cross it. For example it contains the case (a, b) = (2.5, 4). For 0.5 ≤ α ≤ 1 and c > 0, let us put:
For any positive rational numbers µ = p q ∈ Q >0 , where p, q ∈ N are relatively prime, we put c µ ≡ pq ∈ Z >0 .
Let us compare u with the function:
Let us fix a sufficiently large K = K(s 0 ) >> 0. 
3 solutions to the the diffusion equations:
Then u satisfy the asymptotic estimates:
where
These results come from a general procedure of comparison method which we will describe below. Our task is to seek for discrete dynamics which induce desired PDE, but such dynamics are not unique. The analytic constrains in these results are heavily depend on choices of such discrete dynamics. If one can find more suitable discrete dynamics, then one will obtain better asymptotic estimates of solutions.
1.B Real rational dynamics and tropical geometry:
A relative (max, +)-function ϕ is a piecewise linear function of the form:
. . , a n l ),b ∈ Z n and α i , β i ∈ R. We say that the multiple integer M ≡ ml is the number of the components of ϕ.
Correspondingly tropical geometry associates the parametrized rational function given by (see [Mi] ):
. We say that f t above is a relative elementary function. We say that both terms h t (z) = Σ l k=1 t β kzbk and k t (z) = Σ m k=1 t α kzāk are just elementary functions. These two functions ϕ and f t admit one to one correspondence between their presentations. Moreover the defining equations are transformed by two steps, firstly taking conjugates by log t and secondly by letting t → ∞. Notice that when all a i and b j are zero, then the corresponding f t are t independent.
In some cases the same (max, +) function admits different presentations, while the corresponding rational functions are mutually different. For example for ϕ(x) ≡ max(x, x) = x ≡ ψ(x), the corresponding rational functions f t (z) = 2z and g t (z) = z are mutually different. We call such a pair of rational functions tropically equivalent.
Let f t : R n >0 → (0, ∞) be a rarional function, and consider the discrete dynamics defined by:
. One can regard that tropically equivalent rational functions determine the same dynamics at infinity.
Let us put:
For a relative elementary function f t , let c f ≥ 1 be the Lipschitz constant and M f be the number of the components with respect to the corresponding (max, +)-function.
Our basic analysis on the orbits is given by the following (corollary 2. 
If the initial values are the same, then uniform estimates hold (prop 2.3):
One particular feature is that when the Lipschitz constant is equal to 1, then the above inequalites give the exponential estimates, while for c > 1, they are double exponential. The former is applied for the estimates of solutions to linear PDEs. When one considers evolutional discrete dynamics, a parallel estimates are given. An evolutional discrete dynamics is given by flows of the form {z t N } t,N ≥0 , where t is time parameter. A general equation of evolutional discrete dynamics is of the form:
Let us take g tropically equivalent to f , and consider the dynamics {w t n } defined by g with any initial valuesw 0 0 . Then we put the initial rates by: 
for all N, t. Then the ratios satisfy the uniform estimates:
Here also if the Lipschitz constants c are equal to 1, then the above two estimates are at most exponential, while for the case c > 1, they are double exponential.
Such general form will allow us to treat wider classes of PDE. But for concrete cases, we use evolutional discrete dynamics only of the forms:
For the former l = 1, k = 2, d = 0, and for the latter l = k = d = 4. So they are given by:
1.C Rough approximations by discrete dynamics: Let us describe our general procedure for approximating solutions to differential equations by discrete dynamics, and outline how to verify theorems in 1.A.
Let us consider a C α+1 function u : (0, ∞) → (0, ∞), and for 1 ≤ |i| ≤ n − 1, take the Taylor expansions:
Then for small ϵ > 0 and N = 0, 1, 2, . . . , let us put
be a relative elementary function of n variables, where both h and k are elementary, and consider the discrete dynamics defined by w N +1 = f (w N −n+1 , . . . , w N ) with the initial value w i = ϵu(ϵi) > 0 for 0 ≤ i ≤ n − 1. Our basic idea is to regard that the sequence {w N } N would approximate the orbit {z N } N .
So let us consider the difference and insert the Taylor expansions:
where F k are monomials. For any finite subset A ⊂ {1, 2, 3, . . . }, let us divide the expanded sum into two terms as:
We say that F and F 1 are the leading and error terms respectively. Once one has chosen a relative elementary function f , then the above process determines a PDE defined by F, while tropical geometry gives an automaton by a (max, +) function ϕ. So f plays a role of a bridge to connect between PDE and automaton.
We define ϵ variation of F 1 by:
Let us say that u is ϵ 0 controlled, if there is some constant C > 0 so that the ϵ 0 variation of F 1 satisfy the pointwise estimates for all x ∈ (0, ∞): 
Assume both u and v are ϵ 0 controlled bounded by C. Then for any
, ϵ 0 ), the estimates hold:
One can proceed parallelly for evolutional case. Let f be a relatively elementary function, and consider the evolutional discrete dynamics defined by the equation
, and introduce another parameters by:
where p, q ≥ 1 and m ≥ 0 are integers. By the same way as one variable case, one takes the Taylor expansion, and take the difference:
By the same way as before one defines the ϵ variation ||F 1 || ϵ (x, s) and ϵ 0 controlledess (3.B). Let us put k = max(k 1 , . . . , k d+1 ). 
, ϵ 0 ) and D = max(p, q), the estimates hold:
Our basic process goes as follows. Firstly we choose a PDE F(u, u x , u s , . . . ) = 0, and fix scaling parameters. Then find a relative elementary function f which induces F as its leading term. Next take another relative elementary g which is tropically equivalent to f . Then by use of the same scaling parameters, it induces its leading term G. Finally for two solutions u and v with F(u, u x , u s , . . . ) = 0 and G(v, v x , v s , . . . ) = 0 respectively, we seek for analytic conditions to both u and v which insure ϵ 0 controllednesss. Even though choice of f and g are rather flexible, whether one could find some reasonable conditions for solutions depends on choices of these functions.
Discrete dynamics and tropical geometry 2.A Elementary functions:
For each relative (max, +) function ϕ as above, we associate a parametrized rational function by: K2] ). The corresponding (max, +)-function is given by ϕ(x) = max(α 1 +j 1x , . . . , α m + j mx ), and in this case m is the number of the components.
These two functions ϕ and f t are connected passing through some intermediate functions ϕ t ( [LiM] , [Mi] ). Let us describe it shortly below. For t > 1, there is a family of semirings R t which are all the real number R as sets. The multiplications and the additions are respectively given by x ⊕ t y = log t (t x + t y ) and x ⊗ t y = x + y. As t → ∞ one obtains the equality:
By use of R t as coefficients, one has relative R t -polynomials:
The limit is given by the relative (max, +) function above:
Let us put Log
Then ϕ t and f t satisfy the following relation:
These functions ϕ, ϕ t and f t admit one to one correspondence between their presentations. We say that ϕ is the corresponding (max, +)-function to f t . Notice that any relative (max, +) functions of the form
2.B Discrete dynamics:
be a relative elementary function, and ϕ be the corresponding (max, +)-function. Let us consider the discrete dynamics defined by:
. These orbits {z N } N admit some asymptotic controll passing through tropical geometry, which we describe below. Let us compare the orbits {x N } N with {z N } N , which are determined by:
with the initial values x 0 = log t z 0 , . . . , x n−1 = log t z n−1 . For this, we introduce the intermediate dynamics:
Let ϕ and ψ be two relative (max, +)-functions with n variables. Then ψ is equivalent to ϕ, if they are the same as maps, ϕ(x 1 , . . . , x n ) = ψ(x 1 , . . . , x n ) for all (x 1 , . . . , x n ) ∈ R n (but possibly they can have different presentations). (2) For any relative elementary f t and positive rational numbers 0 < α = n m ∈ Q, αf t is tropically equivalent to f t . In fact let ϕ correspond to f t . Then nf t are tropically equivalent to f t , since nf t correspond to max(ϕ, . . . , ϕ) = ϕ (n times). Similarly f t has nmM number of the components. (4) For our purposes in this paper, it is enough to treat the case that the Lipschitz constsnts c for ϕ is larger or equal to 1, and later on we will assume the bounds c ≥ 1. 
2.C Basic estimates and
In order to estimate their asymptotic rates (
±1 in detail, we use the metric on R n given by: 
This completes the proof.
In general we have double exponential estimates for (
±1 as below, but in a special case that the Lipschitz constants of the corresopnding (max, +)-functions are equal to 1, they can be improved to be just exponential. This happens when one considers linear PDE.
Let us put
.
For a relative elementary function f t , let c f be the Lipschitz constant and M f be the number of the components with respect to the corresponding (max, +)-function.
Proposition 2.3. f t and g t are tropically equivalent, if and only if any orbits with the same intial values satisfy uniformly bounded rates:
For the proof, we use the next lemma.
. . , β l +b lx ) and ϕ t be the corresponding functions to f t . For the same initial values 
Proof: One can obtain the following estimates easily ([K2] lemma 2.1(1)):
Firstly one has the estimates |x
hold. Next we have estimates:
The rest is just the repetition of the same process. Now suppose c > 1. Then by a direct calculation, one obtains the estimates:
On the other hand when c = 1, then
Proof of proposition 2.3: The proof is almost the same as theorem 2.1 in [K2] , but for convenience we will include only if part.
Let ϕ and ψ be the relative (max, +)-functions corresponding to f t and g t respectively. For the same initial values x i = y i = log t z i , 0 ≤ i ≤ n − 1, let us denote the corresponding orbits by {x N } N and {y N } N . We also put x
By lemma 2.4, the estimates:
hold. Suppose f t and g t are tropically equivalent, and so ϕ and ψ are the same as maps. Thus x N = y N hold, and so we have the estimates:
Thus we have the estimates:
Remarks: (1) In order to determine z N for N ≥ n, one needs to iterate N −n+1 times to apply function f t . One can say that ratios between N −n+1 times iterations of f t and g t are at most uniformly double exponential rates.
(2) Such double exponential estimates are optimal between tropically equivalent functions. Let us consider two dynamics for l, k ≥ 1:
If l = k holds, then f and g are tropically equivalent. Let z 0 = w 0 be initial values. Then a direct calculation gives:
Thus if l = k, then the equality:
holds, which satisfies the uniformly double exponential bound. On the other hand if k > l, then
which heavily depends on the initial values.
Lemma 2.5. Let f t and g t be relative elementary and assume that both are monotone increasing. Let {v N } N be a positive sequence so that the estimates: 
We proceed by induction. For N = n, the estimates follows by the hypothesis. Suppose the estimates w N ≤ v N ≤ z N hold for N ≤ N 0 − 1. Then the conclusion for N 0 follows from two estimates:
and the assumption
Corollary 2.6. Let f t and g t be tropically equivalent, and assume the conditions in lemma 2.4 are satisfied. Then the estimates hold:
Proof: By lemma 2.5, the estimates w N ≤ v N ≤ z N hold for all N = 0, 1, . . . On the other hand by proposition 2.3, the uniform bounds
Then the conclusions follow from the estimates
. This completes the proof.
For example g t = 1 m f t are the cases for m ≥ 1, when f t is monotone increasing. 
2.C.2 Dependence on initial values:
respectively. Let ϕ and ϕ t be the functions corresponding to f t .
Here we have more elaborate estimates: 
where c and M are the Lipschitz constant and the number of the components for ϕ respectively.
Proof: The idea of the proof is parallel to proposition 2. Let c ≥ 1 be the Lipschitz constant for ϕ. Let us estimate |x N − y N | for N ≥ n. Since x n = ϕ(x 0 , . . . , x n−1 ) and y n = ϕ(y 0 , . . . , y n−1 ), the estimate:
hold. Let us iterate the same estimates:
The same process gives us the estimates:
On the other hand by lemma 2.4, the estimates:
where M is the number of the components for ϕ. So combining with these estimates, we have the followings:
Thus one obtains the estimates:
This completes the proof. Now let g t and f t be two relatively elementary functions, and denote the corresponding pairs of the functions by (ϕ, ϕ t ) and (ψ, ψ t ) respectively. Let (c f , M f ) and (c g , M g ) be the Lipschitz constants and the numbers of the components for ϕ and ψ respectively. 
Proof: Let {z ′ N } N be the orbit for f t with the initial valuew 0 = (w 0 , . . . , w n−1 ). By proposition 2.7, one obtains the estimates:
On the other hand by proposition 2.3, one has another estimates:
By multiplying both sides, one obtains the desired estimates:
This completes the proof. 
for all N ≥ n. Then the ratios satisfy the uniform estimates:
Proof: Let us consider two orbits {z N } N and {z 
Then by corollary 2.6, one has the estimates:
On the other hand by corollary 2.8, the estimates hold:
Thus from these two, one obtains the desired uniform estimates:
2.D Evolutional dynamics:
For simplicity of the notation, later on we will omit to denote the parameter t for f t and just write f for any relative elementary functions.
Let f be a relative elementary function. A general equation of evolutional discrete dynamics is of the form: As before one puts the Lipschitz constant and the number of the components by c f and M f for the corresponding (max, +)-function to f .
Let us put l = max
for N ≥ l + 1 and t ≥ d + 1. 
Proposition 2.10. (1) Let f and g be tropically equivalent. Then any orbits {z
for N ≥ l and t ≥ d. Then the ratios satisfy the uniform estimates: N,t) for N ≥ l + 1 and t ≥ d + 1.
Proof: Let us check that in order to determine z d+t l+N , one has to iterate at most (t − 1)k + N times to apply f for N, t ≥ 1. Then the conclusions follow from corollary 2.8 and theorem 2.9 (see remark (1) below the proof of proposition 2.3).
Let us denote by α(N, t) the number of compositions of f in order to determine z t N . It is an increasing function on both variables. We show the
. . , l} × {d + 1}} be the finite set. This is a basic building block in the sense that for N, t ≥ 1, z t+d N +l is determined if one knows z
We proceed by induction on t. α(l + N, d + 1) ≤ N clearly follows. Suppose the conclusion follows for t ≤ t 0 , and so α(
Asymptotic comparisons 3.A Formal Taylor expansion and ODE:
Let us consider a C α+1 function u : (0, ∞) → (0, ∞). Below we proceed to approximate u very roughly by discrete dynamics defined by relative elementary functions of n variables. For 1 ≤ |i| ≤ n − 1, let us take the Taylor expansions around x ∈ (0, ∞):
for small |ϵ| << 1, where |x − ξ i | ≤ |i|ϵ (for our applications, we will choose α ≤ 2 later).
For N = 0, 1, 2, . . . , let us put:
be a relative elementary function, where h and k are both elementary. Later on we will assume positivity:
Let us consider the difference:
. . , ϵu(x))
and insert the Taylor expansions:
By reordering the expansions with respect to the exponents of ϵ, there are rational numbers a 0 , a 1 , · · · ∈ Q so that the equality holds:
where F k are monomials. Let us choose finite subsets A ⊂ {1, 2, 3, . . . }, and divide the expanded sum into two terms as:
We always choose A so that two conditions are satisfied;
(1) F do not contain u (l+1)x (ξ), and (2) 1 ∈ A, i.e. F 1 is included in F.
In all the concrete cases later, we choose relative elementary functions and A so that the corresponding F 1 vanish. Now fix ϵ > 0, and suppose u obeys the equation:
Then the difference satisfies the equality:
We say that F is the leading term, and F 1 error one for u respectively.
Remark: Conversely when one starts from ODE F(ϵ, u, u x , u αx ) = 0, there will be several choices of relative elementary functions f and A with the leading term F. Various choices of f will assign different error terms F 1 , which reflect estimates of solutions F(ϵ, u, u x , . . . , u αx ) = 0. So 'better' choice of f will give us 'better' estimates of large scale analysis of such solutions.
Let us define ϵ variation of F 1 by 
3.A.2 Comparison theorem for ODE: Let us take another relatively elementary function g = d e
which is tropically equivalent to f . Let v : (0, ∞) → (0, ∞) be another C α+1 function. By replacing f by g and choosing another subsets B ⊂ {2, 3, . . . } in 3.A, one has its leading and error terms G and G 1 respectively. Then we have the equalities:
(59) Let us fix a small ϵ > 0, and take two positive solutions u, v : (0, ∞) → (0, ∞) to the equations:
Now we compare their ratios:
For this we introduce the initial rates:
Recall that associated with f are the Lipschitz constant c f ≥ 1 and the number of the components M f . Let us put c = max(c f , c g ) and M = max(M f , M g ). , ϵ 0 ), the estimates hold:
Proof: Let f and g be both n variables, and (F, F 1 ) and (G, G 1 ) be pairs of leading and error terms respectively.
Let us choose 0 < ϵ ≤ min(
2C
, ϵ 0 ). By the assumption, the pointwise estimates hold:
In particular the estimates
ϵu(x + ϵ) hold. Let us consider the equalities:
since u obeys the equation F(ϵ, u, u x , . . . ) = 0. Then combining with the above inequality, one obtains the estimates:
By the same way one obtains the estimates by replacing f by g: Thus the estimates hold by theorem 2.9:
For any 0 ≤ µ ≤ ϵ, let us apply the above estimates for the translations u(x + µ) and v(x + µ). Then one obtains the estimates:
. Such N ϵ + µ takes all the points x ∈ (0, ∞), and so the estimates hold:
Example: Let us consider a simple equation:
It has solutions u(x) = a 1+ax
with the initial values u(0) = a > 0. Let us put z N = ϵu(x) with x = N ϵ and take the Taylor expansion ϵu(
u 2x (ξ). We choose the relative elementary function f (x) = x(1 + x) −1 and calculate the difference:
Thus u is ϵ 0 controlled. The corresponding (max, +) function to f is given by
The tropical inverse for the latter is given by g(y) = y(1+2y) −1 . By choosing the same scaling parameter, one obtains the leading term
, and the ratio is in fact uniformly bounded:
3.B Evolutional dynamics:
Here we treat partial differential equations. The process of 3.B is quite parallel to 3.A by introducing time parameter.
A general equation of evolutional discrete dynamics is of the form:
. . , l d+1 ) and t ≥ d, with initial values:
, and introduce another parameters by
where ϵ > 0 is a small constant, and p, q ≥ 1, m ≥ 0 are integers. Then we take the Taylor expansions: ∞) be a relative elementary function, and consider the difference as in 3.A:
By reordering the expansions with respect to the exponents of ϵ, there are rational numbers a 0 , a 1 , · · · ∈ Q so that the above difference is equal to the following:
As in 3.A, we always choose A so that F do not contain uā(ξ) and 1 ∈ A. We call F as the leading term and F 1 the error term respectively. Let us regard F 1 as a function on the variables (x, s, {ξ ij } i,j ). Then we define its ϵ variation:
where o = max(l 0 , . . . , l d+1 , k 1 , . . . , k d+1 ) and r = min(p, q). Now we return to the starting point. Let f be a relative elementary function, and choose its leading and error terms F and
As before, let us say that u is ϵ 0 controlled, if there is some constant C > 0 so that the ϵ 0 variation of F 1 satisfies the pointwise estimates:
3.B.2 Comparison theorem:
Let g be tropically equivalent to f , and choose the same scaling parameters. By replacing f by g above, one obtains another leading and error terms G and G 1 with the equalities:
Let us fix a small ϵ > 0, and take two positive solutions u, v : (0, ∞) × [0, T 0 ) → (0, ∞) to the corresponding PDEs:
In order to estimate their ratios (
) ±1 , we introduce the initial rates:
Recall the Lipschitz constant c f and the number of the components 
Assume both u and v are ϵ 0 controlled bounded by C. Then for any 0 < ϵ ≤ min(
2C
, ϵ 0 ). Combining with proposition 2.10, the parallel argument to the proof of theorem 3.1 gives the estimates:
Then we have the estimates:
where α = max(p, q). Then:
Now combing with these estimates, one obtains the desired estimates:
Example: Let b > a ≥ 1 be positive integers, and consider linear PDEs F(v x , v s ) = av x + bv s = 0. For increasing and relative elementary functions f with its leading term F, let us consider the discrete dynamics: , ϵ 0 ), the exponential estimates must hold:
3.B.3 Width:
Let f be a relative elementary function, and consider the expansions of the differences in 3.B:
F has order at most α, while F 1 may contain derivatives of u smaller than α + 1 in general.
Let us say that the error term F 1 is admissible, if it is of the form:
where (1) 
For this case we put the error constants by:
The error constants are determined by the coefficients of rational functions f and of the Taylor expansions. Our applications later are all admissible cases.
Here we consider classes of functions which satisfy uniform rates between higher derivatives and lower values.
Let us introduce the derivative constants of α + 1, which is given by:
Suppose u satisfies two conditions:
(1) C α+1 < ∞ is finite and (2) 
Then we say that the ratio:
c is the width of large scale rates. Now we state the following which requires more practical conditions: 
hold, where D = max(p, q).
Proof: By the conditions, the error term F 1 satisfies the estimates:
So u is ϵ 0 -controlled bounded by CK for any ϵ 0 > 0. Thus one can apply corollary 3.2. This completes the proof.
Below we apply the general procedure of the previous sections to non linear partial differential equations. We treat two PDEs, where one is the quasi linear equations of order 1, and the other is diffusion equations. Given PDE, then our procedure is to find 'good' relative elementary functions f . We have to require them to be increasing. Any elementary polynimials are increasing. One of applicable form of f is:
where both P and Q are elementary polynomials and 0 ≤ α ≤ 1. One may weaken the required properties, if both the range and the domain for disctete dynamics are within the regions of monotone increasing for these functions.
Applications 4.A Quasi linear equations:
Here we introduce a cancelation method of non linear terms and use it to compare solutions between the following equations. Let us consider the equations of the form:
where ϵ > 0 are small constants. These two types of the equations differ from each other, in that for the right hand side, each monomial contains differentials of u, and so in particular any constants are solutions. Notice that v(x, s) = ) for c > 0. We choose the derivative constant by the uniform norms of the second derivatives:
As before we choose c as the lower bound of values c = inf (x,s) v(x, s).
Let us fix any positive constant K > 0.
2 solutions to the quasi linear equations:
Suppose their width constants satisfy the bounds
4.A.2 Induction of the equations:
Let us consider the dynamics:
f is an increasing function. The corresponding (max, +)-function is given by
The number of the components is M = 5 × 4 = 20, and its Lipschitz constant is equal to 2.
We choose the scaling parameters by:
where we take a small ϵ > 0 so that the estimate ϵ ≤ 0.1K
2 function, and take the Taylor expansions up to order 2:
Let us insert the formal Taylor expansions:
where the leading term is given by:
The error term is admissible, and let us calculate the error constant C F 1 . Notice the estimates
+ |ij|)C 2 , where C 2 is the second derivative constant. Then the error term satisfies the estimates:
In particular the error constant is given by:
4.A.3 Deformation and cancelation:
Let us introduce a cancelation method below. Let us consider the discrete dynamics:
. g is also an increasing function and is tropically equivalent to f . The number of the components is 16, and the corresponding (max, +)-function has its Lipschitz constant 2. . Then let us insert the Taylor expansions of u up to order 2 into the difference as before. Then the direct calculation shows that unlike to the previous case, u 2 term is eliminated, and the result is given by:
In this deformation also, the error term is admissible, and satisfies the estimates:
So the error constant is give by C G 1 = 4.
Proof of theorem 4.1: 
, where in this case D = max(p, q) = 1, C = 5, L = 1, M = 20, c = 2, k = 2 and n = 3. Thus for any 0 < ϵ ≤ 0.1K −1 , the estimates:
hold. This complets the proof.
4.B Diffusion equations:
Here we introduce a linear deformation of elementary functions, and use it to compare between solutions to different diffusion equations.
Let F be a relative elementary and increasing function of one variable. Here we consider the diffusion equations of the type:
As before we choose c as the lower bound of values c = inf (x,s) u (x, s) , and take the constant by the uniformly bounded third derivatives:
Then we put the width constant by K = C 3 c .
4.B.2 Linear deformations:
Let F be relative elementary and increasing, or zero. We consider the discrete dynamics of the form:
where α, β, γ, δ > 0 are all positive rational numbers.
We choose the scaling parameters by
, let us take the Taylor expansions as before:
Firstly we consider the differences:
for 0 < p < 1. It is immediate to see that this does not contain u xs term. Let us determine p ∈ Q so that it also contains no u 2s term. In fact for p = , and then finally we eliminate u terms by adding γz hold. This completes the proof.
4.B.3 Non deforming:
Let us consider the non linear diffusion equations:
u s = u 2x + u a , 1 < a ∈ Q. Proof: In 4.B.2, let us choose the rescaling parameters m = 1 and l ∈ Q so that the equality l + 2m = la holds. In order to induce the above non linear diffusion equations from discrete dynamics, we add non linear term.
Letũ : (0, ∞) × [0, T 0 ) → (0, ∞) be a C 3 function, and consider the discrete dynamics: hold, the number of the components for g is bounded by 75 × 25c 
