Abstract. The goal of this article is two fold. First, using transcendental shift-like automorphisms of C k , k ≥ 3 we construct two examples of non-degenerate entire mappings with prescribed ranges. The first example exhibits an entire mapping of C k , k ≥ 3 whose range avoids a given polydisc but contains the complement of a slightly larger concentric polydisc. This generalizes a result of Dixon-Esterle in C 2 . The second example shows the existence of a Fatou-Bieberbach domain in C k , k ≥ 3 that is constrained to lie in a prescribed region. This is motivated by similar results of Buzzard and Rosay-Rudin. In the second part we compute the order and type of entire mappings that parametrize one dimensional unstable manifolds for shift-like polynomial automorphisms and show how they can be used to prove a Yoccoz type inequality for this class of automorphisms.
Introduction
Let Aut(C k ) be the group of holomorphic automorphisms of C k . For k ≥ 2, Aut(C k ) is infinite dimensional as it contains the automorphisms defined by (z 1 , z 2 , . . . , z k ) → (z 1 , . . . , z k−1 , h(z 1 , z 2 , . . . , z k−1 ) + z k ) where h is an entire function on C k−1 . Let Aut 1 (C k ) ⊂ Aut(C k ) be the subgroup consisting of automorphisms f whose Jacobian J f ≡ 1. Thus Aut 1 (C k ) consists exactly of those automorphisms that preserve volume. The topology on Aut(C k ) is the topology of uniform convergence on compact subsets of C k applied to both a map and its inverse. This gives Aut(C k ) the structure of a Frechet space and in fact this topology can be induced by a complete metric which may be quickly recalled as follows. For r > 0 and f ∈ Aut(C k ), let f r denote the supremum norm of f on the closed ball of radius r centered at origin. For each n ≥ 1 and f, g ∈ Aut(C k ), let
For k ≥ 2 and 1 ≤ ν ≤ k − 1, a shift-like mapping of type ν is an element of Aut(C k ) defined by f (z 1 , z 2 , . . . , z k ) = (z 2 , . . . , z k , h(z k−ν+1 ) − az 1 ) for some entire function h and a ∈ C * . Such a map is determined by a choice of an entire function h and a non-zero constant a. We shall also consider a finite composition of such maps f = f m • . . . • f 1 where each f s is shift-like of type ν and is determined by an entire function h s and a s ∈ C * . The automorphisms f obtained by choosing h to be a polynomial were introduced and studied by Bedford-Pambuccian in [2] and it was noted that they share many properties with the much studied class of Hénon maps in Aut(C 2 ) such as the existence of a filtration, the construction of Green functions and the corresponding stable and unstable currents. These shift-like maps can therefore be thought of as generalizations of Hénon maps and in fact each f s is regular in the sense of Sibony ([17] ). However, the composition of more than one shift-like maps of type ν is only q-regular, for some q ≥ 1, as defined by Guedj-Sibony in [10] .
Let f j ∈ Aut 1 (C k ) be a sequence that converges uniformly on compact subsets of C k to f . It is evident that f is injective and J f ≡ 1. In fact, Dixon-Esterle observed that (see [6] ) the range of f is precisely those points p ∈ C k for which the set of preimages {f −1 j (p)} is bounded. Using this observation they constructed several non-degenerate holomorphic endomorphisms of C 2 with prescribed ranges -here, a non-degenerate map is one whose Jacobian does not vanish identically. To cite an example, Theorem 8.13 in [6] constructs a non-degenerate holomorphic endomorphism G of C 2 for every given > 0 such that the range G(C 2 ) avoids the closure of the unit polydisc D 2 (0, 1) ⊂ C 2 but contains the complement of the slightly large polydisc D 2 (0, 1+ ) = {z ∈ C 2 : |z 1 |, |z 2 | < 1+ }. Moreover, for each w ∈ G(C 2 ), there is a bound on the cardinality of the fibre G −1 (w) in terms of alone. This should be compared with Theorem 8.5 of Rosay-Rudin ( [15] ) that constructs for a given strictly convex compact set K ⊂ C k (k ≥ 2) and a countable dense subset E of C n \ K, a volume preserving biholomorphism from C k to C k whose range avoids K but contains E. At the heart of the construction in [6] is a sequence in Aut 1 (C 2 ) of the form θ m (z 1 , z 2 ) = (u 1 , u 2 )
where
and the h m 's are judiciously chosen entire functions with prescribed behaviour in apriori fixed vertical strips in the complex plane. The sequence G m = θ 1 • θ 2 • . . . • θ m is shown to converge uniformly on compact subsets of C 2 to, sayG whose range can be understood by keeping track of the conditions imposed on the h m 's. Doing this is the main part of the construction and it sheds a great deal of light on the behaviour ofG. Upto an affine change of coordinates, the desired map G = ψ •G where ψ(z) = (z n 1 , z n 2 ) for a suitable n ≥ 1. The genesis of this note lies in our attempt to understand this construction in [6] with a view to constructing similar examples in C k , k ≥ 3. For r > 0, let D k (0, r) ⊂ C k be the polydisc around the origin with radius r in each of the coordinate directions. It must be mentioned that this technique of constructing entire mappings with prescribed ranges by starting with a suitable sequence in Aut 1 (C k ) has been used rather successfully in the recent past and examples include [8] , [9] , [18] and [20] to cite only a few. Theorem 1.1. For every k ≥ 3 and every > 0, there is a non-degenerate holomorphic mapping G : C k → C k such that the range G(C k ) avoids the closure of the unit polydisc D k (0, 1) but contains the complement of the larger polydisc D k (0, 1 + ). Moreover, for each w ∈ G(C k ), the cardinality of the fibre G −1 (w) is at most n k where n depends only on > 0.
The first step in the proof of this theorem is to identify a sequence in Aut 1 (C k ) that has the right dynamical properties to create the desired mapping G. To do this, note that θ m as in (1. is a shift-like map of type 1 and h m is a sequence of entire functions with prescribed behaviour in apriori fixed vertical strips. The conditions imposed on the h m 's guarantee the uniform convergence of G m = Θ 1 • Θ 2 • . . .
• Θ m on compact subsets of C k and since the method of [6] does not directly generalize to the case k ≥ 3, Section 2 extends and streamlines the proof in [6] in C 2 to obtain the desired holomorphic endomorphism of C k for all k ≥ 3.
The next result is motivated by the constructions of Fatou-Bieberbach domains that are constrained to lie in apriori prescribed small regions in C k due to Buzzard [4] and Rosay-Rudin [16] . In particular, Theorem 4.3 in [4] shows that for a given lattice Λ ∈ C k , k ≥ 2 there exists an > 0 small enough and a Fatou-Bieberbach domain that lies in the complement of the union of the balls B(q, ) as q runs over all points in Λ. By working with transcendental shift-like maps of type 1 again, the basic idea of [6] as discussed above can be adapted to show the existence of a volume preserving endomorphism of C k , k ≥ 2, whose range avoids large open sets and a specified collection of disjoint polydiscs, but at the same time contains an apriori given collection of disjoint polydiscs as well. To make this precise, fix a > 0 and for an integer K ≥ 1, define: •
. ., where for each n ∈ Z and 1 ≤ |l| ≤ K + 1, D n l (a) is a disc of radius 1/8 centered at the point (a + (4l − 3)/2, 2n) ∈ C, and
. ., where for each n ∈ Z and 1 ≤ |l| ≤ K + 1, E n l (a) is a disc of radius 1/8 centered at the point (a + (4l − 3)/2, 2n + 1) ∈ C.
As seen in Figure 1 , the regions V a ±l , V a 0 , V a ±(K+1) are pairwise disjoint vertical strips in the plane and the discs D n l (a), E n l (a), which are pairwise disjoint as well, are contained in the corridors between them. Theorem 1.2. For every a > 0 and K ≥ 1, there exists an injective, volume preserving holomorphic map F :
We will henceforth focus on polynomial shift-like maps of type 1.
Suppose a ∈ C k is a saddle point of F such that the eigenvalues λ 1 , λ 2 , . . . , λ k of the derivative DF (a) satisfy |λ k | > 1 and |λ i | < 1 for all 1 ≤ i ≤ k − 1. Such an a will be called a (k − 1, 1) saddle. The existence of a filtration for F was established in [2] and here we are interested in using it to study the unstable manifolds associated to a (k − 1, 1) saddle. Now given a (k − 1, 1) saddle a, we will drop the subscript k on the unique eigenvalue which is greater than 1 in modulus and simply write it as λ. By Sternberg's theorem, there is an entire mapping H : C → C k such that the unstable manifold W u (a) = H(C) with H(0) = a and
Recall that the order ρ of g ∈ O(C) is ρ = ordg = lim sup r→∞ log log sup |z|=r |g(z)| log r and if 0 < ρ < ∞, we define the type σ of g by
We say that g is of mean type if 0 < σ < ∞. It was shown by Fornaess-Sibony [7] that for degree two Hénon maps in C 2 , each of the coordinate functions h 1 , h 2 of the map H that parametrizes the unstable manifold of a saddle point, with eigenvalues 0 < |µ| < 1 < |λ|, are entire functions of order at most log 2/ log |λ|. This was strengthened by Jin ([13] ) who showed that the order is in fact equal to log d/ log |λ| where d is the degree of a given generalized Hénon map. A related result was also obtained by Cantat ([5] ).
For z = (z 1 , z 2 , . . . , z k ) ∈ C k , let z = max 1≤i≤k |z i | and for large R < ∞ define
The coordinate projection on the j-th factor will be denoted by π j , i.e., π j (z) = π j (z 1 , z 2 , . . . , z k ) = z j for 1 ≤ j ≤ k and for a positive integer n, let [n] = n mod m. For a given > 0 and every 1 ≤ i ≤ k, define m − 1 constants by
As a consequence, for the map F as above that has a (k − 1, 1) saddle point a ∈ C k and a corresponding parametrization H of W u (a), we have the following:
The coordinates h i (1 ≤ i ≤ k) of the parametrization H are transcendental entire functions of mean type of order ρ = log d/ log |λ|.
, we say thatK is bridged if it does not contain the origin as an isolated point. In this case, as the order of the h i 's is finite, the Denjoy-Carleman-Ahlfors theorem implies that C \K consists of a finite number of components, say q . These components may be given a circular ordering, say U 1 , U 2 , . . . , U q , and multiplication by λ preserves the ordering on the collection of components. This means that there is an integer p such that λU j ⊂ U j+p for every 1 ≤ j ≤ q . Let N = gcd(p , q ) and p = p /N, q = q /N . The reasoning given in [13] yields the following Yoccoz-type inequality for shift-like maps of type 1 and we will briefly indicate the main steps for the sake of completeness. An enlightening discussion of the relevance of such Yoccoz-type inequalities may be found in [12] while [3] discusses such an inequality for Hénon maps.
Theorem 1.5. IfK is bridged, there is a choice of logarithm τ = log λ such that τ |τ − 2πip/q| 2 ≥ N q 2 log d .
Note that Proposition A in [13] gives a criterion forK to be bridged in the case of Hénon maps in C 2 . It is not clear to us whether an analogous criterion is valid for shift-line maps in
2. Proof of Theorem 1.1
As mentioned before, the main idea here is to construct a sequence of automorphisms {f j } ∈ Aut 1 (C k ), k ≥ 3 and use the following observation in [6] to obtain injective, volume preserving holomorphic maps with non-dense range.
Lemma 2.1. Let {f n } n 1 be sequence of elements of
We first define an element in Aut 1 (C k ) which is essentially a prescribed translation in apriori specified domains in C k . To loosely define these domains, take k copies of C and divide each copy of C into two pieces by the vertical line say z = 0 . Then C k is the union of 2 k disjoint domains and their boundaries, where each domain is created by taking the product of k copies of half planes, either the left or right half plane in each factor. Note that each domain is unbounded and the boundary of each domain is piecewise smooth, the smooth faces being open pieces of affine real hypersurfaces. By the Arakelian-Gauthier theorem [1] it is possible to construct an automorphism in Aut 1 (C k ) that behaves like an apriori specified translation in this domain. Call this Step 0. Now we iterate the procedure. In Step 1 we dissect the k copies of C by say z = 1. This gives rise to another decomposition of C k into 2 k disjoint domains, and just as before, we can apply [1] again to construct another element of Aut 1 (C k ), which behaves as a translation in each of these domains. Note that these newly created 2 k domains intersect the previous collection of domains. This gives rise to a finer decomposition of C k by taking all possible intersections of domains in Step 1 and Step 0. For every n ≥ 1, Step n is then unambigously defined. The limit of the compositions of these elements in Aut 1 (C k ) which are created at each step is of interest to us. The main difficulty in controlling the sequence of composition is to understand its behaviour on the finer and finer domains that are created at each step of this inductive procedure.
The following lemma establishes the existence of maps in Aut 1 (C k ) as described above when k = 3. The case when k ≥ 4 is stated separately in the Appendix for the purpose of clarity.
|}. Let δ > 0 and 0 < η < δ/2. For every pair of real triples λ 1 , λ 2 , λ 3 and a 1 , a 2 , a 3 , there exists a map θ ∈ Aut 1 (C k ) such that 2 depicts the regions described by the various conditions in the theorem above. These regions are tube domains since their defining conditions involve only the real parts of the coordinate functions. It is therefore sufficient to describe the base of the regions. Note that the base is a domain in R 3 where the coordinates are π 1 (z), π 2 (z) and π 3 (z). The π 1 (z) and π 2 (z) axes had been indicated while the π 3 (z) axis is to be understood as pointing outwards. With this convention we have:
• For region (i) and (ii),
Proof. With δ > 0, 0 < η < δ/2 and n 1 there exist entire functions f j n for every 1 ≤ j ≤ 3 satisfying
The existence of such entire functions with the above properties follows from the ArakelianGauthier theorem [1] (see [6] as well) which says that if V ⊂ C ∪ {∞} P 1 is a closed subset of C, such that its complement is connected and locally connected at {∞} then any continuous function h : V → C which is holomorphic in the interior of V can be uniformly approximated on V by entire functions with any apriori specified accuracy. More precisely, if ω is a positive continuous function on R + such that We apply this theorem to construct, say f 1 n . Take V to be the union of the closed disjoint half planes specified by the condition in (i). The function
can therefore be approximated by entire functions f 1 n that satisfy the desired conditions. A similar argument shows the existence of f 2 n and f 3 n . Define
A straight forward calculation shows that θ n = (S 3 • S 3 • S 1 ) −1 where each S j is a type 1 shift of the form
If we choose n large enough so that C/n < η and 1/n < η, then θ n satisfies condition (i) of the theorem. Similarly it can be shown that for large n, θ n satisfies all the other conditions.
For k 3 and n 1, let
where i j ∈ {0, 1} and 1
It is evident that the map P n is injective on Y n and P n (z) = z on Y n (0, 0, . . . , 0) for every n. Also
for z ∈ Y n (1, 1, . . . , 1), and so we have
where the union is taken over all possible l j ≥ 1 for 1 ≤ j ≤ k − 1 and l k ≥ 0.
Then ∆ ⊂ Y n and hence the map P n is defined on ∆ for every n. Also note that P n ( ∆) ⊂ ∆. 
Therefore the map defined by S(z) = P 1 • P 2 • . . .
• P lz (z) is well defined for every z ∈ ∆ and hence on ∆. Let Ω = S( ∆).
for every n ≥ 2 and when n = 1, it follows that
|Ω and let A and B be sets defined as
Lemma 2.4. Both A and B have empty interior.
Proof. That B has empty interior is evident by the definition of ∆. Now let
for every 1 ≤ l ≤ k. Then observe that each C l has empty interior. Suppose there exists z ∈ A such that z / ∈ C l for any l, then
Claim: There exists n z ∈ N such that max
Then note that there exists j 0 ∈ {1, 2, . . . , k} such that π j 0 (w 1 ) < 1. This implies that
for n > 1. When j 0 = k, then the above conditions are to be understood as
for n > 1. Then π j 0 +1 (w n ) is bounded, or there exists n 1 such that π j 0 +1 (w n 1 ) n 1 . Applying the same argument repeatedly we see that there exists n z such that
i.e., w ∈ ∆ and S(w) = z, which is a contradiction! Theorem 2.5. Let A, B be as above and T , S the corresponding mappings on Ω and ∆ as mentioned earlier. Then for a given 0 < < e1/2 there exist an injective, volume preserving holomorphic map F :
Proof. Let θ n be the element of Aut 1 (C k ) which satisfies the conditions of the Theorem 5.1 with
for every n 1, where for a set E ⊂ C k , E c denotes the complement
for all z ∈Z n . Here Y n and P n are as defined earlier. So by condition (viii) of Theorem 5.1 it follows that
for m 1. Then from Lemma 8.3 in [6] the sequence F n defined as
converges uniformly on compact sets in C k to an injective entire mapping F in C k .
Claim: The mapping F so obtained is the required map.
We will first need to prove the following auxiliary step. let
Note that C k \ B /2 ⊂ ∆ n ⊂ ∆ and ∆ n ⊂Z n for every n 1. Now define maps S n on ∆ n as
for every n. Then for a given z ∈ C k \ B /2 , S n (z) = S(z) for large values of n. We claim that:
for z ∈∆ n , n 1. It follows from (2.2) that (2.3) holds when n = 1. So assume that (2.3) holds for some n 1 and we will show that it holds for n + 1 as well.
Step 1:
Note that ∆ n can be described as:
for all z ∈ ∆ n where i j ∈ {0, 1}, and 1 ≤ j ≤ k. Then
Since z ∈ ∆ n we have that
where i j ∈ {0, 1} and 1 ≤ j ≤ k − 1. Hence
where i j ∈ {0, 1}.When j = k we have
where i k ∈ {0, 1}. Hence
where i k ∈ {0, 1}. Thus note that by the definition of ∆ n−1 it follows that θ n (z) ∈ ∆ n−1 .
Step 2: Assuming that (2.3) holds for some n, we will now show that it holds for n + 1, i.e.,
, and by Step 1, θ n+1 (z) ∈ ∆ n if z ∈ ∆ n+1 . By the induction hypothesis it follows that
and by Theorem 5.1
Since the maps S n by definition are translation maps it follows that
for z ∈ ∆ n+1 . Thus from (2.4) and (2.5) we get
3) holds for every n 1.
If z ∈ C k \ B /2 then z ∈ ∆ n for all n 1, and S n (z) = S(z) for sufficiently large n, i.e., for every n n z , n z ∈ N. So
Also, for the given z ∈ Ω there exist n z ∈ N such that T n (z) = T (z) whenever n n z . Let n n z , and choose u ∈ C k such that |u|
whenever β ∈ B. So T n (z) + u ∈∆ n and the pair of points T n (z), T n (z) + u lie in the same component, say K of∆ n . There exist a ∈ C k such that S n (u) = u − a for every u ∈ K. Set
Thus it follows from Rouche's Theorem that there exist u 0 ∈ D(0; /2 − /2 n+1 ) such that G n (u 0 ) = 0. This implies that
for every n n z . Thus |F −1 n (z)| < +∞ for every n and by Lemma 2.1, z ∈ F (C k ) and
, and T n (z) = z + (n, n, . . . , n). Let
whenever β ∈ α n . So for |u| /2 − /2 n+1 , the pair of points T n (z) and T n (z) + u lie in Y n (1, 1, . . . , 1), i.e., in the same component, and
Thus it follows from Rouche's Theorem that there exist u 0 ∈ D(0; /2 − /2 n+1 ) such that
Proof of Theorem 1.1. Set α = (1 + ) 1/n (cos(π/n)) − 1 and note that 0 < α < . Choose m ≥ 1 such that m α + + 2. Let F be the injective entire mapping satisfying the conditions of Theorem 2.5 with = α/2m. Then F satisfies the following properties:
then z ∈ F (C k ). Property (i) follows directly from Theorem 2.5(a). Now consider the set ∆ (1, 1, . . . , 1, 0) ⊂ ∆ and note that S |∆ (1,1,. ..,1,0) = P 1 ≡ Identity. So if z satisfies property (ii) then z ∈ S(∆ (1, 1, . . . , 1, 0)) and dist(z; (S (∆(1, 1, . . . , 1, 0) 
Since A ⊂ (S (∆(1, 1, . . . , 1, 0))) c and dist(z; A) > α/2m, it follows from Theorem 2.5(c) that, z ∈ F (C k ).
Again, consider
which is a subset of ∆ and S |∆ (1,1,. ..,1,1) (z) = P 1 (z) = z − (1, 0, . . . , 0). So if z satisfies property (iii) then z ∈ S(∆ (1, 1, . . . , 1, 1)) and dist(z; (S(∆ (1, 1, . . . , 1, 1))) c ) > α/2m.
Since A ⊂ (S (∆(1, 1, . . . , 1, 1))) c and dist(z; A) > α/2m, it follows from Theorem 2.5(c) that, z ∈ F (C k ).
Similarly if z satisfies property (iv) for any 1 ≤ l ≤ k − 2 means
So dist(z; A) > α/2m, and z ∈ F (C k ).
Define an affine map L :
. Then H satisfies the following properties:
π j (z) −m + 1 + α for all l + 2 ≤ j ≤ k − 1 , and
. This can be checked in a straight forward manner using the properties (i)-(iv) stated above and the definition of L(z).
Let ψ(z) = (z n 1 , z n 2 , . . . , z n k ) and set G = ψ • H. Claim: G is the required mapping.
Clearly, the fibre G −1 (z) possesses at most n k elements. Now if z ∈ C k then by property (i)
and this gives
Let u = (ρ 1 e iθ 1 , ρ 2 e iθ 2 , . . . , ρ p e iθ k ) with |θ j | π and ρ j 0 for every 1 ≤ j ≤ k, be a point in C k \ D(0; 1 + ).
Let ξ k be the n-th root of e iθ j such that ξ j 0 and set
Case 2: Suppose ρ 1 1 + and ρ k < 1 + . Set
Let ξ j be the n-th root of e iθ j such that ξ j 0 and set v j = ρ 1/n j ξ j for every 2 ≤ j ≤ k − 1. So v j 0 > −m + 1 + α for every 2 ≤ j ≤ k − 1. Let ξ k be the n-th root of e iθ k such that ξ k 0 and set
Hence by property (iii) ,
Case 3: Fix l ∈ {1, 2, . . . , k − 2} and suppose that ρ l+1 1 + , ρ k < 1 + and ρ p < 1 + for
Let ξ j be the n-th root of e iθ j such that ξ j 0 and set v j = ρ
Hence by property (iv),
and hence G is the required napping.
Proof of Theorem 1.2
In this section we will again use transcendental shift-like maps to construct an injective holomorphic map from C k to C k whose range satisfies the properties mentioned in Theorem 1.2.
The range is then a Fatou-Bieberbach domain in C k , k ≥ 2 with these properties.
Recall the definition of the vertical strips V a ±l , V a 0 , V a ±(K+1) as given before the statement of Theorem 1.2. Note that the definition depends upon the parameters a and K. First we construct an entire function on C that can be approximated with suitably chosen constants in these strips. This is used to construct a shift-like map, hence an element in Aut 1 (C k ), k ≥ 2. Call this Step 0. In Step 1, the parameter of definition of these strips is changed from a to a + 2, and similarly as before we use this entire function to construct an element of Aut 1 (C k ). Proceeding inductively in this way we create at Step n (the parameter value is a + 2n now) an entire function on C with prescibed behaviour in V a+2n ±l , V a+2n 0 , V a+2n ±(K+1) and hence an element in Aut 1 (C k ). For every n ≥ 0 we compose the n elements in Aut 1 (C k ) so obtained. The limit of the sequence of compositions is of interest to us. The main job here is to define the constants appropriately on the strips at every step so that the sequence of compositions satisfies some desired properties.
Proof of Theorem 1.2. Define the following sets:
. ., where for each n ∈ Z and 1 ≤ |l| ≤ K + 1,D n l (a) is a disc of radius 1/4 centered at the point (a + (4l − 3)/2, 2n) ∈ C, and
. ., where for each n ∈ Z and 1 ≤ |l| ≤ K + 1,Ē n l (a) is a disc of radius 1/4 centered at the point (a + (4l − 3)/2, 2n + 1) ∈ C.
These are slightly thicker discs than the corresponding ones defined in Section 1.
For any a > 0 there exist entire functions f a+i , i ≥ 0, satisfying the following properties:
for every i ≥ 0, and 1 ≤ l ≤ K + 1,
for every i ≥ 0, and 1 ≤ |l| ≤ K + 1,
for every i ≥ 0 and 1
where M is such that M > 2a + 4K + 5.
The existence of these functions is assured by the Arakelian-Gauthier Theorem [1] , used similarly as in the proof of Theorem 2.2. Now define θ a+i :
. . , u k ) where
. .
for every i ≥ 1 and let
for every n ≥ 1.
Claim: F n converges uniformly on compact subsets of C k to F : C k → C k .
By Lemma 8.3 of [6] it suffices to show that
Note that
Pick u = (u 1 , u 2 , . . . , u 3 ) ∈ C k with |u| ≤ m. Then there exists sufficiently large i such that a + 2i > 2m, which means that u j ∈ V a+2i 0 for all 1 ≤ j ≤ k and hence |f a+2i (u j )| < 2 −(4+2i) . Also since |u k | < m,
and so
By applying the same argument for k − 2, k − 3, . . . , 1 we have
whenever a + 2i > m. Thus F n converges to some F uniformly on compact subsets of C k .
Claim: F satisfies all the properties of Theorem 1.2.
Step 1: We first show that
for every 1 ≤ l j ≤ K + 1.
Thus by a similar argument as above we have that
K+1 for some i ≥ 1. Then z j > a + 2i + 1 for every 1 ≤ j ≤ k and therefore f a+2i (z j ) > M − 1. So if we apply the same arguments as used before it follows that
for every i ≥ 1. Thus |F
and also
Step 2: We show that
for every 1 ≤ |l j | ≤ K + 1.
To see this note that if z j ∈ D a l j then z j > −(a + 2K + 1), for every 1 ≤ j ≤ k. See Figure 1 . Now since,
by similar arguments as before we get that for every 1 ≤ j ≤ k. Thus the claim.
Step 3: We show that
(a) for every 1 ≤ j ≤ k − 1, and
Case 1: If max{|l 1 |, |l 2 |, . . . , |l k |} = 1, then from the equations above we have
We make the following induction statement:
for all n ≥ 1. The induction statement is true when n = 1. Assume the statement is true for some n ≥ 1, i.e., u n j ∈ V a+2n 0
. Then
This completes the induction argument. Thus we get
Also, by arguing as in (3.3) we have that
for any n ≥ 0. Hence the sequence |F −1 n (z)| is bounded which implies that z ∈ F (C k ).
We make the following induction statement: as well. Thus |F −1 n (z)| is bounded and hence z ∈ F (C k ).
Polynomial Shift-like maps
In this section we prove Theorems 1.3, 1.4 and 1.5.
Consider finitely many polynomial shift-like maps of type 1 in C k of the form
where 1 ≤ l ≤ m and p l is a polynomial with degree d l ≥ 2 and the constants α l = 0. Let
Recall the sets K ± , K, V ± , V for the map F as defined in Section 1. From [2] we have the following basic result:
Using this we have the following refined estimates.
Lemma 4.2. For an arbitrary
Recall that the filtration V, V ± is determined by a chosen R > 0. Now for sufficiently large R > 0 there exists M > 0 such that
for every 1 ≤ j ≤ m. This gives (ii).
Therefore for a given i with 2
By definition this means that
Hence z i = w k and z i−1 = w k−1 . Now by (4.2)
Observe that K − is invariant under F , i.e., K − = G m (K − ). Now by substituting j = m in (4.2) and (4.3), we obtain (i).
Proof of Theorem 1.3 . Pick any z = (z 0 1 ,z 0 2 , . . . ,z 0
For any j, with 2 ≤ j ≤ k − 1 by using the facts
...d [1] and
Now note that ifz
where n ≥ 0 and 1 ≤ j ≤ k. Thus applying the above argument for any n ≥ 1 we have
which is the first estimate.
To prove the second inequality, i.e., max |z
again Lemma 4.2 is applied to obtain max |z
for every 2 ≤ j ≤ k.
Now repeating the steps as before the required inequality is achieved.
The next statement concerns the parametrization of an unstable manifold of an automorphism with a (k − 1, 1) saddle point and the conjugacy of the restriction of the automorphism to the unstable manifold to its linear part. It is a consequence of Sternberg's theorem (See [19] and [17] ). The proof given below is an adaptation of the proof in C 2 given in [14] .
is the unstable manifold at a ∈ C k and λ is the eigenvalue of DF (a) such that |λ| > 1.
Proof. By a suitable conjugation we can assume the following properties on the map F : (i) a = 0 is the required saddle point.
(ii) DF (0) is an upper triangular matrix with λ k = λ and |λ i | ≤ 1 for every 1 ≤ i ≤ k − 1. Since DF (0) is an upper triangular matrix at the origin, it has the form
where the f i 's are polynomials in C k with the property that deg z k ≥ 2 in each f i .
Since |λ| > 1, choose s such that |λ| < s < |λ| 2 .
Let A = s −1 DF (0). Then all the eigenvalues of A are less than 1 in modulus, and hence there exists a constant α s such that |λs −1 | < α s < 1.
Define a norm on C k by
Note that the operator norm of A with respect to . s in C k is less than 1. In fact
So there exists a sufficiently small r > 0 such that
for every z ∈ B r (0). This implies that
for all z, z ∈ B r (0). Let ∆ r denote the disc of radius r in C. Define a map H 0 : ∆ r → B r (0) as
Since |λ| > 1 the function H 1 is well defined on ∆ r . Now from (4.4)
where degf i ≥ 2 for all 1 ≤ i ≤ k. Thus there exists a constant K > 0 such that
for t ∈ ∆ r . Now choose ρ > 0 such that z s < r/2 for every z ∈ B ρ (0) and
for every n ≥ 2.
Claim:
From (4.5), the claim is true when n = 1. Assume that it holds upto some n. Then
This proves the claim. It also shows that the sequence {H n } converges uniformly on ∆ ρ , i.e.,
where t ∈ ∆ ρ .
The function H obtained locally at the origin can be extended to the entire complex plane in the following manner:
Consider G n = π k (H n (t)) for n ≥ 0. Since G n (0) = 1 for all n ≥ 0, the function H obtained is injective at the origin, and hence on all of C. Also G(t) = π k (H(t)) is locally invertible at the origin. Now as the unstable manifold can be realized locally as a graph of a map and
It follows that there exists a mapping H : C → C k such that the map F as in (4.1) with a (k − 1, 1) saddle point at a ∈ C k , the unstable manifold W u (a) = H(C) and H(λt) = F • H(t).
Proof of Theorem 1.4. Let ρ = log d/ log |λ|, i.e., |λ| ρ = d. We then compute the type, using this value of ρ and show that the coordinates h i of H are of mean type. This will allow us to conclude that the h i 's have order ρ. By Lemma 4.3 and Theorem 1.3,
Note that none of the h i 's , 1 ≤ i ≤ k can be constant. Indeed, if there exists i 0 such that h i 0 is constant, by Lemma 4.2 we see that each of the h i 's are bounded entire maps on C, and hence they are constant. But this contradicts the fact that h k (t) is locally injective at the origin.
Choose w i ∈ C and t 0 ∈ C such that w i = h i (t 0 ) and |w i | is sufficiently large. Then from Theorem 1.3 it follows that |w
where w i n = π i • F n (w 1 , w 2 , . . . , w k ). Now
Lemma 4.4. Let
Then 0 < σ 1 < ∞ and
where 1 ≤ i ≤ k and 0 ≤ j ≤ m.
Proof. Let
Then observe that so far we have proved that
Also, 
Thus it follows that
Assume that (4.6) is true for some i, 1 ≤ i < k and for all 1 ≤ j ≤ m. Then
This proves (4.6), and hence completes the proof of Theorem 1.4.
We will now prove Theorem 1.5 following [13] . Note thatK = H −1 (K) = H −1 (K + ). From [2] , the Green's function
is plurisubharmonic and continuous on C k and is positive and pluriharmonic on
Proposition 4.5. ρ = ordu + = log d/ log |λ|.
Proof. Let r 1. Then there exists n ≥ 0 such that |λ| n < r < |λ| n+1 .
Since u + is harmonic on C, the maximum principle shows that log max |t|=r u + (t) log r ≤ log max |t|=|λ| n+1 u + (t) log |λ| n .
Hence ρ = log d/ log |λ|.
We now show that C \K has finitely many components. For this recall the following (Theorem 8.9 in [11] ) fact about subharmonic functions. Since ordu + = ρ there exists an unbounded sequence {r n } of positive real numbers such that ρ = lim n→∞ log max |t|=rn u + (t) log r n .
So for an arbitrary > 0
for sufficiently large n.
Suppose C \K has infinitely many components. Choose an integer N > max{2, 2(ρ + )} and let U 1 , U 2 , . . . , U N be a collection of some N components in C \K. For 1 ≤ i ≤ N , let
From (4.8) This argument also shows that the number of components of C \K can at most be max{1, 2ρ}.
Theorem 4.6. The number of components of C \K cannot exceed max{1, 2ρ}. Therefore every component of C \K is periodic under multiplication by λ.
Proof. Let the number of components in C \K be q .
Note that if t ∈ C \K then λ n t ∈ C \K for every n ≥ 1, as
for every n ≥ 1 and 1 ≤ i ≤ q . As the number of components in C \K is finite, for every 1 ≤ i ≤ q there exists n i ≥ 1 such that
Hence each component is periodic.
Let us recall the notion of an access from [13] . Let U be an open set and a a point in the boundary of U. We say that a is accessible from U if there exists a curve γ : [0, 1] → U which satisfies γ(0) = a and γ((0, 1]) ⊂ U. We call such a γ an access. 
Since {t 0 /(λ q 0 ) n } is a sequence converging to the origin, γ is a well defined access to the origin from
Thus Γ is the required curve.
Lemma 4.8. The components of C \K have a natural circular ordering.
Proof. Let U 1 , U 2 , . . . , U q be the components of C \K and Γ 1 , Γ 2 , . . . , Γ q the corresponding accesses. Choose 0 < r ≤ min{|Γ 1 (1)|, |Γ 2 (1)|, . . . , |Γ q (1)|}. Let
for each 1 ≤ j ≤ q . Then the Γ(ξ j )'s are points on the circle {z : |z| = r} and hence have a natural circular ordering. Note that the circular ordering is independent of the choice of Γ j 's.
Let p : {1, 2, . . . , q } → N be a function such that
Claim: The function p is constant.
Note that λU i ∩ λU j = ∅ for i = j. Since there is a circular ordering on the components of C \K, we see that
i.e., p is an increasing function.
If p is non-constant then there exists a j 0 > 1 such that
for every 2 ≤ j < j 0 . Since λ(C \K) = C \K, there exists i 0 > j 0 such that
i.e., p (i 0 ) < p (j 0 ), which is a contradiction! This shows that the rotation number p is well defined and hence the period of each component of C \K is the same. Let N, p, q be as mentioned in Section 1. Then it can be easily seen that q is the period of each component and there are N cycles.
Proposition 4.9. The following three conditions are equivalent:
(ii) The component ofK containing 0 is unbounded. (iii)K has an unbounded component.
Proof. IfK is bridged and A is the component ofK containing origin, there exists t ∈ A such that t = 0. Since 0 ∈ A, λ n A = A for every n ≥ 0. Now from (4.9) it follows that λ n t ∈ A for every n ≥ 0, and hence A is unbounded. Thus (i) ⇒ (ii) ⇒ (iii).
For the converse suppose that A is bounded and henceĀ is compact. Then there exists a simple closed curve around the origin Γ in C \K such that A ⊂ D Γ , where D Γ is the domain enclosed by the curve Γ. Since Γ is closed curve in C \K, λ j Γ is a curve in C \K, for every j ≥ 1. Now, if we assume (iii),then there exists an unbounded component inK, say A ∞ . But λ j Γ ∩ A ∞ = ∅ for sufficiently large j ≥ 0, which is a contradiction! Hence (iii) ⇒ (ii) ⇒ (i).
Figure 4.
Proof of Theorem 1.5. The connected components of C \K can be decomposed into N cycles. Choose one component from each of these cycles and let the resulting collection be relabelled as
SinceK is bridged with an unbounded component containing the origin, all branches of the logarithm are well defined on C \K Let γ 1 : [0, 1] be a periodic access to origin in U 1 as constructed in Corollary 4.7. Extend it to [0, ∞) in the following way
Let Γ 2 = λΓ 1 ⊂ U 1+p . Choose r > 0, and let
where 0 ≥ θ 0 < 2π. Fix a 2 ∈ C such that e a 2 = Γ 2 (ξ 2 ). Lift Γ 2 to a pathΓ 2 : (0, ∞) → C such thatΓ 2 (ξ 2 ) = a 2 using the covering of C \ {0} by the exponential map. This correspond to choosing a branch of the logarithm such that a 2 = log Γ 2 (ξ 2 ). Let
Since θ 0 ∈ [0, 2π], we may use the same branch of the logarithm to lift Γ 1 to a pathΓ 1 : (0, ∞) → C such thatΓ 1 (ξ 1 ) = a 1 . Now
This shows that eΓ 2 (ξ)−Γ 1 (ξ) = λ and we may now define
This incidentally shows that the liftΓ 2 is a translate ofΓ 1 . We will henceforth work with this choice of the logarithm.
Suppose the ordering in the components is anticlockwise, i.e., 0 < θ 0 < 2π. Let s ∈ D j . Then e s ∈ D j and therefore
Hence
But observe that p q = q p which means that a point s ∈ D j completes p-cycles around the origin to get back to D j , i.e., τ q + s ∈ D j + 2πip. Thus the claim.
Note that τ = log |λ| > 0 since |λ| > 1. This shows that
Claim: For every 1 ≤ j ≤ N , the domains D j 's are distributed along the direction τ − 2πip/q, i.e., for every point z ∈ D j the distance of z from the line through the origin in the direction τ − 2πip/q is bounded.
Since the origin is not a limit point of the D j 's it follows that
Let a j ∈ D j be such that a j = m j . Then there exists a curve in D j joining a j and s j . Call it
Observe that a circle around the origin is mapped to segment of length 2π parallel to the y-axis by the branch of the log function defined above. So D 1 j ⊂ [β 1 j ] and hence it is bounded, with a finite distance from the line (τ − 2iπp/q)t, t ∈ (0, ∞).
There exists a curve say β 2 j : [0, 1] → D j connecting s j and f (s j ). The curve β 2 j can be extended to [0, ∞) in the following way:
Observe that for any point s ∈ C the distance of s and f (s) from the line (τ −2iπp/q)t, t ∈ (0, ∞) is the same. So β 2 j is distributed along the direction of τ − 2iπp/q. Now define
. Hence the claim. Claim: There exists C > 0 such that Since the D j s are unbounded domains, sin(θ − α) → 0 as |s| → ∞, i.e., if |s| > 2M then
|2t/π| ≤ | sin t| ≤ |t|. This shows that when |s| > 2M,
When |s| ≤ 2M , (4.11) follows just from the triangle inequality.
For a path σ in C let len(σ) denote the length of σ. Since λ n U j = U (j+np )mod q , it follows from the above calculation that
. . .
Combining this with (4.12), we get 2πq τ ≥ The Cauchy-Schwarz inequality shows that Since |e s | = e s , the estimate on the left side of (4.15) can be modified as Since ordu + = log d/ τ and 1/e ≤ κ < 1 is arbitrary we get N log d |τ − 2iπp/q| ≥ N 2 q|τ − 2πip/q| 2 τ which reduces to the Yoccoz inequality.
Appendix
For a given δ > 0 and real numbers a 1 , a 2 , . . . , a k define a family of subsets X(i 2 , i 3 , . . . , i k−2 ) ⊂ C k where i j ∈ {0, 1} for every j ∈ {2, . . . , k − 2} as : X(i 2 , i 3 , . . . , i k−2 ) = z ∈ C k : π j−1 (z) a j−1 − δ if i j = 0 else π j−1 (z) a j−1 + δ if i j = 1 .
Note that X(i 2 , i 3 , . . . , i k−2 ) is non-empty provided k > 3.
Theorem 5.1. Let ρ(z) = min |π 1 (z)|, . . . , |π p (z)| . Let λ 1 , λ 2 , . . . , λ k , a 1 , a 2 , . . . , a k be real constants and let δ > 0, η > 0. Define a family of maps α j : {0, 1} → {0, λ j } as α j (0) = 0 , α j (1) = λ j for all j = 1, 2, . . . , k. Then there exists a map θ ∈ Aut 1 (C k ) such that (i) |θ(z) − z + (α 1 (1), α 2 (i 2 ), . . . , α k−2 (i k−2 ), α k−1 (1), α k (1))| < ηe −ρ(z) 1/4 whenever z ∈ X(i 2 , i 3 , . . . , i k−2 ) ∩ z ∈ C k : π k−2 (z) a k−2 + δ, π k−1 (z) a k−1 + δ, π k (z) a k + δ .
(ii) |θ(z) − z + (α 1 (1), α 2 (i 2 ), . . . , α k−2 (i k−2 ), α k−1 (0), α k (1))| < ηe −ρ(z) 1/4 whenever z ∈ X(i 2 , i 3 , . . . , i k−2 ) ∩ z ∈ C k : π k−2 (z) a k−2 − δ, π k−1 (z) a k−1 + δ, π k (z) a k + δ .
(iii) |θ(z) − z + (α 1 (0), α 2 (i 2 ), . . . , α k−2 (i k−2 ), α k−1 (1), α k (1))| < ηe −ρ(z) 1/4 whenever z ∈ X(i 2 , i 3 , . . . , i k−2 ) ∩ z ∈ C k : π k−2 (z) a k−2 + δ, π k−1 (z) a k−1 + δ, π k (z) a k − δ .
Since |v k | > |z k | − |λ k | − 1 and t 1/4 − (t − λ 3 − 1) 1/4 → 0 as t → ∞ there exists a constant C > 0 such that e −|v k | 1/4 < Ce −|z k | 1/4 .
In analogy with Theorem 2.2 which has 2 3 = 8 regions where the map θ has apriori prescribed behaviour, one would imagine that there should be 2 k regions in Theorem 5.1 with specified behaviour for the map obtained there. However, the behaviour of that map can be summarised within the conditions (i) -(viii) because of its shift-like nature. The set X(i 2 , i 3 , . . . , i k−2 ) is the region where the shift-like behaviour is similar for the coordinates z j with 1 ≤ j ≤ k − 3.
