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Abstract
The paper presents a combined 1nite di'erence method with local 1D Green’s functions along the charac-
teristic lines for the numerical solution of singularly perturbed convection–di'usion problems. The advantages
of this technique compared with some commonly used methods are illustrated by numerical experiments with
out5ow boundary layers. Numerical experiments also show that the method on a Shishkin-type mesh has
discretization error of second order uniformly in the perturbation parameter. Moreover, they indicate that
for the singularly perturbed problems, unstable methods (like central di'erence method) can be stabilized in
combination with a stable method on a few mesh points.
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1. Introduction
We consider the linear convection–di'usion problem: seek u such that
Lu ≡ −@u+ b˜ · ∇˜u+ cu= f in 	; (1)
 This work has been supported by the NWO grant 613-002-042.
∗ Corresponding author. Tel.: +31243652489.
E-mail addresses: axelsson@math.kun.nl (O. Axelsson), gololobo@math.kun.nl (S.V. Gololobov).
1 On leave from Institute of Computational Mathematics and Mathematical Geophysics, Siberian Branch of Russian
Academy of Sciences, Lavrentiev str. 6, 630090 Novosibirsk, Russia.
0377-0427/$ - see front matter c© 2003 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2003.08.005
246 O. Axelsson, S.V. Gololobov / Journal of Computational and Applied Mathematics 161 (2003) 245–257
u= 0 on 
− and (1=)∇˜u · n˜+ u= g on 
1 = 
=
−, which solution is driven by the given vector
function b˜, and 
− = {˜x∈
; b˜ · n˜¡ 0} is the in5ow part of 
, the boundary of 	. Similarly, we
denote by 
+= {˜x∈
; b˜ · n˜¿ 0} the out5ow part of 
 and by 
0= {˜x∈
; b˜ · n˜=0} the characteristic
line boundary.
Here, 	 is a bounded simply connected polygonal (polytope) domain in Rn, n=1; 2; 3 and b˜; c; f
are given bounded suJciently smooth functions in 	. The positive constant 6 1 is used to measure
the relative amount of di'usion to convection and ; g are given functions on 
1. Further, n˜ is the
outward pointing unit normal vector on 
. When  ≡ ∞ on 
1, we have Dirichlet boundary
conditions on the whole boundary 
 of 	.
Under these conditions if either meas(
−) is positive or c¿ 0 in 	, it can be shown that (1) has
a unique solution.
As is well known this equation has both a convective and di'usive character and as  → 0 the
convective behavior becomes dominating, except in (boundary) layers. The boundary layers can arise
at the out5ow and characteristic boundaries and here the di'usion becomes signi1cant. An eJcient
numerical solution method must have the same properties.
The layers may cause a degradation of the rate of convergence of the numerical solution methods
because the solution has a singular behavior (unbounded derivatives) there. The convective character
is easily seen by considering the method of characteristics for the reduced equation,
b˜ · ∇˜u= f in 	;
u= 0 on 
−:
Let z˜(t; s) be the parametric representation of the characteristic lines de1ned by the vector 1eld
throughout the point (x0; y0) on 
−, i.e. we have x = z1(t; s), y = z2(t; s) for point on this line
and
d˜z(t; s)
dt
= b˜(x; y) = b˜(˜z(t; s)); t ¿ 0; z˜(0; s) = (x0; y0)∈
−:
Since the vector 1eld is uniquely de1ned, no two characteristics lines may cross each other. Using
the chain rule, we obtain
duˆ(t)
dt
=
2∑
i=1
@u
@xi
dzi
dt
= b˜ · ∇˜u;
where uˆ(t) = u(˜z(t; s)) and s is 1xed. Hence,
duˆ(t)
dt
+ cuˆ= f(˜z(t; s)); t ¿ 0; uˆ(0) = u(x0; y0):
This means that when characteristic lines have been computed, the solution of the reduced equation
along each characteristic line can be computed as the solution of an initial value problem for an
ordinary di'erential equation.
When  is small with respect to |˜b|, the solution of (1) is close to the solution of the reduced
equation except near the boundaries 
0 and 
+, where boundary layers occur because the so-
lution of the reduced equation does not satisfy the boundary conditions on those boundaries in
general.
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There are a variety of physical processes in which boundary and interior layers in the solution
may arise for certain parameter ranges. These problems may generally be characterized as singular
perturbation problems. The primary objective in singular perturbation analysis of such problems is to
develop approximations to the true solution that are uniformly valid with respect to the perturbation
parameter.
Some examples of such perturbation problems are boundary layers in viscous 5uid 5ow and
concentration or thermal layers in mass and heat transfer problems. The steady convection-dominated
5ow with a Dirichlet boundary condition as the downstream or out5ow condition is a frequently
used test problem for assessing new numerical methods applicable to convection–di'usion problems
with layers.
Various 1nite di'erence and 1nite element methods have been proposed during the years, for a
survey of some of them, see [1,5]. As is well known, for problems with layers, the standard central
di'erence method gives a numerical solution with signi1cant unphysical wiggles. For 1D problem,
it can be seen (see [1]) that the wiggles occur only for the odd numbered points (assuming that an
even number of points have been used), but the solution at the even numbered points corresponds
to a di'erence approximation with heavy arti1cial di'usion. Hence, the solution at these points has
a similar behavior as the solution of an upwind di'erence scheme, i.e. a heavy smearing of the
sharp gradients in the solution of the di'erential equation. Here, we consider problems as de1ned by
(1) discretized with the following di'erence method on a rectangular mesh. The basic idea of the
method is to use a combination of the central di'erence (or standard Galerkin) method and local
Green’s function method along the characteristic lines.
The method presented in the paper is applicable for more general problems. The main idea to make
a combination of the local Green’s functions with the central di'erence method can also be used
with a 1nite element method for triangular or quadrilateral meshes. The method is also applicable
for the 3D problems and for time-dependent problems @u=@t + Lu = f. However, to simplify the
presentation, in this paper we consider only a di'erence method and problem (1) on the unit square
with pure Dirichlet boundary conditions. The idea of the method was originally presented in [1].
The remainder of the paper is organized as follows: in Section 2 we present the truncation error
estimates. In Section 3 we present a numerical example to illustrate the preliminary theoretical results
and, 1nally we give some conclusions (Section 4).
Notation. Throughout the paper, C denotes generic constant independent of  and mesh size h; ‖·‖k
denotes the norm in Ck( O	)—the space of functions u with continuous up to the order k derivatives
in O	, that is, ‖u‖k =max06s6k |u|s, where
|u|s = max
i+j=s
(
max
(x;y)∈	
∣∣∣∣ @su@xi@yj (x; y)
∣∣∣∣
)
:
If k = 0, |u|0 = ‖u‖0 and we simply write ‖u‖.
2. Truncation error estimates
Let us consider now problem (1) in 	 = (0; 1)2, the simplest case of the polygonal domain,
with homogeneous Dirichlet boundary conditions on 
. To exclude the occurrence of internal and
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parabolic boundary layer(s) we will assume that
b˜= (b1; b2)¿ ( ;  )¿ (0; 0) in O	;
where  is some constant. Therefore, problem (1) with the stated above assumptions has two expo-
nential boundary layers at the out5ow boundary 
+ = {(x=1; 0¡y6 1)∪ (0¡x6 1; y=1)}. We
assume also that the solution u of problem (1) can be decomposed as follows:
u= v+ z1 + z2 + z12;
where v is the smooth part of the solution satisfying
‖v‖46C
and z1, z2, z12 represent boundary and corner layer parts satisfying the estimates∣∣∣∣ @i+jz1@xi@yj
∣∣∣∣6C−ie− (1−x)=;∣∣∣∣ @i+jz2@xi@yj
∣∣∣∣6C−je− (1−y)=;∣∣∣∣ @i+jz12@xi@yj
∣∣∣∣6C−(i+j)e− (1−x)=e− (1−y)=
for 06 i+ j6 4. The assumption made holds true under certain type of compatibility conditions in
the corner points. Example of such compatibility conditions can be found in [3].
Remark 1. In practice, the numerical problems we deal with rarely satisfy compatibility condi-
tions like those presented in [3], nevertheless, the rate of convergence is satisfactory, which indi-
cates that compatibility conditions could sometimes be weakened, but this question is still an open
problem.
Let 06 "6 1, then we call x = 1 − ", 0¡y¡ 1 and 0¡x¡ 1, y = 1 − " the transition lines
between the layer free part of the domain 	 and the layers. Precise meaning of the words “layer
free part” and “layer” will be de1ned later in terms of norms of the solution u of (1). We set now
O	 = O	s ∩ O	l, where 	l = (1− "; 1)× (0; 1) ∪ (0; 1)× (1− "; 1).
We consider a rectangular piecewise uniform mesh in O	 (Shishkin-type mesh [6]) with N + 1
mesh points in each direction, where N is an even number. The mesh sizes are de1ned by H =(1−
")=(1− &)N , h= "=&N in each direction, where 0¡&¡ 1. Hence, the mesh in x-direction is
	Nx = 	
N
s;x ∪ 	Nl;x;
where
	Ns;x = {xi = iH; i = 0; : : : ; N=2};
	Nl;x = {xi = 1− ih; i = 0; : : : ; N=2 + 1}:
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Fig. 1. Finite-di'erence mesh in 2D case in 	l.
Similarly, we de1ne the mesh 	Ny in the direction y. Then, the piecewise uniform mesh is 	
N =
	Nx × 	Ny in O	.
We use the standard central di'erence method on the uniform mesh with the mesh size H in the
domain 	s. The truncation error Tr for this method is well known to be O(H 2). Tr is uniform in ,
e.g., if the width of the layer part is de1ned by "=−(3= )logH and H¿− C log(H=) (clearly,
it is not a severe restriction).
In order to deal with the layer part of the solution, we use the local Green’s function method in
the domain 	l. To this aim, through every mesh point (xi; yj) in the domain 	l we draw the line
in the direction b˜(xi; yj). We 1nd the intersection (x'; y') of this with one of the lines x = xi−1,
y=yj−1. We also 1nd the intersection (x(; y() of this line with one of the lines x=xi+1, y=yj+1. The
interval Sij = [(x'; y'); (x(; y()] is the approximation of the local characteristic line S going through
the point (xi; yj). The corresponding 1nite di'erence mesh is illustrated in Fig. 1. For the interval
Sij, we compute the local Green’s function gij(s), where s∈ [ − s1; s2] is the local variable (s = 0
corresponds to the point (xi; yj) and |Sij|= s1 + s2), for the 1D operator Liju=−uss+ b˜ij · ∇˜u+ ciju.
Here, b˜ij = b˜(xi; yj) and cij = c(xi; yj). Straightforward computations give us
gij(s) =
{
C1e*1s + C2e*2s; s∈ [− s1; 0];
C3e*1s + C4e*2s; s∈ (0; s2];
where *1 = −bij(1 −
√
1 + 4cij=b2ij)=(2)¿ 0 and *2 = −bij(1 +
√
1 + 4cij=b2ij)=(2)¡ 0. Here,
bij = |˜bij|. The constants Ci, i = 1; : : : ; 4 are de1ned as follows:
C1 =
1
(*1 − *2)
1− e(*2−*1)s2
1− e(*2−*1)(s2+s1) ;
C2 =−e(*2−*1)s1C1;
C3 =−e(*2−*1)s2C4;
C4 =
1
(*1 − *2)
1− e(*2−*1)s1
1− e(*2−*1)(s2+s1) :
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Then the method can be written as follows
Lhuh(xi; yj) ≡ uh(x(; y()g′ij(s2) + uh(xi; yj)− uh(x'; y')g′ij(−s1)
=f(x∗; y∗)
∫
Sij
gij ds:
Here,
uh(x(; y() = (uh(xi+1; yj+1) + (1− ()uh(xi; yj+1);
uh(x'; y') = 'uh(xi−1; yj−1) + (1− ')uh(xi; yj−1);
(linear interpolation) and the point (x∗; y∗) is chosen in such way that∫
Sij
fgij ds= f(x∗; y∗)
∫
Sij
gij ds(1 + O(|Sij|2)):
The following properties of the function gij(s) will be useful for our consideration.

dg
ds
(−s1) = e−*1s1 1− e
(*2−*1)s2
1− e(*2−*1)(s2+s1) ;

dg
ds
(s2) =−e*2s2 1− e
(*2−*1)s1
1− e(*2−*1)(s2+s1) ;∫ 0
−s1
gij(s) ds= C1
[
1− e−*1s1
*1
+
e−*1s1(1− e*2s1)
*2
]
;
∫ s2
0
gij(s) ds=−C4
[
1− e*2s2
*2
+
e*2s2(1− e−*1s2)
*1
]
:
The truncation error relative to the integral
∫
Sij
gij ds is
Tr = I1 + I2 + I3;
where I1 is the interpolation error at the points (x'; y') and (x(; y(), I2 is the error resulted from the
approximation of the integral in the right-hand side, and
I3 =
∫
Sij
Lugij ds−
∫
Sij
(−uss + b˜ij · ∇˜u+ ciju)gij ds:
Let us consider the Shishkin mesh [6], that is the mesh with the size h=O(−H logH) and &= 12 .
Hence, we have I1 = O(H 2 log2H) uniformly in . It should be mentioned here that for the cells
of the size h×H , the interpolation error is of order O(H 2) because the interpolation is done along
the edge of the length H (it means that the derivatives of the solution are independent of  in
this direction) unless b1=b2 or b2=b1¿  logH . This is possible only if H, the case we are not
interested in the paper.
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Now, I2 = O(|Sij|2) if we take the Gauss quadrature of the second order and assume that f
is independent (slightly dependent) of . We note, that as the vector 1eld b˜ is independent of ,
|Sij|6Ch.
In order to estimate the third term in the truncation error, we make a simple transformation to get
I3 =
∫
Sij
(−unn + (˜b− b˜ij) · ∇˜u+ (c − cij)u)gij ds;
where unn = @u − uss. We note that h6 , therefore,
∫
Sij
gij ds6C|Sij|2=. Using the assumptions
about the behavior of the derivatives of the solution u, we arrive at
I3 = O(H 2 log2H) + O(H 2 log2H) + O(2H 2 log2H):
In order to complete the estimate, we need to treat the points on O	s∩ O	l. For those points, we choose
the point (x'; y') to make s1 = s2 and we use linear interpolation with 4 points to approximate the
value of the function u in the chosen point (x'; y'). This procedure gives us the above estimates for
the terms Ii; i = 1; : : : ; 3 of the truncation error.
As a result, we have the following estimate for the truncation error Tr on the Shishkin mesh
Tr = O(H 2 log2H):
Numerical experiments indicate that the order of the discretization error is the same, although it
may be complicated to prove this result, because the resulting matrix is not an M-matrix. It is well
known that the central di'erence method for small  does not give us an M-matrix. However, we
should mention the fact that the part of the matrix corresponding to the domain 	l is an M-matrix.
In a similar way, we can get the estimate Tr = O(H 2) for the Bakhvalov-type meshes (logarith-
mically graded mesh [2]).
In general, we may use a defect-correction technique to get estimates in maximum norm for the
errors. An example of such technique is presented in the paper [4]. Furthermore, the defect-correction
method will require more computational e'orts to compute the solution as we need to solve the
system of linear equations twice to get the second order accurate solution.
We mention here that if the step size is big in 	l, then we still can get the truncation error
estimates using the properties of the function gij. In the case h¿, the function gij decays rapidly
on the interval (0; s2] and damps out the growing derivatives of the solution in the layers. However,
we should keep in mind the fact that for h¿−C logH , the method actually computes the solution
outside the layers.
Remark 2. We can derive the above estimates in an obvious way for the case when we have di'erent
mesh sizes Hx, hx and Hy, hy; di'erent amount of mesh points Nx and Ny; and di'erent width of
the layers "x and "y in x and y direction, correspondingly.
3. Numerical experiments
In this section we shall consider a numerical example in order to verify the theory and to show
the estimates for the discretization error, we can expect theoretically.
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Table 1
Example 1. The maximum norm of the discretization error. Shishkin mesh
 N = 8 N = 16 N = 32 N = 64 N = 128
10−3 4:2053− 2 1:2729− 2 3:2280− 3 7:3591− 4 4:8845− 4
10−4 4:2825− 2 1:3213− 2 3:5041− 3 8:8995− 4 2:1420− 4
10−5 4:2904− 2 1:3264− 2 3:5359− 3 9:1257− 4 2:3063− 4
10−6 4:2911− 2 1:3269− 2 3:5391− 3 9:1496− 4 2:3252− 4
10−7 4:2912− 2 1:3269− 2 3:5394− 3 9:1520− 4 2:3272− 4
10−8 4:2912− 2 1:3269− 2 3:5394− 3 9:1522− 4 2:3274− 4
10−9 4:2912− 2 1:3269− 2 3:5394− 3 9:1522− 4 2:3274− 4
We use the standard MATLAB function for Gaussian decomposition to solve the arising nonsym-
metric systems.
The following problem will be considered:
−@u+ b˜ · ∇˜u+ cu= f; (x; y)∈	 = (0; 1)2;
u= 0; (x; y)∈ @	;
where = 10−k ; k = 3; : : : ; 9, c = 1, and
b˜= [2 + (1− x)2; 1 + xy]; f(x; y) = 8xy2:
First, we compute the solution using Shishkin-type mesh in the out5ow layers.
The exact solution of the test problem is not known that is why we use two nested meshes 	N
and 	˜N to estimate the discretization error e
‖e˜‖=max
i; j
|uij − u˜ 2i2j|; i; j = 1; : : : ; N − 1;
where u˜ is the approximate solution on the mesh 	˜N = {(x˜i; y˜ j); i; j = 0; : : : ; 2N} de1ned by
(x˜2i ; y˜ 2j) = (xi; yj); i; j = 0; : : : ; N;
(x˜2i+1; y˜ 2j+1) = (
xi+xi+1
2 ;
yj+yj+1
2 ); i; j = 0; : : : ; N − 1;
using the points from the mesh 	N = {(xi; yj); i; j = 0; : : : ; N}. It is clear that 	˜N is not the usual
Shishkin mesh with 2N points in each direction.
Numerical results illustrate a uniform in the perturbation parameter  rate of convergence in the
maximum norm. The results are presented in Table 1 and they are superior to those obtained by the
defect-correction method [4], one of the commonly used methods.
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Fig. 2. Approximate solution (top) and discretization error (bottom),  = 10−6, N = 32. Shishkin-type mesh.
We also note that the rate of convergence corresponds to the discretization error O(H 2) rather
than to O(H 2 log2H). The computed solution and the approximate discretization error for = 10−6
and N = 32 are presented in Fig. 2. From the 1gure, one can see that maximum of the error
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Table 2
Example 1. The maximum norm of the discretization error. Bakhvalov mesh
 N = 8 N = 16 N = 32 N = 64 N = 128
10−3 4:1822− 2 1:2927− 2 3:3986− 3 9:5945− 4 1:1219− 3
10−4 4:2484− 2 1:3233− 2 3:5257− 3 9:0882− 4 2:2986− 4
10−5 4:2551− 2 1:3264− 2 3:5390− 3 9:1466− 4 2:3245− 4
10−6 4:2558− 2 1:3267− 2 3:5404− 3 9:1525− 4 2:3271− 4
10−7 4:2558− 2 1:3267− 2 3:5405− 3 9:1531− 4 2:3274− 4
10−8 4:2558− 2 1:3267− 2 3:5405− 3 9:1532− 4 2:3274− 4
10−9 4:2558− 2 1:3267− 2 3:5405− 3 9:1532− 4 2:3274− 4
Table 3
Example 1. The maximum norm of the discretization error. Few mesh points in the layer
 N = 8 N = 16 N = 32 N = 64 N = 128
10−3 4:1999− 2 6:0189− 3 1:1549− 3 2:5919− 4 6:5146− 5
10−4 4:2682− 2 6:1520− 3 1:1794− 3 2:6208− 4 6:3700− 5
10−5 4:2751− 2 6:1655− 3 1:1817− 3 2:6191− 4 6:3626− 5
10−6 4:2758− 2 6:1668− 3 1:1819− 3 2:6189− 4 6:3670− 5
10−7 4:2759− 2 6:1670− 3 1:1819− 3 2:6189− 4 6:3681− 5
10−8 4:2759− 2 6:1670− 3 1:1819− 3 2:6189− 4 6:3682− 5
10−9 4:2759− 2 6:1670− 3 1:1819− 3 2:6189− 4 6:3682− 5
happened to be in the regular part of the solution. That is why we observe the second order of
convergence.
The second numerical experiment was done on the logarithmically graded mesh (Bakhvalov type
mesh [2]). The results are presented in Table 2 and they are similar to those obtained on the
Shishkin-type mesh. The computed solution and the approximate discretization error for  = 10−6
and N = 32 are presented in Fig. 3.
The most interesting is the third test example. For this test we again used the Shishkin-type mesh
with three uniform sub-meshes with di'erent mesh sizes in both the x- and y-direction. We de1ned
the mesh re1nement as follows. In the direction x, the mesh is uniform on the intervals [0; 1 − "]
(N − 4 intervals), [1 − "; 1 − "=N ] (2 intervals), and [1 − "=N; 1] (2 intervals). We use a similar
construction in the y-direction. Despite the fact that we put only few mesh points in the layer, we
got a small discretization error (see Table 3). Moreover, one can see that the errors are 4 times
better than those from the previous two tables. This indicates that the global discretization error
is mainly de1ned by the discretization error in the regular part of the solution for small values
of the parameter . Smallness of the parameter  with respect to the mesh size H is essential as
one can see from the tables. If this condition fails to be ful1lled, we observe the decrease of the
rate of convergence (see the line of the tables corresponding to  = 10−3 for big enough values
of N ).
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Fig. 3. Approximate solution (top) and discretization error (bottom),  = 10−6, N = 32. Bakhvalov-type mesh.
4. Conclusions
The combined central-di'erence and local Green’s function method for linear singularly perturbed
convection–di'usion problems has been presented, based on an a priori adapted mesh to the behavior
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Fig. 4. Approximate solution (top) and discretization error (bottom),  = 10−6, N = 32. Few mesh points in the layer.
of the solution with the exponential layers such as piecewise uniform and exponentially graded
meshes. The method can also work on the very coarse meshes in the layers (even with mesh
sizes exceeding the actual size of the layer). It combines the stability of the local Green’s function
method and accuracy of the central di'erence method. The advantage of the method with respect to
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the defect-correction method is that we need to solve the linear system only once. Numerical results
indicate almost second order of convergence Fig. 4.
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