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RESUMEN 
En muchas ocasiones el investigador se ve enfren-
tado a una gran cantidad de datos que describen un 
fenómeno. Cuando se ha caracterizado el conjunto 
de datos y se requieren clasificar nuevos individuos 
aparecen técnicas tales como el Análisis Discrimi-
nante, aunque no siempre es posible aplicarla; por 
esta razón las redes neuronales aparecen como una 
técnica alternativa para discriminar conjuntos de 
datos. En este artÍCulo se muestran los resultados 
obtenidos al entrenar y validar una red neuronal con 
las componentes principales de una base de datos 
· . con-CienCias 
multivariada y con las proyecciones obtenidas por 
medio de la técnica de búsqueda de proyección, la 
tasa de error de clasificación es el parámetro que 
mide la calidad de las respuestas y el nivel de apren-
dizaje de la red. Para evaluar, comparar y validar los 
resultados se tomó una base de datos compuesta por 
20 variables y 24.474 datos. Se obtuvieron excelen-
tes resultados, en los que se destacan los obtenidos 
usando búsqueda de la proyección. 
ABSTRACT 
In this paper two dimensional data reduction 
techniques were compared: Principal Component 
Analysis - CP (from "Componentes Principales" 
in Spanish) , and Projection Pursuit - BP (from 
"Búsqueda de Proyección" in Spanish). Both CP 
and BP were used in different data bases. The results 
obtained with these techniques were used as artifi-
cial neural network inputs in order to classify new 
objects. The best results were obtained when the 
neural network was feed with indexes taken from 
BP, due to the fact that this methodology takes the 
whole information and represents it through two 
indexes which group the totality of it; on the other 
hand, CP discards sorne part of the information in 
order to diminish the dimensionality ofthe original 
database. To evaluate the quality of the responses 
the error rate was taken as the parameter of clas-
sification. 
Furthermore, the strategy suggested is an alternative 
for the cases in which the nature of data does not 
allow to perform Discriminator Analysis to classify 
new objects. 
* * * 
1. Introducción 
Describir cualquier situación real, como por ejemplo, 
las características fisicas de una persona, la situación 
política y económica de un país, las propiedades de 
una imagen, el rendimiento de un proceso, las moti-
vaciones del comprador de un producto, entre otras, 
requiere tener en cuenta simultáneamente muchas 
variables. El análisis de los datos multivariantes 
comprende el estudio estadístico de variables me-
didas en elementos de una población con objetivos 
tales como: resumir los datos mediante un conjunto 
de nuevas variables, encontrar grupos en los datos 
si existen, clasificar nuevas observaciones en los 
grupos definidos. 
Estas técnicas tienen aplicaciones en todos los 
campos científicos. En las ciencias económicas y 
empresariales se utilizan para cuantificar el desa-
rrollo de un país, construir tipologías de clientes 
e identificar las dimensiones del desarrollo eco-
nómico. En Ingeniería para controlar procesos de 
fabricación, diseñar máquinas más inteligentes que 
reconozcan formas, caracteres o imágenes y cons-
truir clasificadores que aprendan interactivamente 
30 Tecnura l año 11 I No. 21 I segundo semestre de 2007 
del entorno. En ciencias de la computación para 
desarrollar sistemas de inteligencia artificial y redes 
neuronales más eficientes que resuman información 
y diseñen sistemas que clasifican automáticamente 
mediante reconocimiento de patrones. En medici-
na para construir procedimientos automáticos de 
ayuda diagnóstica y reconocimiento de tumores en 
imágenes digitales. En psicología para interpretar 
resultados de pruebas sicotécnicas y construir es-
calas. En sociología y ciencia política para analizar 
encuestas de actitudes y opiniones, y para identificar 
el peso de distintos factores en comportamientos 
sociales y políticos [1]. 
Los trabajos que se presentan a nivel estadístico 
manejan el análisis de componentes principales, 
como una técnica de reducción de la dimensio-
nalidad, y separadamente presentan el Análisis 
Cluster y el Análisis Discriminante como técnicas 
de agrupamiento para clasificar nuevos datos. Las 
redes neuronales se presentan como una herramien-
ta para realizar pronósticos o para hacer asignación 
de nuevos objetos considerando como conjunto de 
entrada todas las variables disponibles que descri-
ban el fenómeno en estudio. 
En este trabajo se propone la combinación de las 
técnicas de Análisis Multivariado con las redes 
Neuronales a fin de disminuir los errores de clasifi-
cación de nuevos datos, tomando como conjunto de 
entrada las componentes principales que expliquen 
en un buen porcentaje la varianza de los datos o los 
índices de proyección obtenidos con la técnica de 
Búsqueda de Proyección. 
En este documento se muestran los resultados ob-
tenidos al manipular una base de datos de grandes 
dimensiones, mediante la aplicación de dos técnicas 
de reducción: componentes principales y técnica de 
búsqueda de proyección. Con base en las respuestas 
obtenidas estas técinas van a ser toma como datos de 
entrada para una red neuronal "Back Propagation" 
y comparar la eficiencia con base en los errores 
obtenidos. 
2. Técnicas de reducción 
2.1. Componentes principales 
Un problema central en el análisis de datos mul-
tivariantes es la reducción de la dimensionalidad: 
si es posible describir con precisión valores de p 
variables por un pequeño subconjunto r < p de ellas, 
se habrá reducido la dimensión del problema a costa 
de una pequeña pérdida de información. Éste es el 
principal objetivo de la técnica y fue desarrollado 
por Hotelling (1933), aunque sus orígenes se en-
cuentran en los ajustes ortogonales por mínimos 
cuadrados introducidos por K. Pearson (1901). 
Las componentes principales son nuevas variables 
con las siguientes propiedades: 
Conservan la variabilidad inicial: la suma de 
las varianzas de los componentes es igual a la 
suma de las varianzas originales, y la varianza 
generalizada de los componentes es igual a la 
original. 
La proporción de variabilidad explicada por un 
componente es el cociente entre su varianza, 
el valor propio asociado al vector propio que 
lo define, y la suma de los valores propios de 
la matriz. 
. . 
COn-CienCiaS 
La varianza de la variable h es Ah y la suma de 
p 
las varianzas de las variables originales es LA¡ 
;=1 
donde p es el número de variables. La pro-
porción de variabilidad total explicada por la 
A 
componente h es ""h L..A; 
Las covarianzas entre cada componente prin-
cipal y las variables X vienen dadas por el pro-
ducto de las coordenadas del vector propio que 
define el componente por su valor propio. 
COV (z, x)= APi 
Donde a . es el vector de coeficientes de la com-
I 
ponente z .. 
I 
La correlación entre una componente principal 
y una variable X es proporcional al coeficiente 
de esa variable en la definición del componente 
y el coeficiente de proporcionalidad es el co-
ciente entre la desviación típica del componente 
y la desviación típica de la variable. 
Las r componentes principales (r<p) proporcio-
nan la predicción lineal óptima con r variables 
del conjunto de variables X. 
Si se estandarizan las componentes principales, 
dividiendo cada uno por su desviación típica, 
se obtiene la estandarización multivariante de 
los datos originales. 
Las componentes principales consideran una nube 
de puntos compuesta por las observaciones de p 
variables (ver figura 1). 
p 
x= .. 
"L-___ ---l 
vart 
• • 
.. . l. .. . 
..... / . -.'. ~ i' 
/' .... ~-- ---
• • 
Figura 1. Representación gráfica de una nube de puntos 
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El objetivo de las componentes principales es pro-
yectar la nube de puntos sobre un subespacio (un 
espacio bidimensional equivalente) que conserve 
el máximo de información de la nube original (ver 
figura 2). 
Figura 2. Proyección de la nube de puntos 
sobre un plano 
Las componentes principales son nuevas variables 
que se representan a través de combinaciones li-
neales de las variables originales. 
illd2 
¡nd3 
¡/ld I 
Nube origina! 
Primer plano faClOrial 
Figura 3. 
¿je 2 
Visualización óptima d~ las correlac iones 
entre variables 
Representación de la nube de puntos original 
y de un plano factorial 
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2.2. Búsqueda de proyección 
Freidman y Tukey (1974) describieron la búsqueda 
de proyección como una ruta de búsqueda para 
explorar una estructura multidimensional de datos 
no lineal examinando muchas posibles proyeccio-
nes en dos planos. La idea es que la proyección 
bidimensional ortogonal de los datos debe mostrar 
la estructura original de los datos. La técnica de 
búsqueda de proyección puede ser usada para ob-
tener proyecciones en una dimensión, pero sólo se 
mostrará el caso bidimensional. 
Extensiones de este método se describen en la lite-
ratura por los siguientes autores: Friedman (1987), 
Posse (1995), Huber (1985) y Jones y Sibson 
(1987). En este trabajo se desarrollará el método 
de Posse (1995). El análisis de datos explorando la 
búsqueda de proyección (PPEDA) logra encontrar 
muchas proyecciones interesantes, pero la calidad 
de la proyección se mide por un índice. En mu-
chos casos el interés es la no normalidad, entonces 
el índice de proyección mide la salida desde la 
normalidad. El índice es conocido como el índice 
Chi cuadrado y es desarrollado en la metodología 
de Posse. 
El método de PPEDA consiste básicamente de dos 
partes: 
Un índice de la búsqueda de proyección que 
mide el grado de la estructura (o salida desde 
la normalidad). 
Un método para encontrar la proyección que 
produce el mayor valor del índice. 
Posse usa una búsqueda aleatoria para localizar 
el punto óptimo global del índice de proyección 
y lo combina con las estructuras retiradas de 
Freidman que logren una secuencia interesante en 
proyecciones bidimensionales. Cada proyección 
encontrada muestra una estructura que es menos 
importante (en términos del índice de proyección) 
que el anterior. 
La notación para describir el método PPEDA es: 
X es una matriz nxd, donde cada fila x. corres-
1 
ponde a una observación d-dimensional y n es el 
Tamaño de la muestra. 
Z es la versión esferada de X 
A 
f.1 es una muestra promedio de tamaño 1 xd: 
A X 11. 
f.1 = ¿ rt- ¿ es la media de la matriz de co-
vananza 
A 1 A A 
"' .. =- "'(X -f.1)(X _f.1)T L..." n-1L... · 1 J 
a , p son vectores ortonormales (aTa = 1 = P T P Y 
aT p = O) son vectores d-dimensionales que genera 
el plano de proyección. 
P( a , P) es el plano de proyección generado por 
a, p. 
Z¡U, Z fson la proyección esferada de las observa-
ciones sobre los vectores a, ~ . 
u _ T r> _ . T(.l. 
z¡ - z¡ a z¡ -z¡ ~ 
(a', W) denota el plano donde el índice es máximo. 
p 1. 2 (a, P) denota la proyección del índice Chi-
cu~drado evaluado usando los datos de proyección 
sobre el plano espaciado por a y p. 
~2 es la función de densidad normal bivariada. 
ck es la probabilidad evaluada sobre la k-th región 
usando la función normal estándar bivariada, 
ck=f f <1> 2 dz¡ dZ2 
Bk 
Bk es una caja en el plano de proyección. 
l Skes la función indicadora de la región Bk , don-
de esta es cada una de las particiones del plano 
11 j =nj /36, j = 0, ... ,8 es el ángulo por el cual el 
dato es rotado en el plano antes de ser asignado a 
una de las regiones B k' 
. . 
COn-CienCiaS 
a (11 . ) = a cos11 . - p sin11 . 
J J J 
P (11) =a sin11 . + P cos11 I J J 
e es un escalar que determina el tamaño del ve-
cindario alrededor de (a *, W) que es visitado en 
la búsqueda de planos a fin de encontrar mejores 
valores del índice de proyección. 
Ves un vector uniformemente distribuido sobre la 
unidad d-dimensional de la esfera. 
y especifica el número de iteraciones sin un incre-
mento en el índice de proyección al mismo tiempo 
que el tamaño del vecindario es dividido. 
m representa el número de búsquedas aleatorias 
para encontrar el mejor plano. 
2.2.1. índice de proyección 
La PP se realiza a través de la proyección de las 
variables en diferentes hiperplanos para encontrar 
el más interesante según el Índice de proyección 
Chi-cuadrado. Este procedimiento se realiza a 
través de dos etapas: 
Etapa 1: Búsqueda de la no-normalidad de los da-
tos. El plano es dividido en 48 regiones o cajas B k 
distribuidas en anillos (figural) , cada una con un 
ancho angular de 45° y ancho radial ~2Iog6 /5, 
el cual garantiza que cada región tenga aproximada-
mente la misma probabilidad (1148) para la distri-
bución normal bivariante. El índice de proyección 
está dado por 
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Ck : probabilidad evaluada sobre una región k usan-
do distribución normal bivariada. 
n : número de datos. 
IBk: es la función indicadora de la región Bk , donde 
ésta es cada las particiones del plano. 
Z¡a : son las observaciones proyectadas de cada uno 
de los datos sobre los vectores a y ~, donde estos 
dos últimos son dos vectores ortonormales que son 
la base del plano de proyección. 
11/ es el ángulo por el cual el dato es rotado en el 
plano antes de ser asignado a una de las regiones 
Bk· 
Una de las ventajas del uso del índice Chi-cua-
drado es que no se ve afectado en gran forma por 
outliers. 
4 
2 
- 2 
-4 
-6 ~--~----~--~----~--~--~ 
-6 -4 -2 o 2 4 6 
Figura. 4. División del plano donde serán proyectados 
los puntos del experimento 
Buscar la proyección que da como resultado el 
mayor de los índices Chi-Cuadrado. 
Etapa 2: búsqueda de la estructura. El algoritmo ini-
cializa aleatoriamente los vectores a y ~, para crear 
un primer mejor plano (a" y W), luego se genera 
dos planos vecinos dados por las ecuaciones (2) y 
se evalúa el índice Chi-cuadrado para ellos, si uno 
de ellos presenta una mejoría en el índice éste será 
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el nuevo mejor plano, de lo contrario se generan 
dos nuevos planos vecinos. Si después de cierto nú-
mero de iteraciones no ha habido mejoría entonces 
se reduce el tamaño del vecindario de búsqueda a 
través de la disminución del parámetro c. 
a = a* +cv b = ~"- (aIT ~ ' ) al 
l ila" + cvll I II~ " - (a/ ~* )a lll (2) 
a - a* -cv b = ~ * - (a~ ~*)a2 
2 -lla" -cvll 2 II ~ ' -(a~ ~')a2 1 1 
2.2.2. Procedimiento para encantar el índice de 
proyección 
Se esferan los datos usando la siguiente trans-
formación 
A 
Z¡ = K 1/2 (f ex, -~) 
Donde las columnas de Q son los vectores 
A 
propios obtenidos desde L' Aes una matriz 
diagonal que corresponde a los valores propios, 
y Xes la i-ésima observación. 
I 
Genera un plano aleatorio, (ao' ~o). Éste es el 
plano incumbente (a*, W) 
Evalúa el índice de proyección PI 2 (ao' ~o) 
para el plano inicial. x. 
Genera dos planos candidatos (al' b1) y (a2, b2) 
con base en la ecuación (2). 
Evalúa el valor del índice de proyección en esos 
planos P1x.2 (al' b¡) y P1x.2 (a2, b) . 
Si uno de los planos candidatos tiene índice de 
proyección mayor, entonces ese plano se con-
vierte ahora en el plano incumbente (a*, W). 
Se repiten los pasos 4 al 6 mientras hayan me-
joramientos en el índice de proyección. 
Si el índice no mejora en y iteraciones, entonces 
decrece el valor de e a la mitad. 
Se repiten los pasos 4 al 8 hasta que C decrezca 
hasta un límite especificado por el analista. 
Generar plano aleatorio 
inicial 
(ao 130) 
PI del plano inicial = PI BEST 
Generar dos planos vecinos 
(a¡ b¡) (a2 b) 
. . 
COn-CienCiaS 
Decrementar e a la mitad 
Evaluación del índice de 
proyección 
para los planos 
Si el PI BEST no mejora 
durante H veces 
(a¡ b¡) (a2 b2 ) 
Algún plano mejora 
el PIBEST Fin 
Diagrama 1. Algoritmo para encontrar el Índice de Proyección 
3. Técnicas clasificación 
3.1. Redes neuronales 
Las neuronas es un sistema biológico que está 
formado por neuronas de entrada o censores 
conectados a una compleja red de neuronas que 
"calculan", o neuronas ocultas, las cuales, a su 
vez, están conectadas a las neuronas de salidas 
que, por ejemplo, son las encargadas de controlar 
los músculos. Por censores se entienden señales 
de los sentidos (oído, vista, etc.), las respuestas de 
las neuronas de salida activan los músculos corres-
pondientes. En el cerebro hay una gigantesca red de 
neuronas "calculadoras" u ocultas que realizan la 
computación necesaria. De manera similar, una red 
neuronal artificial debe ser compuesta por censores 
del tipo mecánico o eléctrico. 
Figura 5. Red neuronal artificial típica 
Las Redes Neuronales Artificiales (Artificial Neural 
Networks) son sistemas paralelos para el procesa-
miento de la información; están inspirados en el modo 
en el que las redes de neuronas biológicas del cerebro 
procesan la información, es decir, se han intentado 
plasmar los aspectos esenciales de una neurona real 
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a la hora de diseñar una neurona "artificial". Estos 
modelos realizan una simplificación, desentrañando 
cuáles son las relevancias del sistema. 
La definición más general considera a una Neural 
Network como un entramado o estructura formada 
por muchos procesadores simples llamados nodos o 
neuronas, los cuales están conectados por medio de 
canales de comunicación o conexiones. Cada una 
de ellas tiene una cantidad de memoria local, ope-
rando solamente con sus datos locales y sobre las 
entradas que recibe a través de esas conexiones. 
Las Redes Neuronales llevan asociadas algún tipo 
de regla de aprendizaje o entrenamiento particular 
por la cual esas conexiones son ajustadas acorde 
con los ejemplos proporcionados. En otras palabras, 
éstas aprenden a partir de ejemplos, y muestran 
alguna capacidad para generalizar más allá de los 
datos mostrados [6 Y 7]. 
3.2. Análisis discriminante 
El análisis discriminante es una de las técnicas es-
tadísticas usadas para probar las hipótesis de igual-
dad de medias de dos o más grupos. Esta técnica 
desarrollada por R. Fisher en 1963 se convierte en 
la más apropiada, cuando la variable dependiente 
es categórica (cualitativa); las variables indepen-
dientes son métricas( cuantitativas). La idea básica 
de AD es encontrar una combinación lineal de las 
variables independientes que haga que se maximi-
cen los puntajes promedio de las categorías de la 
variable dependiente. Esta combinación lineal se 
conoce con el nombre de Función Discriminante. 
En símbolos, X son las variables independientes y 
B son los coeficientes discriminantes. El objetivo 
es encontrar los valores de estos B, los cuales dan 
la FD (función discriminante) requerida. 
Básicamente un análisis discriminante consiste en 
obtener funciones lineales de las variables inde-
pendientes, denominadas funciones discriminantes 
que permitan clasificar a las muestras en una de las 
subpoblaciones o grupos establecidos por los valo-
res de la variable dependiente. Al igual que cuando 
se realiza un ANOVA, hay ciertas condiciones 
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que se deben verificar antes de realizar un análisis 
discriminante; "aunque el hecho de que algunas de 
estas condiciones no se cumplan no quiere decir 
que el análisis no tenga validez, especialmente en 
el caso de tamaños de muestra grandes" [16]. Estas 
condiciones son: 
Los datos provienen de una distribución normal 
multivariada. 
Las matrices de covarianza de los grupos son 
iguales. 
4. Caso de estudio 
La base de datos que se manipuló en este trabajo 
fue obtenida del Website disponible en www. 
spatial-econometrics.com, el cual provee a los in-
vestigadores en estadística bases de datos de difícil 
análisis para probar las metodologías desarrolladas 
dentro de marcos de proyectos de investigación o 
propias. A fin de comprobar cuál de las dos técnicas 
de reducción de la reducción de dimensionalidad 
presenta mejor eficiencia, se enfrentaran los re-
sultados obtenidos con ambas por medio de un 
problema de clasificación. Este problema consiste 
en clasificar según un conjunto de datos cuál debe 
ser el área del terreno medido en acres. 
Para la solución de este problema de clasificación 
se proponen dos topologías de redes neuronales 
artificiales como se muestra en la figura 6, una 
para realizar la clasificación usando los resultados 
obtenidos del análisis de componentes principales y 
el otro usando los resultados obtenidos del análisis 
de búsqueda de proyección. 
El entrenamiento de ambas redes neuronales es 
realizado usando un algoritmo de aprendizaje de 
propagación hacia atrás (algoritmo "back propaga-
tion"). Las funciones de transferencia de cada una 
de las neuronas son de tipo logarítmica sigmoidal, 
debido a que los datos con los que se está tratando 
son todos mayores a cero. El número de capas ocul-
tas y el número de neuronas en cada capa oculta, son 
usados como variables para realizar una búsqueda 
en malla, a fin de determinar la mejor configuración 
de estas variables que ofrezca el mínimo error. En 
o 
número de capa~ y ncurona$ en b capa oculta vrmable;o; 
o 
O 
o 
o 
. . 
COn-CienCiaS 
·· 0 · 
O 
Lllmuio(k la 
numero de capas y neuronas en la capa oculta vnriabks 
Figura 6. Redes neuronales empleadas 
el proceso de búsqueda en malla se tienen valores 
de variación para a, que corresponde al número de 
capas ocultas en la neurona, entre 1 y 10, Y para 
~ , que corresponde al número de neuronas en cada 
capa oculta, entre 1 y 10, por lo que el número de 
operaciones que se van a realizar es de 100 para 
encontrar la mejor configuración ante la variación 
de dichos parámetros. 
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Espacio de búsqueda de la mejor 
configuración para la red neuronal 
5. Resultados 
La base de datos usada en este trabajo contiene 
veinte variables asociadas al campo, la agricultura, 
ganadería, y avicultura, de cada una de estas varia-
bles se tomaron 24.474 experimentos, por lo tanto, 
el número de datos que deben ser analizados es de 
489.480 datos. Para realizar el Análisis Discrimi-
nante y la técnica de Componentes Principales se 
utilizó el software SPSS 11.0; para encontrar los 
índices de Proyección y codificar la red neuronal 
se utilizó el software Mat Lab 7.0. 
Los resultados obtenidos con la técnica de Análisis 
Discriminante no fueron satisfactorios, a continua-
ción se presentan los resultados obtenidos en el SPSS. 
Resultados de la prueba 
M de Box 509697,8 
F Aprox. 12 12,165 
gil 420 
gl2 1,3E+09 
Sigo ,000 
Contrasta la hipótesis nula de que las matrices 
de covarianza poblacionales son iguales. 
El test M de Box sirve para contrastar la igualdad de 
las matrices de varianza covarianza, de tal manera 
que si el p-valor es menor de 0,05 se rechazaría la 
hipótesis de igualdad de matrices de varianzas-co-
varianza. (p-valO!= O,OOO) es menor a 0,05 . No se 
cumple el supuesto de homogeneidad de la varianza 
en las poblaciones analizadas. Por lo tanto, no se 
puede aplicar la técnica de Análisis Discriminate 
para clasificar nuevos individuos, razón por la cual 
es necesario utilizar otra técnica de clasificación y 
se procede a hallar los vectores que alimentarán la 
red neuronal (componentes principales y ángulos 
de proyección). 
U sando el método de análisis de componentes 
principales se determina que para explicar el expe-
rimento con una exactitud de 99,9618% se deben 
usar las dos primeras componentes. Resultados 
obtenidos en el SPSS. 
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· . con-ciencias 
Matriz de componentes rotados(a) 
Bruta Reescalada 
Componente Componente 
1 2 1 2 
Constante 27,509 -1,096 ,409 -,016 
Conservación 1 1,6281 -,926 ,0991 -,056 
Marcha 1 4,322 1 -,142 ,359 1 -,012 
Pasto 1 18,241 1 -1,309 ,409 1 -,029 
Rango de terreno 1 7,646 1 -1 ,251 ,247 1 -,040 
Madera 1 20,213 1 -1,714 ,461 1 -,039 
Suelo mejorado 1 2,354 1 -,388 ,242 1 -,040 
No mejorado 1 ,778 1 -,19O ,22°1 -,054 
Barbecho 1 ,185 1 -,675 ,017 1 -,060 
Otros ten·enos 1 24,0961 -,868 ,448 1 -,016 
FincaS 1 38,318 1 ,834 ,429 1 ,009 
Ganado 1 16,291 1 -1,780 ,322 1 -,035 
vacas lecheras 1 2,399 1 -,730 ,196 1 -,060 
Porcinos 1 1,48°1 -,745 ,178 1 -,089 
Ovejas 1 1,0181 -,133 ,195 1 -,026 
Gallinas 1 1,683 1 -,110 ,396 1 -,026 
CaballoS 1 8,0391 ,389 ,384 1 ,019 
Dueños 1 2199,954 1 11503,649 ,188 1 ,982 
Área rural 
i 
98,770 1 -14,150 ,462 1 -,066 
Área de granjas 3058,831 i 298,834 i ,995 i ,097 
Método de extracción: análisis de componentes principales. 
Método de rotación: normalización Varimax con Kaiser. 
La rotación ha convergido en 3 iteraciones. 
Usando el método de búsqueda de la proyección se 
determina que si se reduce la dimensionalidad del 
experimento a un espacio bidimensional equiva-
lente es posible representarlo en 100% usando dos 
variables. Se hicieron diferentes corridas y se varió 
el número de iteraciones totales de menor a mayor 
número, para determinar cuál configuración genera 
mejores planos de proyección bidimensionales, en-
tendiendo como mejor plano aquellos que poseen el 
mayor índice de proyección. Los resultados de las 
diferentes corridas se muestran en la tabla 1. 
Tabla 1. Resultados de los índices de proyección para diferente número de iteraciones 
Numero de iteraciones Índice de proyección para a* Índice de proyección para ~* 
10 1,4328 1,1398 
20 2,2304 1,3240 
30 2,2558 1,4370 
70 2,4930 1,5401 
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De la tabla anterior se deduce entonces que el 
mejor espacio bidimensional es el generado por 
los ejes obtenidos en 70 iteraciones, ya que éstos 
poseen el mayor índice de proyección de todo el 
conjunto. Teniendo los resultados de reducción de 
dimensionalidad entregados por las dos metodolo-
gías, se puede determinar la configuración de la red 
neuronal que mejor se desempeña en el proceso de 
clasificación para los dos casos. En la tabla 2 se mues-
tran los resultados de algunas de las configuraciones 
que presentan errores bajos de entrenamiento, si se 
usan los datos obtenidos del análisis de componentes 
principales. 
Tabla 2. Resultados de la búsqueda en malla 
para Componentes Principales 
Capas ocultas Neuronas en la capa oculta Error 
6 4.532 
5 5.560 
2 4 5.961 
3 5 6.425 
Según la tabla anterior, la topología de la red neuro-
nal que se va a utilizar para realizar la clasificación 
es de dos entradas, una capa oculta, seis neuronas 
en la capa oculta y dos salidas. Para determinar 
la mejor configuración de la red neuronal se usan 
los datos obtenidos del análisis de búsqueda de 
proyección (ver tabla 3). 
Tabla 3. Resultados de la búsqueda en malla 
para los índices de Búsqueda de 
Proyección 
Capas ocultas Neuronas en la capa oculta Error 
7 3.901 
2 4 4.056 
2 3 4.551 
3 3 5.482 
Según la tabla 3, la topología de la red neuronal 
que se va a utilizar para realizar la clasificación es 
de dos entradas una capa oculta, siete neuronas en 
la capa oculta y dos salidas. 
. . 
COn-CienCiaS 
Si se usan las dos topologías mencionadas ante-
riormente se procede a encontrar el error de cla-
sificación con los datos que no fueron usados en 
el proceso de entrenamiento. Esta clasificación se 
realiza usando los datos encontrados del análisis 
de componentes principales y de la búsqueda de 
proyección. Para la determinación del error de clasi-
ficación se usa la siguiente expresión la cual combina 
los datos de validación y los datos que fueron bien 
clasificados, de la siguiente forma: 
% error = 
Datos de validación - Datos bien clasificados 
Datos de validación 
*100 
El proceso de entrenamiento fue realizado usando 
12.474 datos, y la clasificación usando los restan-
tes 12.000 datos. Los resultados obtenidos para la 
clasificación se muestran en la tabla 4. 
Tabla 4. Tasas de error de c lasificación 
Método Datos de Datos bien % de error 
validación clasificados 
Componentes 12.000 10.950 8,75 principales 
Búsqueda de 12.000 11.652 3,04 proyección 
En ésta se nota una mejor clasificación al usar los 
datos obtenidos utilizando el análisis de búsqueda 
de proyección. 
6. Conclusiones 
Cuando el conjunto de variables está represen-
tada por valores en diferentes escalas es necesa-
rio tipificar la base de datos y tomar como base 
la matriz de covarianza para aplicar la técnica 
de componentes principales. 
Cuando no es posible aplicar el análisis discri-
minante a un conjunto de datos la técnica de re-
des neuronales se plantea como una alternativa 
eficiente para clasificar nuevos individuos. 
Si se comparan los resultados obtenidos te-
niendo como datos de entrada los componentes 
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con-ciencias 
principales o los ángulos de proyección a y ~ 
se obtienen mejores resultados con los ángulos 
de proyección; esto en razón a que la técnica de 
proyección considera absolutamente todos los 
datos y los componentes principales, sólo toma 
en cuenta un porcentaje de la información. 
Aunque la base de datos usada presenta una 
alta complejidad en cuanto a análisis y manejo 
de la información, las técnicas de reducción de 
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