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ABSTRACT 
The least (and greatest) number of edges realizable by a graph having n vertices and 
automorphism group isomorphic to S,~, the symmetric group of degree m, is determined 
for all admissible n. 
1. INTRODUCTION 
By a graph we mean a finite undirected graph (as defined in [5, p. 2]) 
without loops and without multiple edges. The automorphism group of a 
graph consists of those permutations of  the vertex set of  the graph which 
preserve adjacency relations (cf. [5, p. 239]). Let e(G, n) denote the least 
integer for which there exists a graph having e(G, n) edges, n vertices, and 
automorphism group isomorphic to G. The only case to date for which 
e(G, n) has been determined for all admissible n is the case G = id, 
where id is the identity group (cf. Theorem 1). 
In this paper the value of e(S,,, n) is determined for all admissible n, 
where Sm is the symmetric group of  degree m (cf. Theorem 2). Since the 
greatest number E(G, n) of edges realizable by a graph having n vertices 
and group G is obtained by considering the complementary graph of a 
minimum edge graph with the same number of vertices and group, our 
result yields 
E(Sm , n) = n(n -- 1)/2 - -  e(S~ , n). 
By an asymmetric graph we mean a graph whose automorphism group 
is isomorphic to the identity group (cf. [2, 6]). 
* Presented at "Combinatorics Conference" SIAM FALL MEETING University 
of California at Santa Barbara, November 29-30; December 1-2, 1967. 
** Part of this work was done while the author was a National Science Foundation 
Science Faculty Fellow at The City University of New York. 
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Let ai denote the number of asymmetric trees having i vertices and for 
each n (n = 8, 9,...) let N and w be defined as follows: 
N N+I  
iai ~ n < ~, iai, 
i=1 i=l  
N 
n = ~ia i+w(N+ 1)+r  (0 ~w <aN+a;  0 ~r -<N+ 1). 
i=1 
REMARK. The values of N and w depend on n but for convenience 
we have not included this in the notation. We also note that the values 
of al for all i have been determined by F. Harary and G. Prins (cf. [3]). 
THEOREM 1. e(id, n) is not defined for  n = 2, 3, 4, and 5, and 
l! n 1 
e(id, n) = n = 6, 7 
- -  a i - -w  n=8,9 , . . - .  
i=l  
PROOF: Cf. [6, Theorem I]. 
THEOREM 2. 
e(Sm, n) is not defined for n < m, 
e(S~ , n) = n --  2 n -= 2, 3,..., 8, 
I f  Sm is the symmetric group of  degree m (m >~ 2), then 
0 n~m 
m n=m+l ,m+2 
m+2 n=m+3,  m+4 
m+3 n-=m+5 
6 n=m+6,  
i f  m >~ 3, then e(Sm,n)  = 
and 
i f  m >~ 2, then e(Sm, n) -=-- e(id, n --  m + 1) 
PROOF: Cf. Section 3. 
n=m+7,  m+8 ..... 
2. SOME LEMMAS CONCERNING GRAPHS AND THEIR GROUPS 
Any graph K can be represented as follows: 
K=K~+ ""+K r (2.1) 
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where each Ki is an isomorphism class of components of K, i.e., 
Ki -~ Kil q- "'" q- Kin,, Ki~ ---- Hi ( j  = 1,..., n~) 
for some fixed connected graph H~, and Ki~ = Kk~ if and only if i -~ k. 
The proof of the following lemma is straightforward and thus will be 
omitted. 
LEMMA 1. I f  K is represented as in (2.1) and A(K) is the automorphism 
group of K, then 
(a) A(K) : A(K1)X "" XA(K,.), where X denotes the direct product, 
(b) A(Ki) ~ A(Hi) '*~ * S,~, where A(Hi) '~ is the direct product of ni 
isomorphic opies of A(Hi), * denotes the semidirect product, and S,~ is 
the symmetric group of degree ni , 
(c) A(Hi) n'~ is normal in A(Ki) and normal in A(K), and 
(d) ~ni  ~ 1 and A(Hi) ~- id, then Sn~ is not normal in A(Ki). 
REMARK (added in proof). In a recent letter Professor Roberto 
Frucht has referred me to his paper [8] in which he describes the 
automorphism group of a graph K consisting of r isomorphic opies of 
a given graph H (cf. part (b) of our Lemma 1). The automorphism group 
of K is Polya's "Gruppenkranz." In this same paper Professor Frucht 
refers to papers in which groups of this type are studied in detail [9, 10, 
11, 13]. In the more recent literature such groups are also called "wreath 
products" (see e.g. [12, p. 212]). 
Since the proof of our Lemma 1 is omitted the following remark 
concerning its part (b) is appropriate. Every automorphism of Ki can be 
expressed as a product of two automorphisms h and ~, where (r permutes 
the components of K~ and h = (hi ..... h~) effects independent auto- 
morphisms hj of each component of Ki. Thus, A(K~) can be thought of 
as the group product of A(H~) ~, and S,~. One can show that the two types 
of automorphisms (h ~ A(Hi) n~, cr~ S~,) have only the identity in common. 
A(Hi) ~ is normal in A(K~) (part (c) of Lemma 1), and S~ is not normal 
in A(Ki) (part (d) of Lemma 1). Thus, A(K~) is a semidirect product 
A(H~) '~ 9 S~, in the sense of [4, p. 149]. Since a semidirect product is not 
unique, for example a direct product is also semidirect, we wish to 
emphasize that it is the semidirect product described here which we refer 
to in what follows. 
A group G is called directly indeeomposable if it cannot decomposed 
into the direct product of proper subgroups. 
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LEMMA 2. I lK  is represented as in (2.1), A(K) = G, and G is directly 
indecomposable, then 
(a) there exists a unique i e{1,..., r} such that A (K i )= G and if  
K -  Ki =/: f), then A(K -  K0 = id, and 
(b) i f  Ki~ = Hi ( j  = 1,..., ni), then G = A(H~) n~ * S~ . 
PROOF: (a) By Lemma 1, A(K)= A(K1)X "" XA(K , )= G. Thus, at 
most one factor can be not isomorphic to id. Since G =/= id, we must 
have exactly one factor A(K~)C= id. In particular, A(K 0 = G. If 
K -- K~ =/= 0, then A(K -- K~) = id. 
(b) By Lemma 1, A(K) = A(Ki) ---- A(H~) ~ * S,~ -~ G. 
9 LEMMA 3. The symmetric group of degree m (m = 2, 3,...) is directly 
indecomposable. 
The proof of the above lemma is easily deduced from the fact that $2 
is simple, Sm for m ~ 3 but m ~ 4 has only one non-trivial normal 
subgroup, Am (the alternating roup), and the non-trivial normal sub- 
groups of $4 are A4 and ~ (the double transpositions in Sa, a group 
isomorphic to the Klein 4-group). 
LEMMA 4. I f  K is represented as in (2.1) and A(K) ~ S~ (m =/= 1), 
the symmetric group of degree m, then there exists a unique i ~{1 ..... r} 
such that A(Ki) = Sin, and i f  K -- Ki ~ O, then A(K -- Ki) = id, and 
either 
(a) Ki is connected, 
or  
(b) Ki consists of m isomorphic asymmetric components. 
PROOF: Since Sm is directly indecomposable (cf. Lemma 3) we have, 
by Lemma 2, the assertion concerning the unique i such that A(Ki) = S,~ 
and if K -- Ki ~ O, then A(K -- Ki) = id. By the same lemma we also 
have 
A(Hi)" ,  9 S. ,  = Sin. 
Since A(H~)"~ is normal in Sin, the preceding sentence implies either 
(i) A(H,)", = Sin, 
(ii) A(Hi)"~ = Am (the alternating roup), or 
(iii) A(Hi) n, = id, 
provided m ) 2 and m 3& 4. 
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Case (i) yields ni = 1, A(Hi) : Sin, and Ki is connected. 
Case (ii) yields ni = 1 and A(HO = Am. But this implies Am : Sin, 
which is false. Thus, Case (ii) cannot occur. 
Case (iii) yields A(H i ) - - id  and Sn i : Sin. Thus, ni = m and K~ 
consists of m isomorphic asymmetric omponents. 
I f  m = 4, we have A(Hi)" * S,,i = $4 and as above we have either 
(i)' A(Hg)", : $4, 
(i i) '  A(H~)" ,  : A4, 
(iii)' A(H~)", : id, or 
(iv)' A(Hi)"' = :U4 (the double transpositions), 
Cases (i)' and (iii)' yield the same results as Cases (i) and (iii), conclusions 
(a) and (b) of the lemma. 
Case (ii)' implies A 4 * S~ = $4 9 By noting the orders of the groups 
involved we must have n~ : 2. But this implies that A 4 : A(Hi) • A(Hi) 
and that the order of A(Hi) is ~/T2, which is impossible. 
Case (iv)' implies J(4 * S,, : $4. This implies that the order of Sn, 
is 6, i.e., n~ : 3. But ~4 cannot be written as the direct product of three 
identical factors. Thus, this case cannot occur. This completes the proof  
of Lemma 4. 
LEMMA 5. Let e(id, 0) =: 0. Then, .for p and s non-negative integers, 
(a) e(id, p + s)~ e(id, p) whenever both sides of the inequality are 
defined, and 
(b) s -k- e(id, p) ~ e(id, p + s) whenever both sides of the inequality 
are defined except for the case (p = 1, s = 5). 
PROOF: An examination of the min imum edge asymmetric forests given 
in [6, Theorem 1] shows that, for n ~ 7, e(id, n) either increases by one 
unit or remains the same, corresponding to each unit increase in n. This 
yields 
s + e(id, p) ~ e(id, p q- s) ~ e(id, p) 
whenever p and s are non-negative integers and p ~ 7. I fp  : 0, 1, or 6, 
then it is directly verified that 
e(id, p § s) ~ e(id, p) 
and 
s + e(id, p) ~ e(id, p -k s) 
are both valid whenever both sides of these inequalities are defined, with 
the single exception that in the latter case for p : 1 and s : 5 the ine, 
quality is false. 
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3. PROOF OF THEOREM 2 
I f  n < m, then there does not exist a graph K for which A(K) =Sm 
and %(K) ---- n. This is clear since there are not enough vertices to generate 
the necessary number of  permutations. Thus, 
e(S,,,, n) is not defined for n < m. (3.1) 
(m = 2). Let K = K i --~ W, where Ki is connected or Ki consists of  
2 isomorphic asymmetric omponents and W = K -- K i ,  be the represen- 
tation of Kas  given in Lemma 4. Then, for n = 2, 3 ..... 7 we must have 
K = Ki + 0 or K ---- Ki + F i ,  where F~ is the singleton graph, Further- 
more Ki must be connected except in the case a0(K) = 2, where we clearly 
have 
e(S2,2) = 0. (3.2) 
I f  Ki is connected, then o~(Ki+O) >~%(Ki)-- 1 = %(K) - -  1 and 
oq(Ki + FO >~ %(Ki) - -  1 = o~0(K ) --  2. Since the latter inequality is 
realized when Ki is a simple arc having %(K) -- 2 edges, we have 
e(S2, n) = n -- 2 (n = 3, 4 ..... 7). (3.3) 
I f  ~0(K)= 8, then either 
K=Ki+ W, where W 
This yields oq(Ki + O) 
Ki is connected with W z 0 or W = F1; or 
is an asymmetric graph having 6 vertices. 
~> -o(K) - 1, a l (K  + F1) ) ~o(K) - -  2, or 
oLI(K i -~ W) )/ OLo(Ki) - -  1 3f_ 6 = 2 --  1 + 6 = 7. I f  Ki is not connected, 
then the only possible K is K = N2 + W, where N2 is the null 2-point 
and W is an asymmetric graph having 6 vertices. In this case we have 
~I(K) >~ 6. Thus, for %(K) = 8, the best we can do is ~I(K)/> 6 and 
this bound is realized by the graph consisting of  a simple arc having 
6 edges and the singleton graph. Thus, 
e(S~, 8) = 6. (3.4) 
The equations (3.2), (3.3), and (3.4) taken together yield 
e(S~, n) = n --  2 (n = 2, 3 ..... 8). (3.5) 
(m >~ 3). I f  n = m, then the only graphs having Sm as their group are 
the null m-point and the complete m-point. Thus, 
e(S,~, m) = 0. (3.6) 
I fn  =m+ 1, m+2 ..... m+6,  then representing K as K= Ki + W 
we must have %(Ki) ---- m, 6m, 7m .... when Ki is not connected. Thus, 
the only possible disconnected Ki, within the range of values for ~0(K) 
that we are considering, is the null m-point. I f  Ki is connected, then 
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K = Ki + 0 or K = Ki q- F1 or K = K~ + W, where W is an asymmetric 
graph having 6 vertices. These latter possibilities yield 
sl(K~ + 0) ~> s0(X) -- 1, ~,l(Xi + Vl) >~ s0(K ) --  2, 
or  
st(K~ q- IV) >/s0(K~) --  1 + 6 = s0(K) -- 1. 
Specifically, we have: 
I f  n=m+ 1, then Ki must be connected and K=Kiq -O or 
K = Ki q- 171 with %(Ki) = m -1- 1 and %(Ki) = m, respectively. In the 
former case we can use an m-star to realize the bound %(K) --  1 for the 
number of edges and in the latter case we must use the complete m-point 
for Ki. Thus, 
e(Sm, m -]- 1) = m. (3.7) 
If  n=m+2,  then Ki must be connected and K=K~q-0 .or  
K = K~ + F~ with %(Ki) ---- m -t- 2 and %(K0 = m q- 1, respectively. 
Here the lower bound %(K) --  2 for the number of edges is realized by 
K = Ki + F~ with Ki an m-star. Thus, 
e(Sm, m + 2) ---- m. (3.8) 
To resolve the case n ----- m -k 3, we shall use the concept of the derivative 
aK of a graph K defined as follows: the vertices of 0K are the edges of K 
and two vertices of OK are adjacent in OK if and only if their corresponding 
edges are incident in K (cf. [7]). 
We first show that the only graphs having m + 1 vertices and group 
Sm are the m-star and its complementary graph, which consists of two 
components, a complete m-point and a singleton. 
I f  m + 1 ~> 3 and m + 1 =/= 6, then the only Subgroups of Sm+l of 
order m ! are those which leave exactly one symbol fixed (cf. [1, Theorem II, 
p. 209]). I f  A(K) =Sm and s0(K ) = m + 1 :/= 6, then, in view of the 
preceding statement, it follows that K has a fixed point under A(K) and 
that A(K) acts on the remaining m vertices as the symmetric group of 
degree m. By the double transitivity of A(K) on these m vertices we must 
have the section graph of these vertices as either the null m-point or the 
complete m-point. In the former case Kmust  be an m-star and in the latter 
case K is the complementary graph of an m-star. 
I f  m + 1 = 6, then, in addition to the six subgroups of $6 of order 5 ! 
which leave exactly one symbol fixed, there are six other subgroups 
which form a second conjugacy class. Each of the subgroups in the 
latter class are simply isomorphic to $5 and are doubly transitive on the 
six symbols (cf. [1, Theorem II, p. 209]). That the former case implies 
our assertion was seen in the preceding paragraph. Now, let A(K) = $5 
58z/5/z-2 
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with A(K) doubly transitive. This implies that A(K) is transitive and 
hence K is a regular graph. Since A(K) is doubly transitive ither K is the 
null 6-point or the complete 6-point. However in both cases this implies 
A(K) = $6 9 Since this is a contradiction of  A(K) = S~, we have proved 
our assertion concerning raphs with m + 1 vertices and group S~ (m ~> 3). 
We next show that if m >~ 3, there does not exist a tree with m q- 2 
vertices and automorphism group S,, .  Note that, if m = 2, a 
simple arc with m q- 2 vertices has group S,,. Now, let m >~ 3 and 
assume that T is a tree with m § 2 vertices and A(T) = S~.  Then, the 
derivative 0T of  T has m -}- 1 vertices and group S~ (cf. [7, Theorem 5.3]). 
As we have seen above, the only graphs having m -F 1 vertices and group 
Sm are the m-star and its complementary graph. Since OTis connected this 
means OTis an m-star. However, for m /> 3, an  m-star is not the derivative 
of  any graph. Thus, a tree T with the properties we have assumed does 
not exist. 
We are now ready for the case n = m q- 3. Here Ki must be connected 
and K = Ki+ 0 or K = Ki + F1. The better bound is obtained from 
the latter case from which we obtain ~(Ki -5 F0  ~> %(K) --  2. However 
in order to realize this bound K~ would have to be a tree having m + 2 
Vertices and group Sm 9 Since we have seen that such a tree does not exist, 
we have ~I(K) >~ a0(K) --  1. This bound is realized by the connected 
graph K depicted in Fig. 3.1. Thus, we have shown 
e(S,,,, m q- 3) = m + 2. (3.9) 
m vertices 
Fiab~E 3.1 
If  n = m + 4, then Ki must be connected and K = Ki + • or 
K = Ki + F1 with %(Ki) = m § 4 and %(Ki) = m + 3, respectively. 
The best we can do is the bound o~I(K ) >~ ~0(K) --  2, which we can in 
fact realize with K = Ki + F1, where K~ is the graph depicted in Fig. 3.1. 
Thus, 
e(S~,,, m + 4) = m + 2. (3.10) 
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I f  n = m q- 5, then Ki must be connected and the bound ~0(K) --  2 
for the number of edges is realized by the graph depicted in Fig. 3.2. Thus, 
e(S~, m -F 5) = m q- 3. (3.11) 
m ver t i ces  
f N 
FmURr 3.2 
I f  n = m -f- 6, then, recalling that Ki = N,~, the null m-point, is the 
only possible disconnected Ki we obtain the inequality ~I(K) >~ 6 for 
K = K~ + W, Ki disconnected, and %(W) = 6. This bound is realized 
if we take Wto be the asymmetric graph having 6 vertices and the minimum 
number 6 edges. Since we are considering m >~ 3 any connected K~ would 
yield ctl(K ) >/ao(K ) --  2 = m q- 4 > 6. Thus, 
e(Sm, m q- 6) = 6. (3.12) 
We now provee(Sm,n)=e0d,  n - -mq-  1) fo rn=mq-7 ,  m+8 .... ; 
m = 2, 3, .... 
Let K be a graph such that A(K) = Sin, ~0(K) ~> m + 7, and m >1 2. 
Let K ---- K~ q- W, where Ki is connected or K~ consists of m isomorphic 
asymmetric omponents and W = K-  Ki ,  be the representation of K 
as given in Lemma 4. Then, there are three cases to consider: 
(i) Ki is connected, 
(ii) K~ consists of m isomorphic copies of an asymmetric graph A 
which is not a tree, and 
(iii) K~ consists of m isomorphic opies of an asymmetric tree T. 
Case (i). ax(K ) = al(Ki) q- oq(W) 
%(Ki) - 1 -I- a~(W) (Ki is connected) 
ao(Ki ) --  1 -k e(id, %(W)) (Wis asymmetric) 
>~ e(id, ao(W) § ao(K~) -- 1) (Lemma 5b) 
/> e(id, n --  m q- 1). 
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The last inequality follows from 
%( W) + %(K0 -- 1 = %(K)--- 1 =n- -  1 ~n- -m+ I 
and Lemma 5a. 
Case (ii). ~(K)  = cq(Ki) + cx~(W) 
>/ %(K,) + e(id, %(W)) 
>/e(id, %(W) + %(K~)) 
(components of 
K~ are not trees) 
(Lemma 5b) 
>~ e(id, %(W) + %(K~) -- 1) (Lemma 5a) 
~> e(id, n -- m + 1) (Lemma 5a). 
Case (iii). Rewrite K as the sum of three graphs: K = L + T + W, 
where L consists of m -- 1 isomorphic opies of the asymmetric tree 7". 
Note that T is not a component of W, for if this were so we would have 
X(K) ~ Sin. Thus, A(T + W) = id. We next note: 
cx~(K) = ~I(L) + o~I(T + W) 
> (m -- 1)(%(T) -- !) + e(id; %(T) + %(W)) 
>/e(id, I%(T) + %(W) + (m -- 1)(~xo(T ) -- 1)) 
= e(id, %(W) + m%(T)  - -  m + 1) 
= (id,  n - -  m + 1) (%(W)  + m%(T)  = n). 
(Lemma 5b) 
Therefore,' we have shown that, if K is a graph such that A(K) = S,~, 
%(K)=n~>m+7,  and m>~2,  then ~(K)>~e( id ,  n - -m+ 1). To 
show that this bound is realized, consider the graph 
K = Nm-1 + Fn-.-m+l , 
where Nm-1 is the null (m -- 1)-point and Fn-,~l is an asymmetric forest 
with e(id, n -- m + 1) edges, n -- m + 1 vertices, and which includes 
a singleton as one of its components, Since n -- rn + 1 >~ 8 such a forest 
exists (cf. Proof of Theorem 1 of [6]). The graph K clearly has 
e(id, n -  m + 1)edges, n vertices, and group .S,~-~ This completes the 
proof of Theorem 2. 
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