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Resumen
En este trabajo se detalla el sistema antifraude ideado para la empresa PayNoPain,
la cual, es una pasarela de pago por Internet. Adema´s aprovechamos el trabajo dirigido
para explicar y describir los posibles me´todos de encriptacio´n que pueden ser u´tiles en
este trabajo. Para empezar, se detalla la historia y evolucio´n de la criptolog´ıa. Antes de
estudiar a fondo la encriptacio´n, se hace un breve repaso sobre la aritme´tica modular. A
continuacio´n, se estudia la encriptacio´n de clave privada y los me´todos de encriptacio´n
utilizados mediante esta te´cnica. Tambie´n se profundiza en la encriptacio´n de clave pu´blica
y los esquemas utilizados mediante esta encriptacio´n y, por u´ltimo, se profundiza en uno
de estos me´todos, el RSA.
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Cap´ıtulo 1
Introduccio´n
La palabra criptograf´ıa proviene de la unio´n de los te´rminos griegos κρυpiτω kripto
(oculto) y γραϕως graphos (escribir), y su definicio´n es: escritura oculta.
Los or´ıgenes de la criptolog´ıa se remontan en las profundidades de la historia. Desde
los tiempos ma´s remotos, las personas han utilizado diversos me´todos con el fin de lograr
que un mensaje no llegara a manos de personas no autorizadas a leerlo.
Algunos de los testimonios ma´s antiguos sobre la ocultacio´n de la escritura que se
conocen se remontan a Herodoto, quien hizo una cro´nica de los conflictos entre Grecia y
Persia en el siglo V a.C. Fue este me´todo el que salvo´ a Grecia de ser ocupada por Jerjes,
Rey de Reyes persa. Herodoto cuenta en su cro´nica que Demarato, un griego exiliado en la
ciudad Persa de Susa, tuvo conocimiento de los preparativos de Jerjes para atacar Grecia
y decidio´ alertar a los espartanos mediante un mensaje oculto en tablillas de madera. El
me´todo de ocultacio´n consistio´ en retirar la cera de las tablillas, escribir el mensaje y
luego volver a cubrir con cera.
1.1. Contexto y motivacio´n del proyecto
Hasta hace pocos an˜os la criptolog´ıa solo resultaba interesante para agencias de segu-
ridad, gobiernos, grandes empresas y delincuentes. Sin embargo, en poco tiempo, y debido
al ra´pido crecimiento de las comunicaciones electro´nicas, esta ciencia se ha convertido en
un tema central que despierta el intere´s del pu´blico en general. Destaca especialmente el
cambio que ha sufrido la investigacio´n en criptolog´ıa en el u´ltimo tercio del pasado siglo,
ya que ha pasado del tema cla´sico del cifrado y su seguridad a los ma´s actuales campos
de las firmas digitales y los protocolos criptolo´gicos. Dicha variacio´n es una consecuencia
inmediata del impacto de las nuevas tecnolog´ıas en la sociedad, que cada vez demanda
ma´s servicios telema´ticos seguros. As´ı, ante las situaciones de peligro nacidas a ra´ız de
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los nuevos servicios, se hacen necesarias soluciones diferentes.
La aparicio´n de la criptolog´ıa asime´trica o de clave pu´blica ha permitido que se desa-
rrollen una serie de nuevas tecnolog´ıas como firma digital, autentificacio´n de usuarios y
el cifrado de datos sin intercambio previo de secretos (clave privada), que es muy impor-
tante, en general, en comercio electro´nico desde canales inseguros como Internet.
En este trabajo se trata la criptolog´ıa y en especial la criptolog´ıa de clave pu´blica y
el esquema RSA. El trabajo consta de siete cap´ıtulos. En el segundo cap´ıtulo, “Estancia
en pra´cticas”, se hace un breve resumen del trabajo realizado en la empresa durante la
estancia en pra´cticas. En el tercer cap´ıtulo, “Criptolog´ıa”, se presenta una primera visio´n
sobre la criptolog´ıa, la criptograf´ıa y los criptoana´lisis. En el cuarto cap´ıtulo, “Aritme´tica
modular” se hace una introduccio´n a conceptos ba´sicos que en los siguientes cap´ıtulos
sera´n utilizados. En el quinto cap´ıtulo, “Clave privada” se explica el fundamento de este
sistema, junto con una breve cronolog´ıa de la evolucio´n de la criptolog´ıa de clave privada.
Tambie´n se detallan las diferentes te´cnicas donde se aplica este tipo de encriptacio´n.
En el sexto cap´ıtulo, “Clave pu´blica” se desarrolla el mismo procedimiento que en el
cap´ıtulo anterior, aunque sin cronolog´ıa. Sin embargo, se hace ma´s hincapie´ en los tipos
de criptosistemas de clave pu´blica que existen. Por u´ltimo, en el cap´ıtulo se´ptimo, “RSA”,
se estudia ma´s a fondo el criptosistema de clave pu´blica RSA.
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Cap´ıtulo 2
Estancia en pra´cticas
En esta seccio´n vamos a detallar mi estancia en pra´cticas, el objetivo de mi proyecto,
el trabajo realizado en la empresa y el aprendizaje obtenido en ella.
2.1. Empresa
Mi estancia en pra´cticas se ha desarrollado en la empresa PayNoPain. Se trata de
una pequen˜a empresa, situada en uno de los edificios del campus de la Universidad Jau-
me I, la cual proporciona una pasarela de pago por Internet. Ofrece distintos proyectos
vinculados a empresas externas en los cuales predomina el pago seguro por Internet. La
empresa consta de 20 trabajadores e internamente se distribuye por distintos sectores que
representan las a´reas que abarca la empresa.
Durante las 290 horas correspondientes a esta asignatura, yo formaba parte del sector
destinado a la pasarela de pago. Y mi labor all´ı era confeccionar un sistema antifraude.
Es decir, proporcionar seguridad en la relacio´n cliente-banco para que ninguno de los dos
fuese estafado.
La pasarela de pago es un sistema de puntuaciones dina´micas que monitoriza las
transacciones a tiempo real de las procesadoras de pago que trabajan con PayNoPain. Se
dirige principalmente a las casas de apuestas y juegos online. Por lo tanto, debe ser un
medio de transmisio´n seguro entre un usuario que realiza pagos por Internet, bien sea un
usuario de un casino, o de una casa de apuestas por ejemplo, y la entidad bancaria a la
cual esta´ suscrito.
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2.1.1. Transacciones
En esta pasarela se trabaja mediante transacciones. Una transaccio´n financiera es un
acuerdo, comunicacio´n o movimiento llevado a cabo entre un comprador y un vendedor
en la que se intercambian un activo contra un pago. El comprador y el vendedor son
entidades u objetos separados, que generalmente intercambian productos de valor, co-
mo informacio´n, bienes, servicios o dinero. Este tipo de operacio´n se conoce como una
transaccio´n de dos partes, siendo la primera parte la entrega de dinero y la parte segunda
la recepcio´n de bienes.
En cada transaccio´n se recogen los siguientes datos que son almacenados en la base
de datos:
Importe
Identificador de usuario (por cada cliente)
Nu´mero de tarjeta (PAN):
• Banco emisor
• Pa´ıs de emisio´n
• Tipo de tarjeta
Titular de la tarjeta
Moneda
IP
Cliente
2.1.2. Puntuaciones
Cuando un usuario hace una transaccio´n, los datos pertenecientes a la transaccio´n
son evaluados por una serie de reglas, impuestas por la pasarela, que atribuyen una
puntuacio´n a la operacio´n que se va a realizar. Dicha puntuacio´n puede estar en tres
umbrales distintos:
Transaccio´n sin riesgo: no hay sospecha de que la operacio´n sea peligrosa y se realiza
la solicitud al banco para poder efectuar la operacio´n.
Transaccio´n sospechosa: no esta´n seguros de que la operacio´n sea fraudulenta y se
exigen ma´s datos que puedan proporcionar a la operacio´n ma´s fiabilidad, como por
ejemplo, pedir el nu´mero PIN de la tarjeta. Se activa un proceso llamado reglas de
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negocio, que en lugar de aplicar una medida tan restrictiva como es bloquear una
transaccio´n, se buscan otras medidas que no tengan un impacto tan grande en la
facturacio´n.
Transaccio´n frauduenta: se considera la operacio´n como un fraude y no permite
hacer la solicitud al banco. Directamente se rechaza el pago.
Cuantos ma´s puntos se consiguen al evaluarse todas las reglas, ma´s probabilidad de
ser considerada transaccio´n fraudulenta tiene la operacio´n.
Cada cliente, es decir, un casino, una casa de apuestas, etc., elige la importancia que le
atribuye a cada regla dentro de un umbral predefinido por PayNoPain; asigna el umbral
de puntuacio´n que cada regla va a tomar.
2.1.3. Formas de identificarse
En la pasarela de pago hay tres formas de identificarse:
Mediante el nu´mero de tarjeta: el usuario registra su nu´mero de tarjeta.
Mediante IP: se accede a su localizacio´n a trave´s de la IP con la que esta´ conectado
a la pasarela.
Mediante identificador de usuario: cada cliente tiene una lista de sus usuarios, los
cuales se pueden identificar en la pasarela con su identificador propio creado por
ese cliente.
2.1.4. Reglas de puntuacio´n actuales
Las reglas de puntuacio´n que evalu´an una transaccio´n son las siguientes:
Nu´mero de transacciones correctas realizadas con la misma tarjeta en 24 horas.
Nu´mero de transacciones correctas realizadas a trave´s de la misma IP en 24 horas.
Nu´mero de transacciones correctas realizadas por un identificador de usuario ex-
terno con la misma tarjeta en 24 horas.
Nu´mero de transacciones correctas realizadas con la misma tarjeta entre 1 y 90 d´ıas.
Nu´mero de transacciones correctas realizadas a trave´s de la misma IP entre 1 y 90
d´ıas.
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Nu´mero de transacciones correctas realizadas por un identificador de usuario ex-
terno con la misma tarjeta entre 1 y 90 d´ıas.
Nu´mero de transacciones correctas realizadas con la misma tarjeta en un minuto.
Nu´mero de transacciones correctas realizadas a trave´s de la misma IP en un minuto.
Nu´mero de transacciones correctas realizadas por un identificador de usuario ex-
terno con la misma tarjeta en un minuto.
Nu´mero de transacciones incorrectas realizadas con la misma tarjeta en 24 horas.
Nu´mero de transacciones incorrectas realizadas a trave´s de la misma IP en 24 horas.
Nu´mero de transacciones incorrectas realizadas por un identificador de usuario ex-
terno con la misma tarjeta en 24 horas.
Nu´mero de transacciones incorrectas realizadas con la misma tarjeta entre 1 y 90
d´ıas.
Nu´mero de transacciones incorrectas realizadas a trave´s de la misma IP entre 1 y
90 d´ıas.
Nu´mero de transacciones incorrectas realizadas por un identificador de usuario ex-
terno con la misma tarjeta entre 1 y 90 d´ıas.
Frecuencia ma´xima permitida de pagos a trave´s de la misma IP.
Frecuencia ma´xima permitida de pagos con una misma tarjeta.
Nu´mero de pagos semanales superiores a una cantidad determinada siendo esta la
habitual para el tipo de comercio.
Nu´mero de pagos mensuales superiores a una cantidad determinada siendo esta la
habitual para el tipo de comercio.
Nu´mero ma´ximo de tarjetas distintas que pueden ser usadas a trave´s de una misma
direccio´n IP.
Nu´mero ma´ximo de IPs distintas que pueden usar la misma tarjeta.
Importe de una transaccio´n superior a una cantidad determinada.
Tarjetas distintas usadas para un mismo identificador de cliente en los u´ltimos 90
d´ıas.
No coincidencia del pa´ıs emisor de la tarjeta y el pa´ıs de origen de la direccio´n IP.
Uso de Proxy. (Un Proxy, o servidor proxy, en una red informa´tica, es un servidor,
que hace de intermediario en las peticiones de recursos que realiza un cliente a otro
servidor.)
12
Uso de un nodo de la red TOR. (Es una red de comunicaciones distribuida de baja
latencia y superpuesta sobre internet, en la que el encaminamientos de los mensajes
intercambiados entre los usuarios no revela su identidad, es decir, su direccio´n IP y
que mantiene la integridad y el secreto de la informacio´n que viaja por ella.)
Uso sucesivo de tarjetas con numeraciones muy similares o secuenciales.
Coincidencia de algunos de los campos con las listas negras (identificador de usuario,
nu´mero de tarjeta, IP o pa´ıs).
Tarjeta usada por distintos identificadores de usuario en los u´ltimos 90 d´ıas.
Fiabilidad del pa´ıs de procedencia de la transferencia.
IP utilizada por otro usuario en un ma´ximo de tres d´ıas.
Tipo de dispositivo de conexio´n que utiliza el usuario.
Suma en ce´ntimos de los u´ltimos importes en un ma´ximo de 30 d´ıas.
Umbral de puntuacio´n para que una transaccio´n sea sospechosa o fraudulenta.
2.2. Desarrollo del proyecto
La finalidad de mi proyecto era disen˜ar un sistema antifraude con soporte en algorit-
mos y funciones matema´ticas que se basara en la experiencia, es decir, que mediante la
informacio´n almacenada en la base de datos de anteriores transacciones, fuera capaz de
determinar si la nueva transaccio´n era fraudulenta o no, comparando si se asemejaba a
comportamientos anteriormente registrados.
2.2.1. Propuestas de desarrollo del proyecto
Para poder llevar a cabo el proyecto se plantearon dos propuestas: las redes neuronales
o una funcio´n de regresio´n log´ıstica.
Redes neuronales
Las redes neuronales son un sistema de interconexio´n de neuronas que colaboran entre
s´ı para producir un est´ımulo de salida. Su gran intere´s es el aprendizaje que obtienen
gracias al procesamiento automa´tico. Imitan el funcionamiento de las redes neuronales
de los organismos vivos: un conjunto de neuronas conectadas entre s´ı y que trabajan en
conjunto, sin que haya una tarea concreta para cada una. Con la experiencia, las neuronas
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van creando y reforzando ciertas conexiones para aprender algo que se queda fijo en el
tejido.
Su esencia esta´ basada en matema´ticas y estad´ıstica. Se trata de una idea sencilla:
dados unos para´metros hay una forma de combinarlos para predecir un cierto resulta-
do, pero el problema reside en co´mo combinarlos. Encontrar la combinacio´n que mejor
se ajusta es entrenar la red neuronal. Una red ya entrenada se puede usar para hacer
predicciones o clasificaciones, es decir, para aplicar la combinacio´n.
Las redes neuronales tienen la capacidad de aprender mediante una etapa denominada
etapa de aprendizaje. Consiste en proporcionar a la red neuronal datos como entrada al
mismo tiempo que se le indica cua´l es la salida esperada. Adema´s se pueden conseguir
respuestas en tiempo real.
Funcio´n de regresio´n log´ıstica
Una funcio´n de regresio´n simple es un modelo que representa la dependencia lineal de
una variable respuesta y, respecto a otra variable explicativa x.
El nombre de modelo de regresio´n proviene de los trabajos de Galton en biolog´ıa a
finales del siglo XIX. Galton estudio´ la dependencia de la estatura de los hijos (y) respecto
a la de sus padres (x), encontrando lo que denomino´ una regresio´n a la media: los padres
altos tienen, en general, hijos altos, pero, en promedio, no tan altos como sus padres;
los padre bajos tienen hijos bajos, pero, en promedio, ma´s altos que sus padres. Desde
entonces, los modelos estad´ısticos que explican la dependencia de una variable y respecto
de una o varias variables cuantitativas x se denominan modelos de regresio´n.
La regresio´n log´ıstica es una de las te´cnicas estad´ıstico-inferenciales ma´s empleadas en
la produccio´n cient´ıfica contempora´nea. Surge en la de´cada del 60, su generacio´n depend´ıa
de la solucio´n que se diera al problema de la estimacio´n de los coeficientes. El algoritmo
de Walker-Duncan para la obtencio´n de los estimadores de ma´xima verosimilitud vino a
solucionar en parte este problema, pero era de naturaleza tal que el uso de computadoras
era imprescindible.
La identificacio´n del mejor modelo de regresio´n log´ıstica se realiza mediante la com-
paracio´n de modelos utilizando el cociente de verosimilitud, que indica a partir de los
datos de la muestra cuanto ma´s probable es un modelo frente al otro.
El modelo general de regresio´n es la extensio´n para k variables explicativas del modelo
simple para una. En general, una variable respuesta y, depende de muchas otras variables
x1, x2, ..., xn, aunque algunas de estas variables pueden ser no observables o, incluso,
desconocidas para el investigador.
Supondremos que, en el rango de valores de intere´s, la funcio´n f admite una aproxi-
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macio´n lineal, con lo que resulta el modelo de regresio´n mu´ltiple:
y = β0 + β1x1 + ...+ βkxk donde βi ∈ R
Algunos ejemplos donde se utiliza este modelo son:
determinar la influencia sobre el rendimiento de un proceso en funcio´n de la tem-
peratura, la presio´n, la humedad relativa y el tiempo de operacio´n.
explicar la remuneracio´n de los puestos directivos en las empresas espan˜olas en
funcio´n de las caracter´ısticas del individuo que lo ocupa (edad, titulacio´n, an˜os
de experiencia, etc.), del puesto analizado (nu´mero de personas que dependen del
puesto, nivel jera´rquico, etc.), y de la empresa (sector, taman˜o, beneficios, ...).
estudiar la cantidad de lluvia recogida en funcio´n de variables clima´ticas y variables
que describen me´todos artificiales de produccio´n de lluvia mediante iodato de plata.
explicar el rendimiento escolar mediante variables de la escuela (materiales utiliza-
dos, formacio´n y motivacio´n del profesorado, ...), de la familia del estudiante, y de
sus amigos en clase.
Para construir un modelo de regresio´n mu´ltiple, en primer lugar, estableceremos un
conjunto de hipo´tesis respecto a la distribucio´n de la perturbacio´n, y la relacio´n entre
la variable dependiente y las independientes; en segundo lugar, tomaremos una muestra
y estimaremos los para´metros del modelo, construyendo intervalos de confianza para
describir la incertidumbre presente en su estimacio´n; finalmente, se contrastara´ la validez
de las hipo´tesis en que nos hemos basado para realizar la estimacio´n del modelo.
Supondremos que tenemos k variables matema´ticas (x1, x2, ..., xk), y una aleatoria y.
A las variables x se las llama variables explicativas, exo´genas, independientes o regresores,
y a la y, variable explicada, endo´gena, respuesta o dependiente.
Admitiremos que, una observacio´n cualquiera puede escribirse:
yi = β0 + β1x1i + ...+ βkxki
donde cada coeficiente βi mide el efecto marginal sobre la respuesta de un aumento
unitario en xi cuando todas las otras variables permanecen constantes.
Si las variables explicativas pueden estar relacionadas entre s´ı debemos estudiarlas
conjuntamente.
Sea Y una variable dependiente binaria (con dos posibles valores: 0 y 1). Sean un
conjunto de k variables independientes, (X1, X2, ..., Xk), observadas con el fin de prede-
cir/explicar el valor de Y .
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El objetivo consiste en determinar:
P [Y = 1/X1, X2, ..., Xk] 7→ P [Y = 0/X1, X2, ..., Xk] = 1− P [Y = 1/X1, X2, ..., Xk]
Para ello, se construye el modelo P [Y = 1/X1, X2, ..., Xk] = p(X1, X2, ..., Xk; β) don-
de:
p(X1, X2, ..., Xk; β) : R
k −→ [0, 1]
que depende de un vector de para´metros β = (β1, β2, ..., βk).
Con el fin de estimar β = (β1, β2, ..., βk) y analizar el comportamiento del modelo
estimado se toma una muestra aleatoria de taman˜o n dada por (xi, yi)i=1,2,...,n donde
el valor de las variables independientes es xi = (xi1, xi2, ..., xik) e yi ∈ [0, 1] es el valor
observado de Y en el i-e´simo elemento de la muestra.
Como (Y/X1, X2, ..., Xk) ∈ B[1, p(X1, X2, ..., Xk; β)] la funcio´n de verosimilitud viene
dada por:
L[β/(x1, y1), (x2, y2), ..., (xn, yn)] = Π
n
i=1p
yi
i (1− pi)1−yi
donde pi = p(xi; β) = p[(xi1, xi2, ..., xik); β]i=1,2,...,n
El modelo log´ıstico establece la siguiente relacio´n entre la probabilidad de que ocurra
el suceso, dado que el individuo presenta los valores (X1 = x1, X2 = x2, ..., Xk = xk):
P [Y = 1/x1, x2, ..., xk] =
1
1+e(−β0−β1x1−β2x2−...−βkxk)
El objetivo es hallar los coeficientes (β0, β1, ..., βk) que mejor se ajusten a la expresio´n
funcional.
Se conoce como ratio de riesgo al cociente de probabilidades:
P [Y=1/X1,X2,...,Xk]
1−P [Y=1/X1,X2,...,Xk] =
p(X1,X2,...,Xk;β)
1−p(X1,X2,...,Xk;β) = e
β1+β2x2+...+βkxk
se toma como primera variable explicativa la variable constante que vale 1.
Tomando logaritmos neperianos en la expresio´n anterior, se obtiene una expresio´n
lineal para el modelo:
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L[P (Y = 1)] = Ln[ P [Y=1/X1,X2,...,Xk]
1−P [Y=1/X1,X2,...,Xk] ] = β1 + β2X2 + ...+ βkXk
Esta funcio´n log´ıstica antes descrita es la utilizada en los ca´lculos para predecir si la
transaccio´n era fraudulenta o no.
2.2.2. PHP
En PayNoPain utilizan como lenguaje de programacio´n PHP y su filosof´ıa de trabajo
esta´ basada en el desarrollo tipo TDD. Ambos conceptos eran desconocidos para mi ya
que anteriormente no hab´ıa trabajado con ellos.
PHP es un lenguaje de scripting de propo´sito general y de co´digo abierto que esta´ es-
pecialmente pensado para el desarrollo web y que puede ser implementado en pa´ginas
HTML. Pretende facilitar a los desarrolladores web la escritura de forma dina´mica y
ra´pida de pa´ginas web.
La filosof´ıa TDD (Text-driven development) tambie´n conocido como desarrollo guiado
por pruebas de software, es una pra´ctica de ingenier´ıa del software que involucra otras
dos pra´cticas: escribir los casos primero y refactorizar. Primero se escribe un caso del
problema que quieres solucionar y se comprueba que el caso fallan. Luego, se implementa
el co´digo necesario para hacer que el primer caso pase satisfactoriamente y cuando esto
sucede, se refactoriza el co´digo escrito. Refactorizar el co´digo significa limpiar el co´digo
sin modificar su funcionalidad, pretendiendo conseguir una consistencia interna y mayor
claridad en el co´digo.
La idea de la filosof´ıa TDD es lograr un co´digo limpio que funcione, es decir, que
los requisitos sean traducidos a casos y as´ı, cuando todos los casos posibles que tiene el
problema que queremos solucionar pasen como satisfactorios se garantizara´ que el software
cumple con los requisitos que se han establecido.
El ciclo que sigue siempre esta filosof´ıa es:
1. Elegir un requisito: se elige de una lista el requerimiento que se cree que nos dara´ ma-
yor conocimiento del problema y que a la vez sea fa´cilmente implementable. Se suele
empezar con los casos base de los programas.
2. Escribir una prueba: se escribe una prueba para el requisito anteriormente imple-
mentado.
3. Verificar que la prueba falla: si la prueba no falla es porque el requisito ya esta´ an-
teriormente implementado o porque la prueba es erro´nea.
4. Escribir la implementacio´n: escribir el co´digo ma´s sencillo que haga que la prueba
pase satisfactoriamente.
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5. Ejecutar las pruebas automatizadas: verificar si todo el conjunto de pruebas fun-
cionan correctamente.
6. Eliminacio´n de duplicacio´n: refactorizar el co´digo para poderlo hacer ma´s simple y
ma´s legible.
7. Actualizacio´n de la lista de requisitos: actualizar la lista de requisitos omitiendo el
ya implementado.
Para poder trabajar estos conceptos, hice algunos ejercicios, como por ejemplo: hacer
conversiones de nu´meros a nu´meros romanos.
2.2.3. Base de datos
Los datos necesarios para mi proyecto se encuentran en la base de datos de pruebas
correspondiente a las transacciones. En ella podemos encontrar los siguientes campos:
id: clave principal que identifica al usuario en su base de datos.
cli id: identificador del cliente
ext id: identificador del usuario dentro del cliente.
ord id: identificador del co´digo de la orden que el banco le ha atribuido a la opera-
cio´n.
card pan: nu´mero pan de la tarjeta encriptado, aunque se puede desencriptar.
card hash: nu´mero pan de la tarjeta encriptado, a partir del card pan con un hash.
card expire: fecha de caducidad de la tarjeta.
card holder: propietario de la tarjeta.
card country: pa´ıs de expedicio´n de la tarjeta segu´n el co´digo ISO 3166
card type: tipo de tarjeta.
card bin: seis primeros d´ıgitos de la tarjeta que proporcionan el banco de donde
procede, el pa´ıs y el propietario.
merchant code: co´digo que proporciona el banco que representa al cliente, es decir,
cuando vas a crear una relacio´n de transferencias con un cliente por Internet, el
banco te proporciona un identificador directo de las transacciones con un cliente
determinado.
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response code: co´digo que se atribuye a la respuesta que el banco ha proporciona-
do sobre ese movimiento. Es decir, si esta´ bien o no y en caso de no estar bien,
representan el porque´ falla. Son co´digos universales para todos los bancos.
authorisation code: co´digo de autorizacio´n que proporciona el banco. Son u´nicos,
pero cada seis meses pierden su caducidad.
date created: fecha y hora de creacio´n de la transaccio´n.
amount: cantidad en ce´ntimos.
currency: tipo de moneda de pago.
type: co´digo de tipo de pago.
secure: nu´mero binario que representa la utilizacio´n de PIN en la transaccio´n.
risk: nu´mero binario que representa si la transaccio´n ha sido considerada de riesgo.
fraud: nu´mero binario que representa si la transaccio´n ha sido considerada de fraude.
fraud score: puntuacio´n obtenida tras evaluar las reglas puntuales antifraude.
fraud rules: reglas que han obtenido una puntuacio´n elevada y han producido la
puntuacio´n de fraude.
remote address: IP desde donde el usuario efectu´a el pago.
test: nu´mero binario que representa si la transaccio´n esta´ en modo prueba o no.
status: representa el estado de la operacio´n tras realizar todos los pasos. Si es 1
quiere decir que la pasarela ha cobrado y la transaccio´n ha ido bien; por el contrario,
si es 0, puede haber sido considerado el pago como un fraude o simplemente ha sido
incorrecto.
Para poder trabajar con la base de datos hac´ıa consultas SQL para poder obtenerlos.
Las consultas SQL son la forma de recuperar la informacio´n que nos interesa de una base
de datos.
2.2.4. Perfiles
En el proyecto se distingu´ıan tres perfiles distintos: perfil usuario, perfil cliente o perfil
PayNoPain. Estos perfiles indicaban los datos que se iban a considerar como experiencia.
Cuando se realiza una transaccio´n nueva se comprueba que el identificador ya per-
tenezca a la base de datos, en ese caso, se considera el perfil usuario como perfil de
experiencia. En caso de que no aparezca en la base de datos, se asumira´ como experiencia
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el perfil de cliente, es decir, se comparara´ con el comportamiento habitual registrado en
ese comercio. En caso de no tener constancia de que el comercio ha trabajado con la
pasarela, se considerara´ el perfil PayNoPain que recoge la experiencia de toda la base de
datos.
A continuacio´n pasamos a detallar las reglas correspondientes a cada perfil.
Perfil usuario
Las consideraciones que se tienen en este perfil son las siguientes:
Relacio´n entre el nu´mero de transacciones almacenadas en la base de datos rela-
cionadas con el usuario y la cantidad de transacciones que se han realizado con la
tarjeta de la nueva transaccio´n, de la nueva entrada.
Distancia entre el pa´ıs en el que se ha realizado el pago y el pa´ıs de procedencia de
la tarjeta.
Diferencia en minutos entre la hora de la transaccio´n y la hora punta habitual
para el usuario. Se considerara´n cuatro franjas horarias en las 24 horas del d´ıa y
por tanto, se considerara´n cuatro horas punta distintas. Se evaluara´ a que´ franja
horaria pertenece cada transaccio´n y se calculara´ la diferencia en minutos.
Diferencia entre las transacciones realizadas en un plazo de tiempo, sea un mes o
un d´ıa, y el nu´mero de transacciones que el cliente considera que son habituales
para ese periodo de tiempo.
Diferencia entre el dinero gastado en un plazo de tiempo, sea un mes o un d´ıa, y el
dinero que el cliente considera que es habitual gastar en ese periodo de tiempo.
Relacio´n entre todas las transacciones que ha realizado y las transacciones que han
sido realizadas mediante una cantidad habitual.
Relacio´n entre la cantidad de transacciones que ha realizado el usuario y las que
han sido consideradas de riesgo.
Relacio´n entre la cantidad de transacciones que ha realizado el usuario y las que
han sido consideradas de fraude.
Fiabilidad del dispositivo utilizado para realizar el pago, es decir, se considera ma´s
fiable si se trata de un dispositivo mo´vil; por el contrario, si se trata de un ordenador,
la transaccio´n pierde fiabilidad.
Fiabilidad del tipo de red utilizado para realizar la transaccio´n. Se considera menos
fiable si la red es considerada de tipo TOR.
Fiabilidad de la operacio´n, es decir, se considera ma´s fiable si en la operacio´n se ha
requerido el nu´mero PIN.
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Perfil cliente
Las consideraciones que se tienen en este perfil son las siguientes:
Relacio´n entre el nu´mero de transacciones almacenadas en la base de datos rela-
cionadas con el cliente y la cantidad de transacciones que se han realizado con la
tarjeta de la nueva transaccio´n, de la nueva entrada.
Distancia entre el pa´ıs en el que se ha realizado el pago y el pa´ıs de procedencia de
la tarjeta.
Diferencia en minutos entre la hora de la transaccio´n y la hora punta habitual
para el cliente. Se considerara´n cuatro franjas horarias en las 24 horas del d´ıa y
por tanto, se considerara´n cuatro horas punta distintas. Se evaluara´ a que´ franja
horaria pertenece cada transaccio´n y se calculara´ la diferencia en minutos.
Relacio´n entre todas las transacciones que ha realizado y las transacciones que han
sido realizadas mediante una cantidad habitual.
Fiabilidad del dispositivo utilizado para realizar el pago, es decir, se considera ma´s
fiable si se trata de un dispositivo mo´vil; por el contrario, si se trata de un ordenador,
la transaccio´n pierde fiabilidad.
Fiabilidad del tipo de red utilizado para realizar la transaccio´n. Se considera menos
fiable si la red es considerada de tipo TOR.
Fiabilidad de la operacio´n, es decir, se considera ma´s fiable si en la operacio´n se ha
requerido el nu´mero PIN.
Perfil PayNoPain
Las consideraciones que se tienen en este perfil son las siguientes:
Relacio´n entre el nu´mero de transacciones almacenadas en la base de datos y la
cantidad de transacciones que se han realizado con la tarjeta de la nueva transaccio´n,
de la nueva entrada.
Distancia entre el pa´ıs en el que se ha realizado el pago y el pa´ıs de procedencia de
la tarjeta.
Fiabilidad del dispositivo utilizado para realizar el pago, es decir, se considera ma´s
fiable si se trata de un dispositivo mo´vil; por el contrario, si se trata de un ordenador,
la transaccio´n pierde fiabilidad.
Fiabilidad del tipo de red utilizado para realizar la transaccio´n. Se considera menos
fiable si la red es considerada de tipo TOR.
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Fiabilidad de la operacio´n, es decir, se considera ma´s fiable si en la operacio´n se ha
requerido el nu´mero PIN.
2.2.5. R
R es un programa matema´tico usado para ca´lculos estad´ısticos. Para nosotros era de
gran importancia porque una vez introducidos los datos en un formato muy particular
obten´ıamos inmmediatamente la funcio´n de regresio´n log´ıstica. Aunque puede ser imple-
mentado en Python con el fin de no llamar a R. Por tanto, deb´ıamos adaptar los datos
obtenidos en la base de datos e introducirlos en el programa.
Adema´s, este programa dispone de un mo´dulo espec´ıfico para realizar las regresiones
log´ısticas, este mo´dulo es el R Commander. As´ı pues, una vez obtenidos los datos e intro-
ducidos en el programa R Commander se pod´ıan realizar estudios sobre regresiones. Fue
gratificante ver que realmente predec´ıa que las transacciones almacenadas como fraude
ten´ıa una probabilidad muy alta de ser fraude, es decir, hac´ıa las predicciones bien y
pod´ıa utilizar este programa con esta metodolog´ıa para mi proyecto.
Antes de poder confirmar que, efectivamente, era una buena opcio´n utilizar este pro-
grama, hicimos pruebas con varios usuarios y varios perfiles y as´ı poder cerciorarnos de
que los resultados eran buenos. De esta forma pod´ıamos predecir para una nueva entrada,
mediante las variables que el programa calculaba basa´ndose en los datos que le hab´ıamos
introducido, si resultaba ser una transaccio´n fraudulenta o no.
2.2.6. Consultas
A la hora de implementar las consultas para obtener los datos de la base de datos, nos
dimos cuenta que muchas de las caracter´ısticas que hab´ıamos considerado en los perfiles
no eran viables y proporcionaban poca informacio´n. Adema´s, tambie´n nos percatamos
que realmente eran necesarias las mismas consultas para los tres perfiles distinguiendo
u´nicamente de quie´n quer´ıamos obtener los datos, es decir, si los datos quer´ıamos que
fueran de un usuario u´nicamente, o de un cliente o, por el contrario, quer´ıamos los datos
de toda la base de datos.
Para obtener todos los datos necesarios para los perfiles hicimos esta serie de consultas:
Identificador en la base de datos.
Nu´mero de transacciones realizadas, que se han almacenado hasta ese momento en
la base de datos.
Binario que indica si en la transaccio´n se ha utilizado PIN.
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Nu´mero de transacciones almacenadas hasta ese momento en la base de datos que
han utilizado PIN.
Binario que indica si la transaccio´n ha sido considerada de riesgo.
Binario que indica si la transaccio´n ha sido considerada de fraude.
Nu´mero de transacciones almacenadas hasta ese momento en la base de datos que
han sido consideradas de riesgo.
Nu´mero de transacciones almacenadas hasta ese momento en la base de datos que
han sido consideradas de fraude.
Cantidad de dinero perteneciente ha cada transaccio´n.
Cantidad de dinero ma´s veces utilizada segu´n todas las cantidades almacenadas
hasta ese momento en la base de datos.
Nu´mero de transacciones realizadas almacenadas hasta ese momento en la base de
datos con la cantidad utilizada en la nueva transaccio´n.
Cantidad de dinero, almacenada hasta ese momento en la base de datos, gastado
en un mes.
Cantidad de dinero, almacenada hasta ese momento en la base de datos, gastado
en un d´ıa.
Cantidad de dinero considerada, almacenada hasta ese momento en la base de datos,
que se preve´ gastar en un mes.
Cantidad de dinero considerada, almacenada hasta ese momento en la base de datos,
que se preve´ gastar en un d´ıa.
Tarjeta utilizada en cada transaccio´n.
Nu´mero de tarjetas distintas utilizadas, almacenadas hasta ese momento en la base
de datos.
Nu´mero de transacciones que se han realizado, almacenadas hasta ese momento en
la base de datos, con la tarjeta utilizada en la nueva transaccio´n.
Diferencia en minutos entre la hora considerada como hora habitual, segu´n las horas
almacenadas hasta el momento en la base de datos, y la hora a la que se realiza
cada transaccio´n.
Distancia en kilo´metros entre el pa´ıs de expedicio´n de la tarjeta y el pa´ıs de proce-
dencia de la IP mediante la cual se ha realizado el pago.
Diferencia entre la cantidad perteneciente a cada transaccio´n y la cantidad consi-
derada como cantidad habitual.
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Diferencia entre la cantidad de dinero que se ha gastado en un d´ıa para cada transac-
cio´n y la cantidad prevista que en un d´ıa se debe gastar.
Diferencia entre la cantidad de dinero que se ha gastado en un mes para cada
transaccio´n y la cantidad prevista que en un mes se debe gastar.
Nu´mero de transacciones realizadas con la cantidad considerada como cantidad
habitual.
Relacio´n entre el nu´mero de transacciones consideradas como transaccio´n de riesgo
y el nu´mero de transacciones realizadas.
Relacio´n entre el nu´mero de transacciones consideradas como transaccio´n de fraude
y el nu´mero de transacciones realizadas.
Relacio´n entre el nu´mero de transacciones en las que se ha utilizado PIN y el nu´mero
de transacciones realizadas.
Relacio´n entre el nu´mero de tarjetas distintas utilizadas y el nu´mero de transaccio-
nes realizadas.
Relacio´n entre el nu´mero de transacciones realizadas con la tarjeta de la nueva
transaccio´n y el nu´mero de transacciones realizadas.
Relacio´n entre el nu´mero de transacciones realizadas con la cantidad de dinero
perteneciente a la nueva transaccio´n y el nu´mero de transacciones realizadas.
2.2.7. Utilizacio´n de los datos
Con todos estos datos obtenidos mediante las consultas, se creo´ un documento tipo
txt para poderlo procesar con el programa R.
Por falta de tiempo no se pudo implementar el script que realizase los ca´lculos, me-
diante este documento antes convertido, en el programa R. Aunque cabe destacar que,
una alternativa a la creacio´n de este script podr´ıa ser la resolucio´n del problema median-
te una funcio´n de mı´nimos cuadrados que nos calculase las mismas variables que R nos
puede calcular.
Siendo que la parte experimental con el R estaba probada, la implementacio´n del script
puede ser abordada por un informa´tico ya que, antes de terminar mi estancia en pra´cticas,
configure´ un tutorial sobre los pasos necesarios en el programa R y R Commander para
poder hacer los ca´lculos.
El objetivo de mi proyecto fue alcanzado ya que encontre´ la forma de poder predecir
mediante la experiencia, si se trataba de una transaccio´n fraudulenta o no.
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2.3. Aprendizaje del proyecto
Durante mi estancia en pra´cticas he aprendido conceptos que antes desconoc´ıa, como
puede ser la programacio´n en PHP o la metodolog´ıa TDD. Adema´s, asist´ı a los cursos
de formacio´n que la propia empresa ofertaba y aprend´ı a refactorizar co´digos y poderlos
hacer ma´s legibles y ma´s claros.
He tenido una buena experiencia en la empresa y junto a nuevos conocimiento tambie´n
he adquirido amistades nuevas con los compan˜eros y un poco ma´s de pra´ctica jugando al
ping-pong.
2.4. Motivacio´n para el TFG
Cuando se realiza una transaccio´n comercial a trave´s de Internet, la informacio´n que
contiene la tarjeta de cre´dito se codifica electro´nicamente, a fin de proteger la identidad
del cliente y la integridad de la transaccio´n.
Dado que parte de los datos que se almacenan en la base de datos han de estar
encriptados hemos decidido realizar nuestro trabajo sobre criptolog´ıa, y en particular,
nos centraremos en el RSA.
Adema´s veremos co´mo usar el RSA como firma digital y hacer ma´s segura la comu-
nicacio´n, mejorando el sistema antifraude.
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Cap´ıtulo 3
Criptolog´ıa
En alguna ocasio´n debes haber querido enviar un mensaje a un amigo y deseado que
ningu´n intruso conozca el contenido. En alguna otra ocasio´n, incluso tu´ mismo has sido el
intruso que intentaba descubrir el contenido de mensajes. Los seres humanos, a trave´s de
la historia, han inventado mecanismos para proteger los mensajes y ponerlos a salvo del
ataque de instrusos. Y, como intrusos, tambie´n han utilizado su inteligencia para descifrar
mensajes supuestamente bien protegidos. No poco esfuerzo se invierte en esta tarea, ya
que muchas veces, lo que se desea proteger es de gran valor, como la identidad de un ser
humano, la seguridad de una transaccio´n comercial o el posicionamiento de un eje´rcito
en una guerra mundial. La ciencia que protege y pone al descubierto la informacio´n es la
criptolog´ıa.
En la historia universal hay eventos en los que la criptolog´ıa ha jugado roles de trans-
cendental importancia. Durante la segunda guerra mundial, los Estados Unidos usaron
el lenguaje de los indios navajos, con traductores navajos, para enviar mensajes a los co-
mandos en el frente del Pac´ıfico. Ni japoneses ni alemanes pudieron descifrar la compleja
sintaxis del lenguaje. Tambie´n es conocido que durante la guerra mundial, la inteligen-
cia brita´nica, con ayuda del espionaje checoslovaco, fue capaz de descifrar los mensajes
codificados del alto comando alema´n a la flota del Atla´ntico.
En esta seccio´n vamos a desarrollar el fundamento teo´rico que hemos trabajado en este
proyecto. Nos vamos a centrar en hablar sobre la criptolog´ıa, la encriptacio´n de claves, el
tipo de encriptacio´n que puede haber segu´n la clave y me centrare´ en el RSA.
3.1. Introduccio´n
La criptolog´ıa es la ciencia que estudia los criptosistemas, o tambie´n conocidos como
los sistemas critogra´ficos o co´digos secretos, es decir, es la disciplina cient´ıfica que estudia
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la escritura secreta, mensajes que, al ser procesados de cierta manera, se convierten
en dif´ıciles o imposibles de leer por entidades no autorizadas. Dentro de esta ciencia,
se distinguen dos ramas fundamentales, que son: la criptograf´ıa y el criptoana´lisis. La
criptograf´ıa se encarga de concebir e implementar los criptosistemas. El criptoana´lisis se
constituye por me´todos que se encargan de romper los criptosistemas.
La criptolog´ıa tienen una historia milenaria y sus inicios se pierden en el alba de la
civilizacio´n. Se ha rastreado su origen en incripciones funerarias egipcias en las que la
escritura jerogl´ıfica habitual era substituida por otra diferente. Sin embargo, el propo´sito
no era propiamente criptogra´fico, sino una especie de juego o desaf´ıo al lector.
Cabe destacar, que inscripciones con el mismo cara´cter esote´rico para iniciados, han
seguido emplea´ndose a lo largo de la historia en epitafios funerarios, as´ı como en dife-
rentes propuestas de escritura secreta. Adema´s, numerosos literatos, como por ejemplo
Casanova, Allan Poe, ..., eran cripto´logos aficionados y dejaban constancia en sus obras
de diversos me´todos de cifrado.
3.2. Criptograf´ıa
El primer me´todo de criptograf´ıa conocido, data del siglo V a.C. y era conocido como
“Esc´ıtala”, un sistema de criptolog´ıa utilizado por los e´foros espartanos para el env´ıo de
mensajes secretos. El sistema consist´ıa en dos varas del mismo grosor que se entregaban
a los participantes de la comunicacio´n. Para enviar un mensaje se enrollaba una cinta
de espiral a uno de los bastones y se escrib´ıa el mensaje longitudinalmente, as´ı en cada
vuelta de cinta aparec´ıa una letra cada vez. Una vez escrito el mensaje, se desenrollaba
la cinta y se enviaba al receptor, que so´lo ten´ıa que enrollarla a la vara gemela para leer
el mensaje original. Aunque el mensajero fuera atrapado, el mensaje seguir´ıa estando
protegido por el cifrado que lo defin´ıa.
El objetivo cla´sico de la criptograf´ıa es el intercambio de mensajes a trave´s de un
canal seguro. Tradicionamente tal objetivo se consegu´ıa ponie´ndose, a priori, de acuerdo
emisor y receptor en una cierta informacio´n secreta, la clave o llave, que permita cifrar
los mensajes anteriores.
Los sistemas criptogra´ficos clasicos, hoy denominados de clave privada se revelaron
insuficientes o inadecuados para las nuevas necesidades; por ello, aparecieron los denomi-
nados sistemas criptogra´ficos de clave pu´blica. Son estos los que necesitan un substrato
matema´tico ma´s fuerte y los ma´s estudiados.
Claude Shannon, conocido como el padre de la Teor´ıa de la Informacio´n, se ocupo´ del
problema de la Criptograf´ıa. Para e´l, la Teor´ıa de la Informacio´n y la Criptograf´ıa esta´n
relacionados y por eso, lo que estudio´ fueron los sistemas criptogra´ficos desde el punto
de vista de la Teor´ıa de la Informacio´n. La hipo´tesis que predominaba en sus trabajos
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era, que el adversario que eventualmente intercepta el canal, tiene una cantidad ilimitada
de conocimientos y capacidad de ca´lculo. Con esta hipo´tesis, demuestra la existencia de
criptosistemas incondicionalmente seguros, como son los sistemas de secreto perfecto,
donde el taman˜o de la clave es al menos tan grande como el del mensaje intercambiado
y adema´s se utiliza una u´nica vez, este tipo de sistemas tienen llaves de un solo uso.
Los criptosistemas de cave pu´blica esta´n basados en la Teor´ıa de la Complejidad
Computacional y tratan de conseguir que el descifrado del mensaje secreto resulte im-
posible en la pra´ctica, a menos de poseer una cierta informacio´n suplementaria que solo
posee el receptor legal.
La criptolog´ıa cubre hoy en d´ıa objetivos distintos sobre la transmisio´n secreta de
informacio´n a diferencia de los objetivos cla´sicos. Este tipo de aplicaciones se engloban
dentro de lo que se denominan protocolos criptogra´ficos.
Un protocolo es un conjunto bien definido de etapas, en las que dos o ma´s personas
se implican y acuerdan realizar una tarea espec´ıfica. Un protocolo criptogra´fico es un
protocolo que utiliza como herramienta algu´n algoritmo criptogra´fico.
Algunos de estos protocolos son:
Protocolos de Autentificacio´n: el concepto de autentificacio´n puede aludir al mensa-
je tratando de garantizar que e´ste no ha sido alterado (autentificacio´n de mensaje)
o a la identidad del remitente (autentificacio´n de usuario). La identificacio´n del
usuario puede ser directa, comprobando una caracter´ıstica propia de aquel, como
la firma digital o, por el contrario, indirecta, donde el usuario demuestra estar en
posesio´n de una pieza secreta de informacio´n.
Protocolos para compartir secretos: distribuir un cierto secreto entre un conjunto P
de participantes de forma que ciertos subconjuntos prefijados de P puedan, uniendo
sus participaciones, recuperar dicho secreto.
Pruebas de conocimiento cero: permite a un individuo convencer a otro de que posee
una cierta informacio´n sin revelarle nada sobre el contenido de la misma.
Transacciones electro´nicas seguras: permite realizar de forma electro´nicamente se-
gura las operaciones bancarias habituales: firma electro´nica de contratos, etc.
Elecciones electro´nicas: permite realizar un proceso electoral electro´nicamente, ga-
rantizando la deseable privacidad de cada votante y la imposibilidad de fraude.
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3.3. Criptosistemas
Los criptosistemas pretenden modificar (enmascarar) el mensaje a enviar, de manera
que resulte ininteligible para un eventual interceptor, pero permitiendo que el leg´ıtimo
receptor del mismo pueda, con un esfuerzo razonable, recuperar la informacio´n original.
Para conseguir esto, la criptograf´ıa recurre a te´cnicas matema´ticas ma´s o menos sofisti-
cadas.
Un criptosistema es una terna (M, C,K), donde:
M es el conjunto de mensajes originales (o en claro);
C es el conjunto de mensajes cifrados;
K es un conjunto finito de llaves (o claves);
junto con dos funciones:
Cifrado: c :M×K → C
Descifrado: d : C × K →M
tales que d(c(M, k)) = M para todo (M, k) ∈M×K.
Un elemento M del conjunto M se denomina habitualmente mensaje en claro y es
una sucesio´n finita de signos o letras de un cierto alfabeto A. El resultado de aplicar a M
la funcio´n c de cifrado da lugar a un mensaje cifrado C, que es tambie´n una coleccio´n de
signos en un segundo alfabeto B. La funcio´n c depende de un para´metro o llave k ∈ K.
El mensaje original M se recupera a partir de C mediante la funcio´n d de descifrado.
Como hemos comentado anteriormente, el propo´sito del criptosistema es descubrir el
contenido del mensaje cifrado y/o de la llave empleada, adema´s de alterar o perturbar
el proceso de comunicacio´n. Los tipos de ataques que un criptosistema puede realizar se
engloban en dos tipo:
Activos: el criptoanalista lleva a cabo actividades que perjudican a la comunicacio´n,
por ejemplo, hacerse pasar por un transmisor autorizado, intentar substituir el
mensaje por otro distinto, etc.
Pasivos: el criptoanalista se limita, a partir de un mensaje cifrado C, a intentar
recuperar el mensaje en claro M o conseguir la clave k . Estos ataques pueden
clasificarse en tres grupos:
• ataque a texto cifrado conocido: el atacante conoce solamente cierta cantidad
de texto cifrado;
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• ataque a texto claro conocido: el criptoanalista conoce cierta cantidad de texto
claro y su correspondiente cifrado;
• ataque a texto claro elegido: el criptoanalista puede elegir de forma arbitraria
un texto claro y obtener su correspondiente cifrado.
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Cap´ıtulo 4
Aritme´tica modular
En esta seccio´n vamos a introducir la aritme´tica modular y los conceptos relacionados
que sera´n necesarios a lo largo de la memoria.
La aritme´tica modular es tambie´n conocida por la aritme´tica del reloj por su analog´ıa
con el comportamiento de un reloj con sus horas. Cuando a las 10 de la man˜ana se
le agregan 5 horas se llega a las 3 de la tarde, es decir 10 + 5 = 3. Tambie´n si a las
2 de la tarde se le quitan 4 horas, el resultado es las 10, lo que equivale a decir que
2 − 4 = 10. Esta aritme´tica del reloj se le llama ma´s generalmente aritme´tica mo´dulo
12 y se realiza dentro del conjunto Z12 = {0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11} cuyos elementos
se llaman enteros mo´dulo 12. En realidad, cualquier nu´mero entero es equivalente a un
entero mo´dulo 12 que se obtiene como el residuo (nunca negativo) de la divisio´n entera
por 12. Por ejemplo, 29 es equivalente a 5 mo´dulo 12 y se escribe como 29 ≡ 5 (mod 12),
porque al dividir 29
12
da resto 5. Esto tambie´n se expresa como mod(29, 12) = 5.
Esto es un ejemplo de un caso particular de la aritme´tica modular. Veremos detalla-
damente todo lo que la aritme´tica modular conlleva.
4.1. Congruencia de nu´meros enteros
Definicio´n 1. Se llama relacio´n de equivalencia sobre un conjunto A a cualquier relacio´n
R entre sus elementos que verifica las siguientes propiedades:
1. Reflexiva: aRa, para cualquier a ∈ A.
2. Sime´trica: si a, b ∈ A y aRb entonces bRa.
3. Transitiva: si a, b, c ∈ A y aRb y bRc, entonces aRc.
33
Una relacio´n R sobre un conjunto A produce una particio´n del conjunto en subconjun-
tos disjuntos, llamados clases de equivalencia, cada uno de ellos formado por elementos
que esta´n relacionados entre s´ı. Esta particio´n se representa por A/R y se llama conjunto
cociente.
Definicio´n 2. Dado un nu´mero entero fijo p > 1 y dos nu´meros enteros cualesquiera
a, b ∈ Z, se dice que a es congruente con b mo´dulo p, y se indica como a ≡ b (mod p), si
p|(a− b).
Es fa´cil ver que a ≡ b (mod p) si y solo si coinciden los restos de dividir los nu´meros
a y b por p, que se llaman residuos mo´dulo p. En mo´dulo p los posibles residuos son:
0, 1, 2, ..., p − 1. Por continuar con el ejemplo anterior, si a = 29, b = 5 y p = 12, 29 ≡
5 (mod 12) porque mod(29, 12) = 5 y mod(5, 12) = 5.
Propiedades 1. La relacio´n de congruencia mo´dulo p > 1 verifica las siguientes propie-
dades:
1. Reflexiva: a ≡ a (mod p), para todo a ∈ Z.
2. Sime´trica: a ≡ b (mod p) → b ≡ a (mod p).
3. Transitiva: a ≡ b (mod p) y b ≡ c (mod p) → a ≡ c (mod p).
Por verificarse estas tres propiedades, sabemos que la relacio´n de congruencias es una
relacio´n de equivalencia.
4.1.1. El conjunto Zp
Cada clase del conjunto cociente de Z por la relacio´n de congruencia mo´dulo p esta´ for-
mada por todos los nu´meros enteros con el mismo residuo mo´dulo p. Puesto que hay p
posibles residuos, habra´ p clases distintas, cada una de ellas asociada a un residuo r,
0 ≤ r ≤ p− 1, y que se representa por [rp], r¯p o´ r¯ si no hay lugar a error. El conjunto de
todas las clases se representa por Zp, es decir:
Zp = {0, 1, 2, ..., p− 1} donde r¯ = {a ∈ Z | a ≡ r(mod p)} = {np+ r | n ∈ Z}
4.2. Adicio´n, substraccio´n y multiplicacio´n
Sea N ∈ Z>0, la suma, la resta y la multiplicacio´n en ZN son muy sencillas, basta
con realizar la operacio´n usual en Z y quedarnos con el resto mo´dulo N . Veamos algunos
ejemplos.
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En Z13 el producto 8× 11 = 10 ya que 8× 11 = 88 y 8813 tiene de resto 10.
Con la resta se sigue el mismo procedimiento excepto cuando el resultado es negativo,
por ejemplo, 5 − 10 = 8 porque 5 − 10 = −5, pero tenemos que ver ese −5 a que´ clase
corresponde para poder estar dentro del cuerpo Z13, es decir, buscamos el nu´mero 13− 5
que es 8.
Esto ocurre porque no hay nu´meros negativos, todos los nu´meros en ZN son negativos
y positivos a la vez. Todo nu´mero en este sistema es siempre el negativo de otro. En
a+ b = 0, a es el negativo de b y b es el negativo de a. Por ejemplo, para efectuar 3− 8,
en Z12, a 3 le sumamos el negativo de 8 que es 4. Por tanto, 3−8 = 3+ (−8) = 3 + 4 = 7.
4.3. Residuos de operaciones aritme´ticas
Dado un nu´mero entero p > 1, si a ≡ α (mod p) y b ≡ β (mod p), entonces:
(a+ b) ≡ (α + β) (mod p) ab ≡ αβ (mod p) ab ≡ αb (mod p)
No es cierto, en general, que ab ≡ αβ (mod p).
Simplificacio´n de congruencias de productos
Si mcd(c, p) = 1 entonces: ac ≡ bc (mod p) → a ≡ b (mod p)
En general: ac ≡ bc (mod p) → a ≡ b (mod p
mcd(c,p)
)
4.4. Divisio´n
Definicio´n 3. Se llaman divisores de cero a cualquier a¯, b¯ ∈ Zp, con a¯ 6= 0¯ 6= b¯, tales que
a¯ · b¯ = 0¯.
Teorema 1. Existen divisores de cero en Zp si y solo si p no es primo.
Definicio´n 4. Se dice que a¯ ∈ Zp es un elemento inversible o unidad si existe b¯ ∈ Zp tal
que a¯ · b¯ = 1¯, y se indica a¯−1 = b¯ y a−1 para referirse a cualquier elemento de la clase.
Ejemplo 1. El inverso de a = 4 en R es b = 1
4
porque a× b = 4× 1
4
= 1. El inverso del
entero 4 es el decimal 1
4
.
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Esto es una anomal´ıa que no queremos que suceda en Zp. Queremos que en ZN los
inversos de los elementos de ZN este´n en ZN , como sucede con los nu´meros negativos,
pero esto no siempre es as´ı. Por ejemplo, en Z9 = {0, 1, ..., 8}, ningu´n elemento es inverso
de 3, porque ningu´n nu´mero multiplicado por 3 dara´ 1 (3 es divisor de cero). Tendra´ que
dar 10 para que al hacerlo mo´dulo 9 de´ 1, y este entero no existe. Sin embargo, 2×5 = 1,
as´ı pues, el 5 es el inverso del 2 y al contrario. Podemos afirmar que en Z9, el 2 es
inversible, es decir, tiene inverso y su inverso es 2−1 = 5.
La divisio´n a
b
la entendemos como a× b−1, es decir, multiplicamos a por el inverso de
b.
Los elementos de Z9 invertibles son 1, 2, 4, 5, 7 y 8. El resto, 0, 3, 6, no son invertibles,
porque comparten factores con el mo´dulo 9. Los elementos invertibles no comparten
factores o divisores con el mo´dulo. Podemos as´ı afirmar el siguiente resultado:
Teorema 2. Sea N ∈ Z>0 y a ∈ ZN . La condicio´n necesaria y suficiente para que a
tenga inverso en ZN es que mcd(a,N) = 1.
Adema´s sabemos que existen φ(N) elementos invertibles en ZN , donde φ(N) es la
funcio´n de Euler. ¿Co´mo calcular el inverso? Por el Teorema de Be´zout sabemos que si
mcd(a, b) = 1 entonces existen enteros x, y tales que ax + by = 1, o haciendo mod(b)
tenemos que ax ≡ 1 mod (b). Para poder calcular este inverso utilizamos basamos en el
algoritmo de Euclides.
Destacar tambie´n que si aplicamos la funcio´n de Euler sobre un nu´mero p primo,
resulta φ(p) = p − 1. Adema´s, si en este caso, escogemos dos nu´meros primos, p, q,
y aplicamos la funcio´n de Euler sobre la multiplicacio´n de ambos, resulta φ(p · q) =
(p− 1)(q − 1).
Definicio´n 5. Dado n ∈ N, se define φ(n) como la cantidad de nu´meros naturales me-
nores o iguales que n que son primos relativos con el propio n.
Ejemplo 2. φ(15) = 8 ya que hay 8 nu´meros naturales menores que 15 que son primos
relativos con 15: {1, 2, 4, 7, 8, 11, 13, 14}
Ejemplo 3. Veamos un ejemplo de las afirmaciones anteriores sobre la funcio´n de Euler:
φ(7) = 1, 2, 3, 4, 5, 6 = 6
φ(3 · 5) = (3− 1)(5− 1) = 8→ φ(15) = 1, 2, 4, 7, 8, 11, 13, 14 = 8
Si mcd(a, b) = 1, quiere decir que ax = 1 mod (b) siendo x el inverso de a. Para poder
calcular este inverso nos basamos en el algoritmo de Euclides.
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4.5. Algoritmo de Euclides
Todos los algoritmos de clave pu´lica que veremos en la memoria involucran operaciones
modulares y en particular el ca´lculo del inverso, lo que parece necesario depender de un
algoritmo eficiente que lo calcule. En lo que resta de cap´ıtulo describiremos con detalle
como funciona.
Definicio´n 6. Un algoritmo es una descripcio´n expl´ıcita de co´mo debe ser resuelto un
problema computacional en particular.
La eficiencia de un algoritmo puede ser medida en base a la cantidad de pasos ele-
mentales que se necesiten para resolver dicho problema.
El ma´ximo comu´n divisor de dos enteros puede obtenerse escogiendo el mayor de
todos los divisores en comu´n. Hay un proceso ma´s eficiente que utiliza repetidamente el
algoritmo de la divisio´n para hallar este ca´lculo. Este me´todo es el algoritmo de Euclides.
El problema inicial es que queremos encontrar el ma´ximo comu´n divisor entre dos
nu´meros enteros positivos a y b. En la escuela nos ensen˜aron a hallarlo mediante la
descomposicio´n en factores primos de dos nu´meros y toma´bamos los factores comunes a
ambos con el menor exponente con el que aparec´ıan. El problema de este procedimiento
es que si los nu´meros son muy grandes, o sus factores primos lo son, el ca´lculo resulta ser
bastante complicado.
4.6. Idea del algoritmo
La idea que sigue el algoritmo de Euclides es la siguiente:
Para calcular el ma´ximo comu´n divisor entre dos nu´meros enteros positivos a y b,
aunque podr´ıamos tomar dos nu´meros negativos ya que trabajaremos con el mo´dulo de
estos, dividimos el ma´s grande, sea a, entre el ma´s pequen˜o, sea b. Esta divisio´n nos
proporciona un cociente, c1, y un resto, r1. Si r1 = 0, entonces mcd(a, b) = b. Si r 6= 0,
dividimos en el dividendo el valor que toma el anterior cociente, c1, y en el divisor, el
resto anterior, r1, obteniendo as´ı otro cociente, c2, y otro resto, r2. Si r2 = 0, entonces
mcd(a, b) = r1. Si r 6= 0, volvemos a realizar el mismo procedimiento.
De esta forma, el ma´ximo comu´n divisor entre a y b es el u´ltimo resto distinto de cero
que obtengamos con el procedimiento anterior.
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4.7. Pseudoco´digo
El co´digo del algoritmo se basa en la siguiente estructura:
INPUT: a, b
if a < b:
aux = a
a = b
b = aux
while b != 0:
r = a mod b
a = b
b = r
end
OUTPUT: return a
4.8. Aclaraciones
Si analizamos el algoritmo de Euclides, se ve claramente que necesitamos demostrar
que, el ma´ximo comu´n divisor entre a y b es igual al ma´ximo comu´n divisor entre b y
r1. De este modo, esa igualdad se mantendra´ durante todo el proceso y llegaremos a que
el u´ltimo resto distinto de cero, es el ma´ximo comu´n divisor de los dos enteros positivos
iniciales.
Teorema 3. El ma´ximo comu´n de dos nu´meros enteros positivos a y b con a > b > 0,
coincide con el ma´ximo comu´n divisor de b y r, siendo r el resto que se obtiene al dividir
a entre b.
Demostracio´n. Sea d = mcd(a, b) y t = mcd(b, r). Vamos a demostrar que d = t.
=⇒
Por definicio´n de ma´ximo comu´n divisor, se tiene que d es un divisor tanto de a como
de b. Por tanto, a = a1d y b = b1d.
Por otro lado, por el algoritmo de la divisio´n se tiene que
a = bq + r, con 0 ≤ r < b
de donde se tiene que
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r = a− bq = a1d− b1dq = (a1 − b1q)d
Por tanto, d es un divisor de r. Como hab´ıamos dicho antes, d tambie´n es un divisor
de b, entonces, debe dividir a su ma´ximo comu´n divisor. Por tanto, d es un divisor de t.
⇐=
t es un divisor tanto de b como de r. Por ello se tiene que b = pt y r = st. Si sustituimos
estas dos igualdades en la ecuacio´n del algoritmo de divisio´n tenemos que
a = ptq + st = (pq + s)t
Por lo tanto, t es un divisor de a. Como tambie´n lo era de b, debe ser un divisor de su
ma´ximo comu´n divisor, es decir, t es un divisor de d.
Puesto que t es un divisor de d y d es un divisor de t, podemos afirmar que t = d. De
este modo aseguramos que el algoritmo de Euclides funciona.
4.9. Ejemplos de aplicacio´n del algoritmo
Vamos a ver un par de ejemplos de aplicacio´n del algoritmo de Euclides.
Vamos a calcular mcd(721, 448). Para ello, dividimos el nu´mero mayor entre el menor;
si el resto no es cero dividimos el divisor entre el resto sucesivamente hasta que el resto
se haga cero. As´ı queda cada secuencia:
721 = 448 · 1 + 273
448 = 273 · 1 + 175
273 = 175 · 1 + 98
175 = 98 · 1 + 77
98 = 77 · 1 + 21
77 = 21 · 3 + 14
21 = 14 · 1 + 7
14 = 7 · 2 + 0
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Se tiene que mcd(721, 448) = 7, el u´ltimo resto que no es nulo.
Veamos otro ejemplo, mcd(25134, 19185), siguiendo el mismo procedimiento:
25134 = 19185 · 1 + 5949
19185 = 5949 · 3 + 1338
5949 = 1338 · 4 + 597
1338 = 597 · 2 + 144
597 = 144 · 4 + 21
144 = 21 · 6 + 18
21 = 18 · 1 + 3
18 = 3 · 6 + 0
Se tiene que mcd(25134, 19185) = 3.
4.10. Algoritmo de Euclides extendido
En este algoritmo, adema´s de encontrar el ma´ximo comu´n divisor de los nu´meros
enteros a y b, como el algoritmo de Euclides hace, tambie´n encuentra los enteros x e y
que satisfacen la identidad de Be´zout, ax+ by = mcd(a, b).
El algoritmo de Euclides extendido es particularmente u´til cuando a y b son primos
entre s´ı, puesto que x es la inversa multiplicativa modular de un mo´dulo a, e y es la
inversa multiplicativa modular del mo´dulo b. Esto tiene valor en un ca´lculo de la llave
del algoritmo de cifrado de clave pu´blica RSA.
Recordemos lema de Be´zout:
Lema 1. Sean a, b ∈ Z, alguno distinto de cero. Entonces existen n,m ∈ Z tal que
an+ bm = mcd(a, b).
Veamos el algoritmo:
Dados a ≥ b > 0,
1) tomar como valores iniciales
40
a0 := a, a1 := b, x0 := 1, x1 := 0, y0 := 0, y1 := 1
2) Para cada i = 0, 1, · · · , iterar las siguientes asignaciones
ai := qi+1ai+1 + ai+2
xi := qi+1xi+1 + xi+2
yi := qi+1yi+1 + yi+2
hasta obtener un resto ai = 0.
3) Si an+1 es el primer resto nulo, entonces d = an, x = xn, y = yn.
4.11. Ejemplo del algoritmo de Euclides extendido
Vamos a calcular mediante el algoritmo de Euclides extendido mcd(32, 12) junto con
los elementos x e y de la ecuacio´n del lema de Be´zout.
a = 32, b = 12 x0 = 1, x1 = 0 y0 = 0, y1 = 1
32 = 2 · 12 + 8 1 = 2 · 0 + 1 0 = 2 · 1− 2
12 = 1 · 8 + 4 0 = 1 · 1− 1 1 = 1 · (−2) + 3
8 = 2 · 1 + 0 1 = 2 · (−1) + 3 (−2) = 2 · 3− 8
Por lo tanto, tenemos que
(−1) · 32 + 3 · 12 = 4 = mcd(32, 12)
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Cap´ıtulo 5
Clave privada
El cifrado de clave privada, tambie´n conocido como cifrado sime´trico o cifrado de
clave secreta consiste en utilizar la misma clave para el cifrado y el descifrado.
El cifrado consiste en aplicar una operacio´n, un algoritmo, a los datos que se desea
cifrar utilizando la clave privada para hacerlos ininteligibles.
Las personas que comparten el sistema, comparten y guardan en secreto las dos fun-
ciones, es decir, guardan la llave para poder realizar el cifrado y descifrado del mensaje.
Si se conoce la clave, cifrar y descifrar el mensaje es un ca´lculo fa´cil de realizar y el secreto
quedara´ descubierto.
Vamos a mencionar algunos de los me´todos criptogra´ficos de clave privada utilizados
en la historia.
5.1. Co´digo de substitucio´n
Antes de mencionar este me´todo, debemos dejar clara la siguiente definicio´n.
Definicio´n 7. Una funcio´n f , de un conjunto A a B es biyectiva si, para cada y ∈ B
hay exactamente un x ∈ A que cumple que f(x) = y. Una funcio´n biyectiva es inyectiva
y suprayectiva, creando una correspondencia “uno a uno” entre los elementos de los dos
conjuntos.
La idea de este me´todo es substituir el mensaje perteneciente a un alfabeto concreto y
convertirlo en un mensaje perteneciente a otro alfabeto distinto teniendo ambos alfabetos
el mismo cardinal. Es decir, sean los alfabetosA y B, se establece la biyeccio´n entre ambos,
ϕ : A → B, se sustituye cada letra del mensaje en claro por su imagen en ϕ.
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Normalmente el alfabeto B es el propio alfabeto A permutado. Ambos comunicantes
acuerdan la permutacio´n definida paraA que forma la llave de cifrado. Para poder obtener
el descifrado se debera´ realizar la permutacio´n inversa sobre B para obtener el mensaje
en claro escrito en el alfabeto A.
Uno de los me´todos ma´s conocidos que siguen esta filosof´ıa es el Co´digo Ce´sar. Consiste
en desplazar cada letra del alfabeto con su orden habitual, un nu´mero de posiciones
determinado k , este nu´mero de desplazamientos constituyen la clave. Identificando cada
letra con el nu´mero n correspondiente a la posicio´n que ocupa, el cifrado viene dado por
la fo´rmula
c ≡ n + k(mod N)
donde la suma se realiza mo´dulo N que es el cardinal del alfabeto.
Un ejemplo significativo de este me´todo es la palabra HAL, nombre que se le atribuye
a la computadora psico´pata de la pel´ıcula ’2001. Una Odisea del Espacio’. Esta palabra
esconde el mensaje en claro IBM, cuyo significado es: apropiado para una computadora.
En este criptograma la clave utilizada ha sido k = 1.
5.2. Ana´lisis de frecuencias
En cualquier texto escrito, el orden en el que aparece cada letra, sin importar el idioma
que se utilice, no es aleatorio, si no, que esta´ sometido a las reglas de su correspondiente
grama´tica. Cada graf´ıa tiene una frecuencia distinta y existen tablas donde se registran
estos estudios de los diferentes idiomas.
Esto es un impedimento para los cifrados de substitucio´n, ya que, aunque se permute
el alfabeto, seguira´ apareciendo con la misma frecuencia las letras y sera´n fa´cilmente
distinguibles las graf´ıas ma´s frecuentes y por tanto, sera´ asequible el descifrado. Para
evitar o dificultar este problema se han estudiado variantes del me´todo de substitucio´n
como son:
Polisubstituciones: la substitucio´n se realiza entre varias letras formando un mismo
bloque. La dificultad respecto al me´todo de substitucio´n es mayor, pero siguen
habiendo estudios sobre la frecuencia de aparicio´n de bloques de letras concretas.
Co´digos homo´fonos: se distingue principalmente porque el cardinal del alfabeto B
es mayor que el cardinal del alfabeto A. De esta manera, la aplicacio´n que forman
ϕ : A → B es “uno a varios”, pero se considera que si x, y ∈ A, x 6= y, sea
ϕ(x)∩ϕ(y) = ∅. De esta forma enmascaramos la frecuencia de las letras dificultando
el ataque mediante ana´lisis de frecuencias.
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Substituciones polialfabe´ticas: la imagen de cada letra depende de su posicio´n dentro
del mensaje a cifrar.
En este modelo destaca el Co´digo de Augusto. En este me´todo los comunicantes
acuerdan una palabra o frase que sera´ la clave utilizada para el cifrado del mensaje.
As´ı pues, sea k1k2 · · · kn dicha clave y sea M = m1m2 · · ·mn el mensaje a cifrar. El cifrado
se obtiene si sumamos modularmente cada letra del mensaje con la correspondiente clave,
como hac´ıamos en el Co´digo de Ce´sar.
Con este me´todo seguimos teniendo el problema de la frecuencia de los caracteres,
as´ı que lo ma´s o´ptimo ser´ıa crear este tipo de cifrado sobre un lenguaje sin redundancia.
Este tipo de lenguajes se caracteriza por utilizar todas las combinaciones de letras de su
alfabeto con la misma frecuencia, y adema´s, estas combinaciones son todas va´lidas. Con
este lenguaje ser´ıa imposible realizar ana´lisis de frecuencias y ser´ıa inmune a cualquier
tipo de criptoana´lisis, porque al intentar realizar el descifrado del mensaje no habr´ıa un
criterio para saber si el mensaje obtenido es correcto.
5.3. Co´digos de transposicio´n
En este me´todo se consigue el cifrado mediante transposiciones, permutaciones, de las
letras que contiene el mensaje en claro. As´ı, el mensaje se divide en bloques de taman˜o
predefinido n y cada bloque se cifra de forma individual, segu´n la permutacio´n que los
comunicantes han elegido como llave. A este tipo de cifrado se le conoce como cifrado en
bloque.
Definicio´n 8. Sea In = {1, ..., n}, una permutacio´n de In es una aplicacio´n biyectiva
σ : In → In. El conjunto Sn de todas las posibles (n!) permutaciones de In es un grupo
para la composicio´n de aplicaciones, denominado grupo sime´trico de orden n.
Puesto que se conserva la frecuencia de las letras, seguimos teniendo el mismo pro-
blema de vulnerabilidad mediante ataques de ana´lisis de frecuencias. Aunque, por el
contrario, con este me´todo, hemos conseguido destruir las estructuras gramaticales del
lenguaje al reordenar las letras de cada bloque.
Veamos el siguiente ejemplo para entender este mecanismo.
Ejemplo 4. Supongamos que elegimos n = 5, siendo n el taman˜o de los bloques y la
permutacio´n tomada como clave sera´
σ =
[
12345
34152
]
↓
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Tomamos como mensaje en claro M = ATACARMAN˜ANA y lo dividimos segu´n el
taman˜o de bloque que hemos elegido (ATACA), (RMAN˜A), (NAXXX). Puesto que no
hay suficientes letras para completar el u´ltimo bloque, lo rellenamos con un cara´cter
aleatorio. Si aplicamos la clave, es decir, la permutacio´n σ, sobre los bloques obtenemos
el mensaje cifrado de tal forma: (AAATC), (AARMN˜), (XXNAX), por tanto nuestro
mensaje sera´: C(M) = AAATCAARMN˜XXNAX.
5.4. Co´digos lineales
Este tipo de co´digos esta´n basados en el cifrado en bloque. Los mensajes son bloques
con longitud n, x = (x1, x2, ..., xn) donde los xi son letras de un alfabeto elegido. Si el
cardinal del alfabeto es N , estas letras pueden identificarse con elementos de (Z/NZ),
por tanto, el mensaje en claro antes descrito, x = (x1, x2, ..., xn), puede considerarse un
elemento de (Z/NZ)n. Cabe destacar que si N es un nu´mero primo, entonces (Z/NZ)
es un cuerpo, en caso contrario, sera´ un anillo. La clave sera´ una matriz A de taman˜o
n× n inversible, es decir, tambie´n existira´ A−1, quiere decir que su determinante verifica
la condicio´n mcd(det(A), N) = 1, como hemos explicado en el ape´ndice, det(A) es una
unidad del anillo (Z/NZ).
El cifrado del mensaje se consigue multiplicando el mensaje, el vector x = (x1, x2, ..., xn)
por la clave, la matriz A, c(x) = y = xA. El mensaje cifrado sera´ tambie´n un elemento
de (Z/NZ)n.
Una variante del cifrado lineal es el cifrado af´ın. En este me´todo, la llave viene dada
por un par (A, b) donde A es una matriz inversible como la definida anteriormente y
b = (b1, b2, ..., bn) ∈ (Z/NZ)n. Un bloque del mensaje se cifra ahora mediante c(x) = y =
xA + b. Para poder hallar el descifrado necesitamos una clave de tipo (A−1, bA−1), y el
descifrado se realiza mediante la operacio´n x = yA−1 − bA−1.
Los co´digos lineales son muy seguros porque la multiplicacio´n matricial destruye o
enmascara la estructura del lenguaje haciendo inviable el ataque mediante ana´lisis de
frecuencias. Adema´s, el nu´mero de matrices inversibles, de llaves posibles, o de pares
(A, b) es muy elevado si tenemos un n grande. Por el contrario, estos co´digos son muy
vulnerables a ataques de tipo a texto claro conocido.
Si disponemos de suficiente parejas (x, y) de texto claro x = (x1, x2, ..., xn) y y =
(y1, y2, ..., yn) texto cifrado, la matriz clave A se puede obtener simplemente resolviendo un
sistema de ecuaciones lineales. Es decir, es suficiente con conocer n pares (x1, y1), (x2, y2), ..., (xn, yn),
sabiendo que x1, x2, ..., xn son vectores linealmente independientes.
En el caso af´ın ser´ıa muy similar. Para poder obtener la clave (A, b) es suficiente con co-
nocer n+ 1 pares independientes, es decir, basta con conocer (x1, y1), (x2, y2), ..., (xn, yn),
(xn+1, yn+1).
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5.5. DES y secuencias cifrantes
Como hemos visto anteriormente, los sistemas de cifrado por sustitucio´n y transposi-
cio´n han resultado ser muy vulnerables, sin embargo, aplicar sucesivamente estos sistemas
ha proporcionado un nuevo sistema suficientemente seguro. As´ı es como nace el sistema
DES.
Este sistema combina sustituciones, transposiciones y una llave de 56 bits. Adema´s, en
la actualidad, sigue siendo un sistema seguro y de uso generalizado. Se basa en codificar
bits aislados del mensaje o de la llave. Por esta razo´n, estos ataques pertenecen al dominio
de la ingenier´ıa inversa ma´s que al criptosistema.
Los sistemas de secreto perfecto o incondicionalmente seguros implicaban como llave
una sucesio´n indefinidamente larga de elementos del alfabeto elegidos al azar. Aunque,
por razones teo´ricas y pra´cticas, resultan inviables estas sucesiones, siendo sustituidas
por sucesiones pseudoaleatorias, que, sin ser aleatorias ya que se obtienen a partir de
algoritmos matema´ticos, presentan al criptoanalista rival una apariencia aleatoria.
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Cap´ıtulo 6
Clave pu´blica
En clave pu´blica cada usuario i del sistema posee un par de llaves (ci, di), la primera de
las cuales es pu´blica, es conocida por cualquier persona, y es necesaria para que cualquier
usuario j que desee comunicarse con el usuario i le pueda enviar el mensaje M . Este
mensaje se cifrara´ de la forma C = ci(M). Por el contrario, la clave di, considerada
como la clave privada, es conocida solamente por el usuario i y es necesaria para poder
recuperar (descifrar) el mensaje M enviado por j o de cualquier otro usuario. As´ı pues,
el mensaje se descifrara´ de la siguiente forma: M = di(C) = di(ci(M)).
Sin embargo, estos sistemas deben cumplir que el conocer la clave pu´blica no per-
mita calcular la clave privada. Los sistemas de cifrado ofrecen un abanico superior de
posibilidades pudiendo emplearse para establecer comunicaciones seguras por canales in-
seguros, puesto que u´nicamente viaja por el canal la clave pu´blica, o bien para llevar a
cabo autenticaciones.
Los sistemas de clave pu´blica requiere una base matema´tica mucho ma´s fuerte, donde
se necesitan conceptos de aritme´tica, algoritmia y teor´ıa de la complejidad computacional.
6.1. Condiciones de un sistema de clave pu´blica
El origen de la criptograf´ıa de clave pu´blica se le atribuye a Whitfield Diffie y Martin
Edward Hellman en el an˜o 1976, los cuales consideraron unos principios teo´ricos que
deb´ıan satisfacer los sistemas con esta propiedad. Estos principios son conocidos como
las condiciones de Diffie-Hellman y son los siguientes:
1. El ca´lculo de las llaves, pu´blicas y privadas, debe ser computacionalmente sencillo,
es decir, dado por un algoritmo de complejidad polino´mica.
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2. El proceso de cifrado debe ser computacionalmente sencillo.
3. El proceso de descifrado, conociendo la llave secreta, debe ser tambie´n computacio-
nalmente sencillo.
4. La obtencio´n de la llave secreta, a partir de la pu´blica, debe ser un problema compu-
tacionalmente imposible, es decir, dado por un algoritmo de complejidad exponen-
cial.
5. La obtencio´n del mensaje en claro, conociendo el mensaje cifrado y la llave pu´blica,
debe asimismo ser computacionalmente imposible.
Sin embargo, ambos autores afirman que, para asegurar que se cumplen las condiciones
anteriores, es necesario lo que se denomina una funcio´n trampa.
Definicio´n 9. Una funcio´n f : A→ B se denomina funcio´n de una v´ıa si
a) para todo elemento x ∈ A es computacionalmente sencillo calcular f(x).
b) dado y ∈ Im(f), es computacionalmente imposible, en general, determinar un ele-
mento x ∈ A tal que f(x) = y.
Definicio´n 10. Una funcio´n trampa es una funcio´n de una v´ıa, f , con la propiedad
adicional de que existe una funcio´n inversa secreta, la trampa, que permite calcular efi-
cientemente el inverso de f en cualquier punto.
Es fa´cil multiplicar dos nu´meros primos distintos p, q y obtener el nu´mero N = p · q.
Sin embargo, el proceso inverso, es decir, dado N lo suficientemente grande encontrar sus
factores primos p y q es mucho ma´s dif´ıcil. En la dificultad de factorizar un nu´mero de
gran magnitud reside la seguridad de algunos sistemas de clave pu´blica. La seguridad es
meramente computacional, dado que el tiempo y recursos que hay que invertir para poder
deducir la clave privada a partir de la pu´blica son demasiados, pero matema´ticamente es
un problema soluble.
6.2. Funcionamiento del sistema
En un sistema de cifrado con clave pu´blica, los usuarios tienen una clave aleatoria que
so´lo ellos conocen, la clave privada. A partir de esta clave, automa´ticamente se deduce
un algoritmo para hallar la clave pu´blica. Los usuarios intercambian esta clave pu´blica
por medio de canales no seguros.
Cuando un usuario quiere enviarle un mensaje a otro usuario, so´lo debe cifrar el
mensaje que desea enviar utilizando la clave pu´blica del receptor, que puede encontrar, por
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ejemplo, en un servidor de claves como un directorio LDAP. El receptor podra´ descifrar
el mensaje mediante su clave privada que so´lo e´l conoce.
Este sistema se basa en una funcio´n que es fa´cil de calcular en una direccio´n, llamada
funcio´n trapdoor de u´nico sentido, y que, matema´ticamente, resulta muy dif´ıcil de invertir
sin la clave privada, llamada trapdoor.
Veamos ilustrado esto en un ejemplo, un usuario crea de forma aleatoria una pequen˜a
llave meta´lica, la clave privada, y luego produce una gran cantidad de candados, clave
pu´blica, que guarda en un casillero al que puede acceder cualquiera, el casillero sera´ el
canal no seguro. Para enviarle un documento, cada usuario puede usar un candado abierto,
cerrar con este candado una carpeta que contiene el documento y enviar la carpeta al
duen˜o de la clave pu´blica, el duen˜o del candado. So´lo el duen˜o podra´ abrir la carpeta con
su clave privada.
6.3. Esquemas
Los criptosistemas de clave pu´blica pueden ser esquemas basados en la factorizacio´n,
como RSA, y esquemas basados en el logaritmo discreto, como Diffie-Hellman, ElGamal
o Massey-Omura, y la firma digital.
6.3.1. RSA
Este criptosistema se basa en la dificultad de factorizar un nu´mero natural compues-
to y la ventaja de la facilidad de la operacio´n inversa de multiplicacio´n. La dificultad
computacional de este problema es muy alta, adema´s, todos los algoritmos de factoriza-
cio´n conocidos tienen una complejidad computacional exponencial.
Cada usuario i del sistema debe elegir una pareja de primos pi, qi, suficientemente
grandes. Se calcula adema´s ni = piqi y φ(ni), donde φ(ni) es la funcio´n de Euler. A
continuacio´n, el usuario elige un nu´mero de forma arbitraria ei, 0 < ei < φ(ni), tal que
mcd(ei, φ(ni)) = 1 y su inverso modular di ≡ e−1i (mod φ(ni)).
Definicio´n 11. Dos nu´meros enteros a, b son primos relativos si mcd(a, b) = 1
En el pro´ximo cap´ıtulo lo explicaremos con detalle.
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6.3.2. El logaritmo discreto
Sea G un grupo abeliano finito (multiplicativo) y sea g un elemento de orden n de
G. Dado un elemento a perteneciente al subgrupo generado por g, se define el logaritmo
discreto de a en base g como el entero k, 0 ≤ k ≤ n− 1, tal que:
gk = a
Se dice tambie´n que k es el ı´ndice de a en base g.
El problema del logaritmo discreto consiste en, dados g y a, calcular k.
Aunque en este caso el logaritmo discreto se ha definido en un grupo multiplicativo, se
puede definir de forma general en un grupo. Adema´s, es posible definir el logaritmo dis-
creto en grupos aditivos como el conjunto de puntos de un curva el´ıptica que hablaremos
ma´s tarde.
Ejemplo 5. Sea F∗2131 el grupo multiplicativo de los enteros mo´dulo 2131. Se tiene que
F∗2131 =< 37 >. Como 1217 ≡ 375(mod 2131), el logaritmo discreto de 1217 en base 37
es 5.
La importancia del estudio de este problema, radica en el intere´s del logaritmo discreto
como operacio´n inversa a la exponenciacio´n en un grupo. La exponenciacio´n modular es
una operacio´n sencilla y se conocen me´todos eficientes para calcularla. En cambio, el
logaritmo discreto mo´dulo un entero cualquiera, no siempre puede realizarse de forma
eficiente.
Diffie-Hellman
Se eligen y hacen pu´blicos un cuerpo finito Fq y un elemento primitivo g ∈ Fq. Su-
pongamos que dos personas, Alicia(A) y Benito(B), quieren acordar una clave secreta en
comu´n. Entonces proceden de la siguiente manera:
1. A y B eligen dos enteros, a y b respectivamente, con la u´nica condicio´n de que
2 ≤ a, b ≤ q − 2.
2. A transmite ga a B y B transmite gb a A.
3. A calcula (gb)a y B calcula (ga)b.
La clave comu´n sera´ entonces gab.
En la eleccio´n de a y b no se consideran los enteros 1 y q− 1 ya que, en ambos casos,
el algoritmo pierde toda su seguridad.
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Si a = 1 (o b = 1), entonces ga = g (o gb = g). Por lo tanto, si se sabe que ga = g y
1 ≤ a, b ≤ q − 1, es fa´cil deducir que a = 1 y que la clave compartida es gb.
Si a = q − 1 (o b = q − 1), entonces ga = 1 (o gb = 1). Por lo tanto, si se sabe
que ga = 1 y que 1 ≤ a, b ≤ q − 1, es fa´cil deducir que a = q − 1 y hallar la clave
compartida gab = (gb)q−1.
Ejemplo 6. Alicia y Benito quieren establecer una clave comu´n utilizando el me´todo de
intercambio de claves de Diffie-Hellman. Trabajan en un cuerpo F∗23 y toman 5 como
elemento primitivo. Entonces Alicia escoge un entero a = 7 y Benito, otro b = 13. Alicia
env´ıa a Benito 5a ≡ 17 (mod 23) y e´l le env´ıa a ella 5b ≡ 21 (mod 23). A continuacio´n,
Alicia calcula 217 y Benito 1713. Ambos obtienen la clave comu´n 57·13 ≡ 10 (mod 23).
ElGamal
Se conocen el cuerpo Fq y un elemento primitivo g del mismo.
Cierto usuario del sistema, A, elige un entero a tal que 2 ≤ a ≤ q− 2 y calcula ga. El
entero a es su clave privada y ga es la clave pu´blica. Si otro usuario, B, quiere mandar
un mensaje m a A ha de hacer lo siguiente:
1. Elegir un elemento k, 2 ≤ k ≤ q − 2
2. Enviar el par (gk,mgak) a A
En la eleccio´n de a y k, los enteros 1 y q − 1 se descartan por razones similares a las
expuestas en el intercambio de claves de Diffie-Hellman.
A partir del par (gk,mgak), es fa´cil para A obtener el mensaje original m de la siguiente
manera:
1. Calcula gak = (gk)a
2. Halla (mgak)/gak = m
El segundo paso para recuperar el mensaje puede ser sustituido por:
1. Calcula (gk)q−1−a
2. Halla (gk)q−1−amgak = mgk(q−1)−ka+ak = m(gq−1)k = m
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Ejemplo 7. Alicia y Benito quieren intercambiar mensajes utilizando el criptosistema
de ElGamal en el cuerpo F157 con generador g = 5. Para ello, Alicia escoge su clave
privada a = 25 y comparte su clave pu´blica ga = 34. Supongamos que Benito quiere
mandar el mensaje m = 19 a Alicia. Entonces elige un entero k = 89 y le env´ıa el par
(589, 19 · 525·89) = (131, 45). Para obtener el mensaje original, Alicia halla 525·89 ≡ 85
(mod 157) y calcula 45/85 ≡ 19 (mod 157). Alicia tambie´n puede recuperar el mensaje a
partir de 589(157−1−25) ≡ 133 (mod 157) y calculando 133 · 45 ≡ 19 (mod 157).
Massey-Omura
Este criptosistema se basa en el caso particular del protocolo de los tres pasos, el cual,
se detalla a continuacio´n.
Se utiliza la conmutatividad de ciertas funciones para conseguir, en tres pasos, que
dos personas intercambien un mensaje de forma segura sin compartir ninguna clave. El
proceso es el siguiente:
Paso 1: El emisor del mensaje m, A, elige una clave de cifrado eA y su correspondiente
clave de descifrado dA y env´ıa el mensaje cifrado C(eA,m) al receptor.
Paso 2: El receptor, B, elige una clave de cifrado eB y su correspondiente clave de
descifrado dB. A continuacio´n, cifra el mensaje que ha recibido C(eB, C(eA,m)) y se lo
env´ıa a A.
Paso 3: A descifra el mensaje recibido con su clave dA y env´ıa el resultado a B. Esto
es, D(dA, C(eB, C(eA,m))) = C(eB,m) porque la funcio´n de cifrado es conmutativa.
Finalmente, B obtiene el mensaje utilizando su clave de descifrado: D(dB, C(eB,m)) =
m.
El criptosistema de Massey-Omura trabaja sobre el cuerpo Fq.
Imaginemos que un emisor A quiere enviar un mensaje m ∈ F∗q al receptor B. En
primer lugar, A elige un entero c tal que 1 ≤ c < q − 1 con c y q − 1 primos entre s´ı y
calcula c−1 (mod q − 1). B realiza el mismo proceso, es decir, escoge un entero d con las
mismas caracter´ısticas que c y calcula d−1 (mod q−1). A continuacio´n, A y B comienzan
el siguiente intercambio de mensajes cifrados:
1. A calcula x ≡ mc (mod q) y se lo transmite a B.
2. B calcula y ≡ xd ≡ (mc)d (mod q) y se lo env´ıa a A.
3. A calcula z ≡ yc−1 (mod q) y se lo transmite a B. (No´tese que z ≡ mcdc−1 ≡
md (mod q)
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4. B finalmente calcula zd−1 ≡ m (mod q)).
Ejemplo 8. Alicia quiere enviar a Benito el mensaje m = 13 en F∗53 utilizando el
criptosistema de Massey-Omura. Para ello, Alicia elige c = 3 y calcular c−1 = 35. Benito
escoge d = 7 y obtiene d−1 = 15. Entonces, comienza el intercambio de mensajes cifrados:
1. Alicia env´ıa 133 ≡ 24 (mod 53).
2. Benito calcula 247 ≡ 36 (mod 53).
3. Alicia env´ıa a Benito 3635 ≡ 15 (mod 53).
4. Benito obtiene el mensaje m calculando 1515 ≡ 13 (mod 53).
6.3.3. El logaritmo discreto el´ıptico
Los criptosistemas de logaritmo discreto han sido estudiados sobre el cuerpo finito Fq.
Sin embargo, el mismo problema puede plantearse sobre cualquier grupo abeliano finito
A. Aunque algunos expertos exigen que tal grupo debe cumplir las siguientes condiciones:
El grupo ha de ser c´ıclico.
Debe disponerse de un algoritmo eficiente para la multiplicacio´n de sus elementos.
El orden del grupo debe ser conocido.
Aunque el problema del logaritmo discreto se considere intratable, su dificultad puede
variar segu´n el grupo concreto. Para conseguir mayor seguridad en este algoritmo, se
propuso como grupo candidato el grupo E(Fq), puntos de una curva el´ıptica sobre un
cuerpo finito Fq.
El grupo E(Fq) es, o bien c´ıclico, o producto de dos grupos c´ıclicos. El ca´lculo de su
cardinal es siempre posible, mediante un algoritmo de complejidad polinomial. Adema´s,
para curvas particulares tal cardinal es conocido a priori o muy fa´cil de determinar.
Cabe destacar que la suma de puntos en una curva el´ıptica implica so´lo la realizacio´n
de un nu´mero pequen˜o de operaciones elementales en el cuerpo base Fq.
El empleo del grupo de puntos de una curva el´ıptica, utilizada para los criptosistemas
basados en el problema del logaritmo discreto, presentan las siguientes ventajas respecto
al caso del grupo Fq:
Los ataques al problema del logaritmo discreto parecen ma´s dif´ıciles en el caso de
E(Fq) que en el caso de un cuerpo finito de taman˜o semejante. El empleo de curvas
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el´ıpticas permite utilizar grupos de taman˜o menor y, por tanto, claves tambie´n
menores, lo que simplifica las computaciones necesarias.
Fijado el cuerpo Fq existen muchas curvas el´ıpticas sobre e´l. Esto ofrece la ventaja de
que, en un sistema con muchos usuarios, todos pueden compartir el mismo hardware
y sin embargo, cada usuario puede seleccionar una curva diferente.
La adaptacio´n de los criptosistemas cla´sicos, basados en el problema del logaritmo
discreto sobre Fq, al caso el´ıptico es inmediata. El u´nico problema que se plantea es el
de la identificacio´n de los mensajes a cifrar con elementos del grupo E(Fq), es decir, con
puntos de la curva (recordemos que con Fq identifica´bamos cada mensaje con un nu´mero
menor que q y este con un elemento del cuerpo).
Es necesario disponer de un me´todo para realizar la identificacio´n de un mensaje m
con un punto Pm ∈ E. Una condicio´n exigible a tal identificacio´n, es que la operacio´n para
recuperar el mensaje m a partir de Pm sea fa´cil de realizar. Habitualmente se utilizan
me´todos probabil´ısticos que permiten realizar la identificacio´n con probabilidad de fallo
arbitrariamente pequen˜a.
6.3.4. Firma digital
La firma digital es ba´sicamente un conjunto de datos asociados a un mensaje que
permiten asegurar la identidad del firmante y la integridad del mensaje. La firma digital
debe tener las siguientes caracter´ısticas:
u´nica, pudiendo generarla solamente el usuario log´ıstico;
no falsificable, el intento de falsificacio´n debe llevar asociada la resolucio´n de un
problema nume´rico intratable;
fa´cil de autenticar, esto es, cualquier receptor puede establecer su autenticidad;
irrevocable, el autor de una firma no puede negar su autor´ıa;
fa´cil de generar.
La firma digital debe depender tanto del mensaje como del autor. Si esto no fuese as´ı,
el receptor podr´ıa modificar el mensaje y mantener la firma, produciendo as´ı un fraude.
Los criptosistemas de clave pu´blica pueden ser fa´cilmente utilizados para generar firmas
digitales.
Un usuario i con clave (ci, di) procede de la siguiente manera para firmar sus mensajes.
A cada mensaje M ∈M, le asocia la firma s = di(M). Entonces, cualquier usuario puede
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calcular ci(s) y verificar que coincide con M . Sin embargo, solo i puede deducir el valor
de s para el que ci(s) = M , esto es, solo i puede calcular la firma.
Con este algoritmo, si un usuario A quiere firmar un mensaje lo primero que debe
hacer es establecer la clave pu´blica (p, q, g, y) y la clave privada x. Para elegir dichas
claves, ha de seguir las siguientes instrucciones:
1. Elegir un primo, p, de taman˜o L, donde 512 ≤ L ≤ 1024 y 64 | L.
2. Escoger otro primo, q, de taman˜o 160, tal que p ≡ 1 (mod q).
3. Sea h un entero tal que 1 < h < p − 1 y h(p−1)/q 6= 1 (mod p). Tomar g ≡
h(p−1)/q (mod p). Las condiciones expuestas sobre h garantizan que g es un generador
del u´nico subgrupo c´ıclico de orden q de F∗p. Como gq ≡ hp−1 ≡ 1 (mod p), el orden
de g es divisor de q, esto es, 1 o´ q, pero no puede ser 1 ya que g 6= 1. Entonces el
orden de g es q y, por lo tanto, genera el u´nico subgrupo de orden q de F∗p.
4. Escoger x tal que 1 < x < q − 1.
5. Calcular y ≡ gx (mod p).
El usuario A esta´ ahora en disposicio´n de firmar su mensaje M . Debe obtener un par
de enteros (r, s) a trave´s de los siguientes ca´lculos:
1. Elige un entero k verificando 0 < k < q.
2. Obtener r ≡ (gk (mod p))(mod q)
3. Calcular s ≡ k−1(H(m) + xr) (mod q), donde H es la funcio´n hash SHA-1.
Definicio´n 12. Una funcio´n hash es una aplicacio´n h :
∑∗ →∑n, n ∈ N que transforma
una cadena de longitud arbitraria en una de longitud fija.
Si el receptor del mensaje firmado quisiera asegurarse de que este ha sido realmente
enviado por A, deber´ıa realizar los siguientes ca´lculos:
1. w = s−1 (mod q).
2. u1 = H(m)w (mod q).
3. u2 = rw (mod q).
4. Finalmente, verificar si gu1yu2 ≡ r (mod p).
Efectivamente, si A es el firmante, se tiene que:
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gq ≡ hp−1 ≡ 1 (mod p)
k ≡ H(m)s−1 + xrs−1 ≡ H(m)w + xrw (mod q).
Por tanto,
gk ≡ gH(m)w+xrw+zq ≡ gH(m)wgxrwgzq ≡ gu1yu2 (mod p)
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Cap´ıtulo 7
RSA
En 1977 Ronald Rivest, Adi Shamir y Leonard Adleman crearon el denominado sis-
tema RSA. Este criptosistema, el primero de clave pu´blica, uno de los ma´s populares hoy
en d´ıa por su uso en Internet, esta´ basado en congruencias. Recordemos que´ es esto.
7.1. El sistema
En el criptosistema RSA son de vital importancia los nu´meros primos ya que consti-
tuyen la pieza ba´sica en la construccio´n de este.
Quienes deseen crear un juego de claves, pu´blica y privada, en el criptosistema RSA
primero seleccionan dos nu´meros primos p, q diferentes lo suficientemente grandes. Enton-
ces calculan su producto n = p·q. Despue´s evalu´an la funcio´n de Euler φ(n) = (p−1)(q−1),
y seleccionan un nu´mero entero positivo e con 1 < e < φ(n) tal que e sea coprimo con
φ(n). Finalmente calculan el nu´mero entero d con 1 < d < φ(n) tal que
d · e ≡ 1(mod φ(n))
Tanto la verificacio´n de que e es primo con φ(n) como la obtencio´n de su inverso,
se realizan gracias al algoritmo de Euclides extendido, algoritmo computacionalmente
polino´mico.
El usuario dispone ya de todos los elementos necesarios para sus claves:
Clave pu´blica: (ni, ei)
Clave privada: di
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Ejemplo 9. Sean p = 103 y q = 199 nu´meros primos, con n = 20497. Se calcula
φ(n) = 102 ·198 = 20196, y se elige e = 8207, este es coprimo con φ(n). Ya esta´ completa
la clave pu´blica, ahora es necesario calcular d, tal que d · e ≡ 1 (mod φ(n)). Se obtiene
d = 3455 con lo que se completa la clave privada.
La trampa radica en que φ(ni) es fa´cil de calcular conociendo la factorizacio´n de n (es
decir, φ(ni) = (pi − 1)(qi − 1)), pero dif´ıcil si tal factorizacio´n no se conoce. Adema´s, la
clave privada di no puede conocerse a partir de ei sin conocimiento de φ(ni).
Los mensajes tanto en claro, como de descifrado, deben previamente identificarse con
elementos del conjunto de clases residuales Z/niZ.
Cifrado: Z/niZ→ Z/niZ;M 7→ C ≡M ei (mod ni)
a) Se obtiene la clave pu´blica (ni, ei).
b) Representar el mensaje x como una sucesio´n de enteros x1, x2, ..., xt en el intervalo
[0, ni − 1].
c) Calcular ci ≡ xei (mod ni), i = 1, 2, ..., t.
d) Enviar el texto cifrado c = c1, c2, ..., ct.
Descifrado: Z/niZ→ Z/niZ;C → Cdi ≡M eidi ≡M (mod ni)
a) Usar la clave privada d y calcular xi ≡ cdi (mod n) 1 ≤ i ≤ t, para recuperar x.
Lema 2. Con las notaciones anteriores, se verifica M eidi ≡M (mod ni).
Demostracio´n. Distingamos dos casos:
Caso 1: mcd(M,ni) = 1. Este es el caso en el que M puede considerarse como un
elemento de (Z/niZ)∗, grupo de orden φ(ni). Dado que eidi ≡ 1 (mod φ(ni)), el resultado
es evidente.
Caso 2: mcd(M,ni) 6= 1. Puesto que ni = piqi,M debe ser divisible por uno de los
primos pi, qi, pero no por ambos.
Supongamos que pi | M y qi - M Obviamente se verifica M eidi ≡ M ≡ 0 (mod pi).
Tambie´n se tiene M eidi ≡M (mod qi); es decir, M puede considerarse como un elemento
de (Z/qiZ)∗, y siendo que eidi ≡ 1 (mod φ(ni)) = (pi − 1)(qi − 1), tambie´n eidi ≡
1 (mod qi − 1), de donde se sigue el resultado.
Si consideramos el caso contrario, llegamos a que M eidi ≡M (mod pi).
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As´ı pues, las dos congruencias, M eidi ≡M (mod pi) y M eidi ≡M (mod qi), implican
M eidi ≡M (mod ni).
Los procesos de cifrado y descifrado se basan en una exponenciacio´n modular, para
la cual existe un algoritmo de complejidad polino´mica.
7.2. Mensajes en claro y mensajes cifrados
Este criptosistema presenta el inconveniente de que el espacio de mensajes en claroMi,
que como hemos dicho es el Z/niZ, es diferente para cada usuario i, situacio´n indeseable
por motivos pra´cticos. Lo mismo sucede para el espacio Ci de mensajes cifrados. Veamos
co´mo hacer iguales todos los Mi y ana´logamente todos los Ci; por el contrario, ambos
resultara´n diferentes entre s´ı. Simulta´neamente veremos co´mo identificar los mensajes
originales con elementos de Z/niZ.
Supongamos que el alfabeto de partida tiene cardinal N . Elijamos k, l ∈ N, tales que
k < l y Nk, N l sean de la magnitud requerida (aproximadamente 200 d´ıgitos decimales).
Se toman entonces:
M = Bloques de k letras ∼ Nu´meros con, a lo sumo, k d´ıgitos en base N = Nu´meros
naturales menores que Nk
C = Bloques de l letras ∼ Nu´meros con, a lo sumo, l d´ıgitos en base N = Nu´meros
naturales menores que N l
En general, el mensaje a cifrar tendra´ eventualmente ma´s de k letras. Bastara´ entonces
dividirlo en bloques de taman˜o k (si el u´ltimo de estos bloques queda incompletos, se
completara´ insertando signos convenidos); a efectos del criptosistema cada bloque se
considera un mensaje diferente.
Cada usuario debe elegir su pareja de primos pi, qi tales que N
k < ni = piqi < N
l.
Ello permite, para todo mensaje M ∈ M, identificarlo con un elemento de Z/niZ (pues
Nk < ni); ana´logamente, como C = c(M) ≡M ei (mod ni) ∈ Z/niZ y dado que ni < N l,
puede considerarse que C ∈ C.
Ejemplo 10. En un alfabeto con N = 26 letras en su orden natural, identificamos A con
0, B con 1, ..., Z con 26. Elegimos k = 5, l = 6 y los nu´meros primos p = 3851, q = 6607.
Vemos que
11881376 = 265 < n = p · q = 25443557 < 266 = 308915776
y que φ(n) = 3850 ·6606 = 25433100. Si se elige como clave pu´blica e = 8651341, se tiene
como clave privada d ≡ e−1 (mod φ(n)) = 4899061.
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El mensaje M = V ENDE, se identifica con
21 · 264 + 4 · 263 + 13 · 262 + 3 · 26 + 4 = 9675670.
Su cifrado es
C = 96756708651341(mod 25443557) = 15989266 =
1 · 265 + 8 · 264 + 25 · 263 + 18 · 262 + 19 · 26 + 20 ∼ BIZSTU
y su descifrado
159892664899061 ≡ 9675670(mod n)
7.3. Seguridad del sistema RSA
La seguridad del sistema RSA radica en la imposibilidad computacional de factorizar
un nu´mero de 200 cifras, ya que, con los algoritmos actuales y las mejores computadoras
requerir´ıa siglos. Cuando se sen˜ala que un problema es computacionalmente dif´ıcil, ello
no excluye que instancias particulares del mismo sean fa´ciles. Para nuestro algoritmo, n
producto de dos nu´meros primos, es necesario adoptar ciertas precauciones en la eleccio´n
de dichos primos, pues en algunos casos los algoritmos de factorizacio´n existentes son
muy eficientes. Hay que tener en cuenta que:
1. Los primos p y q no deben ser pro´ximos entre s´ı, ya que, ambos ser´ıan pro´ximos
a
√
n, y mediante el algoritmo de factorizacio´n de Fermat no ser´ıa complicado
descubrirlo. As´ı pues, tomar como p, q una pareja de primos gemelos, primos que
se diferencian en dos unidades, ser´ıa la peor eleccio´n posible.
2. p− 1 y q − 1 no deben tener todos sus factores primos pequen˜os; de esta forma no
se podra´ aplicar la factorizacio´n mediante el me´todo p− 1 de Pollard.
3. p+ 1 y q + 1 no deben tener todos sus factores primos pequen˜os; de esta forma no
se podra´ aplicar la factorizacio´n mediante el me´todo p+ 1 de Pollard.
El intento de factorizacio´n de n no es el u´nico ataque posible al RSA. En general, para
cualquier criptosistema, el ataque del criptoanalista puede adoptar formas inesperadas.
Vamos a describir una ”debilidad potencial”de este criptosistema.
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7.4. Debilidad potencial
Si el propo´sito de un sistema criptogra´fico es esconder el mensaje, es obvio que la
situacio´n en que el mensaje cifrado resulta ser igual al mensaje en claro es altamente in-
deseable. Sin embargo, para el RSA, esta situacio´n se produce al menos para los mensajes
M = 0 y M = 1 (y si la clave pu´blica e es impar, tambie´n para el caso M = −1). Si estos
valores de M fuesen los u´nicos, tal situacio´n no ser´ıa preocupante ya que, en la pra´ctica,
el nu´mero total de mensajes es del orden de 10200.
Consideremos el siguiente caso particular. Si
p = 7, q = 13, e = 13
absolutamente todos los mensajes permanecen inalterados (es decir, M13 ≡M (mod 7·13)
para todo M , 0 < M < 7 · 13), lo que implica que el hecho de cifrar un mensaje con este
sistema ser´ıa absurdo. Necesitar´ıamos pues una fo´rmula para el nu´mero N de mensajes
inalterados, que nos permita conocer a priori el riesgo de que esto ocurra. Tal fo´rmula
viene dada por el siguiente resultado.
Proposicio´n 1. El nu´mero de mensajes, N , que permanecen inalterados al cifrarlos con
el criptosistema RSA, definido por los nu´meros primos p, q y la llave pu´blica e, es
N = (1 +mcd(e− 1, p− 1))(1 +mcd(e− 1, q − 1))
Demostracio´n. En virtud del teorema chino de los restos, el nu´mero de soluciones de la
ecuacio´n en congruencias M e ≡M (mod pq), es el producto de cada una de las ecuaciones
M e ≡M (mod p), M e ≡M (mod q)
lo que a su vez equivale a
M e−1 ≡ 1 (mod p) o´ M ≡ 0 (mod p)
M e−1 ≡ 1 (mod q) o´ M ≡ 0 (mod q)
Dado que una congruencia del tipo Xd ≡ 1 (mod p), tiene mcd(d, p − 1) soluciones,
se deduce el resultado.
A ra´ız de la proposicio´n anterior, el sistema puede considerarse seguro si los valores
mcd(e − 1, p − 1), mcd(e − 1, q − 1) son pequen˜os. En caso contrario, no se considera
seguro.
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Ejemplo 11. Para p = 5, q = 7, la eleccio´n e = 3 conduce, segu´n la fo´rmula de la
proposicio´n anterior, a N = 9. En cambio, para e = 5, se tiene que N = 15.
Un criptoana´lisis al criptosistema RSA se lograra´ si de alguna forma se consigue
conocer cua´l es el valor de φ(N)
Supongamos que el valor de φ(N) es conocido y que un intruso logra interceptar
algu´n mensaje, del cual tiene conocimiento que fue cifrado con dicho criptosistema
y conjunto de claves. Como los valores de N y e son pu´blicos, el intruso so´lo tendr´ıa
que calcular el valor de d dado por de ≡ 1 (mod φ(N)) para poder descifrar el
texto interceptado al utilizar x ≡ cd (mod N) y as´ı habra´ tenido e´xito al realizar
un criptoana´lisis al criptosistema.
Por otro lado, supongamos que se logra la factorizacio´n de N , es decir N = pq. Como
es conocido el valor de p y q se puede calcular el valor de φ(N) y as´ı estar´ıamos en
el caso anterior, donde se logro´ un criptoana´lisis al suponer que se conoc´ıa el valor
de φ(N).
El problema de calcular el valor de φ(N) es equivalente a factorizar N ya que, si se
logra la factorizacio´n de N se podr´ıa calcular fa´cilmente el valor de φ(N). Por otro lado,
si suponemos que se conoce el valor de φ(N), la factorizacio´n de N se lograr´ıa al resolver
el siguiente sistema de ecuaciones que se forma:
N = pq
φ(N) = (p− 1)(q − 1)
De la primera ecuacio´n del sistema se despeja q = N/p y se sustituye en la segunda
ecuacio´n del sistema, con lo que se obtendr´ıa una ecuacio´n cuadra´tica en te´rminos de p
p2 − (N − φ(N) + 1)p+N = 0
Las ra´ıces de esta ecuacio´n son los valores de p y q mediante los cuales se logra la
factorizacio´n de N .
Ejemplo 12. Supongamos que φ(N) = 84754668 es conocido y que el valor de N =
84773093 tambie´n lo es. Con esta informacio´n se logra obtener la ecuacio´n:
p2 − 18426p+ 84773093 = 0
resolviendo la ecuacio´n se encuentran las dos ra´ıces del sistema con p = 9539 y q = 8887
las cuales son los factores primos de N . Con lo que se habr´ıa logrado la factorizacio´n de
N .
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Este es solo un ejemplo de porque´ los nu´meros que se utilizan en el criptosistema
RSA son de gran magnitud. Por ejemplo, para la factorizacio´n del nu´mero conocido como
RSA-768, que consta de 768 d´ıgitos binarios, se emplearon 80 procesadores u´nicamente
para seleccionar ciertos polinomios que se utilizar´ıan en la factorizacio´n. La seleccio´n
de los polinomios tardo´ aproximadamente medio an˜o. Para el proceso de factorizacio´n
se emplearon varios cientos de computadoras y la factorizacio´n requirio´ casi dos an˜os,
adicionales al medio an˜o en que se seleccionaron los polinomios. Se estima que si solamente
se empleara una computadora con procesador AMD a 2.2 GHz. con 2 GB de RAM se
requerir´ıan aproximadamente 1500 an˜os para la factorizacio´n.
Mencionar la posibilidad de que se rompa este sistema si existieran ordenadores cua´nti-
cos, ya que estos esta´n preparados para realizar la factorizacio´n de un nu´mero en tiempo
real. Esto destruye todo criptosistema basado en factorizacio´n.
Los ordenadores cua´nticos se basan en el uso de qubits en lugar de bits, y da lugar
a nuevas puertas lo´gicas que hacen posibles nuevos algoritmos. La idea de computacio´n
cua´ntica surge en 1981, cuando Paul Benioff expuso su teor´ıa para aprovechar las leyes
cua´nticas en el entorno de la computacio´n. En lugar de trabajar a nivel de voltajes
ele´ctricos, se trabaja a nivel de cuanto, valor mı´nimo que puede tomar una determinada
magnitud en un sistema f´ısico. En la computacio´n digital tradicional, un bit solo puede
tomar dos valores: 0 o´ 1. En cambio, en la computacio´n cua´ntica, intervienen las leyes de
la meca´nica cua´ntica, y la part´ıcula puede estar en superposicio´n coherente: puede ser 0,
1 y puede ser 0 y 1 a la vez. Eso permite que se puedan realizar varias operaciones a la
vez, segu´n el nu´mero de qubits. El nu´mero de qubits indica la cantidad de bits que pueden
estar en superposicio´n. Con los bits convencionales, si ten´ıamos un registro de tres bits,
hab´ıa ocho valores posibles y el registro solo pod´ıa tomar uno de esos valores. En cambio,
si tenemos un vector de tres qubits, la part´ıcula puede tomar ocho valores distintos a la
vez gracias a la superposicio´n cua´ntica. As´ı, un vector de tres qubits permitir´ıa un total
de ocho operaciones paralelas. As´ı pues, el nu´mero de operaciones es exponencial con
respecto al nu´mero de qubits.
Uno de los obsta´culos principales para la computacio´n cua´ntica es el problema de la de-
coherencia cua´ntica, que causa la pe´rdida del cara´cter unitario de los pasos del algoritmo
cua´ntico. La decoherencia cua´ntica explica co´mo un sistema f´ısico, bajo ciertas condi-
ciones espec´ıficas, deja de exhibir efectos cua´nticos y pasa a exhibir un comportamiento
t´ıpicamente cla´sico, sin los efectos contraintuitivos t´ıpicos de la meca´nica cua´ntica. Otro
de los problemas es la escalabilidad, especialmente teniendo en cuenta el considerable in-
cremento en qubits necesario para cualquier ca´lculo que implica la correccio´n de errores.
Para ninguno de los sistemas actualmente propuestos es trivial un disen˜o capaz de ma-
nejar un nu´mero lo bastante alto de qubits para resolver problemas computacionalmente
interesantes hoy en d´ıa.
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7.5. Eleccio´n de los primos p y q
Puesto que el sistema RSA se basa en la eleccio´n, por parte de cada usuario del
sistema, de un par de nu´meros primos de taman˜o adecuado, es obvio que el sistema
solo ser´ıa factible en la pra´ctica si tal eleccio´n es fa´cil, es decir, dada por algoritmos de
complejidad polinomial en el taman˜o de los datos.
Algoritmos polino´micos para decidir si un nu´mero es primo o compuesto existen y son
conocidos como tests de primalidad. Se trata de test probabil´ısticos que no demuestran,
en el sentido matema´tico, que un nu´mero es primo, pero garantizan dicha primalidad con
probabilidad tan alta como se desee.
Para elegir los primos p y q, basta pues elegir a y b, nu´meros impares arbitrariamente
del taman˜o requerido, y someterlos a un test probabil´ıstico. Si son primos puede tomarse,
en principio, como los p, q buscados. Si a no fuese primo, se sustituir´ıa por a + 2, a + 4,
etc. (respectivamente con la b) hasta obtener los primos deseados.
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Anexo A
Anexo I
A.1. Teor´ıa de grupos
Los esquemas criptogra´ficos presentados en este trabajo se construyen a partir de una
de las estructuras algebraicas ma´s estudiadas: la estructura de grupo. A continuacio´n se
presentan unas nociones elementales de teor´ıa de grupos.
Definicio´n 13. Dado un conjunto G y una operacio´n interna · : G×G→ G, se dice que
el par (G, ·) es un grupo si cumple las propiedades:
Asociativa: (a · b) · c = a · (b · c), para cada a, b, c ∈ G.
Existencia de elemento neutro: existe un elemento e ∈ G que cumple que a · e =
e · a = a para cualquier a ∈ G, que llamaremos elemento neutro.
Existencia de elemento sime´trico: para cada a ∈ G existe un elemento a′ ∈ G tal
que a · a′ = a′ · a = e, que llamaremos elemento sime´trico de a.
Definicio´n 14. Sea el grupo (G, ·) lo llamaremos grupo abeliano si, adema´s de cumplir
las propiedades de grupo, cumple la propiedad conmutativa. Es decir, para cada x, y ∈ G
se verifica que x · y = y · x.
Definicio´n 15. Dado un grupo G se denomina orden de G, denotado por |G|, al cardinal
del conjunto subyacente.
Definicio´n 16. Sean (G, ·) y (H, ∗) grupos. Una aplicacio´n f : G→ H se dice que es un
homomorfismo si f(a · b) = f(a) ∗ f(b),∀a, b ∈ G.
Definicio´n 17. Un homomorfismo inyectivo, respectivamente suprayectivo, se denomina
monomorfismo, respectivamente epimorfismo.
Definicio´n 18. Un homomorfismo biyectivo se denomina isomorfismo y, si se establece
de un grupo en s´ı mismo, se denomina automorfismo.
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Teorema 4. El conjunto de los automorfismos de un grupo G dado, tiene a su vez
estructura de grupo con la operacio´n composicio´n de aplicaciones y se denota Aut(G).
Definicio´n 19. Sea G un grupo y x ∈ G, la aplicacio´n fx : G→ G definida por fx(g) =
xgx−1 es un automorfismo de G y se denomina automorfismo interno.
Definicio´n 20. Sea G un grupo, un subconjunto no vac´ıo H ⊂ G se dice subgrupo de
G si es estable respecto la ley interna de G y tiene a su vez estructura de grupo con la
restriccio´n de la operacio´n de G.
Definicio´n 21. Sea A un conjunto y sean + y · dos operaciones binarias. Se dice que
la terna (A,+, ·) es un anillo conmutativo y con unidad si se cumplen las siguientes
propiedades:
a) (A,+) es un grupo abeliano.
b) (A, ·) tiene las propiedades asociativa, conmutativa, tiene elemento neutro y es dis-
tributiva respecto a +.
Ejemplo 13. La terna (Z,+, ·) es un anillo conmutativo y con unidad, cuyo elemento
neutro para la suma es el 0 y para el producto el 1.
Definicio´n 22. Un cuerpo es un conjunto F provisto de dos operaciones internas, (F,+, ·),
de modo que tanto (F,+) como (F \ {0}, ·) son grupos abelianos, y el producto es distri-
butivo respecto a la suma.
Definicio´n 23. Un cuerpo finito es un cuerpo con un nu´mero finito de elementos. Se
suele escribir Fq para indicar un cuerpo finito con q elementos (orden q).
Teorema 5. Un subconjunto no vac´ıo H de G es un subgrupo si ∀s, t ∈ H se tiene que
s−1 ∈ H y st ∈ H.
Definicio´n 24. Un subgrupo invariante por los automorfismos internos de G, es decir,
tal que xHx−1 = H,∀x ∈ G, se denomina normal o invariante.
Teorema 6. Todo grupo G tiene al menos dos subgrupos normales, e´l mismo y el formado
por el elemento neutro eG. Adema´s, estos dos subgrupos se dicen impropios y cualquier
otro subgrupo se dice subgrupo propio de G.
Definicio´n 25. Al menor subgrupo normal de G contiene a X se le denomina subgrupo
normal generado por X y se escribe como < X >G .
Definicio´n 26. Si X = {g}, para algu´n g ∈ G, el grupo < X > se denota por < g >
y se dice que es un grupo c´ıclico. Se denomina orden de g y se escribe |g|, al orden del
grupo generado por g.
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A.2. Cuerpos finitos
Si p es primo, cada entero no divisible por p tiene inverso mo´dulo p; por tanto, Zp es
un cuerpo. El cuerpo Zp desempen˜a un papel fundamental en la teor´ıa de cuerpos finitos.
Teorema 7. Sea p un nu´mero primo y m ∈ Z>0 existen cuerpos de cardinal pn y los
denotamos como Fp. Adema´s, la extensio´n de cuerpos Fp ⊂ Fpm es algebraico de grado
m.
Definicio´n 27. Se denomina caracter´ıstica del cuerpo, al nu´mero primo p mencionado
en el teorema anterior.
Teorema 8. Sea F un cuerpo de orden q = pm, entonces cualquier subconjunto finito F∗,
es c´ıclico. En particular, F∗ es c´ıclico de orden q − 1.
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