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ABSTRACT 
In this manuscript, we develop a generalized theory for the scattering process produced by interface 
roughness on charge carriers and which is suitable for any semiconductor heterostructure. By exploiting 
our experimental insights into the three-dimensional atomic landscape obtained on Ge/GeSi 
heterointerfaces obtained by atom probe tomography, we have been able to define the full set of interface 
parameters relevant to the scattering potential, including both the in-plane and axial correlation inside real 
diffuse interfaces. Our experimental findings indicate a partial coherence of the interface roughness along 
the growth direction within the interfaces. We show that it is necessary to include this feature, previously 
neglected by theoretical models, when heterointerfaces characterized by finite interface widths are taken 
into consideration. To show the relevance of our generalized scattering model in the physics of 
semiconductor devices, we implemented it in a non-equilibrium Green’s function simulation platform to 
assess the performance of a Ge/SiGe-based THz quantum cascade laser. 
 
§ these authors contributed equally to this work 
 
I. INTRODUCTION 
Nowadays, the boundary between fundamental research and technology in the field of semiconductor 
science is becoming more and more blurred, as witnessed by the increasingly shorter time required to bring 
innovative materials and processes to mass production1. As an example, “exotic” quantum effects can now 
be exploited in nanoscale devices in order to improve their performance or to add functionalities. In this 
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scenario, the interface in semiconductor heterostructures plays an ever-greater role and its characterization 
down to the atomic scale is becoming more relevant. Indeed, a well-defined and sharp interface is a 
prerequisite for a number of different physical systems such as solid state based qubits2, thermoelectric 
devices3,4, and photonic devices5,6 leveraging on 2D effects, to name a few. Furthermore, in  the sub-10 nm 
CMOS technology nodes, interfaces are critical in developing high quality nano-sheet channels1. 
The interdiffusion of atoms and the 2D/3D island formation7 makes a real heterointerface deviating 
from an ideal flat atomic plane in two important aspects: (i) the average composition profile is smeared out 
along the growth (axial) direction, known as interface broadening and usually quantified by the interface 
width ℒ; (ii) the iso-compositional surfaces exhibit in-plane fluctuations of their axial position, which are 
responsible for the so-called interface roughness (IFR).  
The interface broadening and roughness influence the opto-electronic properties in different ways 
and thus, they are usually modelled separately. The interface broadening results in the broadening of the 
potential experienced by charge carriers in the z direction, i.e. perpendicular to the interface plane. This can 
be accounted for by replacing the ideal 1D, box-like (abrupt) potential profile with the real broadened z-
dependent potential profile in the one-dimensional Schrodinger equation. In many situations, electronic 
wave functions and energies are not severely affected by smeared-out  interfaces; thus their effect can be 
neglected or easily taken into account when designing the active layer region8,9. By contrast, the interface 
roughness, which breaks the in-plane invariance, has to be treated as a perturbing potential term responsible 
for scattering among different eigenstates10-12. This scattering channel has been extensively modeled only 
for abrupt interfaces10,11, with the roughness described as an in-plane z(x,y) fluctuation of the interface 
position. This fluctuation distribution is typically characterized by its root mean square (rms)  and in-
plane correlation length ||. Recently, Valavanis et al.13 generalized the IFR modelling to treat diffuse 
interfaces as well. Nevertheless, this model is limited to the case of a perfectly correlated roughness along 
the growth direction, implying that the out-of-plane fluctuations of all the iso-composition surfaces, 
defining the diffused interface region at each (x,y) point, are equaled. It is clear that this approximation is 
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not valid when the correlation length of the fluctuations along z (axial correlation length ⊥) is comparable 
or smaller than the interface width ℒ.  
Pulsed laser-assisted atom probe tomography (APT) has recently emerged as the ideal technique for 
evaluating the interface width ℒ14. Furthermore, APT makes it possible to reconstruct atom-by-atom the 
crystal structure in three dimensions and, potentially, to quantify other properties of buried interfaces, such 
as the rms roughness , the in-plane correlation length15 ||, and the axial correlation length ⊥. However, 
to the best of our knowledge, the latter quantity has not yet been measured experimentally. 
Motivated by the recent interest in Ge/SiGe-based devices16-18, here we show how it was possible 
to measure all the four interface parameters (ℒ,  ||, and now ⊥ as well), in a sample consisting of a stack 
of strain-compensated Ge/Ge0.8Si0.2 asymmetric coupled quantum wells (ACQWs). Our data demonstrate 
the excellent interface quality in terms of small interface width (ℒ =1.16 nm) and interface rms roughness 
(=0.18 nm). Interestingly we found that the interface roughness is vertically correlated along the growth 
axis on a length ⊥ =0.26 nm smaller than the interfacial width. This outcome prompted us to develop a 
general theory for interface roughness scattering, accounting for both the finite correlation length along the 
growth direction and the interference effects associated with the interaction among different interfaces. We 
show that the effect of a finite axial correlation length has a large impact on the IFR scattering rate and that 
knowledge of the IFR at the atomic scale and its proper modelling are essential when assessing the 
performance of quantum devices. Indeed, we incorporated our findings into a non-equilibrium Green’s 
function (NEGF) simulation platform17 to model the optoelectronic properties of an n-type Ge/SiGe THz 
QCL. We chose this device, which can be considered a stack of different ACQWs, as the ideal case study 
for assessing the relevance of our generalized model, given that heterointerfaces play a role of paramount 
importance in its operating principle. Indeed, we found that the finite axial correlation length critically 
affects the QCL gain. Interestingly, for the set of interface parameters (ℒ,  ||,⊥) which we measured in 
our sample, we can predict a room temperature operation of the device. 
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II. METHODS 
The Ge/Ge0.8Si0.2 ACQW sample was grown by ultra-high-vacuum chemical vapor deposition (UHV-CVD) 
at 500 °C, using germane and silane, without carrier gases, on Si(001) substrates. The ACQW stack was 
deposited on top of a SiGe reverse-graded (RS) virtual substrate (VS), ending with a 1.5 µm-thick constant 
composition fully relaxed Ge0.87Si0.13. To avoid plastic relaxation accompanied by lattice defects in the 
ACQW region, the composition of the RG-VS was chosen to achieve strain compensation condition in the 
ACQW, featuring tensile strained Ge0.8Si0.2 barriers and compressively strained Ge well layers. Each of the 
20 modules has been designed to have a thick (dtw =12 nm) and a narrow (dnw = 5 nm) Ge well, coupled 
to a dtb=2.3 nm Ge0.8Si0.2 tunnel barrier. Another dsb=20 nm-thick Ge0.8Si0.2 layer is used to separate each 
module, so that the nominal period thickness of the structure is 40.3 nm. More details about the growth and 
X-ray diffraction (XRD) structural characterization of ACQW samples are reported in Ref. 19. The sample 
preparation for the high-resolution scanning transmission electron microscopy (HR-STEM) analysis and 
the APT analysis was done  using a Helios Nanolab 650 dual channel (Ga+ ion column for milling, SEM 
column for imagining) focused-ion beam (Dual-FIB) microscope, using the standard lamella lift-out 
technique. The HR-STEM analysis was conducted using a double cross-section-corrected FEI Titan 
microscope, operated at 200 kV. The beam converge angle was 19.1 mrad. Aberration corrected magnetic 
lenses helped in making the probes of the order of 1-2 Å diameter with a beam currents of 200 pA. CEOS 
CESCOR corrector was used to yield a resolution of 0.8 Å. The images were recorded using a high-angle 
annular dark field (HAADF) detector and the data was processed using the digital micrograph GMS3 
software. As for the APT experiments, a stable and layer-by-layer evaporation of atoms was achieved 
focusing a picosecond-pulsed ultraviolet laser on the FIB defined nanotips. The laser energy, pulse 
frequency, and the evaporation rate (ions/pulse) were maintained at 5.0-10.0 pJ, 250-500 kHz, and 0.5-1.5, 
respectively. The 3D reconstructions were performed using the Cameca’s integrated visualization and 
analysis software (IVAS) package  
The NEGF simulations are performed using the nextnano.QCL package, which calculates the 
quantum transport through layered heterostructures. The scattering processes are treated within the self-
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consistent Born approximation, including phonons, charged impurities, electron-electron, interface 
roughness, and alloy disorder17,20,21. The gain is calculated self-consistently within the linear response 
theory following Ref 22. The graded composition profile of the QCL is calculated by convoluting the 
nominal squared profile with a Gaussian function of full-width at half maximum (FWHM) ℒ8. As detailed 
in the Supplementary Material (SM), the interface roughness self-energy is derived according to the present 
generalized theory of interface roughness. 
 
III. RESULTS AND DISCUSSION 
A. Experimental determination of interface parameters in Ge/SiGe ACQWs  
The HAADF-STEM image acquired on the ACQWs stack is shown in Fig. 1(a). Images recorded at 
progressively higher magnifications have been highlighted by color-coded rectangular boxes and are 
displayed as insets. We can clearly distinguish the stacking along the growth direction of 20 identical 
periods separated by a Ge0.8Si0.2 layer (darker grey). Lines scans (averaged over 100 pixels) were recorded 
using the GSM3 software in order to extract the intensity variation in the HAADF-STEM images across 
the entire thickness of the ACQW stack. We measured the mean thicknesses of the wells and barriers by 
fitting the intensity profile with Gaussian functions (not shown) to be dsb =19.60 nm (±1.3 %) for the 
SiGe spacer barrier, dtw = 12.22 nm (±1.4 %) and dnw = 5.15 nm (±1.2 %) for the thick and narrow Ge 
well respectively, and dtb = 2.48 nm (±1.2 %) for the SiGe tunneling barrier, resulting in an average total 
period thickness of 39.5 nm (±5.1%) (the uncertainties represent the standard deviation of the thicknesses 
measured over the 20 periods of the ACQW). HAADF-STEM analysis has confirmed, within the 
experimental uncertainty, the thickness reproducibility of all the individual layers along the stack and the 
good match to the nominal values.  
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Figure 1: (a) (left) HAADF-STEM image showing all the 20 periods of the Ge/SiGe ACQW, parts of the 
SiGe capping layer, and the SiGe buffer in the VS. On the right panels, we display images recorded at 
progressively higher magnification from different sample regions. (b) 3D atom-by-atom reconstruction of 
the Ge/SiGe ACQW (Data Set 1). (c) 1D concentration profile of Si and Ge (at a fixed bin width of 0.2 nm) 
along the direction of APT evaporation. Data are extracted from the 30 nm-wide cylinder coaxial to the tip 
and highlighted in black in panel (b). Inset: Details of a falling (green) and rising (orange) Ge concentration 
profiles. The black solid lines in the insets represents the fitting function (equation (1), later in the text) 
used to extract the interface widths. (d) The extracted values of ℒ for all the interfaces and the three different 
APT data sets of the sample. The mean value of ℒ is shown as black horizontal line together with the error 
bars representing the standard deviation of the measurements on all the interfaces. 
 
Furthermore, the absence of any misfit dislocations and extended defects in the HAADF-STEM 
images of Fig. 1(a) highlights the good crystalline quality of the sample and the coherent nature of the 
heterointerfaces. 
The atom-by-atom 3D reconstruction of four periods of the sample (Data set-1 of 3) is shown in 
Fig. 1(b), with the atom evaporation proceeding from the top to the bottom of the tip, i.e. in the opposite 
direction with respect to the growth direction. The second out of the three APT data sets is shown in Fig. 
S1 of the SM along with a representative mass spectrum. In order to ensure higher accuracy of the atomic 
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scale, only atoms evaporated from a 30 nm wide cylinder coaxial to the tip (see Fig. 1(b)) were considered 
in the analysis. In fact, the uniformity in the layer-by-layer evaporation is maximum for the atoms located 
at the center of the hemispherical tip 23.  
Figure 1(c) shows the 1D concentration of Si and Ge atoms along the APT evaporation direction. 
The mean Ge concentration within the SiGe barrier layers was found to be 80.0 % (±0.6%), in perfect 
agreement with the nominal value. The 1D concentration profile was used to estimate the interface width 
ℒ. To this aim in the right panels of Fig. 1(c) we show a magnified view of the Ge concentration profile at  
two Ge→SiGe (green-axis) and SiGe→Ge (orange-axis) heterointerfaces, corresponding to the marked 
green and orange rectangular boxes in the plot of the 1D concentration profile. The raw data was fitted 
using the error function8 
c(z) =  c0 + d0erf [2√ln(2) (z − z0) /ℒ]  (1) 
where c0 and d0 are an offset and scale parameter, respectively, introduced to achieve the correct 
concentrations on both side of the heterointerface and z0 defines the position of its center. The interfacial 
width ℒ is defined here as the FWHM of the derivative of the fitted concentration profile and corresponds 
to the interface width over which the concentration changes from 12% to 88% of the plateau value.  For the 
two examples of the rising and falling Ge concentration profiles shown in the insets of Fig. 1(c), the values 
of ℒ extracted from the fit were 1.16 and 1.15 nm, respectively. 
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Figure 2: (a) Left: 3D reconstruction of all the atoms located within the black cylinder of diameter 30 nm, 
shown in Fig. 1(b). Right: Corresponding 90% Ge content iso-compositional surfaces between Ge and SiGe 
layers. (b) Height-height correlation function H(τ) as a function of the length of the in-plane vector τ⃗  
measured on the interface marked by arrow in panel (a). Inset: The color-coded height distribution of the 
same interface. (c) The extracted values of Δ and of Λ∥ of all the interfaces, for the three different APT data 
sets. The mean values of the measurement parameters are shown as black horizontal lines together with the 
error bars representing the standard deviation of the measurements on all the interfaces. 
 
Figure 1(d) shows the ℒ values measured from all the interfaces present in the three investigated data sets 
resulting in an average value of 1.16 nm (±3.7%). Since often in literature a sigmoid function of the 
concentration profile is used as alternative fitting profile, we also fitted our data to the function 𝑐𝑠(z) = c0 +
9 
 
d0 [1 + e
−
(z0±z)
𝐿 ]⁄ , finding an average value of L=0.288 nm,  corresponding to an interfacial width over which 
the concentration changes from 12% to 88% of 4L=1.15 nm. Remarkably, the interface width here obtained 
is only slightly larger than that measured from low Ge content Si/SiGe multi-layers in Ref. 14, using the 
same technique. The value of ℒ we report here is also more than a factor ~2.5× smaller compared to those 
measured in Ge/Si0.2Ge0.8 multi-quantum well samples grown by reduced pressure CVD and plasma 
enhanced CVD reactors24,25. This suggests that UHV-CVD might be better suited for realizing sharper 
interfaces in high-Ge content heterostructures with layer thicknesses of the order of few nanometers. 
Interestingly, we do not observe any systematic difference between the measured value of ℒ on the 
Ge→SiGe and SiGe→Ge interfaces. This observation differs from previous reports on both low-14,26 and 
high-Ge content25 Si/SiGe heterostructures. In fact, in these early reports larger widths were measured for 
the interface featuring a Ge content decreasing along the growth direction with respect to the opposite case, 
as one could expect considering the tendency to surface segregation of Ge atoms during the Si overlayer 
deposition. We speculate that this discrepancy may be related to specific peculiarities of the UHV-CVD 
growth process, such the relatively short precursor residential time in the reactor. Finally, as evident from 
Fig. 1(d), we notice that ℒ is also independent on both the thickness of the layers and the position within 
the whole stack. This evidence suggests that the adopted growth temperature of 500°C does not induce 
relevant intermixing in buried interfaces during the subsequent steps of the growth process27.  
After having characterized the interface width, we now exploit the fully 3D character of our analysis 
for assessing the roughness ∆ and the coherence along both the parallel and axial directions. To this aim, 
from the 3D atomic distribution shown for instance in the left plot of Fig. 2(a) we preliminary determine 
the iso-compositional surfaces at Ge concentration of 90%, i.e. halfway between the barrier and well 
compositions (right plot in Fig. 2(a)). Their average positions along the growth direction define a set of z0 
values, each of them corresponding to the position of a given heterointerface. This allows the calculation 
of the height fluctuation h(ρ⃗ ) of the 90% iso-compositional surfaces, with respect to their 𝑧0, as a function 
of the in-plane coordinates ρ⃗ =(x,y). As an example, we report in the inset of Fig. 2(b) the h(ρ⃗ ) distribution 
of one 90% iso-compositional interface (blue arrows in the right plot of Fig. 2(a)). The height-height 
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correlation function H(τ) is then experimentally determined as the squared difference of h(ρ⃗ ) calculated at 
two points separated by the in-plane vector τ⃗   and averaged in the in-plane direction  
H(τ) = ⟨|h(ρ⃗ ) − h(ρ⃗ + τ⃗ )|2⟩ρ⃗ = 2⟨|h(ρ⃗ )|
2⟩ρ⃗ − 2⟨|h(ρ⃗ )h(ρ⃗ + τ⃗ )|
2⟩ρ⃗   (2) 
In the right-hand side, the first term represents the IFR mean squared roughness Δ2 = ⟨|h(ρ⃗ )|2⟩ρ⃗  . Under 
the assumption of in-plane rotation and translation invariance, the second term depends only on the 
modulus of τ⃗  , and then can be written as  
⟨|h(ρ⃗ )h(ρ⃗ + τ⃗ )|2⟩ρ⃗ = Δ
2C∥(τ) (3) 
where the dimensionless quantity C∥(τ) is usually referred to as the IFR in-plane correlation function. 
In Fig. 2(b) we plot the functional behavior of H(τ) associated to the exemplificative surface shown in its 
inset. If we assume a Gaussian decay of the in-plane correlation function15,28 
C∥(τ) = e
−(τ Λ∥⁄
)
2
  (4), 
from eq. 4 we can estimate the ∆ and Λ∥ parameters by fitting the measured H(τ)  to the function  Hfit(τ) =
2∆2 [1 − e
−(τ Λ∥⁄
)
2
] . In this case we obtain ∆ = 0.18 nm and Λ∥ = 6.98  nm, respectively.  
The values of ∆ and Λ∥  obtained for all the 90% iso-compositional surface across the different APT data 
sets are highly uniform, as evident in Fig. 2(d). The mean values of ∆ and Λ∥ were found to be 0.18 nm (±5 
%) and 6.9 nm (± 4 %), respectively.   
On the other end, as already pointed out, for a complete characterization of IFR in diffuse interfaces, 
the measurement of the roughness correlation length along the growth direction is also required, although 
not yet accomplished. Therefore, we set up a procedure for the quantification of the axial correlation length 
Λ⊥from APT data.  
To this purpose, we have “sliced” the diffuse interfaces into seven iso-concentration surfaces, 
defined at different Ge concentrations in the 87 - 93% range (outside this range of concentration values, no 
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meaningful iso-compositional surfaces can be obtained). For each iso-compositional surface we calculated 
their average positions zi = 1… . .7, obtaining values in perfect agreement with the 1D compositional 
previously displayed in Fig. 1(c). 
 
 
Figure 3: (a) Measured ∆ij of the wij(ρ⃗ ) differential map with 𝑖 = 91%, 𝑗 = 89% calculated for all the 
interfaces, across the different APT data sets. (b): Representative differential map wij(ρ⃗ ) for 𝑖 =
91 % and 𝑗 = 89 % iso-compositional surfaces. (c) Data points (spheres) for the axial correlation function 
fitted to an exponential decay function C⊥(∆z) = 𝑒
−∆z Λ⊥⁄  (line, details in the main text). 
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Subsequently, the height function hi(ρ⃗ ) associated to each iso-compositional surface was calculated and 
used to generate the differential maps wij(ρ⃗ ) defined by the equation 
wij(ρ⃗ ) = hi(ρ⃗ ) − hj(ρ⃗ ) (5) 
where the (i,j) indices correspond to iso-compositional surface pairs belonging to the same diffuse interface. 
Their values were chosen in order to have a data set featuring increasing values of  |∆zij| = |zi − zj|, 
corresponding to the following couples of iso-compositional surfaces: (i, j)  = (90.5%, 90%), (91%, 90%), 
(91%, 89%), (92%, 88%), and (93%, 87%). In Fig. 3(b) we show a representative differential surface maps  
wij(ρ⃗ ), for (i,j) corresponding to (91%,89%) (see Fig. S2 in the SM for the other (i,j) values). For this 
couple of concentrations, Fig. 3(a) shows the measured values ∆𝑖𝑗= √⟨w𝑖𝑗
2 (𝜌 )⟩ of the rms roughness of 
the wij(ρ⃗ ) maps for all the interfaces, across the different APT data sets. The ∆ij values extracted from all 
the available  wij(ρ⃗ ) maps for other (i,j) values are shown in Fig. S2 in the SM. From these data we can 
determine the axial correlation function 
 C⊥(|∆z|)= ⟨h(ρ⃗ , z)h(ρ⃗ , z + ∆z)⟩ρ⃗ Δ
2⁄  (6) 
To this aim we write the measured ∆𝑖𝑗
2 as 
∆𝑖𝑗
2= ⟨w𝑖𝑗
2(𝜌 )⟩ = ⟨(ℎ𝑖 (𝜌 ) − ℎ𝑗(𝜌 ))
2⟩ = ⟨ ℎ𝑖
2(𝜌 )⟩ +⟨ℎ𝑗
2(𝜌 )⟩ -2⟨ ℎ𝑖(𝜌 ) ℎ𝑗(𝜌 )⟩ = 2𝛥
2(1 − 𝐶⊥(|𝑧i-𝑧j|)  
(7) 
where we assumed that the considered isocompositional surfaces feature the same 𝛥 value. This relation 
has been used to plot in Fig. 3(c) the experimental  C⊥(∆zij) data points. These values have been fitted to 
an exponential decay 𝑒−∆z Λ⊥⁄  function from which we estimated the value Λ⊥=0.26 nm (±7.5%). 
Remarkably, this quantity is smaller than the mean interface width ℒ = 1.16 nm, meaning that the usually 
made assumption of fully-correlated roughness within each diffuse interface is not valid13. Based on this 
result, the next section elaborates a general theoretical framework to calculate the impact of a finite value 
of Λ⊥ on the IFR scattering rate. 
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B. Theory of IFR scattering rate for diffuse interfaces with finite axial correlation length 
The impact of roughness on electron states in multi-layer structures is usually theoretically addressed in the 
framework of the perturbation theory, introducing the perturbing potential 𝛿𝑉𝐼𝐹𝑅(𝜌 , 𝑧), which represents 
the difference between the total 3D potential 𝑉(𝜌 , 𝑧) and the 1D average potential ?̅?(𝑧) = ⟨𝑉(𝜌 , 𝑧)⟩?⃗⃗? , which 
is responsible for the breaking of the in-plane translation invariance29. Consequently, 𝛿𝑉𝐼𝐹𝑅(𝜌 , 𝑧) can 
couple eigenstates of the unperturbed Hamiltonian featuring different in-plane vectors and z-dependent 
envelope functions, i.e. 𝜑𝛼(𝑧)𝑒
𝑖?⃗? .?⃗⃗?  and 𝜑𝛽(𝑧)𝑒
𝑖(?⃗? +?⃗? ).?⃗⃗? .  
According to the first-order perturbation theory, the rate of elastic scattering events from the initial 
state |, ?⃗? ⟩ to any available final state belonging to the  subband is given by 
ℏΓα,β,k = 2𝜋 ∑ |𝛿𝑉𝛼𝛽𝑞|
2𝛿 (𝐸𝛼𝛽 +
ℏ2𝑘2
2𝑚∥
∗ 
− 
ℏ2|?⃗? +?⃗? |2
2𝑚∥
∗ 
)?⃗?   (8) 
where 𝑘 and 𝑞 are the modulus of the initial and exchanged momentum,  𝑚∥
∗ is the in-plane effective mass, 
𝐸𝛼𝛽 = 𝐸𝛼 − 𝐸𝛽 is the subband energy separation, and |𝛿𝑉𝛼𝛽𝑞|
2 = ⟨𝛼, ?⃗?  |𝛿𝑉𝐼𝐹𝑅|𝛽, ?⃗? + 𝑞 ⟩ is the IFR 
scattering matrix element which is a k-independent quantity. Assuming i) abrupt interfaces (ℒ → 0); ii) 
absence of correlation among the different heterointerfaces, iii) a Gaussian shape of the two-point 
correlation function for ℎ(𝜌 ), this matrix element reads (see Ref. 10,11) 
|𝛿𝑉𝛼𝛽𝑞
(0)
|2 = 𝜋𝛥2𝛬∥
2𝑒−
𝛬∥
2𝑞2
4 𝑉0
2 ∑ |𝜑𝛽 (𝑧0
()
) |2|𝜑𝛼 (𝑧0
()
) |2        (9) 
In the above equation, the sum extends over the different uncorrelated interfaces located along the growth 
direction at 𝑧0
()
 and 𝑉0 is the value of the associated band offset which is assumed constant for all the 
interfaces. The resulting physical picture is that the IFR perturbation can be regarded as a contact potential 
active at the interface planes and therefore sensible to the local amplitude of the wavefunctions. The square 
modulus of its matrix element decays exponentially with the square modulus of the exchanged momentum 
𝑞, with a characteristic scale given by 1/Λ∥.  
As already mentioned in the introduction, Valavanis et al.13 relaxed the hypothesis of interface 
abruptness with the scope of investigating SiGe multilayer systems, which typically feature non-negligible 
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interface widths ℒ, in the 0.9-1.5 nm range14,26. Remarkably, the relevance of a proper modeling of diffuse 
interfaces has recently emerged also in the realm of III-V material systems8,30. In the absence of 
experimental inputs, Valavanis et al. assumed that: i) the roughness is fully correlated along growth 
direction within each diffuse interface, ii) the separation between interfaces is much larger than  the 
interdiffusion length, and iii) the IFRs of different interfaces are fully uncorrelated (i.e. C⊥ (|𝑧0
()
−
𝑧0
(′)
|) = 0  for  ≠ ′). Within these assumptions, the interface broadening was found to have a very 
limited impact on the IFR scattering rate up to ℒ  3 nm. However, we point out here that not only 
assumption i) may not hold ubiquitously, as directly demonstrated by our experimental findings, but also 
that the assumptions ii) and iii) may not be applicable when studying tunneling structures with barrier 
thickness comparable to the interface width and/or to the axial correlation length. This implies that in many 
multilayer materials embedded in real-word devices these working hypotheses are not satisfied.   
To overcome these limitations and based on the experimental observations outlined in the previous 
section, we develop here a more general theoretical framework describing the IFR scattering in a generic 
sequence of diffuse interfaces with a finite correlation length along the axial direction. In presence of 
diffuses interfaces  the axial correlation can couple the perturbing potential associated to different interfaces 
and as  a consequence their joint action cannot be described in terms of a sum of independent scattering 
sources as in eq.(9). As detailed in the SM, in this general case, the scattering rate depends on the 3D 
correlation function of the interface roughness. Assuming that this function can be factorized into in an in-
plane and an axial part, we obtain  
|𝛿𝑉𝛼𝛽𝑞|
2 = 𝜋𝛥2Λ∥
2𝑒−
Λ∥
2𝑞2
4 ∫𝑑𝑧1 ∫𝑑𝑧2  𝜑𝛽
∗ (𝑧1)𝜑𝛼(𝑧1) 𝜑𝛼
∗ (𝑧2)𝜑𝛽(𝑧2)
𝜕 ?̅?
𝜕 𝑧
(𝑧1)
𝜕 ?̅?
𝜕 𝑧
(𝑧2)𝐶⊥(|𝑧2- 𝑧1|)  (10) 
where the z integrals extend over the whole heterostructure stack. As such, we notice that this equation, 
being formulated in terms of a generic potential profile ?̅?(z) defined throughout the sample, can be applied 
without artificially describing ?̅?(z) as a set of different contributions coming from partially overlapping 
“blurred” interfaces.  
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To gain insight on the impact of the correlation effect due to a finite value of 𝐶⊥, we calculate the 
scattering rate Γ𝛼𝛽𝑘   from an initial state |𝛼, 𝑘⟩ to a different subband, obtained summing over all available 
wavevectors 𝑘𝑓⃗⃗⃗⃗ = ?⃗⃗⃗?⃗⃗ + 𝑞  in the final subband: 
Γ𝛼𝛽𝑘 =
𝑚∥
∗
ℏ2
∫ 𝑑𝜃
𝜋
0
𝑒−
Λ∥
2𝑞2(𝜃)
4 |𝛿𝑉
𝛼𝛽𝑞
|2𝛿 (𝐸𝛼𝛽 +
ℏ2𝑘2
2𝑚∥
∗ 
− 
ℏ2|?⃗? +?⃗? |
2
2𝑚∥
∗ 
) (11) 
where we have taken into account the energy conservation to express the modulus of the exchanged wave-
vector as a function of the scattering angle 𝜃 only.  
We now shall disregard the correlation possibly existing between different interfaces, considering 
one heterointerface only or, alternatively, we can suppose that the axial correlation function 𝐶⊥  is negligible 
when calculated at the minimum heterointerface distance featured by the multilayer stack. Under the 
additional hypothesis that the variations of the wavefunctions at the interface width scale are small, it can 
be easily proven (see SM)  that Γ𝛼𝛽𝑘=𝐹Γ𝛼𝛽𝑘
(0)
 where 
𝐹 = 
1
𝑉0
2 ∫𝑑𝑧1 ∫𝑑𝑧2  
𝜕 ?̅?
𝜕 𝑧
(𝑧1)
𝜕 ?̅?
𝜕 𝑧
(𝑧2)𝐶⊥(|𝑧2- 𝑧1|)  (12) 
and Γ𝛼𝛽𝑘
(0)
 is the scattering rate calculated according to eq. (9). Aiming at a quantitative estimation of the F 
value, we calculate the right-end side of the above equation in the case of an exponentially decaying axial 
correlation function and assuming an error-function profile for the diffuse interface, as suggested by the fit 
of our APT experimental data. In these conditions, we obtain that F is controlled by the dimensionless 
parameter 
ℒ
Λ⊥
 according to 
𝐹 =  exp (
ℒ2
16ln (2)Λ⊥
2 ) [erf (− 
ℒ
4ln (2)Λ⊥
) + 1]  (13)     
Interestingly, for our measured values of ℒ = 1.16 nm and Λ⊥=0.26 nm we find F=0.35, meaning that IFR 
scattering rate is reduced by a factor 3× with respect to the value predicted for an abrupt interface with 
the same rms roughness.  
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We can also define an equivalent rms roughness for abrupt interfaces a Δ𝑒𝑞 
2 =  𝛥2𝐹. The value F=0.35 calculated 
in this work gives an equivalent rms roughness Δ𝑒𝑞 = 0.106 nm instead of Δ = 0.18 nm. 
This reduced effectiveness of the IFR potential can be explained considering that the interface does not 
behave as a single scattering center but, instead, acts as a collection of different, only partially correlated, 
scattering centers.  We notice that, in line with Eq. (12), 𝐹0 when Λ⊥ ≪  ℒ.  On the contrary, for Λ⊥ ≫ ℒ, 
F  1 and, consequently, the abrupt interface limit is recovered. 
 
Figure 4: L-valley band-edge and electronic states of a THz n-type Ge/Ge0.75Si0.25 QCL with abrupt 
interfaces (dashed lines) and with interdiffusion (solid lines). The squared wavefunctions associated to the 
upper (ULL, blue) and lower (LLL, red) laser levels are highlighted. 
 
Impact of IFR scattering rate on the performances of a QCL device  
As previously discussed in the introduction, a thorough theoretical and experimental understanding of 
heterointerfaces can greatly help in designing and modeling innovative devices. As a relevant example, we 
discuss here the impact of the IFR scattering on the performances of a n-type Ge/SiGe quantum cascade 
laser grown on top of a Si(001) substrate, featuring a composition profile quite similar to the one of the 
ACQW samples here investigated. This choice is motivated by the fact that QCL systems are a prototypical 
case-study to assess the role of IFR scattering6,31,32, owing to the inherently large number of heterointerfaces 
featured by this class of devices, and by the technological relevance of a Si-based THz source, suitable for 
room temperature operation16,17.  
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In Fig. 4, we show the L-point band edge energy profile together with the relevant states, calculated 
in the envelope function approximation, considering both abrupt (dashed lines) and diffuse (solid lines) 
interfaces for which, guided by our experimental results, we assumed ℒ = 1.16 nm. From Fig. 4, we predict 
that this moderate degree of interdiffusion has a very limited impact on the wave functions of the low-
energy states controlling the QCL carrier dynamics. Actually, in order to recover the same optical properties 
predicted for the abrupt heterointerface condition, the effect of interface broadening on the gain can be 
compensated by an appropriate fine-tuning of the layers thickness and composition (see Fig. S3 in the SM). 
In Fig. 5 (a), we report the IFR scattering rate from an initial state in the upper laser level (ULL) 
subband with zero in-plane momentum to the lower laser level (LLL) subband calculated as a function of 
Λ∥, setting the values ℒ = 1.16 nm, Λ⊥=0.26 nm and ∆=0.18 nm obtained by APT data. The scattering rate 
tends to zero both when Λ∥ →0   and Λ∥ →  with a maximum for Λ∥ 5.6 nm, unfortunately quite close to 
the value of 6.9 nm measured in our ACQWs samples (vertical dashed line). To understand the reason for 
the occurrence of a peak in Fig.5(a) at 5.6 nm, we remind that for an in-plane mass of 0.32 m0 (associated 
to the effective mass tensor of Ge(001) at the L point) and an energy separation between the two laser levels 
of 16 meV, the modulus of the wave vector exchanged in the IFR elastic scattering process is q0.35 nm-1. 
Considering now the functional dependence on Λ∥ in Eq.(10), the scattering rate is expected to have a 
maximum when 2/Λ∥=q, corresponding to Λ∥ =5.7 nm when the exchanged momentum q is 0.35 nm
-1, in 
great agreement with the observed peak value in Fig.5(a). The results of Fig. 5(a) suggest that a reduction 
of the IFR scattering rate can be achieved by mismatching the q and 2/Λ∥ scales: to this aim one either can 
act on the laser level separation, or should modify the in-plane correlation length at the growth stage, which 
is clearly a more challenging task. 
The dependence of the IFR scattering rate between the two laser levels on the axial correlation 
length obtained from our model, setting ℒ = 1.16 nm, Λ∥ =6.9 nm and ∆=0.18 nm as experimentally 
determined, is displayed by the blue curve in Fig. 5 (b); the dashed vertical line has been drawn at Λ⊥=0.26 
nm as in our sample. For comparison, the horizontal lines represent the IFR scattering rate obtained using 
the abrupt interface model of equation (9) (red line) and the perfectly correlated diffuse interface model 
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developed by Valavanis et al. in Ref. 13 (green line), both neglecting possible coupling among different 
interfaces. Notice that the deviation of the IFR scattering rate obtained from the Valavanis model with 
respect to that predicted by the abrupt interface model is due to the merging of the rising and falling 
concentration profiles in the diffuse interfaces defining the tunnel barrier located between the ULL and the 
LLL, which lowers the potential barrier height and hence slightly suppresses the scattering rate with respect 
to the atomically sharp case (see dashed and continuum band edge profiles in Fig. 4). For the QCL structure 
considered here, this deviation emerges despite ℒ< 3 nm, thus in a range where according to Ref 13 the 
impact of interface broadening on the IFR scattering rate should be negligible. This apparent contradiction 
is due to the fact that our QCL structure features thin tunneling barriers with a thickness in the order of ℒ, 
and thus does not satisfy the assumption of  interface separations larger than ℒ considered in Ref 13. 
Our model (blue curve) indicates that the IFR scattering rate, in the range explored in Fig. 5(b), has 
a non-monotonic behavior, being an increasing (decreasing) function for small (large) values of Λ⊥, with a 
maximum value achieved at Λ⊥~1.2 nm. To understand this functional behavior, we first notice that a 
multilayer system is characterized by two length scales: i) the interface width ℒ and ii) the minimum 
distance (dmin) separating two distinct interface planes featuring non negligible amplitudes of both the 
interacting wave functions. In our QCL design and for the considered states, dmin corresponds to the 
thickness of the tunneling barrier separating the two wells which host the laser levels (dmin =1.4 nm). This 
value is approximately equal to ℒ = 1.16 nm (see Fig. 4). Consequently, the two length scales in our case 
are practically coincident. To understand the rising part of the blue curve, we notice that, for Λ⊥ << dmin, 
the coupling among different interfaces is negligible and, therefore, the double spatial integral of Eq. (10) 
can be split in a discrete sum of terms, each representing the contribution from an isolated interface, 
analogously to the case of equation (9). In other words, in this regime 𝐶⊥(|𝑧2- 𝑧1|) is not negligible only 
when 𝑧1 and 𝑧2 range in a neighbor of the same interface. Consequently, the spatial derivative 
𝜕𝑉
𝜕𝑧
(𝑧1)
𝜕𝑉
𝜕𝑧
(𝑧2) and the two wavefunctions 𝜑𝛼(𝑧1)𝜑𝛼
∗(𝑧2) and 𝜑𝛽(𝑧1)𝜑𝛽
∗ (𝑧2) products entering the integral 
in eq. (10) have positive values.  
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Figure 5: (a, b) IFR scattering rate (blue curve) between the QCL laser levels calculated with our model (a) 
as a function of in-plane correlation length setting ℒ = 1.16 nm, Λ⊥=0.26 nm and ∆=0.18 nm; (b) as a 
function of axial correlation length Λ⊥ setting ℒ = 1.16 nm, Λ∥ =6.9 nm and ∆=0.18 nm. In panel (b), 
reference values corresponding to the IFR scattering rate calculated with the same values of Λ∥ and ∆ using 
the abrupt interface model (ℒ = 0) and the Valavanis model for diffuse interfaces13 (ℒ = 1.16  nm) are 
displayed in red and green, respectively. (c) Maximum QCL gain as a function of the rms interface roughness 
Δ for lattice temperatures of 10 K (blue) and 300 K (red), by taking into account interdiffusion (solid lines) 
or neglecting it (dashed). The calculations were performed with ℒ = 1.16 nm, Λ∥ =6.9 nm, and Λ⊥=0.26 nm. 
In the three panels, vertical lines mark the values measured by APT on our samples (Λ∥ =6.9 nm, Λ⊥=0.26 
nm, ∆=0.18 nm). 
This condition, together with the monotonic increase of 𝐶⊥(|𝑧2- 𝑧1|) with Λ⊥, produces the rise of 
the IFR scattering rate for Λ⊥ << dmin. When Λ⊥ approaches dmin, the correlation between interfaces starts 
to become relevant, since mixed terms in the double spatial integral, associated to the coupling of different 
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interfaces, are no more suppressed by the 𝐶⊥(|𝑧2- 𝑧1|) factor. Interference effects between the different 
interfaces then come into play, with a positive or negative contribution that in general depends on the 
particular potential shape and on the considered wavefunctions. In the case of the QCL of Fig. 4, 
considering the IFR scattering between the ULL and the LLL subbands, the interference effects are mainly 
due to the interaction between the two interfaces that define the tunneling barrier at a position of  27 nm. 
In such case, when z1 and z2 belong to the two consecutive interfaces, the product 
𝜕𝑉
𝜕𝑧
(𝑧1)
𝜕𝑉
𝜕𝑧
(𝑧2) is a 
negative number, while the 𝜑𝛼(𝑧1)𝜑𝛼
∗(𝑧2)𝜑𝛽(𝑧1)𝜑𝛽
∗ (𝑧2) product has a positive value. This explains why 
an increase of the axial correlation Λ⊥beyond 1.2 nm triggers a decrease of the IFR rate. Note that the IFR 
scattering rate predicted by our model never reaches the limiting value of the Valavanis model (green curve) 
since the two assumption of Valavanis model i.e. i) Λ⊥ ≪ dmin (uncoupled interfaces) and ii) Λ⊥>> ℒ 
(perfect correlation within each interface) cannot be simultaneously fulfilled in our QCL design for which 
ℒ ≈ dmin. Remarkably, at the value Λ⊥ = 0.26 nm experimentally evaluated on the grown structure, we 
obtain a IFR scattering rate lower by a factor 3× with respect to the value predicted by the Valavanis 
model. It is interesting to note that this suppression factor matches the analytical estimation of the F value 
in eqs. (12-13) which resulted in a value of 0.35 for the IFR parameters measured on our sample.  
The main message of Fig. 5(b) is thus that the parameter Λ⊥ has a crucial effect on the IFR rate and 
should be properly considered when designing tunneling heterostructure devices. In fact, two effects are 
simultaneously affecting the scattering in tunneling structures: the non-perfectly correlated roughness 
within the single interface and the coupling of the IFR potential associated to different interfaces. Therefore, 
for fixed Λ⊥, changes in the multilayer thicknesses and/or in the wavefunction profile can result in relevant 
variation of the IFR scattering rate. 
Finally, for the QCL structure of Fig. 4, we quantitatively compare the maximum gain as a function 
of Δ calculated using the generalized model of IFR scattering described in this paper (solid lines) with that 
predicted by the abrupt uncorrelated interface approach (dashed lines), as done in Ref.17,33 [Fig. 5(c)]. For 
each model, the gain is estimated for lattice temperatures of 10 K (blue) and 300 K (red). Again, the 
calculations were performed setting the experimentally determined interface parameters for ℒ, Λ∥  and Λ⊥. 
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We observe that, for the case of our model with diffuse interfaces, the gain is much more robust against an 
increase of Δ, due to the diminished detrimental impact of the IFR scattering rate, as pointed out when 
discussing Fig. 5(b). Interestingly, for the APT measured value Δ =  0.18 nm (vertical dashed line), our 
model predicts gain values more than doubled with respect to the abrupt case. To appreciate the relevance 
of this result we observe that for a realistic value of optical losses (i.e. waveguide plus facet losses) of 20 
cm-1 17 laser action at room temperature can be expected.   
 
IV. CONCLUSIONS 
By exploiting the elemental-resolved resolution of APT at the atomic scale, we performed a complete 
characterization of the interface properties in UHV-CVD grown Ge/SiGe quantum heterostructures, 
obtaining the full set of interface parameters, including width, rms roughness, in-plane and axial correlation 
of the heterointerfaces. Our results demonstrate the excellent interface quality in terms of small interface 
width (ℒ = 1.16 nm) and interface rms roughness ( =0.18 nm). We also found that the interface 
roughness is correlated along the growth axis on a length (Λ⊥. = 0.26 nm) smaller than the interfacial width 
ℒ. Such a partial coherence of roughness along the growth direction was neglected by available models of 
the IFR scattering. To obtain a realistic picture consistent with the measured structural data, we therefore 
developed a generalized theory for IFR scattering of carriers in semiconductor heterostructures featuring a 
non-negligible interface width. With our measured value of the axial correlation length, this model predicts 
a reduction of IFR scattering by a factor 3×, as compared to that corresponding to an abrupt interface 
featuring the same rms IFR value and a perfect axial correlation within the interface width. 
 Finally, by using NEGF simulations, we predicted the impact of such reduced IFR scattering rate 
on the maximum gain of a Ge/SiGe-based quantum cascade laser structure, featuring the same material 
parameters measured in our ACQW structures. The estimated maximum gain was found to be double of 
that obtained using oversimplified models.  
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 Supplemental Material  
 
I. Additional APT data 
 
 
 
Fig. S1: (a) The background-corrected mass spectra of the 3D reconstruction (Data Set-1) shown in Figure 
1(b) of the main manuscript. (b) 3D atom-by-atom reconstruction (Data Set-2) of the Ge/SiGe ACMQW 
sample. 
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Fig S2: Measured value of Δij of the wij(ρ⃗ ) differential map for all the interfaces, across the different 
APT data sets. (a) (i,j)=(93.0, 87.0) at.% ; (b) (i,j)=(92.0, 88.0) at.%; (c) (i,j)=(91.0, 90.0) at.%; and (d) (i,j)= 
(90.5, 90.0) at.%. The mean value of ∆ is shown using the purple dot-dash line while the error bar in black 
represents the standard deviation of the measured values. The associated i and j values are highlighted in 
each plot. 
 
 
 
 
II. Theory of interface roughness for diffuse interfaces 
Generalized model 
We consider the perturbing potential due to interface roughness. We note 𝑉(𝜌 , 𝑧) the 3Dimensional (3D) potential in 
presence of interface roughness, with 𝜌 = (𝑥, 𝑦) the in-plane coordinates. The averaged potential along the growth 
axis is noted 
?̅?(𝑧) = ⟨𝑉(𝜌 , 𝑧)⟩(?⃗? )    (S1)  
where ⟨… ⟩(?⃗? ) denotes the in-plane averaging. This 1D potential ?̅?(𝑧) can be treated exactly by being included in the 
1D Schrödinger equation of the heterostructure. The perturbating potential describing interface roughness (IFR) reads 
𝛿𝑉𝐼𝐹𝑅(𝜌 , 𝑧) = 𝑉(𝜌 , 𝑧) − ?̅?(𝑧)     (S2)  
For each coordinate, we note ℎ(𝜌 , 𝑧) the height deviation of the isoconcentration surface from its nominal position. 
We assume ℎ to be small with respect to the interfacial width ℒ. In first order, the IFR potential reads 
 𝛿𝑉𝐼𝐹𝑅(𝜌 , 𝑧) = − 
𝜕 ?̅?
𝜕 𝑧
(𝑧) ℎ(𝜌 , 𝑧)    (S3)  
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We consider two eigenstates |𝛼, ?⃗? ⟩ and |𝛽, ?⃗? + 𝑞 ⟩ of the non-perturbated heterostructure potential, which 
wavefunctions can be written 𝜑𝛼(𝑧)𝑒
𝑖?⃗? .?⃗? /√𝑆 and 𝜑𝛽(𝑧)𝑒
𝑖(?⃗? +?⃗? ).?⃗? /√𝑆 respectively, 𝑆 being a normalization surface 
. The IFR potential generates the following coupling between these two states 
 
𝛿𝑉𝛼𝛽?⃗?  = ⟨𝛼, ?⃗? |𝛿𝑉𝐼𝐹𝑅|β, ?⃗? + 𝑞 ⟩ = −∫𝑑𝑧  𝜑𝛼
∗ (𝑧)𝜑𝛽(𝑧)
𝜕 ?̅?
𝜕 𝑧
(𝑧) ∫
𝑑2?⃗? 
S
 𝑒𝑖?⃗? .?⃗?  ℎ(𝑧, 𝜌 )   
(S4)  
Within Fermi’s golden rule, the IFR scattering rate from the initial state |𝛼, ?⃗? ⟩ to the continuum formed by the 
subband |𝛽, ?⃗? + 𝑞 ⟩ ⟩ is obtained by summing over the exchanged in-plane momentum 𝑞 : ℏΓα,β,k =
2𝜋 ∑ |𝛿𝑉𝛼𝛽?⃗? |
2𝛿 (𝐸𝛼𝛽 +
ℏ2𝑘2
2𝑚∥
∗ 
− 
ℏ2|?⃗? +?⃗? |2
2𝑚∥
∗ 
)?⃗?   (S5)  
in which we have to evaluate the squared matrix element 
|𝛿𝑉𝛼𝛽?⃗? |
2 =  ∫𝑑𝑧1 ∫𝑑𝑧2  𝜑𝛽
∗ (𝑧1 )𝜑𝛼(𝑧1 ) 𝜑𝛼
∗ (𝑧2)𝜑𝛽(𝑧2)
𝜕 ?̅?
𝜕 𝑧
(𝑧1)
𝜕 ?̅?
𝜕 𝑧
(𝑧2)  
× ∫
𝑑2𝜌1⃗⃗ ⃗⃗  
S
 ∫
𝑑2𝜌2⃗⃗ ⃗⃗  
𝑆
𝑒𝑖?⃗? .(𝜌1⃗⃗ ⃗⃗  −𝜌2⃗⃗ ⃗⃗  ) ℎ(𝑧1, 𝜌1⃗⃗⃗⃗  )ℎ(𝑧2, 𝜌2⃗⃗⃗⃗  )  (S6)  
The 3D correlation function of the roughness is defined as: 
∫
𝑑2𝜌1⃗⃗ ⃗⃗  
𝑆
 ℎ(𝑧0, 𝜌0⃗⃗⃗⃗  )ℎ(𝑧0 + 𝑧, 𝜌0⃗⃗⃗⃗ + 𝜌 ⃗⃗ ) ∶= ⟨ℎ(𝑧0, 𝜌0⃗⃗⃗⃗ )ℎ(𝑧0 + 𝑧, 𝜌0 ⃗⃗⃗⃗  ⃗ + 𝜌 ⃗⃗ )⟩𝜌0⃗⃗ ⃗⃗        (S7)  
which is assumed to be invariant by translation along the 𝑧 axis. We note Δ the root-mean square (rms) of the 
interface roughness: 
Δ2 = ⟨ℎ(𝑧, 𝜌  )ℎ(𝑧, 𝜌 ⃗⃗ )⟩?⃗?         (S8)  
 
We assume that this 3D correlation function can be factorized into an axial (1D) and an in-plane (2D) correlation 
function: 
⟨ℎ(𝑧1,𝜌1⃗⃗ ⃗⃗   )ℎ(𝑧2,𝜌2⃗⃗ ⃗⃗  )⟩𝜌1⃗⃗ ⃗⃗  ⃗
Δ2
=  
⟨ℎ(𝑧1,𝜌1⃗⃗ ⃗⃗   )ℎ(𝑧1,𝜌2⃗⃗ ⃗⃗  )⟩𝜌1⃗⃗ ⃗⃗  ⃗
Δ2
 
⟨ℎ(𝑧1,𝜌2⃗⃗ ⃗⃗   )ℎ(𝑧2,𝜌2⃗⃗ ⃗⃗  )⟩𝜌2⃗⃗ ⃗⃗  ⃗
Δ2
   (S9)  
where the right-hand side is composed of an in-plane correlation function 
𝐶∥(|𝜌 ⃗⃗  |) =
⟨ℎ(𝑧,𝜌0⃗⃗ ⃗⃗   )ℎ(𝑧,𝜌0 ⃗⃗ ⃗⃗  ⃗+𝜌 ⃗⃗  ⃗)⟩𝜌0⃗⃗ ⃗⃗  ⃗
Δ2
      (S10)  
and an axial correlation function 
𝐶⊥(|𝑧|) =
⟨ℎ(𝑧0,𝜌0⃗⃗ ⃗⃗   )ℎ(𝑧0+𝑧,𝜌0 ⃗⃗ ⃗⃗  ⃗)⟩𝜌0⃗⃗ ⃗⃗  ⃗
Δ2
       (S11)  
which are assumed to depend only on the norm of 𝜌 ⃗⃗  and 𝑧, respectively. While the in-plane correlation function is 
typically introduced to describe the roughness of abrupt interfaces, the introduction of an axial (i.e. out-of plane) 
correlation function is here needed for the generalization to diffuse interfaces. Physically, this correlation function 
describes how the shape of iso-concentration surfaces are correlated along the z coordinate, i.e. how the roughness 
at a position 𝑧2 is reminiscent of the roughness at a position 𝑧1. 
The matrix element squared can now be expressed as a function of these two correlation functions 
|𝛿𝑉𝛼𝛽𝑞|
2 =  Δ2𝐶∥(|𝑞 ⃗⃗ |) ∫ 𝑑𝑧1 ∫𝑑𝑧2  𝜑𝛽
∗ (𝑧1 )𝜑𝛼(𝑧1 )𝜑𝛼
∗ (𝑧2)𝜑𝛽(𝑧2)
𝜕 ?̅?
𝜕 𝑧
(𝑧1)
𝜕 ?̅?
𝜕 𝑧
(𝑧2)𝐶⊥(|𝑧2 − 𝑧1|)   
 (S12)  
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where the Fourier transform of the in-plane correlation function is defined as 
𝐶∥(|𝑞 ⃗⃗ |) = ∫
𝑑2?⃗? 
S
 𝑒𝑖?⃗? .𝜌 ⃗⃗  ⃗𝐶∥(|𝜌 ⃗⃗ |)     (S13)  
The in-plane correlation function extracted from the experimental data is fitted using a Gaussian shape: 
𝐶∥(𝜌) = 𝑒
(
−𝜌
Λ∥
⁄ )
2
      (S14)  
while the axial correlation function is fitted using a mono-exponential: 
𝐶⊥(𝑧) = 𝑒
−𝑧
Λ⊥⁄         (S15)  
Plugging in these specific forms of the correlation functions lead to 
|𝛿𝑉𝛼𝛽?⃗? |
2 =  
πΛ∥
2
𝑆
𝑒−Λ∥
2𝑞2/4|𝛿𝑉𝛼𝛽
(𝑧)
|2         
|𝛿𝑉𝛼𝛽
(𝑧)
|2 = Δ2 ∫𝑑𝑧1 ∫𝑑𝑧2  𝜑𝛽
∗ (𝑧1 )𝜑𝛼(𝑧1 )𝜑𝛼
∗ (𝑧2)𝜑𝛽(𝑧2)
𝜕 ?̅?
𝜕 𝑧
(𝑧1)
𝜕 ?̅?
𝜕 𝑧
(𝑧2)𝑒
−|𝑧2−𝑧1|
Λ⊥
⁄
       
(S16) 
Finally, the scattering rate between from the initial state |𝛼, ?⃗? ⟩ to the subband  𝛽 reads : 
Γ𝛼𝛽𝑘 =
Λ∥
2𝑚∥
∗
ℏ3
|𝛿𝑉𝛼𝛽
(𝑧)
|2 ∫ 𝑑𝜃
𝜋
0
𝑒−
Λ∥
2𝑞2(𝜃)
4      (S17) 
where the exchanged momentum 𝑞  fulfils the following energy conservation 
𝐸𝛼 +
ℏ2|?⃗? |2
2𝑚∥
∗ 
= 𝐸𝛽 + 
ℏ2|?⃗? +?⃗? |2
2𝑚∥
∗ 
     (S18)  
Reduction factor with respect to abrupt interface 
We consider below the case where the interfaces are well separated with respect to the interfacial width  ℒ ≪ |𝑧𝑖+1 −
𝑧𝑖| and the axial correlation length Λ⊥ ≪ |𝑧𝑖+1 − 𝑧𝑖| . In addition, we assume that the variations of the wavefunctions 
are small at the scale of the interface. We consider the error function shape for the potential across each interface: in 
the vicinity of the interface 𝑖, assuming that the first interface i=1 corresponds to a potential profile with negative 
slope, the electronic potential has the form 
?̅?(𝑧) = v0 ± (−1)
i V0
2
∑ (1 + erf [
(z−zi)
𝐿
])𝑖     (S19)  
where V0 is the potential offset across each interface, and ℒ =  2√ln(2) 𝐿 is the interfacial width. By evaluating the 
z-integral, we find after some algebra: 
|𝛿𝑉𝛼𝛽?⃗? |
2 = Δ2𝜋 
Λ∥
2
𝑆
𝑒−Λ∥
2𝑞2/4𝐹V0
2 ∑ 𝜑𝛽
∗ (𝑧𝑖)𝜑𝛼(𝑧𝑖) 𝜑𝛼
∗ (𝑧𝑖)𝜑𝛽(𝑧𝑖)𝑖    (S20)  
𝐹 = ∫𝑑𝑧1 ∫𝑑𝑧2  
𝜕 𝑉
𝜕 𝑧
(𝑧1)
𝜕 𝑉
𝜕 𝑧
(𝑧2)𝐶⊥(|𝑧2- 𝑧1|) = exp (
L2
4Λ⊥
2) [erf (−
L
Λ⊥
) + 1]   (S21)  
This factor 𝐹 can be interpreted as a reduction factor of the IFR scattering rate with respect to the abrupt interface 
case. Indeed for ℒ ≪ Λ⊥, 𝐹 = 1 and the usual expression of IFR scattering rate for abrupt interfaces is retrieved. 
However, in presence of finite axial correlation length, the IFR scattering rate is reduced (𝐹<1). We can also define 
an equivalent rms roughness for abrupt interfaces a 
Δ𝑒𝑞 
2 =  𝛥2𝐹       (S22)  
The value F=0.35 calculated in this work gives an equivalent rms roughness Δ𝑒𝑞 = 0.106 nm instead of Δ =
0.18 nm. 
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Note that this equivalent rms roughness can be used as long as the interfaces are well separated (ℒ ≪ |𝑧𝑖+1 − 𝑧𝑖|). 
This is not the case for the thinnest barriers studied in the present work, where the effective height of the barrier is 
reduced. 
 
 
 
III. Self-energies for diffuse interfaces in the non-equilibrium Green’s functions formalism 
Within the non-equilibrium Green’s functions (NEGF) formalism, we express here the self-energy corresponding to 
the generalized model of IFR scattering presented above. This IFR self-energy is calculated within the self-
consistent Born-approximation. Its lesser component reads: 
Σ𝛼𝛽
< (𝐸, ?⃗? ) = ∑ 𝛿𝑉𝛼𝜇?⃗? 𝛿𝑉𝛽𝜈?⃗? 
∗
𝜇,𝜈,?⃗? 
 G𝜇𝜈
< (𝐸, ?⃗? + 𝑞 ) 
As derived for the scattering rates, it can be shown similarly that the product of the coupling terms can be 
expressed as a function of the in-plane and axial correlation functions: 
𝛿𝑉𝛼𝜇?⃗? 𝛿𝑉𝛽𝜈?⃗? 
∗ = Δ2𝐶∥(|𝑞 ⃗⃗ |) ∫ 𝑑𝑧1 ∫𝑑𝑧2 𝜑𝛼
∗ (𝑧1)𝜑𝜇(𝑧1 )𝜑𝜈
∗(𝑧2)𝜑𝛽(𝑧2)
𝜕 ?̅?
𝜕 𝑧
(𝑧1)
𝜕 ?̅?
𝜕 𝑧
(𝑧2)𝐶⊥(|𝑧2 − 𝑧1|)   
Note than when a localized basis is used for the NEGF calculation, only the terms 𝜇 = 𝛼 and 𝜈 = 𝛽 are non-zero. 
 
IV. Effect of composition grading on the calculated gain of the quantum cascade laser 
In this section we study the influence of the interfacial width ℒ on the calculated gain of a terahertz (THz) quantum 
cascade laser (QCL) in the absence of IFR. The gain is calculated using the NEGF simulation package nextnano.QCL, 
in which we have incorporated the above generalized self-energies for diffuse interfaces. 
Two design variants of a Ge/Si25Ge75 THz QCL are studied. The layer thicknesses, starting from the injector barrier, 
are as follows (in nm): 2.3/7.7/1.4/9.0/2.5/7.0/2.7/13.0 for the design A, and 2.3/7.9/1.4/9.2/2.5/7.2/2.7/13.2 for the 
design B (the Si25Ge75 barriers being indicated in bold). Design A has been optimized in the absence of grading at the 
interfaces (i.e. for abrupt interfaces). Design B differs from design A by the thicknesses of all its quantum wells 
(QWs) being all 0.2nm thicker than for design A. The aim of going from design A to design B is to compensate for 
the diffuse interfaces. 
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Fig S3: Maximum calculated gain of two designs A (dashed lines) and B (solid lines) of the Ge/SiGe THz QCLs 
as a function of the interfacial width ℒ for lattice temperatures of 10 K (red lines) and 300 K (black lines). In design B 
(shown in Fig. 4 of the article), all the QW widths are 0.2 nm thicker than for design A in order to compensate for the diffuse 
interfaces. 
 
In Fig. S3, the maximum calculated gain at an operating bias of 58mV/period is plotted as a function of the interfacial 
width ℒ for the two designs. In design A, the gain decreases from 53.3 cm-1 (35.0 cm-1) for abrupt interfaces to 43.6 
cm-1 (21.9 cm-1) for an interface width of 2.3 nm (a value which is twice the one measured experimentally) at 10K 
(300K respectively). In contrast, the gain in design B is much less sensitive to the increasing interface grading, as it 
decreases from 55.0 cm-1 (34.9 cm-1) for abrupt interfaces to 51.2 cm-1 (31.7 cm-1) for an interface width of 2.3 nm at 
10K (300K respectively).  
This behavior can be explained by considering that the finite interface widths have the effect of decreasing the 
effective widths of the QWs seen by the active states of the QCL, as these levels have a low energy confinement with 
respect to the band offset (see Fig.4 of the article). As a consequence, the increase of QW thickness in design B have 
the effect of compensating for this decrease of the effective QW width due to diffuse interfaces. 
The message of this figure is hence that the effect of diffuse interfaces (in absence of IFR) can be partially 
compensated by adapting the design. All the results presented in the present article (Figs. 4 and 5) have been obtained 
considering design B. 
 
 
