We describe a sparse grid collocation algorithm to compute recursive solutions of dynamic economies with a sizable number of state variables. We show how powerful this method may be in applications by computing the nonlinear recursive solution of an international real business cycle model with a substantial number of countries, complete
Introduction
In this paper we propose a projection method based on Smolyak's (1963) algorithm to compute globally accurate solutions to models characterized by a sizeable number of continuous state variables, such as international real business cycle models with a substantial number of countries. While collocation methods using full grids become infeasible for three or more dimensions, the use of a sparse grid constructed with Smolyak's algorithm allows us to handle (at least) twenty state variables.
Our objectives are twofold. First, we aim at providing an easily accessible general description of our algorithm, replacing and improving upon Krueger and Kubler (2004) . Second, we show how powerful this method is by numerically solving an international real business cycle model with many countries and international capital market frictions. 1 The introductory article to this issue, Juillard and Villemot (2010) , lays out the international real business cycle model that is to be solved; we therefore only repeat it here insofar as is needed for the description of the algorithm. Furthermore, the second paper of this issue, Kollmann, Maliar, Malin and Pichler (2010) , provides a summary of the accuracy tests for our algorithm and compares it to the competing approaches of this project. 2 We therefore defer the detailed discussion of the performance of the algorithm to that paper. To summarize the main …ndings, our sparse grid projection method performs quite well for a wide variety of model speci…cations including models with up to 10 countries (i.e., 20 continuous state variables), speci…cations that introduce a great deal of curvature into utility and production functions, and models with asymmetries between countries. Our method is also substantially more accurate than a linear approximation of the solution, especially when the exogenous shocks to the economy are large.
The next section 2 provides a general description of our projection method with short conclusions o¤ered in section 3.
A Sparse Grid Collocation Method
The model we solve for this project, to demonstrate the scope as well as the advantages and shortcomings of the method, is the international real business cycle model with N countries and capital adjustment costs.
The Application
Due to the adjustment costs the state variables for the recursive formulation of the social planner's problem consist of the vector of current exogenous shocks a = (a 1 ; : : : ; a N ) and the vector of endogenous current capital stocks k = (k 1 ; : : : ; k N ): Denote by s = (k; a) the current state, which is of dimension 2N: We defer to the introductory article, Juillard and Villemot (2010), for a complete description of the model and its parameterization, and in this section only develop the notation needed to describe the application of the Smolyak algorithm to this model. The planner's problem in recursive formulation can be written as
where g a (a 0 ) denotes the probability density function over a 0 , given a: We will now derive the system of functional equations used to compute this model. We seek functions C i (s), L i (s), and K i0 (s) for i = 1; : : : ; N; mapping the current state s = (k; a) into consumption and labor supply of each country today and its capital stock tomorrow. For future reference we de…ne as
Attaching Lagrange multiplier to the resource constraint, we …nd as …rst order conditions
where lower case letters attached to functions denote partial derivatives of the function with respect to the corresponding argument. The envelope conditions read as
Combining the …rst order conditions and the envelope conditions gives (replacing choices by policy functions and abusing notation by writing
which together with
provide 3N functional equations to be jointly solved for the 3N functions
We will solve for an approximate equilibrium of the international real business cycle model using a Smolyak collocation method. The basic idea of collocation methods is to approximate the policy functions for consumption, labor and capital to be brought into the next period
by weighted sums of 'easier functions', e.g. by polynomials. In order to determine the unknown coe¢ cients of the polynomials, collocation methods require that equations (10)-(13) hold exactly at …nitely many points -the so-called collocation points. While collocation methods are routinely used in economics to solve non-linear dynamic models, our innovation is to use a Smolyak sparse grid method which allows us to consider fairly high-dimensional problems. The use of sparse grids is well established in numerical analysis (see e.g. Bungartz and Griebel (2004) for an overview) and was …rst introduced, as far as we know, to economics by Krueger and Kubler (2004) .
From a technical point of view, collocation methods pose three challenges. First, the state space is high-dimensional 3 which means that the policy functions, which have to be approximated, are high-dimensional. Second, the conditional expectations in agents'Euler equations are high-dimensional integrals 4 which have to be evaluated very frequently in the solution procedure. Lastly, one has to solve a rather large system of non-linear equations to obtain the unknown coe¢ cients.
While the focus of this paper is on the …rst problem (the high dimensionality of the state space), we will also discuss the issues associated with the second problem and propose a solution based on monomial rules (see Judd (1998) ). Regarding the third problem, we chose to use a simple time-iteration scheme rather than more e¢ cient methods -we brie ‡y discuss this issue at the end of this section.
Smolyak Sparse Grids
In order to motivate the choice of Smolyak points as collocation points, we consider the abstract problem of how to approximate the unknown policy function f : [ 1; 1] d ! R by interpolating a …nite number of known function values, i.e. we try to …nd a …nite number of points H [ 1 ; 1] d and a function f such that given the points (x i ; y i = f (x i )) with x i 2 H, the functionf satis…esf (x i ) = f (x i ) and such thatf approximates f well on its entire domain [ 1; 1] d . Here d is the dimension of the problem, in our application the dimension of the state space. The remaining questions are then how to choose the interpolation points H and how to choose the interpolating functionf .
Smolyak's (1963) method provides both sets of points as well as formulas for the approximating functions. To describe Smolyak's method, adopted to the problem of high-dimensional interpolation on sparse grids by Barthelmann et al. (2000), we start by de…ning a set of points in [ 1; 1] d which can be interpolated by polynomials of relatively low degree. Then we give a formula for the interpolating polynomial. This description is meant to be a more accessible version of the discussion in Krueger and Kubler (2004) , which in turn follows Barthelmann et al. (2000) .
Since we know from the structure of the economy that the true policy function f is smooth, we use a multivariate polynomial to approximate it. In one dimension, it is well known that one can interpolate n points by a univariate polynomial of degree n 1, i.e. by a polynomial with n terms of the form
In order to …nd the unknown n coe¢ cients ( 1 ; : : : ; n ), one can simply use the n equations (which are linear in the unknowns)
It is now common in economics to use the orthogonal Chebychev polynomials to express the approximating function and write
where the Chebychev polynomials T 1 (:); T 2 (:); ::: can be evaluated recursively by
is just a di¤erent way to express the same function as in (14) , the advantage of using Chebychev polynomials is, that since the T j are all orthogonal, the coe¢ cients are smaller and the interpolation problem better conditioned (see Judd (1998) ). Although we use Chebychev polynomials in our method, it is important to understand that Smolyak's algorithm in no way depends on the use of this particular set of polynomials.
While approximation of a function by interpolation is straightforward in one dimension, it is much more complicated in several dimensions. In particular, it is not true that with a polynomial of n terms one can interpolate arbitrary n points in higher dimensions (in fact, this is the exception). Moreover, it is not obvious how to optimally choose the collocation points in higher dimensions. Any rule to choose these points has to satisfy, in order to be of practical use for high-dimensional problems, that the number of interpolation points does not grow exponentially in the dimensionality of the problem.
The simplest approach to multi-variate interpolation is to span a rectangular grid with n values in each dimension and use a tensor product of one-dimensional polynomials as a set of approximating functions. Thus one would approximate a d-dimensional function f : [ 1; 1] d ! R by interpolat-ing the function values at the n d grid points by a polynomial of total degree 5 (n 1)d. The problem with this approach is that it becomes infeasible very fast as d becomes large since the number of unknown coe¢ cients grows exponentially with the dimension d. If one chooses n d points and thus univariate polynomials of degree n 1, the number of unknown coe¢ cients to be solved is n d : This is the well-known curse of dimensionality. The alternative we propose is to use 'Smolyak points'for the interpolation and to use linear combinations of polynomials which interpolate function values in certain directions. In order to understand the method, note that even in one dimension, in order to approximate a smooth function on the interval [ 1; 1] by interpolating n of its function values, one needs to carefully choose the nodes x 1 ; :::; x n . It is known that both the extrema and the zeros of the Chebychev polynomials are nearly optimal in the following sense. Given any continuous function f : [ 1; 1] ! R, let g n denote the polynomial of degree n that minimizes max x2 [ 1;1] jf (x) g n (x)j. Then if p n interpolates f either at the (n + 1) Chebychev zeros or at the (n + 1) extrema, we have
with n C + 2 log(n + 1), where C is independent of n and the bounds are sharp, in the sense that they attained for some (classes of) examples. (see e.g. Cheney and Light (2000) ).
Following Barthelmann et al. (2000), we use the extrema of Chebychev polynomials as our basis for the grid of points H. We let G 1 = f0g and for n = 2; :::, we de…ne the sets G n = f 1 ; :::; n g [ 1; 1] as the set of the extrema of the Chebychev polynomials j = cos (j 1) n 1 j = 1; :::; n: 5 The degree of a multi-variate polynomial is de…ned to be the degree of its leading monomial. If the set of one-dimensional polynomials of degree n (along dimension i) is denoted by P n = fp n (x i )g; the tensor product for d dimensions is given by the set
For example, if d = 3 and n = 1 the set is given by P 3 1 = fc; x 1 ; x 2 ; x 3 ; x 1 x 2 ; x 1 x 3 ; x 2 x 3 ; x 1 x 2 x 3 g; and the total degree of the highest order polynomial in P 
Smolyak's method uses this fact to build a hierarchical sparse grid out of combinations of the grids G m(i) for di¤erent values of i. We …rst present a simple, albeit still abstract, three-dimensional example to illustrate the intuition of this idea and then move to a general description of the method.
The Three-Dimensional Case
We choose three dimensions because we can represent our selection of grid points graphically, and two dimensions are not su¢ cient to clarify how exactly the method avoids the curse of dimensionality.
We want to approximate a smooth function f : [ 1; 1] 3 ! R by a polynomial of relatively small degree with few monomial terms, and we are looking for a method that is ‡exible in the sense that it is easy to add terms of higher degree and thereby increase the quality of the approximation.
De…ne a 3-dimensional grid of approximation level 1 as follows:
Recall that for m(i) as de…ned above, the grids G m(i) are nested for i = 1; 2; :::. In order to understand how the formula constructs the interpolation points, it is useful to go through the cases = 1; 2; 3 one by one. Recall that G m(1) = f0g and that G m(2) consists of three points, f 1; 0; 1g. Then, according to formula (16),
So the …rst level grid consists of the 7 points ( 1; 0; 0), (0; 0; 0), (1; 0; 0), (0; 1; 0), (0; 1; 0), (0; 0; 1) and (0; 0; 1). Now, let's move to the case = 2. Recall that G m(3) consists of 5 points. The formula gives Figure 1 shows where these points are located in the three-dimensional cube [ 1; 1] 3 . It …rst shows, for clarity, the point grids in two of the three dimensions, holding the third dimension …xed at 0, that is, at G m (1) : The last panel then shows the three dimensional grid, which is generated as the appropriate union of the three two-dimensional sets (see formula (16)). = 3 which leads to m(4) = 9 points along each dimension (holding the two others …xed at zero). We have as the third level Smolyak grid
Grids in Arbitrary Dimensions
In general, for approximation in the d-dimensional hypercube, we can construct grids H d; in exactly the same fashion. In order to give the general formula, for arbitrary dimension d and arbitrary approximation level , de…ne a multi-index to be a vector of positive integers i = (i 1 
:::
It can be easily veri…ed that for d = 3 and = 1; 2; 3, this gives the sets of points which we described in the previous example. It turns out that for the international real business cycle model solved in this paper, a level 2 construction is su¢ cient to obtain fairly high accuracy, so for arbitrary dimension d, we always consider H d;2 as our set of points. Note that this is simply the union of d-dimensional sets of the form :::
Since a complete enumeration of these sets is straightforward, the construction of H d;2 is very simple for arbitrary dimension d.
Interpolation
Given the construction of these points, we now brie ‡y describe an easy way to construct an interpolating polynomial. Smolyak's method interpolates at nodes in H, using weighted sums of polynomials which interpolate subsets of H. De…ne p i to be the tensor-product multivariate polynomial which interpolates on G m(i 1 )
::: G m(i d ) . As pointed out above, we represent this in Chebychev form (that is, use Chebychev polynomials), i.e.
: : :
The coe¢ cients l 1 :::l d can be e¢ ciently computed as follows. Consider a full d dimensional grid with k 1 ; :::; k d > 1 points along each direction. Then G m(1) . For = 2, it then might seem that the interpolating polynomial for the entire grid H 3;2 should be a weighted sum of the univariate polynomials in each direction as well as the 2-dimensional tensor product on each plane. However, it turns out that things are not quite as simple, and that one also needs to include the polynomials that interpolate H 3;1 . To see this, note that in order to interpolate the points in G 
The weights, ( 1)
, are chosen to ensure that the weighted sum of polynomials which interpolate on subsets of H interpolates on the entire set. approximation (and which subset of polynomials from the set of complete polynomials is omitted). We constrain ourselves to the example of d = 3 and = 2: In this case, recall that the set H 3;2 consisted of 25 points, formed by the union of the sets
In this case q = 5 and the overall interpolating function consists of the weighted sum of polynomials of the following type: 
This tedious but conceptually straightforward enumeration shows that the number of unknown coe¢ cients 8 exactly coincides with the number of 25 7 Note that T 1 (s) 1: 8 In the interest of completeness the coe¢ cients are grid points in H 3;2 : It also shows that the set of polynomials whose weighted sum makes upf 3;2 is signi…cantly smaller than the set of complete set of polynomials of total degree 4 (all polynomials with jij = 5 have total degree 4). 9 For example the Chebychev polynomial T 2 (s 1 )T 2 (s 2 )T 3 (s 3 ) has total degree 4 and thus would be part of the complete set of polynomials of degree 4; but is not part of the set of polynomials whose weighted sum form the approximating functionf 3;2 : We again want to stress that the choice of polynomials formingf 3;2 , andf d; in general is by no means arbitrary: once the Smolyak grid H d; is chosen, this determines the choice of polynomials whose weighted sum …ts exactly through these collocation points.
Some Properties of Smolyak' s Method
Without getting into mathematical details, we want to brie ‡y discuss the advantages of Smolyak's method. The …rst obvious advantage is that the number of grid points does not grow exponentially with the dimension. It can be veri…ed that the number of points in interpolates it at the Smolyak points. At a …rst glance this might seem a bit disappointing. After all,f d; is a polynomial of degree 2 -however, since the ratio between the degree off and the degree of any polynomial that can be replicated byf is independent of the dimension d, the algorithm is regarded as nearly optimal. In general, better schemes are not known. Moreover, this makes clear that using a level-2 Smolyak approximation is at least as good 9 Note that, in our notation T 1 is the Chebychev polynomial of order 0; that is, a constant, and thus T 5 is a one-dimensional Chebychev polynomial of order 4.
10 As pointed out above, the number of grid points and the number of di¤erent polynomials used to interpolate between the grid points exactly coincides. Thus for = 2 the number of distinct polynomials is quadratic in the dimensionality d of the problem. The associated complete set of polynomials of total degree 4 is quartic in d; and thus contains many more polynomials, especially as the number of diemnsions of the problem increases.
as (and often strictly better than) using any second degree polynomial.
Integration
Once we approximate the unknown policy functions by Smolyak polynomials, we require that the unknown coe¢ cients ensure that equations (1)- (4) hold exactly at the points in the grid. In order to solve for the coe¢ cients, we obviously need a way to evaluate the integral in equation (1) . Since u c and f k as well as the probability density function are not polynomials, we need to approximate the integral numerically. It is well known that for integration in relatively low dimensions (say around [10] [11] [12] [13] [14] [15] , if the integrand is su¢ ciently smooth, routines based on interpolatory cubature rules turn out to deliver much more accurate results than Monte Carlo or quasi Monte Carlo methods (see Cools (2002) or Schürer (2003) ). Since Judd's (1998) textbook contains an excellent description of these various rules we do not discuss them in detail here. In the computations, we use a degree 5 rule for an integrand on an unbounded range weighted by a standard normal. 11 Note that although the exogenous shocks (a) in our model are not normally distributed, we can easily rewrite the integral in equation (10) as a function of the underlying innovations (") which are indeed standard normal. Thus, the integral is in the form
i dx and can be approximated by this degree 5 rule.
12 11 More precisely,
12 In order to verify the quality of approximation, we compared the results with a simple Monte-Carlo method that uses 10000 draws. In all cases, the di¤erences were on the order of at most 10 5 .
Finding the Unknown Coe¢ cients
Using Smolyak's polynomials to approximate the policy functions and using the cubature rule to approximate the integrals now allows us to consider a …nite system of non-linear equations whose solutions are the unknown coe¢ -cients of the approximate policy-functions. In principle, this system can be solved easily by modern non-linear equation solvers which are variations of Newton's method. However, since the focus of this paper lies on Smolyak's method to construct sparse grids, and since we want to be able to easily increase the size of the problem (by adding additional countries and hence additional endogenous and exogenous states), we chose to solve for the coe¢ cients by a "time-iteration" algorithm. First we guess policy functions K 
and 13 Again we abuse notation and let s 0 = (K 0 n (s); a 0 ):
In terms of running-times, this method is obviously not comparable to Newton's method, however, it has the advantage that it can easily handle very large systems. Moreover, it has a nice economic interpretation in that it can be viewed as approximating the in…nite horizon economy by an economy with a large …nite horizon.
Conclusion
In this paper we described and used a projection method based on Smolyak's algorithm to compute globally accurate solutions to models featuring a sizeable number of continuous state variables. The method was applied to solving a wide variety of international real business cycle model speci…cations. As Kollmann et al. (2010) document, the method delivers high accuracy and reasonable running times and appears to be a viable solution method for use in a wide class of economic models. One goal of this paper has been to make this solution method more accessible to other economists. To this end, we provided both a general description of the method and a discussion of some of the practical challenges to implementing it. We have made available corresponding computer code for the Smolyak method, 14 which should enable any researcher armed with a set of optimality conditions to solve for the nonlinear solution of her model without having to undertake the …xed costs of implementing the construction of the Smolyak grids.
