INTRODUCTION AND STATEMENT OF RESULTS
The purpose of this paper is to show the existence of a solution of the generalized differential equation (orientor field) i.EF(t, x), x(to) =x0,
where x(t) is an N-vector-valued function on some interval I containing t,, 1= dx(t)/dt, and the set-valued function F has nonempty closed subsets of RN as values. Our results remove the requirement that F(t, x) be compact which is implicit in [KO] and [O-l] and weaken the continuity assumption made in [F] .
To be more specific, let RN denote Euclidean N-space, and let h denote the Hausdorff (extended-valued) metric on the space of nonempty closed subsets of RN. (Since we are using closed subsets and not just compact subsets, h may take on the value + cc.) We assume, for convenience, that I= [0, 1 ] c R', x0 = 0, and to = 0. Some background material is needed on continuity of multifunctions (set-valued functions). So let X and Y denote metric spaces. Then B(a, r) denotes the open ball of radius r about a point LZE Y, while B(a, r) denotes the closed ball. Analogously, if A c Y, @A, r) is the open r-neighborhood of A and &A, r) is the closed r-neighborhood. Recall that a multifunction F: X + Y has closed graph at x0 E X iff, for each sequence (x,) converging to x0 and each sequence (y,) with y, E F(x,), y, --f y, implies y, E F(x,); F is lower semicontinuous at x0 E X iff, for each open set V such that Vn F(x,) # 0, there is a neighborhood U(x,) of x0 such that Vn F(x) # 0 for each x E U(x,); F is upper semicontinuous at x0 E X iff, for each open set V such that F(x,) c V, there is a neighborhood U(x,) of x0 such that F(x) c V for each x E U(x,); F is upper semicontinuous at x0 with respect to inclusion iff, for each E >O, there is a neighborhood U(x,) of x0 such that F(x) c B(F(x,), E) for each x E U(x,); and F is continuous at x0 iff it is continuous at x0 with respect to the Hausdorff pseudometric on the space of nonempty subsets of Y. A multifunction F has one of the above properties on X if the property holds for all xOe X. The relationships between the above types of continuity at x0 can be briefly summarized in three cases:
(1) If F(x,) is closed, then upper semicontinuity * upper semicontinuity with respect to inclusion * closed graph; continuity + upper semicontinuity with respect to inclusion and lower semicontinuity.
(2) If F(x,) is compact, then upper semicontinuity o upper semicontinuity with respect to inclusion = closed graph; continuity o upper and lower semicontinuity.
(3) If Y is compact and F(x,) is closed (and hence compact), then upper semicontinuity e upper semicontinuity with respect to inclusion o closed graph; continuity o upper and lower semicontinuity.
If X is a measurable space, F is measurable iff {x 1 F(x) n V# Qr > is measurable for each closed subset V of Y. Lists of possible definitions of measurability of multifunctions, their interrelations, and properties may be found in either [H] or [WI. In particular, when Y = RN, X= Z equipped with the Lebesgue measurable sets, and F(t) is closed for each t E Z, it is not hard to show that F is measurable iff {t 1 F(t) n U # 0} is measurable for each open subset U of RN.
A theory for generalized differential equations has been developed, starting in the 1930s. The early results usually assumed that F has convex values; in this case the additional assumption that F is upper semicontinuous at all points leads to the existence of solutions having nice properties. Since 1970 several results have been given in which the convexity condition has been removed.
One series of results for the non-convex-valued case was initiated by Filippov [F] , who assumed F was continuous. Then, when F(t, x) is compact for each (t, x) , Kaczynski and Olech [KO] extended the work of Filippov to the case where F satisfies "Caratheodory" type conditions. Antosiewicz and Cellina [AC] also gave a proof for "Caratheodory" type conditions using an elegant fixed point argument. Next Olech [O-l ] weakened the continuity requirements to include the classical result for the convex-valued case. More recently Bressan [B] and tojasiewicz [toj-l] replaced the assumptions of upper semicontinuity and convex values with the assumption of lower semicontinuity. Bressan's approach followed that of [AC] while tojasiewicz' work followed that in [KO] . Even more recently [Loj-21 gave a theorem that is close to the result in [O-l] .
In this paper we are interested in extending the result in [O-l 1. In order to explain and clarify the relationship between our results and those referred to above we will summarize the pertinent earlier results.
Filippov [F] showed the existence of a solution of (GDE) if (i) F is continuous with respect to the Hausdorff metric on the closed nonempty subsets of Ix RN. Olech [O-l] showed' that solutions of (GDE) exist if (ii) F is measurable in t for each x; (iii) for each t, F(t, . ) has closed graph and, at each point x for which F( t, x) is not convex, F( t, . ) is lower semicontinuous; and (iv) F is integrably bounded, i.e., there exists m E L'(Z) such that for each t and x, F(t,x)c B(O,m(t)).
tojasiewicz [toj-21 assumed (ii), F is measurable in (t, x); (iii), for a.e. t, for each point x, either F(t, .) has closed graph at x and F(t, x) is convex, or F(t, . ) restricted to some neighborhood of x is lower semicontinuous; and (iv)L the function g(t, x) = dist (O, F(t, x) ) is locally integrably bounded, i.e., for every bounded subset Kc RN there is a function m,E L'(Z) such that g(t, x) 6 m,(t) for (t, x) E Z x K, in order to show that (GDE) has a solution.
In this paper we obtain Olech's result without assuming the values of F are compact and with one of the following weaker boundedness conditions replacing (iv):
(iv)' F is weakly integrably bounded, i.e., there exists m E L'(Z) such that F(t, x) n @O, m(t)) # 0 for all t and x; or (iv)" F is locally weakly integrably bounded, i.e., for each p > 0, F is weakly integrably bounded for 1x( < p by a function mp E L'(Z). ' Olech has informed us that his proof as given in [O-l] is incomplete. He has kindly supplied us with a completion of that proof. His correction, which is used in our proof of Theorem A, is essentially reproduced in Section 4.
(Note that (iv)L and (iv)" are essentially the same provided the measurability of the functions involved can be established; cf. the proof of the Corollary in Section 8 and the comments following that proof.) In particular, we obtain the following two theorems: THEOREM A (Global Existence). Assume F satisfies (ii), (iii), and (iv)'. Then (GDE) has a solution on all of I. THEOREM B (Local Existence). Assume F satisfies (ii), (iii), and (iv)". Then (GDE) has a solution on some interval [0, d] 
These results unify the theorems of Filippov, Kaczynski and Olech, and Olech mentioned earlier, since it is not difficult to deduce Filippov's result from Theorem B (cf. the Corollary in Section 9). The local existence theorem (Theorem B) is quite similar to [toj-2, Theorem 11. Condition (iii) assumed in Theorem B requires a stronger upper semicontinuity type condition (namely, closed graph for each XE X) than condition (iii), assumed in [toj-2, Theorem 11, which requires a stronger lower semicontinuity condition (namely, lower semicontinuity in a full neighborhood of each point x at which F(t, x) is nonconvex), A rather natural question at this point is whether the local existence theorem may be true replacing condition (iii) or (iii), with (iii)' For each t, for each point x, either F(t, .) has closed graph at x and F( t, x) is convex, or F(t, . ) restricted to some neighborhood of x is lower semicontinuous.
We do not have the answer to this question.
It should be pointed out that the results here and in [O-l] could have been phrased more generally by deleting an exceptional subset of Z of measure zero in (iii), (iv), and the variants of (iv); cf. [toj-21.
Another possible variation in the above results is indicated by the work of Lasota and Opial [LO] . Condition (iv)" is implied by the following condition:
(iv)"' There exist ~1, /I E L'(Z) such that F(t, x) n &O, a(t) 1x1 + B(t)) + 0.
Lasota and Opial prove that (GDE) has a (global) solution if F satisfies (iv)"' and if F(t, x) is convex valued, measurable in t, and upper semicontinuous in x. (Actually Lasota and Opial assume F(t, x) c B(0, a(f) 1x1 + Z.?(t)), but this is not an essentially weaker assumption since F(t, x) n B(O, a(t) 1x1 + /3(t)) is upper semicontinuous in x.) Thus Theorem B yields as a corollary the natural (local) extension of Lasota and Opial's result to the case of nonconvex F(t, x), where because of Filippov's counterexample [F, Example 11, we must assume that F( t, x) has some type of lower semicontinuity property. (The trick of replacing F(t, x) by F(t, x) n w-4 a(t) I4 + B(t)) now no longer works, since the intersection does not preserve lower semicontinuity.) This extension of the Lasota-Opial result yields a local solution of (GDE). However, it is also possible to obtain a global solution as a corollary to the proof of Theorem A. This result is summarized in the following theorem, which in turn yields Theorem A as an immediate corollary.
THEOREM C (Global Existence). Assume F satisfies (ii), (iii), and (iv)"'. Then (GDE) has a solution on ail of Z.
The proof of Theorem A is patterned after that of Olech [O-l ] and incorporates Olech's completion [O-2] of the proof. This is the content of Sections 2-7. In Section 8 we show how to prove Theorems B and C. Finally, in Section 9, we prove a corollary to Theorem B that contains Filippov's existence theorem and in doing so illustrate the role played by local weak integrable boundedness.
The fundamental changes necessary to adapt Olech's proof to our setting are given in Sections 2 and 3. Section 4 is a very technical section devoted to establishing measurability of an auxiliary function. In Sections 5, 6, and 7 we return to, and complete, the proof of Theorem A. In particular, in Section 5 a set of integrable selectors of F is constructed. These functions are used in Section 6 to construct approximate solutions, and finally, in Section 7, it is shown that the approximate solutions have a subsequence that converges to a solution of (GDE).
REDUCTION OF WEAK INTEGRAL BOUNDEDNESS TO INTEGRAL BOUNDEDNESS
Consider the closed ball B(O,2m(t)), where m E L'(Z) is as in (iv)', and let a&O, 2m(t)) denote the boundary of B(O,2m(t)). We assume, without loss of generality, that m(t) > 0 for all t E I. PROPOSITION 2.1. Assume F satisfies the hypotheses of Theorem A-that is, conditions (ii), (iii), and (iv). Then the multtfunction # defined by 4 t, x) = (F( t, x) n B(0, 2m( t))) u a&O, 2m( t)) satisfies (ii), is integrably bounded by 2m, and has compact values. Further, for each t, 4 t, ') has closed graph and p( t, . ) is lower semicontinuous whenever F(t, . ) is lower semicontinuous.
The proof of Proposition 2.1 follows from elementary properties of multifunctions and is omitted.
Note that fi is not as nice as F since E may fail to be convex valued at points where F has convex values. However, the lower semicontinuity property stated in Proposition 2.1 is sufficient for our needs.
THE PROPERTY (* )
A multifunction F is said to satisfy property (*) if there is a countable dense subset Z of RN such that
The condition (*) was introduced by Olech in his correction [O-2] of [O-l ] in order to circumvent certain technical difficulties involving measurability. We use it here as well.
Let F and fi be as in Section 2. If P satisfies property (*), the next step can be skipped; if not, replace P by F* defined by
where Z is some fixed, countable, dense subset of RN. We next give some general properties of F*. Assume F has closed graph. Then:
(e) (F)*(x) = F*(x) for each x E X. Since E > 0 was arbitrary, y E F*(x). (b) Let (6,) be a sequence of positive real numbers decreasing monotonically to zero. Then
Choose sequences (z,) and (w,) such that Ix -z,I < E, and w, E F(z,) n K. By compactness of K, there is a subsequence (w,,) of (wn) which converges to a point WOE K. Since wnk~F(znk) and Ix-zZnkl < E,,~,
for each n, and so
Take E = l/n. By definition of closure, there exist y,, z, with z, E 2, y, E F(z,) such that Ix-z,I < l/n and 1 y, -yI < l/n. Thus we can find sequences (z,) + x, (y,) --f y with yn E F(z,). Hence y E F(x), since F has closed graph. (a) E* satisfies (ii); that is, Fr is measurable in t for each x; (b) F"(t,x)nB(O,m(t))#@ for tEZ, xeRN. That is, Fr is weakly integrably bounded by m; (c) E* is integrably bounded by 2m; (d) E* satisfies property (*).
Proof: (a) This follows from basic properties of measurable multifunctions using the fact that in the definition of E* the intersection over all E > 0 can be replaced by a countable intersection over E, > 0 provided E, + 0 as n -+ co; cf. [H, Theorem 4.11. Fix t E I. Let G(t) = {x 1 F(t, x) is not convex} and let H(t), A(t), H*(t) be the sets of values x where F(t, . ), fi(& . ), I;*(t, . ), respectively, are lower semicontinuous at x. Note that A(t) and H*(t) are the sets where p(r, . ) and F*(t, . ), respectively, are continuous, since p( t, . ) and F*( t, .) both take all their values in a compact set and have closed graph. The following proposition summarizes the relationships between the concepts introduced in this paragraph. These relationships will be used later and are analogous to those in [O-l, Lemma l] 
ProoJ (a) We show that the complement G'(t) is closed. To do this, let x, E G'(t) be such that (x,) -+ x0. If x0 $ G'(t), then F(t, x0) is not convex and hence F(t, .) is lower semicontinuous at x0. Since F( t, x0) is not convex, there exist a, b E F(t, x0) such that c = (a + b)/2 # F( t, x0). By a standard characterization of lower semicontinuity (cf. [K-2, Theorem 2, p. 62]), there exist sequences (a,) -+ a, (b,) -+ b with a,,, 6, E F(t, x,). Then ((a, + b,) /2) + (a + b)/2 = c. Since F( t, x,) is convex, (a, + b,)/2 E F( t, x,). Hence, since F has closed graph, c E F(t, x,), a contradiction.
(b) The first inclusion follows from property (iii) of F and the second follows from the construction of & (c) Let x E A(t). We need only show that p('(t, x) c F*(t, x), since Proposition 3.1(c) gives F*(t, x) c p(& x). Since p( t, .) is continuous at x, for_each 6 > 0 there is an u > 0 such that l,v -XI < q implies p(=(t, x) c B(F(t, y), 6). Let (6,) decrease to 0 and choose a corresponding (qn), also decreasing to 0, such that ) y -XI < ye, implies fi(=(t, x) c B(ls'( t, y), 6,). Then for each n > 0,
Iz--XI <?n since, for each E >O, there is a 6, < min{s, 6,) and a ZEZ with Iz-xl < qk Q q", so that f(=(t, x) c B(F(f, z), 6,) and hence, for each w E fi((t, x), there is u~F(t,z) with /w--l ~6,~s. As a consequence we have &x)cncl u P(r,z)=F*(t, The next step is to show that an appropriate modulus of continuity, v]( *, r, s), is measurable. We first introduce this function for the particular multifunction F* that we will be using later. Since, under the hypotheses of In order to see where property (*) is needed we will begin with an arbitrary closed-valued multifunction F: Ix RN + RN and let ~(t,r,x)=su~{h(F(t,x),F('(t, y))lyeRN, lx-yl<r) for r > 0. Let H(t) be the set of points where F(t, .) is continuous; i.e., H(t)= {xERN(lim,,, cl(t, r, x) = O}. Let K be any closed ball around the origin and let K(t, s) = {x E KI B(x, 2s) c H(t)}, where s > 0. As above, define a function q by rl(f,r,s)=suP(~(t,r,x)lxE~(t,s)} if K(t,s)#@ =o otherwise for r>O, s>O, t EI. We will show that, for fixed Y, s>O, q(., r, s) is measurable when F satisfies property (*), (ii), and (iv). In later sections this will be applied with F= F*, CI = CC*, v] = n*, K= B(0, 2M). We begin with the following proposition. F*(t,x)=~cl~{F(t,z)(z~ZnB(x,l/n)}.
Note that Z is not required to be dense here; however, in property (*), Z is taken to be dense. LEMMA 4.2. y(t, x, y) =dist(y, F*(t, x)).
Proof
By the definition of y, there is a sequence (z,) + x and a sequence w, E F(t, z,) such that y( t, x, y) = lim, 1 y -w,I. We may assume (W") + w. Then, by definition of F*, wEF*(t,x).
Hence y(t,x, y)> dist( y, F*( t, x)).
To show the other inequality, let w E F*(t, x) be such that 1 y -wl = dist( y, F*(t, x)). Then, by the definition of Fr, there is a sequence (z,) in Z, (z,) + x, and a sequence (w,), w, E F(t, z,), such that ly-WI =lim ly-w,J bliminfdist(y, F(t,z,))Zy(t,x, y).
LEMMA 4.3. Assume F has nonempty, compact values and satisfies (ii).
Then y(., ., y) and 'y(., ., y) are 9 x 59 measurable for each fixed y.
Proof: To see that y'(. , . , y) is 9 x ?J measurable, note that {(t, z) 1 F( t, z) n B( y, 6) # a} is 9 x ~9 measurable, since 2 is countable, and hence w,~)Iw,~,YK~)=~ ((t,z)~~(t,z)n~(y,e+iin)~O) n is 9 x B measurable.
To prove the measurability of y( ., ., y) for fixed y, we need the following fact: If A is a multifunction from [0, l] into RN such that Graph A = { (t, x) I x E A(t), t E [0, 1 ] } is 55' x 5!+I measurable, then the graph of cl A is also 9 x B measurable, where cl A is defined by (cl A)(t) = cl A(t). One way to establish this fact is to deduce from an argument in [DV, Remark l] that the 9'~ 99 measurability of Graph A implies the measurability of the multifunction A. Hence, by [H, Proposition 2.61, the multifunction cl A, as defined above, is measurable. This, in turn, implies that Graph cl A is measurable [H, Theorem 3.51.
The measurability of y( . , ., y) then follows from the above fact and the following:
[{t}xcl(xlx~Z,F(t,x)nB(y,~+l/n)#0}l. n f LEMMA 4.4. Suppose that the function 6: Ix RN x RN -+ R is such that &t, x, .) is continuous for each (t, x) and 6( ., ., y) is 9 x 2I measurable for each y. ProoJ Let G be a compact subset of RN. We need to show that WWUWnGZ0~ is 9' XC&? measurable. To do this, let S be a countable dense subset of G. Then
{(t,x)lD,(t,x)nG#0}== u {(t,X)16(t,X,Y)gE+lik). k ysS
To see this, note that D,( t, x) n G # 0 iff there is a y E G with 6( t, x, y) < E iff there is a sequence (yk) in S such that (yk) + y and d(t, x, yk) <E + l/k, by the continuity of d(t, x, .). Since G is compact, this shows that the two sets are equal and the result for D, follows. A similar proof can be given for 0:. 
{(t,x)ldt,r,x)>E)= u {(t,x)lh(F(t,x),F(t,z))>&, lx-zl<r} iEZ
for each E > 0 and for each fixed r > 0.
ProojI We first establish a preliminary fact. Since F has property (*), F= E* and hence, by Proposition 3.1(a), F( t, * ) has closed graph. Therefore, since F is integrably bounded, and hence has compact values, F(t, .) is upper semicontinuous with respect to inclusion. Now, if cl(t, r, x) >E, then there is a y, Ix-yl <r, such that h(F(t, x), F( t, y)) > E. Let E' = h(F(t, x), F( t, y)) and let r' = (x -yl. so r -r' > 0. Let E" = (E + s')/2. Then, since E' > E", either
(i) F(t, x) Ct B(F(t, y), E") or (ii) F(t, y) d B(F(t, x), E").
Using the upper semicontinuity with respect to inclusion of F(t, +) at y, there is a 6 > 0 such that I y' -yI < 6 implies F(t, y') c B(F( t, y), (E" -s)/2). Without loss of generality 6 < r -r'. Hence, in case (i), for z E 2, Iy-zl ~6 implies Ix-z1 <r and = B( F( t, y), E"). Thus, in case (i), h(F(t, x), F(t, z)) > E for some z E Z with Ix -zI < r.
In case (ii), let WE F(t, y) with w$B(F(t, x), E"), so dist(w, F(t, x))>E". Since F satisfies property (*), w~cl u F(t,z)
Z'FZ lr-Yl <a for each 6 > 0. Thus, for each 6 > 0, there exists a z E Z, depending on 6, and y' E F(:(t, z) such that 1 w -y'[ < (E" -s)/2. Take 6 so that 6 < r -r'. Then there is a z E Z such that Iz -yI -C 6 <r-r', and hence such that Ix-z1 <r, with dist( y', F( t, x)) > dist( w, F( t, x)) -( y' -WI
Hence h(F(t, x), F(t, z)) > E for some z E Z with (x-z/ < r in case (ii). So in either case, a(f, r, x) > E implies h(F(t, x), F(r, z)) > E for some z E Z with IX -zI < r, and consequently, The other containment follows immediately from the definition of CI, and Lemma 4.6 is established.
Proof of Proposition 4.1. By Lemma 4.5, for each fixed z E Z, {(t,x)Ih(F(t,x),F(t,z))>~}~~x~.
To see this, approximate F(t, z) by a sequence of measurable simple multifunctions G,(t) with compact values such that h(F(t, z), G,(t)) tends to zero as n + cc almost uniformly (i.e., for each 6 > 0 there is a measurable subset T, c [0, l] of measure greater than 1 -6 such that h (F(t, z) , G,(t)) converges to zero uniformly on T6). The existence of the sequence (G,) with the desired properties can be easily deduced from Theorems 7 and 3 of [J] since, by hypotheses, F(t, X) c B(0, m(t)) and hence F(t, x) has compact values.
By Lemma 4.5, it is straightforward to show that ((4 x) I h(F(t, x), G,(t)) 2 E + l/k) E 9 x &I.
But and
The last equality holds for a subset T of [0, l] of full measure. Proposition 4.1 then follows by applying Lemma 4.6. Assume that F satisfies the hypotheses of Proposition 4.1, and as before, let H(t)= {xl!i_moo"(l,r,x)=O}.
(For each t, H(t) is the set where F(t, . ) is Hausdorff continuous.)
LEMMA 4.1. The graph of H is dp x 93 measurable.
Proof. Graph H= 0, LJi((t, x) 1 a(t, l/i, x) < l/n}.
Next let H'(t) = R"'\H(t) and let p(t, x) = dist(x, H'(t)) = dist(x, H'(t)).
Then /I is measurable in t for fixed x and continuous in x for fixed t; cf. Proof: The set (t I ~(t, r, s) > S} is equal to the projection on [O, l] of the set and hence is 9 measurable. See Theorem III.23 in [CV] for this last assertion.
The rest of the proof of Theorem A follows along the lines of the proof in [O-l] . There are some changes and some places where some care must be 505/61/3-Z exercised in going from the given F to the new Fr. Additionally there is a minor error in the proof given in [O-l ] which needs correcting. For these reasons we present the rest of the proof in Sections 5, 6, and 7.
CONSTRUCTION OF A SET OF INTEGRABLE FUNCTIONS
Since we are returning to the proof of Theorem A, we apply the results of the previous section with K= B(O, 2&Z), F(t, X) replaced by FC(r, x), and K(t, s) = K*(t, s) so that LY = IX* and q = q*.
Fix a sequence (si) that decreases to zero. Then choose a sequence (r,), also decreasing to zero, having the following properties: 1 >r, and ri+ I < riJ2 for i= 1, 2,... .
If Ei = {t 1 r~*(t, ri, si) > m(t)/2'}, then p(Ei) < 1/2'for i = 1, 2,... . (3) Since the sequence (sJ is fixed, such a sequence (ri) can be constructed by starting with a fixed sequence riGsi which decreases to zero and successively selecting subsequences with desired properties. Clearly, by the results of Section 4, q*( ., r, s) is measurable and integrably bounded. Since K*(t,s)= {xEK(B(x,2s)cH*(t)} is relatively compact and E*(t, . ) is continuous on H*(t), r*(t, r, s) decreases to zero as r decreases to zero for fixed t and s. Property (2) follows from these comments and (3) then follows from the continuity theorem for measures; i.e., if (C,) is a decreasing sequence of measurable sets with ,u(C~) < 00, then p(n,"=, C,) = lim, + m GJ.
Let A, be a (finite) ri+ J2 net for K. For a,, a,,..., a, such that USE Ai, i = 1, 2,..., n, and lai-aip,I<r,, i=2 ,..., n, choose an integrable function u~,~ ,,,,, onj: I+ RN satisfying u~,,,..,,,"~(~)EF*(~, 4n@O, (I+++ *** + W"-')dt)) for each t, (4): and, for n> 1, where Ei is as defined in (3). In order to do this, we proceed as follows: For each a, E AL, let I be a measurable selector for the multifunction F*(t, a,) n B(0, m(t)), which is nonempty by Proposition 3.2(b). Assume q, ,,.,., anm,j is defined, has its values in I;*( ., a, _ r ), and a, E A, with ~a,-ua,-,~dr,.
Then, for tE(r\E,_I)n{tla,_,EK*(t,s,_,)}, choose a measurable function U* = U* (a,,...,a.) such that u*(t)EF* (t, a,) and This is possible since F*(t, u,)nB(u co,,...,a,~,,W~ a*@, k19 a,-df O.
To see this note that la,-, -a,, <r, < rnel and so h(F*(t, a,-r), F*(t,u,))~a*(t,r,-,,a,-,).
But u (a ,,.._, ..-,,WJ'*(G an-J and so the closed ball of radius a*(t, rnp,, a,-,) about q, ,,..,, &t) must intersect F*(t, a,). Since the (nonempty) intersection of two closed-valued measurable multifunctions is a closed-valued measurable multifunction, there is a measurable selector U* with the desired properties. Hence, when tE(r\E,~I)n{tla,-,EK*(t,s,~,)}, On the complement of (I'$, _ r ) n { t 1 a, _ I E K*(t, s, _ ,)}, define ii to be any measurable selector of F*(t, a,) n &O, m(t)). (F*(t, a,) Then u(,,,...,,~) satisfies (4): and (5):. Note that (4): implies _u~~,,.,.,~.) (2) E F(t, a,) since F*(t, a,) c 41, a,), by Proposition 3.1(c), and F(t, a,) n B(0, Am(t)) = F(t, a,) n B(0, h(t)) for any 1 with OdA<2.
CONSTRUCTION OF APPROXIMATE SOLUTIONS
The following construction was originally due to Filippov [F] . We are following a modification due to Olech [O-l 1. 
and l/hi, hi/hi+l are integers greater than one.
Next construct a sequence (x,) of approximate solutions of (GDE) as follows. Each term of the sequence (x,) is an absolutely continuous function satisfying &l(t) = U~=;(,,,...,,:c,,,(t), is defined on [0, h,] . Now proceed by induction, assuming that x, is defined on [0, kh,] and the corresponding aIs are defined at least on [0, kh,) . There is an integer j= j(k) such that kh,/h, is an integer for i=j,..., n and is not an integer for i = l,..., j-1. Then, for i = 1,2 ,..., j-1, there is an integer m = m(i) > 0 such that m(i) hi< kh, < (m(i) + 1) hi and so [kh,, (k + 1) h,) $ [m(i) h,, (m(i)+ 1) hi). Put a;(t)=a;(m(i) hi) for TV [kh,, (k+ 1) h,), i= l,...,j-1. For i = j,..., n, choose aim Aj so that lai -x,(kh,)l < ri+ J2 and put a;(t) = ai for t E [kh,, (k + 1) h,). We now check that properties (S),, (9),, and (lo),, are satisfied on [kh,, (k + 1) h,). Clearly a;(t) is constant on appropriate intervals. Property (8) by (6) and the induction hypothesis using (lo),. Thus (9), is established. Property (lo), follows, for i < j, by the induction hypothesis and, for iaj, by the choice of a;.
The constructed sequence (x,) is a sequence of approximate solutions. Namely, where s,(t) = x,(t) -a:(t) approaches zero uniformly as )2 + cc by (9),.
CONVERGENCE
Since i,,(t) is contained in B(O, 2m(t)), by passing to a subsequence, we may assume (x,) converges uniformly to a function x,(t), where x0 is absolutely continuous and f, --t f, weakly in L'(I). Since a,(t) E F(t, a;(t)), we have, by the standard argument (cf. Section 3 of [O-l] or [D, Theorems 2.8, 4 .1]), that a.e. in I.
But co F( t, x,,(t)) = F( t, x,,(t)) f or all t such x,,(t) 4 G(t). Thus it suffices to show that &(t) E F( I, x,,(t)) for almost all t E T = {t 1 x0(t) E G(r)}. This is accomplished by showing that the sequence (A?,) is conditionally L' compact on T,* = (t 1 B(x,(t), s) c H*(t)} and noting that IJs,0 T,* 3 T since G(t) is open and G(t) c H*(t) by Proposition 3.3(d).
To see that (a,) is conditionally L' compact on T,* we modify the argument in Sect. 71 . Let E > 0 be given and choose 6 > 0 so that p(E) < 6 implies SE 2m(t) dt < s/4. Choose an integer m such that l/2" < 612, j, Cz,, q*(t, ri, si) dt < ~12, and ri < s/4 and sic s/4 for i> m. Since the set {z+;+,+) ,,,,,= ;+P~~)) I p = 0, 1, 2 ,... }, n fixed, is finite, the set {i,(t) 1 n = 1, 2,...} can be covered by a finite number of s-balls in L'( T,*) and hence is conditionally L' compact on T,*.
Since (x;-,) converges weakly to x,,, the L' compactness implies that it converges strongly also. Thus we may assume x,, + x,, a.e. on T,*. We now claim that x,(t) E F(t, x,(t)) a.e. on T,*. To see this note that, by (9),, Ix,(t) -a;( t)l + 0 and hence u;(t) + x0(t) since x,( t ) + x0(t). Using the fact that F( t, . ) has closed graph, we obtain x,(t) E F( t, x0(t)) a.e. on T,* since x,(t) + x0(t) a.e. on T,* and x,(t) E F(t, u;(t)). Since Tc Us,,, T,* we have x,(t) E F( t, x,,(t)) a.e. on T. This concludes the proof.
It is perhaps worth remarking that we have actually found a solution for x E F(t, x) n B(O,2m(t)), not just for x E F(t, x).
FR~~FS OF THEOREMS B AND C
A proof of Theorem B can be given which is nearly identical with that of Theorem A except that local weak integrable boundedness will yield only local existence of a solution. To carry out this proof, choose a closed ball B(O, p) of radius p > 0 and let d> 0 be such that jg 2mJt) dt 6 p. Then going through the steps of the proof of Theorem A will yield a solution on [O, d] , since all the approximate solutions x, have i;.,(t) E B(O, 2m(t)) and hence have x,(t) E B(0, p) for 0 < t Q d. The closed ball B(O, p) is the compact set K used in the proof of Theorem A.
Alternatively, Theorem A can be used directly to establish Theorem B. Here we follow [C, proof of (I), p. 141, and we outline the steps needed to show that Theorem A implies Theorem B. Fix p >O and change the definition of F outside 1x1 d p by G(t, x) = F(t, xl, for 1x1 Gp, = F(t, P/l4 )> for 1x1 >p. Let K be the closed ball of radius 3Me", where M= J,m(t) dt. Zf the approximate solutions x,(t), x,(O) = 0, are chosen so that 4(t) E r;(t, a,(t)) n 40, m(t)t2 + Mt)l I),
and Ix,(t) -%(t)l G 13 (12) where a,(t)EK, then x,(t)~K.
Proof: From (11) l%tt)l GmttN2 + b,tt)l), and so from (12) Mt)l G m(t)@ + Ix,(t)l).
A standard application of Gronwall's inequality yields the desired result. Using the closed ball B(O, 3Me"') as the fixed compact set Kin the proof of Theorem A yields a proof of Theorem C. In (4), we use B(0, m(t) ((2"-1)/2"-'+ lu,l)) instead of B(O, (1 -t-i+ ... + l/2"-')m(t)) in order to guarantee that a selection is possible and that (11) is satisfied by a,(t). That condition (12) of Proposition 8.2 is satisfied is obvious from (1) and (9),. Proposition 8.2 then shows that the approximate solutions must have their values in K and the rest of the proof is identical with that of Theorem A.
It would be desirable to prove Theorem C as a direct corollary of Theorem A instead of using the same long proof. Unfortunately we do not see how to do this. In case F(t, x) is a singleton {f(t, x)}, so that (GDE) becomes f = f (t, x), this can be done; cf. McShane [M, Theorem 68.31.
The major difficulty in trying to adapt the proof of [M, Theorem 68.31 is that we do not have precise enough information about the location of i(t) in the set F(t, x(t)). We know that i(t) E F( t, x(t)) and that F(t, x(t)) n B(0, m(t)(l + Ix(t)l))#@, but we do not know that i(t)eF(t, x(t))n B(O, 2m(t)( 1 + Ix(t)l)), for instance. If we did, we could use the idea from McShane to show that Theorem A implies Theorem C. The comment following the proof of Theorem A that solutions have their values in B(O, 2m(t)) if F is weakly integrably bounded by m(t) does not seem to help us here. To see why that is so, define a new multifunction G by G(t, x) = F(t, xl, tEz, 1x1 Qp = F(t, PAXI 1, tEz, 1x1 >P, where p > 0 is a fixed number. If F satisfies the hypotheses of Theorem C, then G satisfies the hypotheses of Theorem A with m(t) replaced by m(t)( 1 + p). Consequently i E G(t, x), x(0) = 0, has a solution x(t) on Z with i(t) E B(O, 2m(t)( 1+ p)). Unfortunately, this piece of information does not seem to be enough to guarantee that Ix(t)1 < p for all t, which is desired in order to show that x(t) is also a solution of i E F(t, x) for all tel.
A COROLLARY AND CONCLUDING REMARKS
The following corollary of Theorem B weakens somewhat the continuity condition assumed by Filippov [F] .
COROLLARY. Assume that, for each t, F(t, . ) has closed graph and that, as a function of (t, x), F is lower semicontinuous. Then (GDE) has a local solution.
Proof: Let g(t, x) = d(0, F(t, x)), where d(0, A) is the distance from the origin to the set A. Since F is a lower semicontinuous multifunction, g is an upper semicontinuous real-valued function. Hence, for any p > 0, m,=max{g(t,x)ltEZ, lx1 <p} exists and is a local weak integrable bound for F. The result then follows from Theorem B. The proof of the Corollary partially indicates the nature of local weak integrable boundedness. To further illustrate this concept, assume F satisfies (ii) and (iii)' for each t, F(t, . ) has closed graph and is lower semicontinuous.
Then the function g(t, x) = d(0, F(t, x)) is measurable in (t, x) (by Theorem 4.1 of [HV] ) and is upper semicontinuous (as a function) in x. (Actually Theorem 4.1 of [HV] ) yields a somewhat stronger measurability statement: for each E >O, there exists a closed subset Z, of Z such that p(Z-I,)<& and F( ,EX R~ is lower semicontinuous and hence FI,, R~ is Bore1 measurable. So then is g(t, x) on Z, x RN.) Let m,(t)= max{ g(t, X) 11x1 < p}. Then mp is a finite real-valued measurable function. Obviously this function mP is the smallest conceivable choice of a local weak integrable bound for F. Unfortunately mp need not be an L' function. For example, let F( t, x) = (g(t)}, where g( . ) is a measurable, nonintegrable function on Z. Then m,(t) = Ig(t)l and rnp$ L'(Z).
The concept of weak integrable boundedness appears to be recent. We first used that concept in a proposal made to the National Science Foundation in 1974. Independently the referee of a previous version of this paper suggested the concept of local weak integrable boundedness. We are, however, to be blamed for the name. We would like to thank the referee of an earlier version of this paper for suggesting the use of the multifunction fi In that earlier draft, which was titled "Two existence theorems for generalized differential equations," we adjoined the point at infinity to F to get a new multifunction i? There is great similarity between that approach and the current approach although the present one seems simpler. We would also like to thank C. Olech for allowing us to include his corrections [O-2] to his paper [O-l] . Finally we would like to express our appreciation to the current referee who found two holes in the proof of Theorem A and who made many useful suggestions and comments which should make the paper more readable. His thoroughness is greatly appreciated.
