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ABS-IBACT 
This paper explicitly constructs non-singular O-l matrices of dimension n with 
constant row and column sum k, subject only to the conditions 0< k< n and 
(k, n) # (2,4). An application of such matrices to finite geometries can he found in [l]. 
Denote by 312 (k, n) the set of all non-singular n X n matrices of zeros and 
ones with constant row and column sum equal to k. It will always be 
assumed that 0 < k < n. For example, %(l, n) is the set of permutation 
matrices. One easily checks that %(2,4) = 0. The goal of this paper is to 
establish the following result: 
THEOREM 5. Q-&n)+0 unless k=2 and n=4. 
This theorem will follow from Theorem 1 and Lemma 4 below, which 
explicitly define A4 for any (k,n). First, however, we recall a basic fact about 
circulants, taken from [2]. Define the circulant matrix C, determined by 
(co, cl, . . . , c,_ J, as being the matrix having the ith row 
(ci-1,ci-2,...,c1,c0,cn-1,..., 
G(e), +W), * * * 9 ICI(En), 
ci). Then the eigenvalues of C are precisely 
where ~(X)=c,+c,X+~~~ +c,_,X”-’ and l = 
exp(2ri/n). 
THEOREM 1. Suppose that (k, n) s (2,0)mod4. Let C be the circulunt 
TTU&‘iX determined by Co = Cl = ’ ’ * = Ck-2 = C, = 1, Ck-1 = Ck+l = C,,, 
=“‘=C - ” 1 =O. Then C E TR(k,n). (If k = 1, use the identity matrix as C.) 
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Proof. Surely C has constant row and column sum equal to k. For C to 
be singular, it would be necessary that the equation 
1+A+A2+ -. * +Xk-2+Ak=0 
3 (*) 
have a root of the form e’, where E = exp(2+/n). Observe that X = 1 is not a 




Using A_=e’ twice yields ~hk-l-l~=~X-l~ and Rehk-‘=ReX. Thus either 
Xk-‘=~=~-r or Xk-‘=X 
Case 1: Ak-‘=A-‘, i.e., Xk= 1. Then Eq. (**) implies (A-‘- 1)/(X- 1) 
= - 1, i.e., h = 1. But 1 is never a root of (*). 
Case 2: hkP1=A, i.e., Akw2= 1. Then Eq. (**) implies l= -A2, i.e., 
A= +i, and also that kE2mod4. However, e’= 2 i implies that nOmod4. 
Theorem 1 assumes in its hypothesis that (k, n) Z#S (2,O) mod4, and so C must 
be non-singular. n 
REMARK 2. Suppose that M E 9X(2,2”). Then. M cannot be a circulant. 
Proof, Suppose that C is determined by c,, = ci 7 1, all other ci = 0. Then 
the polynomial associated with C is ~/@)=h~(l+Ar-~). Now write j-h= 
2’r, with r odd. Then surely (ez)jPh = - 1, where z =exp(2ti/2’) and Z= 
2’-‘-‘. Thus C would be singular, and so C B X(2,2”). n 
LEMMA 3. Let ME 9R(k,n), and let J denote the nxn matrix of all 
ones. Then ] + M and J - M are both non-singukzr matrices. In particular the 
correspondence M+ J- M is a bijection between %(k, n) and %(n - k,n). 
Proof. Suppose that (J -+ M)X = 0, where 
*1 
x= “r” . 
<X”, 
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If 2 xi = 0, then MX = 0, and thus X = 0, since M is non-singular. We may 
assume now that Cx = T 1. It then follows that 
















and I: xi = n/k = T 1 is a contradiction. 
LEMMA 4. Suppose that (k,n)=(2,0)mod4, 
%(k,n)#@. 
n 
and (k,n)#(2,4). Then 
Proof 
(a) Suppose that kf n/2. By Lemma 3 we may assume that k <n/2. 
Since (k,n)=(2,0)mod4, ‘t 1 must follow from k< n/2 that k< n/2-1. 
Consider the IZ x n matrix 
MC* ’ (t-j 0 B' 
where A E 9R,( k, n/2 - 1) and B E 9l7,( k, n/2 + 1). Surely M is non-singular 
and M E%(k,n). 
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@) Suppose that k = n/2. Consider the matrix 
where I, J, and P are k X k and 
p=(pij), 
Surely M has constant row and column sum equal to k. Now suppose that 
MX = 0, where 
x= Xl ( 1 x2 ’ 
with X, and X, column vectors of length k. Then (.I - Z)X, + PX, = 0 = X, + 
(J--1)X,, and so [(J-Z)2-P]Xz=0. But (J-1)2-P=(J2-2J)+I-P=(k 
-2)J+Z- P. Since [(k-2)J+Z- P]X,=O and k>2, it follows that the sum 
of the entries in X2 is 0. But then (I - P)X, = 0, so PX, = X2. But this implies 
that all the entries of X2 are equal and hence must be zero. Then X2 =0 
implies (J-1)X,=0, but (J-Z)E%(k-1,k) by Lemma 3. Thus X=0 and 
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