This paper develops a novel neural network (NN) based near optimal boundary control scheme for distributed parameter systems (DPS) governed by semilinear parabolic partial differential equations (PDE) in the presence of control constraints and unknown system dynamics. First, finite difference method (FDM) is utilized to develop a reduced order system which represents the discretized dynamics of PDE system. Subsequently, a near optimal control scheme is proposed for the discretized system by using NN based approximate dynamic programming(ADP). To relax the requirement of system dynamics, a NN identifier is utilized. Moreover, a second NN is proposed to estimate a non-quadratic value function online. Subsequently, by using the identifier and the value function estimator, the optimal control input that inherently falls within actuator limits is obtained. A local uniformly ultimately boundedness(UUB) of the closed-loop system is verified by using standard Lyapunov theory. The performance of the proposed control scheme is successfully verified by simulation on a diffusion reaction process.
II. INTRODUCTION
Distributed Parameter Systems (DPS) are major part of dynamical systems with wide range of industrial applications [1] - [4] . Contrary to the control of lumped parameter systems where ordinary differential equations (ODE) are utilized to represent them, accurate control of DPS requires the analysis of partial differential equations (PDE).
Boundary actuation for feedback control of DPS has particularly received a special attention [3] - [7] , since in many DPS such as in fluids [7] instrumenting an actuator in the spatial domain is impossible or at least very difficult. The common operator approach for optimal control of DPS through PDE formulation is also used in problems with boundary excitation [8] with promising results. However, the work is limited to linear PDE and requires the solution of the operator Riccati equations. Moreover, the solution to the operator Riccati equation is generated in a backwardin-time and offline manner when the system dynamics are known. In the presence of uncertainties, which is common in practice, iterative schemes [9] are introduced requiring a significant number of iterations at every sampling interval. This is computationally costly for online implementation.
Finite element method (FEM) and finite difference method (FDM) have a long history in the analysis and control of DPS [10] . In [11] , a unified approach for optimal control of DPS represented as parabolic PDEs by using FEM is proposed. The method uses nonlinear programming approach for optimization whereas boundary control is not considered. In addition, similar to operator approach [8] , the knowledge of system dynamics is necessary for the controller design. Moreover, control constraints are not considered.
This paper addresses a neuro dynamic programming boundary control of semi-linear parabolic PDEs by using finite difference approximation scheme. It will be shown that FDM helps to design optimal control for boundary excitaton problem. Considering large dimension of approximated model, proposed NN structure is chosen to be computationally efficient while preserving the stability of finite dimensional system bu using radial basis networks(RBN). Moreover, the system dynamics are assumed to be unknown since exact knowledge of system parameters is not available in practice. Besides, physical actuators should be capable of applying the proposed control inputs. Therefore hard constraints are assumed in the development of the control law to mimic actuator limits.
In Section III the class of DPS under consideration is described and the finite difference approximation technique as a basic PDE approximation approach is explained.
III. FINITE DIFFERENCE DISCRETIZED REPRESENTATION
OF DPS REPRESENTED AS PARABOLIC PDES The FEM and FDM are two most common methods proposed for numerical solution of PDEs. In FEM, the partial differential equations are transformed to weak integral equations and approximate solution of the integral equations is obtained as the sum of basis functions. In spectral FEM, the basis functions cover the entire PDE domain while in compact FEM, the basis functions coverage is local and usually based on a structured mesh. Similar to compact FEM, FDM discretizes the domain based on a structured mesh. However, it deals directly with the original PDE and approximates the spatial derivatives at each mesh element by using Taylor series expansion. Both methods can be used in the modeling of DPS for control purposes. For brevity, only FDM is explained in more detail in this paper.
One important advantage of using structured spatial mesh is that boundary conditions can be added to dynamic equations of the DPS as external inputs. This representation is very useful in the optimal control, since optimality conditions can be imposed on the resulting model.
A. Class of Distributed Parameter Systems
We consider a DPS modeled by using a semi-linear parabolic PDE with the following dynamics
where x z and x zz are first and second spatial derivatives of state x with regard to z, a and b are constants which together with nonlinear function f (x) are considered to be unknown, u 1 and u 2 are boundary control inputs and ρ M is the saturation limit of the actuators. It is assumed that the function f (x) satisfies the Lipschitz condition in x. In [12] , the existence of an optimal boundary control input for the above system is proven. Keeping the time continuous, a set of points z i ; i = 0, ..., N in [0, 1] are chosen for large enough N where z 0 = 0 and z N = 1. The state of the system at these points is shown by vectorx in this paper. These points are equally spaced along the domain andx i represents the state of system at all points in the local neighborhood Ω i . Defining ∆z = z i − z i−1 , the Taylor expansion ofx i around point z i renders
and
A second-order accurate finite difference approximation of the derivative at z i can be obtained by considering the values ofx at three points: z i−1 , z i and z i+1 . The approximation is constructed as a weighted average of these values
where α, β and γ are constant weights. Substituting (2) and (3) into (4) we get
Solving necessary equations, the values α = 1/2, β = 0 and γ = −1/2 are obtained which recover the second-order accurate formula
Similarly, an approximation of the second spatial derivative is obtained by using the Taylor series expansion
and the following approximation is obtained
The general description of this derivation is given in [10] . The above approximation can be substituted for spatial derivatives in (1) to get,
Combining the system of equations in the matrix format, an approximated dynamics for the system can be obtained as
where n = N − 1 is the reduced system dimension and F(x) is a n × 1 vector. Considering the above approximation of the PDE, the system dynamics in affine form are obtained asẋ
where included parts inf (x) andḡ are shown in dynamics equation (10) .f (x) : ℜ n → ℜ n represents a smooth nonlinear function andḡ : ℜ 2 → ℜ n is a constant matrix which are considered unknown and
In the next section, the controller design will be explained. It is assumed that the state vectorx is available. The input matrixḡ is clearly bounded such that ḡ(∆z) ≤ g max .
Without loss of generality, it is assumed that the mesh size ∆z is chosen such that the controllability attribute of the system is preserved after approximation, in the sense that there exists a continuous control policy within constraint bounds that stabilizes the system, withx = 0 being a unique equilibrium point on a set Λ ⊆ ℜ n .
IV. OPTIMAL CONTROL USING NEURAL NETWORKS
The objective of the control design then is to determine a feedback control policy over infinite-horizon that minimizes the value function
subject to (11) . The function r(x, u) penalizes the statex and the control input u from t 0 to ∞. The cost-to-go function r(x, u) generally takes the form as r(x, u) = Q(x) + W (u) with Q(x) being a positive semi-definite function of the statex. In order to take care of input constraints,
where R is a symmetric positive definite matrix with appropriate dimension and ρ −1 (.) is inverse of a saturation vector function that incorporates the control constraints. The physical meaning of such non-quadratic function is that control effort outside the actuator limits is extremely expensive. As a rule of thumb, a hyperbolic tangent sigmoid transfer function within actuator area of operation can be chosen as ρ(.). Under the assumption that V (x) ∈ C 1 , an infinitesimal equivalent to (12) is given by [13] 
Next define the Hamiltonian as
where Vx = ∂V (x) ∂x . Therefore, the optimal control policy is obtained by using the stationary condition ∂ H(x, u)/∂ u = 0, which yields
with V * (x) being the optimal value function. Note that the non-quadratic value function (12) results in an optimal control policy which satisfies the actuator limits. This is completely different from standard non-constraint optimal control [13] where the optimal policy may burden huge initial or maintenance costs for the actuators. Substituting (15) into (13) yields the non-quadratic HJB equation
A. NN-Identifier Design
Normally, the system dynamics are required for developing the optimal control of nonlinear continuous-time systems in affine form. However, there are uncertainties in DPS dynamics as well as FDM modeling described in Section III. To circumvent this issue, a novel NN-identifier is developed. Recalling the NN universal function property, the actual nonlinear continuous-time system can be represented on a compact set Λ asf
where W f ∈ ℜ l×n and W g ∈ ℜ l×n represent NN identifier target weight matrices, σ f : ℜ n → ℜ l , σ g : ℜ n → ℜ l denote activation functions and ε f ∈ ℜ n×1 , ε g ∈ ℜ n×2 denote NN reconstruction errors respectively. Note thatḡ in (11) is a constant matrix, but in order for identifier to be also used in models whereḡ is state dependent, basis functions σ g (x) in (17) are chosen to be in general state dependent form.
Then, the nonlinear continuous-time system (11) in affine form can be represented in the formal form by using (17) aṡ
where
}, σ I : ℜ n → ℜ 2l are NN identifier target weights and activation functions,ū = [1 u T ] T ∈ ℜ 3 is augmented control input and ε I = ε f + ε g u is NN identifier reconstruction error.
Next, the update law for the online NN identifier will be introduced. Consider the following state estimator given bẏ
withŴ I ∈ ℜ 2l×n is the estimated NN identifier weight matrix, x ∈ ℜ m is the state estimation error and K is the design parameter for maintaining the stability of the NN identifier. Recalling equations (17) and (18), the dynamics of state estimation or identification error can be expressed aṡ
In order to force the actual NN identifier weight matrix close to its target within a finite time, update law forŴ I can be selected asẆ
where α I is tuning parameter of NN identifier satisfying α I > 0. SinceẆ I = −Ẇ I , the dynamics of NN identifier weight estimation error can now be represented aṡ
B. Adaptive NN Optimal Control Design
Generally, traditional adaptive critic based schemes utilize two NNs, one for the value function, referred to as critic network, and the second for the control input, referred as action network, in order to obtain near optimal control inputs. However, in this paper, the adaptive critic scheme is realized by using only a single NN which functions in an online fashion.
According to the universal approximation property of NNs, the time-varying value function, V * (x), can be expressed by using a NN on a compact set Λ in the form
where W V ∈ ℜ r×1 is the target NN weight vector with r being the number of hidden-layer neurons, φ (x) : ℜ n → ℜ r is bounded activation function and ε V (x) is the NN reconstruction error. The target NN weights W V and reconstruction error ε V (x) are assumed to be bounded above such that W V ≤ W V M and ε V (x) ≤ ε M , where W V M and ε M are positive constants. In addition, it is assumed that the gradient of the NN reconstruction error with respect tox is bounded above such that ∇xε V (x) ≤ ε V M , where ε V M is also a positive constant.
From equation (23), the partial derivatives of V (x) with respect tox is given by
. Therefore, the near optimal control input is given in terms of value function NN estimate as
To estimate the value function V (x), definê
whereV (x) is the approximated value function andŴ V ∈ ℜ r is the estimated NN weights for the value function. By using the NN approximation, the approximated Hamiltonian is then given bŷ
Finally, the estimated control policy is given bŷ
Remark 1: Assuming that approximatedĝ(x) has converged to the desired constant value g and only one control input exists at the boundary, The control law (25) can be formally written as u
where µ is a constant, w i s are NN weights ϕ i s are their corresponding basis functions. Comparing control input (29) to the boundary control design proposed in [6] for linear PDEs, this control law can have an interesting interpretation. In [6] , the control law is a linear feedback of state vector with a constant kernel. Here, the control law is generally a weighted sum of nonlinear basis functions of states. Of course the inherent assumption here is that there exists a set with sufficient number of nonlinear basis functions that approximate Vx(z) at the boundary. Considering the sparse system matrices in (10), it will be a reasonable assumption that system states behave locally the same. As a consequence, the NN uses a combination of radial basis functions ψ j [14] as basis functions ϕ(.) to approximate Vx, for example in the form
where ϑ (.) is a nonlinear function of statex j . Our objective is to minimize the approximated Hamiltonian (27) along the system trajectory, such that the optimality can be achieved. The update law for tuning the NN weights is found by minimizing square of approximated hamiltonianĤ via normalized gradient descent like scheme aṡ
with κ a small positive constant and J(x) being a Lyapunov function satisfying Jxẋ * ≤ −G min x 2 withẋ * being the optimal system dynamics and G min a small enough positive constant.
Remark 2 The first term in update law (31), minimizes the approximated Hamiltonian whereas the second term insures the close loop stability whileẆ V is updated [15] . The next Section investigates the stability of system under proposed control approach.
V. STABILITY ANALYSIS
In this section, the overall stability of the closed-loop finite dimensional system is analyzed. Before proceeding, the following lemma is needed.
Lemma 1: Consider the finite dimensional system (11) with the value function (12) and the optimal control policy u * (x) (15) . Under assumption that the dynamics are known, statex will be asymptotically stable.
Proof: Omitted due to space constraints. Next, the overall stability of proposed NN-based near optimal control scheme is demonstrated in the following theorem:
Theorem 1 (NN-based controller scheme convergence to the HJB and the stability of finite dimensional system): Given the nonlinear system (11) and the target HJB equation (16) , let the NN update law for the identifier and the controller be given by (21), and (31) respectively while the estimated control input is given by (28) with α 1 > 0, α 2 > α 3 , α I > 0 and λ min (K) > 1 2 . Then, Assuming the estimation error for g is negligible, statex, identifier state errorx and the NN weights estimation errors for the NN identifier and the controllerW I , andW V respectively are UUB. Furthermore,the control input is bounded close to its optimal value.
Outline of Proof: Refer to the Appendix.
VI. SIMULATION
In order to verify the performance of the controller, the following nonlinear unstable reaction-diffusion system is considered [16] as
where the control input is only present at z = 1. The nonlinear controller in [16] was unable to stabilize the system when the actuator was placed near the boundary. For simulation purpose, the spacial dicretized version of original PDE dynamics is cosidered using MATLAB pdepe function. the spatial coordinate z is discretized into 20 intervals and the controller is updated every 2 msecs. The values for system parameters are selected as: β T = 15, β α = 20, γ = 5.0. For optimal control design the following performance index is considered
In order to implement the infinite-horizon optimal controller, the NN identifier activation functions for f (x k ) are chosen as [1,x k ,x 2 k , ...,x 4 k ,x k−1 ,x k+1 ] T and for nonzero elements ofḡ as [1] . Three radial basis functions with centers at z i ∈ {0.2, 0.5, 0.8}, 1 ≤ i ≤ 3 are chosen to approximate V * x with an inverse quadratic structure:
with weights' initial conditions
. The tuning parameters are selected as α 1 = 2 × 10 8 , α 2 = 10, α I = 10 and K = 100 and κ = η = 1. input constraint bound is selected as ρ max = 10. Fig. 2 clearly shows that controller stabilizes the system state at zero. Fig.  3 shows that reducing constraint bound ρ to 3, will make the control input smoother and within new bound with the cost of increasing HJB error. Finally Fig. 4 shows the effectiveness of using the identifier in control design. As shown, state error between two cases of using and not using the NN identifier is small and bounded.
VII. CONCLUSIONS
In this work, a near optimal NN controller was designed for a DPS which is described by using a parabolic differential equation with unknown system parameters and control input constraints. For controller synthesis, a discretized model of DPS by using finite difference approximation appeared to provide satisfactory results. This approach leads to a dynamical representation of DPS as an affine nonlinear system where the boundary optimal control input can be designed based on conditions of optimality. Then a novel approximate optimal control scheme by using a NN identifier and a second NN to approximate the value function, appeared to provide an optimal adaptive controller. Since the input constraints are incorporated in the design, the control input lay inherently within the actuator limits. Finally, uniformly ultimately boundedness(UUB) of the closed-loop system was verified by using standard Lyapunov theory. Simulation results confirmed the effectiveness of regulator on a diffusion reaction process.
VIII. APPENDIX Outline of Proof for Theorem 1: Define Lyapunov candidate function
where α 3 is a positive scalar and Ξ is a positive definite matrix. Taking the derivative of the first term of L,L a , yieldṡ
where I is a constant gain dependent on the ρ(.) function and ε(g) is dependent on estimation errorg. Taking the derivative of second term of L,L b , yieldṡ
where λ R = λ max (R) is the maximum eigenvalue of the positive definite matrix R and W V M is the upper norm bound for the actual value function. After completion of squares, 1 τ is the sum of coefficients of Ŵ V 2 , β is used as a maximal coefficient for similar positive terms to reduce the number ThereforeL is less than zero provided following hold
Therefore, using standard Lyapunov theory [17] , the system will be uniformly ultimately bounded. Moreover, since function ρ(.) is lipschitz continous,
which is clearly bounded with the bound dependent on W I and W V and Lipschitz constant L.
