ABSTRACT This paper proposes a lip-reading method based on convolutional neural networks (CNNs) applied to two different types of concatenated frame images (CFIs), consisting of (a) full-lip images and (b) patches around lip landmarks. In addition, we introduce committee networks with the predictions obtained from the two different types of the CFIs, which provide better performance than single or committee networks using either type of the CFIs. For efficient training using a limited dataset, such as OuluVS2, we propose time-based label-preserving transform and use a quarter VGG-m in which the number of parameters is reduced compared to the VGG-m. The experimental results with the OuluVS2 dataset show that the proposed method using different types of the CFIs in committee networks outperformed the stateof-the-art methods without pre-training using a large-scale dataset.
I. INTRODUCTION
Recently, speech recognition is widely used as an effective interface in various commercial systems in moderately clean environments. However, recognition performance in noisy environments is considerably degraded because of differences between training and testing environments. Because visual information is not distorted by acoustic noise, lip reading may play an important role in automatic speech recognition in the acoustically adverse environments [1] . In contrast to features for acoustic speech recognition, visual features for lip reading are not well-established yet [1] . Conventionally, following visual features have been commonly used: local binary patterns extracted from three orthogonal planes (LBP-TOP) [2] , histogram of oriented gradients (HOG) [3] , discrete cosine transform (DCT) [4] , and so on. Because these are rather general-purpose image features, the performance of lip reading may be improved by devising effective features.
Recently, deep learning has achieved impressive success in diverse object detection and recognition tasks [5] , and, in particular, convolutional neural networks (CNNs) have
The associate editor coordinating the review of this manuscript and approving it for publication was Junchi Yan. been applied to visual speech recognition [6] - [10] . However, CNNs have some challenges for video recognition. Most CNNs have been trained using a single image, whereas video recognition, such as lip reading and action recognition, uses multiple frames and thus requires architectures different from conventional CNNs. Chung and Zisserman [7] reported that the CNN with multiple towers was better for lip reading than three-dimensional (3-D) CNNs which calculated the features across the whole phrase, not from a single frame. Saitoh et al. method [8] computed the features of the whole phrase using concatenated frame images (CFIs). Because CFIs convert video sequence to a single image, conventional CNNs such as AlexNet, VGG, and GoogleNet can work well for lip reading. More recently, long short-term memory (LSTM) worked well for speech recognition [9] - [12] , but, to the best of our knowledge, the LSTM for speech recognition commonly needed a large scale dataset [9] or an additional training dataset [10] except for Lee et al. method [11] and Fung and Mak method [12] . Furthermore, it is well known that CNNs are highly sensitive to local structure [13] , and thus the trained networks are dependent on their input representation. Nowadays, it is common to use committees [14] or ensembles [15] for improving the recognition performance. We propose a method to apply CNNs to two different types of CFIs. The first type of CFI D 1 is composed of full-lip images, which is similar to Saitoh et al. CFI [8] . The second type of CFI D 2 is composed of patches around lip landmarks which are obtained by face alignment [16] . Multiple CNNs are trained by the two types of CFIs independently. The predictions obtained from multiple CNNs are averaged to evaluate the performance in a manner of the committee [14] during test phase. In experimental results using OuluVS2 dataset [17] , the committee with different input representations of CFIs provided better accuracy than that with the same input representation.
Our contributions are as follows:
• We propose the patch-image-based CFI which results in better recognition accuracy than full-lip-image-based CFI with less computation using a quarter VGG-m with fewer trainable parameters.
• The proposed committee using different types of CFIs outperforms single or committee networks using either type of CFIs and the state-of-the-art methods trained on the OuluVS2 dataset only.
• We propose time-based label-preserving transform (TLPT) which converts an utterance video to a single image for length normalization and data augmentation.
II. PROPOSED LIP READING METHOD
As mentioned in Section I, we use two different types of CFIs for each utterance video. Generally, since the lengths of utterances are different, length normalization is needed to construct the CFIs; we propose TLPT that is simple and effective for length normalization and data augmentation.
A. TWO DIFFERENT TYPES OF THE CFIS Fig. 1 shows a full-lip image and its lip landmarks. Also, an example of an enlarged patch-image centered at upper right lip landmark is shown. Although the face landmark detection in [16] generates 18 lip landmarks, we used only 16 landmarks to make patch-image-based CFI. Depending on speakers, the location of the lip landmarks may not be obtained correctly. Especially, the variation of patch images around the left and right corner landmarks is relatively large, which may result in performance degradation when trained on a small dataset such as OuluVS2 (see Section III-A). number of frames, L, can be generated as
where I t and K denotes the image at the t-th frame and the number of images in the horizontal direction of the representation D 1 , respectively. The number of lip landmarks J was set to 16. Since most CNNs usually use square-like images, K and L were set to 5 and 20, respectively (see Fig. 2 ). A small patch P j t indicates patch image centered at the j-th lip landmark in the t-th frame I t . The size of each patch P j t was set to 39 × 39 for the OuluVS2 dataset. The frame index φ(l) is computed by the proposed TLPT, which will be explained in Section II-B. The CFIs were resized to 224 × 224 when used as inputs to our networks.
B. TIME-BASED LABEL-PRESERVING TRANSFORM
We propose the TLPT to perform length normalization and data augmentation. Although training CNNs generally requires a large number of training data, datasets for visual speech recognition frequently have a small training set per class.
The TLPT consists of two steps: generating random sections and normalizing the length of utterance. First, as in label-preserving transform [18] , many random sections are generated from an utterance video. To obtain the random sections, a whole utterance or a section obtained by a simple energy-based voice activity detection (VAD) can be used as a reference section. In this paper, the whole utterance was used as the reference section not to be affected by the performance of the VAD used. The random integers α and β, which determine the start and end frames of a random section, respectively, are selected depending on the number of frames of the reference section L R , i.e., α, β ∈ [−λL R , λL R ] where the scale parameter λ is set to 0.1. For example, for the reference sections with 10 to 19 frames, α and β are set to −1, 0, or 1. The TLPT produces random sections using all possible pairs of α and β values. Since the number of frames for each utterance is different, it should be resampled to a fixed number L. Let R s and R e denote the start and end frame indices of the reference section, respectively. Then, the start and end frame indices of a random section are expressed as s = R s + α and e = R e + β, respectively. Note that frame indices are integers. With the total number of frames of the random section equal to T = e − s + 1, the frame index φ(l) in CFIs is computed using the nearest-neighbor interpolation as
where x represents the least integer greater than or equal to x. If a frame index obtained by (2) is out of range of the utterance, it is clipped to be within the range. Algorithm 1 summarizes the described method to generate the two proposed CFIs with the proposed TLPT. A demo of the TLPT is available online (https://github.com/dong-wonjang/TLPT). Construct two different CFIs using (1) 8 end C. NETWORK ARCHITECTURE Most CNNs were designed for the ImageNet dataset [19] , which consists of a million of images. In the ImageNet dataset, 4096 neurons were used to classify 1000 classes, whereas, in our case, 10 classes in the OuluVS2 dataset should be classified [17] . Since too many neurons in the fullyconnected (FC) layers may cause an overfitting problem, the number of neurons was set to 128 in our experiments; and thus we reduced the number of kernels of the VGG-m model [20] to a quarter. In the rest of the paper, we call it the quarter VGG-m model. Table 1 shows the details of the quarter VGG-m model. The spatial sizes of kernels, strides, and paddings are the same as the conventional VGG-m model. The only difference is the number of kernels in the convolutional layers and the number of neurons in the FC layers. The first two convolutional layers were trained by local response normalization [18] . Fig. 3 shows 24 kernels at the first convolutional layer of the quarter VGG-m model for two different types of CFI representations trained on the OuluVS2 dataset. As shown in Fig. 2, D 2 was obtained by concatenation of smaller patches than D 1 so that trained kernels for D 2 included kernels to consider contrasts between adjacent small patches compared with those for D 1 . Therefore, features, obtained by the kernels from D 1 and D 2 shown in Fig. 3 , may extract different aspects of information useful for lip reading with committee networks.
Committee networks [14] are introduced to make a decision for classification with predictions obtained from multiple CNNs. Using the predictions corresponding to CNN outputs, the committee networks compute the arithmetic mean of the predictions for final decision. After averaged, an index of the largest prediction value is selected as final decision. In contrast to the previous committees using multiple CNNs with the same input representation [14] , we use multiple CNNs with the two different representations of an utterance video as the committee members.
III. EXPERIMENTAL RESULTS AND DISCUSSIONS
We have evaluated the proposed lip reading method with the OuluVS2 dataset [17] . The OuluVS2 dataset consists VOLUME 7, 2019 Implementation details to train CNNs are as follows: the quarter VGG-m model was used to construct CNNs for lip reading using the proposed CFI representations of an utterance video. The drop-out ratio was set to 0.5. We used the stochastic-gradient-descent method for optimization; the learning rate was initially set to 0.01, and was divided by 10 at 30 epochs. Training was terminated after 100-epoch learning.
The weight decay and momentum were set to 0.0005 and 0.9, respectively. The network was initialized by zero-mean Gaussian noise with 0.01 variance. The proposed method was implemented in MatConvNet [21] . The batch size was set to 128.
In training phase, data augmentation was performed as follows: gamma correction [8] , per-pixel mean subtraction, and addition of a Gaussian noise with zero mean and unit variance. We did not use random cropping or flipping. The gamma value was randomly selected from {0.6, 0.8, 1, 1.2, 1.4} which is the same as in [8] . Table 2 shows averaged recognition accuracies depending on network types: VGG-m model (VGG), VGG-m with 128 neurons (VGG128), and quarter VGG-m (QVGG). Each model was trained with five differently initialized networks. The VGG-m consists of 64 kernels at the first convolutional layer and the number of kernels increases in the later convolutional layers. The number of neurons in FC layers is set to 4096. The VGG-m with 128 neurons reduced the number of neurons in FC layers from 4096 to 128. In this case, the number of kernels in convolutional layers was the same as that of the VGG-m. The quarter VGG-m reduced the number of kernels at the first convolutional layer from 64 to 24. The increasing ratio of the number of kernels was the same as used in the VGG-m. The number of neurons of the quarter VGG-m in FC layers was set to 128.
A. ABLATION STUDY FOR SINGLE NETWORKS
Although the quarter VGG-m was not the best among the three models, all of these models showed similar accuracies. However, as shown in Table 3 , the VGG-m model required 94 times more parameter memory and 13 times more floating operations (FLOPs) than the quarter VGG-m model. The result demonstrated that a single large network is inefficient to improve the recognition accuracy on OuluVS2 dataset. In the rest of this paper, we use the quarter VGG-m model for efficiency.
Furthermore, selection of lip landmarks was crucial to improve the recognition accuracy. Fig. 4 shows the three lip landmark selections of patch image with the quarter VGG-m: full landmarks (J = 18), landmarks with two corner landmarks excluded (J = 16), and outer lip landmarks only (J = 10). Table 4 shows the averaged recognition accuracies of the three selections. We trained five differently initialized CNNs for each landmark selection. Experimentally, excluding two corner landmarks (J = 16) achieved the best performance among the three selections. Although both the models using the 18 and 16 landmarks achieved high recognition accuracies for the training dataset, the model using the full landmarks might be overfitted. The result for the model using the outer lip landmarks only (J = 10) gave the insight that the patch images around inner landmarks served useful information for lip reading. Therefore, we use 16 landmarks to construct the patch-image-based CFI D 2 for the remaining experiments. Table 5 shows the recognition accuracy of the 10 differently initialized trials for each type of CFI. On average, the model using the patch-image-based CFI D 2 achieved better recognition accuracy than that using the full-lip-image-based CFI D 1 . Fig. 5 shows the averaged recognition accuracies as a function of the number of committee members. All possible combinations of the 10 trials in Table 5 + D 2 consistently showed higher recognition accuracies than the others.
B. ABLATION STUDY FOR COMMITTEE MEMBERS
The difference between local structures of the two different CFIs may provide complementary information. On the other hand, quite similar accuracies were obtained regardless of the number of committee members. Because averaged recognition accuracy of the committee with different types of CFIs was saturated after eight members, we set the number of committee members to eight. If we construct the committee using eight quarter VGG-m models, the proposed committee needs approximately 1.1-GFLOPs and 32-MB parameter memory which are smaller than those of a single VGG-m as shown in Table 3 . We use the proposed committee with eight members to compare with the state-of-the-art methods. Fig. 6 shows the recognition accuracy of the proposed methods for each speaker. Trained networks with different types of CFIs generated different recognition accuracies depending on the speaker. For most speakers, the recognition accuracy of the proposed committee was higher than or comparable to the higher one between the accuracies of the two single networks. The result demonstrates that the committee networks may utilize information extractable from both representations, whereas each committee member uses only a single representation, which is expected to lack the aspect of the other representation.
C. COMPARISON WITH THE STATE-OF-THE-ART METHODS
The proposed method was compared with the state-of-the-art methods trained on OuluVS2 only: Saitoh et al. method [8] , Lee et al. method [11] , and Fung and Mak method [12] .
In Table 6 , committees using two different types of CFIs provided better performance than the other state-of-the-art methods. Saitoh et al. used CFI with GoogLeNet, which needed approximately 2-GFLOPs with 224 × 224 RGB images, and achieved 85.6% recognition accuracy, whereas the proposed committee network, which needed approximately 1.1-GFLOPs, and achieved 90.9% recognition accuracy. The results demonstrated that the proposed committee with different types of CFIs and the quarter VGG-m is better than a single deep network, such as GoogLeNet for lip reading when trained on a small dataset.
Although Fung and Mak [12] successfully applied bidirectional LSTM to the small dataset, the proposed committee outperformed their method. When a CNN-LSTM network was trained with a large-scale dataset, such as lip reading sentences in the wild [9] , it gave better recognition performance than the proposed committee. However, a similar network provided a degraded recognition accuracy with the OuluVS2 only, as shown in Table 6 [11]. VOLUME 7, 2019 The limitation of the proposed method is that the patch-image-based CFI D 2 can perform with near-frontal face only. In profile face image, the landmarks in occluded region cannot obtain the proper patch images, and thus the committee members trained on the patch-image-based CFI D 2 may degrade recognition accuracy.
IV. CONCLUSION
This paper proposed a method to apply CNNs to two different types of CFIs for lip reading. Multiple predictions obtained from full-lip images and patch images around lip landmarks were averaged by a committee network, which provided better performance than that using either type of CFI. The trained kernels were different depending on the CFI type, which implied that they might exploit different aspects of CFIs for lip reading. The TLPT and quarter VGG-m were effective for training using the limited dataset. The proposed committees with the two different types of CFIs provided better performance than those with the same types of CFIs consistently. Furthermore, the proposed methods gave impressive performance improvement without pre-training with a large-scale dataset. Further research will focus on continuous speech recognition and landmark selection for multi-view lip reading. 
