We develop a dynamical simulation model for magnetic iron where atoms are treated as classical particles with intrinsic spins. The atoms interact via scalar many-body forces as well as via spin orientation dependent forces of the Heisenberg form. The coupling between the lattice and spin degrees of freedom is described by a coordinate-dependent exchange function where the spin orientation dependent forces are proportional to the gradient of this function. The spin-lattice dynamics simulation approach extends the existing magnetic potential treatment to the case where the energy of interaction between the atoms depends on the relative noncollinear orientations of spins. An algorithm for integrating the linked spin-coordinate equations of motion is based on the second-order Suzuki-Trotter decomposition for noncommuting operators of evolution for coordinate and spin variables. The notions of the spin thermostat and the spin temperature are introduced through the combined application of the Langevin spin dynamics and the fluctuation-dissipation theorem. We investigate several applications of the method, performing microcanonical ensemble simulations of adiabatic spin-lattice relaxation of periodic arrays of 180°domain walls, and isothermal-isobaric ensemble dynamical simulations of thermally equilibrated homogeneous systems at various temperatures. The predicted isothermal magnetization curve agrees well with the experimental data for a broad range of temperatures. The equilibrium as well as time-correlation functions of spin orientations exhibit the presence of short-range magnetic order above the Curie temperature. Furthermore, short-range order spin fluctuations are shown to contribute to the thermal expansion of the material. Our analysis illustrates the significant part played by the spin degrees of freedom in the dynamics of motion of atoms in magnetic iron and iron-based alloys. It also shows that the spin-lattice dynamics algorithm developed in this paper offers a viable way of performing large-scale dynamical atomistic simulations of magnetic materials.
I. INTRODUCTION
The study of dynamics of magnetic degrees of freedom is a rapidly developing area of research in the field of advanced materials and technologies. Understanding microscopic processes involving the dissipation of energy and angular momentum in spin currents has direct technological implications for spintronics. [1] [2] [3] The propagation and redistribution of energy and angular momentum in the spin subsystem, 4, 5 as well as between the lattice and the spin subsystems [6] [7] [8] [9] are also actively investigated. There is consensus that a viable atomistic simulation of a magnetic material at a finite temperature requires treating the dynamics of both the spin and the lattice degrees of freedom.
A. Coupled spin-lattice dynamics
In a transition metal, the intrinsic angular moments ͑spins͒ of atoms-and the associated magnetic momentsare formed primarily due to the intraatomic exchange interaction between d electrons in the partially filled atomic d shells. The interplay between the intraatomic exchange and interatomic quantum hopping of electrons gives rise to ferromagnetic, antiferromagnetic, or complex noncollinear ordering of magnetic moments. In a tight-binding treatment, e.g., the Hubbard model, 10 the concept of a localized "atomic spin" is justified for the itinerant magnets. Due to the simultaneously localized and itinerant nature of the hybridized s and d electrons in a transition metal, the directions and magnitudes of the atomic spins are both variable quantities. 11 Interatomic spin-spin interaction of the Heisenberg form can also be introduced using the concept of an effective intersite exchange coupling function. Spin waves are excited by thermal agitation. [12] [13] [14] The adiabatic treatment of spin and lattice subsystems does not apply at high temperatures where interaction between phonons and magnons is non-negligible. 12 Within the frameworks of density-functional theory ͑DFT͒ for noncollinear magnetic ground states in the adiabatic approximation, spin dynamics ͑SD͒ and spin configurations, 15, 16 spin-wave spectra, 17, 18 and the dynamical spin susceptibility 19 were investigated. Following an alternative approach, a dynamical treatment of magnetic moments that takes into account the stochastic effects was introduced by Kakehashi et al. [20] [21] [22] [23] Self-consistency of coupling between the spin and the lattice subsystems is usually not fully accounted for.
The occurrence of magnetic anisotropy, magnetoelasticity, and magnetostriction provides evidence that the atomic spin orientations and the symmetry of the lattice are coupled. Spin waves and phonons were explicitly included in the thermodynamic treatment of the ferromagnetic free energy in the early work by Kittel and Abrahams. 24 Antropov et al. 25 com-bined the ab initio SD with ab initio molecular dynamics ͑MD͒ to take into account the spin-lattice interactions. Although both the stochastic ͑based on the Fokker-Planck equation͒ and deterministic ͑based on the Nose-Hoover thermostat͒ methods were considered as possible ways of treating the finite temperature case, only the 0 K calculations for fcc Fe were actually performed. In cases where energy and angular momentum exchange involving the spin and the lattice subsystems needs to be considered in the nonadiabatic context, the Landau-Lifshitz ͑LL͒ or the Gilbert equations 26 were applied to model dissipation and interaction with the thermal reservoir. The magnitude of the dimensionless damping constant characterizing the rate of dissipation can be estimated from the ferromagnetic resonance ͑FMR͒ absorption linewidth. [27] [28] [29] [30] [31] [32] Theoretical argument suggests that the damping constant depends on the temperature, 28, 29 composition, 30, 31 and topological symmetry 31, 32 of a particular system, and may even have a tensor form. 33 Strictly speaking, since the original LL and Gilbert equations are both purely dissipative, they cannot be used to describe the thermal equilibration of the spin subsystem, as the spin subsystem would always relax toward the ground-state configuration. If one defines the spin temperature T s and assumes that the heat flow in and out of the spin subsystem is proportional to the difference ⌬T between the temperatures of the spin subsystem and that of the reservoir, 9 the dissipation rate can be taken as being proportional to ⌬T and can be positive or negative, driving the transfer of energy and angular momentum in and out of the spin subsystem. However, defining the spin temperature proves to be a more subtle problem because spin dynamics is described by first-order differential equations and the notion of kinetic energy cannot be introduced to define temperature as it is normally done in MD. Brown Jr. 34 proposed a stochastic method based on the fluctuation-dissipation theorem 35, 36 ͑FDT͒ for a classical spin system. Using this, the spin temperature can be defined by matching the solution of the corresponding Fokker-Planck equation to the Gibbs distribution. For example, the FDT provides a way of defining the temperature of a Brownian particle interacting with the environment. 36 The stochastic spin dynamics equations were also investigated in Refs. 37 and 38.
Recently Kadau et al. 39 considered a classical Hamiltonian for the coupled spin and lattice degrees of freedom and investigated the phase stability of the model using a Monte Carlo approach. The Invar effect and the antiferromagnetic ordering of spins in a FeNi alloy were successfully reproduced, confirming the effect of spin degrees of freedom on the phase stability and on the elastic properties of the material.
B. Molecular dynamics for a magnetic material
At a fundamental level, the behavior of a magnetic material at finite temperature is determined both by its spindependent electronic structure and by the thermodynamics involved. Ab initio approaches to the treatment of electronic structure are only able to describe very small systems, which are hardly sufficient to address the statistical nature of the atomic and electronic excitations at a finite temperature. Thus, simulating the dynamics of formation and migration of defects, dislocations, magnetic domains, grain boundaries, phase transformations and collision cascades initiated by incident energetic particles, requires treating systems containing a large number of atoms. A realistic simulation must also be able to describe various saddle-point configurations and the many-body excited states associated with those saddle points, not to speak of the energy dissipation and entropy production due to scattering of interacting phonons and magnons. There is yet no atomistic simulation method comparable with MD that would provide a mathematical framework suitable for this purpose.
Even in an MD simulation, magnetic interatomic potentials must include the interaction between neighboring spins, as discussed by Dudarev and Derlet 40, 41 ͑DD͒ and by Ackland. 42 Nevertheless, the DD potential effectively treats magnetism as a 0 K phenomenon, assuming that the atomic spins are all aligned, and hence, the treatment of complex noncollinear spin configurations at a finite temperature remains outside its realm of applicability. As indicated in the foregoing, the real challenge to MD simulations is partially associated with the accuracy of the magnetic potential and this mainly comes from the need to explicitly include the directional spin degrees of freedom. These degrees of freedom describe interatomic forces associated with the thermal orientational disorder of magnetic moments and result from the interaction between spin waves ͑magnons͒ and lattice vibrations ͑phonons͒.
In this paper, we develop a reformulation of MD that includes the spin degrees of freedom on equal footing with the lattice degrees of freedom, treating the coupled spin and lattice excitations within a unified simulation framework and taking the position of atoms and orientation of atomic spins as independent variables. The equations of motion for spins are derived from a generalized Heisenberg Hamiltonian where the exchange coupling function is fitted to the ab initio data and where the scalar part of the interatomic interaction is given by the magnetic DD potential. 40, 41, 43 These equations form the basis for the spin-lattice dynamics ͑SLD͒ algorithm. The SLD equations are integrated using the second-order Suzuki-Trotter decomposition ͑STD͒ ͑Refs. 44-48͒ technique for the noncommuting operators of evolution for the lattice and spin degrees of freedom. The position of each atom and the orientation of atomic spin are determined at each simulation time step. The coordinate dependence of the exchange coupling function links evolving spin and lattice subsystems and is responsible for the spinorientation-dependent part of interatomic forces. The "spin temperature" is introduced using the stochastic Langevin dynamics formulation 34 combined with the fluctuationdissipation theorem. Several examples described below illustrate the fairly broad range of potential applications of the SLD simulation algorithm.
II. METHOD

A. Equations of motion
The total "potential" energy of a system of N magnetic atoms is a function of the positions ͕R k ͖ of atoms and their vector magnetic moments ͕M k ͖. Since the quantummechanical Hamiltonian of the system is invariant with respect to the choice of the spin-quantization axis, the expectation value for energy must also be invariant with respect to the choice of this axis. A sufficiently general functional form satisfying this invariance principle is 49 
E͕͑R
The first three terms in this series can be grouped together and incorporated into a many-body potential term, which can be treated as a "scalar" part of energy, independent of the orientations of atomic spins. The last term is the lowest-order intersite exchange coupling term. By minimizing the energy with respect to the magnitude of magnetic moments, ͑elimi-nating in this way the high-energy part of the spectrum of electronic excitations͒ and by retaining only the lowest-order exchange coupling term, Eq. ͑1͒ can be written in as
where e k are the unit vectors of atomic spin directions and the magnitude of magnetic moments is absorbed into the definition of the exchange function J ij ͕͑R k ͖͒. Although from Eq. ͑2͒ it may appear that only the spin direction represents a state variable, the magnitude of the magnetic moment also varies dynamically through the dependence of the moment on the local atomic environment ͕R k ͖ according to the magnetic term of the DD potential. 40, 41 We also note that the longitudinal spin fluctuations in bcc Fe are relatively insignificant 50 and the magnitude of magnetic moments in the paramagnetic and ferromagnetic phases is not very different. However, the longitudinal fluctuations of magnetic moments play a significant part in metals such as Ni. 50, 51 The corresponding effective classical Hamiltonian can now be written as 44, 45, 52 
This classical Hamiltonian treats the lattice and spin degrees of freedom as coupled subsystems. The third term describes the exchange coupling between directions of atomic spins, which can be treated as an effective coordinate and spin orientation dependent interatomic potential. 13 To facilitate the discussion, we call this term the spin-potential, as opposed to the usual many-body interatomic potential U describing the spin direction independent scalar interaction between the atoms. We note that the spin-dependent potential is a function of orientations of the spins and, in a general case, it is also a many-body function of atomic coordinates. Since a regular method for deriving the scalar and the spin potentials from a many-body quantum Hamiltonian for interacting electrons is not yet available, 49 we adopt the following semiempirical classical approximation:
where the first term is the kinetic energy of the atoms, H DD is the DD magnetic potential, 40, 41 H spin = ͑1 / 2͚͒ i,j J ij e i · e j is the spin Hamiltonian, and H spin ground is the ground-state energy for the spin subsystem at 0 K. Using this notation, we write U = H DD + ͑1 / 2͚͒ i,j J ij . The functional form of Hamiltonian ͑4͒ ensures that the energy and the atomic forces are correctly defined in the collinear ferromagnetic state at 0 K.
In lattice models, the exchange function J ij is given by a set of discrete values corresponding to a set of interatomic nearest-neighbor distances characterizing a particular lattice. 13, 24 In our formulation, we take it as a continuous function of atomic coordinates. 52, 53 Here we further assume that J ij is a pairwise function of atomic coordinates and in effect treat J ij as a mid-to-long range part of the Bethe-Slater curve. 54 Using ab initio calculations, Morán et al. 17 and Sabiryanov et al. 55 investigated how the exchange function varied as a function of interatomic distance. We parameterized J ij by fitting a continuous function to the data points given in Table I 
where r ij = ͉R i − R j ͉ and ⌰͑r c − r ij ͒ is the Heaviside step function. We chose the cut-off distance r c = 3.75 Å in the interval between the second and the third nearest-neighbor interatomic distances for bcc Fe. Figure 1 shows the fitted 
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PHYSICAL REVIEW B 78, 024434 ͑2008͒ curve for J 0 = 904.90177 eV and for the original data points taken from Refs. 17 and 55. The fitted curve becomes inaccurate for small interatomic separations. We were not able to investigate this further because of the lack of ab initio data describing this limit. A more accurate representation for J ij can be implemented once more extensive ab initio data and more accurate functional forms for J ij become available. For example, J ij is a function of the electronic temperature since thermal excitations affect the Fermi-Dirac statistics of electrons and influence the equilibrium magnitudes of magnetic moments. Furthermore, in the current scheme the Heisenberg spin potential has to be interpreted as an effective interaction incorporating all the effects of the nonHeisenberg type. Since the numerical representation for J ij was derived by considering systems that were only weakly noncollinear, it is unlikely that it will remain accurate for strongly noncollinear systems. A more general functional form for the spin-potential may be adopted, 56 which also includes contributions of the non-Heisenberg nature.
The equations of motion for the coordinates of atoms and the orientations of spins can be derived by using the Poisson brackets 52 or by adopting the classical equation of motion for the undamped magnetization field. 26, 38 To use the Poisson brackets method, we consider the actual atomic spins S k rather than the unit direction vectors e i . Starting from the atomic spin Hamiltonian,
we derive the equation of motion for S k as
Comparing H A and H spin , we see that Eq. ͑7͒ becomes
͑8͒
where ⌸ k = បS k = បM k / g B and where the g factor is taken as a positive quantity. M k is the magnitude of an atomic magnetic moment, which we evaluate directly from the DD potential. 41 Quantum-mechanical derivations of Eq. ͑8͒ are also available in the literature. 25, 57, 58 
B. Alternative derivation
Our equations of motion for the spin subsystem differ by a factor of ⌸ k from those derived by Omelyan et al. 45 and by Tsai et al., 47, 48 who also used the Poisson bracket approach. This difference is significant since the spin precession frequency depends on ⌸ k in a way that is analogous to how the acceleration of a particle depends on its mass. To prove the correctness of our equations, below we derive them using an alternative approach.
We start with the classical equation of motion for the undamped magnetization field, 26, 38 
where ␥ = g B / ប is the gyromagnetic ratio and H K Ј =−␦H M / ␦M k is the effective field. The Hamiltonian for the interacting magnetic moments is
from where it follows that
͑11͒
Comparing H M and H spin and taking into account that the direction of the magnetic moment is opposite to that of the atomic spin, we transform Eq. ͑11͒ as
͑12͒
which is the same as Eq. ͑8͒. Finally, the classical SLD equations of motion for the coordinates of atoms and the direction vectors of atomic spins derived from Eq. ͑3͒ are
and
where H k = ͚ i J ik e i is the effective exchange vector field acting on spin k and ⌸ k = បS k plays the part of the effective mass for the dynamics of angular motion of the atomic spin. Equations ͑13͒ and ͑14͒ show that the dynamics of the lattice and spin subsystems are explicitly coupled through the dependence of J ij on atomic coordinates ͕R k ͖ via the gradient ‫ץ‬J ij / ‫ץ‬R k term in Eq. ͑13͒ and via the J ij term in Eq. ͑14͒. Equations ͑13͒ and ͑14͒ do not take into account the spinorbit coupling between the lattice and the spin subsystems.
C. Conservation of energy
To prove that the above equations of motion are consistent with the principle of energy conservation, we write,
Since the last term in this equation is zero ͑see Appendix͒, we group the second and the third terms together as
͑16͒
The expression in square brackets equals the right-hand side of the equation describing the evolution of the momentum of an atom and dR k / dt = p k / m k , taken with the minus sign. We arrive at
that proves that the total energy is conserved if the coordinates, velocities, and the spin directions of atoms evolve according to the SLD Eqs. ͑13͒ and ͑14͒.
D. Integration algorithm
A viable numerical algorithm for integrating the spinlattice dynamics equations must conserve energy and angular momentum in a large-scale simulation involving hundreds of thousands of atoms over a relatively long interval of time of a hundred million time steps. In our preliminary simulations, we found that the standard predictor-corrector method did not had the sufficient accuracy and could not be used in practical simulations. Omelyan et al. 44 and Tsai et al. 47 ,48 investigated applications of symplectic integration algorithms for both the spin and the lattice degrees of freedom. Omelyan et al. 44 also took the exchange function as a pairwise function of the interatomic distance but did not apply the method to the treatment of a realistic system. On the other hand, Tsai et al. 47, 48 did not treat coupling between the lattice and the spin degrees of freedom. Both integration schemes were based on the second-order STD for the noncommuting evolution operators for the spin and the lattice degrees of freedom. In comparison with the fourth-order Runge-Kutta method, the second-order symplectic algorithm has superior accuracy.
Consider the equations of motion for a generalized set of In the case where only the positions and velocities are treated as variables, 47, 48 
and 44 decomposed this evolution operator as
whereas Tsai et al. 47, 48 used the decomposition of the form,
͑22͒
For convenience, we denote Omelyan's method by ͑v , r , s , r , v͒ and Tsai's decomposition by ͑s , v , r , v , s͒. In our work we use the ͑s , r , v , r , s͒ decomposition to minimize the frequency of evaluation of L v , which is the most time consuming step of the algorithm. The three decompositions are equivalent and in each case the error is of the order of O͑⌬t 3 ͒. The subrotation of each spin is performed using the method described in Ref. 44 . We note that while the higherorder STDs are available in the literature, 46 the accuracy of the second-order STD-based algorithm is sufficient for simulations described in this paper.
E. Spin temperature
To perform a simulation for an open system, we need to develop a method for controlling the temperature of the spin subsystem. Note that spin orientations do not thermalize on their own in a closed microcanonical ensemble because of constraints imposed by the conservation of the total angular momentum. For example, a configuration with all the spins pointing "up" cannot exchange energy with the lattice subsystem at any temperature of the lattice since the conservation law, requiring that the total angular momentum stays constant, prevents any of the spins from changing its orientation. Interaction between phonons and magnons may in principle allow exchange of energy and angular momentum between the spin and the lattice subsystems in a microcanonical ensemble. However the Hamiltonian used in this paper does not contain terms such as the spin-orbit coupling that would facilitate the transfer of the angular momentum from the spin subsystem to the lattice. In this respect, the dynamics of a large closed system of interacting atomic spins is fundamentally different from the dynamics of a large closed system of interacting atoms-where collisions between the atoms eventually give rise to the statistical equilibration of positions and velocities, asymptotically approaching those of a canonical ensemble simulation.
We introduce the notion of spin temperature by using the Langevin-type stochastic equations: 34,37
where h k is a delta-correlated random fluctuation of magnetic field H k satisfying the condition,
͑24͒
Here is a parameter characterizing the amplitude of the random noise, and indices i and j refer to the Cartesian coordinates x, y, and z. In Eq. ͑23͒, is a dimensionless damping constant, which together with the random fluctuation h k describes interactions between the spin subsystem and the thermostat, and the resulting exchange of energy and angular momentum between the spin subsystem and thermodynamic reservoir. The temperature of the spin subsystem is controlled through the use of the fluctuation-dissipation theorem. 35, 36 Following Brown, Jr., 34 we identify the energy distribution for the spin subsystem, defined by a solution for the corresponding Fokker-Planck equation, with the Gibbs distribution. This gives rise to a relation between the amplitude of random fluctuations and the damping constant,
where T is the absolute temperature of the spin thermostat. In the numerical implementation of the method, the random noise is modeled by the Gaussian random numbers.
III. APPLICATION OF THE METHOD: EXAMPLES
This section describes several applications of the method. We start with a simple case of an isolated ͑microcanonical ensemble͒ system and investigate the dynamics of adiabatic spin-lattice relaxation for a periodic array of 180°domain walls. We then generalize the treatment to the case of the Langevin random force-driven ensemble and investigate the time evolution and the equilibrium magnetic properties of homogeneous spin-polarized systems at various temperatures, where the spin-polarized atoms exchange energy and angular momentum with a thermostat.
The scalar part of the interatomic potential and the exchange function J ij fully determines the dynamics of evolution of atomic coordinates and spins. Both the energy and the total angular momentum of the system remain constant during the simulation. The microcanonical simulations were performed for a system of 54 000 atoms initially placed in a regular bcc lattice with the lattice parameter a = 2.8665 Å. The initial dimensions of the cubic simulation cell were 30 ϫ 30ϫ 30a 3 , with periodic boundary conditions applied along x, y, and z. The spin configuration was initialized such that all the spins on the left-hand side of the simulation cell ͑0 Ͻ x Ͻ 15a͒ pointed upwards, whereas the spins on the right-hand side of the cell ͑15a Ͻ x Ͻ 30a͒ pointed downwards.
Before discussing the simulations we briefly address the computational aspects of the simulation algorithm. In comparison with the conventional MD, the speed of the ͑s , r , v , r , s͒ SLD algorithm is approximately half the speed of the velocity Verlet algorithm. Furthermore, the ͑s , v , r , v , s͒ algorithm is approximately 1.6 times slower than the ͑s , r , v , r , s͒. In terms of energy conservation, Fig. 2 shows the total energy of the system as a function of time computed using the ͑s , r , v , r , s͒ and the ͑s , v , r , v , s͒ algorithms. Both algorithms perform well, and the total energy per atom remains constant within ϳ10 −5 eV, and sometimes even within ϳ10 −6 eV uncertainty bands. A microcanonical simulation provides a convenient means for investigating the rate of transfer of energy between the lattice and the spin subsystems. In bulk bcc Fe the orbital moments of the 3d electron are nearly quenched and the coupling between the orbital moments and the lattice via the anisotropic crystal field is weak. Hence we neglect the transfer of energy between the spin and the lattice subsystems occurring via the spin-orbit interaction channel. 59 Van Kranendonk and Van Vleck 12 pointed out that spin-spin relaxation comes from the exchange interactions, which "spoil the constancy of the spatial components of magnetic moment." The spin-lattice relaxation occurs through the "modulation of the spin interaction energies, i.e., the spin waves by the crystalline vibration" or, in other words, through the variation of the exchange function due to thermal vibrations of atoms in the lattice. 24 By performing a microcanonical SLD simulation, we show how this coordinate dependence of the exchange parameter facilitates the transfer of energy between the spin and the lattice subsystems. As mentioned earlier, the energy transfer between the spin and lattice subsystems in our simulations is not driven by the dissipation terms in the LL and Gilbert equations. The dissipative terms in these equations drive the spin system toward gradual loss of kinetic energy and fluctuations of angular momentum, eventually resulting in a ferromagnetic collinear ground state.
In the simulations considered here, the velocities of all the atoms were initially set to zero and the energy was initially stored purely in the spatially heterogeneous spin configuration of the domain wall. Figure 3͑a͒ shows that the process   FIG. 2 . The total energy per atom versus time evaluated for a microcanonical ensemble simulation of dynamical relaxation of a 180°domain wall using the ͑s , r , v , r , s͒ and ͑s , v , r , v , s͒ algorithms. The ͑s , r , v , r , s͒ algorithms is 1.6 times faster than the ͑s , v , r , v , s͒ algorithm. of relaxation was initiated by the spin orientation dependent forces that excited lattice vibrations at the domain boundary. These vibrations remain coherent on the time scale of approximately two periods of phonon oscillations, each occurring on the Debye time scale of ϳ0.1 ps. The lattice perturbation then propagates as sound waves that collide in the center of the cell at t ϳ 0.3 ps. The subsequent lattice relaxation illustrated in Fig. 3͑b͒ gives rise to rapid equipartitioning of the kinetic and the potential energies of the lattice, occurring on the 10-20 ps time scale. This is driven primarily by the anharmonicity of the scalar part of the interatomic potential and the resulting phonon-phonon interactions. On this 10-20 ps time scale the spin subsystem remains coupled to the lattice. However, this coupling is weak in terms of its effect on the rate of intralattice energy equipartitioning. On the same 10-20 ps time scale the spin subsystem evolves into a quasiequilibrium configuration that can be approximately described as an incoherent superposition of spin waves. Figure 3͑c͒ shows that the relaxation of the combined spin-lattice subsystem is characterized by a much longer relaxation time of the order of a nanosecond. This relaxation time now characterizes the rate of exchange of energy between the two subsystems and results in the eventual thermalization of spins and the lattice. This process is driven by the spin-phonon interaction resulting from the dependence of the exchange function on the local atomic environment. The nanosecond time scale of the spin-phonon thermalization found in our simulations agrees with the analytical estimates by Sinha and Upadhyaya. 61 The final spin-lattice thermalization occurs subject to the condition that the total angular momentum of the spin subsystem remains constant, in agreements with the total angular momentum conservation law.
At this point, it is instructive to compare the time scales characterizing the microscopic evolution of the atomic and the spin degrees of freedom. Each individual atom and each individual spin are coupled to the surrounding atoms and can be treated as an open classical dynamical system evolving under variable external force. Figure 4 shows phase trajectories for the coordinates and the spin direction drawn for an arbitrarily chosen atom in a system thermalized at 300 K. We see that the characteristic time scale for the quasiperiodic motion of an atom is of the order of 0.1 ps ͑which is the inverse Debye frequency of the material͒, whereas the dynamics of precession of atomic spins is characterized by the time scale several times shorter. The fundamental difference between the three-dimensional ͑3D͒ dynamics of atoms and the two-dimensional ͑2D͒ dynamics of spins, in addition to the approximately one order of magnitude difference between the frequencies of the quasiperiodic modes of motion shown in Fig. 4 , is responsible for the relatively long thermalization time scale associated with the interaction between the spin and the lattice subsystems. Figure 5 shows that the spin configuration of the domain boundary starts relaxing at t Ϸ 0.25 ps in response to the initial rapid atomic displacements. The spin subsystem gradually loses its order, resulting in the gradual increase in the entropy of the system. At the same time, the energy of the spin system "leaks" out to the lattice subsystem. As we have already noted, this is a comparatively slow process occurring on the time scale of ϳ0.25 ns. It takes about 1 ns for the full equilibrium to be established ͓Fig. 3͑c͔͒. The kinetic energy of the lattice subsystem increases and the effective temperature increases from 0 K to about 28 K. By the time t = 1 ns, the initial sharpness of the domain boundary structure vanishes. Further relaxation is prevented by the law of conservation of the angular momentum, and the final relaxed domain boundary spin configuration shown in Fig. 5 evolves into a continuously oscillating steady state.
To describe the degree of collinearity of spins in a volume containing N atoms, it is convenient to introduce the spin collinearity parameter C = 1 / N ͉͚ i e i ͉. C is a statistical measure of directional order in the spin subsystem characterizing the degree of collective orientation of spins irrespective of FIG. 3 . Time evolution of the kinetic, the potential, and the spin energy terms determined in simulations of dynamical relaxation of a 180°domain wall and shown in the ͑a͒ 0.1 ps, ͑b͒ 10 ps, and ͑c͒ 1ns time scales. The velocities of all the atoms were initialized to zero at t = 0. The curves show the variation of energy terms with respect to their initial values. KE and LE refer to the kinetic and the scalar ͑lattice͒ part of the potential energy defined by Eq. ͑3͒, respectively, whereas the spin energy SE refers to the last term in Eq. ͑3͒. The sum of the lattice and the spin energies equals the potential energy of the system .   FIG. 4 . ͑Color online͒ The phase trajectory of an atom ͑left͒ and the spin direction ͑right͒ followed using a microcanonical ensemble simulation performed for a 54 000 atom system thermally equilibrated at T = 300 K. the magnitude of magnetic moments. For example, if C =1 then the spin orientations are fully collinear, whereas C =0 corresponds to a fully disordered spin configuration.
We now proceed from the microcanonical ͑NVE͒ to the isothermal-isobaric ͑NPT͒ simulation ensembles, and investigate a series of the Langevin type SLD simulations. Hydrostatic pressure, defined as the ensemble mean of the diagonal terms of the stress tensor, is controlled by the Berendsen method. 60 The simulation cell is allowed to expand or shrink under the stress-free condition to arrive at a steady-state configuration. The degree of collinearity of spins is characterized by the parameter C introduced above. In Fig. 6 we plot the curves showing how the spin collinearity parameter evolves for various temperatures of the thermostat. Each simulation begins with a completely aligned initial spin configuration ͑ C =1͒ assuming periodic boundary conditions in all three directions. The simulations were run for a sufficiently long period of time to attain equilibrium. We note that the time variable in our simulation "does not merely label the sequential order of generated states when sampling the phase space but is related to physical time," 37 and shows the dynamics of thermalization in the spin subsystem interacting with a thermostat. We also investigate isothermal relaxations for two different values of the damping constant =10 −3 and 10 −4 at the thermostat temperature of 300 K. Figure 7 shows the resulting spin collinearity C as a function of time. We observe that the value of the damping constant only affects the rate of equilibration of the system and not the final equilibrium value of C . Figure 8 shows the calculated equilibrium values of the spin collinearity parameter C as a function of the absolute temperature. The same graph shows the corresponding experimental data 62 and the average magnetization curve predicted by the mean-field approximation 11, 13, 63 in the classical limit. The experimental Curie temperature T c of Fe is 1043 K. The calculated mean-field value of T c obtained using the exchange function J ij adopted in this paper is 1082 K. Our spin-lattice dynamics simulations predict the Curie temperature in the range between 1050 and 1100 K. Given that these results are based on the ab initio form for the exchange function, it is encouraging to see that the present treatment correctly describes the order/disorder nature of the ferromagnetic/paramagnetic transition in bulk bcc iron. It also lends confidence to the SLD algorithm described above. One may note that the calculations presented here are the first examples of a dynamical simulation of the ferromagnetic/paramagnetic phase transition performed using a method in which the emergence of spin noncollinearity at elevated temperatures results from spin-lattice coupling. The calculated spin collinearity curve is closer to the classical mean-field spin approximation than to the experimental data. This finding corroborates the conclusion of Hubbard 11 who interpreted this deviation as a result of the classical treatment of a ͑actual͒ quantum spin system.
An order/disorder ferromagnetic/paramagnetic phase transition is characterized by the disappearance of the long-range orientational order in the spin subsystem. To investigate the short-range orientational order in the spin subsystem remaining at temperatures exceeding the Curie temperature, we calculate the equilibrium spatial spin-spin correlation functions ͑shown in Fig. 9͒ for the first twelve nearest-neighbor ͑NN͒ shells. It can be seen that the first and the second nearest-neighbor spins remain aligned even for temperatures significantly higher than T c . The correlation functions remain non-negative for all the sites up to the 12th nearest neighbor.
To analyze the dynamics of atomic spins at thermal equilibrium, we evaluate the time-dependent spin-spin autocorrelation function ͗e i ͑t͒ · e i ͑t + ͒͘ = 1 / N ͚ i e i ͑t͒ · e i ͑t + ͒ obtained from an NVE simulation of a thermally equilibrated ensemble. Figure 10 shows the oscillating behavior of ͗e i ͑t͒ · e i ͑t + ͒͘ found for short time scales of the spin precession trajectories similar to that shown in Fig. 4 , where it can be seen that the transverse component of the spin orientation vector increases due to the increase in the average precession angle treated as a function of temperature. At ϳ700 K the fluctuations shown in Fig. 10 reach maximum and then gradually die out. We note that in the limit → ϱ the autocorrelation function asymptotically approaches the square of the equilibrium spin collinearity parameter. To estimate the spin autocorrelation dephasing time, an exponential decay function was least-square fitted to the upper envelope curve for low temperatures and to the entire curve for high temperatures. The results are plotted in Fig. 11 , which shows that the spin autocorrelation dephasing time is approximately equal to 10 fs. This result corroborates very well the findings of Hübner and Zhang 7 who estimated, by calculating the optical susceptibility of metallic Ni, that the dephasing time was also of the order of 10 fs.
Finally, Fig. 12 shows the difference between the equilibrium lattice constants calculated with and without taking into account the spin-lattice coupling, plotted as a function of temperature. The striking difference between the two curves shows the significant effect of spin-lattice coupling on the temperature-dependent equilibrium lattice constant, which is one of the most basic properties of the material. Experimental results 64 are also plotted for comparison. We see that taking into account spin-lattice coupling within the present scheme produces better agreement with observations even though deviations from experimental values still exist. We note the inflection point of the predicted curve near the Curie temperature. This is evidently related to the spin part of the Hamiltonian and to the effect of spin-spin correlations on the interatomic forces. Indeed, interatomic interactions at 0 K can be approximated by functions that depend only on the atomic configuration. At a finite temperature the collective behavior of spins becomes important. The phase stability of the lattice is maintained by the combined action of the two fluctuating forces, one arising from the scalar interatomic potential and the other from the gradient of the exchange function in the Heisenberg spin-spin Hamiltonian. The temperature dependence of the first contribution comes from the anharmonicity of scalar interatomic forces, whereas the second part comes from the effect of spin fluctuations ͑mag-nons͒. Comparing the values of the lattice constant calculated with and without the spin-lattice interaction, we conclude that the effect of the exchange interaction at a finite temperature favors thermal expansion of the lattice. A natural line for the future development of spin-lattice dynamics simulations will include an investigation into a suitable functional form and into better definition of parameters for the effective classical Hamiltonians of interacting spin-lattice systems. 
IV. SUMMARY AND CONCLUSIONS
Large-scale molecular dynamics simulations of magnetic materials, such as ferromagnetic iron or iron-based magnetic alloys, so far have neglected coupling between the spins ͑or magnetic moments͒ and the lattice degrees of freedom of atoms. This restricts the applicability of simulations to very low temperatures or to systems where the spin-lattice coupling is negligible. A thermodynamically accurate simulation of a ferromagnetic material at a reasonably high ͑e.g., room͒ temperature requires treating the flow of energy between the lattice and the spin subsystems. It also requires that the coupling between the spin and lattice dynamics be explicitly considered as a part of the overall dynamics of the system. In the present paper, the spin-lattice dynamics ͑SLD͒ equations of motion are derived from a classical Hamiltonian expressed in terms of the magnetic interatomic potential 40, 41 and the Heisenberg spin-spin interaction with a pair-wise exchange function. The equations of motion are integrated using the second-order Suzuki-Trotter decomposition for the noncommuting operators of evolution for coordinates and spins, and the spin temperature is introduced via the fluctuation-dissipation theorem. The scheme is first validated for energy conservation in a simulation of adiabatic relaxation of a periodic array of 180°domain walls at 0 K in ferromagnetic bcc iron. The relaxation is found to increase the temperature of the lattice from 0 to 28 K. Then, we investigated the dynamics of thermalization under the NPT conditions where the system exchanges energy and angular momentum with an external thermal reservoir. The temperature dependence of the average magnetization found in simulations agrees with experimental observations within the limits imposed by the classical statistical mechanics. We also found that the dynamics of the spin degrees of freedom affects the observed equilibrium properties of the system, for example, the coefficient of thermal expansion. Comparison with experiments and with the case where atomic spin dynamics was neglected illustrates the significance of including the spin-orientation degrees of freedom in dynamical simulations of magnetic materials.
The SLD algorithm exhibits good stability as a simulation method and the predicted behavior agrees well with what is expected physically and with experiments where the relevant data are available. The numerical implementation is accurate and suitable for simulating systems containing many ͑ϳ10
6 ͒ atoms over relatively long intervals of time ͑Ͼ1 ns͒. The computational resources required for the implementation of the algorithm are only twice those needed for a conventional MD simulation. In this regard, the present scheme is capable of simulating systems that are well beyond the reach of any electronic structure-based spin-lattice dynamics approach. 
