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Abstract
Electrical circuits made only of perfectly conductive wires can be seen
as partitions between finite sets: that is, isomorphism classes of jointly epic
cospans. These are also known as “corelations” and are the morphisms in
the category FinCorel. The two-element set has two different Frobenius
monoid structures in FinCorel. These two Frobenius monoids are related
to “series” and “parallel” junctions, which are used to connect pairs of
wires and electrical components together. We show that these Frobe-
nius monoids interact to form a “weak bimonoid” as defined by Pastro
and Street. We conjecture a presentation for the subcategory of FinCorel
generated by the morphisms associated to these two Frobenius monoids,
which we call FinCorel◦. We are interested in “bond graphs,” which are
studied in electrical engineering and are built from series and parallel junc-
tions. Although the morphisms of FinCorel◦ resemble bond graphs, there
is not a perfect correspondence. This motivates the search for a category
whose morphisms more precisely model bond graphs. We approach this
by considering a subcategory, LagRel◦k, of the category of Lagrangian rela-
tions, LagRelk. This is because both bond graphs and circuits determine
Lagrangian relations between symplectic vector spaces. The categories
FinCorel◦ and LagRel◦k have a correspondence between their sets of gen-
erating morphisms. Thus we define the category BondGraph by using
generators and imposing equations that are found in both FinCorel◦ and
LagRel◦k. We study the functorial semantics of BondGraph by giving two
different functors from it to the category LagRelk and a natural transfor-
mation between them. Given a bond graph, the first functor picks out a
Lagrangian relation in terms of “effort” and “flow,” while the second picks
one out in terms of “potential” and “current.” The natural transformation
arises from the way that effort and flow relate to potential and current.
1 Introduction
In the 1980s Joyal and Street [13] showed that string diagrams can be used to
reason about morphisms in any symmetric monoidal category. Prior to this,
scientists had been using diagrams to visualize and better understand problems
for some time. Feynman introduced his diagrams in 1949 and particle physicists
have been using them ever since [11, 14]. Before category theory was even
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introduced, electrical engineers were using circuit diagrams to study electrical
circuit networks. In the 1940s Olson [21] pointed out that analogies between
electrical, mechanical, thermodynamic, hydraulic, and chemical networks allow
circuit diagrams to be applied to a wide variety of fields. Further examples of
diagrams include signal flow diagrams used in control theory [12], and Petri nets
which originated in chemistry [25] but are now widely used in computer science.
Networks, such as the aforementioned examples, are often studied from a
“compositional” perspective. To study networks in this way, we allow them to
have inputs and outputs. We then build larger networks out of smaller ones
by attaching inputs from one network to outputs of another network, so long
as they are compatible. For some types of networks this process results in
something complicated and hard to understand, even if the two smaller parts
are completely understood. For example, the behaviors of two independent
pendulums are not chaotic, but when attached to make a double pendulum the
resulting behavior is chaotic. Given a network, we want to know how much of
the behavior of the network is determined by the behavior of the parts.
This is where the connection between category theory and networks comes
into play. With some careful work, a diagram of a network can be viewed
as a morphism in a category. The process of constructing larger diagrams from
smaller pieces is then viewed as composition of morphisms. From here, behavior
that is preserved when constructing larger networks corresponds to assigning
behavior to the morphisms using a functor. This is formalized by functorial
semantics, which was first introduced by Lawvere [19] in his thesis. For each
type of network, the diagrams act as a syntax, and the behaviors act as a
semantics.
Baez and Fong [4] showed how to describe circuits made of wires, resistors,
capacitors, and inductors, as morphisms in a category by introducing the notion
of “decorated cospans.” Baez and the author [2] have used also props (tradition-
ally written as PROPs) to also study circuits from another perspective. Erbele
[3] and [8] separately considered signal flow diagrams as morphisms in some cat-
egory. Baez, Fong, and Pollard [5] looked at Markov processes, while Baez and
Pollard [6] studied reaction networks using decorated cospans. In all of these
cases, the functorial semantics of the categories are studied as well. The goal
of this paper is to construct and study the functorial semantics of the category
BondGraph whose morphisms correspond to “bond graphs.”
On April 24, 1959, the engineer Paynter [23, 24] woke up and invented
the diagrammatic language of bond graphs to study generalized versions of
voltage and current, which are implicit in the analogies found by Olson [21].
Engineers call these generalized notions for voltage and current “effort” and
“flow,” respectively. There are also generalizations of resistors, capacitors, and
inductors. A well known example of effort and flow is in mechanical systems,
where effort is force and flow is velocity. In hydraulic systems effort is pressure
and flow is velocity. A lesser known example is that in chemistry, chemical
potential acts as effort and molar flow acts as flow. The idea is that in all of
these cases the effort and flow behave in mathematically the same way.
The analogies between electrical, chemical, mechanical, and hydraulic and
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other systems are by now well-understood, and have been ably explained by
Karnopp, Margolis, and Rosenberg [15, 16, 17]and Brown [9]. Bond graphs are
now widely used in engineering [29, 30]. Their power lies in providing a common
language for these various branches of engineering, which engineers call “energy
domains.” Therefore it seems fitting to introduce bond graphs into category
theory.
To more easily understand bond graphs we focus primarily on their use in
electrical engineering. To begin, we associate a pair of real numbers called
potential, φ, and current, I, to any wire:
φ, I
The end of a wire is called a “terminal” so we say that wires go between ter-
minals. Later we shall associate to potential and current the terminals instead,
but this is just a choice of preference since there is no real difference. Engineers
often find it useful to work with wires in pairs. For example, in electrical sockets
and household appliances the wires come in pairs. Engineers want the current
flowing along one wire to be the negative of the current flowing along the other
wire. The difference in potential between the wires is also more important the
the individual potentials. For such wires:
φ2, I2
φ2, I2
we call V = φ2−φ1 the “voltage” and I = I1 = −I2 the “current.” Thus current
on a single wire and current on a pair of wires are slightly different, yet called
the same thing. Engineers call a pair of wires like this a “bond” and the pair
of terminals a “port.” Thus bonds go between ports, and in a “bond graph” we
draw a bond as follows:
I
V
Voltage and current for bonds behave mathematically the same as effort
and flow. A bond graph then consists bonds and ports connected using “1-
junctions,” and “0-junctions.” Each bond is assigned both an effort and a flow
variable, while the junctions dictate their relationships. Here is an example of a
bond graph where we use the convention that E stands for effort and F stands
for flow:
1
F1
E1
F2E2
0
E3
F3 F4
E4
F5E5
F6E6
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The arrow indicates which direction of current flow counts as positive, while
the bar is called the ‘causal stroke’. These are unnecessary for our work, so we
adopt a simplified notation without the arrow or bar. Additionally, one may
also attach general circuit components, but we will also not consider these. The
1-junction puts the associated bonds into a “series” connection. For n ≥ 3
bonds this imposes the equations
n∑
i=1
Ei = 0
and
F1 = F2 = · · · = Fn.
When there are 3 bonds this junction is drawn as follows:
1
F2
E2
F1
E1
F3
E3
Since there are 3 bonds and thus 3 ports this is sometimes called a 3-port while
a junction with n bonds is sometimes called an n-port. We impose a notion of
input and output for bond graphs where we think of effort and flow as going
from left to right. Thus (E1, F1) and (E2, F2) are inputs, while (E3, F3) is the
output. Then the equations become E1 +E2 = E3 and F1 = F2 = F3. We then
say that the 1-junction adds efforts and “coduplicates” flows. We may also turn
this picture around to get another 1-junction with one input and two outputs:
1
F3
E3
F2
E2
F1
E1
We say that this junction “coadds” effort and duplicates flow since now
E1 = E2 + E3 and F1 = F2 = F3. The other type of junction is the 0-junction,
which imposes the equations
n∑
i=1
Fi = 0
and
E1 = E2 = · · · = En.
When there are 3 bonds this junction is drawn as follows:
0
F2
E2
F1
E1
F3
E3
4
Now F1 + F2 = F3 and E1 = E2 = E3 so we say that this junction adds
flow and coduplicates effort. Similarly, the reflected 0-junction coadds flow and
duplicates effort. This is drawn as:
0
F3
E3
F2
E2
F1
E1
Previous work on electrical circuits [2, 4] allows us to view a diagram of
wires between terminals as a morphism between finite sets in some category. A
single wire between two terminals acts as the identity for the one element set.
By representing a bond as a pair of wires between four terminals we can think
of a bond as the identity for the two element set. We drop the labels and draw
this as follows:
:=
Then a bond graph is a diagram of wires with pairs of wires going between
pairs of terminals, i.e. ports, and we can think of a bond graph as a morphism
between copies of the two element set. To do so for any bond graph we need to
rewrite the junctions in terms of pairs of wires. The 1-junction connects three
pairs of wires in the following way:
1 :=
If we flip the wire diagram we get the other 1-junction. The 0-junction is drawn
in terms of pairs of wires as:
0 :=
We may turn the picture around as well to get another 0-junction. These four
junctions can be stuck together in various ways to make larger bond graphs.
There are also rules for simplifying bond graphs that are derived from the equa-
tions above. However, some bond graphs are not permitted even though one
could imagine drawing them. This is typically because the result is trivial or
does not have a useful physical interpretation in electrical engineering. One
simple example is the following:
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Viewing this as the composite of some 2 output morphism and some 2 input
morphism presents a mild roadblock. Since in a category we cannot arbitrarily
stop compatible morphisms from composing, such a bond graph must be given
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meaning. Also, there are no junctions with less than 3 total inputs and outputs,
but with some experience using bond graphs one can imagine constructing such
junctions. In fact, the above description of bond graphs using wires only works
in the “usual” cases. Thus we need to do better. To overcome these obstacles
we construct a category BondGraph such that:
1. BondGraph has generating morphisms corresponding to 1-junctions, 0-
junctions, and unary versions of them.
2. The morphisms in BondGraph obey relations that can be derived from
the equations governing the junctions.
3. There is a functor assigning to any morphism in BondGraph a vector space
of efforts and flows consistent with equations governing junctions.
4. There is a functor assigning to any morphism in BondGraph a vector space
of potentials and currents consistent with the laws governing potential and
current along wires.
Finally, there is a natural transformation between the two functors which comes
from the relationship between effort, flow, potential, and current given by the
equations V = φ2 − φ1 and I = I1 = −I2.
Plan of the paper
In Section 2 we begin by describing the category, FinCorel, which has finite sets
as objects and “corelations” as morphisms. To summarize the work of Baez,
Fong, and the author [2, 4], there is a correspondence between morphisms in
FinCorel and electrical circuits made of only wire. We thus take FinCorel to
be the category whose morphisms correspond to electrical circuits made of only
wire. The one element set, which we call 1 ∈ FinCorel, plays a fundamental role:
in terms of electrical engineering it is called a “terminal” because it is the end
of a wire. Then the morphisms in FinCorel correspond to various ways in which
terminals can be connected. We also discuss the notion of an “extraspecial
commutative Frobenius monoid.” The first example of such a monoid is the
object 1 together with some morphisms in FinCorel. Many other examples of
this type of monoid are examined in later sections.
We need to understand the object 1 since it represents the end of a wire and
we want to understand bonds through their relationship to wires. In this analogy
the end of a bond, or “port,” is the end of a pair of wires with opposite current,
i.e., a pair of terminals with opposite current. Hence, bond graphs correspond to
specific ways of connecting ports just as electrical circuits correspond to specific
ways of connecting terminals. Since 1 is a terminal we think of the object 2 as a
port. In this approach bond graphs are morphisms in a subcategory of FinCorel
with objects 2m and some morphisms in hom(2m, 2n) corresponding to ways
in which ports can be connected. In Sections 3, 4, and 5 we prove results that
help us describe this subcategory.
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In Sections 3 and 4 we study two Frobenius monoid structures that can be
attached to the object 2. The first one is actually a monad that comes from
an adjunction in the symmetric monoidal category FinCorel. We show that
the multiplication and comultiplication associated to the Frobenius monoid in
Theorem 3.1 are closely related to 1-junctions. Due to this we consider the
unit and counit associated to this Frobenius monoid as corresponding to unary
versions of 1-junctions.
The second Frobenius monoid we consider, 1+1, is constructed as the coprod-
uct of the monoid 1 with itself. The properties exhibited by the multiplication
and comultiplication associated to this Frobenius monoid shown in Theorem
4.1 correspond to properties exhibited by 0-junctions. Now we use the unit and
counit associated to this Frobenius monoid as unary versions of 0-junctions. In
summary, both Frobenius monoids are extraspecial, but the first is also sym-
metric, while the second is commutative. This slight difference between the two
Frobenius monoids is the first drawback of this approach.
In Section 5 we describe how 1-junctions and 0-junctions interact in terms of
these two Frobenius monoids. Surprisingly, the morphisms which are generated
by these junctions are closely related to “weak bimonoids,” introduced by Pastro
and Street in their work on quantum categories [22]. In Theorem 5.3, we prove
that the morphisms associated with our Frobenius monoids come together as a
pair of weak bimonoids with a few additional properties. The weak bimonoid
axioms are precisely the ones obeyed by the 1- and 0 junctions and their unary
versions. However, the other flaw in this approach is that the additional prop-
erties do not match properties of bond graphs. We define FinCorel◦ to be the
subcategory of FinCorel whose morphisms can be attained from the morphisms
making up the two Frobenius monoids.
Section 6 introduces the framework of props, which are strict symmetric
monoidal categories whose objects are the natural numbers where the tensor
product is addition. This background allows us to present examples of these
types of categories in terms of generators and relations. In Conjecture 6.11
we conjecture that Theorems 3.1, 4.1, and 5.3 give enough relations to present
FinCorel◦. Another benefit of the prop framework is that we can easily describe
functors out of a prop by defining them on generators and checking relations.
In Section 7 we look at the category LagRelk, whose morphisms are “La-
grangian relations” between symplectic vector spaces, in another attempt at
constructing a category where the morphisms are bond graphs. This is because
a bond graph determines a Lagrangian subspace of possible efforts and flows
at the ports. There is a pair of extraspecial Frobenius commutative monoids
in LagRelk. One of the monoids has morphisms that behave like 1-junctions,
while the other has morphisms that behave like 0-junctions. We again use this
to define unary junctions corresponding to the units and counits. However, a
problem arises when the morphisms from from one monoid interact with the
morphisms from the other. Instead of two weak bimonoids they define two bi-
monoids. The axioms of a bimonoid are too strong. Namely, the interaction of
the unit and comultiplication causes a problem. The same issue occurs with the
counit and the multiplication. We call the subcategory generated by these two
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Frobenius monoids LagRel◦k.
In Section 8 we define the category BondGraph as a prop using characteris-
tics of both FinCorel◦ and LagRel◦k. We then look at the functorial semantics
of BondGraph. The functor K : FinCorel → LagRelk, which was introduced
by Baez and Fong [4] and further characterized by Baez and the author [2],
picks out a “Lagrangian subspace” of possible potentials and currents at the
terminals of each electrical circuit. In Proposition 8.2 we show that the functor
Ki : FinCorel◦ → LagRelk can be defined on the generators of FinCorel
◦, where
i : FinCorel◦ → FinCorel is the inclusion functor. Then in Proposition 8.3 we
define a functor G : BondGraph→ FinCorel◦ which gives a semantics for bond
graphs by composing with Ki : FinCorel◦ → LagRelk. Essentially, the functor
KiG picks out a Lagrangian subspace for a bond graph by assigning to each
port two pairs of potential and current.
We also define another functor F : BondGraph → LagRel◦k in Proposition
8.3. Once again we compose with an inclusion functor i′ : LagRel◦k → LagRelk,
which results in another semantics for bond graphs. The functor i′F : BondGraph→
LagRelk assigns a space of possible efforts and flows to each bond graph by as-
signing to each port an effort and flow, subject to some laws. The two semantics
are connected by the way that potential and current are related to effort and
flow. This relationship corresponds to a natural transformation which we prove
exists in in Theorem 8.4. This gives us the following diagram:
LagRel◦
k
LagRel
BondGraph
FinCorel◦ FinCorel
α
i′
F
G
i
K
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2 Perfectly Conductive Wires and Corelations
We summarize the work that is necessary to view circuits made of perfectly
conductive wire as morphisms in a category. This background, together with
the correspondence between bond graphs and certain types of circuits, provides
us with a clear approach for studying bond graphs as morphisms in a category.
Baez and Fong [2, 4] have gone into significant detail about the relationship
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between circuits, including those with passive linear components, and categories.
To begin, we think of circuits as graphs equipped with a pair of functions.
Definition 2.1. A graph is a finite set E of edges and a finite set N of nodes
equipped with a pair of functions s, t : E → N assigning to each edge its source
and target. We say that e ∈ E is an edge from s(e) to t(e).
Definition 2.2. Given finite sets X and Y , a circuit from X to Y is a cospan
of finite sets:
N
X
i
CC✟✟✟✟
Y
o
ZZ✻✻✻✻
together with a graph G having N as its set of vertices:
E
s //
t
// N.
We call the sets i(X), o(Y ), and ∂N = i(X) ∪ o(Y ) the inputs, outputs, and
terminals of the circuit, respectively.
Here is an example of such a circuit:
X Y
Given two circuits, one from X to Y , and the other from Y to Z, we define
their composite in the following way. An output of one circuit is “glued” to
an input of another circuit if they are the image of the same element in Y .
The precise details involve composing isomorphisms classes of cospans using
pushouts, which were explained by Baez and the author [2]. However, it suffices
to understand an example. These two circuits:
X Y Z
are composed by gluing to obtain this one:
X Z
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Using this composition we have a category, which we call Circ. This category
can be equipped with a monoidal structure defined by stacking one graph above
another graph to formally turn two graphs with inputs and outputs into a single
one. Once again we skip the precise details. These two circuits:
X Y Z
are tensored by stacking the first above the second, giving us a circuit from
X + Y to Y + Z:
X + Y Y + Z
This results in a symmetric monoidal category.
Proposition 2.3. There is a symmetric monoidal category Circ where the ob-
jects are finite sets, the morphisms are isomorphism classes of circuits, compo-
sition is gluing inputs to outputs, and the tensor product is stacking circuits.
We shall see that to any circuit we can associate a “behavior” [4]. Roughly
speaking, this consists of taking a circuit, and assigning to it a vector space tied
to the inputs and outputs of the graph. Since current may only flow between
two nodes which are connected by a path in a circuit, all that matter for any
two nodes is whether or not there is a path between them. That is, the defining
property for a circuit made of perfectly conductive wire is the connectivity of
the nodes.
Thus the behavior of any circuit in Circ is determined by the connectivity
between input and output nodes of the underlying graph, but not how the nodes
are connected. We extract the relevant property from a circuit in two steps.
First replace G with its set of connected components π0(G), which also defines
a map pG : N → π0(G) that sends each node to the connected component that
it lies in. This sends a circuit to a cospan of finite sets:
π0(G)
X
pGi
@@    
Y
pGo
^^❂❂❂❂
If we apply this process to an example, then the circuit:
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X Y
becomes the cospan:
X Y
In general, from a category C with pushouts, one has a category Cospan(C) with
objects the objects of C and morphisms the isomorphism classes of cospans [7].
Definition 2.4. Let FinCospan be the symmetric monoidal category whose
objects are finite sets and morphisms are isomorphism classes of cospans. The
tensor product is defined to be disjoint union, which we write as “+.”
Determining an underlying isomorphism class of cospans for a circuit defines a
functor H : Circ→ FinCospan.
Next, imagine a machine which had some part that is completely discon-
nected from the inputs and outputs. One would not consider such a part to
actually be a part of the machine and would prefer to simply discard it. We
do the same for any connected components of a circuit which have no paths to
either inputs or outputs. In fact this can be done without affecting the behavior
of the circuit. For us this means looking at a cospan of finite sets:
S
X
f
DD✠✠✠✠
Y
g
ZZ✹✹✹✹
and replacing S by f(X) ∪ g(Y ). The result is another cospan where every
element in the apex is in the image of at least one function.
Definition 2.5. A cospan X
f
→ S
g
← Y in the category of finite sets is jointly
epic if f(X) ∪ g(Y ) = S.
A jointly epic cospan determines a partition of X + Y where two points are
in the same part of the partition if and only if they map to the same point of
S. Partitions P of X + Y are dual to the notion of relations, R ⊆ X × Y so we
make the following definition.
Definition 2.6. Given setsX and Y, a corelation from X to Y is a partition of
X+Y , or equivalently, an isomorphism class of jointly epic cospansX
f
→ S
g
← Y .
This brings us to a subcategory of FinCospan, which is our main focus of
attention.
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Definition 2.7. Let FinCorel be the symmetric monoidal category with finite
sets as objects and corelations as morphisms. The tensor product is again
disjoint union.
The process of forcing a cospan to become jointly epic defines a unique
functor [10]
H ′ : FinCospan→ FinCorel.
By taking the composite
H ′H : Circ→ FinCorel
we associate any circuit with an underlying isomorphism class of corelations.
Since it turn out that the underlying corelation completely determines the be-
havior of a circuit anyway, we take FinCorel to be the category whose morphisms
are circuits.
With this choice in mind, we draw corelations as string diagrams where con-
nected inputs and outputs have paths between them, and disconnected inputs
and outputs do not. For example:
X Y
has corresponding corelation:
X Y
Additionally, since we are dealing with isomorphism classes anyway, we could
have denoted X as 3 and Y as 4, so that this is a corelation f : 3→ 4.
In circuits, corelations, and also bond graphs, the distinction between inputs
and outputs is arbitrary. This property is encapsulated by dagger compact
categories. The concept of dagger categories were first discussed by Abramsky
and Coecke [1] and further detailed by Selinger [27]. As expected, FinCorel is
such a category.
Definition 2.8. A dagger category is a category C equipped with an invo-
lutive contravariant endofunctor (−)† : C → C that is identity on objects. This
associates to any morphism f : A → B, a morphism f † : B → A, such that for
all f : A→ B and g : B → C we have idA = id
†
A, (gf)
† = f †g†, and f †† = f . A
morphism is unitary if its dagger is also its inverse.
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Definition 2.9. A symmetric monoidal dagger category is a symmetric
monoidal category C with a dagger structure (−)† : C → C that is symmetric
monoidal and where the associator, unitors, and braiding of C are unitary.
To see why FinCorel is a dagger category, notice that for any corelation
f : m → n we get a corelation f † : n → m defined to give the same partition,
but with the input and output formally exchanged.
Definition 2.10. In a symmetric monoidal category C an object A∗ is a dual
of A if it is equipped with two morphisms called the unit ηA : I → A⊗A
∗ and
the counit ǫA : A
∗ ⊗A→ I such that the following diagrams commute:
I ⊗A
ηA⊗idA //
r
−1
A
◦ℓA

(A⊗A∗)⊗A
αA,A∗,A

A⊗ I A⊗ (A∗ ⊗A)
idA⊗ǫA
oo
A∗ ⊗ I
idA∗⊗ηA //
ℓ
−1
A
◦rA

A∗ ⊗ (A⊗A∗)
α
−1
A∗,A,A∗

I ⊗A∗ (A∗ ⊗A)⊗A∗
ǫA⊗idA
oo
A symmetric monoidal category C is compact closed if every object A has a
dual object A∗.
One can show that any two duals of an object are canonically isomorphic,
so one may speak of “the” dual. In FinCorel the objects are self-dual. This is
most easily seen by looking at the object 1 where the following morphisms act
as the unit and counit respectively:
0→ 2 2→ 0
The first corelation depicts the partition from 0 to 2 where both elements are
in the same part, while the second is the same partition, but from 2 to 0. The
identities in Definition 2.10 are sometimes called the “zig-zag identities.” This
choice of name is clear when we express the laws in terms of string diagrams:
= =
Definition 2.11. A dagger compact category is a dagger symmetric monoidal
category that is compact closed and such that the following diagram commutes
for any A:
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I
ǫ
†
A //
ηA
##❋
❋❋
❋❋
❋❋
❋❋
A⊗A∗
A,A∗
A∗ ⊗A
where
A,A∗
is the braiding on A⊗A∗.
Given a set n, the unit corelation ηn : 0 → 2n is defined as having n parts
arranged in the following pattern:
The dagger of this corelation is precisely the same as the counit ǫn : 2n→ 0.
No new connections are made when composing with the braiding morphism, so
the corelation does not change. Thus we say that FinCorel is a dagger compact
category. Similar work can be found for FinCospan in Fong [4].
Note that any function f : X → Y between finite sets gives rise to two
corelations X
f
→ Y
1
← Y and Y
1
→ Y
f
← X , which are daggers of each other.
We denote f : X → Y to mean X
f
→ Y
1
← Y , where context determines if we
are looking at the corelation or the function. Thus f † : Y → X is the corelation
Y
1
→ Y
f
← X .
Now consider the two unique functions m : 2→ 1 and i : 0→ 1. They induce
corelations m : 2 → 1, i : 0 → 1, m† : 1 → 2, i† : 1 → 0. We make some minor
notational changes by calling m† = d and i† = e. Next we represent these
corelations with the following string diagrams:
m : 1 + 1→ 1 i : 0→ 1 d : 1→ 1 + 1 e : 1→ 0
These four corelations obey some interesting equations, which we briefly review.
Definition 2.12. Given a symmetric monoidal category C, a monoid (X,µ, ι)
is an object X ∈ C together with a multiplication µ : X ⊗X → X and unit
ι : I → X obeying the associative and unit laws. We can draw these laws using
string diagrams as follows:
= = =
µ(µ⊗ idX) = µ(idX ⊗ µ) µ(ι ⊗ idX) = idX = µ(id|X ⊗ ι)
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Definition 2.13. A comonoid (X, δ, ǫ) in C is an object X ∈ C together
with a comultiplication δ : X → X ⊗ X and counit ǫ : X → I obeying the
coassociative and counit laws:
= = =
(idX ⊗ δ)δ = (δ ⊗ idX)δ (ǫ ⊗ idX)δ = idX = (idX ⊗ ǫ)δ
Definition 2.14. A Frobenius monoid in a symmetric monoidal category C
is a monoid (X,µ, ι) together with a comonoid (X, δ, ǫ) obeying the Frobenius
laws:
= =
(idX ⊗ µ)(δ ⊗ idX) = δµ = (µ⊗ idX)(idX ⊗ δ)
A Frobenius monoid is
• commutative if:
=
µ = µ
where is the braiding on X ⊗X
• cocommutative if:
=
δ = δ
Note that a Frobenius monoid is cocommutative if and only if it is com-
mutative.
• symmetric if:
=
ǫµ = ǫµ
• cosymmetric if:
=
δι = δι
Note that a Frobenius monoid is cosymmetric if and only if it is symmetric.
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• special if:
=
µδ = idX
• extra if:
=
ǫι = idI
It can be shown that the object (1,m, i, d, e) in FinCorel is an extraspecial
commutative Frobenius monoid. The precise connection between such objects
and corelations was worked out by Fong and the author [10]. To summarize,
strict monoidal functors from FinCorel to symmetric monoidal categories corre-
spond to extraspecial commutative Frobenius monoids. Additionally, the mor-
phisms m, i, d, and e “generate” the morphisms of FinCorel in a sense that we
discuss in Section 6.
With the above background in mind we now turn our attention to ports. In
electrical engineering a port is a pair of terminals at the end of a pair of wires
with opposing current. The opposite current data is assigned to a pair of wires
later when we look at semantics assigning functors in Section 8. So we define a
port to be the following.
Definition 2.15. We say that a port is a copy of the object 2 ∈ FinCorel.
In terms of circuits, if we are given three ports, then there are two important
ways to connect them. One way is with a “series junction” and the other is with
a “parallel junction.” These are also referred to as 1-junctions and 0-junctions,
respectively, in bond graph literature [23]. We now study the morphisms in
FinCorel which act as 1-junctions. These morphisms correspond to a multipli-
cation and comultiplication structure associated to the object 2, which are a
part of an overall larger Frobenius monoid structure associated to 2.
3 Series Junctions
The first monoid structure we equip to the object 2 arises naturally as a monad
constructed from an adjunction. We see that the morphisms associated to this
monoid are comparable to 1-junctions because of the relations obeyed. Later,
in Proposition 8.2, where we prove that the morphisms are mapped to the
behaviors corresponding to 1-junctions, we see a more definitive reason for the
association. After all, there is another very similar monoid in FinCorel, which
we look at in Section 4, that also obeys similar relations.
The two morphisms, d ◦ i : 0 → 2 and e ◦m : 2 → 0, form an adjunction in
FinCorel, viewed as a one object bicategory. To see that these morphisms form
an adjunction, first draw them using string diagrams:
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:= = d ◦ i : 0→ 2
:= = e ◦m : 0→ 2
We may then check that the zig-zag identities hold from (1,m, i, d, e) being an
extraspecial commutative Frobenius monoid. Note this also follows from 1 being
self-dual:
=
Now recall that from any adjunction one can construct a monad. For us this
makes 2 in FinCorel into a monoid with the morphisms id1+(e◦m)+id1 : 4→ 2
and d ◦ i : 0 → 2, acting as multiplication and the unit respectively. These are
drawn as follows:
m2 := = id1 + (e ◦m) + id1 : 4→ 2
i2 := = d ◦ i : 0→ 2
Although the way in which (2,m2, i2) forms a monoid is well known [28],
we give the diagrammatic proof using our string diagrams in FinCorel for com-
pleteness.
Associativity follows from only the monoidal structure of FinCorel, while the
left and right unit laws follow from the zig-zag identities governing adjunctions:
= =
= =
Since 1 is an extraspecial commutative Frobenius monoid and since FinCorel
is dagger compact, 2 can be equipped with additional morphisms, which obey
far more equations than just those of a monoid. First, we turn m2 and i2 around
to get two more corelations which we call d2 and e2. These are drawn in the
following way:
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d2 = = id1 + (d ◦ i) + id1 : 2→ 4
e2 = = e ◦m : 0→ 2
and they give us a comonoid (2, d2, e2):
= =
= =
Series junctions between ports impose equations which allow one to simplify and
redraw circuit diagrams. These simplifications correspond to how the monoid
and comonoid structure interact.
Theorem 3.1. The object (2,m2, i2, d2, e2) in FinCorel is an extraspecial sym-
metric Frobenius monoid.
Proof. We already have the monoid and comonoid structure so we begin with
the Frobenius laws. These follow due only to the monoidal structure of FinCorel:
= =
The other Frobenius law is proven in a similar manner. For the extraspecial
structure, it is necessary to first show the extra property, e2 ◦ i2 = id0. This
comes from first using the special property m ◦ d = id1 and then the extra
property i ◦ e = id0:
= = =
Using this fact we can show the special property, d2 ◦m2 = id2:
=
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Since the multiplication for 1 is commutative, it is also symmetric. We use this
symmetric property to show the multiplication for 2 is also symmetric. This
gives us the following:
= = =
We can further simplify this because of the naturality of the braiding, which
allows us to move the cup past the braiding. Then we can use that we are in a
symmetric monoidal category to cancel the two braidings:
= =
The morphisms m2 and d2 together with the equations between them cor-
respond exactly to 1-junctions and their equations. Due to this it is natural to
try to define unary 1-junctions using the morphisms i2 and e2. In fact all of
the properties obeyed involving the morphisms, m2, d2, i2 and , e2 do translate
to relations which come from the equations associated to 1-junctions. However,
the braiding morphism does not fit perfectly into the analogy. If braiding of
bonds is allowed then the junctions would obey the commutative property, but
we have only symmetry.
4 Parallel Junctions
Next we equip another Frobenius monoid structure to the object 2 through
another very common construction. The morphisms associated to this monoid
act similarly to parallel junctions. The necessary relations are obeyed and also
the semantics assigning functor in Proposition 8.2 assigns this Frobenius monoid
to the behaviors exhibited by 0-junctions.
From a pair of monoids (X,mX , iX) and (Y,mY , iY ) in a braided monoidal
category, there is a standard way to make X ⊗ Y into a monoid with
(mX ⊗mY ) ◦ (idX ⊗ ⊗ idY ) : (X ⊗ Y )⊗ (X ⊗ Y )→ (X ⊗ Y )
as multiplication and
iX ⊗ iY : I → (X ⊗ Y )
as the unit. Consider the object 1 + 1 = 2 ∈ FinCorel with the following
morphisms:
µ2 := = (m+m) ◦ (id1 + + id1) : 4→ 2
ι2 := = i + i : 0→ 2
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Then (2, µ2, ι2) is a monoid in FinCorel. Since both monoids in this con-
struction are (1,m, i), our new monoid inherits the same properties that (1,m, i)
has. We also have corelations δ2 and ǫ2, which when drawn as string diagrams
are reflections of µ2 and ι2 respectively:
δ2 := = (id1 + + id1) ◦ (d+ d) : 2→ 4
ǫ2 := = e+ e : 2→ 0
Theorem 4.1. The object (2, µ2, ι2, δ2, ǫ2) in FinCorel is an extraspecial com-
mutative Frobenius monoid.
Proof. Each law is inherited from the extraspecial commutative Frobenius monoid
1 due to the naturality of the braiding. We start with the monoid laws:
=
= =
Similarly we get a comonoid structure:
=
= =
We next have the Frobenius laws:
= =
Then we have the extra and special laws:
=
=
Finally, we have commutativity:
= =
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In terms of circuits this says that the connectivity of parallel junctions is
all that matters. Unlike the Frobenius monoid associated to 1-junctions, this
Frobenius monoid perfectly captures the properties of the 0-junctions, their
unary versions, and their connection to a braiding. Next we show that the way
in which these two Frobenius monoids corresponds nicely to the way in which
series and parallel junctions interect. However, we shall see some issues that
arise, which force us to consider a second approach.
5 Weak Bimonoids
We have found two Frobenius monoid structures on the object 2 ∈ FinCorel,
one related to series junctions and one related to parallel junctions. We now
describe how these two structures (2,m2, i2, d2, e2) and (2, µ2, ι2, δ2, ǫ2) interact.
Definition 5.1. A weak bimonoid in a braided monoidal bicategory C is a
pair consisting of a monoid (X,µ, ι) in C together with a comonoid (X, δ, ǫ) in
C obeying:
=
= =
= =
This differs from a bimonoid, where the second and third sets of equations
are replaced by:
=
=
=
It is a fun exercise to show that every bimonoid is a weak bimonoid using
string diagrams. Frobenius monoids and bimonoids are the more commonly
studied structures that combine monoids and comonoids, while weak bimonoids
are much newer. These were introduced by Pastro and Street in their work on
quantum categories [22]. They also proved the following fact, which we use to
show how our monoids interact.
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Theorem 5.2 (Pastro, Street, [22]). If X is a special commutative Frobenius
monoid in a braided monoidal category then X ⊗X, equipped with the following
morphisms, is a weak bimonoid:
Since the Frobenius monoid (1,m, i, d, e) is also commutative, we can replace
the multiplication morphism with the following:
and the theorem still holds. This gives us a weak bimonoid, but since (1,m, i, d, e)
is an extraspecial commutative Frobenius monoid our weak bimonoid will obey
some more relations. In fact, because FinCorel is dagger compact there is a
second weak bimonoid.
Theorem 5.3. (2, µ2, ι2, d2, e2) and (2,m2, i2, δ2, ǫ2) are weak bimonoids. Ad-
ditionally:
• the extra law for both weak bimonoids, ǫ2 ◦ i2 = id0 = e2 ◦ ι2
• m2 ◦ δ2 = µ2 ◦ d2
• (m2 ◦ δ2)
2 = m2 ◦ δ2.
Proof. We first prove that (2, µ2, ι2, d2, e2) is a weak bimonoid. Note that prov-
ing (2,m2, i2, δ2, ǫ2) is a weak bimonoid amounts to the same thing. Our dia-
grammatic proofs are similar to those used by Pastro and Street [22].
The first weak bimonoid law to show is:
(µ2 + µ2) ◦ (id2 + 2,2 + id2) ◦ (d2 + d2) = d2 ◦ µ2.
We begin by using the naturality of the braiding and then we use the cocom-
mutativity of the comonoid (1, d, e). Following this we need the Frobenius and
special laws for (1,m, i, d, e):
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== =
= =
=
Next we have the other weak bimonoid laws:
= =
The easiest way to see that this is true is to note that these are both corelations
from 6 inputs to 0 outputs where all of the inputs are path connected to each
other. Thus they are both the partition with all inputs in the same part, and
no outputs, so they are the same corelation.
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The last weak bimonoid law is the following:
= =
This comes from passing the two inner unit morphisms through the braiding
and then using the unit laws to delete them. Then we merely have two caps
in between two units as we want. This shows that (2, µ2, ι2, d2, e2) is a weak
bimonoid. Next we prove one of the extra laws since the other is similar:
= = =
We also have m2 ◦ δ2 = d ◦m = µ2 ◦ d2:
= =
One way to see this is that these all describe the corelation from 2 to 2 where
all of the inputs and outputs are in the same part. We may also understand
this by noticing that commutativity allows the inner “loop” to be drawn as a
cup or cap. Finally, (m2 ◦ δ2)
2 = m2 ◦ δ2, comes from d ◦m being idempotent,
since d ◦m ◦ d ◦m = d ◦ id2 ◦m = d ◦m. It follows that (µ2 ◦ d2)
2 = µ2 ◦ d2.
The weak bimonoid laws encapsulate the same properties obeyed by inter-
acting 1- and 0-junctions, including their unary versions. Unfortunately the
law:
m2 ◦ δ2 = µ2 ◦ d2
is not a property that holds for bond graphs. It would indicate that a 0-junction
followed by a 1-junction is equivalent to the reverse, however they are opposite
to eachother, not the same.
We next want to define a symmetric monoidal subcategory of FinCorel using
the morphisms m2, i2, δ2, ǫ2, µ2, ι2, d2, and e2 as generators. In order to describe
this subcategory in a quick and simple way we first introduce the framework of
“props.” These types of categories can be described with generators and equa-
tions. Another use for props is that we can use them to easily define functors.
The payoff comes in Section 8 when we discuss the functorial semantics, first
introduced by Lawvere [19], of bond graphs.
6 Props
Props were first introduced by Mac Lane [20], where they were called PROPs.
This acronym stands for “product and permutation categories,” and we choose
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to write “prop” instead of “PROP.” Originally they were used to extend “Law-
vere theories” [19], which are categories with finite cartesian products where
every object is of the form Xn for some distinguished object X . Lawvere theo-
ries act as theories for structures which are sets equipped with n-ary operations.
Props are more general because they use tensor powers in a monoidal category
and because they allow for operations with any finite number of inputs and
outputs.
Definition 6.1. A prop is a strict symmetric monoidal category having the
natural numbers as objects, with the tensor product of objects given by addition.
We define a morphism of props to be a strict symmetric monoidal functor that
is the identity on objects. Let PROP be the category of props.
Definition 6.2. If T is a prop and C is a symmetric monoidal category, an
algebra of T in C is a strict symmetric monoidal functor F : T → C. We
define a morphism of algebras of T in C to be a monoidal natural transformation
between such functors.
The next result implies that FinCorel and FinCorel◦ are equivalent to props.
Proposition 6.3. [2] A symmetric monoidal category C is equivalent to a prop
if and only if there is an object x ∈ C such that every object of C is isomorphic
to x⊗n for some n ∈ N.
Given a prop, one attempts to figure out its algebras. We provide some examples
where this has been done.
Example 6.4. The category of finite sets and functions can be made into a
symmetric monoidal category where the tensor product of sets is their disjoint
union. Proposition 6.3 implies that this symmetric monoidal category is equiv-
alent to a prop. We write FinSet to mean this prop. We identify this prop with
a skeleton of the category of finite sets and functions, having finite ordinals
0, 1, 2, . . . as objects.
The algebras of FinSet are commutative monoids [26]. We can see why by
examining the unique functions m : 2 → 1 and i : 0 → 1. Given a symmetric
monoidal functor F : FinSet→ C, the object F (1) is a commutative monoid in
C with maps F (m) : F (1)⊗F (1)→ F (1) and F (i) : F (0)→ F (1). On the other
hand, any commutative monoid in C comes from a unique choice of F , which is
harder to show.
Example 6.5. Proposition 6.3 implies that FinCorel is equivalent to a prop.
We call this prop FinCorel, and we identify this prop with a skeleton of the
category of finite sets and corelations having finite ordinals as objects. From
now on we use FinCorel to mean the equivalent prop.
Fong and the author [10] showed that the algebras of FinCorel are extraspe-
cial commutative Frobenius monoids. To see why, recall that the corelations
m : 2→ 1, i : 0→ 1, d : 1→ 2, e : 1→ 0 make the object 1 into an extraspecial
Frobenius commutative monoid in FinCorel. Then it follows from Lack [18],
who showed that the algebras of FinCospan are special commutative Frobenius
monoids.
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Additionally, Fong and the author [10] summarize the relationship between
cospans, corelations, spans, relations, and their algebras in terms of props. This
is done by presenting props in terms of signatures and equations, which act like
generators and relations do for groups.
Definition 6.6. Define the category of signatures to be the functor category
SetN×N.
A signature Σ: N × N → Set in SetN×N is thus a functor which picks out a
set Σ(m,n) for each pair (m,n) ∈ N × N. The idea is that each set, Σ(m,n),
acts like a set of generating morphisms for a prop. Then for each pair, (m,n),
we get a set of generators from m to n for a prop. We summarize the precise
framework necessary to generate props in this way, details of which were done
by Baez and the author [2].
Proposition 6.7. There is a functor
F : SetN×N → PROP
which takes any signature Σ to FΣ, the free prop on Σ, having morphisms
corresponding to the pairs (m,n) picked out by Σ and those generated by these
morphisms by composition and tensoring.
Corollary 6.8. The category PROP is cocomplete, and any prop T is the co-
equalizer of some diagram:
FE
ρ
//
λ // FΣ.
We say that (Σ, E) presents the prop T , that Σ is the set of generators,
and that E is the set of equations. A prop which is presented in this way
is also precisely the same as the prop whose algebras correspond to the object
described by signature and equations. In other words the algebras of a prop T
presented by (Σ, E) are objects (X, f1, . . . , fn) obeying equations (e1, . . . , em)
where fi correspond to elements of the signature Σ and ej correspond elements
of the set of equations E.
Example 6.9. Since the algebras of FinCorel are extraspecial commutative
Frobenius monoids FinCorel is equivalent to the coequalizer of:
FE
ρ
//
λ //
FΣ
with Σ having generators µ : 2 → 1, ι : 0 → 1, δ : 1 → 2, ǫ : 1 → 0 and E corre-
sponding to the equations of an extraspecial commutative Frobenius monoid on
morphisms built from these generators.
Definition 6.10. Let FinCorel◦ be the symmetric monoidal subcategory of
FinCorel whose objects are 0, 2, 4, ... and whose morphisms are generated by
composing and tensoring {m2, i2, δ2, ǫ2, µ2, ι2, d2, e2} in FinCorel.
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FinCorel◦ is equivalent to a prop since the objects are generated by 2.
Conjecture 6.11. The prop FinCorel◦ can be presented with 8 generators corre-
sponding to {m2, i2, δ2, ǫ2, µ2, ι2, d2, e2} and equations corresponding to the equa-
tions shown in Theorem 3.1, Theorem 4.1, and Theorem 5.3.
By definition, given a symmetric monoidal functor F : FinCorel◦ → C, the
object F (2) together with the associated morphisms obey the required equa-
tions. However, the converse is once again much more difficult to show.
We shall see that this prop is useful for transforming typical bond graph dia-
grams into circuit diagrams. This is due to the fact that when restricting only to
the multiplication and comultiplication morphisms, together with the allowable
ways of combining bond graphs, all of the desired properties are obeyed. It is
only when we throw in the other morphisms and the other ways of composing
that there are issues.
Another consequence of Corollary 6.8 is that morphisms of props can be
defined on generators as long the the equations hold in the image. That is– to
get a functor F : T → T ′ for props presented by (E,Σ) and (E′,Σ′) we need
only define F (Σ) and check that the equations from E hold in T ′ between the
morphisms built from those in F (Σ).
Similarly, since an algebra of a prop T presented by (Σ, E) corresponds to
some type of object, if we have an example of such an object in symmetric
monoidal category, then this also defines a functor. In other words, given an
object c ∈ C equipped with morphisms obeying equations corresponding to
those in E, then there is a unique functor F : T → C such that F (1) = c.
The props we have looked at and the props to come are also dagger compact
categories. Thus we need to define morphisms of props which also preserve the
dagger structure.
Definition 6.12. A symmetric monoidal dagger functor is a symmetric
monoidal functor F : C → D between dagger compact categories such that
F ((−)†) = (F (−))†, µx,y : F (x) ⊗ F (y) → F (x ⊗ y) is unitary for all x, y ∈ C,
and η : I → F (I) is unitary. A dagger morphism of props is a morphism of
props F between props such that F ((−)†) = (F (−))†.
7 Lagrangian Relations
Any circuit can be associated with a space of possible potential and current pairs,
which is then called the “behavior” of the circuit. When we say that a circuit is
determined by the underlying corelation we mean that the corelation completely
determines the behavior. Similarly, any bond graph can be associated with a
space of possible effort and potential pairs, which is called the behavior of the
bond graph. These are “Lagrangian subspaces” of a symplectic vector space.
Definition 7.1. A symplectic vector space V over a field k is a finite-
dimensional vector space equipped with a symplectic structure ω, meaning
a map ω : V × V → k that is:
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• bilinear,
• alternating: ω(v, v) = 0 for all v ∈ V ,
• nondegenerate: if ω(u, v) = 0 for all u ∈ V then v = 0.
There is a standard way to make k ⊕ k into a symplectic vector space, namely:
ω((u, v), (u′, v′)) = u′v − uv′.
Given two symplectic vector spaces (V1, ω1) and (V2, ω2), we give their direct
sum the symplectic structure:
(ω1 ⊕ ω2)((u1, u2), (v1, v2)) = ω1(u1, v1) + ω2(u2, v2).
Definition 7.2. For any subspace W ⊆ V , its ω-orthogonal subspace is
W⊥ = {v ∈ V |∀u ∈ W ω(v, u) = 0}.
This subspace has the property that (W⊥)⊥ =W and dim(W )+dim(W⊥) =
dim(V ). It is different from the usual orthogonal space in that W ∩W⊥ need
not be trivial.
Definition 7.3. We say that a subspace W is:
• isotropic if W ⊆W⊥,
• coisotropic if W⊥ ⊆W ,
• Lagrangian if W =W⊥.
Definition 7.4. Given a symplectic structure ω on a vector space V , we define
its conjugate to be the symplectic structure ω = −ω, and write the conjugate
symplectic vector space (V, ω) as V .
Recall that relations R ⊆ X ×Y are generalizations of functions f : X → Y .
Extending this idea we can think of Lagrangian subspaces as a type of arrow.
Definition 7.5. A Lagrangian relation L : V1 → V2 is a Lagrangian subspace
L ⊆ V1 ⊕ V2.
Composition of Lagrangian relations is done by composing the underlying
relations. We need to take the conjugate of the first space for the composition
of Lagrangian relations to be Lagrangian. This fact is well-known, though the
proof is nontrivial [4]. This is enough to define a category.
Definition 7.6. Let LagRelk be the category with symplectic vector spaces
(k2n, ω) for n ∈ N as objects and Lagrangian relations L : k2n → k2m as mor-
phisms.
Remark 7.7. LagRelk is also dagger compact and is equivalent to a prop by
Proposition 6.3 with generating object k ⊕ k. From now on we use LagRelk to
mean the equivalent prop. If L : V1 → V2 then f
† : V2 → V1 is the same relation
with the inputs and outputs exchanged.
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Baez and Erbele [7] showed that k can be equipped with two different ex-
traspecial commutative Frobenius monoid structures in the category FinRelk,
which has finite dimensional vector spaces as objects and linear relations as
morphisms. We call these the duplicative Frobenius structure on k and the
additive Frobenius structure on k. The duplicative Frobenius structure is
k equipped with these linear relations:
• as comultiplication, the linear map called duplication:
∆: k → k ⊕ k
φ 7→ (φ, φ)
• as counit, the linear map called deletion:
! : k → {0}
φ 7→ 0
• as multiplication, the linear relation called coduplication:
∆† : k 9 k ⊕ k
∆† = {(I, I, I) : I ∈ k} ⊆ k ⊕ (k ⊕ k)
• as unit, the linear relation called codeletion:
!† : k 9 {0}
!† = {(φ, 0)} ⊆ k ⊕ {0}
The additive Frobenius structure is k equipped with these linear relations:
• as multiplication, the linear map called addition:
+: k ⊕ k → k
(I1, I2) 7→ I1 + I2
• as unit, the linear map called zero:
0 : {0} → k
0 7→ 0
• as comultiplication, the linear relation called coaddition:
+† : k 9 k ⊕ k
+† = {(I1 + I2, I1, I2) : I1, I2 ∈ k} ⊆ k ⊕ (k ⊕ k)
• as counit, the linear relation called cozero:
0† : k 9 {0}
0† = {(0, 0)} ⊆ k ⊕ {0}
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By tensoring the two extraspecial commutative Frobenius monoids in FinRelk:
(k,∆†, !†,∆, !)
and
(k,+, 0,+†, 0†)
we construct one in LagRelk:
(k ⊕ k,∆† ⊕+, !† ⊕ 0,∆⊕+†, !⊕ 0†).
Baez and the author [2] proved there is a unique morphism of props
K : FinCorel→ LagRelk
defined byK(1) = k⊕k such thatK(m) = ∆†⊕+, K(i) =!†⊕0,K(d) = ∆⊕+†,
and K(e) =!⊕ 0†. In other words the Frobenius monoid (1,m, i, d, e) is sent to
the Frobenius monoid (k ⊕ k,∆† ⊕ +, !† ⊕ 0,∆ ⊕ +†, ! ⊕ 0†). Further, K is a
dagger morphism of props because the dagger structure for both categories is
the act of formally exchanging inputs and outputs. More explicitly, the functor
does the following on generators of FinCorel:
K(m) = {(φ1, I1, φ2, I2, φ3, I3) : φ1 = φ2 = φ3, I1 + I2 = I3}
= ∆† ⊕+: k4 → k2
K(i) = {(φ2, I2) : I2 = 0}
= !† ⊕ 0: {0} → k2
K(d) = {(φ1, I1, φ2, I2, φ3, I3) : φ1 = φ2 = φ3, I1 = I2 + I3}
= ∆⊕ +† : k2 → k4
K(e) = {(φ1, I1) : I1 = 0}
= !⊕ 0† : k2 → {0}
This says that the potential on connected wires in a circuit must be equal,
while the sum of the input current is equal to the sum of the output current for
connected wires. Given a circuit in Circ and the composite
KH ′H : Circ→ LagRelk
we get the behavior of the circuit, which is completely determined by the under-
lying corelation of the circuit. In Section 8 we shall see how this functor acts on
FinCorel◦, but for now we continue to study LagRelk in order to define another
category with morphisms acting like bond graphs.
A bond graph has an associated Lagrangian subspace consisting of effort
and flow pairs. The junctions impose equations that determine Lagrangian
subspaces, which can all be written in terms of the additive and duplicative
structures.
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The junction:
0
is associated with the Lagrangian subspace:
∆† ⊕+ = {(E1, . . . , F3) : E1 = E2 = E3, F1 + F2 = F3, } : k
4 → k2
The junction:
0
is associated with the Lagrangian subspace:
∆⊕+† = {(E1, . . . , F3) : E1 = E2 = E3, F1 = F2 + F3} : k
2 → k4
The junction:
1
is associated with the Lagrangian subspace:
+⊕∆† = {(E1, . . . , F3) : E1 + E2 = E3, F1 = F2 = F3} : k
4 → k2
The junction:
1
is associated with the Lagrangian subspace:
+† ⊕∆ = {(E1, . . . , F3) : E1 = E2 + E3, F1 = F2 = F3} : k
2 → k4
Now notice that (k ⊕ k,∆† ⊕ +, !† ⊕ 0,∆ ⊕ +†, ! ⊕ 0†) is an extraspecial
commutative Frobenius monoid and its multiplication and comultiplication cor-
respond to the two types of 0-junctions. This hints at a way to define unary
0-junctions corresponding to the unit and counit.
We associate the unit:
!† ⊕ 0 = {(E,F ) : F = 0} : {0} → k2
to the bond graph:
0
The counit:
!⊕ 0† = {(E,F ) : F = 0} : k2 → {0}
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is associated with:
0
By tensoring we construct another extraspecial commutative Frobenius monoid
(k⊕k,+⊕∆†, 0⊕!†,+†⊕∆, 0†⊕!). We use this one to define unary 1-junctions.
The unit:
0 ⊕ !† = {(E,F ) : E = 0} : {0} → k2
is drawn as:
1
The counit:
0† ⊕ ! = {(E,F ) : E = 0} : k2 → {0}
is drawn as:
1
Since these Frobenius monoids are built using the equations that define 0-
and 1-junctions it is no surprise that they correspond to these junctions. How-
ever, when the morphisms from the two Frobenius monoids interact something
unexepcted occurs. They obey relations which are too strong.
Theorem 7.8. We have two extraspecial commutative Frobenius monoids
• (k ⊕ k,∆† ⊕+, !† ⊕ 0,∆⊕+†, !⊕ 0†)
• (k ⊕ k,+⊕∆†, 0⊕!†,+† ⊕∆, 0†⊕!)
which come together as two bimonoids
• (k ⊕ k,∆† ⊕+, !† ⊕ 0,+† ⊕∆, 0†⊕!)
• (k ⊕ k,+⊕∆†, 0⊕!†,∆⊕+†, !⊕ 0†).
Additionally:
(∆† ⊕+) ◦ (+† ⊕∆) = ((+ ⊕∆†) ◦ (∆⊕+†))−1
Proof. These facts follow from relations shown by Bonchi, Sobocin´ski, and
Zanasi [7].
In a bimonoid there are laws governing both the interaction of the unit and
comulitiplication and the interaction of the counit and multiplication. These
two laws do not describe the way that a unary 1-junction would interact with a
0-junction or vice-versa. Regardless, we define another category using the above
ideas.
Definition 7.9. Let LagRel◦k be the subcategory of LagRelk generated by the
8 morphisms:
(∆† ⊕+, !† ⊕ 0,∆⊕+†, !⊕ 0†,+⊕∆†, 0⊕!†,+† ⊕∆, 0†⊕!)
Note that LagRel◦k is equivalent to a prop. Henceforth we refer to this prop as
LagRel◦k.
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Conjecture 7.10. We conjecture that LagRel◦k is presented by generators and
equations corresponding to Theorem 7.8.
To summarize the two approaches we say that FinCorel◦ correctly captures
the interaction between 1- and 0-junctions, while LagRel◦k correctly captures
the behavior of each junction separately.
8 Functors for Bond Graphs
Using the framework of props we can easily describe a category having only the
relations that appear in both categories.
Definition 8.1. Let BondGraph be the prop generated by the 8 morphisms:
1
M : 2 → 1
1
I : 0 → 1
1
D : 1 → 2
1
E : 1 → 0
0
M ′ : 2 → 1
0
I′ : 0 → 1
0
D′ : 1 → 2
0
E′ : 1 → 0
such that:
• (1,M, I,D,E) is an extraspecial symmetric Frobenius monoid.
1
1
= = 1
1
1
1
=
1
1
1 1 = 1 1
1
1
= = 1
1
1
1
=
1
1
1
1
11 ==
1
1
11 = 1 1 =
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• (1,M ′, I ′, D′, E′) is an extraspecial symmetric Frobenius monoid.
0
0
= = 0
0
0
0
=
0
0
0 0 = 0 0
0
0
= = 0
0
0
0
=
0
0
0
0
00 ==
0
0
00 = 0 0 =
• (1,M, I,D′, E′) is a weak bimonoid.
10
10
= 01
1 0 = 0
1
1
0
0
= 0
1
1
0
0
01 = 1
0
0
1
1
= 1
0
0
1
1
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• (1,M ′, I ′, D,E) is a weak bimonoid.
01
01
= 10
0 1 = 1
0
0
1
1
= 1
0
0
1
1
10 = 0
1
1
0
0
= 0
1
1
0
0
• E ◦ I ′ = id0 = E
′ ◦ I
01 = = 10
• (M ′ ◦D ◦M ◦D′)2 =M ′ ◦D ◦M ◦D′
I.e., this morphism:
1 1 00
is idempotent.
• (M ◦D′ ◦M ′ ◦D)2 =M ◦D′ ◦M ′ ◦D
I.e., this morphism:
0 0 11
is idempotent.
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Further, we equip BondGraph with a dagger structure where if f : m→ n is
a morphism then f † : n → m is the vertical reflection of f . This is the unique
way to make this prop into a symmetric monoidal dagger category such that
M † = D, I† = E, M ′† = D′, I ′† = E′.
We take the composite of K : FinCorel→ LagRelk and the inclusion functor
i : FinCorel◦ → FinCorel which results in
Ki : FinCorel◦ → LagRelk.
We may describe this functor in a simple way using props.
Proposition 8.2. Ki : FinCorel◦ → LagRelk is a symmetric monoidal dagger
functor that is determined by the following:
Ki(m2) = {(φ1, . . . , I6) : φ1 = φ5, I1 = I5, φ4 = φ6, I4 = I6, φ2 = φ3, I2 + I3 = 0}
: k8 → k4
Ki(i2) = {(φ1, I1, φ2, I2) : I1 + I2 = 0, φ1 = φ2}
: {0} → k4
Ki(µ2) = {(φ1, . . . , I6) : φ1 = φ3 = φ5, φ2 = φ4 = φ6, I1 + I3 = I5, I2 + I4 = I6}
: k8 → k4
Ki(ι2) = {(φ1, I1, φ2, I2) : I1 = 0, I2 = 0}
: {0} → k4
Proof. Ki is a symmetric monoidal dagger functor since K is. It is tedious,
but not difficult, to check that Ki does act on the morphisms m2, i2, µ2, ι2 in
the above way. We just write them in terms of m, d, i, e and then compose the
results in LagRelk. Since Ki is a dagger functor the following is a consequence:
Ki(d2) = {(φ1, . . . , I6) : φ1 = φ3, I1 = I3, φ2 = φ6, I2 = I6, φ4 = φ4, I4 + I5 = 0}
: k4 → k8
Ki(e2) = {(φ1, I1, φ2, I2) : I1 + I2 = 0, φ1 = φ2}
: k4 → {0}
Ki(δ2) = {(φ1, . . . , I6) : φ1 = φ3 = φ5, φ2 = φ4 = φ5, I1 = I3 + I5, I2 = I4 + I6}
: k4 → k8
Ki(ǫ2) = {(φ1, I1, φ2, I2) : I1 = 0, I2 = 0}
: k4 → {0}.
The only thing to show is that the above 8 morphisms are enough to define
Ki : FinCorel◦ → LagRelk. We have that (k ⊕ k,∆
† ⊕+,∆⊕+†, !† ⊕ 0, !⊕ 0†)
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is an extraspecial commutative Frobenius monoid in LagRelk. Just as we built
two monoids on 2 from 1 ∈ FinCorel, we use the same constructions for k ⊕ k,
to give us two monoid structures on (k⊕k)2. The subspaces associated to these
monoids are the same subspaces which our morphisms are sent to.
In other words the two monoids are:
((k ⊕ k)2,Ki(m2),Ki(i2),Ki(d2),Ki(e2))
and
((k ⊕ k)2,Ki(µ2),Ki(ι2),Ki(δ2),Ki(ǫ2)).
In the same way we figured out the additional equations for the morphisms
associated to the monoids in FinCorel one can show that these subspaces obey
at least the same equations. There may be more equations, but this does not
matter. Similarly, we have the weak bimonoid laws and the additional laws
given in 5.3. Since all of the equations hold, this defines a functor using the
equivalent props.
So far we have the following diagram of symmetric monoidal dagger functors
between props:
LagRel◦
k
LagRel
FinCorel◦ FinCorel
i′
i
K
By using BondGraph we can extend this to a diagram that commutes up to a
natural transformation.
Proposition 8.3. There exist unique dagger morphisms of props G : BondGraph→
FinCorel◦ and F : BondGraph→ LagRel◦k defined by:
• G(M) = m2
G : 1
✤ //
• G(I) = i2
G : 1
✤ //
• G(M ′) = µ2
G : 0
✤ //
• G(I ′) = ι2
G : 0
✤ //
• F (M) = +⊕∆†
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F : 1
✤ // +⊕∆†
• F (I) = 0 ⊕ !†
F : 1
✤ // 0 ⊕ !†
• F (M ′) = ∆† ⊕+
F : 0
✤ // ∆† ⊕+
• F (I ′) =!† ⊕ 0
F : 0
✤ // !† ⊕ 0
Proof. We first prove uniqueness of G. Suppose that G is a dagger morphism
of props such that G(M) = m2, G(I) = i2, G(M
′) = µ2, and G(I
′) = ι2 as
pictured above. Note that since G is a dagger functor, G must do the following
to the other 4 generators:
• G(D) = d2
G : 1
✤ //
• G(E) = e2
G : 1
✤ //
• G(D′) = δ2
G : 0
✤ //
• G(E′) = ǫ2
G : 0
✤ //
We know what G does to all 8 generators, so G is the unique morphism
of props acting in this way on those generators. Similarly F is the unique
morphism of props such that F (M) = +⊕∆†, F (I) = 0⊕!†, F (M ′) = ∆† ⊕+,
and F (I ′) =!† ⊕ 0. On the other generators, F acts as follows:
• F (D) = ∆⊕+†
F : 1
✤ // ∆⊕+†
• F (E) =!⊕ 0†
F : 1
✤ // !⊕ 0†
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• F (D′) = +† ⊕∆
F : 0
✤ // +† ⊕∆
• F (E′) = 0†⊕!
F : 0
✤ // 0† ⊕ !
Next we show that these dagger morphisms of props exist. Let G be defined
on the generators of BondGraph as described above. We must show that the
necessary relations hold in FinCorel◦. Most of the required relations have been
shown or follow immediately from what has been shown. The only ones to check
are the idempotency laws:
• (G(M ′) ◦G(D) ◦G(M) ◦G(D′))2 = G(M ′) ◦G(D) ◦G(M) ◦G(D′)
• (G(M) ◦G(D′) ◦G(M ′) ◦G(D))2 = G(M) ◦G(D′) ◦G(M ′) ◦G(D)
We have that :
(G(M ′) ◦G(D) ◦G(M) ◦G(D′))2 = (µ2 ◦ d2 ◦m2 ◦ δ2) ◦ (µ2 ◦ d2 ◦m2 ◦ δ2)
= (µ2 ◦ d2 ◦ µ2 ◦ d2) ◦ (m2 ◦ δ2 ◦m2 ◦ δ2)
= (µ2 ◦ d2 ◦m2 ◦ δ2)
= G(M ′) ◦G(D) ◦G(M) ◦G(D′)
One can similarly show (G(M) ◦ G(D′) ◦ G(M ′) ◦ G(D))2 = G(M) ◦ G(D′) ◦
G(M ′) ◦ G(D). Thus such a morphism of props exists. Next we show that
F exists. Once again we define it on the generators as above and check the
necessary relations. The only ones left to check are again the idempotency laws:
• (F (M ′) ◦ F (D) ◦ F (M) ◦ F (D′))2 = F (M ′) ◦ F (D) ◦ F (M) ◦ F (D′)
• (F (M) ◦ F (D′) ◦ F (M ′) ◦ F (D))2 = F (M) ◦ F (D′) ◦ F (M ′) ◦ F (D)
We have that:
F (M ′) ◦ F (D) ◦ F (M) ◦ F (D′) = (+ ⊕∆†) ◦ (∆⊕+†) ◦ (∆† ⊕+) ◦ (+† ⊕∆)
= id2
Since id2 ◦ id2 = id2, we get:
(F (M ′) ◦ F (D) ◦ F (M) ◦ F (D′))2 = F (M ′) ◦ F (D) ◦ F (M) ◦ F (D′).
Similarly one can show that:
(F (M) ◦ F (D′) ◦ F (M ′) ◦ F (D))2 = F (M) ◦ F (D′) ◦ F (M ′) ◦ F (D).
Thus F is a morphism of props. Note that if f is a morphism in BondGraph
then f † is the vertical reflection of f . The dagger structure associated to both
FinCorel◦ and LagRel◦k are also vertical reflections. Thus both functors preserve
the dagger structure of BondGraph and thus they are both dagger morphisms
of props.
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We have now assembled the following diagram where the arrows are sym-
metric monoidal dagger functors:
LagRel◦
k
LagRelk
BondGraph
FinCorel◦ FinCorel
i′
F
G
i
K
This does not commute. However, we shall prove that it commutes up to a
natural transformation. The idea is that FinCorel◦ is the category that allows
us to understand bond graphs in terms of potential and current, while LagRel◦k
is the category that allows us to understand bond graphs in terms of effort and
flow. Then the Lagrangian relation relating potential and current to effort and
flow:
{(V, I, φ1, I1, φ2, I2)|V = φ2 − φ1, I = I1 = −I2}
defines a natural transformation between the functors. Recall that this comes
from voltage, the difference in potential, being a type of effort. Meanwhile, flow
at the end of a bond is defined when current on the two terminals are equal and
opposite, i.e. we have a port.
Theorem 8.4. There is a natural transformation α : i′F ⇒ KiG such that
α1 = {(V, I, φ1, I1, φ2, I2)|V = φ2 − φ1, I = I1 = −I2}
and αn =
⊕n
1 α1 for any n ∈ BondGraph.
Proof. For 1 ∈ BondGraph let α1 : k
2 → k4 be defined by:
α1 = {(V, I, φ1, I1, φ2, I2)|V = φ2 − φ1, I = I1 = −I2}.
Then we define αn =
⊕n
1 α1. Note since LagRelk is a dagger category we have
that
α
†
1 = {(φ1, I1, φ2, I2, V, I, )|V = φ2 − φ1, I = I1 = −I2}
and that α†n =
⊕n
1 α
†
1. It can be shown that α
†
n◦αn = idk2n so α
†
n is a left inverse
of αn. We want to show the following square commutes for any f : m → n in
BondGraph:
k2m
αm

i′F (f) // k2n
αn

k4n
KiG(f)
// k4m
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Thus we need to show that
i′F (f) ◦ αm = αn ◦KiG(f)
which is equivalent to showing
α†n ◦ i
′F (f) ◦ αm = KiG(f).
We proceed by showing that both sides determine monoidal functors that are
equal on identities, generators, and the braiding. Since all of the morphisms in
BondGraph are built up by starting with generators and repeatedly composing,
tensoring, and braiding, this proves that the two functors are equal.
We first show that the left side, α†n ◦KiG(f) ◦ αm, defines a functor
α† ◦KiG ◦ α : BondGraph→ LagRelk
with (α† ◦KiG ◦ α)m = k2m and
(α† ◦KiG ◦ α)f = α†n ◦KiG(f) ◦ αm
for a morphism f : m → n. It is clear that identities are preserved so to prove
it is a functor we need only show that
α†n ◦KiG(fg) ◦ αm = α
†
k ◦KiG(f) ◦ αn ◦ α
†
n ◦KiG(g) ◦ αm
for any f : n→ k and g : m→ n. We prove this inductively. First, we need that
KiG(f)αm = αnα
†
nKiG(f)αm
for any generator f : m→ n and for the braiding : 2→ 2. These calculations
are left until the end of the proof. Next we show that if
KiG(f)αa = αbα
†
bKiG(f)αa
KiG(g)αc = αdα
†
dKiG(g)αc
for two morphisms, f and g, then
KiG(f ⊕ g)αm = αnα
†
nKiG(f ⊕ g)αm.
Let f : a→ b and g : c→ d, where a+ c = m and b+ d = n. Then we get
KiG(f ⊕ g)αm = KiG(f ⊕ g) ◦ (αa ⊕ αc)
= (KiG(f)⊕ KiG(g)) ◦ (αa ⊕ αc)
= KiG(f)αa ⊕KiG(g)αc
= (αbα
†
bKiG(f)αa)⊕ (αdα
†
dKiG(g)αc)
= (αbαd)(α
†
bα
†
d)(KiG(f)⊕KiG(g))αaαc
= αnα
†
n(KiG(f)⊕KiG(g))αm
= αnα
†
nKiG(f ⊕ g)αm.
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Finally, we show that if
KiG(f)αk = αnα
†
nKiG(f)αk
KiG(g)αm = αkα
†
kKiG(g)αm
for two morphisms, f and g, then
KiG(fg)αm = αnα
†
nKiG(fg)αm.
Let f : k → n and g : m→ k.
KiG(fg)αm = KiG(f)KiG(g)αm
= KiG(f)αkα
†
kKiG(g)αm
= αnα
†
nKiG(f)αkα
†
kKiG(g)αm
= αnα
†
nKiG(f)KiG(g)αm
= αnα
†
nKiG(fg)αm.
Since any morphism in BondGraph can be built from generators and braiding
morphisms by repeatedly tensoring and composing, this shows that
KiG(f)αm = αnα
†
nKiG(f)αm
for any morphism f : m→ n. Then finally we can say that
α†n ◦KiG(fg) ◦ αm = α
†
n ◦KiG(f)KiG(g) ◦ αm
= α†n ◦KiG(f)αkα
†
kKiG(g) ◦ αm
so that we have a functor. Next we show that both functors are monoidal. It
is clear that i′F is a monoidal functor since it is the composite of two monoidal
functors. We show that α† ◦KiG ◦ α is monoidal.
For an object m in BondGraph we have (α† ◦KiG ◦ α)(m) = k2m so that
(α† ◦KiG ◦ α)(m) ⊕ (α† ◦KiG ◦ α)(n) = k2m ⊕ k2n
and
k2m ⊕ k2n ∼= k2m+2n = (α† ◦KiG ◦ α)(m+ n).
Thus for a triple of objects m,n, l the square for associativity commutes. The
unit object in LagRelk is k
0 and is equal to (α† ◦ KiG ◦ α)(0) so that unique
morphism idk0 : k
0 → k0 makes the unitality squares also commute.
Since both functors are monoidal and because of the way that morphisms
in BondGraph are built, the two functors are equal if they are equal on the
generators, the braiding, and the identities. We give the proof for the morphism
M .
α
†
1 ◦KiG(M) = {(φ5, I5, φ6, I6, V, I)|V = φ6 − φ5, I = I5 = −I6}
◦ {(φ1, . . . , I6) : φ1 = φ5
I1 = I5
φ4 = φ6
I4 = I6
φ2 = φ3
I2 + I3 = 0}.
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From relation composition this results in:
α
†
1 ◦KiG(M) = {(φ1, . . . , I4, V, I)|V = φ4 − φ1, I = I1 = −I4
I1 = I5, φ2 = φ3, I2 + I3 = 0}.
Then we compose with
α2 = {(V,
′ I ′, V ′′, I ′′, φ1, . . . , I4)|V
′ = φ2 − φ1, I
′ = I1 = −I2
V ′′ = φ4 − φ3, I
′′ = I3 = −I4}
which gives us
α
†
1 ◦KiG(M) ◦ α2 = {(V
′, I ′, V ′′, I ′′, V, I) : V ′ + V ′′ = V, I = I ′ = I ′′}.
This is the same as the Lagragian subspace
i′F (M) = {(E1, F1, E2, F2, E3, F3) : E1 + E2 = E3, F1 = F2 = F3}.
Thus the two functors are equal on all morphisms in BondGraph, which
shows that
α†n ◦ i
′F (f) ◦ αm = KiG(f)
for any morphism f ∈ BondGraph. Thus α is a natural transformation, as
desired.
Finally, we check that KiG(f)αm = αnα
†
nKiG(f)αm when f is a generator
or the braiding . Consider again the generator M : 2→ 1. We need that
KiG(M)α2 = α1α
†
1KiG(M)α2.
We have KiG(M)α2 = {(V, I, V
′, I ′, φ5, I5, φ6, I6)} such that
V + V ′ = φ6 − φ5 I = I
′ = I5 = −I6.
By composing with α†1 we get {(V, I, V
′, I ′, V ′′, I ′′)} such that
V + V ′ = φ6 − φ5 I = I
′ = I5 = −I6
V ′′ = φ6 − φ5 I
′′ = I5 = −I6.
These equations simplify to become
V + V ′ = V ′′ I = I ′ = I ′′.
Now if we compose with α1 we get {(V, I, V ′, I ′, φ7, I7, φ8, I8)} such that
V + V ′ = V ′′ I = I ′ = I ′′
V ′′ = φ8 − φ7 I
′′ = I7 = −I8
which can be reduced to
V + V ′ = φ8 − φ7 I = I7 = −I8.
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This is KiG(M)α2 with a change of names. We can see the general pattern
with just this generator. Composing with αnα
†
n simply renames the potentials
and currents without changing any of the relations. For potentials, the rela-
tions defining the subspaces deal only with the differences in potentials. Thus
by writing the difference in potential as voltage, we get relations that define
the subspace in terms of voltage. However, this does nothing because volt-
age is the difference in potential. So when we convert back to potential, the
same relations hold. A similar process ensures that the current can be renamed
through the same process without changing the subspace. With similar reason-
ing we conclude that the equation holds for the other generators as well as the
braiding.
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