Stay With Me: Lifetime Maximization Through Heteroscedastic Linear
  Bandits With Reneging by Hsieh, Ping-Chun et al.
ar
X
iv
:1
81
0.
12
41
8v
4 
 [c
s.L
G]
  1
5 M
ay
 20
19
Stay With Me: Lifetime Maximization Through
Heteroscedastic Linear Bandits With Reneging
Ping-Chun Hsieh * 1 Xi Liu * 1 Anirban Bhattacharya 2 P. R. Kumar 1
Abstract
Sequential decision making for lifetime maxi-
mization is a critical problem in many real-world
applications, such as medical treatment and port-
folio selection. In these applications, a “reneging”
phenomenon, where participants may disengage
from future interactions after observing an unsat-
isfiable outcome, is rather prevalent. To address
the above issue, this paper proposes a model
of heteroscedastic linear bandits with reneging,
which allows each participant to have a distinct
“satisfaction level,” with any interaction outcome
falling short of that level resulting in that par-
ticipant reneging. Moreover, it allows the vari-
ance of the outcome to be context-dependent.
Based on this model, we develop a UCB-type pol-
icy, namely HR-UCB, and prove that it achieves
O(√T (log(T ))3) regret. Finally, we validate
the performance of HR-UCB via simulations.
1. Introduction
Sequential decision problems commonly arise in a large
number of real-world applications. To name a few, in treat-
ment to extend the life of people with terminal illnesses,
doctors are required to make decisions on which treatments
are used for patients periodically. In portfolio selection,
fund managers need to decide which portfolios are recom-
mended to their customers every time. In cloud computing
services, the cloud platform has to determine the resources
allocated to customers given specific requirements of their
programs. Multi-armed Bandits (MAB) (Auer et al., 2002)
and one of its most famous variants “contextual bandits”
(Abbasi-Yadkori et al., 2011) have been extensively used to
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model such problems. In the modeling, available choices
are referred to as “arms” and a decision is regarded as a
“pull” of the corresponding arm. The decision is evaluated
through rewards that depend on the goal of the interaction.
In the aforementioned applications and services, a phe-
nomenon that participants may disengage from future
interactions commonly exist. Such behavior is referred
to as “churn”, “unsubscribe” or “reneging” in literature
(Liu et al., 2018). For instance, patients fail to survive the
illnesses or are unable to take more treatments due to the
deterioration of physical condition (McHugh et al., 2015).
In portfolio selection, fund managers earn money from cus-
tomer enrollment of the selection service. The return of
the selection may turn out to be loss and thus the cus-
tomer loses trust to the manager and stops using the ser-
vice (Huo & Fu, 2017). Similarly, in the cloud computing
services, the customer may feel the resource is not well al-
located and leads to an unsatisfied throughput, thus switch-
ing to another service provider (Ding et al., 2013). In other
words, the participant 1 of the interaction has a “lifetime”
that can be defined as the total number interactions between
the participant and a service provider until reneging. The
larger the number is, the “longer” participant stay with the
provider. Customer lifetime has been recognized as a crit-
ical metric to evaluate the success of many applications
such as all above application as well as the e-commerce
(Theocharous et al., 2015). Moreover, as well known, the
acquisition cost for a new customer is much higher than
an existing customer (Liu et al., 2018). Therefore, within
the applications and services, one particular vital goal is to
maximize the lifetime of customers. Our focus in this pa-
per is to learn an optimal decision policy that maximizes
the lifetime of participants in interactions.
We consider reneging behavior based on two observations.
First, in all above scenarios, the decision maker is usually
able to observe the outcome of following their suggestion,
e.g., the physical condition of the patients after the treat-
ment, the money earned from purchasing the suggested
portfolio in the account, and the throughput rate of running
the programs. Second, we observe that the participants in
1For simplicity, in this paper, we use the terms participant,
user, customer, and patients interchangeably.
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those applications are willing to reveal their satisfaction
level to the outcome of the suggestion. For instance, pa-
tients will let doctors know their expectations to the treat-
ment in physician visits. Customers are willing to inform
fund managers how much money they can afford to lose.
Cloud users share with the service providers their require-
ments of throughput performance. We consider that the
outcome of following the suggestion is a random variable
drawn from an unknown distribution that may vary under
different contexts. If the outcome falls below the satisfac-
tion level, the customer quits all future interactions; other-
wise, the customer stays. That being said, the reneging risk
is the chance that the outcome drawn from an unknown dis-
tribution falls below some threshold. Thus, learning the un-
known outcome distribution plays a critical role in optimal
decision making.
Learning the outcome distribution of following the sugges-
tion can be highly challenging due to “heteroscedasticity”,
which means the variability of the outcome varies across
the range of predictors. Many previous studies of the afore-
mentioned applications have pointed out that the distribu-
tion of the outcome can be heteroscedastic. In treatment
to a patient, it has been found the physical condition after
treatment can be highly heteroscedastic (Towse et al., 2015;
Buzaianu & Chen, 2018). Similarly, in portfolio selection
(Omari et al., 2018; Ledoit & Wolf, 2003; Jin & Lehnert,
2018), it is evenmore common that the return of investing a
selected portfolio is heteroscedastic. In cloud service, it has
been repeatedly observed that the throughput and responses
of the server can be highly heteroscedastic (Somu et al.,
2018; Niu et al., 2011; Cheng & Kleijnen, 1999). In ban-
dits setting, it means that both the mean value and the vari-
ance of the outcome depend on “context” which represents
the decision and the customer. Since the reneging risk is the
chance that the outcome is below the satisfaction level, ac-
curately estimating it now requires estimation of both mean
and variance. Such property makes it more difficult to learn
the distribution.
While MAB and contextual bandits have been successfully
applied to many sequential decision problems, they are not
directly applicable to the lifetime maximization problem
due to two major limitations. First, most of them neglect
the phenomenon of reneging that is common in real-world
applications. As a result, their objective is to maximize the
accumulated rewards collected from endless interactions.
As a comparison, our goal is to maximize the total number
of interactions where each time of interaction faces some
reneging risk. Due to that reason, conventional approaches
such as LinUCB (Chu et al., 2011) will have poor perfor-
mance in solving the lifetime maximization problem (see
Section 5 for a comparison). Second, previous studies have
usually assumed that the underlying distribution involved
in the problem is homoscedastic, i.e., its variance is in-
dependent of contexts. Unfortunately, this assumption can
be easily invalid due to the presence of heteroscedasticity
in the motivated examples considered above, e.g., patients’
health condition, portfolio return, and throughput rate.
The line of MAB research that is most relevant to the
problem is bandits models with risk management, e.g.,
variance minimization (Sani et al., 2012) and value-at-risk
maximization (Szorenyi et al., 2015; Cassel et al., 2018;
Chaudhuri & Kalyanakrishnan, 2018). However, the risks
those studies handle models the large fluctuation of col-
lected rewards and have no impact on the lifetimes of ban-
dits. This makes them unable to be applied to our problem.
Another category of relevant research is conservative ban-
dits (Kazerouni et al., 2017; Wu et al., 2016), in which a
choice will only be considered if it guarantees that the over-
all performances outperforms 1−α of baselines’. Unfortu-
nately, our problem has a higher degree of granularity, i.e.,
to avoid reneging, individual performance (performance of
each choice) is above some satisfaction level. Moreover,
none of them considers data heteroscedasticity. (A more
careful review and comparison are given in Section 2)
To overcome all these limitations, we propose a novel
model of contextual bandits that addresses the challenges
arising from reneging risk and heteroscedasticity in the
lifetime maximization problem. We call the model “het-
eroscedastic linear bandits with reneging”.
Contributions. Our research contributions are as follows:
1. Lifetime maximization is an important problem in many
real-world applications but not taken into account in the
existing bandit models. We investigate the two characters
of the problem in aforementioned applications: reneging
risk and willingness to reveal satisfaction level and propose
a behavior model of reneging.
2. In view of the two characters, we formulate a novel ban-
dits model for lifetime maximization under heteroscedas-
ticity. It is based on our model of reneging behavior and is
dubbed “heteroscedastic linear bandits with reneging.”
3. To solve the proposed model, we develop a UCB-
type policy, called HR-UCB, that is proved to achieve a
O(√T (log(T ))3) regret bound with high probability. We
evaluate the HR-UCB via comprehensive simulations. The
simulation results demonstrate that our model satisfies our
expectation of regret and outperforms conventional UCB
that ignores reneging and more complex model such as
Episodic Reinforcement Learning (ERL).
2. Related Work
There are mainly two lines of research related to our work:
bandits with risk management and conservative bandits.
Bandits with Risk Management.Reneging can be viewed
as a type of risk that the decision maker tries to avoid.
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The risk management in bandit problems has been studied
in terms of variance and quantiles. In (Sani et al., 2012),
mean-variance models to handle risk are studied, where
the risk refers to the variability of collected rewards. The
difference from conventional bandits is that the objective
to be maximized is a linear combination of mean reward
and variance. Subsequent studies (Szorenyi et al., 2015;
Cassel et al., 2018) propose a quantile (value at risk) to re-
place the mean-variance objective. While these studies in-
vestigate optimal policies under risk, the risks they handle
are different from ours, in the sense that the risks usually
relate to variability of rewards and have no impact on the
lifetime of bandits. Moreover, their approaches to handle
the risk are based on more straightforward statistics, while,
in our problem, the reneging risk is relatively complex, i.e.,
it comes from the probability that the outcome of following
a suggestion is below a satisfaction level. Therefore, their
models cannot be used to solve our problem.
Conservative Bandits. In contrast to those works, con-
servative bandits (Kazerouni et al., 2017; Wu et al., 2016)
control the risk by requiring that the accumulated rewards
while learning the optimal policy be above those of base-
lines. Similarly, in (Sun et al., 2017), each arm is associ-
ated with some risk; safety is guaranteed by requiring the
accumulated risk to be below a given budget. Unfortunately,
our problem has a higher degree of granularity. The partici-
pants in our problem are more sensitive to bad suggestions.
One time of bad decision may incur reneging and brings the
interactions to an end, e.g., one bad treatment makes a pa-
tient die. Moreover, their models assume homoscedasticity,
while we allow the variance to depend on the context.
The satisfaction level in our model has the flavor of thresh-
olding bandits. Different from us, the thresholds in the ex-
isting literature are mostly used to model reward generation.
For instance, in (Abernethy et al., 2016), an action induces
a unit payoff if the sampled outcome exceeds a threshold.
In (Jain & Jamieson, 2018), no rewards can be collected un-
til the total number of successes exceeds the threshold.
In terms of the problem in this paper, the most relevant one
that has been studied is in (Schmit & Johari, 2018). Com-
pared to it, our paper has three salient differences. First, it
has a very different setting of reneging modeling: each de-
cision is represented by a real number; reneging happens as
long as the pulled arm exceeds a threshold. As a compari-
son, we represent each decision by a high-dimensional con-
text vector; reneging happens if the outcome of following a
suggestion is not satisfying. Second, it couples the reneging
with the reward generation. The “rewards” in our modeling
can be regarded as the lifetime while the reneging is sepa-
rately captured by the outcome distribution. Third, it fails
to take into account the data heteroscedasticity in the afore-
mentioned applications. By contrast, we investigate the im-
pacts of that and our model well addresses it.
In terms of bandits under heteroscedasticity, to the best
of our knowledge, only one very recent paper discusses
that (Kirschner & Krause, 2018). Compared to it, our paper
has two salient differences. First, we address heteroscedas-
ticity under the presence of reneging. The presence of
reneging makes the learning problem more challenging
as the learner has to always be prepared that plans for
the future may not be carried out. Second, the solution
in (Kirschner & Krause, 2018) is based on information di-
rected sampling. In contrast, in this paper, we present a het-
eroscedastic UCB policy that is efficient, easier to imple-
ment, and can achieve sub-linear regret. The reneging prob-
lem can also be approximated by an infinite-horizon ERL
problem (Modi et al., 2018; Hallak et al., 2015). Compared
to it, our solution has two distinct features: (a) the reneging
behavior and heteroscedasticity are explicitly addressed in
our model, (b) the context information is leveraged in learn-
ing policy design.
3. Problem Formulation
In this section, we describe the formulation of the het-
eroscedastic linear bandits with reneging. To incorporate
reneging behavior into the bandit model, we address the
problem in the following stylized manner: The users arrive
at the decision maker one after another and are indexed by
t = 1, 2, · · · . For each user t, the decision maker interacts
with the user in discrete rounds by selecting one action in
each round sequentially until the user t reneges on interact-
ing with the decision maker. Let st denote the total number
of rounds experienced by the user t. Note that st is a stop-
ping time which depends on the reneging mechanism that
will be described shortly. Since the decision maker interacts
with one user at a time, all the actions and the correspond-
ing outcomes regarding user t are determined and observed,
before the next user t+ 1 arrives.
Let A be the set of available actions of the decision maker.
Upon the arrival of each user t, the decision maker ob-
serves a set of contexts Xt = {xt,a}a∈A, where each con-
text xt,a ∈ Xt summarizes the pair-wise relationship2 be-
tween the user t and the action a. Without loss of gener-
ality, we assume that for any user t and any action a, we
have ‖xt,a‖2 ≤ 1, where ‖ · ‖2 denotes the ℓ2-norm. Af-
ter observing the contexts, the decision maker selects an
action a ∈ A and observes a random outcome rt,a. We as-
sume that the outcomes rt,a are conditionally independent
random variables given the contexts and are drawn from an
2For example, in recommender systems, one way to construct
a such pair-wise context is to concatenate the feature vectors of
each individual user and each individual action.
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outcome distribution that satisfies:
rt,a := θ
⊤
∗ xt,a + ε(xt,a) (1)
ε(xt,a) ∼ N
(
0, σ2(xt,a)
)
(2)
σ2(xt,a) := f(φ
⊤
∗ xt,a), (3)
where N (0, σ2) denotes the Gaussian distribution with
zero mean and variance σ2, and θ∗, φ∗ ∈ Rd are unknown,
but known to have the norm bounds as ||θ∗||2 ≤ 1 and
||φ∗||2 ≤ L. Although, for simplicity of discussion, here
we focus on Gaussian noise, all of our analysis can be ex-
tended to sub-Gaussian outcome distribution of the form
ψσ(x) = (1/σ)ψ((x − µ)/σ), where ψ is a known sub-
Gaussian density with unknown parameters µ, σ. This fam-
ily includes truncated distributions and mixtures, thus al-
lowing multi-modality and skewness. The parameter vec-
tors θ∗ ∈ Rd and φ∗ ∈ Rd will be learned by the deci-
sion maker during interactions with the users. The function
f(·) : R → R is assumed to be a known linear function
with a finite positive slope Mf such that f(z) ≥ 0, for all
z ∈ [−L,L]. One example that satisfies the above condi-
tions is f(z) = z + L. Note that the mean and variance of
the outcome distribution satisfy
E[rt,a|xt,a] := θ⊤∗ xt,a, (4)
V[rt,a|xt,a] := f(φ⊤∗ xt,a). (5)
Since φ⊤∗ xt,a is bounded over all possible φ∗ and xt,a, we
know that f(φ⊤∗ xt,a) is also bounded, i.e. f(φ
⊤
∗ xt,a) ∈
[σ2min, σ
2
max] for some σmin, σmax > 0, for all φ∗ and xt,a
defined above. This also implies that ε(xt,a) is σ
2
max-sub-
Gaussian, for all xt,a.
The minimal expectation in an interaction of a user is char-
acterized by its satisfaction level. Let βt ∈ R denote the
satisfaction level of user t. We assume that satisfaction lev-
els of users, like the pair-wise contexts, are available before
interacting with them. Denote by r
(i)
t the observed outcome
at round i of user t. When r
(i)
t is below βt, reneging occurs
and the user drops out from any future interaction. Suppose
that at round i, action a is selected for user t, then the risk
that reneging occurs is
P(r
(i)
t < βt|xt,a) = Φ
( βt − θ⊤∗ xt,a√
f(φ⊤∗ xt,a)
)
, (6)
where Φ(·) is the cumulative density function (CDF) for
N (0, 1). Without loss of generality, we also assume that βt
is lower bounded by −B for some B > 0. Recall that st
denotes the number of rounds experienced by user t. Given
the reneging behavior modeled above, st is the stopping
time that represents the first time that the outcome r
(i)
t is
below the satisfaction level βt, i.e. st := min{i : r(i)t <
βt}. Illustrative examples of heteroscedasticity and reneg-
ing risk are shown in Figure 1. In Figure 1(a), the variance
of the outcome distribution gradually increases as the value
of the one-dimensional context xt,a increases. Figure 1(b)
shows the outcome distributions of the two actions for a
user. Specifically, the outcome distribution P1 has mean µ1
and variance σ21 , and mean µ2 and variance σ
2
2 for P2. As
the two distributions correspond to the same user (but for
different actions), they face the same satisfaction level β. In
this example, the reneging risk P2(r < β) (the blue shaded
area) is higher than P1(r < β) (the red shaded area).
(a) Example of heteroscedasticity (b) Example of reneging risk
Figure 1. Illustrated examples for heteroscedasticity and reneging
risk under presence of heteroscedasticity. (ψ(·) is the probability
density function.)
A policy π ∈ Π is a rule for selecting an action at each
round for a user based on the preceding interactions with
that user and other users, where Π denotes the set of all
admissible policies. Let πt = {xt,1, xt,2, · · · } denote the
sequence of contexts that correspond to the actions for
user t under policy π. Let R
pi
t denote the expected life-
time of user t under the action sequence πt. Then the
total expected lifetime of T users can be represented by
Rpi(T ) = ∑Tt=1Rpitt . Define π∗ as the optimal policy
in terms of total expected lifetime among admissible poli-
cies, i.e. π∗ = argmaxpi∈ΠRpi(T ). We are ready to define
the pseudo regret of the heteroscedastic linear bandits with
reneging for a policy π as
RegretT := Rpi
∗
(T )−Rpi(T ). (7)
The objective of the decision maker is to learn a policy that
achieves as minimal a regret as possible.
4. Algorithms and Results
In this section, we present a UCB-type algorithm for het-
eroscedastic linear bandits with reneging. We start by intro-
ducing general results on heteroscedastic regression.
4.1. Heteroscedastic Regression
In this section, we consider a general regression problem
with heteroscedasticity.
4.1.1. GENERALIZED LEAST SQUARES ESTIMATORS
With a slight abuse of notation, let {(xi, ri) ∈ Rd ×R}ni=1
be a sequence of n pairs of context and outcome that
are realized by a user’s actions. Recall from (1)-(3) that
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ri = θ
⊤
∗ xi + ε(xi) and ε(xi) ∼ N
(
0, f(φ⊤∗ xi)
)
with un-
known parameters θ∗ and φ∗. Note that, given the contexts
{xi}ni=1, ε(x1), · · · , ε(xn) are mutually independent. Let
r = (r1, · · · , rn)⊤ and ε = (ε(x1), · · · , ε(xn)) be the
row vectors of the n outcome realizations and the devia-
tions from the mean, respectively. Let Xn be an n × d
matrix in which the i-th row is x⊤i , for all 1 ≤ i ≤ n.
We use θ̂n, φ̂n ∈ Rd to denote the estimators of θ∗ and φ∗
based on the observations {(xi, ri)}ni=1, respectively.More-
over, define the estimated residual with respect to θ̂n as
ε̂(xi) = ri − θ̂⊤n xi. Let ε̂ = (ε̂(x1), · · · , ε̂(xn))⊤. Let
Id denote the d × d identity matrix, and let z1 ◦ z2 de-
note the Hadamard product of any two vectors z1, z2. We
consider the generalized least squares estimators (GLSE)
(Wooldridge, 2015) as
θ̂n =
(
X
⊤
n Xn + λId
)−1
X
⊤
n r, (8)
φ̂n =
(
X
⊤
n Xn + λId
)−1
X
⊤
n f
−1(ε̂ ◦ ε̂), (9)
where λ > 0 is some regularization parameter and f−1(ε̂ ◦
ε̂) = (f−1(ε̂(x1)2), · · · , f−1(ε̂(xn)2))⊤ is the pre-image
of the vector ε̂ ◦ ε̂.
Remark 1 Note that in (8), θ̂n is the conventional ridge
regression estimator. On the other hand, to obtain an esti-
mator φ̂n, (9) still follows the ridge regression approach,
but with two additional steps: (i) derive the estimated resid-
ual ε̂ based on θ̂n, and (ii) apply the map f
−1(·) on the
square of ε̂. Conventionally, GLSE is utilized to improve
the efficiency of estimating θ∗ under heteroscedasticity (e.g.
Chapter 8.2 of (Wooldridge, 2015)). In our problem,we use
GLSE to jointly learn θ∗ and φ∗ and thereby establish re-
gret guarantees. However, it is not immediately clear how
to obtain finite-time results regarding the confidence set for
φ̂n. This issue will be addressed in Section 4.1.2.
4.1.2. CONFIDENCE SETS FOR GLSE
In this section, we discuss the confidence sets for the es-
timators θ̂n and φ̂n described above. To simplify notation,
we define a d× d matrix Vn as
Vn =
(
X
⊤
n Xn + λId
)
. (10)
A confidence set for θ̂t was introduced in
(Abbasi-Yadkori et al., 2011). For convenience, we
restate these elegant results in the following lemma.
Lemma 1 (Theorem 2 in (Abbasi-Yadkori et al., 2011))
For all n ∈ N, define
α(1)n (δ) = σ
2
max
√
d log
(n+ λ
δλ
)
+ λ1/2. (11)
For any δ > 0, we have
P
{∥∥∥θ̂n − θ∗∥∥∥
Vn
≤ α(1)n (δ), ∀n ∈ N
}
≥ 1− δ, (12)
where ‖x‖
Vn
=
√
x⊤Vnx is the induced vector norm of
vector x with respect to Vn.
Next, we derive the confidence set for φ̂n. Define
α(2)(δ) =
√
2d(σ2max)
2
(( 1
C2
ln(
C1
δ
)
)2
+ 1
)
, (13)
α(3)(δ) =
√
2dσ2max ln
(d
δ
)
, (14)
where C1 and C2 are some universal constants that will be
described in Lemma 3. The following is the main theorem
on the confidence set for φ̂n.
Theorem 1 For all n ∈ N, define
ρn(δ) =
1
Mf
{
α(1)n (
δ
3
)
(
α(1)n (
δ
3
) + 2α(3)(
δ
3
)
)
(15)
+ α(2)(
δ
3
)
}
+ L2λ1/2. (16)
For any δ > 0, with probability at least 1− 2δ, we have
∥∥∥φ̂n − φ∗∥∥∥
Vn
≤ ρn( δ
n2
) = O
(
log(
1
δ
) + logn
)
, ∀n ∈ N.
(17)
Remark 2 As the estimator φˆn depends on the residual
term εˆ, which involves the estimator θˆn, it is expected
that the convergence speed of φˆn would be no larger than
that of θˆn. Based on Theorem 1 along with Lemma 1, we
know that under GLSE, φˆn converges to the true value at a
slightly slower rate than θˆn.
To demonstrate the main idea behind Theorem 1, we high-
light the proof in the following Lemma 2-5. We start by
taking the inner products of an arbitrary vector x with φ̂n
and φ∗ to quantify the difference between φ̂t and φ∗.
Lemma 2 For any x ∈ Rd, we have
|x⊤φ̂n − x⊤φ̂∗| ≤ ‖x‖Vn−1
{
λ ‖φ∗‖V −1n (18)
+
∥∥X⊤n (f−1(ε ◦ ε)−Xnφ∗)∥∥Vn−1 (19)
+
2
Mf
∥∥∥X⊤n (ε ◦Xn(θ∗ − θ̂n))∥∥∥
Vn
−1
(20)
+
1
Mf
∥∥∥X⊤n (Xn(θ∗ − θ̂n) ◦Xn(θ∗ − θ̂n))∥∥∥
Vn
−1
}
. (21)
Proof. The proof is provided in Appendix A.1.
Based on Lemma 2, we provide upper bounds for the three
terms in (19)-(21) separately as follows.
Lemma 3 For any n ∈ N, for any δ > 0, with probability
at least 1− δ, we have
Mf
∥∥X⊤n (f−1(ε ◦ ε)−Xnφ∗))∥∥
Vn
−1 ≤ α(2)(δ). (22)
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Proof. We highlight the main idea of the proof. Recall that
ε(xi) ∼ N (0, φ⊤∗ xi). Therefore, ε(xi)2 is a χ21-distribution
with a scaling of f(φ⊤∗ xi). Hence, each element in (f
−1(ε◦
ε) − Xnφ∗) has zero mean. Moreover, we observe that∥∥X⊤n (f−1(ε ◦ ε)−Xnφ∗))∥∥
Vn
−1 is quadratic. Since the
χ21-distribution is sub-exponential, we utilize a proper tail
inequality for quadratic forms of sub-exponential distribu-
tions to derive an upper bound. The complete proof is pro-
vided in Appendix A.2.
Next, we derive an upper bound for (20).
Lemma 4 For any n ∈ N, for any δ > 0, with probability
at least 1− δ, we have∥∥∥X⊤n (ε ◦Xn(θ∗ − θ̂n))∥∥∥
Vn
−1 ≤ α(1)n (δ) · α(3)(δ). (23)
Proof. The main challenge is that (23) involves the prod-
uct of the residual ε and the estimation error θ∗ − θ̂n.
Through some manipulation, we can decouple ε from∥∥∥X⊤n (ε ◦Xn(θ∗ − θ̂n))∥∥∥
Vn
−1 and apply a proper tail in-
equality for quadratic forms of sub-Gaussian distributions.
The complete proof is provided in Appendix A.3.
Next, we provide an upper bound for (21).
Lemma 5 For any n ∈ N, for any δ > 0, with probability
at least 1− δ, we have∥∥∥X⊤n (Xn(θ∗ − θ̂n) ◦Xn(θ∗ − θ̂n))∥∥∥
Vn
−1 ≤ (α(1)n (δ))2.
(24)
Proof. Since (24) does not involve ε, we can simply reuse
the results in Lemma 1 through some manipulation of (24).
The complete proof is provided in Appendix A.4.
Now, we are ready to prove Theorem 1.
Proof of Theorem 1. We use λmin(·) to denote the smallest
eigenvalue of a square symmetric matrix. Recall that Vn =
λId +X
⊤
n Xn is positive definite for all λ > 0. We have
‖φ∗‖2Vn−1 ≤ ‖φ∗‖
2
2 /λmin(Vn) ≤ ‖φ∗‖22 /λ ≤ L2/λ.
(25)
By (25) and Lemmas 2-5, we know that for a given n and a
given δn > 0, with probability at least 1− δn, we have
|x⊤φ̂n − x⊤φ̂∗| ≤ ‖x‖Vn−1 · ρn(δn). (26)
Note that (26) holds for any x ∈ Rd. By substituting x =
Vn(φ̂n − φ∗) into (26), we have∥∥∥φ̂n − φ∗∥∥∥2
Vn
≤
∥∥∥Vn(φ̂n − φ∗)∥∥∥
Vn
−1
· ρn(δn). (27)
Since
∥∥∥Vn(φ̂n − φ∗)∥∥∥
Vn
−1
=
∥∥∥φ̂n − φ∗∥∥∥
Vn
, we know for
a given n and δn > 0, with probability at least 1− δn,∥∥∥φ̂n − φ∗∥∥∥
Vn
≤ ρn(δn). (28)
Finally, to obtain a uniform bound, we simply choose
δn = δ/(n
2) and apply the union bound to (28) over all
n ∈ N. Note that ∑∞n=1 δn = ∑∞n=1 δ/n2 = pi26 δ < 2δ.
Therefore, with probability at least 1 − 2δ, for all n ∈ N,∥∥∥φ̂n − φ∗∥∥∥
Vn
≤ ρn
(
δ
n2
)
.
4.2. Heteroscedastic UCB Policy
In this section, we formally introduce the proposed policy
based on the heteroscedastic regression in Section 4.1.
4.2.1. AN ORACLE POLICY
In this section, we consider a policy which has access to an
oracle with full knowledge of θ∗ and φ∗. Consider T users
that arrive sequentially. Let πoraclet = {x∗t,1, x∗t,2, · · · } be
the sequence of contexts that correspond to the actions for
the user t under an oracle policy πoracle. The oracle policy
πoracle = {πoraclet } is constructed by choosing
πoraclet = argmaxx˜t={x˜t,1,x˜t,2··· }R
x˜t
t , (29)
for each t. Due to the construction in (29), we know that
πoracle achieves the largest possible expected lifetime for
each user t, and is hence optimal in terms of pseudo-regret
defined in Section 3. By using an one-step optimality argu-
ment, it is easy to verify that πoracle is a fixed policy for each
user t, i.e. xt,i = xt,j , for all i, j ≥ 1. Let R∗t denote the
expected lifetime of user t under πoracle. We have
R
∗
t =
(
Φ
( βt − θ⊤∗ x∗t√
f(φ⊤∗ x∗t )
))−1
. (30)
Next, we derive a useful property regarding (30). For any
given β ∈ [−B,∞), define the function hβ : [−1, 1] ×
[σ2min, σ
2
max]→ R as
hβ(u, v) =
(
Φ
( β − u√
f(v)
))−1
. (31)
Note that for any given x ∈ X , hβ(θ∗⊤x, φ∗⊤x) equals the
expected lifetime of a single user with threshold β if a fixed
action with context x is chosen under parameters θ∗, φ∗.
We show that hβ(·, ·) has the following nice property.
Theorem 2 Let M be a d × d invertible matrix. For any
θ1, θ2 ∈ Rd with ‖θ1‖ ≤ 1, ‖θ2‖ ≤ 1, for any φ1, φ2 ∈ Rd
with ‖φ1‖ ≤ L, ‖φ2‖ ≤ L, for any β ∈ [−B,∞), ∀x ∈ X ,
hβ
(
θ⊤2 x, φ
⊤
2 x
)− hβ(θ⊤1 x, φ⊤1 x) ≤ (32)(
C3 ‖θ2 − θ1‖M + C4 ‖φ2 − φ1‖M
)
· ‖x‖
M−1
, (33)
where C3 andC4 are some finite positive constants that are
independent of θ1, θ2, φ1, φ2, and β.
Proof. The main idea is to apply first-order approximation
under Lipschitz continuity of hβ(·, ·). The detailed proof is
provided in Appendix A.5.
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4.2.2. THE HR-UCB POLICY
To begin with, we introduce an upper confidence bound
based on the GLSE described in Section 4.1. Note that
the results in Theorem 1 depend on the size of the set of
context-outcome pairs. Moreover, in our bandit model, the
number of rounds of each user is a stopping time and can
be arbitrarily large. To address this, we propose to actively
maintain a regression sample set S through a function Γ(t).
Specifically, we let the size of S grow at a proper rate reg-
ulated by Γ(t). One example is to choose Γ(t) = Kt for
some constant K ≥ 1. Since each user will play for at
least one round, we know |S| is at least t after interacting
with t users. We use S(t) to denote the regression sam-
ple set right after the departure of user t. Moreover, let Xt
be the matrix in which the rows are composed by the con-
texts of all the elements in S(t). Similar to (10), we define
Vt = X
⊤
t Xt+λId, for all t ≥ 1. To simplify notation, we
also define
ξt(δ) := C3α
(1)
|S(t)|(δ) + C4ρ|S(t)|(δ/|S(t)|2). (34)
For any x ∈ X , we define the upper confidence bound as
QHRt+1(x) = hβt+1
(
θ̂t
⊤
x, φ̂t
⊤
x) + ξt(δ) · ‖x‖V −1t . (35)
Note that the exploration over users, guaranteeing sublinear
regret under heteroscedasticity, is handled by encoding the
confidence bound in QHRt so that later users with similar
contexts are treated differently. Next, we show thatQHRt (x)
is indeed an upper confidence bound.
Algorithm 1 The HR-UCB Policy
1: S ← ∅, action set A, function Γ(t), and T
2: for each user t = 1, 2, · · · , T do
3: observe xt,a for all a ∈ A and reset i← 1
4: while user t stays do
5: π
(i)
t = argmaxxt,a∈Xt Q
HR
t (xt,a) (ties are bro-
ken arbitrarily)
6: apply the action π
(i)
t and observe the outcome r
(i)
t
and if the reneging event occurs
7: if |S| < Γ(t) then
8: S ← S ∪ {(x
t,pi
(i)
t
, r
(i)
t )}
9: end if
10: i← i+ 1
11: end while
12: update θ̂t and φ̂t by (8)-(9) based on S
13: end for
Lemma 6 If the confidence set conditions (12) and (17)
are satisfied, then for any x ∈ X ,
0 ≤ QHRt+1(x) − hβt+1
(
θ⊤∗ x, φ
⊤
∗ x) ≤ 2ξt(δ) ‖x‖V −1t .
Proof. The proof is provided in Appendix A.6.
Now, we formally introduce the HR-UCB algorithm.
• For each user t, HR-UCB observes the contexts of all
available actions and then chooses an action based on
the indicesQHRt that depend on θ̂t and φ̂t. To derive these
estimators by (8) and (9), HR-UCB actively maintains a
sample set S, whose size is regulated by a function Γ(t).
• After applying an action, HR-UCB observes the corre-
sponding outcome and the reneging event if any. The cur-
rent context-outcome pair will be added to S only if the
size of S is less than Γ(t).
• Based on the regression sample set S, HR-UCB updates
θ̂t and φ̂t right after the departure of each user.
The complete algorithm is shown in Algorithm 1.
Remark 3 In Algorithm 1, θ̂t and φ̂t are updated right af-
ter the departure of each user. Alternatively, θ̂t and φ̂t can
be updated whenever S is updated. While this alternative
makes slightly better use of the observations, it also incurs
more computation overhead. For ease of exposition, we fo-
cus on the ”lazy-update” version presented in Algorithm 1.
4.3. Regret Analysis
In this section, we provide regret analysis for HR-UCB.
Theorem 3 Under HR-UCB, with probability at least 1−δ,
the pseudo regret is upper bounded as
RegretT ≤
√
8ξ2T
(δ
3
)
T · d log
(T + λd
λd
)
(36)
= O
(√
T log Γ(T ) ·
(
log
(
Γ(T )
)
+ log(
1
δ
)
)2)
. (37)
By choosing Γ(T ) = KT with a constantK > 0, we have
RegretT = O
(√
T logT ·
(
log T + log(
1
δ
)
)2)
. (38)
Proof. The proof is provided in Appendix A.7.
Theorem 3 presents a high-probability regret bound. To de-
rive an expected regret bound, we can set δ = 1/T in (37)
and get O(√T (logT )3). Also note that the upper bound
(36) depends on σmax only through the pre-constant of ξT .
Remark 4 A policy that always assumes σmax as variance
tends to choose the action with the largest mean reward
since it implies a smaller reneging probability. As a result,
such type of policy incurs linear regret. This will be further
demonstrated via simulations in Section 5.
Remark 5 The regret proof still goes through for sub-
Gaussian noise by (a) reusing the same sub-exponential
concentration inequality in Lemma A.1 since the square of
an sub-Gaussian distribution is sub-exponential, (b) replac-
ing the Gaussian concentration inequality in Lemma A.3
with a sub-Gaussian one, and (c) deriving ranges of the first
two derivatives of sub-Gaussian CDF.
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Remark 6 The assumption that βt is known can be relaxed
to the case where only the distribution of βt is known. The
analysis can be adapted to this case by (a) rewriting the
reneging probability in (6) and hβ(u, v) in (31) via inte-
gration over distribution of βt, (b) deriving the correspond-
ing expected lifetime under oracle policy in (30), and (c)
reusing Theorem 1 and Lemma 1 as the GLSE does not
rely on the knowledge of βt.
Remark 7 We briefly discuss the difference between our
regret bound and the regret bounds of other related settings.
Note that if the satisfaction level βt = ∞ for all t, then
all the users will quit after exactly one round. This corre-
sponds to the conventional contextual bandits setting (e.g.
homoscedastic case (Chu et al., 2011) and heteroscedastic
case (Kirschner & Krause, 2018)). In this degenerate case,
our regret bound isO(√T (logT )·log T ), which has an ad-
ditional factor logT resulting from the heteroscedasticity.
5. Simulation Results
In this section, we evaluate the performance of HR-UCB.
We consider 20 actions available to the decision maker. For
simplicity, the context of each user-action pair is designed
to be a four-dimensional vector, which is drawn uniformly
at random from a unit ball. For the mean and variance of
the outcome distribution, we set θ∗ = [0.6, 0.5, 0.5, 0.3]⊤
and φ∗ = [0.5, 0.2, 0.8, 0.9]⊤, respectively. We consider
the function f(x) = x+ L with L = 2 andMf = 1. The
acceptance level of each user is drawn uniformly at random
from the interval [−1, 1]. We set T = 30000 throughout the
simulations. For HR-UCB, we set δ = 0.1 and λ = 1. All
the results in this section are the average of 20 simulation
trials. Recall that K denotes the growth rate of the regres-
sion sample set for HR-UCB. We start by evaluating the
pseudo regrets of HR-UCB under differentK , as shown in
Figure 2a. Note that HR-UCB achieves a sublinear regret
regardless ofK . The effect ofK is only reflected when the
number of users is small. Specifically, a smallerK induces
a slightly higher regret since it requires more users in order
to accurately learn the parameters. Based on Figure 2a, we
setK = 5 for the rest of the simulations.
Next, we compare the HR-UCB policy with the well-
known LinUCB policy (Li et al., 2010) and the CMDP pol-
icy (Modi et al., 2018). Figure 2b shows the pseudo regrets
under LinUCB, CMDP and HR-UCB. LinUCB achieves a
linear regret because it does not take into account the het-
eroscedasticity of the outcome distribution in the existence
of reneging. For each user, LinUCB simply chooses the ac-
tion with the largest predicted mean of the outcome distri-
bution. The regret attained by CMDP policy also appears
linear. This is because CMDP handles contexts by parti-
tioning the context space and then learning each partition-
induced MDP separately. Due to the continuous context
space, the CMDP policy requires numerous partitions as
well as plentiful exploration for all MDPs. To make the
comparison more fair, we consider a simpler setting with
a discrete context space of size 10 and only 2 actions (with
other parameters unchanged). In this setting, Figure 2d
shows that the regret attained by CMDP is still much larger
than that by HR-UCB and thereby shows the advantage of
the proposed solution.
As mentioned in Section 4.3, a policy (denoted by σmax-
UCB) that always assumes σmax as variance tends to
choose the action with the largest mean and thus incurs lin-
ear regret. We demonstrate the statement in experiments
shown by Figure 2c, where the σmax-UCB policy attains a
linear regret vs. HR-UCB achieves a sublinear and much
smaller regret. Through simulations, we validate that HR-
UCB achieves the regret performance as discussed in Sec-
tion 4.
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Figure 2. Comparison of pseudo regrets.
6. Concluding Remarks
There are several ways to extend the studies in this pa-
per. First, the techniques used to estimate heteroscedas-
tic variance and establishing sub-linear regret under the
presence of heteroscedasticity can be extended to other
variance-sensitive bandit problems, e.g., risk-averse bandits
and thresholding bandits. Second, the studies can be easily
adapted to another objective - maximizing total collected
rewards by: (a) replacing hβ(u, v) in (30) with hˆβ(u, v) =
u · hβ(u, v), (b) reusing Theorem 1 and Lemma 1, and (c)
making minor changes to constants C3, C4 in (33). Third,
another promising extension is to use active-learning to up-
date sample set S (Riquelme et al., 2017). To provide theo-
retical guarantees, these active-learning approaches often
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assume that arriving contexts are i.i.d. In contrast, since
that assumption can be easily invalid (e.g., it is adversar-
ial), we establish the regret bound without making any such
assumption. Finally, in this paper, the problem of knowl-
edge transfer across users is given more importance than
learning for a single user. This is because, compared to
the population of potential users, a user’s lifetime is mostly
short. Therefore, another possible extension is to take into
account the exploration during the lifetime of each individ-
ual user.
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A. Appendix
A.1. Proof of Lemma 2
Proof. Recall that Vn =
(
X⊤n Xn + λId
)
. Note that
φ̂n = (X
⊤
n Xn + λId)
−1
X
⊤
n f
−1(ε̂ ◦ ε̂) (39)
= V −1n X
⊤
n f
−1(ε̂ ◦ ε̂) (40)
= V −1n X
⊤
n
(
f−1(ε̂ ◦ ε̂)−Xnφ∗ +Xnφ∗
)
(41)
+ λV −1n φ∗ − λV −1n φ∗ (42)
= V −1n X
⊤
n
(
f−1(ε̂ ◦ ε̂)−Xnφ∗
)− λV −1n φ∗ + φ∗.
(43)
Therefore, for any x ∈ Rd, we know
|x⊤φ̂n − x⊤φ̂∗| (44)
= |x⊤V −1n X⊤n
(
f−1(ε̂ ◦ ε̂)−Xnφ∗
)− λx⊤V −1n φ∗|
(45)
≤ ‖x‖
Vn
−1
(
λ ‖φ∗‖V −1n (46)
+
∥∥X⊤n (f−1(ε̂ ◦ ε̂)−Xnφ∗))∥∥Vn−1
)
. (47)
Moreover, by rewriting ε̂ = ε̂− ε+ ε, we have
f−1(ε̂ ◦ ε̂) (48)
= f−1
(
(ε̂− ε+ ε) ◦ (ε̂− ε+ ε)) (49)
= f−1(ε ◦ ε) +M−1f
(
2
(
ε ◦Xn(θ∗ − θ̂n)
)
(50)
+
(
Xn(θ∗ − θ̂n) ◦Xn(θ∗ − θ̂n)
))
, (51)
where (50)-(51) follow from the fact that both f(·) and
f−1(·) are linear with a slope Mf and M−1f , respectively,
as described in Section 3. Therefore, by (44)-(51) and the
Cauchy-Schwarz inequality, we have
|x⊤φ̂n − x⊤φ̂∗| ≤ ‖x‖Vn−1
{
λ ‖φ∗‖V −1n (52)
+
∥∥X⊤n (f−1(ε ◦ ε)−Xnφ∗))∥∥Vn−1 (53)
+ 2M−1f
∥∥∥X⊤n (ε ◦Xn(θ∗ − θ̂n))∥∥∥
Vn
−1
(54)
+M−1f
∥∥∥X⊤n (Xn(θ∗ − θ̂n) ◦Xn(θ∗ − θ̂n))∥∥∥
Vn
−1
}
.
(55)
A.2. Proof of Lemma 3
We first introduce the following useful lemmas.
Lemma A.1 (Lemma 8.2 in (Erdo˝s et al., 2012)) Let
{ai}Ni=1 be N independent random complex variables
with zero mean and variance σ2 and having uniform
sub-exponential decay, i.e., there exists κ1, κ2 > 0 such
that
P{|ai| ≥ xκ1} ≤ κ2e−x. (56)
We use aH to denote the conjugate transpose of a. Let a =
(a1, · · · , aN )⊤, let ai denote the complex conjugate of ai,
for all i, and let B = (Bij) be a complex N × N matrix.
Then, we have
P
{
|aHBa− σ2tr(B)| ≥ sσ2
( N∑
i=1
|Bii|2
)−1/2}
(57)
≤ C1exp
(
− C2 · s1/(1+κ1)
)
, (58)
whereC1 andC2 are positive constants that depend only on
κ1, κ2. Moreover, for the standard χ
2
1-distribution, κ1 = 1
and κ2 = 2.
For any p×q matrixA, we define the induced matrix norm
as ‖A‖2 := maxv∈Rq,‖v‖2=1 ‖Av‖2.
Lemma A.2 ∥∥∥Vn−1/2X⊤∥∥∥
2
≤ 1, ∀n ∈ N. (59)
Proof. By the definition of induced matrix norm,
∥∥∥Vn−1/2X⊤∥∥∥
2
= max
‖v‖2=1
√
v⊤XVn−1X⊤v (60)
= λmax
(
XVn
−1
X
T
)
(61)
= λmax
(
X
(
X
T
X + λId
)−1
X
T
)
(62)
≤ λmax(X
⊤X)
λmax(X⊤X) + λ
≤ 1, (63)
where (63) follows from the singular value decomposition
and λmax(X
⊤X) ≥ 0.
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To simplify notation, we use X and V as a shorthand
for Xn and Vn, respectively. For convenience, we rewrite
V −1/2X⊤ = [v1 · · · vn] as the matrix of n column vectors
{vi}ni=1 (each vi ∈ Rd) and show the following property.
Lemma A.3 Let vi ∈ Rd be the i-th column of the matrix
V −1/2X⊤, for all 1 ≤ i ≤ n. Then, we have
n∑
i=1
‖vi‖22 ≤ d. (64)
Proof of Lemma A.3. Recall that λmax(·) denotes the
largest eigenvalue of a square matrix. We know
n∑
i=1
‖vi‖22 = tr
((
XV
−1/2)(
V
−1/2
X
⊤)) (65)
= tr
((
V
−1/2
X
)(
X
⊤
V
−1/2)) (66)
≤ d · λmax
((
V
−1/2
X
)(
X
⊤
V
−1/2)), (67)
where (66) follows from the trace of a product being com-
mutative, and (67) follows since the trace is the sum of all
eigenvalues. Moreover, we have
λmax
((
XV
1/2
)(
X
⊤
V
−1/2)) (68)
=
∥∥∥(XV 1/2)(X⊤V −1/2)∥∥∥
2
(69)
≤
∥∥∥(XV 1/2)∥∥∥
2
∥∥∥(X⊤V −1/2)∥∥∥
2
≤ 1, (70)
where (70) follows from the fact that the ℓ2-norm is sub-
multiplicative. Therefore, by (65)-(70), we conclude that∑n
i=1 ‖vi‖22 ≤ d.
We are now ready to prove Lemma 3.
Proof of Lemma 3. To simplify notation, we useX and V
as a shorthand forXn and Vn, respectively. To begin with,
we know f−1(ε ◦ ε) − Xφ∗ = 1Mf ((ε ◦ ε) − f(Xφ∗)).
Therefore, we have
∥∥X(f−1(ε ◦ ε)−Xφ∗)∥∥
V
−1 (71)
=
1
Mf
√(
ε ◦ ε− f(Xφ∗)
)⊤
XV
−1
X⊤
(
ε ◦ ε− f(Xφ∗)
)
,
(72)
where each element in the vector (ε◦ε−f(Xφ∗)) is a cen-
tered χ21-distribution with a scaling of f(φ
⊤
∗ xi). Defining
W = diag
(
f(x⊤1 φ∗), ..., f(x
⊤
n φ∗)
)
, we have∥∥X(f−1(ε ◦ ε)−Xφ∗)∥∥
V
−1 (73)
=
1
Mf
[ (
ε ◦ ε− f(Xφ∗)
)⊤
W
−1
︸ ︷︷ ︸
mean=0, variance= 2
(
WXV
−1
X
⊤
W
)
(74)
W
−1
(
ε ◦ ε− f(Xφ∗)
)
︸ ︷︷ ︸
mean=0, variance=2
]1/2
. (75)
We use η = W
−1
(
ε ◦ ε − f(Xφ∗)
)
as a shorthand and
define U =
(
Uij
)
= WXV
−1
X
⊤
W . By Lemma A.1
and the fact that ε(x1), · · · , ε(xn) are mutually indepen-
dent given the contexts {xi}ni=1, we have
P
{
|η⊤Uη − 2 · tr(U)| ≥ 2s
( n∑
i=1
|Uii|2
)1/2}
(76)
≤ C1exp(−C2
√
s). (77)
Recall that V −1/2X⊤ = [v1 · · · vn]. The trace ofU can be
upper bounded as
tr(U) = tr(WXV
−1
X
⊤
W ) (78)
= tr
(
V
−1/2
X
⊤
WWXV
−1/2
)
(79)
=
n∑
i=1
f(x⊤i φ∗)
2 · ‖vi‖22 (80)
≤ (σ2max)2
n∑
i=1
‖vi‖22 ≤ (σ2max)2d, (81)
where the last inequality in (81) follows directly from
Lemma A.3. Also by the commutative property of the trace
operation, we have
n∑
i=1
|Uii|2
(a)
≤
( n∑
i=1
Uii
)2 (b)
≤ ((σ2max)2d)2, (82)
where (a) follows from U being positive semi-definite (all
diagonal elements are nonnegative), and (b) follows from
(81). Therefore, by (76)-(82), we have
P
{
η⊤Uη ≥ 2s · (σ2max)2d+ 2(σ2max)2d
}
(83)
≤ C1 · exp(−C2
√
s). (84)
By choosing s =
( 1
C2
ln
C1
δ
)2
, we have
P
{
η⊤Uη ≥ 2(σ2max)2d
(( 1
C2
ln
C1
δ
)2
+ 1
)}
≤ δ.
(85)
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Therefore, we conclude that with probability at least 1− δ,
the following inequality holds∥∥X(f−1(ε ◦ ε)−Xφ∗)∥∥
V
−1 (86)
≤ 1
Mf
√
2(σ2max)
2 · d
(( 1
C2
ln
C1
δ
)2
+ 1
)
.
(87)
A.3. Proof of Lemma 4
We first introduce a useful lemma.
Lemma A.4 (Theorem 4.1 in (Tropp, 2012)) Consider a
finite sequence {Ak} of fixed self-adjoint matrices of di-
mension d × d, and let {γk} be a finite sequence of inde-
pendent standard normal variables. Let σ2 =
∥∥∑
kA
2
k
∥∥
2
.
Then, for all s ≥ 0,
P
{
λmax
(∑
k
γkAk
)
≥ s
}
≤ d · exp(− s
2
2σ2
), (88)
where λmax(·) denotes the largest eigenvalue of a square
matrix.
Now we are ready to prove Lemma 4.
Proof of Lemma 4. To simplify notation, we useX and V
as a shorthand for Xn and Vn, respectively. Recall that
V −1/2X⊤ = [v1, v2, ..., vn] and define Ai = viv⊤i , for
all i = 1, ..., n. Note thatAi is symmetric, for all i. Define
an n × n diagonal matrix D = diag(ε1, ε2, ..., εn). Then
we have:∥∥∥X⊤(ε ◦ (X(θ∗ − θ̂)))∥∥∥
V
−1 (89)
=
∥∥∥V −1/2X⊤(ε ◦ (X(θ∗ − θ̂)))∥∥∥
2
(90)
=
∥∥∥V −1/2X⊤DX(θ∗ − θ̂)∥∥∥
2
(91)
=
∥∥∥V −1/2X⊤DXV −1/2V 1/2(θ∗ − θ̂)∥∥∥
2
(92)
≤
∥∥∥V −1/2X⊤DXV −1/2∥∥∥
2
·
∥∥∥V 1/2(θ∗ − θ̂)∥∥∥
2
(93)
=
∥∥∥V −1/2X⊤DXV −1/2∥∥∥
2
·
∥∥∥θ∗ − θ̂∥∥∥
V
. (94)
Next, the first term in (94) can be expanded into∥∥∥V −1/2X⊤DXV −1/2∥∥∥
2
(95)
=
∥∥∥∥∥
n∑
i=1
εiviv
⊤
i
∥∥∥∥∥
2
=
∥∥∥∥∥
n∑
i=1
εi√
f(x⊤i φ∗)
·
(√
f(x⊤i φ∗)Ai
)∥∥∥∥∥
2
.
(96)
Note that
εi√
f(x⊤i φ∗)
is a standard normal random vari-
able, for all i. We also define a d × d matrix Σ =∑n
i=1 f(x
⊤
i φ∗)A
2
i
. Then, we have
Σ =
n∑
i=1
f(x⊤i φ∗)
(
viv
⊤
i
)(
viv
⊤
i
)
(97)
=
n∑
i=1
f(x⊤i φ∗) ‖vi‖22 viv⊤i . (98)
We also know∥∥∥∥∥
n∑
i=1
Ai
∥∥∥∥∥
2
=
∥∥∥∥∥
n∑
i=1
viv
⊤
i
∥∥∥∥∥
2
(99)
=
∥∥∥(V −1/2X⊤)(XV −1/2)∥∥∥
2
(100)
≤
∥∥∥(V −1/2X⊤)∥∥∥
2
∥∥∥(XV −1/2)∥∥∥
2
≤ 1, (101)
where (101) follows from Lemma A.2. Moreover, we know
‖Σ‖2 =
∥∥∥∥∥
n∑
i=1
f(x⊤i φ∗) ‖vi‖22 viv⊤i
∥∥∥∥∥
2
(102)
≤
∥∥∥∥∥d · σ2max
n∑
i=1
viv
T
i
∥∥∥∥∥
2
(103)
= d · σ2max
∥∥∥∥∥
n∑
i=1
Ai
∥∥∥∥∥ ≤ d · σ2max, (104)
where (103) follows from Lemma A.2-A.3, f(x⊤i φ∗) ≤
σ2max, and that viv
⊤
i is positive semi-definite, and the last
inequality follows directly from (101). By Lemma A.4 and
the fact that ε(x1), · · · , ε(xn) are mutually independent
given the contexts {xi}ni=1, we know that
P
{
λmax
( n∑
i=1
εiAi
)
≥
√
2 ‖Σ‖2 s
}
≤ d · e−s. (105)
Therefore, by choosing s = ln(d/δ) and the fact that
λmax
(∑n
i=1 εiAi
)
= ‖∑ni=1 εiAi‖2, we obtain
P
{∥∥∥∥∥
n∑
i=1
εiAi
∥∥∥∥∥
2
≥
√
2σ2maxd ln(
d
δ
)
}
≤ δ. (106)
Finally, by applying Lemma 1 and (106) to (94), we con-
clude that for any n ∈ N, for any δ > 0, with probability at
least 1− δ, we have∥∥∥X⊤n (ε ◦Xn(θ∗ − θ̂n))∥∥∥
Vn
−1 ≤ α(1)n (δ)·α(3)(δ). (107)
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A.4. Proof of Lemma 5
We first introduce a useful lemma on the norm of the
Hadamard product of two matrices.
Lemma A.5 Given any two matricesA andB of the same
dimension, the following holds:
‖A ◦B‖F ≤ tr(AB⊤) ≤ ‖A‖2 · ‖B‖2 , (108)
where ‖·‖ denotes the Frobenius norm. WhenA andB are
vectors, the above degenerates to
‖A ◦B‖2 ≤ ‖A‖2 · ‖B‖2 . (109)
Proof of Lemma 5. To simplify notation, we useX and V
as a shorthand for Xn and Vn, respectively. Let M be a
positive definite matrix. We have
‖Av‖
M
=
∥∥∥M1/2Av∥∥∥
2
≤
∥∥∥M1/2A∥∥∥
2
· ‖v‖2 , (110)
where the last inequality holds since ℓ2-norm is sub-
multiplicative. Meanwhile, we also observe that(
θ∗ − θ̂
)⊤
X
⊤
X
(
θ∗ − θ̂
)
(111)
=
(
θ∗ − θ̂
)⊤
V
1/2
V
−1/2
X
⊤
XV
−1/2
V
1/2
(
θ∗ − θ̂
)
(112)
=
∥∥∥∥(θ∗ − θ̂)⊤V 1/2V −1/2X⊤
∥∥∥∥
2
2
(113)
≤
∥∥∥∥(θ∗ − θ̂)⊤V 1/2
∥∥∥∥
2
2
∥∥∥V −1/2X⊤∥∥∥2
2
(114)
≤
∥∥∥θ∗ − θ̂∥∥∥2
V
. (115)
Therefore, we know∥∥∥X⊤(X(θ∗ − θ̂) ◦X(θ∗ − θ̂))∥∥∥
V
−1 (116)
≤
∥∥∥V −1/2X⊤∥∥∥
2
∥∥∥(X(θ∗ − θ̂) ◦X(θ∗ − θ̂))∥∥∥
2
(117)
≤ 1 ·
∥∥∥X(θ∗ − θ̂)∥∥∥2
2
(118)
≤ 1 ·
((
θ∗ − θ̂
)⊤
X
⊤
X
(
θ∗ − θ̂
))
(119)
≤
∥∥∥θ∗ − θ̂∥∥∥2
V
≤ (α(1)n (δ))2, (120)
where (118) follows from Lemma A.2 and A.5, and (120)
follows from Lemma 1. The proof is complete.
A.5. Proof of Theorem 2
Recall that hβ(u, v) =
(
Φ
(
β−u√
f(v)
))−1
. We first need the
following lemma about Lipschitz smoothness of the func-
tion hβ(u, v).
Lemma A.6 The function hβ(u, v) defined in (31) is (uni-
formly) Lipschitz smooth on its domain, i.e., there exists a
finite Mh > 0 (Mh is independent of u, v, and β) such
that for any β with |β| ≤ B, for any u1, u2 ∈ [−1, 1] and
v1, v2 ∈ [σ2min, σ2max],
|∇hβ(u1, v1)−∇hβ(u2, v2)| ≤Mh
∥∥∥∥
(
u1
v1
)
−
(
u2
v2
)∥∥∥∥
2
.
(121)
Moreover, we have
hβ(u2, v2)− hβ(u1, v1) ≤ (122)(
u2 − u1
v2 − v1
)⊤
∇hβ(u1, v1) + Mh
2
∥∥∥∥
(
u2 − u1
v2 − v1
)∥∥∥∥
2
2
. (123)
Proof of Lemma A.6. First, it is easy to verify that hβ(·, ·)
is twice continuously differentiable on its domain [−1, 1]×
[σ2min, σ
2
max] and therefore is Lipschitz smooth, for some
finite positive constant Mh. To show that there exists an
Mh that is independent of u, v, β, we need to consider the
gradient and Hessian of hβ(·, ·). Since hβ(u, v) is a com-
posite function that involves Φ(·) and f(·), it is straight-
forward to write down the first and second derivatives
of hβ(u, v) with respect to u and v, which depend on
Φ(·), Φ′(·), Φ′′(·), f(·), f ′(·), and f ′′(·). Given the facts
that for all the u, v and β in the domain of interest, we
have Φ(β−uv ) ∈ [Φ(−B−1σ2min ), 1], Φ
′(β−uv ) ∈ (0, 1√2pi ),
|Φ′′(β−uv )| ≤ B+1σmin√2pi , and that f(·), f
′(·), f ′′(·) are all
bounded, it is easy to verify that such anMh indeed exists
by substituting the above conditions into the first and sec-
ond derivatives of hβ(u, v) with respect to u and v. More-
over, by Lemma 3.4 in (Bubeck et al., 2015), we know that
(123) indeed holds.
Proof of Theorem 2. Define
qu := sup
u0∈(−1,1)
|∂hβ
∂u
|
∣∣∣∣
u=u0
, (124)
qv := sup
v0∈(σ2min,σ2max)
|∂hβ
∂v
|
∣∣∣∣
v=v0
. (125)
By the discussion in the proof of Lemma A.6, we know that
qu and qv are both positive real numbers. By substituting
u1 = θ
⊤
1 x, u2 = θ
⊤
2 x, v1 = f(φ
⊤
1 x), and v2 = f(φ
⊤
2 x)
into (123), we have
hβ
(
θ⊤2 x, φ
⊤
2 x
)− hβ(θ⊤1 x, φ⊤1 x) (126)
≤
(
(θ2 − θ1)
⊤x
f(φ⊤2 x)− f(φ
⊤
1 x)
)⊤
∇hβ(θ⊤1 x, f(φ⊤1 x)) (127)
+
Mh
2
∥∥∥∥
(
(θ2 − θ1)
⊤x
f(φ⊤2 x)− f(φ
⊤
1 x)
)∥∥∥∥
2
2
(128)
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≤ (qu ‖θ2 − θ1‖M · ‖x‖M−1 (129)
+ qvMf ‖φ2 − φ1‖M · ‖x‖M−1
)
(130)
+
Mh
2
( ‖θ2 − θ1‖2M +M2f ‖φ2 − φ1‖2M ) · ‖x‖M−1
(131)
≤ (qu +Mh) ‖θ2 − θ1‖M · ‖x‖M−1 (132)
+Mf (qv +MhMfL) ‖φ2 − φ1‖M · ‖x‖M−1 ,
(133)
where (130)-(131) follow from the Cauchy-Schwarz in-
equality and the fact that f(·) is Lipschitz continuous,
and (132)-(133) follow from the facts that ‖x‖2 ≤ 1,
‖θ2 − θ1‖2 ≤ 2, and ‖φ2 − φ1‖2 ≤ 2L. By letting C3 =
qu+Mh and C4 = Mf (qv +MhMfL), we conclude (32)-
(33) indeed holds with C3 and C4 being independent of
θ1, θ2, φ1, φ2, and β.
A.6. Proof of Lemma 6
Proof. By Theorem 2 and (35), we know
QHRt+1(x)− hβt+1(θ⊤∗ x, φ⊤∗ x) (134)
= hβt+1(θ̂t
⊤
x, φ̂t
⊤
x) + ξt(δ) ‖x‖V −1t − hβt+1(θ
⊤
∗ x, φ
⊤
∗ x)
(135)
≤ 2ξt(δ) ‖x‖V −1t . (136)
Similarly, by switching the roles of θ⊤∗ , φ
⊤
∗ and θ̂t
⊤
, φ̂t
⊤
in
(135), we have
QHRt+1(x) − hβt+1(θ⊤∗ x, φ⊤∗ x) ≥ 0. (137)
A.7. Proof of Theorem 3
Proof. For each user t, let πHRt = {xt,1, xt,2, · · · } denote
the action sequence under the HR-UCB policy. Under HR-
UCB, θ̂t and φ̂t are updated only after the departure of each
user. This fact implies that xt,i = xt,j , for all i, j. There-
fore, we can use xt to denote the action chosen by HR-UCB
for the user t, to simplify notation. Let R
HR
t denote the ex-
pected lifetime of user t under HR-UCB. Similar to (30),
we have
R
HR
t =
(
Φ
( βt − θ⊤∗ xt√
f(φ⊤∗ xt)
))−1
= hβt(θ
⊤
∗ xt, φ
⊤
∗ xt).
(138)
Recall that πoracle and x∗t denote the oracle policy and the
context of the action of the oracle policy for user t, respec-
tively. We compute the pseudo regret of HR-UCB as
RegretT =
T∑
t=1
R
∗
t −R
HR
t (139)
=
T∑
t=1
hβt
(
θ⊤∗ x
∗
t , φ
⊤
∗ x
∗
t
)− hβt(θ⊤∗ xt, φ⊤∗ xt).
(140)
To simplify notation, we use wt as a shorthand for
hβt
(
θ⊤∗ x
∗
t , φ
⊤
∗ x
∗
t
) − hβt(θ⊤∗ xt, φ⊤∗ xt). Given any δ > 0,
define an event Eδ in which (12) and (17) hold under the
given δ, for all t ∈ N. By Lemma 1 and Theorem 1, we
know that the event Eδ occurs with probability at least
1 − 3δ. Therefore, with probability at least 1 − 3δ, for all
t ∈ N,
wt ≤ QHRt (x∗t )− hβt
(
θ⊤∗ xt, φ
⊤
∗ xt
)
(141)
≤ QHRt (xt)− hβt
(
θ⊤∗ xt, φ
⊤
∗ xt
)
(142)
= hβt
(
θ⊤∗ xt, φ
⊤
∗ xt
)
+ ξt−1(δ) ‖xt‖V −1
t−1
(143)
− hβt
(
θ⊤∗ xt, φ
⊤
∗ xt
)
(144)
≤ 2ξt−1(δ) · ‖xt‖V −1
t−1
, (145)
where (141) and (143) follow directly from the definition of
the UCB index, (142) follows from the design of HR-UCB
algorithm, and (145) is a direct result under the event Eδ .
Now, we are ready to conclude that with probability at least
1− 3δ, we have
RegretT =
T∑
t=1
wt ≤
√√√√T T∑
t=1
w2t (146)
≤
√√√√4ξ2T (δ)T T∑
t=1
min{‖xt‖2V −1
t−1
, 1} (147)
≤
√
8ξ2T (δ)T · d log
(S(T ) + λd
λd
)
, (148)
where (146) follows from the Cauchy-Schwarz inequal-
ity, (147) follows from the fact that ξt(δ) is an increas-
ing function in t, and (148) follows from Lemma 10 and
11 in (Abbasi-Yadkori et al., 2011) and the fact that Vt =
λId +X
⊤
t Xt = λId +
∑t
i=1 xix
⊤
i . By substituting ξT (δ)
into (148) and using the fact that S(T ) ≤ Γ(T ), we know
RegretT = O
(√
T log Γ(T ) ·
(
log
(
Γ(T )
)
+ log(
1
δ
)
)2)
.
(149)
By choosing Γ(T ) = KT for some constant K > 0, we
thereby conclude that
RegretT = O
(√
T logT ·
(
logT + log(
1
δ
)
)2)
. (150)
The proof is complete.
