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Resume { Les travaux presentes dans cet article s'inscrivent dans le cadre de la methodologie "Adequation Algoritme Architec-
ture - (A
3
)". Ils concernent la conception et le developpement de l'environnement de programmation parallele SKiPPER, fonde
sur les squellettes fonctionnels et permettant de faire du prototypage rapide d'applications paralleles de vision articielle (VA)
sur des architectures de type MIMD a memoire distribuee.
Abstract { The studies which are presented in this article concern the "Algorithm - Architecture Adequation - (A
3
)" methodol-
ogy. We present a design tool based on the algorithmic skeletons for real-time vision applications aiming at signicantly reducing
the design-implement-validate cycle time on dedicated parallel platforms such as MIMD-DM machines.
1 Introduction
De tels outils ont pour objectif de faciliter l'evaluation
rapide d'un ensemble de solutions vis-a-vis d'un prob-
leme donne en diminuant de maniere drastique les temps
de cycle conception-implantation-validation des applica-
tions. L'outil SKiPPER [3][4][5] developpe dans le cadre
de ces travaux est base sur le concept des squelettes [2]
de parallelisation. Ceux-ci representent des constructeurs
generiques de haut niveau encapsulant des formes com-
munes de parallelisme tout en dissimulant les details re-
latifs a l'exploitation de ce parallelisme sur la plate-forme
cible. Au niveau langage, la specication des squelettes
est realisee au sein du langage fonctionnel Caml sous la
forme de fonctions d'ordre superieur. Ainsi, la specica-
tion d'une application est un programme purement fonc-
tionnel dans lequel l'expression du parallelisme est limitee
au choix et a l'instanciation des squelettes choisis dans une
base pre-denie, chacun etant parametre par les fonctions
sequentielles de calcul speciques a l'application.
2 Description de SKiPPER
L'environnement de developpement SKiPPER (gure 1)
est organise autour de trois modules realisant respective-
ment l'expansion du code fonctionnel en un graphe ot de
donnees (outil Dromadaire), le placement-ordonnancement
de ce graphe sur l'architecture materielle et la generation
de code cible nal pour l'architecture cible.
La bibliotheque de squelettes : Dans le cas general,
la denition d'une bibliotheque de squelettes de paralleli-
sation souleve un probleme evident de completude.
L'originalite de notre approche a consiste a restreindre
volontairement le champ d'application de tels squelettes
aux seuls algorithmes de bas et moyen niveaux dans la
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Fig. 1: L'environnement de developpement SKiPPER
classication usuelle en traitement de l'image. Apres anal-
yse d'un ensemble d'applications de VA parallelisees "a la
main" au cours de nos travaux anterieurs, des principales
structures algorithmiques rencontrees en VA et des prin-
cipales sources de parallelisme exploitables sur structures
MIMD/MD, nous avons retenu quatre classes de schemas
de parallelisation :
 Les schemas dedies au traitement geometrique des
donnees, fondes sur un decoupage en bandes de l'image
a traiter.
 Les schemas dedies a l 'extraction de caracteristiques
des images. Ils sont similaires aux precedents mais
necessitent la mise en place d'une etape de fusion
specique des resultats locaux.
 Les schemas encapsulant des structures de contro^le
de type "ferme de processeurs" operant soit sur des
donnees (data farm), soit sur des ta^ches (task farm).
 Les schemas traduisant la nature iterative des algo-
rithmes de vision. Ce type de schema ne fait pas
apparaitre directement de parallelisme mais permet
l'implantation d'algorithme de type prediction veri-
cation travaillant par exemple sur un ensemble de
fene^tres d'intere^t. Le parallelisme intervient alors
lors de la mise en place, a l'interieur de ce schema
iteratif, d'un des trois schemas precedents.
A partir de ce constat, quatre squelettes elementaires
vont constituer les briques de base de notre bibliotheque :
 SCM (Split-Compute-Merge) regroupe les schemas
des deux premieres categories.
 DF (Data-Farming) et TF (Task-Farming) represen-
tent les structures de contro^le de type ferme de pro-
cesseurs operant respectivement sur des donnees et
des ta^ches.
 ITERMEM (ITERate-with-MEMory) prend en
compte la nature iterative des traitements sur ots
d'images.
Exemples de squelettes fonctionnels : Le squelette
SCM encapsule les strategies a parallelisme de donnees
dans lesquelles la donnee d'entree est divisee (Split) en un
nombre xe de sous-domaines. Chacun des sous-domaines
ainsi genere est alors traite (Compute) independamment
par un processeur. Le resultat nal est obtenu par com-
binaison (Merge) (selon une strategie plus ou moins com-
plexe) des solutions intermediaires. La gure 2 decrit un
exemple d'implantation d'un tel squelette sur une archi-
tecture a quatre processeurs. L'expression des squelettes
requerant les notions de fonctions d'ordre superieur (i.e.
fonctions acceptant d'autres fonctions en argument : (les
fonctions de calcul dans notre cas), et de polymorphisme,
les fonctions de calcul sequentielles pouvant avoir une sig-
nature quelconque), le choix s'est oriente vers les langages
fonctionnels lesquels permettent une expresion "naturelle"
de ces deux notions. La denition fonctionnelle et le type
du squelette SCM, decrit precedement, peuvent s'ecrire
par exemple sous la forme suivante en CAML :
> let scm n split compute merge x = merge n (pmap compute (split n x))
# val scm :
int (* Nombre de partitions *)
-> (int -> 'a -> 'b tuple) (* Fonction de partition *)
-> ('b -> 'c) (* Fonction de traitement *)
-> (int -> 'c tuple -> 'd) (* Fonction de fusion *)
-> 'a (* Donnee *)
-> 'd (* Resultat *)
Les programmes fondes sur les squelettes passent par
une phase d'expansion, le but etant de rendre explicite
le comportement parallele des squelettes utilises. Cette
phase exploite une representation intermediaire des pro-
grammes sous la forme de graphes de processus commu-
nicants.
La gure 3 illustre l'expansion du squelette SCM pour
une parallelisation de l'algorithme de SOBEL sur 4 pro-
cesseurs.
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Fig. 3: Exemple d'expansion de squelettes
Placement/ordonnancement : L'etape suivante con-
siste a eectuer un placement et un ordonnancement de
ce graphe de processus sur la machine cible. L'ensemble
de ce travail s'inserant dans une collaboration avec, d'une
part, le projet SOSSO de l'INRIA et d'autre part, le GT7
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ISIS, nous avons utilise pour cette etape l'outil de place-
ment/ordonnancement statique SYNDEX [7] developpe
par l'INRIA. A partir du graphe de processus, cet outil
permet de decrire la machine cible comme un graphe de
processeurs et eectue une transformation de graphe an
de faire concider le graphe de l'application (decrivant
le parallelisme potentiel) et le graphe de l'architecture
(decrivant le parallelisme disponible) tout en respectant
certaines contraintes (latence minimum dans notre cas).
Generation du code cible : L'executif genere par
SYNDEX devant e^tre facilement portable en cas de change-
ment d'architecture, celui-ci a ete divise en deux parties
distinctes :
 un macro-code generique decrivant pour chaque pro-
cesseur l'ordonnancement des operations sous la forme
d'appels de macro-denitions generiques de calcul et
de communication,
 un noyau d'executif contenant le jeu de macro-denitions
speciques a une architecture donnee.
La transformation du macro-code en code compilable
et implantable sur l'architecture cible se fait a l'aide du
macro-processeur m4 de Unix qui remplace les appels de
macro-denitions de calcul et de communication par leurs
denitions speciques a l'architecture. Actuellement nous
disposons des generateurs de code pour les processeurs
Transputers T800 et T9000 equipant notre machine par-
allele de vision Transvision et des travaux en cours doivent
permettre d'obtenir le generation de code pour notre nou-
velle machine constituee d'un ensemble de nuds. Chacun
de ces nuds comprend un processeur de communication
couple a un processeur de calcul DEC Alpha
Validation de SKiPPER L'applicabilite des concepts
mis en uvre dans SKiPPER et des outils developpes con-
jointement a ete demontree. Diverses applications de com-
plexite realiste : etiquetage en composantes connexes (en-
chainement de trois SCM), detection et suivi de lignes
blanches en milieu autoroutier (ITERMEM + DF) et
segmentation d'image en regions par technique de divi-
sion/fusion (TF) ont ete parallelisees gra^ce a l'environnement
SKiPPER validant ainsi l'objectif initial de prototypage
rapide d'applications paralleles de VA a fortes contraintes
temporelles sur architecture dediee.
3 Mise en uvre de SKiPPER
Cette section decrit l'implantation d'un algorithme de de-
tection et de suivi de signalisation horizontale en milieu
autoroutier par vision en vue de localiser lateralement le
vehicule porteur du capteur [1]. Il est base sur une struc-
ture de type prediction/verication et utilise une modeli-
sation de la route. D'une iteration a l'autre, un ensemble
de fene^tres d'intere^t (variable en nombre et en taille) est
genere et une reactualisation du modele de la route est
realisee par un ltrage de Kalman.
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Fig. 5: Exemple de scene traitee
Description de l'algorithme Lemodele retenu dans
[1] est base sur un ensemble de cinq parametres reactual-
ises a chaque iteration (cf. gure 6) :
 C : courbure de la route consideree comme locale-
ment constante,
 x
0
: position laterale du vehicule par rapport a la
bande de la route la plus a droite,
  : angle de deviation horizontale de la camera,
la routevisée
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Fig. 6: Parametres du modele de la route
  : angle d'inclinaison de la camera,
 z : hauteur de la camera.
La position estimee de la route par ce modele permet
de denir un ensemble de fene^tres d'intere^t repondant aux
caracteristiques suivantes :
 le centre des fene^tres d'intere^t est place sur la posi-
tion estimee des bandes blanches,
 le nombre des fene^tres est au maximum egal a 15
(reparties uniformement sur les trois bandes de sig-
nalisation). Dans la pratique et suivant les cong-
urations de la route, certaines de ces fene^tres sont
positionnees en dehors de l'image acquise et de fait
ne sont pas distribuees et traitees,
 la taille des fene^tres est fonction de leur position
dans l'image. En eet, les zones d'analyse placees
dans le haut de l'image c'est-a-dire vers l'horizon
sont de taille inferieure a celle positionnees dans le
bas de l'image pour ne pas risquer d'inclure plusieurs
bandes dans une me^me fene^tre et ainsi fausser les
resultats.
La phase de detection a pour objectif l'extraction
des bandes de signalisation dans chaque fene^tre d'intere^t.
Pour cela, ces bandes sont assimilees a deux segments par-
alleles. Leur detection fait appel a un calcul de gradient
horizontal suivi d'une recherche des segments par trans-
formee de Hough.
La phase de reactualisation du modele est conee
a un ltre de Kalman qui, a partir des resultats de de-
tections dans chaque fene^tre d'intere^t, met a jour les trois
parametres du modele de la route.
Specication fonctionnelle : Premierement, l'application
est basee sur une strategie de calcul operant sur un ensem-
ble de fene^tres d'intere^t sur lesquelles on applique succes-
sivement dierents traitements (seuillage, gradient hori-
zontal et transformee de Hough). Etant donne que ces
traitements sont independants d'une fene^tre a l'autre, il
est possible d'utiliser un schema de parallelisation encap-
sulant une strategie a parallelisme de donnees. Un sim-
ple partage de donnees (utilise dans le squelette SCM)
n'est pas preconise du fait que la taille et le nombre des
fene^tres d'intere^t n'est pas ge et evolue en fonction des
congurations de la route. L'utilisation d'un squelette
SCM pourrait alors entra^ner un important desequilibre
de charge conduisant a une faible ecacite des implanta-
tions resultantes. Pour obtenir une repartition equilibree
sur l'ensemble des processeurs, il est necessaire de dis-
tribuer les traitements de maniere dynamique en fonction
des besoins de l'application d'ou le recours a un squelette
de type DF.
Deuxiemement, la strategie de type prediction-verication
fait appara^tre explicitement la notion de ot continu
d'information : les traitements a l'iteration i se termi-
nent par la reactualisation du modele de la route qui sert
de point d'entree de la phase de distribution des fene^tres
d'intere^t. La mise en uvre de ce \rebouclage" necessite
donc l'utilisation d'un squelette ITERMEM.
Ainsi la specication fonctionnelle de l'application de
detection et de suivi de lignes blanches ainsi que les pro-
totypes des fonctions applications peuvent e^tre ecrites par
l'utilisateur de la maniere suivante :
let x0 = init 0 in (* Initialisation du systeme *)
let f (x,i) = (* Definition de fonction *)
let fenetres = prediction x i in (* Phase de prediction *)
let x' = df nbproc
detection (* Phase de detection *)
maj (* Accumulation de detections *)
x (* Accumulateur initial *)
fenetres in (* Liste de fenetres *)
evolution x' in (* Reactualisation du modele *)
itermem read_img (* Lecture d'image *)
f (* Appel de la fonction f *)
affiche (* Affichage *)
x0 (* Etat initial *)
(512,512) (* Taille de l'image *)
void read_image(int nrow, int ncol, image *out);
void init(int val, etat *x0);
void prediction(etat xc, image in, fenetreList* fs);
void detection(fenetre fen, detect *out);
void maj(etat xc, detect r, etat* xs);
void evolution(etat xc, etat* xs, etat *xc);
void affiche(etat xc);
Dans l'etape suivante, le compilateur fonctionnel dro-
madaire genere le graphe ot de donnees represente sur la
gure 7 dans le cas ou le nombre de processeurs esclaves
est egal a 4, ce dernier etant le point d'entree de l'outil
SYNDEX de placement-ordonnancement.
Fig. 7: Graphe ot de donnees de l'application de detec-
tion de bandes blanches
4 Resultats de prototypage rapide
Deux types de resultats sont montres :
 l'evaluation des temps d'execution sur la machine
cible TRANSVISION [6] en fonction d'une topolo-
gie en anneau de 2 a 8 processeurs de type trans-
puter T9000. Ceci montre l'intere^t d'un tel outil
lors d'une extension du nombre de processeurs : ce
nombre etant un simple parame^tre du squelette DF.
Le meilleur temps obtenu est de 50 ms de temps par
boucle d'iteration avec 8 processeurs.
 l'evaluation en cou^ts de developpement lesquels se
traduisent par :
{ une specication fonctionnelle de quelques lignes
en langage CAML,
{ un temps de developpement de 3 jours/homme,
{ 1000 lignes de codes C developpees par l'algorithmicien
pour 6000 lignes de C parallele generees.
5 Conclusion
Cet article permet de presenter l'environnement de pro-
grammation parallele SKiPPER et sa validation par le
prototypage rapide d'un algorithme de vision realiste a
fortes contraintes temporelles. Cette demarche s'inscrit
pleinement dans la problematique scientique Adequation
AlgorithmeArchitecture. De nouveaux travaux vont porter
sur la specication et l'implantation de regles de transfor-
mations inter-squelettes an de decrire des applications
utilisant des enchainements complexes de squelettes de
parallelisation. Ces regles ont pour objectif d'optimiser
le graphe de processus issu de cet enchainement. Dans
ce contexte, les relations entre squelettes et le concept de
granularite (de ta^ches et de donnees), et les relations entre
executifs statique et dynamique seront etudiees. La diu-
sion de l'outil SKiPPER dans la communaute scientique
fait partie de nos objectifs a court terme.
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