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ПРЕДИСЛОВИЕ 
 
 
 В учебные программы абсолютного большинства инженерных 
специальностей втузов включены дисциплины, изучающие общие зако-
номерности процессов управления в системах различной физической 
природы. В этих дисциплинах исследуются процессы получения и пре-
образования информации, принятия решений, изучаются методы опти-
мизации, теории игр, теории статистических решений, теории расписа-
ний и массового обслуживания и др. В основе этих методов лежат об-
щие математические понятия теории множеств и линейной алгебры, 
точнее, матричного исчисления. Матричное исчисление в научной ли-
тературе трактуется как общее название тех разделов линейной алгебры, 
которые возникли и развивались под влиянием математического анали-
за, а именно таких его разделов, как функции нескольких переменных и 
дифференциальные уравнения. В рамках такого подхода к задачам ли-
нейной алгебры применяются основные понятия математического ана-
лиза – пределы, непрерывность, степенные ряды. 
Линейная алгебра и теория множеств давно зарекомендовали себя 
в качестве инструментов, успешно используемых другими математиче-
скими дисциплинами. Такая общность послужила основанием для ком-
пактного изложения их математических основ, что должно в значитель-
ной степени облегчить изучение специальных дисциплин студентами на 
старших курсах. 
Пособие содержит теоретическую и практическую часть кур-
са, который уже несколько лет читается в 4-м семестре студентам фа-
культета «Компьютерные информационные технологии» кафедрой 
высшей математики НТУ «ХПИ».  
Теоретическая часть курса включает 7 разделов, в которых даны 
все необходимые определения, обозначения и основные положения тео-
рии, рассмотрены примеры, их иллюстрирующие. Главы  линейной ал-
гебры, которые не входят в её элементарный курс, читаемый первокурс-
никам, разбиты на 5 тем: Матрицы, Линейные пространства, Линей-
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ные операторы, Квадратичные формы, Функции матричного аргу-
мента. Теория множеств представлена двумя темами, в которых рас-
смотрены основные определения и понятия теории множеств и её ло-
гического развития – теории нечётких множеств, рассмотрены ос-
новные типы бинарных отношений как на чётких, так и на нечётких 
множествах.  
 Практическая часть представляет собой апробированный вари-
ант проведения соответствующих практических занятий, в которых 
подробно разобрано достаточное количество примеров и даны задания с 
ответами для самостоятельной работы студентов. Кроме того, в по-
собии приведены четыре варианта заданий для проведения модульного 
контроля знаний студентов.  
Изложенный в представленном учебно-методическом пособии ма-
териал позволяет усвоить основные положения матричного исчисления 
и теории множеств. Однако для построения и исследования математи-
ческих моделей при решении реальных практических задач Авторы ре-
комендуют обратиться также к специальной литературе, список которой 
приведен в конце учебного пособия. Кстати, все учебники, приведенные 
в списке литературы, есть в библиотеке НТУ «ХПИ» на студенческом 
или научном абонементах. 
Пособие будет полезно и преподавателям и студентам. Его струк-
тура и форма подачи материала дают возможность изучать темы само-
стоятельно. 
Авторы совместно с инженерами лаборатории ЦНИТ НТУ «ХПИ» 
разработали также соответствующий дистанционный курс, который 
создан в формате HTML и усовершенствуется на Java. Это дало воз-
можность установить его на сервере НТУ «ХПИ» и таким образом сде-
лать доступным студентам нашего университета. Практическая часть 
курса в компьютерной версии построена по принципу имитации при-
сутствия преподавателя, что делает занятия незаменимыми в само-
стоятельной работе студентов. При необходимости, например, при под-
готовке к сдаче модуля, студент может получить любую часть курса в 
exe-файлах на CD.  
 
 
Авторы 
  
ТЕОРЕТИЧЕСКАЯ ЧАСТЬ КУРСА  
 
 
Глава 1. Блочные матрицы  
и действия над ними 
 
 
1.1 Основные определения  
и обозначения 
 
 
Будем рассматривать только действительные матрицы 
i kA a , 
т.е. матрицы, элементы i ka  которых являются действительными       
числами.  
Примем следующие обозначения:  
1) n mA   
– прямоугольная матрица, n  – число строк, m  – число 
столбцов; 
2) n nA A   
– квадратная матрица порядка n ; 
3) матрица-строка    1 11 12 11 : ...m mn A a a a  ; 
4) матрица-столбец  
11
21
1
1
1 : ;
...
n
n
a
a
m A
a

 
 
  
 
 
 
 
5) единичная матрица ,i kI   где 
0, ,
1, ;
i k
i k
i k


  
 
6) нулевая матрица –  . 
 
Квадратная матрица называется 
1) верхнетреугольной, если 0i ka   при i k ,  и нижнетреуголь-
ной, если 0i ka   при i k ;  
6                                                                              Теоретическая часть курса 
 
 
2) диагональной, если 0i ka   при i k ; 
3) симметрической, если TA A ; 
4) кососимметрической, если TA A  ; 
5) ортогональной, если T TA A A A I    , т.е. 1TA A . 
Две матрицы 
i kA a  и i kB b  одного размера равны ( A B ), 
если  ,i k i ka b i k  . 
Действия над матрицами 
1. Сумма матриц 
i kA a  и i kB b  одного размера есть матрица 
i kC c  того же размера, и  ,i k i k ikc a b i k   . 
2. При умножении матрицы 
i kA a  на число   получаем матри-
цу 
i kC c , элементы которой  ,i k i kc a i k   . 
3. Произведением матрицы m nA   
на матрицу n kB   является матри-
ца 
m kC  , элементы которой 
1
n
i j i s s j
s
c a b

  . 
4. Свойства операции транспонирования матриц: 
  ,
T T TA B A B  
      , ,
TT TT T T TA A A B B A A A         при 
условии возможности выполнения этих операций. 
5. Для нулевой матрицы  : , ,A A B C           (при 
условии возможности выполнения этих операций). 
6. Для единичной матрицы I  имеют место соотношения: 
, , .A I I A A C I C I B B          
 
Обратная матрица 
Матрица ikB b  называется обратной к матрице ikA a , если 
,A B B A I     и обозначается 
1.A  
Квадратная матрица 
i kA a  порядка n  называется невырожден-
ной, если det 0.A  В этом случае 1A  также невырожденная квадратная 
матрица порядка n , элементы i kb  которой определяются по формуле: 
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 , ,
det
k i
i k
A
b i k
A
 
 
 
где kiA  
– алгебраические дополнения элементов kia  в определителе 
матрицы A . 
Произведение двух невырожденных матриц также невырожденная 
матрица. Пусть 
i kA a  и ikB b  – невырожденные квадратные мат-
рицы одного порядка, тогда: 
 
     
11 11 1 1 11, , .A B B A A A A A

            
 
Целочисленные степени квадратных матриц 
По определению 
 
0 1 2, , ,..., ... , .n
n раз
A I A A A A A A A A A n N        
 
При этом имеют место обычные свойства степени, в частности, 
если A  – невырожденная матрица, то
 
   
1
1 , .
n
n nA A A n N

     
 
 
1.2 Элементарные преобразования  
матриц 
 
 
К элементарным преобразованиям матриц относятся: 
1) перестановка строк (столбцов) матрицы; 
2) умножение строки (столбца) матрицы на произвольное число, 
отличное от нуля; 
3) умножение строки (столбца) матрицы на произвольное число и 
добавление её к другой строке (столбцу). 
Пусть 
i kA a  – произвольная квадратная матрица порядка n . 
Выясним, каким элементарным преобразованиям матрицы соответству-
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ет умножение её слева или справа на матрицу B , полученную из еди-
ничной матрицы I
 
порядка n  следующими способами. 
Задача 1. Матрица B  получена из единичной матрицы ikI    
n -го порядка заменой 1 в i -й строке на число  . 
Решение. Пусть 3n  :  
 
11 12 13
21 22 23 3
31 32 33
1 0 0 1 0 0
, 0 1 0 0 1 0 .
0 0 1 0 0
i
a a a
A a a a I B
a a a 

     
     
        
    
    
Тогда: 
 
   
11 12 13 11 12 13
21 22 23 21 22 23
31 32 33 31 32 33
1) ; 2) .
й столбец  умножается на я строка  умножается на 
a a a a a a
A B a a a B A a a a
a a a a a a
i i


   
 
   
   
      
   
   
 
 
 
Задача 2. Матрица B  получена из единичной матрицы ikI    
n -го порядка заменой некоторого элемента  0i k i k    на 1. 
Решение. Пусть 3n  : 3, 1
1 0 0 1 0 0
0 1 0 0 1 0
0 0 1 1 0 1
i kI B 
   
   
     
   
   
.     
Тогда: 
1) 
11 13 12 13
21 23 22 23
31 33 32 33
a a a a
A B a a a a
a a a a
 
 
   
  
, т.е. k -й столбец заменяется на 
сумму i -го и k -го столбцов; 
2) 
11 12 13
21 22 23
11 31 12 32 13 33
,
a a a
B A a a a
a a a a a a
 
 
   
    
 т.е. i -я строка заменяется 
на сумму i -й и k -й
 
строк. 
 
Задача 3. Матрица B  – матрица получена из матрицы I  переста-
новкой двух её строк или столбцов. 
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Решение. Пусть 3n  : 
1 0 0 0 0 1
0 1 0 0 1 0
0 0 1 1 0 0
I B
   
   
     
   
   
. Тогда 
 
   
13 12 11 31 32 33
23 22 21 21 22 23
33 32 31 11 12 13
1) ; 2) .
перестановка столбцов      перестановка строк
a a a a a a
A B a a a B A a a a
a a a a a a
   
   
      
   
   
 
 
Ранг матрицы A  равен максимальному числу линейно независи-
мых строк или столбцов этой матрицы. 
 Если квадратная матрица A  порядка n  невырожденная, то 
RgA n . 
Сумма диагональных элементов квадратной матрицы 
i kA a  
по-
рядка n  называется её следом и обозначается  tr A . Таким образом, 
 
1
tr
n
i i
i
A a

 .  
 Очевидно, 
     tr tr tr ,A B A B       tr tr ,A A     
     tr tr , tr 0.A B B A A B B A      
 Для двух квадратных матриц одного порядка  
   det det det det .A B B A A B      
 
 
1.3 Блочные  
матрицы  
 
 
Матрица, имеющая более чем одну строку или столбец, прямыми, 
проведенными между строками и (или) столбцами, может быть разбита 
на блоки – подматрицы. Полученная таким образом матрица называется 
блочной. 
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Например, матрица A  может быть разбита на блоки следующим 
образом:  
12 1311
21 22 23
31 32 33
.
a aa
a a aA
a a a
 
 
  
 
 
  
Обозначим 
12 1311
22 2321
,
a aa
P Q
a aa
  
    
   
,    31 32 33, .R a S a a          
В этих обозначениях матрица A  примет вид: .
P Q
A
R S
 
  
   
Любую матрицу, имеющую более чем одну строку или столбец, 
можно представить, и при этом не единственным образом, в блочной 
форме. Переход к такому виду матрицы иногда бывает полезным, так 
как сводит вычисления с матрицами больших размеров к вычислениям с 
матрицами меньших размеров. 
Блочные матрицы одинакового размера и одинакового разбиения 
на блоки называются конформными.  
Операции над конформными матрицами целесообразно проводить 
над блоками матриц по правилам, приведенным в п.1.1. 
 
Действия над блочными матрицами 
1. Сложение.  
Пусть A  и B  – конформные матрицы: 
 
 
 
 
 
тогда их сумма: 
11 11 12 12 1 1
1 1 2 2
...
... ... ... ...
...
p p
q q q q qp qp
A B A B A B
A B
A B A B A B
   
 
   
    
. 
11 12 1 11 12 1
1 2 1 2
... ...
... ... ... ... , ... ... ... ... ,
... ...
p p
q q qp q q qp
A A A B B B
A B
A A A B B B
   
   
    
   
   
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2. Умножение на число 
11 12 1
1 2
...
: ... ... ... ... .
...
p
q q qp
A A A
A
A A A
  
 
  
 
 
   
 
 
 
3. Умножение блочных матриц. 
Выполнение условия согласованности в операции умножения для 
блочных матриц предполагает, что, если:  
 
11 12 1
1 2
...
... ... ... ... ,
...
p
q q qp
A A A
A
A A A
 
 
  
 
 
то 
11 12 1
1 2
...
... ... ... ...
...
s
p p ps
B B B
B
B B B
 
 
  
 
 
. 
 
Предположим, что все блоки  1, , 1,i jA i q j p   и 
 1, , 1,j kB j p k s   таковы, что число столбцов блока i jA  совпадает с 
числом строк блока j kB . В частности, например, все блоки матриц A  и 
B  квадратные одного порядка. Тогда произведением матриц A  и B  
называется матрица  
11 12 1
1 2
...
... ... ... ...
...
s
q q qs
C C C
C
C C C
 
 
  
 
 
, 
 
где  1 1 2 2 ... , 1, , 1, .i k i k i k i p pkC A B A B A B i q k s          
 
Пример 1. Найти A B , если 
2 3 1
4 2 0
A
 
  
 
, 
2 3
4 2
0 5
B
 
 
  
 
 
.  
Решение. Введём обозначения:  11 12
2 3 1
,
4 2 0
A A A
 
  
 
 где 11
2 3
,
4 2
A
 
  
 
 
12
1
0
A
 
  
 
, а  11 11 21
21
2 3
2 3
4 2 , где   , 0 5 .
4 2
0 5
B
B B B
B
 
     
        
   
 
 
 
 Поскольку правило согласованности умножения матриц выполняется, то 
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   1111 12 11 11 12 21
21
2 3 2 3 1
0 5
4 2 4 2 0
B
A B A A A B A B
B
       
                  
      
 
16 12 0 5 16 7
.
16 16 0 0 16 16
     
       
     
 
Ответ: 
16 7
16 16
A B
 
   
 
. 
 
Пример 2. Найти A B , если 
3 1 0 1
2 0 3 2
1 1 0 1
A
 
 
  
  
, 
0 1
2 0
1 2
3 4
B
 
 
 
 
 
 
. 
Решение. Представим матрицы A  и B  в следующем виде: 
11 12 11 12
21 22 21 22
0 1
3 1 0 1
2 0
2 0 3 2 , .
1 2
1 1 0 1
3 4
A A B B
A B
A A B B
 
   
                       
 
 
 Обозначим 
11 12 11 12 11 12
21 22 21 22 21 22
A A B B C C
C A B
A A B B C C
     
         
     
, тогда  
11 11 11 12 21
12 11 12 12 22
3 1 0 0 1 1 2 3 1
,
2 0 2 3 2 3 0 3 3
3 1 1 0 1 2 3 4 1
,
2 0 0 3 2 4 2 14 16
C A B A B
C A B A B
              
                       
               
                
                       
                
 
   21 21 11 22 21
0 1
1 1 0 1 2 3 1,
2 3
C A B A B
   
               
   
 
   22 21 12 22 22
1 2
1 1 0 1 1 4 3.
0 4
C A B A B
    
               
   
 
Таким образом, 
1 1
3 16
1 3
A B
 
 
    
 
 
. 
Ответ: 
1 1
3 16 .
1 3
A B
 
 
    
 
 
 
 
Замечание. Безусловно, выполнить умножение матриц A  и B  в 
Примерах 1 и 2 можно и не представляя их в блочной форме. Примеры 
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приведены для иллюстрации применения к умножению матриц метода 
разбиения их на блоки. 
Блочная матрица 
1
... ,
s
A
A
A
 
 
 
 
 
   
где 
1 2, ,..., sA A A  – квадрат-
ные матрицы, в общем случае различных порядков, а остальные блоки – 
нулевые матрицы, называется квазидиагональной. 
Можно доказать, что  
1) 1 2det det det ... det ,sA A A A     
2)        1 2tr tr tr ... tr .sA A A A     
Рассмотрим две квазидиагональные матрицы:  
 
1
... ,
s
A
A
A
 
 
 
 
 
 
1
... ,
s
B
B
B
 
 
 
 
 
   
 
где каждая пара iA  и iB   1,i s  – квадратные матрицы одного порядка. 
Тогда их сумма и произведение определяются следующим образом: 
 
1 1
... ,
s s
A B
A B
A B
 
 
  
 
 
   
1 1
... .
s s
A B
A B
A B
 
 
  
 
 
   
 Из правила произведения блочных матриц следует, что  
1
... , .
p
p
p
s
A
A p N
A
 
 
  
 
  
   
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 Если A  – невырожденная матрица, то эта формула имеет место 
для любого целого p . 
 
 
1.4 Решение СЛАУ с помощью  
блочных матриц 
 
 
 Рассмотрим систему линейных алгебраических уравнений 
(СЛАУ) вида 
 
11 1 12 2 1 1
21 1 22 2 2 2
1 1 2 2
... ,
... ,
... ... ... ... ... ... ...
... .
n n
n n
n n nn n n
a x a x a x b
a x a x a x b
a x a x a x b
   

   


    
 
 
 Запишем эту систему в матричной форме: A X B  , где 
 , 1,ijA a i j n  ,    1 2 1 2... , ...
T T
n nX x x x B b b b  . Выбе-
рем число m n  и разобьём матрицы ,A X  и B  на блоки таким обра-
зом: 
11 12 1 1
21 22 2 2
,
A A X B
A X B
A A X B
     
              
     
 
 
где  11 , 1,ijA a i j m  , т.е. матрицы 11A  и 22A  – квадратные. Решим  
систему матричных уравнений:  
 
11 1 12 2 1
21 1 22 2 2
,
.
A X A X B
A X A X B
   

   
 
 
 Пусть 22A  – квадратная матрица порядка  n m  – невырожден-
ная. Умножая второе уравнение системы слева на 122A
 , получим: 
1 1 1
22 21 1 22 22 2 22 2 .A A X A A X A B
          Так как 122 22A A I
   , то 
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1 1
2 22 2 22 21 1X A B A A X
      . Подставляя найденное выражение для 2X  в 
первое уравнение системы, получим: 
 1 111 1 12 22 2 22 21 1 1A X A A B A A X B         , 
откуда 
 1 111 12 22 21 1 1 12 22 2.A A A A X B A A B         
 Если известна 122A
 , то из последнего равенства легко найти 1.X  
 Замечание 1. Этот метод особенно удобен, если нужно найти пер-
вые m  неизвестных СЛАУ. 
 Замечание 2. Существует алгоритм, позволяющий находить 1A  
после разбиения матрицы A  на блоки. 
  
Пример 3. Найти 1x , решая СЛАУ с помощью блочных матриц:  
1 2 3
1 2 3
1 3
3 3,
2 4 1,
5 4.
x x x
x x x
x x
  

   
  
 
 Решение. Выполним разбиение матриц ,A X  и B  системы на блоки следую-
щим образом  1m  :  
1
2
3
1 3 1 3
2 1 4 1 .
5 0 1 4
x
xA X B
x
     
    
         
    
    
 
 Уравнение для нахождения 1x  имеет вид: 
 1 111 12 22 21 1 1 12 22 2.A A A A x B A A B         
 Так как 
1
1
22
1 4 1 4
0 1 0 1
A


    
    
    
, то: 
   1
1 4 2 1 4 1
1 3 1 3 3 1 ,
0 1 5 0 1 4
x
           
                 
         
 
 
   1
2 1
1 3 11 3 3 11 ,
5 4
x
     
         
    
  1 11 49 3 47 50:50 1.x x        
Ответ: 1 1x  . 
 
Литература: [2, 3, 4, 7, 15]. 
 Глава 2. Линейные пространства 
 
 
2.1 Основные  
определения 
 
 
Пусть E  – множество вполне определённых и различимых объек-
тов. Говорят, что множество имеет структуру, если в нём определены 
некоторые операции над его элементами. Множество, наделённое 
структурой, называется пространством. Так, например, метрическим 
называется пространство, структура которого определяется тем, что 
каждой паре элементов ставится в соответствие некоторое веществен-
ное число. Это число, называемое метрикой, должно удовлетворять 
определённым свойствам. Мы вернёмся к этим понятиям в Главе 6. 
К важным структурным свойствам множеств относится возмож-
ность получения одних элементов множества из других путём сложения 
или умножения на скаляр элементов множества.  
Операции сложения и умножения элементов множества на скаляр 
в линейном пространстве E  должны удовлетворять следующим      
условиям: 
1) для любых ,x y E
 
однозначно определяется элемент 
 x y E  , который называется их суммой и при этом 
) ,a x y y x    
   ) ,b x y z x y z      
)c  в E  существует нулевой элемент : ,x x    
)d  для любого x E
 
существует противоположный элемент x : 
  ;x x     
2) для x E   и произвольного числа   в E  определён элемент 
 x E  , при этом  
)a     ,x x      
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 ) ,b x x x        
 ) ,c x y x y      
)1 .d x x   
Множества с такими структурными свойствами называются ли-
нейными пространствами.  
Условия 1) и 2) называются условиями аддитивности и однород-
ности линейного пространства E , а само линейное пространство назы-
вается также векторным. Элементы , ,x y z E  – точки или векторы ли-
нейного пространства. Если   – вещественное число, то E  – веще-
ственное линейное пространство; если   – комплексное число, то E  – 
комплексное линейное пространство. Далее будем рассматривать толь-
ко вещественные линейные пространства. 
 
Пример 4. Приведём примеры множеств, элементы которых допускают вы-
полнение введенных операций сложения и умножения на скаляр. 
Линейное пространство образует множество: 
1) матриц одинакового размера; 
2) функций, непрерывных на заданном отрезке  ,a b ; 
3) многочленов степени, не превышающей натурального числа n  и др. 
 
Из определения линейного пространства следует, что для любых 
,x y E
 
и произвольных чисел
 
,   величина  x y E   . Рассмот-
рим произвольное конечное множество  1 2, ,..., ,mP x x x  
( 1, )ix E i m  . Множество  
1
m
i i
i
L P x

   при произвольных i  
( 1, )i m  также представляет собой линейное пространство и называется 
линейным подпространством E . 
 
 
2.2 Размерность и базис  
линейного пространства 
 
 
Элементы 
1 2, ,..., nx x x E  называются линейно независимыми, 
если из равенства 
1 1 2 2 ... 0n nx x x       следует, что 
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1 2 .... 0.n       В противном случае элементы 1 2, ,..., nx x x  линейно 
зависимы. 
Если в линейном пространстве E  найдено n  линейно независи-
мых элементов, а любые  1n   уже линейно зависимы, то число n  
называется размерностью пространства E  и обозначается dimE , т.е. 
dimE n . 
Совокупность элементов  1 2, ,..., ne e e  из E  называется базисом 
линейного пространства E , если любой элемент x E  единственным 
образом представим в виде 
1 1 2 2 ... .n nx e e e       Числа 1 2, ,..., n    
называются координатами элемента x  в базисе  1 2, ,..., .ne e e  
  
Пример 5. Пусть E  – линейное пространство, элементами которого являются 
квадратные матрицы 2-го порядка. 
Тогда матрицы 1 2 3 4
1 0 0 1 0 0 0 0
, , ,
0 0 0 0 1 0 0 1
A A A A
       
          
       
 образуют 
базис в E . Так, если 
3 4
,
2 0
B
 
  
 
 то 1 2 33 4 2 ,B A A A    т.е. в базисе 
 1 2 3 4, , ,A A A A  координатами элемента B E  являются 1 23, 4,     
3 42, 0.    
 
 Пример 6. Рассмотрим линейное n -мерное пространство E , элементами ко-
торого являются упорядоченные наборы n  вещественных чисел 
 1 2; ;...; , ,nx x x E x x  
которые мы будем называть векторами, а числа  1,ix i n  – их координатами в 
некотором заданном базисе. Если рассмотренное линейное пространство веще-
ственно, то оно называется арифметическим векторным пространством и обо-
значается n . Очевидно, векторы  1 1;0;...;0 ,i   2 0;1;...;0 ,i …, 
 0;0;...;1n i образуют базис в 
n .  
 Для каждого  1 2; ;...;
n
nx x x x  можно составить матрицу-столбец       
размера 1:n  
1
2
...
n
x
x
x
 
 
 
 
 
 
X , 
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которую будем называть вектор-столбец. Такие векторы-столбцы образуют линей-
ное пространство, которое также называется арифметическим векторным простран-
ством. Ортонормированный базис в нём образуют векторы-столбцы 
 
 1
1
0
,
...
0
 
 
 
 
 
 
X  
 2
0
1
,
...
0
 
 
 
 
 
 
X
 
0
0
.
...
1
n
 
 
 
 
 
 
X  
 
Объектом дальнейших наших исследований будут арифметиче-
ские векторные пространства n .  
 
 
2.3 Евклидовы  
пространства 
 
 
Вещественное линейное пространство E , в котором определена 
операция скалярного умножения, называется евклидовым простран-
ством. 
Скалярное произведение элементов , Ex y  обозначается  ,x y . 
 
Ненулевые элементы x  и y  евклидового пространства E  называ-
ются ортогональными, если  , 0.x y  
 Базис пространства называется ортогональным, если базисные 
векторы ортогональны. Ортогональный базис, элементы которого име-
ют модуль, равный 1, называется ортонормированным (ОНБ).  
Рассмотрим евклидово пространство E , dimE n . Выберем в E  
ортонормированный  базис  1 2, ,..., .ne e e  Если в этом базисе 
 1 2; ;...; ,nx x xx   1 2; ;...; ny y yy , то их скалярное произведение вычис-
ляется по формуле: 
  1 1 2 2, ... ,n nx y x y x y      x y  
при этом  
2
, x x x  или   2 2 21 2, ... .nx x x    x x x  
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Пример 7. В пространстве 2  ортонормированный базис образуют векторы 
 ,i j , а в 3  ортонормированным базисом является совокупность векторов  , ,i j k .  
 
 
2.4 Построение ОНБ  
в евклидовом пространстве 
 
 
 Пусть E  – евклидово пространство, dimE n ,  1 2, ,..., ng g g  – 
произвольный базис в нём. Рассмотрим метод построения ОНБ в E  по 
заданному произвольному базису, который называется процедурой ор-
тогонализации Грама-Шмидта. 
Вначале построим ортогональный базис  1 2, ,..., :nf f f   


1 1
2 2 1
1 ,
2 .

  
f g
f g f
  
Очевидно, 
2f  ненулевой вектор, в противном случае 2 1 g g , т.е. 
1g  и 2g  будут линейно зависимы. Умножая равенство 2) скалярно на 1f , 
получим:  
     2 1 2 1 1 1, , , f f g f f f . 
 
Так базис  1 2, ,..., nf f f  ортогональный, то  2 1, 0f f , значит, 
 2 1
2
1
,
.  
g f
f
 
Далее,  
 3 3 1 1 2 23 .   f g f f   
Так как    3 1 3 2, 0, , 0, f f f f  то, умножая равенство 3) на 1f  и 2f  
скалярно, получим:  
   
   
3 1 1 1 1
3 2 2 2 2
, , 0,
, , 0,


   

 
g f f f
g f f f
 
 
откуда, 
   3 1 3 2
1 22 2
1 2
, ,
,    
g f g f
f f
 и т. д. 
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 1 1 2 2 1 1... ,n n n nn          f g f f f  где 
 
2
,
, 1, 1.n ii
i
i n    
g f
f
 
Нормируем элементы построенного ортогонального базиса 
 1 2, ,..., nf f f : 
1 2
1 2
1 2
, ,..., ,nn
n
  
f f f
l l l
f f f
 
 
тогда  1 2, ,..., nl l l  – ОНБ в E . 
 
Пример 8. Пусть в 2  задан базис    1 23;4 , 2; 1 .   g g  Построить по за-
данному базису ОНБ. Координаты базисных векторов заданы в ОНБ  ,i j .  
Решение. Строим ортогональный базис  1 2,f f :  
1) 1 1,f g  
2) 2 2 1  f g f , где 
 2 1
2
1
,
.  
g f
f
  
Так как  
2 2
2 1 1 1, 6 4 10, 25,      g f f g  то 
10 2
,
25 5


    
   2
2 6 8 4 3
2; 1 3;4 2 ; 1 ; .
5 5 5 5 5
   
           
   
f  
Проверим, что 1f  и 2f  ортогональны:  
 1 2
4 3 12 12
3;4 ; 0
5 5 5 5
 
        
 
f f . 
 Нормируем полученный ортогональный базис:  
1
1
1
3 4
; ,
5 5
 
   
 
f
l
f
 2 2
4 3
; ,
5 5
 
   
 
l f  так как 2 1f . 
Таким образом, ОНБ составляют векторы 1
3 4
;
5 5
 
  
 
l  и 2
4 3
; .
5 5
 
  
 
l  
Ответ: 1
3 4
;
5 5
 
  
 
l , 2
4 3
; .
5 5
 
  
 
l  
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2.5 Матрица перехода  
к новому базису 
 
  
Пусть E  – n -мерное линейное пространство. Рассмотрим  в E  два 
базиса:  1 2, ,..., ng g g  и  1 2, ,..., nf f f . Разложим элементы базиса 
 1 2, ,..., nf f f  по базису  1 2, ,..., ng g g : 
 
1 11 1 21 2 1
2 12 1 22 2 2
1 1 2 2
... ,
... ,
(1)
... ... ... ... ... ... ... ...
... .
n n
n n
n n n nn n
  
  
  
   

   


    
f g g g
f g g g
f g g g
 
 
Система (1) в матричной форме примет вид:  
 
F G C  ,                    (2) 
 
где  1 2 ... nF  f f f  и  1 2 ... nG  g g g  – матрицы, в столбцах которых 
находятся координаты базисных векторов.  
Матрица 
11 12 1
1 2
...
... ... ...
...
n
n n nn
C
  
  
 
 
  
 
 
 называется матрицей перехода 
от базиса  1 2, ,..., ng g g  к базису  1 2, ,..., nf f f .  
Из равенства (2) имеем: 
1G F C  , 
 
значит, 1C  является матрицей перехода от базиса  1 2, ,..., nf f f  к базису 
 1 2, ,..., ng g g . 
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2.6 Связь между координатами  
вектора в разных базисах 
 
 
Рассмотрим произвольный элемент Ex  и запишем его разложе-
ние в двух заданных базисах  1 2, ,..., ng g g  и  1 2, ,..., nf f f : 
 
  1 1 2 2 1 1 2 2...   и   ... .n n n n            x g g g x f f f          (3)  
 
Перепишем равенства (3) в матричной форме: 
  
   
1 1
2 2
1 2 1 2... ... ,n n
G F
n n
 
 
 
   
   
     
        
   
   
g g g f f f  
то есть 
1 1
2 2
n n
G F
 
 
 
   
   
     
        
   
   
, откуда с учётом формулы (2), получим: 
1 1
2 2
n n
C
 
 
 
   
   
    
        
   
   
,    (4) 
где C  – матрица перехода от базиса  1 2, ,..., ng g g  к базису  1 2, ,..., nf f f . 
 
Пример 9. В 3  заданы два базиса:      1 2 32;1;2 , 0;3;0 , 0;0;2   g g g  и 
     1 2 30;1; 1 , 2;0;0 , 0;1;0 .   f f f  Найти матрицу C  перехода от базиса 
 1 2 3, ,g g g  к базису  1 2 3, ,f f f . Координаты базисных векторов заданы в ОНБ 
 , ,i j k .  
Решение. Из формулы (2) имеем: F G C  , значит,
 
1C G F  . Составим 
матрицы F  и G : 
2 0 0 0 2 0
1 3 0 , 1 0 1
2 0 2 1 0 0
G F
   
   
    
      
.  
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Так как det 12G   , то  
1
6 2 6 6 2 6 6 0 0 3 0 0
1 1 1 1
0 4 0 0 4 0 2 4 0 1 2 0 .
12 12 12 6
0 0 6 0 0 6 6 0 6 3 0 3
T T
G
           
       
            
              
 
Следовательно, 
3 0 0 0 2 0 0 6 0
1 1
1 2 0 1 0 1 2 2 2
6 6
3 0 3 1 0 0 3 6 0
C
      
     
       
           
. 
 
Ответ: 
0 1 0
1 1 1
3 3 3
1
1 0
2
C
 
 
 
 
 
 
 
 
. 
 
Пример 10. В 3  вектор  2; 1;0 x  задан в базисе  1 2 3, ,g g g . Найти коор-
динаты x  в базисе  1 2 3, ,f f f , если задана матрица 
1 0 2
3 1 0
0 1 1
C
 
 
  
  
 
перехода от ба-
зиса  1 2 3, ,g g g  к базису  1 2 3, ,f f f .  
Решение. Связь между координатами вектора в разных базисах выражается 
формулой (4): 
1 1
2 2
3 3
C
 
 
 
   
   
    
   
   
, откуда 
1 1
1
2 2
3 3
C
 
 
 

   
   
   
   
   
. 
 По условию 1 2 32, 1, 0.     
 
Найдём 1C : det 1 6 7,C       значит,  
1
1 3 3 1 2 2
1 1
2 1 1 3 1 6
7 7
2 6 1 3 1 1
T
C
     
   
         
       
, тогда 
1
2
3
1 2 2 2
1
3 1 6 1
7
3 1 1 0



     
     
        
     
     
, т.е. 
     1 2 3
1 4 1 5 1 5
2 2 , 6 1 , 6 1
7 7 7 7 7 7
             , 
 значит, 1 2 3
4 5 5
.
7 7 7
   x f f f  
 
 Ответ: 1 2 3
4 5 5
.
7 7 7
   x f f f
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Пример 11. В 2  вектор
 1 2
2 , x g g  
3 5
1 2
C
 
  
 
 – матрица перехода от ба-
зиса  1 2,g g  к базису  1 2,f f . Найти разложение x  в базисе  1 2,f f . 
Решение. Связь между координатами вектора в разных базисах выражается 
формулой: 
1 1
2 2
C
 
 
   
    
   
, откуда 
1 11
2 2
C
 
 
      
   
. 
Найдём 1C : 1
2 5
det 6 5 1, .
1 3
C C
 
     
 
 
Так как 1 22, 1    , то 
1
2
2 5 2
1 3 1


     
      
     
, значит, 
1 24 5 9, 2 3 5,         т.е. 1 29 5 . x f f  
Ответ: 1 29 5 . x f f  
 
Пример 12. В 2  заданы два базиса:    1 21; 3 , 2;2  g g  и 
   1 22;3 , 3;4 . f f  Известно, что 1 23 2 . x g g  Найти разложение x  в базисе 
 1 2,f f . Координаты базисных векторов заданы в ОНБ  ,i j .  
Решение. Связь между координатами вектора в разных базисах выражается 
формулой: 
1 1
2 2
,C
 
 
   
    
   
 откуда 
1 11
2 2
C
 
 
       
   
, где C  – матрица перехода от 
базиса  1 2,g g  к базису  1 2,f f , а 1 2,   и 1 2,   – координаты x  в этих базисах, то 
есть 1 1 2 2  x g g  и 1 1 2 2.  x f f   
Матрицу 1C  найдём из формулы (2): F G C  , то есть 1 1C F G  , где  
2 3 1 2
,
3 4 3 2
F G
   
    
   
. 
Так как 1
4 3 4 3
3 2 3 2
F 
    
     
    
, то 
11
2
4 3 1 2 13 2 13 2 3
,
3 2 3 2 9 2 9 2 2
C



              
               
            
 
откуда 1 239 4 35, 27 4 23.          Таким образом, 1 235 23 .  x f f  
Проверку правильности выполненных действий сделаем, переходя к ОНБ 
 ,i j . Так, в базисе  1 2,g g :      1 23 2 3 1; 3 2 2;2 1; 13 ,       x g g  с другой 
стороны, в базисе  1 2,f f :      1 235 23 35 2;3 23 3;4 1; 13        x f f .
 
 
 
 
Литература: [4, 5, 11]. 
 Глава 3. Линейные операторы 
 
 
3.1 Основные  
определения 
 
 
Рассмотрим преобразование A
 
n -мерного линейного простран-
ства X  в m -мерное линейное пространство Y : 
 
 :A X Y  , 
 
которое ставит в соответствие каждому Xx  единственный Yy . Та-
кое преобразование называется оператором и обозначается  A  , т.е. 
 Ay x . Элемент Yy , соответствующий при преобразовании 
 Ay x  элементу Xx , называется образом элемента x , а x  называ-
ется прообразом элемента Yy . 
 Самым простым видом преобразований является линейное преоб-
разование.  
 Оператор  A   называется линейным, если выполняются следу-
ющие условия: 
1)      1 2 1 2 1 2, ,A A A X   x x x x x x ; 
2)    , .A A X    x x x  
Эти два условия можно объединить в одно: 
 
     1 2 1 2 1 2, , .A A A X      x x x x x x  
 
Линейный оператор  A   переводит нулевой элемент пространства 
X  в нулевой элемент пространства Y :         .A A A A    θ x x x x θ  
Линейный оператор  A   называется нулевым, если 
   A Y x θ θ  для любого .Xx  
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Два оператора  :A X Y   и  :B X Y   называются равными, 
если    A Bx x  для любого Xx . 
Линейный оператор  :A E E   называется тождественным или 
единичным, если  A x x . Тождественный оператор обозначается  I  .  
 
 
3.2 Матрица  
линейного оператора 
 
 
Выберем в линейных пространствах , dim ,X X n  и , dim ,Y Y m  
базисы  1 2, ,..., ng g g  и  1 2, ,..., mf f f  соответственно. Пусть в выбранных 
базисах  1 2; ;...; ,nx x x X x   1 2; ;...; my y y Y y . Условия 1) и 2) ли-
нейности оператора  A   будут выполняться, если между координатами 
векторов x  и y  существует линейная зависимость: 
 
             
1
, 1, ,
n
i ij j
j
y a x i m

                                    (5) 
 
где  1, , 1,ija i m j n   – некоторые числа. Матрицу m n ijA a   назы-
вают матрицей линейного оператора  A  . Из (5) следует, что линей-
ное преобразование полностью определяется матрицей m n ijA a  .  
Пусть E  – линейное пространство. Далее будем рассматривать 
операторы, действующие только из E  в E , т.е. если Ex , то 
 A E y x . 
Зададим линейный оператор  : , dimA E E E n   . Выберем в E  
базис  1 2, ,..., ne e e . Запишем разложение в этом базисе произвольного 
элемента :Ex  1 1 2 2
1
... ,
n
n n i i
i
   

     x e e e e  тогда 
   
1 1
.
n n
i i i i
i i
A A A 
 
 
   
 
 x e e  
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Но образы   1,iA i ne  базисных векторов ie  принадлежат про-
странству ,E  значит, их также можно разложить по этому базису: 
 
 
 
 
1 11 1 21 2 1
2 12 1 22 2 2
1 1 2 2
... ,
... ,
... ... ... ... ... ... ... ...
... .
n n
n n
n n n nn n
A a a a
A a a a
A a a a
   
   
   
e e e e
e e e e
e e e e
 
 
Матрица 
11 12 1
21 22 2
1 2
n
n
n n nn
a a a
a a a
A
a a a
   
 
   
            
 
   
 называется матрицей линейно-
го оператора  A   в базисе  1 2, ,..., ne e e . В i -м столбце этой матрицы 
стоят координаты элемента  1,iA i n   e  в выбранном базисе. Таким 
образом, каждому линейному оператору  : , dimA E E E n   , соот-
ветствует квадратная матрица A
 
n -го порядка. Справедливо и обратное 
утверждение. 
 Равным операторам соответствует одна и та же матрица. Из ра-
венства двух матриц следует равенство их линейных операторов. 
Определим связь между координатами образа y  и прообраза x . 
Обозначим через X  и Y  – векторы-столбцы, составленные из ко-
ординат векторов x  и y  соответственно в базисе  1 2, ,..., ne e e , тогда 
векторному равенству  Ay x  соответствует матричное равенство 
 
,A Y X                        (6)      
 
где A  – матрица линейного оператора  A   в базисе  1 2, ,..., ne e e . 
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3.3 Действия над линейными  
операторами 
 
 
Пусть  A   и  B   два линейных оператора, действующих             
из E  в E .  
1. Суммой линейных операторов  A   и  B   называется такой 
линейный оператор   A B  , что       .A B A B  x x x   
Если A  и B
 
матрицы линейных операторов  A   и  B  , то 
 A B  – матрица линейного оператора   A B  . 
2. Произведением линейного оператора  A   на число   называ-
ется такой линейный оператор   A   , что     .A A  x x  
Если A  – матрица линейного оператора  A  , то A   – матрица 
линейного оператора   A   . 
Для любого линейного оператора  A   определим оператор 
    1 ,A A       который называется противоположным оператору 
 A  . 
Множество всех линейных операторов, действующих из E  в E , с 
введенными операциями сложения и умножения на скаляр, нулевым и 
противоположным оператором, образует линейное пространство. 
Покажем, например, что сумма линейных операторов также ли-
нейный оператор: 
      
                 
     .
A B A B
A A B B A B A B
A B A B
     
     
 
      
        
   
x y x y x y
x y x y x x y y
x y
  
3. Произведением линейных операторов  A   и  B   называется 
линейный оператор   A B  , такой, что      .A B x A B x      В общем 
случае      .A B B A      
Если A  и B
 
– матрицы линейных операторов  A   и  B  , то A B  
является матрицей линейного оператора   A B  . 
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4. Линейный оператор  B   называется обратным к линейному 
оператору  A  , если        .A B B A I        Оператор, обратный к 
линейному оператору  A  , обозначается  1 .A   
Линейный оператор  A   называется вырожденным, если опреде-
литель его матрицы в любом базисе равен нулю. В противном случае 
оператор называется невырожденным. Для всякого невырожденного 
оператора  A   существует обратный линейный оператор  1 .A   
Множество элементов Ex , для которых   ,A x θ  называется 
ядром линейного оператора и обозначается ker A . Ядру любого линей-
ного оператора принадлежит нулевой элемент θ . Если линейный опера-
тор  A   невырожденный, то других элементов в ядре нет. 
 
 
3.4 Преобразование матрицы линейного 
оператора при переходе к новому базису 
 
 
Пусть линейный оператор  : , dim .A E E E n    Выберем в E  
два произвольных базиса  1 2, ,..., ng g g  и  1 2, ,..., nf f f . Пусть A  – матрица 
линейного оператора  A   в базисе  1 2, ,..., ng g g , а A  – матрица линей-
ного оператора  A   в базисе  1 2, ,..., nf f f , C  – матрица перехода от ба-
зиса  1 2, ,..., ng g g  к базису  1 2, ,..., nf f f . Имеет место следующая  
Теорема. Матрицы A  и A  линейного оператора  A   связаны 
между собой соотношением  
 
1A C A C   .     (7) 
 
Доказательство. Запишем разложения x  и  A x  в обоих базисах: 
 
1 1 2 2
1 1 2 2
... ,
... ,
n n
n nA
  
  
   
   
x g g g
x g g g
          
1 1 2 2
1 1 2 2
... ,
... ,
n n
n nA
  
  
   
   
x f f f
x f f f
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или в матричной форме по формуле (6) связи между координатами об-
раза и прообраза: 
, ,A A   η ξ η ξ      (8) 
 
где 
1 1 1 1
... , ... , ... , ... .
n nn n
   
  
      
      
         
      
      
ξ ξ η η
  
По формуле (4) связи между координатами вектора x  в двух раз-
ных базисах имеем:  
 
, ,C C   ξ ξ η η       (9) 
 
где C  – матрица перехода от базиса  1 2, ,..., ng g g  к базису  1 2, ,..., .nf f f   
Из (8) с учётом (9) имеем: 
 
,A A C    η ξ ξ  
а из (9) с учётом (8)  
C C A    η η ξ , 
 
тогда A C C A   , следовательно, 1A C A C   . 
Замечание. Линейный оператор, матрицей которого является мат-
рица 1 ,C A C    называется преобразованием подобия; матрицы A  и A  
при этом называются подобными. 
 
Пример 13. Линейный оператор  A   задан в базисе  1 2,g g  матрицей 
2 1
4 3
A
 
  
 
. Найти матрицу A  этого оператора в базисе  1 2,f f , если 
1 1 2 2 22 , 3 .  f g g f g  
Решение. По формуле (7) 1 ,A C A C    где C  – матрица перехода от базиса 
 1 2,g g  к базису  1 2,f f .  
Найдём 1C : 
2 0
det 6
1 3
C  

, а 1
3 01
1 26
C
 
  
 
. Тогда 
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3 0 2 1 2 0 6 3 2 0 15 9 5 31 1 1 1
.
1 2 4 3 1 3 10 5 1 3 15 15 5 56 6 6 2
A
               
                 
             
 
 
Ответ: 
5 3
2 2
.
5 5
2 2
A
 
 
  
 
 
 
 
 
 
3.5 Сопряжённые  
и ортогональные операторы 
 
 
Пусть E , dimE n , вещественное евклидово пространство,  A   – 
линейный оператор, действующий из E  в .E  
Оператор  *A   называется сопряжённым к линейному оператору 
 A  , если      *, , .A Ax y x y  Оператор  *A   является линейным. 
Всякий линейный оператор  A   имеет единственный сопряжённый 
оператор  *A  . 
Линейный оператор  :A E E   называется самосопряжённым, 
если        , , ,A A E  x y x y x y , т.е.    *A A   . 
Матрица самосопряжённого оператора в ОНБ является симметри-
ческой, т.е. TA A . 
Линейный оператор  :A E E  , называется ортогональным, ес-
ли         , , ,A A E  x y x y x y .  
Для того чтобы линейный оператор  A   был ортогональным, 
необходимо и достаточно, чтобы его матрица в ОНБ была ортогональна, 
т.е. 1 TA A 
 
или TA A I  . 
Ортонормированный линейный оператор это оператор перехода 
от одного ОНБ к другому ОНБ (при таком переходе сохраняется длина 
вектора). 
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Свойства ортогональных операторов 
 
Свойство 1. Ортогональный оператор невырожденный, т.е. имеет 
обратный оператор, который также является ортогональным. 
Свойство 2. Если A  – матрица ортогонального оператора, то 
TA  – 
матрица обратного ему оператора  1A  . 
Свойство 3. Произведение ортогональных операторов также ор-
тогональный оператор. 
 
 
3.6 Собственные векторы и собственные  
значения линейного оператора 
 
 
Пусть линейный оператор  :A E E  . Ненулевой вектор Ex  
называется собственным вектором линейного оператора  A  , если  
 
 A  x x .    (10) 
 
Число   называется собственным значением линейного опера-
тора. Совокупность всех собственных значений называется спектром 
линейного оператора  A  . Спектр простой, если все собственные зна-
чения линейного оператора кратности 1. 
 Рассмотрим в E  произвольный базис  1 2, ,..., ne e e , в котором 
 1 2; ;...; nx x xx . Пусть в этом базисе линейному оператору  A   соот-
ветствует матрица ijA a , тогда равенство (10) в матричной форме 
примет вид  
11 12 1 1 1
21 22 2 2 2
1 2
...
...
.
... ... ... ... ... ...
...
n
n
n n nn n n
a a a x x
a a a x x
a a a x x



     
     
      
     
     
     
       (11) 
 
Перейдём к системе из n  уравнений:  
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11 1 12 2 1 1
21 1 22 2 2 2
1 1 2 2
... ,
... ,
... ... ... ... ... ... ... ...
... ,
n n
n n
n n nn n n
a x a x a x x
a x a x a x x
a x a x a x x



    

    


       
или  
 
 
 
11 1 12 2 1
21 1 22 2 2
1 1 2 2
... 0,
... 0,
... 0.
n n
n n
n n nn n
a x a x a x
a x a x a x
a x a x a x



     

    

                       
     
     (12) 
 
Однородная СЛАУ (12) в матричной форме примет вид:  
 
 
 
 
11 12 1 1
21 22 2 2
1 2
0
0
.
... ...
0
n
n
n n nn n
a a a x
a a a x
a a a x



       
     
         
                
             
   (13) 
 
Она имеет ненулевые решения только в том случае, если её опре-
делитель равен нулю, т.е. если 
 
 
 
 
11 12 1
21 22 2
1 2
0.
n
n
n n nn
a a a
a a a
a a a



  
   

           
   
   (14) 
 
Представим равенство (14) в виде:  
 
 det 0A I  .              (15) 
 
Уравнение (15) называется характеристическим  уравнением 
линейного оператора  A  . Таким образом, собственные значения   
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линейного оператора являются корнями его характеристического урав-
нения.  
Уравнение (15) – алгебраическое уравнение n -й степени относи-
тельно  , значит, оно имеет ровно n  корней, действительных или ком-
плексных, с учётом их кратности. Ясно, что в алгебраическом уравне-
нии с вещественными коэффициентами всякий комплексный корень 
имеет комплексно-сопряжённый.  
При нахождении собственных векторов 
   1,i i nx
 
 соответству-
ющие им векторы-столбцы 
   1,i i nX  определяют из системы (13) 
подстановкой в неё последовательно всех найденных собственных зна-
чений  1,i i n  . При этом отметим, что в вещественном линейном 
пространстве комплексные корни характеристического уравнения нель-
зя рассматривать как собственные значения, так как умножение на ком-
плексный скаляр в вещественном пространстве является запрещённой 
операцией. 
Перечислим без доказательств некоторые свойства собственных 
значений и собственных векторов линейных операторов. 
Свойство 1. Характеристическое уравнение и спектр линейного 
оператора инвариантны относительно выбора базиса, т.е. подобные 
матрицы имеют одинаковый спектр. 
Свойство 2. Собственные векторы линейного оператора, отвеча-
ющие различным собственным значениям, линейно независимы. 
Свойство 3. Линейный оператор  A   имеет собственное значение 
0   только в том случае, если он вырожденный, т.е. det 0A , где A  – 
матрица линейного оператора  A  . 
Свойство 4. Самосопряжённый линейный оператор имеет только 
действительные собственные значения; 
Свойство 5. Собственные векторы самосопряжённого линейного 
оператора, отвечающие различным собственным значениям, ортого-
нальны. 
Свойство 6. Для произвольного самосопряжённого линейного 
оператора существует ортогональный базис, составленный из собствен-
ных векторов. 
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3.7 Диагонализация матрицы  
линейного оператора 
 
 
Пусть линейный оператор  : , dimA E E E n   . Рассмотрим в E  
произвольный базис  1 2, ,..., ne e e . Пусть в этом базисе линейному опе-
ратору  A   соответствует матрица ijA a . Существует ли такой базис 
в пространстве E , в котором матрица линейного оператора  A   была 
бы диагональной?  
Очевидно, если такой базис существует, то по Свойству 1 (п. 3.6) 
диагонализация матрицы A  произойдет в результате преобразование 
подобия.  
Имеет место следующая  
Теорема. Если в E  существует базис из собственных векторов 
линейного оператора  : ,A E E   то матрица A  линейного оператора 
будет диагональной в этом базисе.  
Выясним, при каких условиях существует базис из собственных 
векторов линейного оператора. 
Пусть 
1 2, ,..., k    – собственные значения линейного оператора 
 A   кратностей 1 2, ,..., kr r r , причём 1 2... kr r r n   . Если для каждого 
, 1, ,i i k   существует ir  собственных векторов – решений ФСР соответ-
ствующей однородной СЛАУ, то существует базис из собственных век-
торов, а значит, матрицу A
 
линейного оператора  A   можно привести к 
диагональному виду. В частности, если  1 1,ir i n  , т.е. спектр линей-
ного оператора простой, то базис из собственных векторов существует. 
Однако, если среди корней характеристического уравнения найдётся 
хотя бы одна пара комплексно-сопряжённых, то в вещественном линей-
ном пространстве не существует базиса из собственных векторов. 
Покажем, например, что, если спектр простой, то матрица линей-
ного оператора в базисе из собственных векторов будет диагональной. 
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Рассмотрим квадратную матрицу C , в столбцах которой стоят ко-
ординаты собственных векторов 
   1,i i nx , соответствующих соб-
ственным значениям  1,i i n  . Это означает, что матрица C  является 
матрицей перехода к базису из собственных векторов. Очевидно, в этом 
случае RgC n , т.е. матрица C
 
– невырожденная, и для неё существует 
обратная – 1.C Из определения собственных векторов линейного опера-
тора следует, что  
 
    
   
, 1, ,
i i
iA i n   X X      (16) 
 
где  
i
X  – векторы-столбцы, соответствующие собственным векторам 
   1,i i nx
 
линейного оператора  A  . Равенство (16)  можно записать 
в более компактной форме: 
 
,A C C         (17) 
 
где 
 
– диагональная матрица, у которой на главной диагонали распо-
ложены собственные числа  1, ,i i n   т.е.  
 
1
2
0 ... 0
0 ... 0
.
0 0 ... 0
0 0 ... n



 
 
  
 
 
 
 
 
 
Умножим обе части равенства (17) слева на матрицу 1C :  
 
1 1 ,C A C C C       или 1 .C A C    
                       
 (18) 
 
Это означает, что матрица линейного оператора при переходе к 
базису из собственных векторов станет диагональной в результате пре-
образования подобия (18).  
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Пример 14. Найти собственные значения и собственные векторы линейного 
оператора  A  , заданного в некотором базисе матрицей 
2 3
1 4
A
 
  
 
. Построить, ес-
ли это возможно, базис из собственных векторов линейного оператора и найти мат-
рицу A  линейного оператора в этом базисе. Выполнить проверку. 
Решение. Составим характеристическое уравнение:  
 
2
1 2
2 3
0 6 5 0, 1, 5.
1 4

         

 
 
Найдём собственные векторы линейного оператора:  
 
 
1
1 1 2
2
1 3 0
1) 1: 3 0,
1 3 0
x
x x
x
    
         
    
 
 1 3
1
 
  
 
X ;
 
1
2 1 2
2
3 3 0
2) 5 : ,
1 1 0
x
x x
x
     
        
    
т.е.  
2 1
.
1
 
  
 
X  
 
Собственные значения линейного оператора различны, значит, собственные 
векторы    
1 2
и   X X  линейно независимы, т.е. образуют базис. В этом базисе мат-
рица A  линейного оператора  A   будет диагональной:  
1 0
0 5
A
 
  
 
. 
Матрица перехода к базису из собственных векторов 
3 1
1 1
C
 
  
 
. 
Проверим правильность проведенных вычислений. По формуле (7) 
1 .A C A C    Найдём 1C : 
1
1 1 1 11 1
1 3 1 34 4
C
    
     
    
. 
Тогда 
1 1 2 3 3 1 1 1 3 1 4 0 1 01 1 1
.
1 3 1 4 1 1 5 15 1 1 0 20 0 54 4 4
A
               
                   
             
 
 
Ответ: 
1 0
0 5
A
 
  
 
.  
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Пример 15. Линейный оператор  A   в некотором базисе задан матрицей 
1 1
.
0 1
A
 
  
 
 Существует ли базис из собственных векторов линейного операто-
ра  A  ? 
Решение. Составим характеристическое уравнение:  
 
 
1 1
det 0.
0 1
A I

  

 
 
Собственные значения линейного оператора 1 2 1.   
 
Найдём соответ-
ствующие им собственные векторы: 
1
2 1
2
0 1 0
0, 1,
0 0 0
x
x x
x
    
       
    
т.е.  
1 1
0
 
  
 
X . 
Все остальные собственные векторы имеют вид  
1
1x X X . Это означает, что базис 
из собственных векторов не существует. 
 
Пример 16. Найти собственные векторы и собственные значения линейного 
оператора  A  , заданного в некотором базисе матрицей 
6 5 3
3 2 2
2 2 0
A
  
 
   
  
. Можно 
ли привести матрицу A
 
к диагональному виду? 
 
Решение. Составим характеристическое уравнение: 
 
6 5 3
3 2 2 0,
2 2
  
   
 
 
 
т.е.       2 6 18 20 6 2 4 6 15 0            
или 3 24 5 2 0.       
 
Собственные значения линейного оператора 1 2 31, 1, 2.       Найдём 
собственные векторы:  
1 2 31
1 2 2 1 2 3
3 1 2 3
5 5 3 0,5 5 3 0
1: 3 3 2 0 3 3 2 0,
2 2 1 0 2 2 0.
x x xx
x x x x
x x x x
        
    
              
             
 
 
Эта система эквивалентна следующей: 
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1 2 3 1 2
33
0, ,
0,0,
x x x x x
xx
    
 
   
т.е. ФСР этой системы состоит из одного решения, например,  
1
1
1 .
0
 
 
  
 
 
X  Собствен-
ным значениям 1  и 2  
соответствует собственный вектор  
1
X . Другие собственные 
векторы, соответствующие собственным значениям 
1  и 2 , могут быть получены из 
 1
X  
умножением на произвольное вещественное число. Например, 
 2
2
2
0
 
 
  
 
 
X . 
1 2 31
3 2 1 2 3
3 1 2 3
4 5 3 0,4 5 3 0
2 : 3 4 2 0 3 4 2 0,
2 2 2 0 2 2 2 0.
x x xx
x x x x
x x x x
        
    
            
             
 
 
Так как 
4 5 3 0 1 1 1 2 0 1 2 0
3 4 2 1 2 0 0 1 1 0 1 1
2 2 2 1 1 1 0 1 1 0 0 0
           
       
           
                  
, то 1 32 ,x x  
2 3,x x
 
значит,  
3
2
1 .
1
 
 
  
 
 
X  
 
   1 2и  X X  линейно зависимы, значит, совокупность собственных векторов 
      1 2 3, ,X X X  также линейно зависима, т.е. собственные векторы линейного опе-
ратора не образуют базис в E . Поэтому матрица A
 
не может быть приведена к диа-
гональному виду. 
 
 
Литература: [3, 4, 5, 7, 10]. 
 
 
  
Глава 4. Квадратичные формы 
 
 
4.1 Основные  
определения 
 
 
Рассмотрим евклидово пространство E , dimE n . Выберем в E  
ОНБ  1 2, ,..., ne e e , в котором вектор  1 2; ;...; nx x x E x .  
Квадратичной формой называется числовая функция вида  
 
   1 2
1 1
, ,..., ,
n n
n ij i j
i j
f f x x x a x x
 
   x     (19) 
 
где  , 1,ij jia a i j n  . Из коэффициентов ija  квадратичной формы мож-
но составить матрицу  , 1,ijA a i j n  , которая называется матрицей 
квадратичной формы. Матрица A  квадратичной формы является 
симметрической по построению, т.е. TA A . Если матрица A  веще-
ственная, то квадратичная форма (19) называется вещественной. В 
этом курсе мы будем рассматривать только вещественные квадратич-
ные формы. 
Если вектор-столбец X  составлен из координат вектора 
 1 2; ;...; nx x xx , т.е. 
1
2
...
n
x
x
x
 
 
 
 
 
 
X , то квадратичная форма (19) может быть 
записана в виде: 
 
  Tf A  X X X .     (20) 
 
Ранг матрицы A  квадратичной формы называется рангом этой 
квадратичной формы. Если RgA n , то квадратичная форма (19) 
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называется невырожденной, если RgA n , то квадратичная форма вы-
рожденная. 
 
Пример 17. Составить матрицу A  и определить ранг квадратичной формы 
  2 2 21 2 3 1 2 1 2 2 3 3, , 5 6 2 3 .f x x x x x x x x x x         
Решение. Из определения матрицы квадратичной формы следует, что 
 , 1,3ij jia a i j  .  
Так как   2 2 21 2 3 1 2 1 2 2 1 2 3 3 2 3, , 5 3 3 3f x x x x x x x x x x x x x x           , то 
5 3 0
3 1 1
0 1 3
A
 
 
  
  
. 
Найдём ранг матрицы A . Для этого вычислим 
5 3 0
det 3 1 1 15 5 27 17 0
0 1 3
A
 
 
        
  
, 
значит, Rg 3.A  Так как 3n  , то квадратичная форма невырожденная. 
Ответ: 
5 3 0
3 1 1
0 1 3
A
 
 
  
  
, Rg 3.A    
 
Квадратичная форма (19) называется канонической, если 
0 при i ja i j  , т.е. если она имеет вид:  
  2
1
n
i i i
i
f a x

x .      (21) 
В этом случае матрица A  квадратичной формы диагональная. 
Число ненулевых слагаемых в сумме (21) всегда равно рангу квадра-
тичной формы.  
 
 
4.2 Приведение квадратичной формы  
к каноническому виду 
 
 
Квадратичная форма  f x  однозначно определяется матрицей A  
в выбранном ОНБ  1 2, ,..., ne e e . При переходе к другому ОНБ 
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1 2{ , ,..., }n
  e e e  матрица A  квадратичной формы    1 2, ,..., nf f x x x   x  
будет получена с помощью преобразования подобия, т.е. 1A C A C   , 
где C  – матрица перехода от базиса  1 2, ,..., ne e e  к базису 1 2{ , ,..., }n  e e e . 
Очевидно, результат этого преобразования зависит от матрицы C . 
Так как матрица A  симметрическая, то всегда можно подобрать матри-
цу C  так, чтобы A  стала диагональной, причём на главной диагонали 
будут располагаться её собственные числа. Диагонализация произойдет 
в ОНБ из собственных векторов матрицы A . В результате этих преобра-
зований квадратичная форма примет вид: 
 
     
2
1 2
1
, ,...,
n
n i i
i
f f x x x x

      x ,   (22) 
 
где i  – собственные значения матрицы A ,  1,ix i n   – координаты 
вектора x  в базисе 1 2{ , ,..., }n
  e e e . Связь между координатами вектора x  
в двух разных базисах выражается формулой: C  X X , где X  и X  – 
вектор-столбцы, составленные из координат вектора x  в базисах 
 1 2, ,..., ne e e  и 1 2{ , ,..., }n  e e e  соответственно; i jC c  – матрица перехо-
да к базису 
1 2{ , ,..., }n
  e e e .  
Рассмотренное преобразование называется приведением квадра-
тичной формы к каноническому виду. Любая квадратичная форма 
может быть приведена к каноническому виду. 
 
Пример 18. Привести к каноническому виду квадратичную форму 
  2 21 2 1 1 2 2, 4 4f x x x x x x    . 
 Решение. Диагонализация квадратичной формы происходит в ОНБ из соб-
ственных векторов. Если C  – матрица перехода к такому базису, то координаты 
вектора x  в разных базисах связаны между собой соотношением:  
1 1
2 2
x x
C
x x
   
       
, 
где в столбцах матрицы C  находятся координаты векторов ОНБ из собственных 
векторов, соответствующих собственным значениям. 
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 Составим матрицу A  квадратичной формы: 
4 2
2 1
A
 
  
 
, тогда характеристи-
ческое уравнение: 2
4 2
5 0
2 1

    

, значит, собственные значения 
1 0  , 
2 5  . Найдём собственные векторы. 
 При 1 0  : 
1
2
4 2 0
2 1 0
x
x
    
    
    
, откуда получаем: 1 22 0x x  . Если 1x  – ба-
зисная переменная, 2x  – свободная, то, полагая 2 2x  , получим 1 1x   , следова-
тельно, (1)
1
2
 
  
 
X . 
 Аналогично, при 2 5  : 
1
2
1 2 0
2 4 0
x
x
     
    
    
, откуда получаем: 
1 22 0x x   . Пусть 1x  – базисная переменная, 2x  – свободная. Полагая 2 1x  , по-
лучим 1 2x  , тогда 
(2)
2
1
 
  
 
X .  
 Собственные векторы (1)X  и (2)X  ортогональны, т.к. 
 (1) (2), 1 2 2 1 0     X X , и (1) (2) 5 X X . Тогда ОНБ составят 1
1 5
2 5
 
  
 
 
e , 
2
2 5
1 5
 
  
 
 
e . Матрица C  перехода от ОНБ  ,i j  к ОНБ  1 2,e e  примет вид: 
1 5 2 5
2 5 1 5
C
 
  
 
 
. Так как C  – матрица ортогонального оператора, то 
1 TC C C   , что можно проверить непосредственными вычислениями:  
 
1 4
det 1
5 5
C

    , тогда 1
1 5 2 5 1 5 2 5
1
2 5 1 5 2 5 1 5
C C
    
       
       
, и 
1 5 2 5 1 5 2 5
2 5 1 5 2 5 1 5
T
TC C
    
     
   
   
. 
 Если C  – матрица перехода от одного базиса к другому, то 1A C A C   , 
 но 1C C  , значит, 
1 5 2 5 4 2 1 5 2 5
2 12 5 1 5 2 5 1 5
A C A C
     
               
 
0 0 1 5 2 5 0 0
0 510 5 5 5 2 5 1 5
     
          
, т.е.    
2
1 2 2, 5f x x x   . 
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 Замечание 1. Этот результат можно было записать после нахождения соб-
ственных значений 
1  и 2 , но необходимо вывести формулы перехода от коорди-
нат 
1 2,x x  к координатам 1 2,x x  : 1 1 2
1 2
5 5
x x x    , 2 1 2
2 1
5 5
x x x   . 
 Проверим правильность проведенных вычислений: 
 
2 2
1 1 2 24 4x x x x     
2 2
1 2 1 2 1 2 1 2
1 2 1 2 2 1 2 1
4 4
5 5 5 5 5 5 5 5
x x x x x x x x
       
                        
       
 
              2 2 2 2 2 21 2 2 1 1 2 2 1 1 2 24 4 14 4 2 3 2 4 4
5 5 5
x x x x x x x x x x x x                        
   
2 2
2 2
25
5
5
x x   . 
 
 Ответ:    
2
1 2 2, 5f x x x   . 
 
Замечание 2. Приведение квадратичной формы к виду (22) может быть вы-
полнено разными методами. Например, заданная квадратичная форма может быть 
представлена в таком каноническом виде:  
   
2
1 2 1, ,f x x x
    
где 1 1 2 22 , 0x x x x    . Матрица этой квадратичной формы также будет диаго-
нальной, но она не совпадает с матрицей A . Это означает, что значения коэффици-
ентов i  в (22) зависят от способа приведения квадратичной формы к каноническо-
му виду. Но число ненулевых, число положительных  0iia  , а, значит, и отрица-
тельных  0iia   слагаемых в квадратичной форме (22) остаётся неизменным. Это 
правило называется законом инерции квадратичной формы. 
 
 
 4.3 Критерий  
Сильвестра 
 
 
Задача преобразования квадратичной формы к каноническому ви-
ду является частью решения задачи квадратичного программирования – 
задачи поиска глобального экстремума целевой функции, представля-
ющей собой сумму линейной функции и квадратичной формы, в обла-
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сти, границы которой заданы линейными уравнениями. Эта задача мо-
жет быть успешно решена, если известно, что всякий локальный экс-
тремум является одновременно и глобальным. А это, в свою очередь, 
зависит от характера знакоопределённости квадратичной формы.  
Тот факт, что квадратичные формы подчиняются закону инерции, 
позволяет дать их классификацию по характеру знакоопределённо-
сти.  
Квадратичная форма (19) называется положительно (отрица-
тельно) определённой, если она принимает только положительные (от-
рицательные) значения при любых значениях 1 2, ,..., nx x x , кроме 
1 2 ... 0nx x x    , при которых квадратичная форма обращается в ноль. 
Квадратичная форма (19) называется неопределённой, если она 
для одних значений 1 2, ,..., nx x x  положительно определённая, а для дру-
гих – отрицательно определённая. 
В теории малых колебаний рассматривают одновременно две 
квадратичные формы, из которых одна задаёт потенциальную, а вторая 
– кинетическую энергию системы. Вторая форма всегда положительно 
определённая. 
Характер знакоопределённости квадратичной формы (19) можно 
выяснить, если известны собственные значения её матрицы A . Имеет 
место следующая 
Теорема. Для того чтобы квадратичная форма (19) была положи-
тельно (отрицательно) определённой, необходимо и достаточно чтобы 
все собственные значения  1,i i n   её матрицы A  были положитель-
ны (отрицательны). 
Если квадратичная форма (19) произвольным образом приведена к 
каноническому виду (22), то она будет положительно (отрицательно) 
определённой, если  0 0i i    для всех 1,i n . 
Нахождение собственных значений – задача не из лёгких. Этот 
сложный путь определения характера знакоопределённости квадратич-
ной формы можно обойти, исследуя главные миноры матрицы A . 
Такой способ установления характера знакоопределённости квад-
ратичной формы называется критерием Сильвестра и состоит в сле-
дующем:  
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1) для того чтобы квадратичная форма (19) была положительно 
определённой необходимо и достаточно, чтобы все главные диагональ-
ные миноры матрицы A  этой квадратичной формы были положитель-
ны: 
11 12 1
21 22 2
1 2
1 2
...
...
0, 0,..., 0;
...
...
n
n
n
n n nn
a a a
a a a
a a a
      
  
  
2) для того чтобы квадратичная форма (19) была отрицательно 
определённой, необходимо и достаточно, чтобы знаки главных диаго-
нальных миноров матрицы A  этой квадратичной формы чередовались, 
начиная со знака «–» для 
1 , т.е. 
 
1 2
0, 2 1,
0, 0,...,
0, 2 , .
n
n k
n k k N
  
        
 
 
Пример 19. Установить характер знакоопределённости квадратичной формы 
  2 2 21 2 3 1 2 3 1 2, , 4 6 2 6f x x x x x x x x     . 
Решение. Найдём собственные значения матрицы A  заданной квадратичной 
формы.  
Составим матрицу квадратичной формы 
4 3 0
3 6 0
0 0 2
A
 
 
  
 
 
, тогда характеристи-
ческое уравнение примет вид 
4 3 0
3 6 0 0
0 0 2

 

, 
или         4 6 2 9 2 2 10 15 0,           откуда 
1 2,3
10 100 4 15 10 40
2, 5 10.
2 2
   
        
Так как 1 0   и 2,3 0  , то квадратичная форма положительно определённая. 
Проверим полученный результат по критерию Сильвестра. Так как 
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3 04
3 6 0
0 0 2
A
 
 
  
 
 
, 
то 1 2 3
4 3 0
4 3
4 0, 24 9 15 0, 3 6 0 2 15 30 0,
3 6
0 0 2
              
 
значит, квад-
ратичная форма положительно определённая. 
Ответ: квадратичная форма положительно определённая. 
 
 
4.4 Приведение к каноническому виду  
уравнения кривой 2-го порядка 
 
 
Общее уравнение кривой 2-го порядка:  
 
  2 211 12 22 13 23 332 2 2 0.a x a x y a y a x a y a           (23) 
 
Уравнение (23) можно представить в виде    , , 0f x y L x y  , где 
  2 211 12 22, 2f x y a x a x y a y     – квадратичная форма уравнения кри-
вой, а   13 23 33, 2 2L x y a x a y a    – линейная функция. 
Приведение уравнения кривой (23) к каноническому виду начина-
ется с приведения к каноническому виду соответствующей квадратич-
ной формы  ,f x y . Её матрица 11 12
12 22
.
a a
A
a a
 
  
 
 Из характеристического 
уравнения  det 0A I   находятся собственные значения 1  и 2  мат-
рицы A , при этом 1 2  , так как 12 0a  . Затем находят соответствую-
щие собственные векторы, которые после нормировки образуют ОНБ 
 1 2,e e . 
В новом базисе квадратичная форма примет канонический вид: 
 
     
2 2
1 2, ' 'f x y x y     .    (24) 
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Переход от ОНБ  ,i j  к ОНБ  1 2,e e  описывается матрицей C , в 
столбцах которой находятся координаты векторов ОНБ  1 2,e e . Связь 
между координатами ,x y  и ,x y   определяется из уравнения 
,
x x
C
y y
   
       
 т.е.  
11 12 21 22,x c x c y y c x c y       .   (25) 
 
Подставляя зависимости (25) в линейную функцию  ,L x y         
получим:  
  13 23 33, 2 2 ,L x y b x b y b     
 
тогда уравнение (23) примет вид: 
 
   
2 2
1 2 13 23 332 2 0.x y b x b y b              (26) 
 
Выделяя в (26) полные квадраты, получим каноническое уравне-
ние одной из кривых 2-го порядка. О какой кривой идет речь, можно 
определить сразу по матрице A  квадратичной формы. Если 
2
11 22 12det 0A a a a    , то линия, задаваемая уравнением (23), эллипти-
ческого типа, если det 0A  – гиперболического, если det 0A  – па-
раболического типа.  
 
Пример 20. Определить тип кривой 2-го порядка и построить её: 
2 29 16 24 50 150 175 0.x y x y x y        
Решение. Уравнение кривой представим в виде    , , 0,f x y L x y  где 
 ,f x y  – квадратичная форма,  ,L x y  – линейная функция. 
Квадратичная форма, соответствующая заданной кривой, 
  2 2, 9 16 24 ,f x y x y x y    её матрица 
9 12
12 16
A
 
  
 
. 
Так как det 144 144 0A   , то кривая параболического типа. Составим ха-
рактеристическое уравнение и найдём собственные значения матрицы A : 
   2 1 2
9 12
9 16 144 25 0, 0, 25.
12 16

            

 
Собственные векторы, соответствующие найденным собственным значениям:  
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 1
1
9 12 0 9 12 0, 4
1) 0 : ;
12 16 0 4, 3 3
x x y
y x y
       
           
         
X  
 2
2
16 12 0 12 9 3
2) 25: .
12 9 0 3, 4 4
x x y
y x y
       
           
        
X  
Построим ОНБ из собственных векторов: 
       1 2 1 23 34 45 ; , ; .5 5 5 5     X X e e  
Матрица перехода 
34
5 5
.
3 4
5 5
C
 
 
 
 
 
Выполним проверку соответствия ориен-
тации ОНБ  1 2,e e  ориентации ОНБ  ,i j : 
34
16 95 5
1
3 4 25 25
5 5
   

, значит, ориен-
тация совпадает. В этом базисе    
2
, 25 'f x y y .  
Так как ,
x x
C
y y
   
      
 то
 
4 3 3 4
, .
5 5 5 5
x x y y x y       
 
Подставляя эти раз-
ложения в линейную часть  ,L x y
 
кривой, получим:  
  
4 3 3 4
, 50 150 175 50 150 175
5 5 5 5
L x y x y x y x y
   
                 
   
 
   40 90 30 120 175 50 150 175.x y x y             
Тогда уравнение кривой примет вид  
2
25 150 50 175 0y y x       или 
   
2
3 2 1 ,y x      т.е. 2 2 ,Y X   где 3, 1.Y y X x    
 
Заданная кривая изоб-
ражена на рисунке 1.  
 
x
1
X
y
y
Y
x1
e
2e
 
Рисунок 1 
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Пример 21. Привести уравнение кривой 2-го порядка к каноническому виду 
и определить тип кривой: 
2 234 41 24 160 130 250 0.x y x y x y        
Решение. Уравнение кривой представим в виде    , , 0,f x y L x y  где 
 ,f x y  – квадратичная форма,  ,L x y  – линейная функция. 
В нашем случае   2 2, 34 41 24f x y x y x y    , её матрица 
34 12
12 41
A
 
  
 
. 
Определим тип кривой. Для этого вычислим 
2
34 12
det 34 41 12 1250.
12 41
A     
 
Так как det 0,A  то заданная кривая эллиптиче-
ского типа. 
Приведем квадратичную форму к каноническому виду. Для нахождения соб-
ственных значений матрицы A  составим характеристическое уравнение: 
34 12
0,  
12 41



т.е.    234 41 144 0, 75 1250 0        , тогда 
1 250, 25    .  
Теперь найдём соответствующие им собственные векторы: 
 
 
 
1
1
2
2
16 12 0 12 9 3
50 : ,
12 9 0 4 3 4
9 12 0 9 12 4
25 : .
12 16 0 3 4 3
x x y
y x y
x x y
y x y
       
           
       
        
           
       
X
X
 
 
Построим ОНБ:    1 23 34 4; , ;5 5 5 5  e e , тогда матрица перехода от 
ОНБ  ,i j  к ОНБ  1 2,e e  имеет вид: 
3 4
5 5
.
34
5 5
C
 
 
 
 
 
Так как det 1 0,C    значит, 
ориентация ОНБ  ,i j  соответствует ориентации ОНБ  1 2,e e . 
Матрица заданной квадратичной формы в базисе  1 2,e e  имеет вид: 
50 0
0 25
A
 
  
 
, а сама квадратичная форма:      
2 2
, 50 25f x y x y     . 
Напомним, что матрица A  может быть получена в результате преобразова-
ния подобия: 1A C A C   , где C  – матрица перехода к новому ОНБ. Координаты 
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,x y  и ,x y   связаны между собой соотношением: ,
x x
C
y y
   
       
 т.е. 
3 4 4 3
,
5 5 5 5
x x y y x y       . 
Преобразуем линейную часть  ,L x y
 
уравнения кривой: 
 
 
   
3 4 4 3
 , 160 130 175 160 130 175
5 5 5 5
96 104 128 78 175 200 50 175.
L x y x y x y x y
x y x y
   
                
   
            
 
 
Теперь можно записать уравнение кривой в координатах ,x y  : 
   
2 2
50 25 200 50 175 0.x y x y       
 
Таким образом, выполнен первый шаг в преобразовании кривой к канониче-
скому виду, в результате которого в исходном уравнении кривой исчезло слагаемое, 
содержащее произведение координат x  и y .  
Выделим полные квадраты:    
2 2
50 2 25 1 50,x y      или 
 
 
2
2 1
2 1
2
y
x
 
    . Если 2, 1,X x Y y      то каноническое уравнение задан-
ной кривой 2-го порядка примет вид
 
2
2 1
2
Y
X    и задаёт эллипс с полуосями 
1, 2.a b   Кривая изображена на рисунке 2.  
 
x
y
y
x
X
Y
1
1e
2e
 
 
Рисунок 2 
 
Литература: [3, 6, 7, 15].
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Мы уже знаем правила проведения линейных операций над мат-
рицами, а также умножение матриц, возведение матрицы в любую це-
лую степень. Какие ещё операции можно проводить над матрицами? 
1. Извлечение корня из матрицы 
Матрица B  такая, что 
kB A , называется алгебраическим кор-
нем степени k  из матрицы A  и обозначается k A . 
Степени и корни матрицы обладают теми же свойствами, что сте-
пени и корни чисел:    , ,
nk
kk m k m n n k n kA A A A A A A    
 
и т.д.  
2. Многочлен от матрицы 
Пусть    20 1 2 ... 0
k
k k kP x a a x a x a x a       – многочлен степе-
ни k  от скалярной переменной x . Такой многочлен называют скаляр-
ным многочленом. Если A  – квадратная матрица, то 
  20 1 2 ...
k
k kP A a I a A a A a A          называется многочленом от 
матрицы. Очевидно,  kP A  – квадратная матрица того же порядка, что и 
матрица A . 
Матрица A  и любой её многочлен перестановочны, т.е. если 
 kB P A , то A B B A   . Для большинства матриц справедливо и об-
ратное утверждение: если квадратные матрицы A  и B  перестановочны, 
то одна из них (а чаще – каждая из них) является многочленом от дру-
гой, причём степень многочлена должна быть меньше, чем порядок этих 
матриц. Например, диагональные матрицы перестановочны и по опера-
ции сложения, и по операции умножения, т.е. если A  и B  – диагональ-
ные матрицы, то ,A B B A    A B B A   . 
Введём обозначение для диагональной матрицы: 
 
 
11
22
11 22
0 ... 0
0 ... 0
, ,...,
... ... ... ...
0 0 ...
nn
nn
a
a
A diag a a a
a
 
 
  
 
 
 
,
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тогда 
 11 22, ,..., ,k k k knnA diag a a a а         11 22, ,..., .k k k k nnP A diag P a P a P a  
3. Трансцендентные функции 
Из теории рядов известны разложения в ряд Маклорена функций 
, sin , cosxy e y x y x    и т.д. Например,  
 
 
2
0
1 ... ... .
2! ! !
k k
x
k
x x x
e x
k k


      
   
(27) 
 
Разложение (27) можно представить в виде  
 
2
lim 1 ...
2! !
k
x
k
x x
e x
k
 
     
       
(28) 
 
или в виде 2-го замечательного предела:  
 
 lim 1
k
x
k
x
e
k
 
  
 
.     (29) 
 
Из (28) и (29) переходя к матрицам, получим: 
 
21 1lim ...
2! !
A k
k
e I A A A
k
 
     
   
и 
1
lim
k
A
k
e I A
k
 
   
   
(30) 
 
Формулами (30) можно пользоваться, если эти пределы суще-
ствуют. Однако могут возникнуть вычислительные сложности при воз-
ведении матрицы A  в степень. 
Для диагональных матриц формулы (30) применимы всегда. К со-
жалению, в реальных задачах диагональные матрицы практически не 
встречаются. Однако, большую роль в технических приложениях игра-
ют матрицы, имеющие различные собственные значения, и симметри-
ческие матрицы, которые в результате преобразования подобия всегда 
могут быть приведены к диагональному виду. 
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Пусть в результате преобразования подобия из матрицы A  полу-
чена диагональная матрица  D A :   1D A C A C   , откуда  
 
  1.A C D A C        (31)  
 
Представление (31) матрицы A  обладает следующим свойством: 
 
         2 1 1 2 1 3 3 1, ...,A C D A C C D A C C D A C A C D A C              
 
т. е. оно сохраняет свой вид при возведении A  в любую степень. 
Если    1 2, ,..., ,nD A diag d d d  то в случае многочлена от матри-
цы 
         11 2, ,...,k k k k nP A C diag P d P d P d C   . 
В общем случае, если значения    1,if d i n  существуют, то: 
 
         11 2, ,..., .nf A C diag f d f d f d C     (32) 
 
Например,  1 2 1, ,..., ndd dAe C diag e e e C    и при этом  
m
A mAe e , 
но  
A B A Be e e

   только, если матрицы A  и B  перестановочны. 
Аналогично, 
 
 
 
1
1 2
1
1 2
sin sin ,sin ,...,sin ,
cos cos ,cos ,...,cos . 
n
n
A C diag d d d C
A C diag d d d C


  
  
 
 
Если матрица cosA  невырожденная, то можно найти матричный 
тангенс  
1
tg sin cosA A A

   и матричный котангенс 
 
1
ctg cos sinA A A

  , если матрица sin A  невырожденная. 
Справедливо и основное тригонометрическое тождество: 
   
2 2
sin cosA A I  . 
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Пример 22. Найти A , если 
6 3
2 7
A
 
  
 
.  
Решение. Диагонализация матриц возможна с помощью преобразования по-
добия: 1A C A C   , где C  – матрица из собственных векторов матрицы A , A  – 
диагональная матрица, полученная из A , т.е.  A D A . Найдём собственные зна-
чения матрицы A :  
 
2
1 2
6 3
0, 13 36 0, 4, 9
2 7

         

. 
 
Соответствующие собственные векторы:  
 
 
 
11 1 2
1
2 1 2
21
2 1 2
2
2 32 3 0 3
1) 4 : ,
3, 22 3 0 2
3 3 0 1
2) 9 : .
2 2 0 1
x x x
x x x
x
x x
x
       
            
         
       
             
      
X
X
 
 
Следовательно, 1
3 1 1 11
,
2 1 2 35
C C
   
    
   
, тогда  
   1
1 1 6 3 3 1 4 01
4,9 .
2 3 2 7 2 1 0 95
D A C A C diag
       
              
       
 
 
Так как по формуле  (31)   1,A C D A C   то по формуле (32) получим один 
из четырёх возможных ответов: 
  1
3 1 2 0 1 1 12 31 1
4, 9 ,
2 1 0 3 2 3 2 135 5
A C diag C
       
             
       
 
и окончательно, 
312
5 5
.
132
5 5
A
 
 
 
 
 
Можно выполнить проверку полученного результата, воспользовавшись 
определением корня из матрицы A . По определению  
2
A A A A   , тогда 
 
2 12 3 12 3 150 75 6 31 1 1
.
2 13 2 13 50 175 2 75 5 25
A A
       
           
       
   
 
 Ответ: 
312
5 5
.
132
5 5
A
 
 
 
 
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Пример 23. Найти ,Ae если 
2 2
.
1 3
A
 
  
 
 
Решение. Для нахождения собственных значений матрицы A  составим ха-
рактеристическое уравнение: 2
2 2
0, 5 4 0,
1 3

     

 
откуда 1 21, 4.     
Найдём собственные векторы:  
 
 
 
11 1 2
1
2 1 2
21
2 1 2
2
21 2 0 2
1) 1: ,
2, 11 2 0 1
2 2 0 1
2) 4 : .
1 1 0 1
x x x
x x x
x
x x
x
       
            
         
       
             
      
X
X
 
 
Теперь можем составить матрицу C  и найти 1C :  
 
1
2 1 1 11
, .
1 1 1 23
C C
   
    
   
 
 
Так как    1,4 ,D A diag  то по формуле (32) 
 
 
 4 1 4
4 4 4
4
4 4 4
2 1 0 1 11
,
1 1 0 1 23
2 2 1 2
1 12 2 2 21 1 3 3 3 3
.
1 2 1 1 1 23 3 2
3 3 3 3
A
e
e C diag e e C
e
e e e e e e
e e
e e e e e e

     
           
     
                                 
   
 
 
 Ответ: 4
2 2 1 2
3 3 3 3
.
1 1 1 2
3 3 3 3
Ae e e
   
    
   
   
 
 
 
Литература: [2, 4, 11, 15]. 
 
 Глава 6. Основные понятия теории множеств и 
теории нечётких множеств 
 
 
Рассмотрим понятия «множество», «отношение», «функция», на 
основе которых строится математический аппарат любой научной дис-
циплины. 
 
 
6.1 Основные определения  
теории множеств  
 
 
Понятие множества. Под множеством будем понимать сово-
купность вполне различимых объектов произвольной природы. Объек-
ты, из которых состоит множество, называют элементами множества. 
Для обозначения множества используют прописные буквы , , , ...A B X U  
или прописные буквы с индексом 1 2, ...A A . Для обозначения элементов 
множества используют строчные буквы , , , ...a b x u  или строчные с ин-
дексами 1 2, ...a a . 
Понятие принадлежности. Для того чтобы указать, что x  есть 
элемент множества A , или, как говорят, принадлежит множеству A , 
используют символ «»: x A . Запись y A  означает, что y  не являет-
ся элементом множества A . 
Для выражения принадлежности элемента множеству можно ис-
пользовать характеристическую функцию  A x , значения которой 
указывают, является ли x  элементом множества A : 
 
 
1, ,
0, .
A
x A
x
x A


 

      
 
Если число элементов множества конечно, то множество называ-
ется конечным. Множество называется бесконечным, если оно
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 содержит бесконечное число элементов. Множество, не содержащее ни 
одного элемента, называется пустым и обозначается символом  . 
Способы задания множества. Для того чтобы оперировать с 
конкретными множествами, надо уметь их задавать. Существуют два 
способа задания множеств: 1) перечисление его элементов, 2) описание 
множества.  
Если 1 2 3, , , ..., nx x x x  – элементы множества A , то это записывается 
таким образом:  1 2 3, , , ..., nx x xA x  или   1
n
ii
A x

 . Иногда вводят до-
полнительно множество индексов  1, 2, 3, ...,nJ  , тогда пишут 
 ,iA Jx i  . Способом перечисления задаются конечные множества. 
Этот метод применим и для задания бесконечных множеств, например, 
множество  1 1, 3, 5, 7,...N  , правда, лишь в том случае, когда известно, 
что понимается под многоточием. 
Способ 2 задания множеств предполагает задание некоторого 
свойства, которым обладают все элементы множества. Так элементы 
множества 1N  являются нечётными натуральными числами. 
Как правило, при задании конкретного множества ограничивается 
множество допустимых его объектов. Такую совокупность допустимых 
объектов называют универсальным множеством. Универсальное 
множество будем обозначать через U . 
Характеристическая функция  A x  позволяет представить мно-
жество A  через все элементы множества U  с указанием для каждого из 
них значения функции принадлежности. Если число элементов универ-
сального множества U  равно n , то 
         
___
1 1 2 2
_
, , ,, ,..., , , 1,iA A n A nx x x x xA x U i nx     . 
Равенство множеств. Два множества A  и B  называются равны-
ми, если они состоят из одних и тех же элементов. Из этого определения 
следует, что порядок элементов во множестве несущественен. Так, 
например, множества  1, 2, 5, 6  и  1, 5,2 , 6  равны, то есть представля-
ют собой одно и то же множество. 
Из определения множества следует также, что в нём не должно 
быть неразличимых элементов, поэтому совокупность  2, 2, 2, 5 не яв-
ляется множеством и воспринимается как некорректная запись. Напри-
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мер, множеством простых делителей числа 40 является множество 
 2, 5 . 
Понятие подмножества. Множество B  называется подмноже-
ством множества A , если всякий элемент множества B  является эле-
ментом множества A . Принятое обозначение: B A .  
Если есть необходимость указать, что множество A  содержит и 
другие элементы, кроме элементов множества B , используют символ 
строгого включения: B A . Принято считать, что любое множество A  
содержит в себе множество пустое   в качестве подмножества, т.е. 
A . Множество всех подмножеств множества A  обозначается как 
 A . Общее число всех возможных подмножеств n -элементного мно-
жества A  равно 2n . В это число подмножеств входит пустое множество 
  и само множество A . Множества   и A  называются несобствен-
ными подмножествами множества A . Все остальные подмножества 
множества A  – собственные.  
 
Пример 24. Если  3, 5, 8A  , то множество всех его подмножеств 
              , 3 , 5 , 8 , 3, 5 , 3, 8 , 5, 8 ,A A   . 
 
Взаимно однозначное соответствие между множествами. В 
некоторых задачах возникает необходимость сопоставлять элементы 
множеств. Если множества A  и B  конечны, то попарное соответствие 
между элементами множеств можно установить только в том случае, 
когда число элементов в этих множествах одинаково. Такое соответ-
ствие называется взаимно однозначным.  
Установление взаимно однозначных соответствий между беско-
нечными множествами вызывает определённые трудности, связанные с 
необходимостью оперировать с бесконечным числом элементов этих 
множеств. За основу для сопоставления бесконечных множеств принято 
брать множество натуральных чисел N . Если бесконечное множество 
X  можно привести во взаимно однозначное соответствие с множеством 
N , то такое множество называется счётным, если это сделать невоз-
можно, то множество X  – несчётно. К счётным множествам относятся, 
например, множество целых чисел, множество рациональных чисел. 
Множество всех действительных чисел отрезка  0,1  несчётно.  
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Мощность множества. Количество элементов конечного мно-
жества называется его кардинальным числом. Определяя число эле-
ментов множества, говорят о его мощности. Тот факт, что множество U  
конечно, а его кардинальное число равно n , обозначается следующим 
образом:  card U n  или U n . В этом случае говорят также, что 
мощность множества U  равна n .  
Бесконечные множества также могут различаться по мощности, 
при этом наименьшую мощность имеют счётные множества. Мощность 
множества действительных чисел отрезка  0,1  называется мощностью 
континуума, и превышает мощность любого счётного множества. Су-
ществуют множества, имеющие мощность больше, чем мощность кон-
тинуума, но не существует множества с наибольшей мощностью, так 
как мощность множества A  всегда меньше мощности множества всех 
его подмножеств  A . 
Верхняя и нижняя границы множества. Если универсальным 
множеством является множество действительных чисел R , то элементы 
любого его подмножества A  можно сравнивать по их значению и, в 
частности, находить наибольший и наименьший элемент подмножества 
A . Для конечных множеств, заданных перечислением его элементов, 
эта задача решается просто, а если множество задано правилом, по ко-
торому вычисляются числовые значения его элементов, то задача 
нахождения наибольшего и наименьшего элементов множества суще-
ственно усложняется. 
Верхней границей множества A  является такое число C , что 
 a C a A   . 
Таких чисел C  для множества A  может быть бесконечно много, а 
может и вовсе не существовать. Например, множество 1N  не имеет 
верхней границы. 
 Точной верхней гранью или супремумом множества A , обозна-
чаемого  sup A , называется верхняя граница множества A , которая не 
превосходит любую другую верхнюю границу этого множества. 
Нижней границей множества A  является такое число c , что 
 a c a A   . 
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 Точной нижней гранью или инфимумом множества A , обозна-
чаемого  inf A , называется нижняя граница множества A , не меньшая 
любой другой нижней границы множества. 
 Если B A , то    inf infB A , а    sup supB A . 
 
 
6.2 Операции  
над множествами 
 
 
Объединение множеств. Объединением множеств A  и B  назы-
вается множество C , элементы которого принадлежат либо множеству 
A , либо множеству B . Принятое обозначение: C A B . Аналогично 
определяется объединение любого (конечного или счётного) числа 
множеств iA : множество i
i
A  содержит элементы, принадлежащие хотя 
бы одному из множеств iA . 
Пересечение множеств. Пересечением множеств A  и B  называ-
ется множество C , элементы которого принадлежат как множеству A , 
так и множеству B . Обозначение: C A B . Пересечением любого 
(конечного или счётного) числа множеств iA  называется множество 
i
i
A  элементов, содержащееся в каждом из множеств iA . 
Операции объединения и пересечения множеств коммутативны, 
ассоциативны и взаимно дистрибутивны. 
Разность множеств. Разностью множеств A  и B  называется 
множество C , состоящее из тех элементов множества A , которые не 
принадлежат множеству B . Обозначение: \C A B . Дизъюнктивная 
сумма (симметрическая разность) двух множеств A  и B  определяется 
как объединение разностей \A B  и \B A . Для её обозначения исполь-
зуют символ A B   A B , т.е. по определению 
   \ \A B A B B A  . 
Дополнение множества. Дополнением множества A  до универ-
сального множества U  называется множество A , определяемое из со-
отношения: \A U A . 
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Очевидно, ,A A U A A  , т.е. если ,x A  то x A , а значит, 
  1,A x     0.A x   В общем случае имеет место формула: 
   1 .AA x x    
Разбиение множества. Рассмотрим некоторое множество A  и 
систему множеств  1 2 3, , ,... nA A A A . Систему множеств   называют 
разбиением множества A , если выполняются следующие условия: 
1) :i iA A A   , 2) , : ( )i j i jA A A A i j    , 3) 
i
i
A
A A

 . 
 
Пример 25. Пусть U  – универсальное множество, A  – его подмножество, 
т.е. A U , например,    1 2 3 4 5 6 1 3 4, , , , , , , , .x x x x x x A x xU x   
Выпишем для каждого элемента из U  степень его принадлежности множе-
ству A :            1 2 3 4 5 61, 0, 1, 1, 0, 0.A A A A A Ax x x x x x             Это поз-
воляет представить множество A  через все элементы множества U  с указанием для 
каждого из них значения функции принадлежности: 
            2 3 4 5 6,1 , ,0 , ,1 , ,1 , ,0 , ,0A x x x x x x . 
Очевидно,             1 2 3 4 5 6,0 , ,1 , ,0 , ,0 , ,1 , ,1 .A x x x x x x  
Выясним, как задаётся функция принадлежности пересечению и объедине-
нию множеств A  и B . По определению: 
     
1, , 1, , 1, ,
0, , 0, , 0, ,
A B A B
x A x B x A B
x x x
x A x B x A B
    
       
    
 
т.е.       ,A B A Bx x x    где « » – операция булева произведения, которую 
можно задать такой таблицей: 
0 1
0 0 0
1 0 1

.  
Аналогично,  
1, ,
0, ,
A B
x A B
x
x A B

  

 т.е.      A B A Bx x x

    , где «

 » – 
булева сумма, значения которой определяются таблицей: 
0 1
0 0 1
1 1 1


. 
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Пример 26. Пусть задано универсальное множество  1 2 3 4 5 6, , , , ,x x x x xU x  и 
его подмножества  1 3 4, ,A x x x  и  1 2 3 6, , ,B x x x x . Найти A B , A B , 
_______
A B , 
_______
A B  и A B .  
Решение. Представим множества A  и B  в виде:  
            1 2 3 4 5 6,1 , ,0 , ,1 , ,1 , ,0 , ,0 ,A x x x x x x
            1 2 3 4 5 6,1 , ,1 , ,1 , ,0 , ,0 , ,1 .B x x x x x x  
Тогда:              1 2 3 4 5 6,1 , ,1 , ,1 , ,1 , ,0 , ,1 ,A B x x x x x x  
            1 2 3 4 5 6,1 , ,0 , ,1 , ,0 , ,0 , ,0 ,A B x x x x x x  
и для дополнений к этим множествам имеем: 
            
            
1 2 3 4 5 6
1 2 3 4 5 6
,0 , ,0 , ,0 , ,0 , ,1 , ,0 ,
,0 , ,1 , ,0 , ,1 , ,1 , ,1 .
A B x x x x x x
A B x x x x x x


 
Так как:               1 2 3 4 5 6,0 , ,0 , ,0 , ,1 , ,0 , ,0 ,\ x x x x x xA B   
                1 2 3 4 5 6,0 , ,1 , ,0 , ,0 , ,0 , ,1 ,\ x x x x x xB A   
то для дизъюнктивной суммы A B  множеств A  и B  получим: 
            1 2 3 4 5 6,0 , ,1 , ,0 , ,1 , ,0 , ,1A B x x x x x x  . 
 
Пример 27. На первом курсе факультета компьютерных информационных 
технологий обучается 80 студентов. Известно, что из них легкой атлетикой занима-
ются 35 студентов, посещают бассейн 23, играют в настольный теннис 30, занима-
ются легкой атлетикой и посещают бассейн 10, занимаются легкой атлетикой и иг-
рают в настольный теннис 11, посещают бассейн и играют в настольный теннис 7, 
занимаются во всех трех спортивных секциях 4 студента. Остальные студенты не 
посещают ни одной спортивной секции. Дайте ответы на следующие вопросы: 
1. Сколько студентов посещают только бассейн? 
2. Сколько студентов занимаются легкой атлетикой, но при этом не играют в 
настольный теннис? 
3. Сколько студентов не посещают ни одной спортивной секции? 
4. Сколько студентов не занимаются легкой атлетикой и не посещают бассейн? 
Решение. Построим диаграмму Венна в виде пересекающихся кругов, изоб-
ражающих множества 1 2 3, ,S S S  студентов, занимающихся легкой атлетикой, пла-
ванием и настольным теннисом соответственно (рисунок 3).  
Введем обозначения:  
U  – множество всех студентов курса ( N = 80), 
1S  – множество студентов, занимающихся легкой атлетикой ( 1N = 35), 
2S  – множество студентов, посещающих бассейн ( 2N = 23), 
3S  – множество студентов, играющих в настольный теннис ( 3N = 30), 
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1,2S  – множество студентов, занимающихся легкой атлетикой и посещающих 
бассейн ( 1,2 1 2S S S , 1,2N  = 10), 
1,3S  – множество студентов, занимающихся легкой атлетикой и играющих в 
настольный теннис ( 1,3 1 3S S S , 1,3N  = 11), 
2,3S  – множество студентов, посещающих бассейн и играющих в настольный 
теннис ( 2,3 2 3S S S , 2,3N  = 7), 
1,2,3S  – множество студентов, посещающих эти три спортивные секции 
( 1,2,3 1 2 3S S S S , 1,2,3N  = 4). 
Определим множество студентов, занимающихся легкой атлетикой и посе-
щающих бассейн, но не играющих в настольный теннис 1,2\3 1 2 3\S S S S . Ясно, что 
1,2\3 1,2 1,2,3 10 4 6N N N     . 
Множество студентов, занимающихся легкой атлетикой и играющих в 
настольный теннис, но не посещающих бассейн 1,3\2 1 3 2\S S S S , и 
1,3\2 1,3 1,2,3 11 4 7N N N     . 
Аналогично, множество студентов, посещающих бассейн и играющих в 
настольный теннис, но не занимающихся легкой атлетикой: 2,3\1 2 3 1\S S S S , а 
2,3\1 2,3 1,2,3 7 4 3N N N     . 
Теперь с помощью диаграммы Венна можно определить число студентов, за-
нимающихся только в одной из трех спортивных секций. 
Только легкой атлетикой занимаются  1\2,3 35 6 7 4 18N       студентов; 
только в бассейн ходят  2\1,3 23 6 3 4 10N       студентов; только в настольный 
теннис играют  3\1,2 30 7 3 4 16N       студентов. 
Множество студентов, занимающихся хотя бы в одной из этих спортивной 
секций 1 2 3S S S S . Таких студентов 
* 18 10 16 6 7 3 4 64N         . Следо-
вательно, студентов, не занимающихся ни в одной из трех спортивных секций 
*
0 80 64 16N N N     . 
Окончательно, диаграмма Венна примет вид, представленный на рис. 3.  
Ответим на поставленные в задаче вопросы: 
1. Количество студентов, посещающих только бассейн 2\1,3 10N  . 
2. Количество студентов, занимающихся легкой атлетикой, но при этом не иг-
рающих в настольный теннис 1\3 18 6 24N    . 
3. Количество студентов, которые не посещают ни одной спортивной секции 
0 16N  . 
4. Количество студентов, которые не занимаются легкой атлетикой и не посе-
щают бассейн \1,2 16 16 32SN    , поскольку в это число входят студенты, 
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которые не занимаются ни в одной спортивной секции либо занимаются 
только настольным теннисом. 
 
 
 
 
Рисунок 3 
 
 
 
6.3 Нечёткие множества:  
основные определения  
 
 
Обобщение понятия принадлежности. В рассмотренных при-
мерах характеристическая функция принимала значения 0 или 1. Пред-
положим, что характеристическая функция принимает любое значение 
из  0,1 . Тогда элемент ix U  может не принадлежать множеству A  
  0A ix  , принадлежать A  в какой-либо степени   
  , 0 1A ix      или быть элементом множества   1A iA x  . 
Нечёткое множество. Нечётким подмножеством (нечётким 
множеством) A  множества U  называется множество упорядоченных 
пар    ,i i iAx x x U   , где  iA x      0,1iA x   – функция при-
надлежности элемента ix  множеству A , характеризующая степень при-
надлежности элемента этому множеству, или, другими словами, меру 
соответствия элемента ix  универсального множества U  свойствам не-
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чёткого множества A . В случае непрерывного множества U  для зада-
ния нечёткого множества используют такое обозначение: 
 
A
x U
A x x

  .  
Множество принадлежностей. Множество M  значений функ-
ции принадлежности называется множеством принадлежностей. Если 
 0,1M  , то A  – обычное множество, т.е. чёткое множество можно 
рассматривать как предельный случай нечёткого множества. Далее в 
этом учебном пособии множество принадлежностей  0,1M  . 
Мощность нечёткого множества. Пусть на универсальном 
множестве  1 2, ,..., nU x x x  задано нечёткое множество 
         1 1 2 2, ,..., n nA A AA x x x x x x   . Мощность нечёткого множества 
A  или его кардинальное число определяется следующим образом: 
   
1
card
n
iA
i
A x

 . 
 
Пример 28. На универсальном множестве  1 2 3 4 5 6, , , , ,x x x x xU x  определим 
следующее нечёткое множество:  
            1 2 3 4 5 60,2 , 0 , 0,4 , 0,8 , 1 , 0,7A x x x x x x . 
Определим кардинальное число нечёткого множества A :  
   
6
1
card 0,2 0 0,4 0,8 1 0,7 3,1.iA
i
A x

         
 Принадлежность элемента ix U  нечёткому множеству A  можно обозна-
чать и так: 1 2 5
0,2 0 1
, ,x A x A x A   .  
 
Для определения степени принадлежности элемента x  нечёткому 
множеству A  существует специальная терминология. Так, нечёткое 
множество A , заданное в Примере 28,  содержит в незначительной сте-
пени элемент 1x , не содержит 2x , в небольшой степени содержит 3x , в 
значительной степени – 4x  и 6x , и содержит элемент 5x .  
 
Пример 29. Нечёткое множество A  небольших натуральных чисел может 
быть задано, например, так:           0 1 , 1 0,9 , 2 0,8 , 3 0,7 ,..., 10 0 ,... .A   
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Замечание. Значения  iA x  заданы субъективно. 
 
Носитель нечёткого множества. Носителем (суппортом) не-
чёткого множества A  (supp ( )A ) называется множество элементов 
x U , для которых   0
A
x  . Нечёткое множество называется пустым, 
если его носитель является пустым множеством.  
Ядро нечёткого множества. Ядром нечёткого множества A  
(core( )A ) называется множество элементов x U , для которых 
  1
A
x  .  
Высота нечёткого множества. Величина  sup
A
x U
x

 (  max
Ax U
x

 
для дискретных универсальных множеств) называется высотой нечёт-
кого множества A  ( height( )A ).  
Нормальные и субнормальные нечёткие множества. Нечёткое 
множество A  нормально, если его высота равна 1. Если высота меньше 
1, то нечёткое множество называется субнормальным. Всякое непустое 
субнормальное нечёткое множество A  можно преобразовать к нор-
мальному normA , нормируя его функцию принадлежности:  
 
 
 
 norm height
A
A
x
x
A

  . 
 
Унимодальные нечёткие множества. Нечёткое множество 
называется унимодальным, если   1
A
x   только для одного x U . 
Точки перехода нечётких множеств. Элементы x U , для кото-
рых   0,5
A
x  , называются точками перехода нечёткого множества 
A . 
Выпуклые нечёткие множества. Нечёткое множество A  назы-
вается выпуклым, если: 
         1 2 1 2 1 21 min , , , , 0, 1A A Ax x x x x x U          . 
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 Пример 30. Пусть универсальное множество U  есть множество действи-
тельных чисел, т.е. U  . Определим нечёткое множество A  как множество чисел, 
близких к числу a  (рис. 4).  
1
а x
( )
A
x
 
Рисунок 4 
 
Функцию принадлежности можно задать следующим образом: 
    
1
1
m
A
x x a

    , где m N . Показатель степени m  выбирается в зависимости 
от степени близости к a . Например, для описания множества чисел, очень близких 
к a , можно взять 4m  ; для множества чисел, не очень далеких от a , 1m  . 
 
Пример 31. На универсальном множестве U  из Примера 28 задано нечёткое 
множество             1 2 3 4 5 60,2 , 0 , 0,4 , 0,5 , 0,9 , 0,3B x x x x x x . Для нечёткого 
множества B : 1) определить его мощность; 2) определить носитель, ядро и высоту; 
3) выяснить, является ли оно нормальным или субнормальным. Если B  является 
субнормальным, преобразовать его к нормальному; 4) проверить, будет ли получен-
ное множество normB  унимодальным; 5) определить точки перехода B . 
Решение.  
1. По определению, мощность (кардинальное число) нечёткого множества 
B , заданного на конечном универсальном множестве U , определяется по формуле: 
   
1
card
n
iA
i
B x

    ix U  . 
 Тогда  card 0,2 0 0,4 0,5 0,9 0,3 2,3B        . 
2. Воспользуемся определениями носителя, ядра и высоты нечёткого множе-
ства. Очевидно,    1 3 4 5 6supp , , , ,B x x x x x ,    core B   ,  height 0,9B  . 
3. Заданное нечёткое множество B  является субнормальным. Построим со-
ответствующее ему нечёткое нормальное множество normB . Для этого вычислим зна-
чения функции принадлежностей элементов normB  по формуле: 
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 
 
 norm height
B
B
x
x
B

  . 
 
Имеем:  
 
 norm
1
1
0,2 2
0,9 9height
B
B
x
x
B

    , аналогично:  
norm
2 0B x  , 
 
norm
3
4
9B
x  ,  
norm
4
5
9B
x  ,  
norm
5 1B x  ,  norm 6
1
3B
x  . Таким образом, нечёткое 
нормализованное множество    norm 1 2 3 4 5 6
2 4 5 1
, 0 , , , 1 ,
9 9 9 3
B x x x x x x
        
         
        
. 
4. Множество normB  является унимодальным, так как содержит только один 
элемент 5x , для которого  
norm
5 1B x  . 
5. Множество B  имеет единственную точку перехода – 4x , так как только 
 4 0,5B x  . 
 
 Умножение нечётких множеств на число. Если   – такое по-
ложительное число, что  max 1
Ax U
x 

 , то для нечёткого множества 
A  функция принадлежности определяется следующим образом: 
   
A A
x x

  . 
Сравнение нечётких множеств. Рассмотрим два нечётких мно-
жества A  и B , заданных на универсальном множестве U .  
Говорят, что B  содержится в A , т.е. B A , если    
B A
x x   
для любого x U . Графически это означает, что кривая, задающая не-
чёткое множество A  располагается выше аналогичной кривой нечётко-
го множества B . Если условие включения    
B A
x x   выполняется 
не для всех x U , то говорят о степени включения B  в A , которая 
определяется как  min
Ax V
x

, где V  – множество x U , на котором вы-
полняется условие включения.  
Два нечётких множества A  и B  равны, если они содержатся друг 
в друге, т.е. B A , если    
B A
x x   для любого x U . 
Подмножество  -уровня. Подмножеством  -уровня нечёткого 
множества A ,  0, 1 , называется чёткое подмножество A  элементов 
x U , для которых  
A
x  . Множество A  называют также            
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 -сечением нечёткого множества A . При этом, если  
A
x  , то го-
ворят о сильном сечении, а если  
A
x  , то о слабом сечении. Имеет 
место важное свойство: если 1 2  , то 2 1A A  . 
Для задач анализа и синтеза нечётких множеств применяют тео-
рему о декомпозиции: нечёткое множество A  можно разложить по его 
множествам   -уровня следующим образом: A A

  , где A   – 
произведение числа   на множество A . 
 
Пример 32. На универсальном множестве  1 2 3 4 5 6, , , , ,x x x x xU x  определим 
нечёткое множество             1 2 3 4 5 60,2 , 0 , 0,4 , 0,8 , 1 , 0,5A x x x x x x . Найдём 
все подмножества A  нечёткого множества A : 
 
            0,2 1 2 3 4 5 6,1 , ,0 , ,1 , ,1 , ,1 , ,1 ,A x x x x x x  
            0,4 1 2 3 4 5 6,0 , ,0 , ,1 , ,1 , ,1 , ,1 ,A x x x x x x  
            0,5 1 2 3 4 5 6,0 , ,0 , ,0 , ,1 , ,1 , ,1 ,A x x x x x x  
            0,8 1 2 3 4 5 6,0 , ,0 , ,0 , ,1 , ,1 , ,0 ,A x x x x x x  
            1 1 2 3 4 5 6,0 , ,0 , ,0 , ,0 , ,1 , ,0 .A x x x x x x  
 
По теореме о декомпозиции нечётких множеств заданное нечёткое множе-
ство A  представим следующим образом:  
 
            1 2 3 4 5 60,2 , 0 , 0,4 , 0,8 , 1 , 0,5 i
i
iA x x x x x x A

   , 
где  
____
, 1,6i iA x i    , т.е. 
 
             
             
             
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
0,2 ,1 , ,0 , ,1 , ,1 , ,1 , ,1
0,4 ,0 , ,0 , ,1 , ,1 , ,1 , ,1
0,5 ,0 , ,0 , ,0 , ,1 , ,1 , ,1
A x x x x x x
x x x x x x
x x x x x x
 


 
             
             
1 2 3 4 5 6
1 2 3 4 5 6
0,8 ,0 , ,0 , ,0 , ,1 , ,1 , ,0
1 ,0 , ,0 , ,0 , ,0 , ,1 , ,0 .
x x x x x x
x x x x x x


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6.4 Операции  
над нечёткими множествами  
 
 
Пусть U  – универсальное множество, M  – множество принад-
лежностей, A  и B  – нечёткие множества, заданные на универсальном 
множестве U .  
Объединение. Объединением A B  нечётких множеств A  и B  
называется наименьшее нечёткое подмножество, содержащее одновре-
менно множества A  и B . Функция принадлежности объединению мно-
жеств для каждого x U  определяется по правилу: 
      max , BA B Ax x x   . 
Пересечение. Пересечением A B  нечётких множеств A  и B  
называется наибольшее нечёткое подмножество, содержащееся одно-
временно в A  и B . Функция принадлежности пересечению множеств 
для каждого x U  определяется по правилу: 
      min , BA B Ax x x   . 
Дополнение. Нечёткое множество B  является дополнением не-
чёткого множества A  в U , если для любого x U  выполняется усло-
вие:    1
B A
x x   . Обозначение: A B  или A B , так как, очевид-
но, A A . 
Разность. Разность нечётких множеств A  и B  определяется со-
отношением: \A B A B . Нетрудно построить для каждого x U  пра-
вило вычисления значения функции принадлежности: 
      \ min ,1A AB Bx x x    . 
Дизъюнктивная сумма. Дизъюнктивная сумма A B  нечётких 
множеств A  и B  определяется следующим образом: 
   \ \A B A B B A  . 
 
Пример 33. На универсальном множестве  1 2 3 4 5, , , ,U x x x x x  заданы нечёт-
кие множества A  и B . Найти , , \ , ,A B A B A B A B если  
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          1 2 3 4 50 , 0,2 , 0,8 , 1 , |0,6 ,A x x x x x
          1 2 3 4 50,3 , 0 , 1 , 0,9 , | 0,3B x x x x x .  
 Решение. Воспользуемся правилами вычисления значений функции принад-
лежности объединению, пересечению и разности нечётких множеств. Тогда: 
          
          
          
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
0,3 , 0,2 , 1 , 1 , |0,6 ,
0 , 0 , 0,8 , 0,9 , |0,3 ,
\ 0 , 0,2 , 0 , 0,1 , | 0,6 .
A B x x x x x
A B x x x x x
A B x x x x x



 
 Так как           1 2 3 4 5\ 0,3 , 0 , 0,2 , 0 , |0,3 ,B A x x x x x  то: 
          1 2 3 4 50,3 , 0,2 , 0,2 , 0,1 , | 0,6 .A B x x x x x   
 
 Введенные таким образом операции над нечёткими множествами 
называются также логическими или максиминными.  
 В общем случае определять операции над нечёткими множества-
ми следует так, чтобы в случае, когда множества являются чёткими, 
операции переходили в операции теории обычных чётких множеств, то 
есть операции над нечёткими множествами должны обобщать соответ-
ствующие операции над обычными множествами. Такое обобщение 
может быть реализовано различными способами, поэтому какой-либо 
операции над чёткими множествами может соответствовать несколько 
операций в теории нечётких множеств.  
 Для определения пересечения, объединения и дополнения нечёт-
ких множеств наибольшей популярностью пользуются также такие опе-
рации: 
 
Тип операций 
Функция принадлежности 
 
A B
x   
A B
x   
A
x  
Алгебраические        B BA Ax x x x          BA x x    1 A x  
Ограниченные     min 1, BA x x       max 0, 1BA x x     1 A x  
  
Следует заметить, что в теории нечётких множеств при любом по-
строении операций объединения или пересечения приходится жертво-
вать некоторыми законами классической логики. Например, при макси-
минном и алгебраическом определении операций не выполняются зако-
ны противоречия  A A  и исключённого третьего  A A U , а в 
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случае ограниченных операций в теории нечётких множеств не выпол-
няются законы идемпотентности  ,A A A A A A   и дистрибутив-
ности: 
     A B C A B A C  и      A B C A B A C . 
 Возведение в степень. На основе операции алгебраического про-
изведения определяется операция возведения в степень  0    нечёт-
кого множества A . Степенью   нечёткого множества A  называется 
нечёткое множество A  с функцией принадлежности  
   ,
AA
x x x U
   . 
 
Пример 34. Пусть A  – нечёткое множество «от 3 до 7» (рис. 5, а) и B  – не-
чёткое множество «около 8» (рис. 5, б), заданные своими функциями принадлежно-
сти:  
1
3 x
( )
A
x
70
 
а) 
1
x
( )
B
x
80
 
б) 
 
Рисунок 5 
 Тогда, используя максиминные операции, мы получим множества, изобра-
жённые на рис. 6 (а, б, в). На рис. 6а изображено нечёткое множество A B ;  на 
рис. 6б  –  нечёткое множество A B ; на рис. 6в  –  нечёткое множество A . 
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1
3 x
( )
A B
x
70 8
 
а) 
1
3 x
( )
A B
x
70 8
 
б) 
1
3 x70
( )
A
x
 
в) 
 
Рисунок 6 
  
 
6.5 Расстояние  
между множествами 
 
 
Расстояние Хэмминга. На универсальном множестве 
 1 2, ,..., nU x x x  зададим с помощью характеристической функции 
 x    0,1M   подмножества A  и B : 
 
         1 1 2 2, , , ,..., ,A A n A nA x x x x x x   , 
         1 1 2 2, , , ,..., ,B B n B nB x x x x x x   . 
 
Под расстоянием Хэмминга между множествами A  и B  пони-
мают величину: 
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     
1
,
n
A i B i
i
d A B x x 

  . 
 
Не всякую величину можно назвать расстоянием. Для того чтобы 
величина  ,d A B  была расстоянием между подмножествами A  и B  
универсального множества U  необходимо выполнение следующих 
условий: 
1)  , 0d A B  ; 
2)  , 0d A A  ; 
3)    , ,d A B d B A ; 
4)      , , ,d A C d A B d B C   для любых подмножеств 
, ,A B C U , где оператор «» связан с вводимым понятием расстояния.  
Если   , то расстояние Хэмминга удовлетворяет условиям 1 – 4. 
Для конечного множества U  мощности n  можно определить от-
носительное расстояние Хэмминга:    
1
, ,A B d A B
n
  . Очевидно, 
 0 , 1.A B   
 
Пример 35. На универсальном множестве  1 2 3 4 5 6, , , , ,x x x x xU x  зададим 
подмножества A  и B :  
            1 2 3 4 5 6,1 , ,0 , ,0 , ,1 , ,1 , ,0A x x x x x x , 
            1 2 3 4 5 6,0 , ,1 , ,0 , ,1 , ,0 , ,0B x x x x x x . 
Применяя формулу расстояния Хэмминга между множествами, получим: 
 , 1 1 0 0 1 0 3d A B        , а для относительного расстояния Хэмминга имеем: 
 
1 1
, 3 .
6 2
A B     
 
Обобщение понятия расстояния Хэмминга. Пусть нечёткие 
множества A  и B  заданы на универсальном множестве U  мощности n . 
Тогда обобщённое расстояние Хэмминга  ,d A B  между нечёткими 
множествами A  и B  определяется по формуле: 
     
1
,
n
i iBA
i
d A B x x 

  . 
Глава 6. Основные понятия теорий множеств и нечётких множеств       77 
 
 
Обобщённое относительное расстояние Хэмминга определяет 
величина 
 
 
   
1
, 1
,
n
i iBA
i
d A B
A B x x
n n
  

   . 
Очевидно,  0 , 1.A B   
Обобщённое евклидово расстояние. Расстояние Хэмминга назы-
вается также линейным расстоянием. Обобщённое евклидово или 
квадратичное расстояние между нечёткими множествами определяет-
ся по формуле: 
 
      
2
1
,
n
i iBA
i
e A B x x 

  . 
 
Очевидно,  0 ,e A B n  . Величина  2 ,e A B  называется обоб-
щённой евклидовой нормой, а величина    1, ,A B e A B
n
   – обоб-
щённым относительным евклидовым расстоянием. 
Выбор того или иного расстояния зависит от природы рассматри-
ваемой проблемы. Каждое из этих расстояний обладает своими пре-
имуществами и недостатками, которые становятся очевидными в при-
ложениях. 
Случай бесконечного универсального множества. Расстояния 
 ,d A B ,  ,e A B  и норма  2 ,e A B  могут быть определены и в случае, 
когда U  – бесконечное множество. 
Если U  – счётное множество, то      
1
, i iBA
i
d A B x x 


  , 
аналогично,       
2
1
, i iBA
i
e A B x x 


  при условии, что ряды в 
этих формулах сходятся. 
Если U  , то 
     , BAd A B x x dx 


  ,       
2
,
BA
e A B x x dx 


   
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при условии, что несобственные интегралы в этих формулах сходятся. 
Легко показать, что только для чёткого множества A , ближайшего 
к нечёткому множеству A , евклидово расстояние от A  до заданного не-
чёткого A  минимально.  
 
 
6.6 Обычное подмножество,  
ближайшее к нечёткому 
 
 
Выясним, какое чёткое множество A  находится на ближайшем 
евклидовом расстоянии от заданного нечёткого множества A . Легко по-
казать, что это будет чёткое множество A , для которого 
 
 
 
 
0, 0,5,
1, 0,5.
iA
A i
iA
x
x
x



 
 

 
 
Пример 36. На универсальном множестве  1 2 3 4 5 6 7 8, , , , , , ,E x x x x x x x x  зада-
но нечёткое множество A . Найти ближайшее к нему чёткое множество A , если 
                1 2 3 4 5 6 7 80,1 , 0,7 , 0,8 , 1 , 0,3 , 0 , 0,4 , 0,5A x x x x x x x x . Найти рас-
стояние Хэмминга, евклидово и соответствующие им относительные расстояния 
между множествами A  и A . 
Решение. Найдём множество A , ближайшее в смысле евклидового расстоя-
ния к нечёткому множеству A :  
                1 2 3 4 5 6 7 8,0 , ,1 , ,1 , ,1 , ,0 , ,0 , ,0 , ,0 .A x x x x x x x x  
Расстояние Хэмминга 
 , 0,1 0,3 0,2 0 0,3 0 0,4 0,5 1,8d A A          , 
относительное расстояние Хэмминга  
  1,8 0,9 0,45, 0,225.
8 4 2
A A      
Евклидово расстояние  
             2 2 2 2 2 2, 0,1 0,3 0,2 0,3 0,4 0,5 0,64 0,8,e A A          
а относительное евклидово расстояние  
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  0,8 0,4, 0.2 2 0,28.
8 2
A A      
Ответ:  , 1,8d A A  ,  , 0,8,e A A    , 0,225,A A    , 0,28.A A   
 
 
6.7 Показатели размытости  
нечётких множеств  
 
 
Нечёткие множества могут иметь разную степень нечёткости. 
Этот показатель применяется в приложениях теории нечётких множеств 
при оценке качества применяемых процедур, алгоритмов распознавания 
образов, принятия решений и др. 
Одним из первых такой показатель, называемый показателем 
размытости  (степенью нечёткости), был разработан на основе оценки 
степени нечёткости через энтропию, аналогично энтропии Шеннона 
теории информации.  
Если 1 2, , ..., nS S S  возможные состояния исследуемой системы  , а 
 1,ip i n  – вероятность того, что система   находится в состоянии  iS , 
то, по определению, энтропия  1 2, , ..., nH p p p  системы   вычисляет-
ся следующим образом: 
 1 2
1
, , ..., ln ,
n
n i i
i
H p p p p p

   
и 
1
1
0 ln 1.
ln
n
i i
i
p p
n 
 
   
 
   
Из определения энтропии следует, что  0H  , если существует 
такое  1j j n  , что 1jp  , и ln ,H n  если 
1
jp
n
  для любого 
 1j j n  . 
 Показатель размытости нечёткого множества A , чаще обозначае-
мый как  D A , в соответствии с энтропийным подходом вычисляется 
по формуле: 
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     ln
i
i iA A
x U
D A x x 

  , 
 
где U  – универсальное множество,  при условии, что нечёткое множе-
ство A  нормально. Анализ этой формулы позволяет сделать вывод о не-
совершенстве энтропийной меры нечёткости. Так, например, степень 
нечеткости  D A  минимальна только для множеств с единственным 
ненулевым элементом, причём как для нечётких, так и для обычных 
множеств. 
Поскольку, как оказалось, энтропийная мера нечёткости имеет 
существенные недостатки, позднее были предложены другие подходы к 
оценке нечёткости – метрический и аксиоматический. 
Идея метрического подхода заключается в  оценке степени не-
чёткости  как расстояния между оцениваемым множеством и некоторым 
множеством с известной степенью нечёткости. Множество с известной 
степенью нечёткости называется базисным множеством. К таким мно-
жествам относятся максимально нечёткие множества. 
Нечёткое множество B  называется максимально нечётким 
множеством, если  ( ) 0,5i iB x x U    . Чем ближе к нему некоторое 
нечёткое множество A , тем больше его степень нечёткости  D A . 
В качестве базисного множества может выступать также обычное 
подмножество ,A  ближайшее к заданному нечёткому множеству .A  При 
этом, чем больше расстояние от нечёткого множества A  до ближайшего 
к нему обычного множества ,A тем больше степень его нечёткости 
 D A . 
Если потребовать, чтобы показатель размытости  D A  нечёткого 
множества A  менялся в пределах от 0 до 1, то степень его нечёткости 
можно определять следующим образом: 
1)    1 ,D A A B , где  ,A B  – относительное евклидово рас-
стояние от нечёткого множества A  до некоторого базисного множе-
ства B ; 
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2)    2 1 ,D A A B  , где  ,A B  – обобщенное относительное 
расстояние Хэмминга, B   – максимально нечёткое базисное множество. 
В основе аксиоматического подхода к определению показателя 
размытости  нечёткого множества A  лежат основные свойства, выпол-
нение которых естественно потребовать от  D A : 
1)   0D A   только в том случае, когда A  – обычное множество; 
2)    D A D B , если     0,5,i iBA x x        0,5,i iBA x x    
ix U , и A B . Из этого условия, в частности, следует, что  D A  при-
нимает максимальное значение только в том случае, когда A  – макси-
мально нечёткое множество; 
3)    D A D A ; 
4)      D A B D A D B  , если .A B   При этом полагает-
ся, что   0.D    
Нетрудно проверить, что приведенные выше показатели размыто-
сти  1D A  и  2D A  нечётких множеств удовлетворяют аксиомам 1 – 4. 
Таким образом, степень нечёткости множества A  можно рассматривать 
как аддитивный (аксиома 4), симметричный (аксиома 3) и строго воз-
растающий с увеличением размытости нечёткого множества A   (аксио-
ма 2) показатель  D A . 
Степень нечёткости исходного нечёткого множества можно изме-
нить с помощью операций концентрирования, растяжения и кон-
трастной интенсификации.  
Операция концентрирования (уплотнения) нечёткого множе-
ства A :  
 
  2CON A A ,    2 2 ,i i iAA x x x U   , 
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снижает степень нечёткости описания множества A , причем, чем мень-
ше значение функции принадлежности  , ,i iA x x U   тем больше сни-
жается степень нечёткости. 
 Операция растяжения нечёткого множества A : 
 
   
0,5
DIL A A , 
 
   0,5 ,i i iAA x x x U    
 
увеличивает степень нечёткости исходного множества. 
 Операция контрастной интенсификации определяется с помо-
щью функции принадлежности следующим образом: 
 
 
    
    
2
2
2 , 0 0,5,
1 2 1 , 0,5 1, .
i iA A
iA
i i iA A
x x
x
x x x U
 

 
  
 
    
 
 
Эта операция отличается от концентрирования тем, что она уве-
личивает значения функции принадлежности  , ,i iA x x U   которые 
больше 0,5, и уменьшает те, которые меньше 0,5, т.е. по существу кон-
трастная интенсификация уменьшает нечёткость A . 
 
 
Литература: [1, 8, 9, 12, 13]. 
 
 
 
  
Глава 7. Отношения на множествах 
 
 
7.1 Понятие отношений  
в теории множеств 
 
 
Пусть X  и Y  – некоторые множества и R X Y  . Тройка 
 , ,X Y R  определяет отображение, при котором для 
 : ,x X y Y x y R     . Если множества X  и Y  совпадают, то R  
отображает множество X  в себя. 
Отношением называется пара  ,X R , где .R X X   Так как 
элементами множества X X  являются упорядоченные пары, то отно-
шение – это множество упорядоченных пар. Поскольку каждая пара 
связывает два элемента из X , то отношение называется бинарным. Тот 
факт, что два элемента x  и y  из X  связаны отношением R , обознача-
ется xRy  или ,x y R . 
Областью определения бинарного отношения R  называется 
множество R  элементов x X , для которых существуют такие y Y , 
что xRy . 
Областью значений бинарного отношения R  называется множе-
ство R  элементов x X , для которых существуют такие y Y , что 
yRx . 
Для бинарных отношений обычным образом определены теорети-
ко-множественные операции объединения, пересечения, дополнения и 
т.д. Так, например, дополнением бинарного отношения R  между эле-
ментами множеств X  и Y  называется множество   \R X Y R  . 
Обратным отношением 1R  для бинарного отношения R  называ-
ется множество упорядоченных пар xRy , таких, что yRx .  
Произведением отношений 1R X Y   и 2R X Y   называется 
отношение 1 2R R  – совокупность пар 1 2,x y R R , для которых суще-
ствуют такие элементы z , что 1,x z R , а 2,z y R .
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Пример 37. Рассмотрим бинарное отношение xRy , где ,x y  – действитель-
ные числа, такие, что 3 2x y . Найти: 1) R ; 2) R ; 3) 
1R ; 4) R R . 
Решение. Очевидно, областью определения R  и областью значений R  это-
го отношения является множество всех действительных чисел. 
Обратным отношением к заданному бинарному отношению R  является от-
ношение 1xR y , где ,x y  – действительные числа, такие, что 3 2y x . На рисунках 7 
и 8 штриховкой отмечены части плоскости, соответствующие отношениям R  и 1R  
соответственно. 
 
3
2
y x
x0 1
y
                                
2
3
y x
y
x0 1
 
        Рисунок 7        Рисунок 8 
 
Произведение отношений R R  найдём по определению. Существует такое 
действительное число z , что 3 2x z  и 3 2z y , т.е. 
3
2
x z  и 
2
3
z y , следователь-
но, 
3 2
2 3
x y  или 9 4x y . На рисунке 9 изображена часть плоскости, соответству-
ющая отношению R R . 
 
9
4
y x
x0 1
y
 
Рисунок 9 
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Ответ: 1) множество всех действительных чисел; 2) множество всех дей-
ствительных чисел; 3) совокупность пар 1,x y R , таких, что 3 2y x ; 4) совокуп-
ность пар ,x y R R , таких, что 9 4x y . 
 
Отношения классифицируются в зависимости от того, обладают 
или не обладают они некоторыми свойствами. 
Свойства отношений. Пусть , ,x y z X , тогда отношение R  
называется: 
1) рефлексивным, если xRx  – истинно; 
2) антирефлексивным, если xRx  – ложно; 
3) симметричным, если из xRy  следует yRx ; 
4) антисимметричным, если из  и xRy yRx  следует, что x y ; 
5) несимметричным, если xRy – истинно, а yRx  – ложно; 
6) транзитивным, если из  и xRy yRz  следует, что xRz . 
 
 
7.2 Виды  
отношений 
 
 
1. Отношение эквивалентности 
Отношение R  называется отношением эквивалентности, если 
оно рефлексивно, симметрично и транзитивно. 
Обозначение: ~
R
x y . 
Подмножество iA  элементов из множества X , эквивалентных не-
которому ix X , называется классом эквивалентности. Каждому от-
ношению эквивалентности на множестве X  соответствует некоторое 
разбиение множества X  на классы эквивалентности iA , такое, что 
 , , .i i j
i
X A A A i j    
 
Пример 38. Пусть X  – множество натуральных чисел, а отношение R  – 
«иметь одинаковый остаток от деления на 3»: 
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В результате деления  
3
n
n N  возможны остатки 0, 1 или 2. Следователь-
но, этому отношению эквивалентности соответствует разбиение множества X  на 
такие три класса эквивалентности 
1 2,A A и 3A : 
 
 
 
1
2
3
3,6,9,...,3 ,... ,
1,4,7,10,...,3 2,.. ,
2,5,8,11,...,3 1,... , .
A n
A n
A n n N

 
  
 
При этом 1 2 3A A A N  и 1 2 ,A A   1 3 ,A A   2 3 .A A    
 
2. Отношение порядка 
Если элементы x  и y  множества X  сравнимы, т.е. x y  или 
x y , или x y , то множество X  называется упорядоченным, и гово-
рят, что на множестве X  введено отношение порядка. Различают от-
ношения нестрогого порядка («») и отношение строгого порядка 
(«»). 
Отношение нестрогого порядка обладает следующими свой-
ствами:  
а) рефлексивность: x x ,  
б) антисимметричность: если x y  и y x , то x y , 
в) транзитивность: если x y  и y z , то x z .  
Отношение строгого порядка 
а) антирефлексивно, так как высказывание x x  ложно, 
б) несимметрично, так как высказывания x y  и  y x  являются 
взаимоисключающими, 
в) транзитивно, так как из неравенств x y  и y z  следует, что 
x z . 
3. Отношение доминирования 
Если из двух элементов x  и y  множества X  элемент x  в каком-
то смысле превосходит элемент y , то будем говорить, что x  доминиру-
ет над y  и обозначать это следующим образом: x y . 
Очевидно, отношение доминирования 
а) антирефлексивно, так как высказывание x x  ложно, 
б) несимметрично, так как являются взаимоисключающими вы-
сказывания x y  и y x , 
в) отношение доминирования не транзитивно. 
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Рассмотрим следующие примеры. 
 
Пример 39. Команда x  победила команду y , команда y  победила команду 
z . Совсем не обязательно, что команда x  победит команду z , т.е. если x y , 
y z , то отсюда не следует, что x z . 
 
Пример 40. Рассмотрим наборы из 4-х чисел:  8,4,3,6 ,U    6,2,0,3  V  и 
 7,5,1,9 .W  Очевидно, , ,  и U V W V U W  не сравнимы. 
 
Пример 41. Пусть отношение , , ,R X Y x y R   если  0, 0x y  . 
Прямые x a  и y b  разбивают плоскость на четыре области (рис. 10). Для коор-
динат точек      1 1 1 2 2 2 3 3 3, ,  , ,  ,A x y A x y A x y  имеют место соотношения: 1 3,x x но 
1 3y y , 2 3x x , но 2 3y y , 2 1x x  и 2 1y y . Это означает, что пара координат лю-
бой точки из области II доминирует над парой координат любой точки из области I, 
т.е.    , ,
II I
x y x y  . Пара координат любой точки из области III   ,
III
x y  не 
сравнима с парой координат любой точки из области IV   , IVx y . И, наконец, не 
всякую пару координат  ,
III
x y  можно сравнить с парой координат  ,
I
x y  или 
 , .
II
x y  
 
x
y
b
a
I
1A
III
3A
II
2A
IV
0
 
Рисунок 10 
 
Замечание. Исключение составляют точки, лежащие на границах этих обла-
стей, т.е. на прямых x a  и y b . 
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7.3 Нечёткие  
отношения 
 
Нечётким бинарным отношением на множествах X  и Y  называ-
ется нечёткое подмножество множества X Y . Функция принадлежно-
сти  ,
R
x y  показывает степень выполнения отношения R  между эле-
ментами и x X y Y  . Задание бинарного нечёткого отношения R  со-
стоит в задании всех троек   , , ,Rx y x y , где , ,x X y Y   
 , ,x y X Y     , 0,1 .
R
x y   
Нечёткое отношение R  можно задать матрицей ijR  , где 
 ,ij i jR x y  , если множества X  и Y  конечны. 
 
Пример 42. Рассмотрим нечёткое отношение R  – «приближённое равен-
ство» (« x y »). Пусть    0,1, 2, 3 , 0,1, 2, 3X Y   и заданы функции принадлеж-
ности        0, 0 1, 0,1 0,8, 0, 2 0,5, 0, 3 0,1,
R R R R
         тогда матрица нечёт-
кого отношения R  примет вид:  
 
0 1 2 3
1 0,8 0,5 0,1 0
0,8 1 0,8 0,5 1
.
0,5 0,8 1 0,8 2
0,1 0,5 0,8 1 3
y x
R
 
 
 
 
 
 
 
 
Различные типы нечётких отношений определяются с помощью 
свойств, аналогичных свойствам обычных отношений: 
1. Нечёткое отношение R  на X X  называется рефлексивным, 
если    , 1 :R x x R x y   . 
2. Нечёткое отношение R  на X X  называется антирефлек-
сивным, если    , 0 : .R x x R x y    
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3. Нечёткое отношение R  на X Y  называется симметричным, 
если    1, ,R Rx y y x    (матрица отношения R  должна быть симмет-
рической). 
4. Нечёткое отношение R  называется транзитивным, если 
      , max min , , ,R R Ryx z x y y z       для любых , ,x y z X  и 
     , , , , ,x y y z x y X X  .  
 
Пример 43. Если R  – нечёткое отношение «намного больше», то обратное 
ему отношение 
1
R

 является нечётким отношением «намного меньше». 
 
Для нечётких множеств существуют различные обобщения этих 
свойств, например, слабая или сильная рефлексивность и др. 
Виды нечётких отношений: 
1. Отношение подобия или нечёткое отношение эквивалент-
ности – это нечёткое бинарное отношение, обладающее свойствами ре-
флексивности, симметричности и транзитивности. 
2. Нечёткое отношение порядка – рефлексивное, симметрич-
ное, транзитивное нечёткое бинарное отношение. 
3. Нечёткое отношение сходства – рефлексивное, симметрич-
ное нечёткое бинарное отношение. 
 
 
Литература: [1, 8, 9, 12, 14]. 
 ПРАКТИЧЕСКАЯ ЧАСТЬ КУРСА 
 
РУКОВОДСТВО К РЕШЕНИЮ ЗАДАЧ  
 
1. Блочные матрицы и операции над ними.  
Решение СЛАУ с помощью блочных матриц 
 
 
 Задание 1. Перемножить матрицы A  и B , разбив их на блоки:  
2 0
1 1
0 3
A
 
 
  
 
 
, 
1 2 0
2 0 3
B
 
  
 
. 
 Решение. Разобьём матрицы A  и B  на блоки следующим образом:  
 
11
21
2 0
1 1
0 3
A
A
A
 
  
    
  
 
,  11 12
1 2 0
2 0 3
B B B
 
  
 
, где 11
2 0
1 1
A
 
  
 
, 
 21 0 3A  , а 11
1 2
2 0
B
 
  
 
, 12
0
3
B
 
  
 
. 
 
 Выполним умножение матриц A  и B , представленных в блочном 
виде, по правилам умножения обычных матриц («строка на столбец»):  
 
 11 11 11 11 1211 12
21 21 11 21 12
A A B A B
A B B B
A A B A B
    
      
    
. 
 Пусть в результате умножения получена матрица 
11 12
21 22
C C
C
C C
 
  
 
. 
Тогда 
11 11 11
2 0 1 2 2 4
1 1 2 0 1 2
C A B
     
         
      
,
12 11 12
2 0 0 0
1 1 3 3
C A B
     
         
       
,
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   21 21 11
1 2
0 3 6 0
2 0
C A B
 
     
 
, 
   22 21 12
0
0 3 9
3
C A B
 
      
 
, 
значит, 
2 4 0
1 2 3
6 0 9
A B
 
 
    
  
. 
 Ответ: 
2 4 0
1 2 3
6 0 9
A B
 
 
    
  
. 
 
Задание 2. Квадратные матрицы A  и B  4-го порядка разбить на 4 
блока – квадратные матрицы 2-го порядка – и выполнить заданные дей-
ствия: 
 
1 2 4 1
0 3 2 3
0 3 2 1
1 5 0 4
A
 
 
 
 
 
 
, 
7 0 6 1
1 5 1 2
3 4 1 5
1 0 2 3
B
 
 
  
 
 
 
. Найти 2A B  и A B . 
 
 Решение. Пусть в результате разбиения на блоки матрицы A  и B  
примут вид: 
11 12
21 22
A A
A
A A
 
  
 
, 
11 12
21 22
B B
B
B B
 
  
 
, 
 
где ijA  и ( , 1,2)ijB i j   − квадратные матрицы второго порядка, причём  
 
11
1 2
0 3
A
 
  
 
, 12
4 1
2 3
A
 
  
 
, 21
0 3
1 5
A
 
  
 
, 22
2 1
0 4
A
 
  
 
, 11
7 0
1 5
B
 
  
 
, 
12
6 1
1 2
B
 
  
 
, 21
3 4
1 0
B
 
  
 
, 22
1 5
2 3
B
 
  
 
.  
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 Найдём 2A B . По правилам действий над матрицами имеем: 
11 11 12 12
21 21 22 22
2 2
2
2 2
A B A B
A B
A B A B
  
   
  
, 
но 
11 11
2 4 7 0 5 4
2
0 6 1 5 1 11
A B
     
        
      
, 
12 12
8 2 6 1 2 3
2
4 6 1 2 5 8
A B
      
        
       
, 
21 21
0 6 3 4 3 2
2
2 10 1 0 1 10
A B
     
        
     
, 
22 22
4 2 1 5 5 3
2
0 8 2 3 2 11
A B
       
        
      
, тогда 
5 4 2 3
1 11 5 8
2
3 2 5 3
1 10 2 11
A B
  
 
   
   
 
 
. 
 
 Пользуясь правилом умножения матриц, найдём A B : 
 
11 11 12 21 11 12 12 22
21 11 22 21 21 12 22 22
.
A B A B A B A B
A B
A B A B A B A B
      
   
      
 
 
 Обозначим результат умножения матрицей 
11 12
21 22
C C
C
C C
 
  
 
, тогда 
 
11 11 11 12 21
1 2 7 0 4 1 3 4
0 3 1 5 2 3 1 0
C A B A B
       
               
        
 
9 10 11 16 20 6
3 15 3 8 6 7
     
       
      
, 
12 11 12 12 22
1 2 6 1 4 1 1 5
0 3 1 2 2 3 2 3
C A B A B
       
               
         
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4 5 2 23 6 28
3 6 4 19 7 25
     
       
       
, 
21 21 11 22 21
0 3 7 0 2 1 3 4
1 5 1 5 0 4 1 0
C A B A B
       
               
       
 
3 15 5 8 2 23
12 25 4 0 16 25
         
       
      
, 
22 21 12 22 22
0 3 6 1 2 1 1 5
1 5 1 2 0 4 2 3
C A B A B
       
               
        
 
3 6 0 13 3 7
1 11 8 12 9 1
        
       
      
. 
 
 Таким образом, 
20 6 6 28
6 7 7 25
2 23 3 7
16 25 9 1
A B
 
 
   
    
 
  
. 
 
 Ответ: 
5 4 2 3
1 11 5 8
2
3 2 5 3
1 10 2 11
A B
  
 
   
   
 
 
; 
20 6 6 28
6 7 7 25
2 23 3 7
16 25 9 1
A B
 
 
   
    
 
  
. 
 
 Задание 3. Решая СЛАУ 
1 2 3
1 2 3
1 3
2 2,
3 3,
3 2 1
x x x
x x x
x x
  

  
  
 с помощью блочных 
матриц, найти 1x .  
 Решение. Представим заданную систему в матричном виде 
A X B  . Так как достаточно найти 1x , то разобьём матрицу A  системы 
на блоки следующим образом: 
2 1 1
1 3 1
3 0 2
A
  
 
  
 
 
 
, т.е.  11 2A  , 
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 12 1 1A   , 21
1
3
A
 
  
 
, 22
3 1
0 2
A
 
  
 
. Тогда столбец правых частей 
2
3
1
B
 
 
  
 
 
, т.е.  1 2B  , 2
3
1
B
 
  
 
, а столбец неизвестных 
1
2
3
x
X x
x
 
 
  
 
 
, т.е. 
 1 1X x , 
2
2
3
x
X
x
 
  
 
.  
 В этих обозначениях система примет вид: 
11 12 1 1
21 22 2 2
.
A A X B
A A X B
     
      
     
 Переходя от этого матричного уравнения к по-
элементному равенству, получим:  
 
11 1 12 2 1
21 1 22 2 2
,
.
A X A X B
A X A X B
 

 
 
 
 Умножая левую и правую части второго уравнения системы слева 
на 122A
 , получим 1 122 21 1 2 22 2A A X X A B
      , откуда 
1 1
2 22 2 22 21 1X A B A A X
      . Подставим в первое уравнение системы вы-
ражение для 2X : 
1 1
11 1 12 22 2 12 22 21 1 1A X A A B A A A X B
            или 
 1 111 12 22 21 1 1 12 22 2A A A A X B A A B         . 
 Зная 122A
 , из последнего равенства найдём  1 1X x . 
 Так как 122
2 1 2 11 1
0 3 0 36 6
A
    
     
   
, то 
   1
2 1 1 2 1 31 1
2 1 1 2 1 1
0 3 3 0 3 16 6
X
          
                   
         
, 
тогда  
2 1 11 4
1 1
0 3 36 3
   
        
   
 и  
2 1 31 4
1 1
0 3 16 3
   
        
   
, т.е. 
 1 1X  , значит, 1 1x  . 
 Ответ: 1 1x  . 
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 Задание 4. В пространстве 2  задан произвольный базис 
 1 4;3 g ,  2 1; 2 g . Построить ОНБ. Координаты базисных векто-
ров заданы в ОНБ  ,i j . 
 Решение. Построение ОНБ начнём с построения ортогонального 
базиса   1 2,f f . 
 Пусть 1 1f g , 2 2 1 f g f , где   − некоторая константа. Для 
нахождения   умножим равенство, определяющее 2f , скалярно на 1f : 
     2 1 2 1 1 1, , ,  f f g f f f . Так как 1 2 0 f f , то 
 2 1
2
1
,
  
g f
f
, т.е. 
 
 
2 2
4 1 3 2 10 2
25 54 3

     
    
 
.  
 Тогда    2
2 8 6 3 4
1; 2 4;3 1 ; 2 ;
5 5 5 5 5
   
              
   
f . Таким об-
разом,  1 4;3 f  и 2
3 4
;
5 5
 
   
 
f  образуют ортогональный базис про-
странства 2R . 
 ОНБ получим нормировкой ортогонального базиса: 
 
1
1
1
4 3
;
5 5
 
   
 
f
e
f
, 22
2
3 4
;
5 5
 
    
 
f
e
f
. 
 
 Ответ: 1
4 3
;
5 5
 
  
 
e , 2
3 4
;
5 5
 
   
 
e . 
 
 Задание 5. В пространстве 3  задан произвольный базис 
 1 2; 1;2 g ,  2 6; 3;2 g ,  3 0;1;2g . Построить ОНБ. Координаты 
базисных векторов заданы в ОНБ  , ,i j k . 
 Решение. Построение ОНБ начнём с построения ортогонального 
базиса { 1f , 2f , 3f }. 
Пусть 1 1f g , 2 2 1 f g f , 3 3 1 1 2 2   f g f f .  Умножая равен-
ство, определяющее 2f , скалярно на 1f , найдём константу  : 
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 2 1
2
1
, 12 3 4 19
9 9

 
     
g f
f
, 
 тогда 
 
   2
19 38 19 38 16 8 20
6; 3;2 2; 1;2 6 ; 3 ;2 ; ; .
9 9 9 9 9 9 9
   
              
   
f  
 
 Аналогично, умножая равенство, определяющее 3f , скалярно на 
1f , найдём 1 , а умножая на 2f , найдём 2 : 
 3 1
1 2
1
, 1 4 1
9 3

 
     
g f
f
, 
 3 2
2 2
2
8 40
, 39 9
720 5
81

 
    
g f
f
, 
тогда    3
1 3 16 8 20 2 4
0;1;2 2; 1;2 ; ; ; ;0
3 5 9 9 9 5 5
   
         
   
f . 
 
 ОНБ получим, нормируя  построенный ортогональный базис: 
 
1
1
1
2 1 2
; ;
3 3 3
 
   
 
f
e
f
, 22
2
4 5 2 5 5
; ;
15 15 3
 
    
 
f
e
f
, 
3
3
3
5 2 5
; ;0
5 5
 
   
 
f
e
f
. 
 
Ответ: 
1
2 1 2
; ;
3 3 3
 
  
 
e , 2
4 5 2 5 5
; ;
15 15 3
 
   
 
e , 3
5 2 5
; ;0
5 5
 
  
 
e . 
 
 Задание 6. В пространстве 3  заданы два базиса:  1 1;2;2g , 
 2 0;1; 1 g ,  3 0;0;3g  и  1 1;0; 1 f ,  2 0;2;0f ,  3 0;0;1f . Найти 
матрицу перехода от базиса  1 2 3, ,g g g  к базису  1 2 3, ,f f f . Координаты 
базисных векторов заданы в ОНБ  , ,i j k . 
 Решение. Рассмотрим матрицы F  и G , в столбцах которых нахо-
дятся координаты заданных базисных векторов: 
1. Блочные матрицы и операции над ними. Решение СЛАУ                      97 
 
 
 1 2 3
1 0 0
0 2 0
1 0 1
F
 
 
   
  
f f f ,  1 2 3
1 0 0
2 1 0
2 1 3
G
 
 
   
  
g g g . 
  Если C  – матрица перехода от базиса  1 2 3, ,g g g  к базису 
 1 2 3, ,f f f , то F G C  , откуда 
1C G F  . Так как det 3G  , то 
 
1
3 6 4 3 0 0
1 1
0 3 1 6 3 0
3 3
0 0 1 4 1 1
T
G
    
   
     
      
. 
Окончательно,  
 
3 0 0 1 0 0 3 0 0 1 0 0
1 1
6 3 0 0 2 0 6 6 0 2 2 0
3 3
4 1 1 1 0 1 5 2 1 5 / 3 2 / 3 1/ 3
C
       
       
             
                 
. 
 
 Ответ: 
1 0 0
2 2 0
5 / 3 2 / 3 1/ 3
C
 
 
  
  
. 
  
Задание 7. В базисе  1 2,g g  пространства 
2  задан вектор 
1 22 x g g , 
3 5
1 2
C
 
  
 
 – матрица перехода от базиса  1 2,g g  к бази-
су  1 2,f f . Найти разложение x  в базисе  1 2,f f .  
 Решение. Если 1 1 2 2  x g g , 1 1 2 2  x f f , то 
1 1
2 2
C
 
 
   
    
   
, а 
1 11
2 2
C
 
 
       
   
, где C  – матрица перехода от базиса  1 2,g g  к базису 
 1 2,f f .  
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 По условию 
1 2  , 2 1  , 
3 5
1 2
C
 
  
 
. Так как 1
2 5
1 3
C
 
  
 
, то 
1
2
2 5 2
1 3 1


     
      
    
, т.е. 1 4 5 9    , 2 2 3 5    , а 1 29 5 x f f . 
 Ответ: 1 29 5 x f f . 
 
 Задание 8. В пространстве 2  заданы два базиса:  1 2; 1 g , 
 2 1;3g  и  1 2;2f ,  2 3;4 f . Известно, что 1 22 3 x g g . Найти 
разложение x  в базисе  1 2,f f . Координаты базисных векторов заданы в 
ОНБ  ,i j . 
 Решение. Если 1 1 2 2  x g g , 1 1 2 2  x f f , то 
1 1
2 2
C
 
 
   
    
   
, а 
1 11
2 2
C
 
 
       
   
, где C  – матрица перехода от базиса  1 2,g g  к базису 
 1 2,f f .  
 По условию 1 2  , 2 3   . Матрицу 
1C  найдём из равенства 
F G C  , т.е. 1 1C F G   , при этом  1 2
2 3
2 4
F
 
   
 
f f , 
 1 2
2 1
1 3
G
 
   
 
g g . Так как 1
4 31
2 214
F 
 
  
 
, то 
1
4 3 2 1 5 131 1
2 2 1 3 6 414 14
C
     
       
       
. 
 Следовательно, 
1
2
5 13 2 291 1
6 4 3 2414 14


       
         
        
, т.е. 1
29
14
   , 
2
24 12
14 7
     . 
Окончательно, 1 2
29 12
14 7
  x f f . 
 
 Ответ: 1 2
29 12
14 7
  x f f . 
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Задания для самостоятельной работы 
 
 
1. В пространстве 2  задан базис:    1 20; 4 , 8;2  g g . По-
строить ОНБ. Координаты базисных векторов заданы в ОНБ  ,i j . 
Ответ:    1 20; 1 , 1;0  e e . 
2. В пространстве 3  задан базис:  1 1;0;0 , g   2 0;0;4 ,g  
 3 2;1; 2 g . Построить ОНБ. Координаты базисных векторов заданы в 
ОНБ  , ,i j k . 
Ответ:      1 2 31;0;0 , 0;0;1 , 0;1;0   e e e . 
3. В базисе  1 2 3, ,g g g  пространства 
3  задан вектор  1;2;7x . 
Найти координаты x  в базисе  1 2 3, ,f f f , если задана матрица 
1 0 0
2 1 0
3 2 1
С
 
 
  
 
 
 перехода от базиса  1 2 3, ,g g g  к базису  1 2 3, ,f f f . 
Ответ:  1;0;4x . 
4. В пространстве 2  заданы два базиса:  1 3; 4 g ,  2 2;1g  и 
 1 0;2f ,  2 1; 2 f . Известно, что 1 22 x g g . Найти разложение x  в 
базисе  1 2,f f . Координаты базисных векторов заданы в ОНБ  ,i j . 
Ответ: 1 20,5 4  x f f . 
 2. Матрица линейного оператора.  
Преобразование подобия. Собственные 
значения и собственные векторы линейного 
оператора. Диагонализация матриц  
 
 
 
 
 Задание 1. Линейный оператор  A   преобразует векторы 
 1 2;3;5g ,  2 0;1;2g ,  3 1;0;0g  в векторы  1 1;1;1f ,  2 1;1; 1 f , 
 3 2;1;2f . Найти матрицу A  линейного оператора.  
 
Решение. Матрицы  
 
 1 2 3
1 1 2
1 1 1
1 1 2
F
 
 
   
  
f f f ,  1 2 3
2 0 1
3 1 0
5 2 0
G
 
 
   
 
 
g g g  и A   
 
связаны между собой соотношением F A G  , откуда 1A F G  . 
 
Так как det 1G  , то 1
0 2 1
0 5 3
1 4 2
G
 
 
  
  
, а искомая матрица ли-
нейного оператора  
 
1 1 2 0 2 1 2 11 6
1 1 1 0 5 3 1 7 4
1 1 2 1 4 2 2 1 0
A
      
     
         
            
. 
 
 Ответ: 
2 11 6
1 7 4
2 1 0
A
 
 
  
  
. 
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Задание 2. Пусть линейный оператор  A   в базисе  1 2,g g  задан 
матрицей 
3 1
3 2
A
 
  
 
. Найти матрицу A  этого линейного оператора в 
базисе  1 2,f f , если матрица 
1 0
2 3
C
 
  
 
 является матрицей перехода от 
базиса  1 2,g g  к базису  1 2,f f .  
  
Решение. Матрицы A  и A  линейного оператора  A  , заданного в 
разных базисах, связаны между собой соотношением 1A C A C   . Так 
как 1
3 01
2 13
C
 
  
 
, то  
 
3 0 3 1 1 0 9 3 1 0 5 31 1
2 1 3 2 2 3 3 0 2 3 1 03 3
A
             
                
             
. 
 
 Ответ: 
5 3
1 0
A
 
  
 
. 
  
Задание 3. Линейный оператор  A   в базисе  1 2,g g  задан матри-
цей 
2 0
1 1
A
 
  
 
. Найти матрицу A  этого линейного оператора в базисе 
 1 2,f f , если 1 1 23 f g g , 2 22f g .  
  
Решение. Связь между матрицами A  и A  линейного оператора в 
разных базисах определяется формулой 1A C A C   , где C  – матрица 
перехода от базиса  1 2,g g  к базису  1 2,f f .  
 Составим матрицу C : 
3 0
1 2
C
 
  
 
, тогда 1
2 01
1 36
C
 
  
 
 и, следо-
вательно, 
2 0 2 0 3 0 4 0 3 0 2 01 1
1 3 1 1 1 2 5 3 1 2 2 16 6
A
           
                
              
. 
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 Ответ: 
2 0
2 1
A
 
  
 
. 
  
Задание 4. Линейный оператор  A   в базисе  1 2 3, ,g g g  задан 
матрицей 
2 1 0
3 1 4
0 0 2
A
 
 
  
  
. Найти матрицу A  этого линейного опера-
тора в базисе  1 2 3, ,f f f , если 1 1,f g  2 1 2 f g g , 3 1 2 3  f g g g . 
 
Решение. Матрицы A  и A  связаны между собой соотношением 
1A C A C   , где C  – матрица перехода от базиса  1 2 3, ,g g g  к базису 
 1 2 3, ,f f f .  
 Составим матрицу C : 
1 1 1
0 1 1
0 0 1
C
 
 
  
 
 
, тогда 1
1 1 2
0 1 1
0 0 1
C
 
 
  
 
 
 и, 
следовательно, 
 
1 1 2 2 1 0 1 1 1 1 0 8 1 1 1
0 1 1 3 1 4 0 1 1 3 1 6 0 1 1
0 0 1 0 0 2 0 0 1 0 0 2 0 0 1
A
          
         
                    
                   
 
 
1 1 9
3 4 8 .
0 0 2
 
 
    
  
 
 
Ответ: 
1 1 9
3 4 8
0 0 2
A
 
 
    
  
. 
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 Задание 5. Найти собственные значения и собственные векторы 
линейного оператора  A  , заданного в некотором базисе матрицей 
2 1
0 3
A
 
  
 
. 
  
Решение. Для нахождения собственных значений линейного опе-
ратора составим характеристическое уравнение  det 0A I  , т.е. 
2 1
0
0 3


 


. Раскрывая определитель, получим   2 3 0    , 
т.е. 1 2  , 2 3  . 
 По определению X  называется собственным вектором линейного 
оператора  A  , соответствующим собственному значению  , если 
 A I  X θ . 
 Найдём собственные векторы  
1
X  и  
2
X , соответствующие соб-
ственным значениям 1 2   и 2 3  . 
 При 1 2   получим: 
1
2
2 2 1 0
0 3 2 0
x
x
      
     
    
, что равносильно 
такой однородной системе уравнений: 
2
2
0,
0.
x
x
 


 
 Если 2x  – базисная переменная, а 1x  – свободная, то 
 1 1
0
 
  
 
X .  
 При 2 3  : 
1
2
2 3 1 0
0 3 3 0
x
x
      
     
    
, что равносильно однород-
ной системе уравнений 
1 2 0,
0 0.
x x  


 
 Пусть 1x  – базисная переменная, 2x  – свободная. Примем 2 1x   , 
тогда 1 1x  , а следовательно, 
 2 1
1
 
  
 
X . 
 Так как собственные векторы соответствуют различным соб-
ственным значениям, то они должны быть линейно независимы. Прове-
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рим линейную независимость полученных собственных векторов 
 1 1
0
 
  
 
X  и (2)
1
1
 
  
 
X .  
 Составим матрицу 
1 1
0 1
X
 
  
 
.  Так как Rg 2X  , то собствен-
ные векторы  
1
X  и  
2
X  линейно независимы. 
  
Ответ: собственные числа 1 2  , 2 3  ; собственные векторы 
(1)
1
0
 
  
 
X , (2)
1
1
 
  
 
X . 
 
 Задание 6. Привести матрицу 
2 3
1 4
A
 
  
 
 линейного оператора 
 A   к диагональному виду. 
 Решение. Матрица линейного оператора будет диагональной в ба-
зисе из собственных векторов, если такой базис существует. Найдём 
собственные значения и собственные векторы линейного оператора. 
 Запишем характеристическое уравнение: 
2 3
0
1 4





, т.е. 
  2 4 3 0      или 2 6 5 0    , откуда получаем 1 1  , 2 5  . 
 Найдём собственные векторы  
1
X и  
2
X . 
 При 1 1   получим: 
1
2
2 1 3 0
1 4 1 0
x
x
     
     
    
, что соответствует 
следующей однородной системе уравнений: 
1 2
1 2
3 0,
3 0.
x x
x x
 

 
 
 Пусть 1x  – базисная переменная, 2x – свободная. Полагая 2 1x  , 
получим (1)
3
1
 
  
 
X . 
 При 2 5  : 
1
2
2 5 3 0
1 4 5 0
x
x
     
     
    
. Соответствующая однород-
ная система уравнений имеет вид:  
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1 2
1 2
3 3 0,
0,
x x
x x
  

 
 
 
откуда 1 2x x . Пусть 1x  – базисная переменная, 2x  – свободная, примем 
2 1x   тогда 1 1x  , а, следовательно, 
(2)
1
1
 
  
 
X .  
 Собственные векторы (1)X  и (2)X  отвечают различным собствен-
ным значениям, поэтому они линейно независимы, т.е. могут составить 
базис. Матрица A  линейного оператора в базисе из собственных векто-
ров (1)X  и (2)X  имеет диагональный вид: 
1 0
0 5
A
 
  
 
. 
 Можно проверить полученный результат. Так как 1A C A C   , 
где матрица C  в случае перехода к базису из собственных векторов 
(1)
3
1
 
  
 
X  и (2)
1
1
 
  
 
X  имеет вид 
3 1
1 1
C
 
  
 
, следовательно, 
 
1
1 1 1 11 1
1 3 1 34 4
C
    
     
    
, 
тогда 
1 1 2 3 3 1 1 1 3 1 4 0 1 01 1 1
1 3 1 4 1 1 5 15 1 1 0 20 0 54 4 4
A
                
                   
             
. 
  
Ответ: 
1 0
0 5
A
 
  
 
. 
 
 Задание 7. Найти собственные значения и собственные векторы 
линейного оператора  A  , заданного в некотором базисе матрицей 
2 4 1
0 1 0
2 3 1
A
  
 
  
  
. Построить, если это возможно, базис из собственных 
векторов и найти матрицу A  этого линейного оператора в базисе из 
собственных векторов. 
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 Решение. Запишем характеристическое уравнение: 
 
2 4 1
0 1 0 0
2 3 1



  
 
 
, 
 
т.е.      2 1 1 2 1 0         ,     1 2 1 2          
  21 3 0      , откуда получаем 1 0  , 2 1  , 3 3   . 
  
Найдём собственные векторы линейного оператора. 
 
 При 1 0  : 
1
2
3
2 4 1 0
0 1 0 0
2 3 1 0
x
x
x
      
    
     
        
, тогда соответствующая од-
нородная система уравнений примет вид: 
 
1 2 3
2
1 2 3
2 4 0,
0,
2 3 0
x x x
x
x x x
   


   
 или 
3 2 1
2
2
4 2 0,
0,
0,
x x x
x
x
  


  
 
 
что равносильно такой системе: 
3 1 2
2
2 4 ,
0.
x x x
x
 


 
  
Пусть 2x  и 3x  – базисные переменные, 1x  – свободная. Полагая 
1 1x  , получим 
(1)
1
0
2
 
 
  
 
 
X . 
 При 2 1  : 
1
2
3
3 4 1 0
0 0 0 0
2 3 2 0
x
x
x
      
    
     
        
, или, переходя к однородной 
системе уравнений, получим 
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1 2 3
1 2 3
3 4 0,
2 3 2 0
x x x
x x x
   

  
 
1 2 3
1 2 3
0,
2 3 2 0
x x x
x x x
  

  
 
1 2 3
2 3
0,
4 0.
x x x
x x
  

 
 
 
  Пусть 1x  и 2x  – базисные переменные, 3x  – свободная.  Если 
3 1x  , то 
(2)
5
4
1
 
 
  
 
 
X . 
 При 3 3    получим: 
1
2
3
1 4 1 0
0 4 0 0
2 3 2 0
x
x
x
     
    
     
    
    
, и однородная си-
стема уравнений примет вид: 
 
1 2 3
2
1 2 3
4 0,
4 0,
2 3 2 0
x x x
x
x x x
  

 
   
 
1 2 3
2
2
4 0,
4 0,
11 0
x x x
x
x
  

 
 
 
1 2 3
2
4 ,
0.
x x x
x
 


 
 
 Пусть 1x  и 2x  – базисные переменные, 3x  – свободная. Тогда если 
3 1x  , то 
(3)
1
0
1
 
 
  
 
 
X .  Найденные собственные векторы соответствуют 
различным собственным значениям, поэтому они линейно независимы, 
значит, существует базис из собственных векторов. Матрица перехода к 
такому базису 
1 5 1
0 4 0
2 1 1
C
  
 
  
 
 
, тогда  
 
1
4 0 8 4 4 4
1 1
4 3 11 0 3 0
12 12
4 0 4 8 11 4
T
C
   
   
     
       
. 
Матрица A  линейного оператора  A   в базисе из собственных 
векторов имеет вид: 
0 0 0
0 1 0
0 0 3
A
 
 
  
  
. 
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  Можно сделать проверку полученных результатов:  
 
1
4 4 4 2 4 1 1 5 1
1
0 3 0 0 1 0 0 4 0
12
8 11 4 2 3 1 2 1 1
A C A C
        
     
           
            
 
 
0 0 0 1 5 1
1
0 3 0 0 4 0
12
24 33 12 2 1 1
    
   
    
      
0 0 0 0 0 0
1
0 12 0 0 1 0
12
0 0 36 0 0 3
   
   
    
       
. 
  
Ответ: 1 0  , 2 1  , 3 3   ; 
(1)
1
0
2
 
 
  
 
 
X , (2)
5
4
1
 
 
  
 
 
X , (3)
1
0
1
 
 
  
 
 
X ; 
матрица линейного оператора в базисе из собственных векторов 
0 0 0
0 1 0
0 0 3
A
 
 
  
  
. 
 
 
 
 
Задания для самостоятельной работы 
 
 
1. Найти собственные значения и собственные векторы линейно-
го оператора, заданного в некотором базисе матрицей 
1 2
5 4
A
 
  
 
. 
Можно ли привести матрицу линейного оператора к диагональному  
виду?  
Ответ: 1 6  , 2 1   ; 
(1)
2
5
 
  
 
X , (2)
1
1
 
  
 
X ; 
6 0
0 1
A
 
  
 
. 
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2. Линейный оператор  A   задан в базисе  1 2,g g  матрицей 
1 2
3 4
A
 
  
 
. Найти матрицу A  этого оператора в базисе  1 2,f f , если 
1 1 2 2 1 22 ,   f g g f g g .  
Ответ: 
2 10
3 3
4 11
3 3
A
 
  
  
 
 
 
. 
 
3. Линейный оператор  A   задан в некотором базисе матрицей 
1 2
0 1
A
 
  
 
. Существует ли базис из собственных векторов оператора? 
Ответ: нет, так как собственные векторы линейно зависимы. 
 
4. Найти собственные значения и собственные векторы линейно-
го оператора, заданного в некотором базисе матрицей 
0 1 4
0 1 0
1 1 0
A
 
 
  
 
 
. 
Можно ли привести матрицу к диагональному виду? 
Ответ: 1 2   , 2 1  , 3 2  ; 
(1)
2
0
1
 
 
  
  
X , (2)
5
3
2
 
 
  
 
 
X , 
(3)
2
0
1
 
 
  
 
 
X ; матрица линейного оператора в базисе из собственных век-
торов 
2 0 0
0 1 0
0 0 2
A
 
 
  
 
 
. 
 
 
 
 
 3. Квадратичные формы. Приведение 
квадратичных форм к каноническому виду.  
Критерий Сильвестра  
 
 
 
 Задание 1. Составить матрицу квадратичной формы 
  2 21 2 3 1 3 2 3, , 5 4 6f x x x x x x x    . 
 Решение. В общем виде квадратичная форма аргументов 
1 2,x x  и 
3x  задаётся следующим образом:  
 
  2 2 21 2 3 11 1 22 2 33 3 12 1 2 13 1 3 23 2 3, , 2 2 2f x x x a x a x a x a x x a x x a x x         ,  
 
где  , 1,3ija i j   являются элементами матрицы A  квадратичной фор-
мы. Сравнивая заданную квадратичную форму с общим её видом, полу-
чим, что 11 5a  , 22 0a  , 33 4a   , 12 21 0a a  , 13 31 0a a  , 23 32 3a a  , 
т.е. 
5 0 0
0 0 3
0 3 4
A
 
 
  
  
. 
 Ответ: 
5 0 0
0 0 3
0 3 4
A
 
 
  
  
. 
 
 Задание 2. Восстановить квадратичную форму по заданной мат-
рице A . Каждая ли из заданных матриц может соответствовать некото-
рой квадратичной форме? Почему? 
а) 
2 1 2
0 3 4
2 4 5
A
 
 
  
 
 
;  б) 
1 2 3
2 3 4
3 4 4
A
 
 
  
 
 
. 
 Решение. Матрица квадратичной формы должна быть симметри-
ческой, т.е. TA A . 
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 а) Матрица 
2 1 2
0 3 4
2 4 5
A
 
 
  
 
 
 не может быть матрицей квадратич-
ной формы, так как 12 21a a , т.е. она не является симметрической. 
б) Матрице 
1 2 3
2 3 4
3 4 4
A
 
 
  
 
 
 соответствует некоторая квадратич-
ная форма, так как она является симметрической. Очевидно, 11 1a  , 
22 3a   , 33 4a  , 12 21 2a a  , 13 31 3a a  , 23 32 4a a  . Следовательно, 
квадратичная форма примет вид 
 
  2 2 21 2 3 1 2 3 1 2 1 3 2 3, , 3 4 4 6 8f x x x x x x x x x x x x         . 
 
 Ответ:   2 2 21 2 3 1 2 3 1 2 1 3 2 3, , 3 4 4 6 8f x x x x x x x x x x x x         . 
 
 Задание 3. Задана квадратичная форма 
  2 21 2 1 1 2 2, 3 4f x x x x x x    . Найти квадратичную форму  1 2,f y y , по-
лученную из данной линейным преобразованием: 1 1 22x y y  , 
2 1 2x y y  . 
 Решение. При невырожденном линейном преобразовании 
X C Y    det 0C   матрица A  квадратичной формы преобразуется в 
матрицу TA C A C   .  
 Выпишем матрицу заданной квадратичной формы: 
3 2
2 1
A
 
  
 
. 
Матрица заданного линейного преобразования 
1 2
1 1
C
 
  
 
, тогда 
1 1
2 1
TC
 
  
 
. Следовательно,  
1 1 3 2 1 2 5 1 1 2 6 9
2 1 2 1 1 1 4 5 1 1 9 3
A
           
                
              
, 
 т.е.   2 21 2 1 1 2 2, 6 18 3f y y y y y y    . 
112                                                                              Практическая часть курса 
 
 Можно сделать проверку полученного результата непосредствен-
ной подстановкой в заданную квадратичную форму формулы преобра-
зования координат:  
 
        
2 2 2 2
1 2 1 2 1 2 1 2 1 2 1 1 2 2, 3 2 4 2 6 18 3f y y y y y y y y y y y y y y           . 
  
Ответ:   2 21 2 1 1 2 2, 6 18 3f y y y y y y    . 
 
 Задание 4. Привести к каноническому виду квадратичную форму 
  2 2 21 2 3 1 2 3 1 2, , 2 3 4f x x x x x x x x      . 
 Решение. Выпишем матрицу A  квадратичной формы: 
2 2 0
2 1 0
0 0 3
A
 
 
  
 
 
. Диагонализация матрицы A  квадратичной формы про-
исходит в ОНБ из собственных векторов. Если C  – матрица перехода к 
такому базису, то координаты вектора X  в разных базисах связаны 
между собой соотношением: 
 
1 1
2 2
3 3
x x
x C x
x x
   
       
      
, 
 
где в столбцах матрицы C  находятся координаты векторов ОНБ из соб-
ственных векторов, соответствующих собственным значениям. 
 Составим характеристическое уравнение: 
 
        2
2 2 0
2 1 0 2 1 3 4 3 3 6 0
0 0 3

       

 
           

, 
 
значит, собственные значения 1 3   , 2 2  , 3 3  . 
 Найдём собственные векторы, соответствующие найденным соб-
ственным значениям. 
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 При 
1 3   : 
1
2
3
1 2 0 0
2 4 0 0
0 0 6 0
x
x
x
    
    
     
    
    
, откуда получаем однородную 
систему уравнений 
1 2
3
2 0,
6 0,
x x
x
 


 тогда (1)
2
1
0
 
 
  
 
 
X . 
 При 2 2  : 
1
2
3
4 2 0 0
2 1 0 0
0 0 1 0
x
x
x
     
    
      
    
    
, т.е. 
1 2
3
2 0,
0,
x x
x
 


 тогда 
(2)
1
2
0
 
 
  
 
 
X . 
 При 3 3  : 
1
2
3
5 2 0 0
2 2 0 0
0 0 0 0
x
x
x
     
    
      
    
    
, откуда получаем однород-
ную систему уравнений 
 
1 2
1 2
3
5 2 0,
2 2 0,
0 0
x x
x x
x
  

  
  
1
1 2
3
3 0,
,
0 0.
x
x x
x
 


  
 
 
 Из системы следует, что 3x  – свободная переменная. Примем 
3 1x  , тогда 
(3)
0
0
1
 
 
  
 
 
X . 
 Векторы (1)X , (2)X , (3)X  попарно ортогональны (в этом легко убе-
диться непосредственно!), тогда ОНБ составят векторы  
 
1
2 5
1 5
0
 
 
  
 
 
 
e , 2
1 5
2 5
0
 
 
  
 
 
 
e , 3
0
0
1
 
 
  
 
 
e . 
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 Матрица C  перехода от ОНБ  , ,i j k  к ОНБ  1 2 3, ,e e e  примет вид: 
 
2 5 1 5 0
1 5 2 5 0
0 0 1
C
 
 
  
 
 
 
. 
 
 Замечание. О том чтобы матрица C  оказалась симметрической, 
следует помнить при построении собственных векторов (1)X , (2)X и (3)X . 
 Формулы перехода от координат 1 2 3, ,x x x  к координатам 
1 2 3, ,x x x   : 
 
1 1 2
2 1
5 5
x x x    , 2 1 2
1 2
5 5
x x x   , 3 3x x . 
 
 Канонический вид заданной квадратичной формы: 
 
       
22 2
1 2 3 1 2 3, , 3 2 3f x x x x x x         . 
 
 Подстановкой приведенных формул преобразования координат в 
заданную квадратичную форму можно убедиться в правильности про-
веденных вычислений.  
 
 Ответ:        
22 2
1 2 3 1 2 3, , 3 2 3f x x x x x x         . 
 
 Задание 5. Установить знакоопределённость квадратичной формы 
  2 2 21 2 3 1 2 3 1 2, , 2 3 2f x x x x x x x x     . 
 Решение.  
 Метод 1. Если все собственные значения  0 1,i i n    , то 
квадратичная форма  1 2, ,..., nf x x x  положительно определённая; если 
все 0i   – отрицательно определённая.  Найдём собственные 
значения квадратичной формы. Для этого составим её матрицу:  
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2 1 0
1 3 0
0 0 1
A
 
 
  
 
 
 
 
и характеристическое уравнение:  
 
        2
2 1 0
1 3 0 2 3 1 1 1 5 5 0.
0 0 1

       

 
            

 
 
 Его корни 1 1  , 2,3
5 25 20 5 5
2 2 2

 
   , т.е. все 
 0 1,3i i   , а следовательно, квадратичная форма положительно 
определённая. 
 
 Метод 2. Знакоопределённость квадратичной формы можно уста-
новить и с помощью критерия Сильвестра, в соответствии с которым 
квадратичная форма положительно определённая, если все главные диа-
гональные миноры матрицы A  положительны, т.е. 1 11 0a   , 
11 12
2
21 22
0
a a
a a
   , …, 
11 1
1
...
.... .... .... 0
...
n
n
n nn
a a
a a
   , а если знаки этих миноров 
чередуются, т.е. 1 0  , 2 0  , 3 0  , …, то квадратичная форма – от-
рицательно определённая. 
 Для данной квадратичной формы имеем: 
1 2 0   , 2
2 1
6 1 0
1 3

    

, 3
2 1 0
1 3 0 6 1 0
0 0 1

      , т.е. задан-
ная квадратичная форма положительно определённая. 
 
 Ответ: квадратичная форма положительно определённая. 
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Задания для самостоятельной работы 
 
 
1. Привести к каноническому виду квадратичную форму 
  2 21 2 1 1 2 2, 3 12 2 .f x x x x x x      
Ответ:      
2 2
1 2 1 2, 6 7 .f x x x x       
2. Привести к каноническому виду квадратичную форму 
  2 21 2 1 1 2 2, 8 4 5 .f x x x x x x      
Ответ:      
2 2
1 2 1 2, 4 9 .f x x x x      
3. Привести к каноническому виду квадратичную форму 
  2 2 21 2 3 1 2 3 1 2, , 2 .f x x x x x x x x        
Ответ:      
2 2
1 2 3 1 2, , 2f x x x x x       . 
4. Привести к каноническому виду квадратичную форму 
  2 2 21 2 3 1 2 3 2 3, , 3 3 3 2 .f x x x x x x x x       
Ответ:        
22 2
1 2 3 1 2 3, , 2 3 4f x x x x x x        . 
5. Установить по критерию Сильвестра знакоопределённость 
квадратичной формы   2 2 21 2 3 1 1 2 2 3, , 2 4 4 3 .f x x x x x x x x        
Ответ: квадратичная форма отрицательно определённая. 
6. Установить по критерию Сильвестра знакоопределённость 
квадратичной формы   2 2 21 2 3 1 2 3 2 3, , 9 4 5 .f x x x x x x x x       
Ответ: квадратичная форма отрицательно определённая.
  
 
4. Приведение к каноническому виду общего  
уравнения кривых второго порядка 
 
 
  
 
Задание 1. Определить тип кривой 2-го порядка, привести к кано-
ническому виду её уравнение 
2 216 9 24 90 130 125 0x y x y x y       . 
Построить кривую. 
 Решение. Представим уравнение кривой в виде 
   , , 0f x y L x y  , где   2 2, 16 9 24f x y x y x y     и 
 , 90 130 125L x y x y    –  её квадратичная форма и линейная часть 
соответственно. Матрица квадратичной формы 
16 12
12 9
A
 
  
 
, 
det 144 144 0A   , значит, кривая параболического типа. 
 Составим характеристическое уравнение: 
 
2
16 12
25 0
12 9

 

 
  
 
, 
 
откуда 1 0  , 2 25  . Найдём собственные векторы. 
  При 1 0   получим, что 
16 12 0
12 9 0
x
y
     
      
     
, откуда 12 9x y  
или 4 3x y . Пусть x  – базисная переменная, y  – свободная, тогда при 
4y   получим 3x  , а соответствующий собственный вектор (1)
3
4
 
  
 
X .
 Аналогично, при 2 25  : 
9 12 0
12 16 0
x
y
      
      
      
, откуда 
9 12x y  , т.е. 3 4x y  , тогда (2)
4
3
 
  
 
X . 
 (1)X  и (2)X  ортогональны, так как соответствуют различным соб-
ственным значениям. Это можно проверить, вычислив 
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непосредственно их скалярное произведение  (1) (2), 0X X . Так как 
(1) (2) 5 X X , то ОНБ из собственных векторов составят  
 
1
3 5
4 5
 
  
 
e  и 2
4 5
3 5
 
  
 
e . 
 
Проведём проверку соответствия ориентации ОНБ  ,i j  ОНБ 
 1 2,e e . Для этого составим матрицу C  из векторов построенного ОНБ. 
Если det 1C   , то надо менять (1)X  и (2)X  местами, если det 1C  , то 
ориентации базисов совпадают. В нашем случае ориентации базисов 
совпадают, так как 
3 5 4 5 9 16
1
4 5 3 5 25 25

    .  
В этом базисе  1 2,e e  квадратичная форма примет вид: 
   
2
, 25f x y y   , при этом 
3 5 4 5
4 5 3 5
C
 
  
 
 является матрицей перехо-
да от ОНБ  1 2,e e  к ОНБ  ,i j . Связь между координатами в этих бази-
сах выражается соотношениями 
3 4
5 5
x x y   , 
4 3
5 5
y x y   .  Подстав-
ляя эти разложения в линейную часть уравнения кривой, получим 
 
 , 90 130 125L x y x y     
3 4 4 3
90 130 125 50 150 125
5 5 5 5
x y x y x y
   
                
   
. 
   
Уравнение параболы примет вид:  
2
25 150 50 125 0y y x      , 
или    
2
25 3 50 2y x    , т.е. 2 2Y X , где 3Y y  , 2X x  . Её 
график изображен на рисунке 11. 
 
 Ответ:  парабола;    
2
25 3 50 2y x    .               
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1
1e
2e
yX
Y
xy 
0
x
 
 
Рисунок 11 
 
Задание 2. Определить тип кривой 2-го порядка, привести к кано-
ническому виду её уравнение  
2 213 13 10 8 2 8 2 64 0x y x y x y       . 
Построить кривую. 
 
 Решение. Представим уравнение кривой в виде 
   , , 0f x y L x y  , где   2 2, 13 13 10f x y x y x y     и 
 , 8 2 8 2 64L x y x y     – её квадратичная форма и линейная часть 
соответственно. Матрица квадратичной формы 
13 5
5 13
A
 
  
 
, её 
det 169 25 144 0A    , значит, кривая эллиптического типа. 
 Для нахождения собственных значений составим характеристиче-
ское уравнение: 2
13 5
26 144 0
5 13

 

 
   
 
. Его корни 1 8  , 
2 18  . Найдём собственные векторы. 
 При 1 8  : 
5 5 0
5 5 0
x
y
    
    
    
, откуда получаем, что x y . Если 
x  – базисная переменная, y  – свободная, то, полагая 1y  , получим 
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1x  , тогда (1)
1
1
 
  
 
X . Аналогично, при 2 18  : 
5 5 0
5 5 0
x
y
     
    
     
, от-
куда x y  , тогда (2)
1
1
 
  
 
X . 
 Собственные векторы (1)X  и (2)X  ортогональны 
  (1) (2), 1 1 1 1 0     X X , а (1) (2) 2 X X , тогда ОНБ составят 
1
1 2
1 2
 
  
 
 
e , 2
1 2
1 2
 
  
 
 
e .  Проверим соответствие ориентации ОНБ 
 ,i j  ориентации ОНБ  1 2,e e : 
1 2 1 2 1 1
1
2 21 2 1 2

    , т.е. ориента-
ции совпадают. В этом базисе      
2 2
, 8 18f x y x y     , 
1 2 1 2
1 2 1 2
C
 
  
 
 
 − матрица перехода от ОНБ  1 2,e e  к ОНБ  ,i j . 
Связь между координатами в разных базисах выражается соотношения-
ми 
1 1
2 2
x x y   , 
1 1
2 2
y x y   . Подставляя эти формулы в ли-
нейную часть уравнения кривой, получим 
 
 , 8 2 8 2 64L x y x y      
1 1 1 1
8 2 8 2 64 16 64
2 2 2 2
x y x y x
   
               
   
, 
 
тогда уравнение кривой в новой системе  координат примет вид: 
   
2 2
8 18 16 64 0x y x       или 
   
2 2
1
1
9 4
x y 
  , т.е. 
2 2
1
9 4
X Y
  , 
где 1X x  , Y y . 
 
 График кривой изображен на рисунке 12. 
 
 Ответ: эллипс; 
   
2 2
1
1
9 4
x y 
  . 
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Рисунок 12 
 
 
 
Задания для самостоятельной работы 
 
 
1. Определить тип кривой 2-го порядка, привести к каноническо-
му виду её уравнение 2 217 17 16 225 0x y x y     . Построить кривую. 
Ответ: эллипс; 
   
2 2
1
25 9
x y 
     1 2  . 
2. Определить тип кривой 2-го порядка, привести к каноническо-
му виду её уравнение 2 25 5 26 10 26 67 0x y x y x y       . Построить 
кривую. 
Ответ: гипербола; 
2 2
1 1
2 2
1
4 9
x y
   
     
        1 2  . 
3. Определить тип кривой 2-го порядка, привести к каноническо-
му виду её уравнение 2 24 4 2 14 7 0x y x y x y       . Построить кри-
вую. 
Ответ: парабола; 
2
1 6 1
5 5 5
y x
   
      
   
   1 2  . 
 5. Функции  
матричного аргумента 
 
 
 
Задание 1. Задана матрица 
7 3
2 6
A
 
  
 
. Найти Ae . 
Решение. Если матрица D  диагональная, т.е. может быть записана 
в виде  11 22, ,..., nnD diag d d d , то значение функции  f   матричного 
аргумента D  по определению вычисляется следующим образом:  
 
        11 22, ,..., nnf D diag f d f d f d . 
 
Пусть квадратная матрица A  n -го порядка с помощью некоторого 
преобразования подобия 1X A X    приведена к диагональному виду 
   1 2, ,..., nD A    , т.е.  
1D A X A X   , где 1 2, ,..., n    − собствен-
ные значения матрицы A , X  − матрица, составленная из собственных 
векторов, соответствующих собственным значениям. При этом 
  1A X D A X    , тогда по определению 
         11 2, ,..., nf A X diag f f f X       
при условии, что 1 2, ,..., n    входят в область определения функции 
 f  . 
Составим характеристическое уравнение: 
 
2
7 3
13 36 0
2 6

 


   

, 
 
его корни 1 4  , 2 9  . Найдём собственные векторы, соответствую-
щие найденным собственным значениям. 
При 1 4  : 
1
2
3 3 0
2 2 0
x
x
    
     
    
, откуда 1 2x x  , тогда 
(1)
1
1
 
  
 
X . 
При 2 9  : 
1
2
2 3 0
2 3 0
x
x
     
     
    
, т.е. 1 22 3x x , тогда 
(2)
3
2
 
  
 
X . 
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Следовательно, 
1 3
1 2
X
 
  
 
, 1
2 31
1 15
X 
 
  
 
, тогда    4,9D A diag ,  
4
9
1 3 2 30 1
1 2 1 150
A ee
e
    
        
    
 
 
4 9 4 9 4 9
4 9 4 9 4 9
2 33 2 3 3 31 1
1 15 52 2 2 3 2
e e e e e e
e e e e e e
      
        
       
. 
 
Ответ: 
4 9 4 9
4 9 4 9
2 3 3 3
5 5 5 5
2 2 3 2
5 5 5 5
A
e e e e
e
e e e e
 
   
  
    
 
. 
 
Задание 2. Найти матрицу 
1
A
, если 
3 2
1 2
A
 
  
 
.  
Решение. Найдём собственные значения и соответствующие им 
собственные векторы матрицы A . 
Характеристическое уравнение 
3 2
0
1 2





 имеет корни 
1 1  , 2 4  . 
При 1 1  : 
1
2
2 2 0
1 1 0
x
x
    
     
    
, тогда 1 2 0x x  , т.е. 
(1)
1
1
 
  
 
X . 
При 2 4  : 
1
2
1 2 0
1 2 0
x
x
     
     
    
, 1 22 0x x  , значит, 
(2)
2
1
 
  
 
X . 
Следовательно, 
1 2
1 1
X
 
  
 
, 1
1 21
1 13
X 
 
  
 
. Так как 
   1,4D A diag , то по определению 1
1 1 1
,
1 4
X diag X
A
    
 
, т.е.  
 
1 0
1 2 1 21 1
1
1 1 1 130
4
A
 
               
 
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1 3 3
1
1 2 2 21 1 12 2 2
1 1 1 3 9 1 33 3 4
1
4 4 4
   
       
           
          
   
. 
 
Легко проверить, что 1
1
A
A
 . Действительно, 
 
1
3 2 2 2 4 0 1 01 1
1 2 1 3 0 4 0 14 4
A A I
       
              
       
. 
 
Ответ: 
1 1
1 2 2
1 3
4 4
A
 
 
  
  
 
. 
 
Задание 3. Найти матрицу A , если 
6 2
3 7
A
 
  
 
. 
Решение. Решая характеристическое уравнение 
6 2
0
3 7





, 
получим 1 4  , 2 9  . Найдём собственные векторы. 
 
При 1 4  : 
1
2
2 2 0
3 3 0
x
x
    
     
    
, тогда 1 22 2 0x x  , 
(1)
1
1
 
  
 
X . 
При 2 9  : 
1
2
3 2 0
3 2 0
x
x
     
     
    
, тогда 1 23 2 0x x  , 
(2)
2
3
 
  
 
X . 
 
Следовательно, 
1 2
1 3
X
 
  
 
, 1
3 21
1 15
X 
 
  
 
,  ( ) 4,9D A diag , 
тогда матрица   12, 3A X diag X      , т.е. всего четыре матрицы. 
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  1
1
2 0 1 2 2 0 3 21
0 3 1 3 0 3 1 15
A X X 
       
              
       
 
12 2
2 6 3 2 12 21 1 5 5
2 9 1 1 3 13 3 135 5
5 5
 
      
            
       
 
 
. 
Аналогично,  
  1
2
12 2
2 0 12 21 5 5
0 3 3 13 3 135
5 5
A X X 
 
     
           
       
 
, 
  1
3
2 0 1 2 2 0 3 21
0 3 1 3 0 3 1 15
A X X 
         
              
       
 
2 6 3 2 0 10 0 21 1
2 9 1 1 15 5 3 15 5
        
            
       
, 
  1
4
2 0 0 2
0 3 3 1
A X X 
   
      
     
. 
 
Проверкой можно убедиться в правильности выполненных дей-
ствий. Так как    
1 2
A A  , а    
3 4
A A  , то достаточно про-
верить, что   
2
1
A A  и что   
2
3
A A . Действительно,  
 
  
2
1
150 50 6 21
75 175 3 725
A
   
     
   
 и 
  
2
3
0 2 0 2 6 2
3 1 3 1 3 7
A
     
       
     
. 
 
Ответ: 
12 2
5 5
3 13
5 5
 
 
 
 
 
 
, 
12 2
5 5
3 13
5 5
 
  
 
   
 
, 
0 2
3 1
 
 
 
, 
0 2
3 1
 
 
  
. 
 
126                                                                              Практическая часть курса 
 
Задание 4. Найти матрицу sin A , если 
2
4
1
A



 
 
  
 
.  
Решение. Составим характеристическое уравнение и найдём его 
корни: 
2
04
1

 
 



, т.е. 
2
2 32 0
4

    , значит, 1
2

  , 2
3
2

  . 
Найдём собственные векторы матрицы A . 
При 1
2

  : 
2
1
2
02 4
0
1
2
x
x
 

 
     
      
    
 
 
, 1 2 0
2
x x

  , (1) 2
1
 
 
 
 
X . 
При 2
3
2

  : 
2
1
2
02 4
0
1
2
x
x
 

 
     
      
     
 
, 1 2 0
2
x x

  , т.е. (2) 2
1
 
 
 
 
X . 
Составим матрицу 2 2
1 1
X
  
 
 
 
, тогда 1
1
1 2
1
2
X



 
 
  
 
 
 
. Так как 
3
( ) ,
2 2
D A diag
  
  
 
, то 
1
1
1 03 1 2
sin sin ,sin 2 2
0 12 2
1 1 1
2
A X diag X

 
 


 
                            
 
 
2 01
01 1 22
2 2 2
2
1 1 01 2 0
2

  
 

  
                 
               
   
. 
Замечание. Очевидно, 
0 0
cos
0 0
A
 
  
 
, так как 
3
cos cos 0
2 2
 
  . 
Легко убедиться в том, что 2 2sin cosA A I  . Действительно, 
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2
20 0 0
0 0 1 02 2 2
2 2 20 0 0 1
0 0 0
I
  
  
     
          
            
               
     
. 
 
Ответ: 
0
2
sin
2
0
A


 
 
  
  
 
. 
Задание 5. Найти sin , cosA A  , если 
1 4 2
0 3 1
0 5 3
A
 
 
   
 
 
. Показать, 
что 2 2cos sinA A I   . 
Решение. Найдём собственные значения матрицы: 
 
       2 2
1 4 2
0 3 1 1 9 5 1 1 4 0
0 5 3

     


           

, 
 
значит, 1 1  , 2 2  , 3 2   . 
 Найдём собственные векторы матрицы A . 
 
При 1 1  : 
1
2
3
0 4 2 0
0 4 1 0
0 5 2 0
x
x
x
    
    
       
    
    
, тогда (1)
1
0
0
 
 
  
 
 
X ; 
 
при 2 2  : 
1
2
3
1 4 2 0
0 5 1 0
0 5 1 0
x
x
x
     
    
       
    
    
, и (2)
6
1
5
 
 
  
  
X ; 
 
при 3 2   : 
1
2
3
3 4 2 0
0 1 1 0
0 5 5 0
x
x
x
    
    
       
    
    
, и (3)
2
3
3
 
 
  
  
X . 
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Следовательно,  
 
1 6 2
0 1 3
0 5 3
X
  
 
  
   
, 1
12 0 0 12 8 16
1 1
8 3 5 0 3 3
12 12
16 3 1 0 5 1
T
X 
    
   
          
       
. 
 
Так как  
1 0 0
0 2 0
0 0 2
D A
 
 
  
  
, то  
 
  1cos cos ,cos2 ,cos( 2 )A X diag X          
 
1 6 2 1 0 0 12 8 16
1
0 1 3 0 1 0 0 3 3
12
0 5 3 0 0 1 0 5 1
         
     
           
           
 
 
1 6 2 12 8 16 12 16 32
1 1
0 1 3 0 3 3 0 12 0
12 12
0 5 3 0 5 1 0 0 12
          
     
           
           
. 
 
Очевидно, sin 0A  , так как sin sin2 sin( 2 ) 0      . 
 
2
2
12 16 32 144 0 0
1 1
cos 0 12 0 0 144 0
144 144
0 0 12 0 0 144
A I
   
   
       
   
   
,  
 
значит, 2 2sin cosA A I   . 
 
Ответ: 
4 8
1
3 3
cos 0 1 0
0 0 1
A
 
 
 
  
 
 
 
. 
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Задания для самостоятельной работы 
 
 
1. Найти матрицу 3 3 4A I , если 
1 2
0 4
A
 
  
 
.  
Ответ: 
1 2
0 2
 
 
 
. 
2. Найти матрицу 2log A , если 
7 5
1 3
A
 
  
 
.  
Ответ: 
8 5
3 3
1 4
3 3
 
 
 
 
 
 
. 
3. Найти матрицу cos A , если 
1 2
0 1
A
 
  
 
.  
Ответ: 
1 0
0 1
 
 
 
. 
4. Найти матрицу Ae , если 
0 1 4
0 1 0
1 1 0
A
 
 
  
 
 
. 
Ответ: 
   
     
2 2 2 2 2 2
2 2 2 2 2 2
1 1
10 9
2 6
0 0
1 1 1
8 9
4 12 2
e e e e e e e
e
e e e e e e e
  
  
 
     
 
 
 
     
 
.
 6. Элементы теории множеств  
и теории нечётких множеств  
 
 
 
Задание 1. На универсальном множестве  1 2 3 4 5 6, , , , ,U x x x x x x  
заданы нечёткие множества A  и B : 
            1 2 3 4 5 60 , 0,2 , 0,5 , 0,8 , 1 , 0,3 ,A x x x x x x  
            1 2 3 4 5 60,7 , 0,2 , 0,4 , 0,1 , 0,9 , 0 .B x x x x x x  
Найти нечёткие множества A B , , \A B A B .  
Решение. По определению объединением нечётких множеств A  и 
B  называется наименьшее нечёткое множество A B , которое содер-
жит как A , так и B , и         max , .A B A Bx x x x U      Тогда 
            1 2 3 4 5 60,7 , 0,2 , 0,5 , 0,8 , 1 , 0,3A B x x x x x x . 
Пересечением нечётких множеств A  и B  называется наибольшее 
нечёткое множество A B , содержащееся одновременно в A  и B , и 
        min , .A B A Bx x x x U      Следовательно,  
            1 2 3 4 5 60 , 0,2 , 0,4 , 0,1 , 0,9 , 0A B x x x x x x . 
Разностью нечётких множеств A  и B  называется нечёткое мно-
жество, которое определяется соотношением \A B A B . Определим 
сначала множество B : 
            1 2 3 4 5 60,3 , 0,8 , 0,6 , 0,9 , 0,1 , 1x x x xB x x . 
Так как \A B A B , то 
            1 2 3 4 5 60 , 0,2 , 0,5 , 0,8 , 0,1 , 0,3\ x x x x x xA B  . 
Ответ:             1 2 3 4 5 60,7 , 0,2 , 0,5 , 0,8 , 1 , 0,3A B x x x x x x , 
            1 2 3 4 5 60 , 0,2 , 0,4 , 0,1 , 0,9 , 0A B x x x x x x , 
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            1 2 3 4 5 60 , 0,2 , 0,5 , 0,8 , 0,1 , 0,3\ x x x x x xA B  . 
Задание 2. На универсальном множестве  1 2 3 4 5 6, , , , ,U x x x x x x  
заданы нечёткие множества A  и B : 
 
            1 2 3 4 5 60 , 0,2 , 0,5 , 0,8 , 1 , 0,4 ,A x x x x x x  
            1 2 3 4 5 60,3 , 0,1 , 0,4 , 1 , 0,9 , 0 .B x x x x x x   
Найти A B . 
Решение. Нечёткое множество A B  называется дизъюнктивной 
суммой нечётких множеств A  и B  и определяется соотношением 
   A B A B A B  . 
Найдём множества A  и B : 
            1 2 3 4 5 61 , 0,8 , 0,5 , 0,2 , 0 , 0,6x x x x xA x , 
            1 2 3 4 5 60,7 , 0,9 , 0,6 , 0 , 0,1 , 1x x x x x xB  . 
Пользуясь определением операции пересечения нечётких мно-
жеств, найдём нечёткие множества A B  и A B : 
            1 2 3 4 5 60 , 0,2 , 0,5 , 0 , 0,1 , 0,4 ,A B x x x x x x  
            1 2 3 4 5 60,3 , 0,1 , 0,4 , 0,2 , 0 , 0x x x x xA B x . 
Окончательно получаем, что  
            1 2 3 4 5 60,3 , 0,2 , 0,5 , 0,2 , 0,1 , 0,4A B x x x x x x  . 
Ответ:             1 2 3 4 5 60,3 , 0,2 , 0,5 , 0,2 , 0,1 , 0,4A B x x x x x x  . 
 
Задание 3. На универсальном множестве  1 2 3 4 5 6, , , , ,U x x x x x x  
заданы нечёткие множества 
            1 2 3 4 5 6| 0,5 , | 0,4 , | 0,7 , | 0,6 , |1 , | 0,9A x x x x x x  
и             1 2 3 4 5 6| 0,5 , | 0,3 , | 0,2 , | 0,5 , | 0,8 , | 0,7B x x x x x x . 
 Проверить, какое из включений истинно: 1) A B ; 2) B A . 
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Решение.  
1) Нечёткое множество B  содержит нечёткое множество A , если 
   ,i i iA Bx x x U    . Данное условие не выполняется. 
2) Нечёткое множество A  содержит нечёткое множество B , если 
   ,i i iB Ax x x U    . Данное условие выполняется. 
Ответ: 1) нет; 2) да.  
 
Задание 4. Найти для заданного нечёткого множества 
            1 2 3 4 5 60 , 0,2 , 0,5 , 0,8 , 1 , 0,4A x x x x x x  ближайшее к нему 
обычное множество A , евклидово расстояние и расстояние Хэмминга 
между этими множествами, а также относительные величины этих рас-
стояний. 
Решение. Функция принадлежности элемента ix  универсального 
множества U  к множеству A  рассчитывается по правилу: 
 
 
 
 
0, если 0,5,
1, если 0,5.
iA
A i
iA
x
x
x



 
 

 
 
Очевидно,             1 2 3 4 5 6| 0 , | 0 , | 0 , |1 , |1 , | 0A x x x x x x . 
Вычислим евклидово расстояние и расстояние Хэмминга между 
множествами A  и A : 
 
         2 2 2 2, 0 0,2 0,5 0,2 0 0,4 0,7e A A        , 
 , 0 0,2 0,5 0,2 0 0,4 1,3d A A        , 
 
тогда относительное евклидово расстояние и относительное расстояние 
Хэмминга, соответственно, равны:  
  1, 0,7 0,286
6
A A     и   1, 1,3 0,217
6
A A    . 
Ответ:             1 2 3 4 5 6| 0 , | 0 , | 0 , |1 , |1 , | 0A x x x x x x ;  
 , 0,7e A A  ;  , 1,3d A A  ;  , 0,286A A  ;  , 0,217A A  . 
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Задание 5. На универсальном множестве  1 2 3 4 5 6, , , , ,U x x x x x x  
заданы нечёткие множества 
            1 2 3 4 5 6| 0,5 , | 0,4 , | 0,7 , | 0,6 , |1 , | 0,9A x x x x x x  и 
            1 2 3 4 5 6| 0,2 , | 0,3 , | 0,6 , | 0,5 , | 0,1 , | 0,4B x x x x x x . 
Найти нечёткие множества: 1) A B ; 2) A B ; 3) \A B ; 4) A B ; 
5) найти евклидово расстояние и расстояние Хэмминга между множе-
ствами A  и B ; 6) найти относительные евклидово и Хэмминга расстоя-
ния между этими множествами. 
Решение.  
1) Нечёткое множество A B : 
            1 2 3 4 5 6| 0,5 , | 0,4 , | 0,7 , | 0,6 , |1 , | 0,9A B x x x x x x . 
2)  Нечёткое множество A B : 
            1 2 3 4 5 6| 0,2 , | 0,3 , | 0,6 , | 0,5 , | 0,1 , | 0,4A B x x x x x x . 
3) Нечёткое множество \A B : 
            1 2 3 4 5 6\ | 0,5 , | 0,4 , | 0,4 , | 0,5 , | 0,9 , | 0,6A B x x x x x x . 
4) По определению    A B A B A B  . Тогда 
            1 2 3 4 5 6| 0,5 , | 0,4 , | 0,4 , | 0,5 , | 0,9 , | 0,6A B x x x x x x  . 
5) Евклидово расстояние между множествами A  и B : 
  
      
2
1
,
n
i iA B
i
e A B x x 

    
0,09 0,01 0,01 0,01 0,81 0,25 1,18 1,086        . 
 
Расстояние Хэмминга между множествами A  и B :  
 
     
1
,
n
i iA B
i
d A B x x 

    
0,5 0,2 0,4 0,3 0,7 0,6 0,6 0,5 1 0,1 0,9 0,4              
0,3 0,1 0,1 0,1 0,9 0,5 2       . 
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6) Относительное евклидово расстояние:  
 
   1 1, , 1,086 0,44
6
A B e A B
n
      . 
 
Относительное расстояние Хэмминга:  
 
   1 1 1, , 2
6 3
A B d A B
n
      . 
Ответ:  
1)             1 2 3 4 5 6| 0,5 , | 0,4 , | 0,7 , | 0,6 , |1 , | 0,9A B x x x x x x ;   
2)             1 2 3 4 5 6| 0,2 , | 0,3 , | 0,6 , | 0,5 , | 0,1 , | 0,4A B x x x x x x ;  
3)             1 2 3 4 5 6\ | 0,5 , | 0,4 , | 0,4 , | 0,5 , | 0,9 , | 0,6A B x x x x x x ; 
4)             1 2 3 4 5 6| 0,5 , | 0,4 , | 0,4 , | 0,5 , | 0,9 , | 0,6A B x x x x x x  ; 
5)  , 1,086e A B  ,  , 2d A B  ;  
6)  , 0,44A B  ,   1,
3
A B  . 
 
 
Задания для самостоятельной работы 
 
1. На универсальном множестве  1 2 3 4 5 6, , , , ,U x x x x x x  заданы 
нечёткие множества A  и B : 
            1 2 3 4 5 60 , 0,2 , 0,5 , 0,8 , 1 , 0,4 ,A x x x x x x  
            1 2 3 4 5 60,3 , 0,1 , 0,4 , 1 , 0,9 , 0 .B x x x x x x  
Найти нечёткие множества A B , , \A B A B .  
 
Ответ:             1 2 3 4 5 60,3 , 0,2 , 0,5 , 1 , 1 , 0,4A B x x x x x x , 
            1 2 3 4 5 60 , 0,1 , 0,4 , 0,8 , 0,9 , 0A B x x x x x x , 
            1 2 3 4 5 60 , 0,2 , 0,5 , 0 , 0,1 , 0,4\ x x x x x xA B  . 
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2. На универсальном множестве  1 2 3 4 5 6, , , , ,U x x x x x x  заданы 
нечёткие множества A  и B :  
            1 2 3 4 5 6| 0,3 , | 0,1 , | 0 , | 0,4 , | 0,8 , | 0,6A x x x x x x , 
            1 2 3 4 5 6| 0,5 , | 0,3 , | 0,2 , | 0,5 , | 0,8 , | 0,7B x x x x x x . 
Проверить, какое из включений истинно: 1) A B ; 2) B A . 
 
Ответ: 1) да; 2) нет. 
 
3. На универсальном множестве  1 2 3 4 5 6, , , , ,U x x x x x x  заданы 
нечёткие множества A  и B :  
            1 2 3 4 5 60 , 0,2 , 0,6 , 0,7 , 1 , 0,3 ,A x x x x x x  
            1 2 3 4 5 60,3 , 0,1 , 0,4 , 1 , 0,9 , 0 .B x x x x x x  
Найти нечёткие множества: 1) A B ; 2) A B ; 3) \A B ; 4) A B ; 
5) найти евклидово расстояние и расстояние Хэмминга между множе-
ствами A  и B ; 6) найти относительные евклидово и Хэмминга расстоя-
ния между этими множествами. 
 
Ответ:  
1)             1 2 3 4 5 6| 0,3 , | 0,2 , | 0,6 , |1 , |1 , | 0,3A B x x x x x x ;  
2)             1 2 3 4 5 6| 0 , | 0,1 , | 0,4 , | 0,7 , | 0,9 , | 0A B x x x x x x ;  
3)             1 2 3 4 5 6\ | 0 , | 0,2 , | 0,6 , | 0 , | 0,1 , | 0,3A B x x x x x x ; 
4)             1 2 3 4 5 6| 0,3 , | 0,2 , | 0,6 , | 0,3 , | 0,1 , | 0,3A B x x x x x x  ; 
5)  , 0,574e A B  ,  , 1,3d A B  ;  
6)  , 0,23A B  ,  , 0,217A B  .
 ВАРИАНТЫ  
МОДУЛЬНОЙ КОНТРОЛЬНОЙ РАБОТЫ 
 
Вариант 1 
 
1. В 3  задан базис:      1 2 33;0;4 , 1; 2;2 , 1;0; 2      g g g . 
Построить ОНБ. Координаты базисных векторов заданы в ОНБ  , ,i j k . 
2. Найти собственные значения и собственные векторы линейного 
оператора, заданного в некотором базисе матрицей 
2 1
4 3
A
 
  
 
. Мож-
но ли привести матрицу к диагональному виду? 
3. Установить по критерию Сильвестра знакоопределённость 
квадратичной формы   2 2 21 2 3 1 2 3 1 3 2 3, , 5 4 2 6 .f x x x x x x x x x x         
4. Найти матрицу 3 3 2A I , если 
2 1
4 3
A
 
  
 
. 
5. Заданы два нечётких множества A  и B . Найти ,A B A B , 
если  
            1 2 3 4 5 60,1 , 0,3 , 0 , 0,7 , 0,5 , 1 ,A x x x x x x
            1 2 3 4 5 60,9 , 0,5 , 0,3 , 1 , 0 , 0,6 .B x x x x x x  
 
Вариант 2 
 
1. В 2  заданы два базиса:    1 22;3 , 1;4  g g  и 
   1 23;1 , 7; 6   f f . Известно, что 1 23 4 x g g . Найти разложение 
x  в базисе  1 2,f f . Сделать проверку. Координаты базисных векторов 
заданы в ОНБ  ,i j . 
2. Линейный оператор  A   задан в базисе  1 2,g g  матрицей 
2 1
4 1
A
 
  
 
. Найти матрицу A  этого оператора в базисе  1 2,f f , если 
1 1 2 2 1 22 , 3   f g g f g g . 
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3. Привести к каноническому виду квадратичную форму 
  2 21 2 1 1 2 2, 5 4 8 .f x x x x x x     Найти соответствующий ОНБ и матрицу 
перехода к нему.   
4. Найти матрицу cosA , если 
5 4
3 3
2
3 3
A
 
 
 
 
  
  
 
. 
5. Заданы два нечётких множества A  и B . Найти Евклидово рас-
стояние и расстояние Хэмминга, их относительные величины между 
этими множествами, если 
            1 2 3 4 5 60,1 , 1 , 0,4 , 0 , 0,8 , 0,5 ,A x x x x x x
            1 2 3 4 5 60,2 , 0,8 , 0,5 , 0,7 , 0,1 , 1 .B x x x x x x  
 
 
Вариант 3 
 
1. В 3  задан базис:      1 2 30;3;0 , 4;3;0 , 1;1; 2     f f f . 
Построить ОНБ. Координаты базисных векторов заданы в ОНБ  , ,i j k . 
2. Линейный оператор  A   задан в некотором базисе  матрицей 
2 0
3 2
A
 
  
 
. Существует ли базис из собственных векторов операто-
ра? 
3. Привести к каноническому виду квадратичную форму 
  2 2 21 2 3 1 2 3 2 3, , 2 4 .f x x x x x x x x      Найти соответствующий ОНБ и 
матрицу перехода к нему. Сделать проверку. 
4. Найти матрицу 2log A , если 
5 3
1 7
A
 
  
 
. 
5. Задано нечёткое множество 
            1 2 3 4 5 60,8 , 0 , 0,9 , 0,5 , 1 , 0,3 .A x x x x x x   
Найти ближайшее к нему множество A , евклидово расстояние 
между этими множествами, а также относительную величину этого рас-
стояния. 
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Вариант 4 
 
1. В 2  задан базис:    1 24;2 , 3;5  g g . Построить ОНБ. 
Координаты базисных векторов заданы в ОНБ  ,i j . 
2. В 3  элемент  3;4; 1 x  задан в базисе  1 2 3, ,g g g . Найти ко-
ординаты x  в базисе  1 2 3, ,f f f , если матрица C  перехода от базиса 
 1 2 3, ,g g g  к базису  1 2 3, ,f f f  задана:  
1 0 2
0 2 4
3 0 1
С
 
 
  
  
. 
3. Привести к каноническому виду квадратичную форму 
  2 2 21 2 3 1 2 3 1 2, , 3 2 .f x x x x x x x x      Найти соответствующий ОНБ и 
матрицу перехода к нему.  
4. Найти матрицу 2A Ie  , если 
2 3
0 1
A
 
  
 
. 
5. Заданы два нечётких множества A  и B . Найти , \A B A B , 
если  
            1 2 3 4 5 60,3 , 0 , 0,7 , 0,9 , 1 , 0,5 ,A x x x x x x
            1 2 3 4 5 60,1 , 0,9 , 0,2 , 0 , 0,7 , 1 .B x x x x x x  
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