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Wir wollen die Moduln fester Dimension der freien assoziativen Algebra mit Eins
bis auf Isomorphie beschreiben. Da es u¨berabza¨hlbar unendlich viele solche gibt,
suchen wir uns als geeigneten Formalismus den des Modulraums, wie er in der
Algebraischen Geometrie benutzt wird; seine Analyse entspricht der Antwort auf
[Rei04, Frage 4.1]: ”What is the geometric structure of the quotient variety
(Cd×d)g//GLd(C)?“; es stellt sich heraus, dass wir auf diese Weise allerdings
nur Isomorphieklassen halbeinfacher Moduln parametrisieren ko¨nnen. Andererseits
fu¨hrt uns die Antwort zu der Varieta¨t, die alle assoziativen Algebren mit Eins fester
Dimension als Punkte anhand ihrer Strukturkonstanten parametrisiert.
Der Modulraum zu den Moduln der freien Algebra ist jedoch hochgradig singula¨r;
Ansa¨tze zur Desingularisierung bieten auf generische Weise [Kir85] sowie speziell fu¨r
unser Problem die Konstruktion von M. V. Nori [Nor78] im Anhang zu einer Arbeit
von Seshadri [Ses78]; wir werden uns hier auf letztere Konstruktion beschra¨nken.
Dabei reicht der Zusammenhang zu einem analogen Problem fu¨r Vektorbu¨ndel so
weit, dass in unserem Fall sogar eine ebensolche Faserstruktur wie in [BS90] auftritt.
Noris Konstruktion fu¨hrt das Problem der Desingularisierung auf die Glattheit
des Orbitabschlusses der Matrixalgebra in der Varieta¨t der Algebren zuru¨ck. Fu¨r
2 × 2-Matrizen ist schon la¨nger bekannt, dass ihr Orbitabschluss glatt ist [Ses67];
fu¨r die Orbitabschlu¨sse von n × n-Matrizen fu¨r n > 2 gilt dies nicht [LBR99].
Wir werden hier die Situation genauer analysieren und dazu auf die Sprache aus
[Gab74] zuru¨ckgreifen; als ein wichtiges Hilfsmittel erweist sich, dass sich die Eins
ohne strukturelle Vera¨nderungen der Varieta¨t fixieren la¨sst [LB97]. Dies la¨sst sich
zu einer Beschreibung der Entartung von Algebrenorbiten anhand ihrer Idempo-
tentstruktur ausbauen; dieses in [Fla74] angedeutete Konzept ist in [Sch88] syste-
matisch entwickelt worden. Nach den fu¨r die Varieta¨t der 5-dimensionalen Algebren
bereits bekannten Ergebnissen [Maz79] hat dieser Ansatz in einer Serie von Artikeln
[DP89], [DP91], [DPS92], [DP94] und [DPS96] zu reichhaltigen Ergebnissen fu¨r die
Varieta¨ten der 6-, 7- und 8-dimensionalen Algebren gefu¨hrt.
Diese Arbeit la¨sst sich im Wesentlichen den Gebieten Geometrische Invarian-
theorie, Darstellungstheorie und Algebraische Geometrie zuordnen. Ergebnisse der
Geometrischen Invariantentheorie, wie sie in den Lehrbu¨chern [Kra84] und [SB00]
zusammengestellt sind, setzen wir hier voraus. Im Hinblick auf den U¨bersetzungs-
prozess zu Vektorbu¨ndeln sei auf [New78] hingewiesen, fu¨r den Begriff der Stabilita¨t
auf [MFK94]. Der Zusammenhang zur Darstellungstheorie ist eng, so befassen sich
etwa die Arbeiten [Kin94] und [Kra82] mit der U¨bertragung von Ergebnissen zwi-
schen den Gebieten. Wir greifen hier auf Lemmata und Konzepte aus [Ful97] und
[Hum78] zuru¨ck. Sowohl die Geometrische Invariantentheorie als auch die Darstel-
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lungstheorie stu¨tzen sich wesentlich auf die Algebraische Geometrie ab; eine syste-
matische Darstellung bieten [Gro60] und die folgenden Ba¨nde, das Standardwerk
zur Einfu¨hrung ist [Har77]. Neuere Lehrbu¨cher, die nahezu die gesamten beno¨tigten
Grundlagen aus allen drei Gebieten zusammenfassen, sind [Muk03] und das Paar
[LB05b] und [LB05a].
In Kapitel 1 fu¨hren wir zuna¨chst den Modulraum der d-dimensionalen halbein-
fachen Moduln der freien assoziativen Algebra in g Erzeugern ein. Dazu ziehen wir
den Quotienten eines affinen Raums unter einer GLd(C)-Aktion heran und zeigen
mit elementaren Mitteln, dass die abgeschlossenen Orbiten dieser Aktion gerade
die Isomorphieklassen halbeinfacher Moduln sind. Zwar erhalten wir ein endliches
Erzeugendensystem des Koordinatenrings dieses Modulraums [Pro76], aber schon
das zweitkleinste nichttrivale Beispiel ist singula¨r [LBVdB86]. Wir werden uns der
Desingularisierung ab Kapitel 3 zuwenden, nachdem wir die fu¨r uns wesentlichen
Eigenschaften der Varieta¨t der Algebren kennen.
In Kapitel 2 diskutieren wir die Varieta¨t der d-dimensionalen assoziativen Al-
gebren mit Eins: Diese bereits seit 1968 [Fla68] untersuchte Varieta¨t existiert im
Wesentlichen in zwei Versionen, mit dem Einselement entweder fixiert [LB97] oder
nicht fixiert [Gab74]. In beiden Fa¨llen handelt es sich wieder um eine affine Va-
rieta¨t, die mit einer natu¨rlichen GLd(C)-Aktion versehen ist. Im Fall einer fixierten
Eins handelt es sich sogar um den Kegel einer projektiven Varieta¨t. Die dadurch
auf dem Tangentialraum im Ursprung induzierte lineare GLd(C)-Aktion erlaubt
es uns, die Tangentialra¨ume der Orbitabschlu¨sse jeder d-dimensionalen Algebra
auf konzeptionelle Art zu bestimmen. Der U¨bersetzungsprozess zwischen beiden
Versionen la¨sst sich durch die Konstruktion des ”transversalen Schnittes“ [Slo80]
motivieren. Diese gibt dann in Abschnitt 2.2 Anlass zu einem Ansatz, der die Idee
der ”Typ-II-Deformation“ [Fla74] aufgreift. Wir ko¨nnen diesen Zugang benutzen,
um die Topologie des Abschlusses des Orbits der Matrixalgebra zu analysieren und
finden auf diese Weise einen in der Entartungsorndung maximalen Orbit aus dem
Abschluss des Orbits der Matrixalgebra, in dem der Orbitabschluss der Matrixal-
gebra schon singula¨r ist. Dabei erweist sich die Hochschild-Kohomologie [Lod98],
da invariant unter Morita-A¨quivalenz, schon in dieser einfachen Anwendung als
produktives Werkzeug.
Das Kapitel 3 ist dann der Konstruktion von Nori [Nor78] gewidmet: Wir be-
trachten ein Paar aus einer Varieta¨t und einem projektiven Morphismus von dieser
Varieta¨t auf den Modulraum der halbeinfachen Moduln der freien Algebra. Dazu
verwenden wir die Idee des ”nichtkommutativen Hilbert-Schemas“ aus [Rei05]: die
uns interessierende Varieta¨t ergibt sich als Quotient des Urbilds des Orbits der
Matrixalgebra unter einem glatten Morphismus. Aus der Glattheitsdiskussion in
Kapitel 2 folgt nun unmittelbar, dass Noris Konstruktion genau fu¨r d = 2 eine
glatte Varieta¨t liefert. Den Morphismus auf den Modulraum der halbeinfachen Mo-
duln der freien Algebra erhalten wir mittels einiger Lemmata; wesentliche Schritte
lassen sich dabei mittels der in [Muk03] betrachteten Konstruktionen bewa¨ltigen.
Man vollendet die Konstruktion unter Ru¨ckgriff auf die Lemmata aus Kapitel 1
und auf allgemeine Sa¨tze aus [Gro60] und dem Folgeband.
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Den Schluss bildet Kapitel 4. Dort untersuchen wir ausfu¨hrlich den Fall d = 2,
da dort Noris Konstruktion tatsa¨chlich eine Desingularisierung bildet: Fu¨r die glo-
bale Beschreibung berechnen wir zuna¨chst die Betti-Zahlen der Desingularisierung
mittels Reduktion auf die Menge der Fixpunkte unter einer Aktion der GLg(C),
anschließend bestimmen wir explizit das Aussehen der Fasern, pra¨zisieren so ein
Ergebnis aus [BS90] und ko¨nnen eine darstellungstheoretische Interpretation der
Konstruktion entwickeln.
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1 Begriffe und Definitionen
Wir beno¨tigen einen Ko¨rper, der algebraisch abgeschlossen und von Charakteristik
0 sein muss, also verwenden wir den Ko¨rper der komplexen Zahlen C. Unter einer
Varieta¨t verstehen wir wie in [Kra84] und [Muk03] stets die von einer lokal ab-
geschlossenen Teilmenge eines projektiven Raumes induzierte reduzierte Struktur.
Dabei verwenden wir als Topologie mit Ausnahme der Berechnung der Betti-Zahlen
in Abschnitt 4.1 stets die Zariski-Topologie.
1.1 Quotienten
Quotienten im Sinne der Geometrischen Invariantentheorie und ihre Eigenschaften
liegen großen Teilen dieser Arbeit zugrunde. Wir wollen daher hier eine kurze Wie-
derholung der Eigenschaften angeben; sie lehnt sich an die Darstellung in [Muk03]
an.
Sei X zuna¨chst eine affine Varieta¨t, versehen mit einer rationalen G-Aktion, d. h.
einem Morphismus ∗ : G × X → X, so dass fu¨r alle g, h ∈ G und x ∈ X gilt
(gh)∗x = g∗(h∗x) und 1∗x = x. Wir bezeichnen dann den Unterring von C[X] aller
unter der G-Aktion invarianten Funktionen als C[X]G. Fu¨r jede reduktive Gruppe
G (und dies sind insbesondere GLn(C) fu¨r jedes n und alle endlichen Gruppen)
besagt dann das Theorem von Hilbert-Nagata (siehe z. B. [SB00, The´ore`me 2.3]),





und einem Morphismus q : X → X//G, das wir als Quotient bezeichnen. Es ist
X//G (nach z. B. [SB00, Abschnitt 3.1]) die Varieta¨t mit der universellen Eigen-
schaft, dass jeder G-invariante Morphismus mit Definitionsbereich X durch q fak-
torisiert. Gleichzeitig stehen die Punkte von X//G in Bijektion zu den abgeschlos-
senen G-Orbiten von X (siehe z. B. [SB00, The´ore`me 3.1 (3)]. In diesem Sinne ist
X//G die bestmo¨gliche Anna¨herung an eine Varieta¨t, welche die G-Orbiten auf X
parametrisiert.
In [Kra84] oder [Sha94, Teil II] finden wir ein fu¨r uns wichtiges Beispiel eines
Quotienten:
Satz 1.1.1 Sei Cn versehen mit der Aktion von Sn durch
σ ∗ (v1, . . . , vn) = (vσ(1), . . . , vσ(n)) .
Sei qSn : Cn → Cn der Morphismus, der (u1, . . . , un) die Koeffizienten der Monome
t0, . . . , tn−1 des Polynoms
∏
1≤i≤n(t− ui) zuordnet. Dann ist das Paar aus Cn und
qSn der Quotient von Cn bezu¨glich obiger Sn-Aktion.
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Wa¨hrend in diesem Fall die Punkte des Quotienten tatsa¨chlich in Bijektion zu
den G-Orbiten auf der urspru¨nglichen Varieta¨t stehen, zeigt das na¨chste, aus der
linearen Algebra wohlbekannte Beispiel, dass dies im Allgemeinen nicht zu erwarten
ist:
Beispiel 1.1.2 (charakteristisches Polynom) SeiMn(C) versehen mit der GLn(C)-
Aktion durch Konjugation. Dann ist der Quotient von Mn(C) gerade das Paar aus
χ : Mn(C) → Cn und Cn, wobei χ jeder Matrix die monomialen Koeffizienten ihres
charakteristischen Polynoms zuordnet.
Hier stehen die Punkte des Quotienten also in Bijektion zu nur den Orbiten der
diagonalisierbaren Matrizen. Fasst man Mn(C) als den Raum aller C[X]-Moduln
der Dimension n auf, so parametrisiert der Quotient in diesem Fall gerade die
halbeinfachen Moduln. In Satz 1.2.1 werden wir diese Beobachtung auf den uns
interessierenden Fall verallgemeinern.
In diesem Sinne ist man an Werkzeugen interessiert, mit denen sich effektiv fest-
stellen la¨sst, ob ein Orbit abgeschlossen ist. Ein wichtiges Hilfsmittel zu zeigen, dass
ein Orbit nicht abgeschlossen ist, sind Einparameteruntergruppen:
Definition 1.1.3 Eine Einparameteruntergruppe (oder kurz 1-PUG) von G ist ein
algebraischer Gruppenmorphismus λ : C∗ → G.
Ein 1-PUG gibt nun in jedem Punkt x ∈ X Anlass zu einem Morphismus
λx : C∗ → X,α 7→ λ(α)x
Ko¨nnen wir nun λx zu einem Morphismus λ˜x : C → X fortsetzen, so setzen wir
x0 := λ˜x(0) und erhalten, dass Gx0 im Abschluss von Gx liegt, denn sonst wa¨re C∗
abgeschlossen in C. Insbesondere ist Gx nicht abgeschlossen, wenn Gx0 6= Gx ist.
Ein erstes Beispiel fu¨r die Verwendung von 1-PUGn ist hier Satz 1.2.1.
Quotienten verhalten sich gut im Zusammenspiel mit der Topologie:
Satz 1.1.4 ([Muk03, Proposition 5.10]) Sei X eine affine Varieta¨t mit G-Ak-
tion und Quotient q und sei Z eine in X abgeschlossene G-invariante Teilmenge.
Dann ist q(Z) in X//G ebenfalls abgeschlossen.
sowie daru¨ber hinaus:
Korollar 1.1.5 ([Muk03, Korollar 5.11]) Sei A ⊂ X//G. Ist q−1(A) offen in
X, so ist auch A offen in X//G.
Ist jeder G-Orbit abgeschlossen, so erhalten wir also sogar
Korollar 1.1.6 Ist Z offen in X, so ist auch q(Z) offen in X//G.
Insbesondere fu¨r endliche Gruppen ist immer jeder G-Orbit abgeschlossen.
Eine andere Herangehensweise an das Problem, dass nur abgeschlossene Orbiten
im Quotienten sichtbar sind, besteht darin, nur abgeschlossene Orbiten maximaler
Dimension in die Betrachtung mit einzubeziehen ([Muk03], [MFK94]):
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Definition 1.1.7 Sei X eine affine Varieta¨t, auf der die reduktive Gruppe G ope-
riert. Dann heiße ein Punkt x ∈ X stabil, wenn Gx abgeschlossen ist und die
Isotropiegruppe von G in x endlich ist.
Wir wollen eine relative Version dieser Konstruktion betrachten. Sei dazu der Cha-
rakter einer Gruppe G wie u¨blich ein Morphismus algebraischer Gruppen χ : G →
C∗. Eine Funktion f : X → C heißt dann Semiinvariante bezu¨glich χ, wenn
f(gx) = χ(g)f(x) fu¨r jedes g ∈ G, x ∈ X
gilt. Wir greifen auf die folgenden Definitionen zuru¨ck:
Definition 1.1.8
1. Ein Punkt x ∈ X heißt χ-semistabil, wenn es ein m ∈ N und eine χm-
Semiinvariante f gibt mit f(x) 6= 0.
2. Die Varieta¨t aller χ-semistabilen Punkte sei mit Xχ−sst bezeichnet.
3. Ein Punkt x ∈ X heißt χ-stabil, wenn er in Xχ−sst liegt und bezu¨glich Xχ−sst
stabil ist.
1.2 Ein Modulraum halbeinfacher Darstellungen der freien
Algebra
Sei Fg die freie assoziative Algebra mit Eins in g Erzeugern und d ∈ N. Wir wollen
die Isomorphieklassen d-dimensionaler Fg-Moduln geometrisch beschreiben, d. h.
mo¨glichst eine Varieta¨t konstruieren, so dass die Punkte der Varieta¨t auf natu¨rliche
Weise in Bijektion zu den Isomorphieklassen d-dimensionaler Fg-Moduln stehen.
Wir werden sehen, dass uns dies nur fu¨r die Isomorphieklassen halbeinfacher Mo-
duln gelingt.
Wir erhalten die Isomorphieklassen aller Moduln als die Menge der Orbiten der
GLd(C)-Aktion auf (Md(C))g per simultaner Konjugation
∗ : GLd(C)× (Md(C))g → (Md(C))g
(h, (m1, . . . ,mg)) 7→ (hm1h−1, . . . , hmgh−1) .
Sei der Ring der GLd(C)-Invarianten auf (Md(C))g mit Bd bezeichnet. Da GLd(C)
reduktiv und (Md(C))g affin ist, ist Bd endlich erzeugt und damit existiert
Zd,g := (Md(C))g//GLd(C) = SpecBd .
Es gilt nach [Art69, Formel 12.6]:
Satz 1.2.1 Die abgeschlossenen GLd(C)-Orbiten in (Md(C))g und damit die Punk-
te von Zd,g stehen in Bijektion zu den Isomorphieklassen halbeinfacher d-dimensio-
naler Fg-Moduln.
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Dies gibt Anlass zu der Definition
Definition 1.2.2 Es heiße Zd,g der Modulraum der halbeinfachen d-dimensionalen
Fg-Moduln.
Wir wollen ein Erzeugendensystem fu¨r Bd einfu¨hren und definieren den Begriff
generische Matrix wie in [LBVdB86]: Auf Mor((Md(C))g,Md(C)) erhalten wir auf
natu¨rliche Weise eine C-Algebrenstruktur durch (f + g)(p) := f(p) + g(p) und
(fg)(p) := f(p)g(p) sowie (λf)(p) := λf(p).
Definition 1.2.3 Die regula¨re Abbildung
Xi : (Md(C))g → Md(C)
(m1, . . . ,mg) 7→ mi
sei als generische Matrix Xi bezeichnet.
Wir benennen die von {Xi | 1 ≤ i ≤ g} erzeugte Unteralgebra von Mor((Md(C))g,
Md(C)) mit Md(C)[X1≤i≤g]. Versieht man Md(C) mit der GLd(C)-Aktion durch
Konjugation, so sind die Elemente von Md(C)[X1≤i≤g] allesamt GLd(C)-a¨quivari-
ant. Jede Verknu¨pfung eines Elements X ∈ Md(C)[X1≤i≤g] mit einem GLd(C)-
invarianten Morphismus
ϕ : Md(C) → C
liefert also einen GLd(C)-invarianten Morphismus
ϕ(X) : (Md(C))g → C ,
also ein Element von Bd. Insbesondere sind also Spur(X), det(X) und jeder Koef-
fizient des charakteristischen Polynoms χ(X) Invarianten.
Procesi hat bereits 1976 in [Pro76] gezeigt, dass {Spur(X) | X ∈Md(C)[X1≤i≤g]}
ein Erzeugendensystem von Bd ist; sogar endlich viele Invarianten der Form
Spur(X), wobei X ein Monom in den generischen Matrizen ist, bilden bereits ein
Erzeugendensystem. In [Raz74] la¨sst sich als Schranke fu¨r den Grad der beno¨tigten
Monome d2 finden.
Auch GLg(C) operiert auf Zd,g auf natu¨rliche Weise: Auf (Md(C))g erhalten wir
• : GLg(C)× (Md(C))g → (Md(C))g
(h, (m1, . . . ,mg)) 7→ (
∑g
j=1 h1,jmj , . . . ,
∑g
j=1 hg,jmj)
Dabei vertauscht die Aktion durch • mit der GLd(C)-Aktion; also ist sie als Aktion
auf Zd,g wohldefiniert.
Aus geometrischer Sicht verha¨lt sich Zd,g allerdings unerfreulich; im Allgemei-
nen ist Zd,g singula¨r, wie das folgende Beispiel von Le Bruyn und Van Den Bergh
[LBVdB86] zeigt:
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Beispiel 1.2.4 Der Modulraum Z2,3 ist isomorph zur Nullstellenmenge in A10 des
in C[x1, . . . , x10] irreduziblen Polynoms


















−2x21x2x3x9 − 2x1x22x3x8 − 2x1x2x23x7 − x21x5x6 − x22x4x6 − x23x4x5
+2x1x2x6x7 + 2x1x3x5x8 + 2x2x3x4x9 − 2x4x29 − 2x5x28 − 2x6x27 .
Da p nur aus Monomen vom Grad mindestens 2 besteht, stimmen die Tangenti-
alra¨ume im Ursprung an V (p) und an A10 u¨berein. Da V (p) selbst nur Dimension
9 hat, liegt also im Ursprung eine Singularita¨t vor.
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2 Die Varieta¨t der Algebren
Wir wollen im Folgenden die Varieta¨t der d-dimensionalen Algebren Algd diskutie-
ren. Dazu vereinbaren wir zuna¨chst Notationen und sammeln bekannte Tatsachen
aus den schon in der Einleitung erwa¨hnten Arbeiten [Gab74], [Kra84], [Sch88] und
[LB97]. Wir fu¨hren Algd in Anlehnung an [Gab74] ein, verzichten hier aber auf die
Verallgemeinerung auf C-Algebren als Grundring; der U¨bersetzungsprozess wird in
[Muk03, Abschnitt 3.3] erla¨utert:
Lemma 2.0.1 Die Menge A˜lgd aller assoziativen Multiplikationen mit Eins auf
Cd, d. h.
A˜lgd := {m : Cd ⊗ Cd → Cd | m assoziativ, es gibt 1 ∈ Cd} ,
wobei 1 ein Element bezeichne, so dass fu¨r alle y ∈ Cd gilt m(1⊗y) = y = m(y⊗1),
ist lokal abgeschlossen.
Beweis In der abgeschlossenen Untervarieta¨t von Ad3 zu den Assoziativita¨tsglei-
chungen definieren wir fu¨r jedes v aus Cd \ {0} die offene Teilmenge Uv durch die
Bedingung, dass m(v⊗ ) und m( ⊗v) Automorphismen auf Cd sind. Dies ist a¨qui-
valent dazu, dass die durch m beschriebene Algebra eine Eins besitzt: Zu jedem
Automorphismus m(v ⊗ ) ist m(v ⊗ )−1v das Einselement, andererseits erfu¨llt 1
die an v gestellten Anforderungen. Die Vereinigung aller dieser Untervarieta¨ten er-
gibt gerade A˜lgd. 
Also ko¨nnen wir definieren:
Definition 2.0.2 Sei Algd die Varieta¨t zu A˜lgd.
Korollar 2.0.3 Es gibt einen Isomorphismus ϕ von Algd nach
Alg1d := {(m, e) | m : Cd ⊗ Cd → Cd,m assoziativ, e ist Eins bezu¨glich m} .
Beweis Auf jedem offenen Teilstu¨ck Uv setzen wir ϕ(m) = (m,m(v ⊗ )−1v). Da
die Eins eindeutig ist, ist dies wohldefiniert. Die Umkehrung erhalten wir durch
Weglassen der Eins. 
Der Koordinatenring von Algd wird erzeugt von den Funktionen Mki,j : Algd → C
mit i, j, k ∈ {1, . . . , d}, wobei Mki,j jedem m den ek-Anteil von m(ei ⊗ ej) zuordne;
dabei ist e1, . . . , ed wie u¨blich die kanonische Basis des Cd.
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Der Basiswechsel auf Cd induziert auf Algd auf natu¨rliche Weise eine GLd(C)-
Operation: Jedes g ∈ GLd(C) agiert auf Algd per (g∗m)(x⊗y) = gm(g−1x⊗g−1y).
Also stehen die GLd(C)-Orbiten auf Algd in Bijektion zu den Isomorphieklassen von
Algebren.
In der vorliegenden Form ist die Orbitstruktur allerdings nur schwer zuga¨nglich.
Wir werden daher motiviert durch die Idee des transversalen Schnittes, wie er in
[Slo80] diskutiert wird, zu einem geeigneteren Modell fu¨r die Orbitstruktur von Algd
u¨bergehen:
Definition 2.0.4 Wir fassen m(x⊗ ) und m( ⊗ x) als Endomorphismen von Cd
auf; also ko¨nnen wir die Spur Spur: End(Cd) → C auf sie anwenden. Sei nun
Alg′d die abgeschlossene Untervarieta¨t von Algd, die nur Multiplikationen entha¨lt,
in denen das letzte Basiselement die Eins ist und fu¨r alle u¨brigen Basiselemente




m(ed ⊗ ) = id = m( ⊗ ed),
fu¨r alle i ∈ {1, . . . , d− 1} ist
Spur(m(ei ⊗ ) +m( ⊗ ei)) = 0
 .
Fu¨r den Zusammenhang zwischen Alg′d und Algd fassen wir Algd als das assozi-
ierte Faserbu¨ndel (Definition siehe [Ser58, Abschnitt 3.2]) GLd(C) ×GLd−1(C) Alg′d
auf. Dazu verwenden wir [Bon96, Lemma 7.3]:
Lemma 2.0.5 Sei G eine affine algebraische Gruppe, die auf den Varieta¨ten X
und Y operiert und sei pi : X → Y ein a¨quivarianter Morphismus, so dass Y nur
aus einem einzigen G-Orbit besteht. Nenne fu¨r ein y ∈ Y den Stabilisator H und die
Faser F . Dann ist X isomorph zum assoziierten Faserbu¨ndel G×H F . Insbesondere
induziert dann U 7→ U ∩F eine Bijektion zwischen den G-stabilen Teilmengen von
X und den H-stabilen Teilmengen von F , die mit der Abschlussrelation vertra¨glich
ist.
Wir zeigen:
Satz 2.0.6 Die Varieta¨t Algd ist isomorph zu GLd(C)×GLd−1(C) Alg′d.
Beweis Wir konstruieren zuna¨chst den a¨quivarianten Morphismus ϕ : Algd → Y
wie folgt: Auf
Y := {(f, v) ∈ (Cd)∨ ⊗ Cd | f(v) = 2d}
operiert GLd(C) auf natu¨rliche Weise durch g ∗ (f, v) := (f(g−1 ), gv). Um ϕ zu
definieren, definieren wir fu¨r jedes m ∈ Algd den Morphismus τm : Cd → C durch
w 7→ Spur(m(w⊗ ) +m( ⊗w)); es ordne nun ϕ jedem m das Paar aus τm und der
Eins in Cd bezu¨glich m zu. Als Faser von ϕ u¨ber (2d · e∗d, ed) erhalten wir Alg′d. 
Wir erhalten:
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Korollar 2.0.7 Die Abschlussrelationen zwischen den GLd(C)-Orbiten in Algd
und den GLd−1(C)-Orbiten in Alg′d stimmen u¨berein; die Singularita¨ten in den
einander entsprechenden Orbiten sind glatt a¨quivalent (vgl. [Bon94] und [AK70]).
Dabei heißen zwei Punkte x ∈ X und y ∈ Y glatt a¨quivalent, wenn es offene
Umgebungen U ⊂ X und V ⊂ Y von x bzw. y und eine Varieta¨t Z mit z ∈ Z sowie
glatte Morphismen ϕ : Z → X, ψ : Z → Y mit ϕ(z) = x und ψ(z) = y gibt.
Die Varieta¨t Alg′d entha¨lt einen GLd−1(C)-Fixpunkt, wa¨hrend Algd keinen GLd(C)-
Fixpunkt besitzt. Der Fixpunkt von Alg′d ist nun einerseits der einzige abgeschlos-
sene Orbit. Damit la¨sst sich die Glattheit eines Orbitabschlusses schon an der Di-
mension des Tangentialraums dieses Orbitabschlusses an den Fixpunkt ablesen. An-
dererseits hat nun der Tangentialraum von jedem Orbitabschluss an den Fixpunkt
eine Struktur als GLd−1(C)-Modul; dies vereinfacht dessen Dimensionsbestimmung
erheblich. Eine formalisierte Version dieser Beobachtung ist [LBR99, Lemma 2.2.2].
Sei A eine d-dimensionale Algebra. Es bezeichne 〈M〉C den von der Menge M ⊂ A
erzeugten C-Vektorraum, wa¨hrend 〈M〉 die von M erzeugte Unteralgebra von A
bezeichne. Fu¨r den Vektorraum aller x ∈ A mit Spur((x · ) + ( ·x)) = 0 fu¨hren wir
die Bezeichnung Spur0(A) ein. Im Hinblick auf die Definition von Alg
′
d definieren
wir zusa¨tzlich Spur0(Cd) = 〈e1, . . . , ed−1〉C. Im u¨brigen ku¨rzen wir m(x⊗y) zu x ·y
ab, wenn klar ist, welche m in der jeweiligen Aussage gemeint sind.
Schließlich beno¨tigen wir noch eine wohlbekannte Aussage u¨ber die Dimension
der GLd(C)-Orbiten in Algd und der GLd−1(C)-Orbiten in Alg′d:
Lemma 2.0.8 In Algd bzw. Alg
′
d gilt, dass
dimOA = dim GLd(C)− dim AutA bzw. dimOA = dim GLd−1(C)− dim AutA
Beweis Sei G gleich GLd(C) bzw. GLd−1(C). Das Lemma folgt aus [Kra84, An-
hang I Satz 3.3] bezu¨glich des sogar surjektiven Morphismus ·a : G→ OA. Dort ist
dann fu¨r jedes g ∈ G das Urbild vom Bild ( ·a)−1( ·a)(g) gleich der g-Nebenklasse
der Isotropiegruppe von a; diese ist stets gleich der Automorphismengruppe. 
2.1 Tangentialraum
Wir diskutieren den Fall d = 2 vorab, da die im Folgenden verwendeten Techniken
erst ab d ≥ 3 funktionieren: Die bis auf Isomorphie einzigen zwei zweidimensionalen
Algebren sind die Vertreter N2 und K2 der folgenden Familien:
Definition 2.1.1 Sei Nd die kommutative Algebra C[X1, . . . , Xd−1]/〈XiXj〉, also
die Algebra mit (d− 1)-dimensionalem Radikal, in dem jede Multiplikation trivial
ist.
Sei Kd die d-dimensionale Algebra mit einem System orthogonaler Idempotenter
a1, a2 und (d − 2)-dimensionalem Radikal erzeugt von r1, . . . , rd−2, so dass a1ri =
ria2 = ri und ria1 = a2ri = rirj = 0 gelte.
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Beispiel 2.1.2 (d = 2) Es gilt Spur0(K2) = 〈e1 − e2〉C; fu¨r ein x := t ·(e1−e2) er-
halten wir x ·x = t2 ·1. Also ist der Orbit eine Ursprungsgerade ohne den Ursprung,
der Orbitabschluss ist die Gerade selbst und damit insbesondere glatt.
Wir ero¨ffnen die Diskussion von d ≥ 3 mit einer Beschreibung der Gestalt von Alg′d:
Lemma 2.1.3 Die Varieta¨t Alg′d ist fu¨r d ≥ 3 isomorph zu einem Kegel innerhalb
von
Hom(Cd−1 ⊗ Cd−1,Cd−1) = (Cd−1)∨ ⊗ (Cd−1)∨ ⊗ Cd−1 .
Beweis Seien i, j, k ∈ {1, . . . , d − 1} und i 6= k. Wir ko¨nnen die Assoziativita¨ts-
gleichung (eiej)ek = ei(ejek) umschreiben zu
Mdi,j(m)m(ed ⊗ ek) +
∑
l∈{1,...,d−1}
M li,j(m)m(el ⊗ ek)
= Mdj,k(m)m(ei ⊗ ed) +
∑
l∈{1,...,d−1}
M lj,k(m)m(ei ⊗ el)








M lj,k(m)m(ei ⊗ el)













Also sind die Mdi,j schon Funktionen in den M
k
i,j .
Fu¨r eine Algebra A und eine Vektorraumbasis (bi)1≤i≤d, so dass die zugeho¨rige
Multiplikation m in Alg′d liegt, also insbesondere bd = 1 gilt, erhalten wir eine Fa-
milie von Multiplikationen mt in Alg′d durch Basiswechsel zu (t ·b1, . . . , t ·bd−1,1); es
gilt fu¨r i, j, k ∈ {1, . . . , d−1}, dass Mki,j(mt) = t ·Mki,j(m). Zugleich ist der Ursprung
0 in Alg′d enthalten und ein GLd−1(C)-Fixpunkt. Er bildet also den einzigen abge-
schlossenen GLd−1(C)-Orbit in Alg′d; die zugeordnete Algebra ist Nd. Insbesondere
ist Alg′d also ein Kegel. 
Ob der Orbitabschluss einer Algebra glatt ist, la¨sst sich ermitteln, indem man
die Dimension des Tangentialraums an diesen Orbitabschluss in 0 bestimmt. Wir
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betrachten hier ausschließlich den Zariski-Tangentialraum und orientieren uns an
der Notation aus [Kra84]:
TpX := {d : Op,X → C |
d linear, fu¨r alle f, g ∈ Op,X gilt d(fg) = f(p)d(g) + d(f)g(p)} .
Wir bezeichen den Zariski-Tangentialraum auch abku¨rzend als Tangentialraum. Wir
beobachten:
Lemma 2.1.4 Sei X eine G-Varieta¨t, Y ⊂ X eine abgeschlossene G-stabile Un-
tervarieta¨t, p ∈ Y ein Fixpunkt bezu¨glich der G-Aktion.
1. Der Vektorraum TpX ist auf natu¨rliche Weise G-Modul.
2. Der Vektorraum TpY ist ein G-Untermodul von TpX.
3. Ist p der einzige abgeschlossene Orbit, so ist X genau dann glatt, wenn
dimTpX = dimX gilt.
Beweis
1. Jeder Morphismus ϕ : X → X induziert auf natu¨rliche Weise einen Morphis-
mus dϕ : TpX → Tϕ(p)X. Im Fixpunkt gilt fu¨r jeden Morphismus g · , dass
g · (p) = p.
2. Folgt aus der Natu¨rlichkeit der Konstruktion zu 1.
3. Die Dimension des Tangentialraums ist halbstetig.

Wir werden also im Folgenden zu einer beliebigen Algebra den Tangentialraum
an ihren Orbitabschluss in 0 als GLd−1(C)-Modul beschreiben und erhalten auf
diese Weise einen alternativen Beweis zu [LBR99], der mittels linearer Gleichungen
Eigenschaften einer Algebra A in Beziehung zu den Untermoduln von T0OA setzt.
Gleichungen im Funktionenring von Alg′d geben nun Anlass zu Gleichungen auf
dem Tangentialraum wie u¨blich. Wir erhalten:
Lemma 2.1.5 Zu jeder GLd−1(C)-invarianten abgeschlossenen Teilmenge X von
Alg′d ist T0X = T0V , wobei V der kleinste Vektorraum mit X ⊂ V sei.
Beweis Jede GLd−1(C)-invariante abgeschlossene Teilmenge X von Alg′d ist ein
Kegel, sie la¨sst sich also bereits durch homogene Gleichungen beschreiben. Jede
Gleichung vom Grad gro¨ßer oder gleich 2 induziert jedoch auf dem Tangentialraum
durch 0 nur die triviale Bedingung. Um die Tangentialraumstruktur zu verstehen,
reicht es also, lineare Invarianten zu betrachten. 
Wir geben die Zerlegung von T0 Alg′d in einfache Moduln an:
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Theorem 2.1.6 Als GLd−1(C)-Modul zerfa¨llt T0 Alg′d in die einfachen Moduln
T0 Alg′d = VΛ ⊕ Λ⊕ S
mit den folgenden Summanden:
Der Modul VΛ wird durch die Gleichungen
fu¨r alle x, y ∈ Spur0(Cd) gilt x · y ∈ 〈1, x, y〉C
beschrieben, hat die Dimension d− 1 und das Ho¨chstgewicht (0, . . . , 0,−1).
Wir erhalten Λ vermittels der Bedingungen
fu¨r alle x, y ∈ Spur0(Cd) gilt x · y = −y · x und
fu¨r alle x ∈ Spur0(Cd) gilt Spur(x · ) = 0
induzierten Gleichungen. Die Dimension von Λ ist 12d(d − 1)(d − 3); er hat als
Ho¨chstgewicht (1, 0, . . . , 0,−1,−1).
Es ist S der durch die von den Bedingungen
fu¨r alle x, y ∈ Spur0(Cd) gilt x · y = y · x und
fu¨r alle x ∈ Spur0(Cd) gilt Spur(x · ) = 0
erzeugten Gleichungen eingegrenzte Raum. Er hat die Dimension 12(d−1)(d2−d−2).
Das Ho¨chstgewicht ist (1, 0, . . . , 0,−2).
Beweis Man erha¨lt mit Standardmethoden (siehe z. B. [Ful97]) folgende Zerlegung
in einfache Unterdarstellungen:
(Cd−1)∨ ⊗ (Cd−1)∨ ⊗ Cd−1 = VΛ ⊕ Λ⊕ S ⊕ VS
beschrieben durch die kurzen exakten Sequenzen
0 → Λ → Λ2(Cd−1)∨ ⊗ Cd−1 → VΛ → 0
und
0 → S → S2(Cd−1)∨ ⊗ Cd−1 → VS → 0 .
Dabei ist VΛ isomorph zu (Cd−1)
∨ und wird beschrieben durch die Bedingungen
fu¨r alle x, y ∈ Spur0(Cd) gilt x · y ∈ 〈1, x, y〉C und
fu¨r alle x ∈ Spur0(Cd) gilt Spur((x · ) + ( · x)) = 0 .
oder a¨quivalent dazu als Menge aller Punktderivationen δ mit
fu¨r alle i, j, k ∈ {1, . . . , d− 1}, i 6= j, k gilt
δ(M ii,i) = 0,
δ(M ji,j) = δ(M
k
i,k) = −δ(M jj,i) = −δ(Mkk,i),
δ(M ij,k) = 0
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Insbesondere treffen hier also die von Λ2(Cd−1)∨ ⊗ Cd−1 geerbten Bedingungen
fu¨r alle i, j, k ∈ {1, . . . , d− 1} gilt δ(Mki,j) = −δ(Mkj,i)
zu. Ein Element δ ∈ VΛ wird also bereits vollsta¨ndig durch seine Werte auf {Md−11,d−1,
. . . ,Md−1d−2,d−1,M
1
d−1,1} bestimmt. Ein Ho¨chstgewichtsvektor in VΛ zu den rechten
oberen Dreiecksmatrizen ist gegeben durch die Bedingungen δ(M1d−1,1) = 1 und fu¨r
alle i ∈ {1, . . . , d− 2}, dass δ(Md−1i,d−1) = 0.
Wir ko¨nnen Λ beschreiben durch die Gleichungen
fu¨r alle x, y ∈ Spur0(Cd) gilt x · y = −y · x und
fu¨r alle x ∈ Spur0(Cd) gilt Spur(x · ) = 0 und Spur( · x) = 0 .
Ein Ho¨chstgewichtsvektor zu den rechten oberen Dreiecksmatrizen ist gegeben
durch die Bedingungen δ(Mkd−2,d−1) = δk,1, δ(M
k
i,j) = 0 fu¨r alle i, j ∈ {1, . . . , d− 3}
und k ∈ {1, . . . , d− 1}.
Der Modul S ist der durch
fu¨r alle x, y ∈ Spur0(Cd) gilt x · y = y · x und
fu¨r alle x ∈ Spur0(Cd) gilt Spur(x · ) = 0 und Spur( · x) = 0
eingegrenzte Raum. Als Ho¨chstgewichtsvektor zu den rechten oberen Dreiecks-
matrizen erhalten wir die Punktderivation mit δ(Mki,j) = δi,d−1δj,d−1δk,1 fu¨r alle
i, j, k ∈ {1, . . . , d− 1}.
Der zu (Cd−1)∨ isomorphe Raum VS wird durch die Gleichungen
fu¨r alle x, y ∈ Spur0(Cd) gilt x · y = y · x und
es gibt a1, . . . , ad−1 ∈ C, so dass
fu¨r alle i, j ∈ {1, . . . , d− 1} gilt ei · ej = aiej + ajei
beschrieben. Ein Ho¨chstgewichtsvektor in VS zu den rechten oberen Dreiecksmatri-
zen ist gegeben durch δ(Md−1d−1,d−1) = 2 und δ(M
j
d−1,i) = δi,j , δ(M
k
i,j) = 0 fu¨r alle
i, j ∈ {1, . . . , d− 2}, k ∈ {1, . . . , d− 1}.
Der Modul VS liegt allerdings außerhalb von T0 Alg′d: der obige Ho¨chstgewichts-
vektor erfu¨llt insbesondere nicht die durch die Gleichungen
fu¨r alle x ∈ Spur0(Cd) gilt Spur(x · ) + Spur( · x) = 0
auf dem Tangentialraum induzierten Gleichungen. 
Wir nutzen im Folgenden aus, dass zu einer Algebra A der Tangentialraum des
Orbitabschlusses genau dann S entha¨lt, wenn der Orbitabschluss nicht schon in
dem Vektorraum enthalten ist, dessen Tangentialraum gerade VΛ ⊕ Λ ist. Analog
erha¨lt man jeweils ein Kriterium fu¨r VΛ ⊂ T0OA bzw. Λ ⊂ T0OA. Es stellt sich her-
aus, dass die dabei anfallenden linearen Gleichungen interessante Interpretationen
als Eigenschaft fu¨r alle Elemente der Algebra besitzen. Die folgenden Sa¨tze dieses
Abschnittes entsprechen dabei [LBR99, Theorem 5.1.2].
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Definition 2.1.7 Sei Sd die kommutative Algebra
C[X,Y1, . . . , Yd−3]/〈X3, XYi, YiYj〉 ,
also die Algebra, in der alle Multiplikationen der X,Y1, . . . Yd−3 untereinander außer
X ·X trivial sind.
Satz 2.1.8 Sei A eine d-dimensionale Algebra. A¨quivalent sind:
1. Es gibt ein x ∈ A, so dass x2 6∈ 〈1, x〉C.
2. A entartet in Sd.
3. S ⊂ T0OA.
Beweis
1 ⇒ 2: Wir ko¨nnen nach Voraussetzung (1, x, x2) zu einer Basis (bi)1≤i≤d erga¨n-
zen. Zu jedem Element der Familie von Basen
(bt,i) := (t · x, t2 · x2, t2 · b3, . . . , t2 · bd−1,1)
erhalten wir eine Multiplikation mt aus dem Orbit von A, so dass der Grenzwert
t→ 0 die Multiplikation zu Sd mit der Basis (X,X2, Y1, . . . , Yd−3,1) ist.
2 ⇒ 3: Es reicht zu zeigen, dass S in T0OSd enthalten ist. Mit der Basis
(t ·X2, Y1, . . . , Yd−3, t ·X,1)
erha¨lt man eine Gerade, deren Tangentialrichtung der oben beschriebene Ho¨chst-
gewichtsraum von S ist. Da S ein einfacher GLd−1(C)-Modul ist, ist schon ganz S
in dem GLd−1(C)-Modul T0OSd enthalten.
3 ⇒ 1: Gilt x2 ∈ 〈1, x〉C fu¨r jedes Element in A, so gilt insbesondere fu¨r jede
Basis ei · ei ∈ 〈1, ei〉C fu¨r jedes i ∈ {1, . . . , d − 1}, also M ji,i(m) = 0 fu¨r jedes Paar
i, j mit i, j ∈ {1, . . . , d− 1} und i 6= j. Diese induzieren auf T0OA die Gleichungen
δ(M ji,i) = 0 fu¨r jedes Paar i, j mit i, j ∈ {1, . . . , d− 1} und i 6= j. Damit liegt z. B.
das obige Ho¨chstgewicht nicht in T0OA. Wegen der Einfachheit von S folgt, dass S
und T0OA trivialen Schnitt haben. 
Definition 2.1.9 Sei C×d die Algebra zu der komponentenweisen Multiplikation
auf Cd, d. h. mit ei · ej = δi,jei.
Korollar 2.1.10 Besitzt A/ radA als Unteralgebra eine Algebra isomorph zu C×3,
so ist S ⊂ T0OA.
Beweis Seien die Idempotenten eines Systems dreier orthogonaler Idempotenter
mit e1, e2, e3 bezeichnet. Es ist (e1 + 2e2)2 6∈ 〈1, e1 + 2e2〉C. 
Fu¨r kommutative Algebren la¨sst sich der Tangentialraum ohnehin problemlos be-
schreiben:
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Lemma 2.1.11 Sei d ≥ 3. Jede d-dimensionale, kommutative Algebra außer Nd
hat in 0 als Tangentialraum S.
Beweis Weder Λ noch VΛ sind im Tangentialraum der kommutativen Multiplika-
tionen enthalten. 
Es la¨sst sich ebenfalls ein Kriterium angeben, ob Λ im Orbitabschluss einer Algebra
liegt:
Satz 2.1.12 Sei A eine d-dimensionale Algebra. Der Modul Λ liegt genau dann in
T0OA, wenn es Elemente x, y ∈ A gibt, so dass xy − yx 6∈ 〈1, x, y〉C.
Beweis Der Vektorraum mit Tangentialraum S ⊕ VΛ wird durch genau die Glei-
chungen xy− yx ∈ 〈1, x, y〉C fu¨r jedes Paar von Elementen x, y ∈ A beschrieben. 
Daru¨ber hinaus steht wiederum fu¨r jedes d eine Algebra mit bezu¨glich der Entar-
tungsrelation bis auf Nd minimalem Orbit zur Verfu¨gung, deren Tangentialraum
gerade Λ ist:
Definition 2.1.13 Sei Λ˜d die nichtkommutative Algebra
Λ∗Cd−2/〈X1Xi, X2Xi, XiXj | 3 ≤ i, j ≤ d− 2〉 ,
also ein Quotient der a¨ußeren Algebra mit dim rad2 Λ˜d = 1.
Lemma 2.1.14 Es gilt T0OfΛd = Λ.
Beweis Der Orbit von Λ˜d entha¨lt die Ursprungsgerade definiert durch
ed−2 · ed−1 = e1 und fu¨r alle i, j ∈ {1, . . . , d− 3} gilt ei · ej = 0 .
Der Tangentialraum dieser Gerade ist das Ho¨chstgewicht von Λ.
Es gibt kein x ∈ Λ˜d mit x2 6∈ 〈1, x〉. Zudem liegt OfΛd in dem Vektorraum, der
von Spur(x · ) = 0 fu¨r alle x ∈ Spur0(Cd) aufgespannt wird. 
Ein hinreichendes Kriterium fu¨r die Entartung in diese Algebra ist:
Satz 2.1.15 Existieren x, y ∈ A, so dass xy − yx 6∈ 〈1, x, y, xy + yx〉, so liegt Λ˜d
in OA.
Beweis Ist xy+yx 6∈ 〈1, x, y〉, so erga¨nzen wir 1, x, y, xy+yx, xy−yx zu einer Basis
(bi)1≤i≤d von A. Sei t ∈ C. Mit den Basen (1, tx, ty, t2(xy−yx), t(xy+yx), t2b6, . . .)
erhalten wir als Grenzwert fu¨r t → 0 gerade die Multiplikation von Λ˜d zur Basis
(1, X1, X2, 2X1X2, X3, . . .).
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Ist xy + yx ∈ 〈1, x, y〉, so leistet zu einer gegebenen Basis (bi)1≤i≤d die Familie
von Basen (1, tx, ty, t2(xy − yx), t2b5, . . .) das gleiche. 
Im Gegensatz zu S gibt es aber auch Algebren, die zwar Λ im Tangentialraum ihres
Orbitabschlusses enthalten, aber nicht in Λ˜d entarten:
Beispiel 2.1.16 Fu¨r die 4-dimensionale Algebra A erzeugt von 1, a, b, c mit der
Multiplikation a · b = c, b · = 0, ·a = 0, c · = 0, · c = 0 ist wegen ab− ba = ab 6∈
〈1, a, b〉C in T0OA der Raum Λ enthalten, aber A entartet nicht in Λ˜4, denn zu jedem
m ∈ OA ist der von {m(x⊗ ) | x ∈ Spur0(A)} erzeugte Untervektorraum vonM4(C)
eindimensional, aber es gibt m ∈ OfΛ4, so dass der von {m(x ⊗ ) | x ∈ Spur0(A)}
erzeugte Untervektorraum von M4(C) zweidimensional ist.






und dem Ideal erzeugt von allen Wegen der La¨nge 2.
Korollar 2.1.18 Sei A eine d-dimensionale Algebra. Entha¨lt A als Unteralgebra
eine der Algebren M2(C), A= oder Λ˜4, so entartet A in Λ˜d und es ist Λ ⊆ T0OA.
Beweis Die Eigenschaft xy − yx 6∈ 〈1, x, y, xy + yx〉 wird in M2(C) von e12, e21
erfu¨llt, in A= haben sie e1−e2 +β und e1−e2 +α, in Λ˜4 besitzen diese Eigenschaft
X1 und X2. 
Fu¨r VΛ finden wir folgende Bedingung:
Satz 2.1.19 Es ist VΛ ⊆ T0AOA genau dann, wenn ein x in A existiert mit
Spur((x · )− ( · x)) 6= 0 .
Beweis Durch Spur(x · ) = Spur( ·x) fu¨r alle x ∈ A wird gerade der Vektorraum
zu Λ⊕ S definiert. 
Im Gegensatz zu S und Λ finden wir zwar wieder eine Algebra Kd, deren Orbitab-
schluss sogar genau der Vektorraum mit Tangentialraum VΛ ist, aber wir werden
in Beispiel 2.2.18 zeigen, dass keine andere Algebra in Kd entartet.
Lemma 2.1.20 Es gilt T0OKd = VΛ.
Beweis Fu¨r alle Elemente x, y aus Spur0(Kd) gilt x ·y ∈ 〈1, x, y〉C. Dies gilt weder
fu¨r Λ noch fu¨r S. 
Wir ko¨nnen nun fu¨r alle halbeinfachen Algebren den Tangentialraum des Orbitab-
schlusses im Ursprung angeben:
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Theorem 2.1.21
1. Es gilt T0OK2 = VΛ.
2. Es gilt T0OM2(C) = Λ.
3. Es ist T0OC×d = S fu¨r jedes d ≥ 3.
4. Es ist T0OA = Λ⊕ S fu¨r jede andere halbeinfache Algebra A.
Beweis Man beachte, dass fu¨r jede halbeinfache Algebra A gilt, dass jedes x aus
A die Gleichung Spur(x · ) = Spur( ·x) erfu¨llt. 1. folgt aus der Vorabdiskussion, 2.
daraus, dass fu¨r jedes x ∈ M2(C) gilt x2 ∈ 〈1, x〉C und 3. aus der Kommutativita¨t
von C×d.
Fu¨r 4. benutze man, dass es in jeder halbeinfachen Algebra außer M2(C) und K2
ein System dreier primitiver orthogonaler Idempotenter e1, e2 und e3 gibt, also eine
Unteralgebra isomorph zu C×3. Ebenso entha¨lt jede halbeinfache Algebra außer
C×d eine Unteralgebra isomorph zu M2(C). 
Um die Glattheit in aller Allgemeinheit beweisen zu ko¨nnen, beno¨tigen wir noch
ein Lemma zu VΛ:
Lemma 2.1.22 Sei A eine d-dimensionale Algebra mit T0OA = VΛ. Dann ist A
isomorph zu Kd.
Beweis Fu¨r d = 2 wissen wir dies schon. Sei im Folgenden also d ≥ 3.
Da stets dimT0OA ≥ dimOA gilt, brauchen wir nur Algebren mit Orbitdimen-
sion maximal d − 1 zu betrachten. Die Orbitdimension ko¨nnen wir mit Hilfe der
Dimension der Automorphismengruppe berechnen; es gilt
dimOA = dim GLd−1(C)− dim AutA
gema¨ß Lemma 2.0.8. Also suchen wir Algebren, in denen die Automorphismengrup-
pe mindestens die Dimension (d−1)2−(d−1) hat. Dass von jedem Automorphismus
das Radikal auf sich selbst und Idempotente auf Idempotente abgebildet werden,
liefert als untere Schranke fu¨r die Dimension des Radikals d− 2.
Hat nun das Radikal die Dimension d − 2, so muss die Automorphismengruppe
auf dem Radikal transitiv operieren. Also gilt sofort fu¨r alle a, b ∈ radA, dass
ab = ba = 0. Fu¨r ein beliebiges Idempotent e folgt nun: gibt es ein a ∈ radA\{0}mit
ae = 0, so gilt radAe = 0; gibt es ein a ∈ radA\{0} mit ea = 0, so gilt e radA = 0.
Da aus Dimensionsgru¨nden ein System primitiver orthogonaler Idempotenter hier
aus genau zwei Idempotenten besteht, ist die Algebra isomorph zu Kd.
Hat das Radikal Dimension d− 1, so ist es gleich Spur0(Cd). Da insbesondere fu¨r
jedes Element x im Radikal gilt Spur(x · ) = Spur( · x) = 0, ist der Algebrenorbit
bereits eine Untervarieta¨t des Untervektorraums der Algebren mit Spur((x · )− ( ·
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x)) = 0 fu¨r alle x ∈ Spur0(A); in dessen Tangentialraum im Ursprung ist VΛ nicht
enthalten. 
Wir ko¨nnen nun das uns interessierende Resultat formulieren:
Theorem 2.1.23 ([LBR99, Theorem 1.3]) Sei A eine d-dimensionale Algebra.
Die Varieta¨t OA ist genau dann glatt, wenn A eine der Algebren M2(C), C×3 oder
fu¨r d ≥ 2 die Algebra Kd oder Nd ist.
Beweis Der Orbit von Nd besteht stets aus genau dem Ursprung und ist damit
schon abgeschlossen und glatt.
Den Fall T0OA = VΛ haben wir im vorhergehenden Lemma diskutiert. Ist Λ ⊂




d(d− 1)(d− 3) und dimS = 1
2
(d− 1)(d2 − d− 2) ,
dass dimT0OA ≥ 12d(d− 1)(d− 3) .
Andererseits gilt
dimOA ≤ dim GLd−1(C) = (d− 1)2 ,
also gilt fu¨r d ≥ 5, dass dimT0OA > dimOA.
Die Algebren der Dimension 3 und 4 sind z. B. bei [Gab74] aufgelistet. Im Fall
d = 3 gilt fu¨r die Algebra C×3, dass dimOC×3 = 4 = dimS, also ist OC×3 glatt
und alle anderen Orbitabschlu¨sse im Abschluss von OC×3 sind nicht glatt, weil
sie kleinere Orbitdimension, aber den gleichen Tangentialraum haben. Der einzige
Orbit außerhalb dieses Abschlusses ist K3.
Im Fall d = 4 mu¨ssen wir wegen dimS = 15 nur solche Algebren betrachten,
fu¨r die x2 ∈ 〈1, x〉C fu¨r alle Elemente x gilt. Dies sind außer K4 nur die Algebren,
deren Orbiten im Abschluss von OM2(C) liegen, und zwar M2(C), A=, Λ˜4 und N4.
Es gilt dimOM2(C) = 6 = dim Λ, also ist OM2(C) selbst glatt, aber kein anderer
Orbitabschluss darin. 
2.2 Entartungsverhalten
Ziel dieses Abschnitts ist es, a¨hnlich dem U¨bergang von Algd zu Alg
′
d ein assoziiertes
Faserbu¨ndel zu finden, so dass sich die Entartungsrelation von Algd anhand der
Entartungsrelation einer kleineren Varieta¨t beschreiben la¨sst.
Wir verwenden, dass die Existenz eines Systems orthogonaler Idempotenter
(1i)1≤i≤n mit festen Dimensionen dim1iA1j in der von m beschriebenen Algebra
A eine offene Bedingung an Punkte m aus Algd ist.
Fu¨r die eigentliche Konstruktion benutzt man, dass fu¨r ein generisches Element a
einer d-dimensionalen Algebra die gemeinsame Eigenraumzerlegung der Links- und
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Rechtsmultiplikation mit a bereits wesentliche Informationen u¨ber die Blockstruk-
tur der Algebrenmultiplikation entha¨lt.
Die Blockstruktur der Algebra wollen wir dann fixieren und so die Orbitstruktur
der Algebra verkleinern; dazu fu¨hren wir den Begriff Feinheit mit Symbol F (l, r)
und als kombinatorisches Hilfsmittel Paare von lexikographisch monotonen Funk-
tionen ein.
Anschließend werden wir die Hilfsobjekte Alg×l,r und Fl,r einfu¨hren und zeigen,
dass Alg×l,r ein assoziiertes Faserbu¨ndel mit Faser Fl,r ist. Es gibt einen offenen
a¨quivarianten Morphismus von Alg×l,r nach Algd, ebenso von Fl,r nach F (l, r). Wir
erhalten daraus, dass fu¨r jede Feinheit das Entartungsverhalten aller Orbiten aus
Algd, die nichtleere Schnittmenge mit dieser Feinheit haben, dem Entartungsver-
halten auf der Feinheit entspricht.
Im na¨chsten Abschnitt zeigen wir dann, dass im Spezialfall OMn(C) die offenen
Morphismen von Alg×l,r nach Algn2 sowie von Fl,r nach F (l, r) schon glatt sind. Es
sind dann also die Punkte aus den großen Orbiten in OMn(C) zu den entsprechenden
Punkten in OMn(C) ∩ F (l, r) glatt a¨quivalent.
Die Eigenra¨ume der Multiplikation
Sei A eine d-dimensionale C-Algebra. Wir fixieren ein Element v ∈ A.
Definition 2.2.1 Sei v ∈ A gegeben. Wir bezeichnen den Hauptraum von v ·
bezu¨glich α mit Vα, . Den Hauptraum von · v bezu¨glich α bezeichnen wir mit V ,α.
Ferner sei
Vα,β := Vα, ∩ V ,β .
Es kommutieren v · und · v miteinander. Daher gilt fu¨r jedes α ∈ C, dass
Vα, = ⊕β∈CVα,β und V ,β = ⊕α∈CVα,β
Sei n(α) die Vielfachheit des Eigenwerts α von v · und m(α) die Vielfachheit des
Eigenwerts α von · v. Der Endomorphismus (v − α1)n(α) · bildet Vβ, fu¨r β 6= α
auf sich selbst ab, der Raum Vα, ist genau der Kern des Endomorphismus. Ebenso
hat der Endomorphismus · (v − α1)m(α) als Kern genau V ,α und bildet jedes V ,β
fu¨r β 6= α auf sich selbst ab. Dies gibt Anlass zu der Definition:
Definition 2.2.2 Sei I ⊂ C. Wir definieren lI , rI ∈ A durch:
lI :=
∏









Das Bild von lI · ist nun genau ⊕α∈IVα, und auf ⊕α∈IVα, ist lI · ein Iso-
morphismus. Ebenso hat · rI als Bild genau ⊕α∈IV ,α und seine Einschra¨nkung
darauf ist ein Isomorphismus. Wir setzen zur Entlastung der Notation ab jetzt
VI, = ⊕α∈IVα, , V ,I = ⊕α∈IV ,α und VI,J = ⊕α∈I,β∈JVα,β.
Lemma 2.2.3 Sei u ∈ V ,J und w ∈ VI, sowie I ∩ J = ∅. Dann gilt uw = 0.
Beweis Nach obiger Bemerkung gibt es ein w′ ∈ A mit w = lIw′. Ebenso gibt es










= u′ · 0
nach dem Satz von Cayley-Hamilton. 
Lemma 2.2.4 Sei u ∈ VJ, und w ∈ V ,I . Dann gilt uw ∈ VJ,I .
Beweis Nach obiger Bemerkung gibt es ein u′ ∈ A mit u = lJu′. Also gilt
uw = lJ(u′w) ∈ VJ,
Ebenso gibt es ein w′ ∈ A mit w = w′rI ; es folgt
uw = (uw′)rI ∈ V ,I

Lemma 2.2.5 Wir setzen
1 =:
∑
α Eigenwert von v·
β Eigenwert von ·v
1α,β
so dass jedes 1α,β in Vα,β liegt. Dann gilt 1α,β = 0 fu¨r alle α 6= β.
Beweis Wir erhalten




















































Lemma 2.2.6 Wir setzen
v =:
∑
α Eigenwert von v·
β Eigenwert von ·v
vα,β
so dass jedes vα,β in Vα,β liegt. Dann gilt vα,β = 0 fu¨r alle α 6= β.
Beweis Es gilt















Es gilt 1β,β ∈ Vβ,β, also v · 1β,β ∈ Vβ, , damit
∑
α EW von v· vα,β ∈ Vβ, und schließ-
lich vα,β = 0 fu¨r α 6= β. 
Die Feinheit
Definition 2.2.7 Ein Paar von Funktionen l, r : {1, . . . , d} → {1, . . . , n} heiße
Paar von lexikographisch monotonen Funktionen, wenn sie surjektiv sind und fu¨r
jedes i ∈ {1, . . . , d− 1} gilt
(l(i), r(i)) ≤lex (l(i+ 1), r(i+ 1)) ,
d. h. es ist l(i) < l(i+ 1) oder es ist l(i) = l(i+ 1) und r(i) ≤ r(i+ 1).
Zu einem Paar von lexikographisch monotonen Funktionen l, r : {1, . . . , d} →
{1, . . . , n} definieren die Bedingungen
fu¨r alle i, j gilt Mki,j = 0 falls r(i) 6= l(j), l(i) 6= l(k) oder r(j) 6= r(k)
eine abgeschlossene Untervarieta¨t von Algd, die wir als Feinheit F (l, r) bezeichnen.
Satz 2.2.8 Sei A eine d-dimensionale C-Algebra. Es ist F (l, r) ∩ OA 6= ∅ genau
dann, wenn es in A ein System orthogonaler Idempotenter (1i)1≤i≤n gibt, so dass
fu¨r alle i, j ∈ {1, . . . , n} gilt
dim1iA1j = #(l−1(i) ∩ r−1(j)) .





mit den αi definiert durch 1 =
∑d
j=1 αjej . Dann ist jedes 1p idempotent, da
1p = 11p = 1p1p +
∑
1≤q≤n,q 6=p
1q1p = 1p1p .
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Analog zeigt man, dass fu¨r jedes p, q ∈ {1, . . . , n} und x ∈ 〈ek | l(k) = p, r(k) = q〉
gilt 1px = x1q = x. Also ist (1p)1≤p≤n das gesuchte System orthogonaler Idempo-
tenter.
Ist nun ein System orthogonaler Idempotenter (1i)1≤i≤n gegeben, so ko¨nnen wir
wegen der Bedingungen an dim1jA1k eine Basis b1, . . . , bd von A wa¨hlen mit der
Eigenschaft, dass jedes bi Element von 1l(i)A1r(i) ist. Also liegt bezu¨glich dieser
Basis die Multiplikation in F (l, r). 
Insbesondere induziert also ein System orthogonaler Idempotenter (1i)1≤i≤n
durch die Forderung dim1iA1j = #(l−1(i) ∩ r−1(j)) ein Paar lexikographisch mo-
notoner Funktionen l, r.
Der U¨bergang zur Feinheit
Wir formulieren nun das zentrale Ergebnis des Abschnitts:
Theorem 2.2.9 Seien A und B zwei d-dimensionale Algebren. Der Orbit OB liegt
im Abschluss von OA genau dann, wenn OB ∩F (l, r) im Abschluss von OA∩F (l, r)
liegt, wobei l, r durch ein System primitiver orthogonaler Idempotenter von B in-
duziert seien.
Wir werden das Theorem beweisen, indem wir zuna¨chst die Objekte und Mor-







pi // //F (l, r)
?
OO
Dabei sind q und pi jeweils offene Morphismen, ι die Inklusion von Fl,r in Alg×l,r,
und es ist Alg×l,r das assoziierte Faserbu¨ndel mit Faser Fl,r. Daru¨berhinaus liegen
fu¨r jedes p ∈ Fl,r die Punkte pi(p) und qι(p) im gleichen GLd(C)-Orbit, und pi ist
surjektiv.
Mit Hilfe dieses Diagramms beweisen wir dann das nachfolgende Lemma 2.2.14,
aus dem das Theorem unmittelbar folgt.
Zur Konstruktion von Alg×l,r beno¨tigen wir das Hilfsobjekt Alg
×
d : Sei qSd der
Morphismus aus Satz 1.1.1 und sei χ : End(Cd) → Cd der Morphismus aus Bei-
spiel 1.1.2, der jedem Endomorphismus die monomialen Koeffizienten seines cha-
rakteristischen Polynoms zuordnet.
Definition 2.2.10 Sei Alg×d die abgeschlossene Untervarieta¨t
{(u, u′, v,m) ∈ Cd×Cd×Cd×Algd | qSd(u) = χ(m(v⊗ )), qSd(u′) = χ(m( ⊗v))} .
Sei q˜ : Alg×d → Algd definiert durch (u, u′, v,m) 7→ m.
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Wir ko¨nnen also Alg×d auffassen als Algd mit einer Zusatzstruktur, die neben m
auch noch ein v und die Eigenwerte von m(v ⊗ ) und m( ⊗ v) kennt.
Der Morphismus q˜ ist offen nach Korollar 1.1.6, da es sich um den Quotienten der
Sd × Sd-Aktion auf Alg×d durch Permutation jeweils der Eintra¨ge von Cd handelt,
verknu¨pft mit der Vektorbu¨ndelprojektion Cd ×Algd mit (v,m) 7→ m.
Um Alg×l,r und damit q einzufu¨hren, bezeichnen wir den Koordinatenring von
Cd ×Cd ×Cd ×Algd mit C[Li, Rj , Vk,Mhl,m | 1 ≤ i, j, k, l,m, h ≤ d] und definieren:
Definition 2.2.11 Sei ein Paar lexikographisch monotoner Funktionen l, r : {1,
. . . , d} → {1, . . . , n} gegeben. Wir definieren Alg×l,r als offene Untervarieta¨t von
Alg×d zu der Menge der Ungleichungen
{Li 6= Lj | 1 ≤ i, j ≤ d, l(i) 6= l(j)}
∪{Ri 6= Rj | 1 ≤ i, j ≤ d, r(i) 6= r(j)}
∪{Li 6= Rj | 1 ≤ i, j ≤ d, l(i) 6= r(j)} .
Den Morphismus q : Alg×l,r → Algd setzen wir auf die Verknu¨pfung der offenen
Einbettung von Alg×l,r in Alg
×
d und q˜.
Weiterhin definieren wir eine Familie (I(c) | c ∈ {1, . . . , n}) von paarweise dis-
junkten Mengen I(c) ⊂ C per I(c) := {ui | l(i) = c} = {u′i | r(i) = c}.
Wir konstruieren nun einen a¨quivarianten Morphismus ψ von Alg×l,r auf eine
Untervarieta¨t von (Md(C))n
2
, indem wir jedem Punkt (u, u′, v,m) die Projektions-
matrizen auf die VI(i),I(j) zuordnen, wobei i und j jeweils {1, . . . , n} durchlaufen:
Wir definieren Morphismen hi,j,k : Alg×l,r → Cd mit i, j ∈ {1, . . . , n}, k ∈ {1, . . . ,
d}, indem wir jedem (u, u′,m) den Vektor lI(i)ekrI(j) zuordnen, wobei ek der k-te
Vektor der Standardbasis sei. Wir erhalten zu jeder Permutation σ : {1, . . . , d} →
{1, . . . , d} einen Morphismus hσ : Alg×l,r → Md(C), indem wir (u, u′, v,m) die Ma-
trix mit den Spalten hl(g),r(g),σ(g)((u, u′, v,m)) mit g ∈ {1, . . . , d} zuordnen. Es wird
dann Alg×l,r durch die Urbilder h
−1
σ (GLd(C)) zu allen Funktionen σ u¨berdeckt, da
das Bild von hi,j,k((u, u′, v,m)) stets in VI(i),I(j) liegt und Cd → ⊕i,j∈{1,...,n}VI(i),I(j)
injektiv ist.
Es bleibt der Morphismus ψ zu definieren; die generische Projektionsmatrix
fi,j : Alg×l,r → Md(C) erhalten wir wie folgt: Sei dazu Di,j fu¨r i, j ∈ {1, . . . , n}
die d× d-Diagonalmatrix mit Eintrag δl(k),iδr(k),j an der Stelle (k, k); fu¨r jede Per-
mutation σ und i, j ∈ {1, . . . , n} definieren wir
fi,j : (u, u′, v,m) 7→ hσ((u, u′, v,m))Di,j(hσ((u, u′, v,m)))−1 .
Das Bild jeder Projektion fi,j ist jeweils VI(i),I(j). Da die Projektionsmatrizen ein-
deutig durch die Eigenra¨ume VI(i),I(j) bestimmt sind, ha¨ngen die fi,j nicht von der
Wahl des σ ab.
Wir erhalten also insgesamt einen Morphismus
ψ : Alg×l,r → (Md(C))n
2





Fl,r := {(u, u′, v,m) | m ∈ F (l, r), fu¨r alle i mit l(i) 6= r(i) gilt vi = 0,
fu¨r alle j, k ∈ {1, . . . , n}
gilt qS#(l−1(j)∩r−1(k))(u|l−1(j)∩r−1(k)) = χ(m|l−1(j)∩r−1(k)(v ⊗ ))
und qS#(l−1(j)∩r−1(k))(u
′|l−1(j)∩r−1(k)) = χ(m|l−1(j)∩r−1(k)( ⊗ v))} .
wobei u|J den Vektor aus C#J mit Komponenten (ui | i ∈ J) meint, m|J(v⊗ ) den
Endomorphismus auf {w ∈ Cd | wi = 0 fu¨r alle i mit i 6∈ J} durch w 7→ m(v ⊗ w)
bezeichnet, und m|J( ⊗ v) dies fu¨r den Endomorphismus auf {w ∈ Cd | wi =
0 fu¨r alle i mit i 6∈ J} durch w 7→ m(w ⊗ v) tut. Wir erhalten:
Satz 2.2.12 Die Varieta¨t Alg×l,r ist isomorph zum assoziierten Faserbu¨ndel
GLd(C)×H Fl,r .
Beweis Es operiert GLd(C) auf dem Bild von ψ transitiv mittels simultaner Konju-
gation: die Menge der Systeme aller Projektionsmatrizen steht gerade in Bijektion
zur Menge der d × d-Matrizen mit Eigenwerten 1, . . . , n2 in den entsprechenden
Vielfachheiten.
Weiterhin ist ψ a¨quivariant bezu¨glich GLd(C): unter simultaner Konjugation wird
aus dem Bild 〈w〉C einer Projektionsmatrix gerade 〈gw〉C, und gw ist Eigenvektor
von gm(g−1gv ⊗ g−1 ) genau dann, wenn w Eigenvektor von m(v ⊗ ) ist; ebenso
ist gw Eigenvektor von gm(g−1 ⊗ g−1gv) genau dann, wenn w Eigenvektor von
m( ⊗ v) ist.
Dass H der Stabilisator ist, gilt, da ein Element g ∈ GLd(C) genau dann im
Stabilisator liegt, wenn das Bild jedes fi,j stabil unter g ist.





und zeigen zuna¨chst, dass dieses Urbild in Fl,r liegt: fu¨r jedes
Paar i, j ∈ {1, . . . , d} gilt m(ei ⊗ ej) = 0, falls r(i) 6= l(j), da dies mittels Lem-
ma 2.2.3 aus ei ∈ V ,I(r(i)) und ej ∈ VI(l(j)), folgt; ebenso folgt mittels Lemma 2.2.4
aus ei ∈ VI(l(i)), und ej ∈ V ,I(r(j)), dass m(ei⊗ej) in VI(l(i)),I(r(j)) liegt. Damit liegt
m in F (l, r). Nach Lemma 2.2.6 liegt v in ⊕γVγ,γ . Fu¨r jedes Paar i, j ∈ {1, . . . , n}
gilt VI(i),I(j) = 〈ek|l(k) = i, r(k) = j〉, also folgt qS#(l−1(j)∩r−1(k))(u|l−1(i)∩r−1(j)) =
χ(m|l−1(i)∩r−1(j)(v ⊗ )) und qS#(l−1(j)∩r−1(k))(u′|l−1(i)∩r−1(j)) = χ(m|l−1(i)∩r−1(j)( ⊗
v)).
Umgekehrt gilt fu¨r jedes (u, u′, v,m) ∈ Fl,r, dass VI(i), = 〈ek|l(k) = i〉 und
V ,I(j) = 〈ek|r(k) = j〉 und damit VI(i),I(j) = 〈ek|l(k) = i, r(k) = j〉 gilt. Also ist





Definition 2.2.13 Wir definieren pi durch
pi : Fl,r → F (l, r), (u, u′, v,m) 7→ m .
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Dass pi surjektiv ist, folgt aus Satz 2.2.8: Zu jedem m gibt es ein System von n
primitiven orthogonalen Idempotenten (1i)1≤i≤n; wa¨hle paarweise verschiedene αi
mit i ∈ {1, . . . , n} und setze v = ∑ni=1 αi1i, ui = αl(i) und u′i = αr(i). Dann liegt
(u, u′, v,m) in Fl,r.
Damit ist die Konstruktion des Diagramms abgeschlossen und wir ko¨nnen das
folgende Lemma beweisen:
Lemma 2.2.14 Seien A und B zwei d-dimensionale Algebren, seien l, r durch ein
System primitiver orthogonaler Idempotenter von B induziert. Die folgenden Aus-
sagen sind a¨quivalent:
1. Es gibt ein m ∈ OB und eine in Algd offene Umgebung U˙ von m mit OA∩U˙ =
∅.
2. Es gibt eine in Algd offene Untervarieta¨t U mit OB ⊂ U und OA ∩ U = ∅.
3. Es gibt eine in F (l, r) offene Untervarieta¨t UF mit OB ∩ F (l, r) ⊂ UF und
OA ∩ UF = ∅.
4. Es gibt ein m ∈ OB ∩ F (l, r) und eine in F (l, r) offene Umgebung U˙F von m
mit OA ∩ U˙F = ∅.
Beweis 1 ⇒ 2: Ist OA ⊂ X fu¨r eine abgeschlossene Teilmenge von Algd, so ist fu¨r
jedes g ∈ GLd(C) auch OA = gOA ⊂ gX. Also ist OA auch in der abgeschlosse-
nen Teilmenge
⋂
g∈GLd(C) gX enthalten. Deren Komplement ist die gesuchte offene
Menge, die OB entha¨lt.
2 ⇒ 3: Die Menge U ∩ F (l, r) ist eine solche offene Menge.
3 ⇒ 4: Die Menge UF leistet fu¨r jedes m ∈ OB das Gewu¨nschte und nach Kon-
struktion ist OB ∩ F (l, r) nicht leer.
4 ⇒ 1: Das Urbild pi−1(U˙F ) ist offen und nichtleer in Fl,r. Also ist GLd(C) ·
(pi−1(U˙F )) offen in Alg×l,r, entha¨lt einen Punkt (u, u
′, v,m) mit m ∈ OB und hat
leeren Schnitt mit q−1(OA). Da q offen ist, ist das Bild von GLd(C) · (pi−1(U˙F ))
offen in Algd und hat auch dort leeren Schnitt mit OA. 
Nun ko¨nnen wir den Beweis von Theorem 2.2.9 vollenden:
Beweis [Theorem]: Dass OB im Abschluss von OA liegt, ist die Negation von
Bedingung 2. Ebenso entspricht die Eigenschaft, dass OB ∩ F (l, r) im Abschluss
von OA ∩ F (l, r) liegt, der Negation von Bedingung 3. 
Der Basisgraph
Wir beschließen den Abschnitt mit einem Begriff, der zu einer gegebenen Algebra die
Anzahl der potentiellen Kandidaten, in die sie entarten ko¨nnte, stark einschra¨nkt.
Wir fu¨hren dazu eine vereinfachte Version des Basisgraphen (siehe [Sch88, Abschnitt
3]) ein:
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Definition 2.2.15 Sei A eine d-dimensionale Algebra, und sei (1i)1≤i≤n ein Sy-
stem primitiver orthogonaler Idempotenter in A. Der Basisgraph W (A) zu A be-
stehe aus n Punkten {Pi | 1 ≤ i ≤ n}, wobei die Anzahl der Pfeile von Pi nach Pj
durch dim1iA1j − δi,j gegeben sei.
Weiterhin beno¨tigen wir noch eine Operation samt zugeho¨riger transitiver Relation
auf der Menge aller Basisgraphen:
Definition 2.2.16 Sei Q := (Q0, Q1, s, e) ein Basisgraph. Die Verschmelzung von
Q in den Punkten p, p′ ∈ Q0 mit p 6= p′ sei definiert als Q′ := (Q′0, Q′1, s′, e′) mit
Q′0 := Q0 \ {p′} und Q′1 := Q1∪˙{pi}, sowie
s′ : α 7→
{
p s(α) = p′ oder α = pi
s(α) sonst
e′ : α 7→
{
p e(α) = p′ oder α = pi
e(α) sonst
.
Ein Basisgraph Q′ heiße gro¨ber als Q, falls Q′ = Q oder Q′ aus Q durch wiederholte
Verschmelzung entsteht.
Wir schlussfolgern daraus das folgende Theorem:
Theorem 2.2.17 Seien A und B Algebren u¨ber C der Dimension d. Entartet A
in B, so ist der Basisgraph zu B gro¨ber als der Basisgraph zu A.
Beweis Sei (1i)1≤i≤n ein System primitiver orthogonaler Idempotener von B
und l, r das dadurch induzierte Paar lexikographisch monotoner Funktionen. Dann
liegt OB ∩F (l, r) im Abschluss von OA∩F (l, r), also ist OA∩F (l, r) nicht leer. Sei
m ∈ OA∩F (l, r). Dann gibt es bezu¨glich m und damit in A ein System orthogonaler
Idempotener (1′i)1≤i≤n ∈ (Cd)n, so dass dim1iB1j = dim1′iA1′j fu¨r alle i, j ∈
{1, . . . , n} gilt. U¨bersetzt man dies in die Sprache der Basisgraphen, so erha¨lt man
gerade die Relation, dass der Basisgraph zu B gro¨ber ist als jener zu A. 
Beispiel 2.2.18 Es entartet keine Algebra in Kd: Denn Kd hat als BasisgraphenW
seinen Gabriel-Ko¨cher und ist zugleich die einzige Algebra mit diesem Basisgraphen.
Der Graph W entha¨lt keine Schlaufen, also gibt es auch keinen Basisgraphen W˜ ,
so dass W echt gro¨ber als W˜ ist.
2.3 Der Orbitabschluss der Matrixalgebra
In diesem Abschnitt werden wir als Beispiele die Orbitabschlu¨sse der einfachen Al-
gebren M2(C) und M3(C) diskutieren und daraus Schlussfolgerungen fu¨r OMd(C)
mit d > 3 ziehen: Wir wissen bereits, dass OM2(C) glatt ist, wa¨hrend OM3(C) dies
nicht ist. U¨ber die Resultate von [LBR99] hinaus wollen wir hier nun genauer dieje-
nigen Punkte von OM3(C) bestimmen, in denen OM3(C) noch glatt oder schon nicht
mehr glatt ist; mittels Hochschild-Kohomologie la¨sst sich dieses Ergebnis auch auf
OMd(C) fu¨r d > 3 u¨bertragen. Da die Tangentialraumdimension invariant unter der
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Aktion der GLd(C) ist, handelt es sich bei solchen Punktmengen stets um ganze
Orbiten.
Zuna¨chst diskutieren wir den Fall d = 2. Anschließend nutzen wir, dass die Kon-
struktion aus dem vorangehenden Abschnitt in unserer Situation besonders gute
Eigenschaften besitzt: die dort nur offenen Morphismen q und pi sind auf der Verei-
nigung der großen Orbiten in OMn(C) schon beide glatte Morphismen. Damit sind
die großen Orbiten schon glatt a¨quivalent zu OMn(C) ∩ F (l, r), wobei l, r das zu
Mn(C) geho¨rige Paar lexikographisch monotoner Funktionen sei. Dies ermo¨glicht
uns die Beschreibung derjenigen Orbiten aus OM3(C), deren Algebra ein System
dreier orthogonaler Idempotenter besitzt.
Der Orbitabschluss von M2(C)
Fu¨r M2(C) ko¨nnen wir die schon aus [Gab74] bekannten Algebren aus dem Orbit-
abschluss mit den nun verfu¨gbaren Werkzeugen ohne Aufwand bestimmen:
Theorem 2.3.1 Der Abschluss des Orbits zu M2(C) ist die Vereinigung der Orbi-
ten zu M2(C), zu A=, zu Λ˜4 und zu N4.
Beweis Als Basisgraphen hat M2(C) den Graphen Q
• 66 •vv .
Als einzige mo¨gliche Verschmelzung davon erhalten wir den einpunktigen Basis-
graphen mit drei Schlaufen. Den Graphen Q als Basisgraphen besitzen genau die
Algebren M2(C) und A=. Die Algebra M2(C) entartet in A= vermittels z. B. der
Familie zu den Basen (e11, t · e12, e21, e22). Um diejenigen Algebren mit einpunk-
tigem Basisgraphen im Abschluss von Q zu identifizieren, in die M2(C) entartet,
verwenden wir, dass jedes Element x aus M2(C) der Bedingung x2 ∈ 〈1, x〉 genu¨gt.
Es folgt daraus, dass fu¨r die Multiplikation innerhalb des Radikals xy = −yx gilt.
So verbleiben als Kandidaten Λ˜4 und N4. Die Algebra A= entartet in Λ˜4 vermittels
der Familie von Basen
1, t(12 − 11 + α), t(12 − 11 + β), t2(α+ β) .
Dass Λ˜4 in N4 entartet, folgt daraus, dass N4 die einzige Algebra mit abgeschlos-
senem Orbit ist. 
Die großen Orbiten als Faserbu¨ndel
Wir setzen l : {1, . . . , n2} → {1, . . . , n}, (i − 1)n + j 7→ i und r : {1, . . . , n2} →
{1, . . . , n}, (i− 1)n+ j 7→ j, jeweils fu¨r i, j ∈ {1, . . . , n}.
Wir diskutieren zuna¨chst den Morphismus q : Alg×l,r → Algn2 : wir schreiben q =
p˜ιq˜ mit q˜ : Alg×l,r → Cn
2×Algn2 , (u, u′, v′,m) 7→ (v,m) und ι : Bild q˜ → Cn2×Algn2
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sowie p˜ : Cn2 × Algn2 → Algn2 , (v,m) 7→ m. Dann ist q˜ auf sein Bild ein e´taler
Morphismus, ι eine offene Immersion und p˜ ist eine Vektorbu¨ndelprojektion vom
Rang n2.
Lemma 2.3.2 Fu¨r dieses Paar l, r gilt H = (C∗)n2 und
Fl,r ∼= F˜ = {(u˜, v,m) ∈ Cn × Cn2 ×Algd | m ∈ F (l, r),
fu¨r alle i mit l(i) 6= r(i) gilt vi = 0,
fu¨r alle i mit l(i) = r(i) gilt u˜l(i) = vim
i
i,i} .
Beweis Das Aussehen von H folgt aus der Tatsache, dass fu¨r jedes Paar j, k ∈
{1, . . . , n} gilt #(l−1(j) ∩ r−1(k)) = 1.
Per Definition liegt ein Tupel (u, u′, v,m) genau dann in Fl,r, wenn m in F (l, r)
liegt, fu¨r alle i mit l(i) 6= r(i) gilt vi = 0 und fu¨r alle j, k ∈ {1, . . . , n} gilt
qS#(l−1(j)∩r−1(k))(u|l−1(j)∩r−1(k)) = χ(m|l−1(j)∩r−1(k)(v ⊗ )) (∗)
qS#(l−1(j)∩r−1(k))(u
′|l−1(j)∩r−1(k)) = χ(m|l−1(j)∩r−1(k)( ⊗ v)) .
Wegen #(l−1(j) ∩ r−1(k)) = 1 vereinfacht sich (∗) zu ui = χ(m|{i}(v ⊗ )), wobei i
das genau eine Element mit l(i) = j und r(i) = k sei. Es gilt m(v⊗ei) = m(vlel⊗ei),
wobei l das genau eine Element mit l(l) = j und r(l) = j sei. Damit folgt ui = vlmil,i.
Es gilt ohnehin ul = ui. Analog geht man fu¨r u′ und die zweite Ungleichung vor. Wir
erhalten einen bijektiven Morphismus von F˜ nach Fl,r durch (u˜, v,m) 7→ (u, u′, v,m)
mit u, u′ definiert durch ui = u˜l(i) und u′i = u˜r(i). 
Der Morphismus pi : Fl,r → F (l, r) erha¨lt so die Abbildungsvorschrift (u˜, v,m) 7→
m. Da vi =
u˜l(i)
mii,i
gilt und u genau die Ungleichungen erfu¨llen muss, paarweise
verschiedene Werte zu haben, handelt es sich bei pi also um eine offene Immersion,
verknu¨pft mit einer Vektorbu¨ndelprojektion vom Rang n.
Insgesamt erhalten wir also:
Theorem 2.3.3 Es sind Punkte aus der offenen Untervarieta¨t von OMn(C) aller
Algebren, die ein System von n orthogonalen Idempotenten zulassen, glatt a¨quivalent
zu den entsprechenden Punkten in F (l, r).
Der Orbitabschluss von M3(C)
Um mit den Orbitabschlu¨ssen OMd(C) mit d ≥ 3 einfacher hantieren zu ko¨nnen,
definieren wir zuna¨chst eine leichte Verallgemeinerung der Wegealgebra:
Definition 2.3.4 Sei Q := (Q0;Q1; s, e : Q1 → Q0) ein Ko¨cher mit n Punkten, in
dem die Punkte mit 1, . . . , n bezeichnet sind.
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Dann sei die Wegealgebra CQ(d1, . . . , dn) mit di ∈ N \ {0} der C-Vektorraum
erzeugt von
{eij,k | i ∈ {1, . . . , n}, j, k ∈ {1, . . . , di}}
∪ {ωi,j | ω Weg in Q, i ∈ {1, . . . , ds(α)}, j ∈ {1, . . . , de(α)}}










ωi,jνk,l = δe(ω),s(ν)δj,k(ων)i,l .
Seien ω1, . . . , ωm Wege aus Q1 mit gleichem Start- und Endpunkt und λ1,
. . . , λm aus C. Mit CQ(d1, . . . , dn)/〈
∑m
i=1 λiωi〉 sei die Quotientenalgebra von
CQ(d1, . . . , dn) zu der Relation
∑m
i=1 λi(ωi)1,1 bezeichnet (diese ist isomorph zu
der Quotientalgebra bezu¨glich der Menge der Relationen {∑mi=1 λi(ωi)j,k | j ∈
{1, . . . , ds(ω1)}, k ∈ {1, . . . , de(ω1)}}).
Sind alle di gleich 1, so erha¨lt man gerade die u¨bliche Definition der Wegealge-
bra. Zu jedem Ko¨cher Q sind die Wegealgebren CQ(d1, . . . , dn) und CQ(d′1, . . . , d′n)
unabha¨ngig von der Wahl der di und d′i zueinander per Konstruktion Morita-a¨qui-
valent.
Beispiel 2.3.5 Sei Q= := ({1, 2}, {α, β}, s, e) mit s(α) = 1, e(α) = 2, s(β) = 2






Die Algebra CQ=(1, 1)/〈αβ, βα〉 ist isomorph zu A=. Wir werden gleich auch
A=(2, 1) := CQ=(2, 1)/〈αβ, βα〉 beno¨tigen; dies ist die einzige Algebra A, die
Morita-a¨quivalent zu A= ist und fu¨r die A/ radA = M2(C)× C gilt.
Die Algebra M3(C) weist gegenu¨ber M2(C) einen deutlich komplizierteren Orbitab-
schluss auf: Zuna¨chst einmal haben Algebren, deren Abschluss im Orbit von M3(C)











oder W2 := • 66 66BB
%%  •vvvv
oder den einpunktigen Basisgraphen W1 mit acht Schlaufen. Wir beschra¨nken uns
hier auf Algebren zum Basisgraphen W3:
Theorem 2.3.6 Im Abschluss des Orbits zuM3(C) befinden sich die Orbiten genau
der folgenden Algebren zum Basisgraphen W3:
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A(1, 1, 1) = CQ(1,1,1)/〈βε, εβ, αδ, δα, ζγ, γζ,
















sowie A=(2, 1) und M3(C) selbst.


































Dabei bedeutet A→ B, dass OB ⊂ OA gilt.
Beweis Jede Algebra A zum Basisgraphen W3 besitzt ein System aus drei pri-
mitiven orthogonalen Idempotenten 11,12,13 und es gilt dim1iA1j = 1 fu¨r alle
i, j ∈ {1, 2, 3}. Also hat OA nichtleeren Schnitt mit der Feinheit F (l, r), wobei wir
l, r : {1, . . . , 9} → {1, . . . , 3} so definieren, dass sich auf sie Satz 2.2.8 anwenden
la¨sst:
l : 3(i− 1) + j 7→ i, r : 3(i− 1) + j 7→ j fu¨r i, j ∈ {1, 2, 3} .
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Umgekehrt hat auch jede Algebra A, so dass OA∩F (l, r) 6= ∅ gilt, den Basisgraphen
W3. Nach Theorem 2.2.9 genu¨gt es, das Inklusionsverhalten der Orbiten auf F (l, r)
zu studieren.
Um alle Algebren mit Basisgraphen W3 zu finden, durchlaufen wir alle Mo¨glich-
keiten fu¨r Kombinationen von Dimensionen der Schnittmengen zwischen den 1iA1j
und radA bzw. alle mo¨glichen Ko¨cher. Ist z. B. fu¨r mindestens ein Paar i, j ∈
{1, 2, 3}, i 6= j die Dimension von 1iA1j ∩ radA gleich 0, so ist A nicht sauber.
In diesem Fall bleiben genau die zwei Mo¨glichkeiten, dass A = M3(C) oder dass A
Morita-a¨quivalent zu A= ist mit A/ radA = M2(C)×C; wir erhalten also A=(2, 1).
Nun suchen wir noch nach allen sauberen Algebren mit Basisgraphen W3. Jeder
infrage kommende Ko¨cher muss stark zusammenha¨ngend sein, damit ein Weg zwi-
schen jedem Paar von Punkten existiert, aber darf ho¨chstens einen Pfeil zwischen
jedem Paar von Punkten aufweisen. Dies fu¨hrt unmittelbar auf die im Theorem
aufgelisteten Ko¨cheralgebren.
Um potentielle Entartungen zwischen diesen Algebren zu untersuchen, betrachten
wir deren Orbiten in F (l, r): Sei die kanonische Basis des C9 mit (e11, e12, . . . , e33)
bezeichnet; dann liegt ei,j gerade in 1iA1j . Fu¨r jeden Punkt m aus F (l, r) gilt
dann, dass αi ∈ C∗, i ∈ {1, 2, 3} existieren, so dass m(ei,i, ej,k) = δi,jαiej,k und
m(ej,k, ei,i) = δk,iαiej,k sind. Aus m(ei,j , ej,k) ∈ 〈ei,k〉 erhalten wir schließlich, dass
sich jedes m in F (l, r) durch die Parameter αi ∈ C∗, βij ∈ C, i, j ∈ {1, 2, 3}, i 6= j




























M1312,23(m) = β13, M
12
13,32(m) = β12, M
21
23,31(m) = β21,
M2321,13(m) = β23, M
31
























β12β13 = β21β31, β21β23 = β12β32, β31β32 = β13β23
gelten. Wir erhalten also eine Varieta¨t der Dimension 7. Wa¨hrend nun jeder Punkt,
fu¨r den alle βi,j 6= 0 sind, schon in M3(C) liegt, gelten fu¨r die u¨brigen Algebren
folgende weitere Gleichungen:
Ist β12 = β21 = 0 oder β13 = β31 = 0 oder β23 = β32 = 0 und sind jeweils alle
u¨brigen βi,j ungleich 0, so erha¨lt man einen Punkt in A=(2, 1). Die Schnittmenge
F (l, r) ∩ OA=(2,1) hat also die Dimension 6.
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Der Orbit zu Ao wird beschrieben durch die Gleichungen β12 = β23 = β31 = 0
oder β13 = β32 = β21 = 0 und die jeweils u¨brigen drei βi,j mu¨ssen ungleich 0 sein;
wir erhalten als Dimension wieder 6.
Zu A== erhalten wir als Gleichungen β12 = β21 = β13 = β31 = 0 oder β12 =
β21 = β23 = β32 = 0 oder β13 = β31 = β23 = β32 = 0, wobei wieder jeweils alle
u¨brigen βi,j ungleich Null sind. Die Orbitdimension ist 5.
Der Orbit zu A4 wird dadurch beschrieben, dass die bi,j aus jeweils genau ei-
nem der folgenden Paare ungleich 0 sind: (β12, β23), (β23, β31), (β31, β12), (β13, β32),
(β32, β21), (β21, β13). Wir erhalten also einen Orbit ebenfalls der Dimension 5.
Sind genau fu¨nf der sechs βi,j gleich Null, so handelt es sich um einen Punkt in
A5. Die Orbitdimension betra¨gt folglich 4.
Sind alle βi,j gleich Null, so erhalten wir einen Punkt in A(1, 1, 1). Der Orbit hat
Dimension 3.
Wenn der Orbit einer Algebra B im Abschluss des Orbits der Algebra A liegt, so
ist dimOB < dimOA. Wir untersuchen die Relation der Entartungen innerhalb von
F (l, r) also absteigend nach Dimension: Die Algebra M3(C) entartet in A=(2, 1),
indem man β12 = β21 = t sowie alle u¨brigen βi,j und alle αi auf 1 setzt und
den Grenzu¨bergang t → 0 betrachtet. In Ao entartet M3(C), indem man β12 =
β23 = β31 = t setzt und das Gleiche tut. Die Entartung von A=(2, 1) nach A==
wird ab β12 = β21 = 0 durch β13 = β31 = t beschrieben, diejenige nach A4 durch
β13 = β32 = t. Die Algebra Ao entartet in A4 ab β12 = β23 = β31 = 0 mittels β21 = t;
dass Ao nicht in A== entartet, sieht man daran, dass der Punkt m ∈ F (l, r)∩OA==
mit β12 = β21 = β13 = β31 = 0, β23 = β32 = 1 keine der Gleichungen zu Ao erfu¨llt.
Durch sukzessives Setzen der u¨brigen, von Null verschiedenen βi,j auf den Wert t
und anschließenden Grenzu¨bergang t→ 0 zeigt man, dass A== und A4 in A5 sowie
A5 in A(1, 1, 1) entartet. 
Es bleibt zu kla¨ren, inwiefern OM3(C) nicht glatt ist.
Theorem 2.3.7 Fu¨r jedes m ∈ OA(1,1,1) gilt dimTmOM3(C) = 75.
Fu¨r jedes m ∈ OA=(2,1) ∪ OAo ∪ OA== ∪ OA4 ∪ OA5 gilt dimTmOM3(C) = 73.
Beweis Nach Theorem 2.3.3 gilt fu¨r jedes m ∈ (OM3(C) ∩ F (l, r)), dass
dimTmOM3(C) = dimTm
(OM3(C) ∩ F (l, r))+ 66
und die Tangentialraumdimension ha¨ngt nur davon ab, im Orbit welcher Algebra
ein Punkt liegt, nicht vom Punkt selber.
Wir betrachten die abgeschlossene Untervarieta¨t X des C6:
{(β12, β13, β21, β23, β31, β32) | β12β13=β21β31, β21β23=β12β32, β31β32=β13β23}
Es ist OM3(C) ∩ F (l, r) per Konstruktion isomorph zu (C3)∗ ×X.
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Zu zeigen ist, dass X im Punkt (0, 0, 0, 0, 0, 0) Tangentialraumdimension 6 und
u¨berall sonst Tangentialraumdimension 4 hat. Als Jacobische erhalten wir die 3×6-
Matrix J :  β13 β12 −β31 0 −β21 0−β32 0 β23 β21 0 −β12
0 −β23 0 −β13 β32 β31

Es gilt dim kerJ = 4 genau dann, wenn J den Rang 2 hat.
Wir zeigen, dass J schon Rang 2 hat, wenn mindestens eines der βi,j ungleich 0 ist:
Ist β12 ungleich 0, so ist der Unterminor aus 1. und 2. Zeile, 2. und 6. Spalte ungleich
0. Analog findet man auch fu¨r jedes andere βi,j Untermatrizen, die invertierbar sind,
falls βi,j ungleich 0 ist. 
Ho¨here Dimensionen
Wir werden nun feststellen, dass die in OM3(C) als glatt erkannten Orbiten auch in
allen OMn(C) fu¨r n > 3 glatt bleiben. Dazu nutzen wir das folgende Lemma:
Lemma 2.3.8 Sei A eine verallgemeinerte Wegealgebra (Definition 2.3.4) eines
Ko¨chers Q. Seien alle Relationen von der Form ω = 0 fu¨r Wege ω im Gabriel-
Ko¨cher. Sei der Basisgraph von A der Graph mit n Knoten und genau einem Pfeil
von i nach j fu¨r jedes Paar von Knoten i, j mit i 6= j. Dann gilt
dim AutA = n2 −#G0 + #G1 ,
wobei #G0 die Anzahl der Punkte und #G1 die Anzahl der Pfeile im Gabriel-Ko¨cher
bezeichne.
Beweis Es reicht, die Dimension der Zusammenhangskomponente der Identita¨t der
Automorphismen zu bestimmen. Wir wa¨hlen als Vektorraumbasis von A die Basis
aus Definition 2.3.4. Seien die inneren Automorphismen von A mit IntA bezeichnet
und sei H die Menge aller Automorphismen, die allen Idempotenten der Gestalt
eij,j in A fest lassen.
Die Abbildung
IntA×H → (AutA)0, (h, ϕ) 7→ ϕh
ist dann surjektiv.
Denn wir finden zu jedem Automorphismus ψ einen inneren Automorphismus ϕ,
so dass ϕψ die eij,j fest la¨sst: Sei ψ ∈ Aut(A). Wir schreiben die eij,k-Anteile von
ψ(elm,m) in eine di × di-Matrix mit dem Anteil von (eij,k) als (j, k)-tem Eintrag.
Dann folgt aus der Idempotenz von ψ(elm,m), dass diese Matrix diagonalisierbar ist
und Eigenwerte nur 0 oder 1 hat. Da die ψ(elm,m) zueinander orthogonal sind, sind
es auch die zugeho¨rigen Matrizen. Da dies wieder
∑
di orthogonale Summanden
der Eins sind, hat jedes ψ(elm,m) fu¨r jeweils genau ein i genau einmal den Eigen-
wert 1. Wir ko¨nnen also mit einem inneren Automorphismus einen Basiswechsel
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durchfu¨hren, der alle ψ(elm,m) auf e
l
m,m zuru¨cksetzt und ψ(e
i
j,j) ∈ eij,j + radA an-
nehmen.
Wir argumentieren nun per Induktion u¨ber die La¨nge der Wege. Sei voraus-
gesetzt, dass fu¨r alle i, j gilt ψ(eij,j) − eij,j ∈ radmA; wir finden einen inneren
Automorphismus ϕ, so dass ϕψ(eij,j) − eij,j ∈ radm+1A gilt: Wir setzen sij =


















h,h = 0 fu¨r g, i, k













l,l. Es ist 1− s invertierbar mit einem Inversen von der
Form 1+s+s′ mit s′ ∈ radm+1A und Konjugation mit 1−s leistet das Gewu¨nschte.
Damit erhalten wir
dim AutA = dim IntA+ dimH − dim(IntA ∩H)
Es gilt dim IntA = dimA−dimZ(A). Da Q keine Schlaufen enthalten kann und
zusammenha¨ngend sein muss, gilt Z(A) = 〈1〉C, also dim IntA = n2 − 1.
Wir erhalten dimH = n−#G0 + #G1: Sei ϕ ein Automorphismus. Wir ko¨nnen
ϕ durch seine Bilder auf den Elementen der Basis beschreiben: es gilt ϕ(eij,j) = e
i
j,j



















k,l ist ϕ auf den e
i
j,k bereits eindeutig durch ϕ(e
i
j,j+1) bestimmt. Fu¨r die
Wege gilt analog, dass ϕ schon durch ϕ(α1,1) eindeutig bestimmt ist, wobei α die
Pfeile des Gabriel-Ko¨chers durchlaufe.
Wir bestimmen dim(IntA∩H) als n−1: Fu¨r a ∈ A gilt a−1eij,ja = eij,j genau dann,
wenn a invertierbar ist und eij,ja = ae
i
j,j gilt. Dies ist a¨quivalent zu a invertierbar
und a ∈ 〈eij,j〉C. Da auch das Zentrum eine Teilmenge von a ∈ 〈eij,j〉C ist und ein
solches a genau dann invertierbar ist, wenn alle Koeffizienten ungleich 0 sind, folgt
dim(IntA ∩H) = n− 1. 
Damit erhalten wir folgende Verallgemeinerung von Theorem 2.3.7:



















Beweis Man zeigt zuna¨chst fu¨r jeden der obigen Orbiten, dass er im Abschluss von
OMd(C) liegt, indem man die im Beweis zu Theorem 2.3.6 verwendeten Gleichungen
verallgemeinert.
Nun zeigt man mittels Lemma 2.0.8 und Lemma 2.3.8, dass
dimOMd(C) − dimOA=(d1,d2) = 1
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mit d1 + d2 = d unabha¨ngig von der Wahl von d und d1 gilt; entsprechend erha¨lt
man
dimOMd(C) − dimOAo(d1,d2,d3) = 1,
dimOMd(C) − dimOA==(d1,d2,d3) = 2,
dimOMd(C) − dimOA4(d1,d2,d3) = 2,
dimOMd(C) − dimOA5(d1,d2,d3) = 3
wobei die einzige Bedingungen an d, d1, d2 und d3 die Gleichung d1 + d2 + d3 = d
ist. Insbesondere ko¨nnen wir also fu¨r jedes m ∈ OA5(d1,d2,d3) die Dimension von
TmOA5(d1,d2,d3) als dimOMd(C) − 3 ermitteln.
Proposition 2.4 aus [Gab74] liefert uns nun: es gilt fu¨r jede endlichdimensionale
Algebra A und jeden Punkt m ∈ Algn, dass
TmAlgn/TmOA ∼= H2(A,A)
wobei H2(A,A) die 2-te Hochschild-Kohomologiegruppe bezeichne (Def. siehe z. B.
[Lod98]), und Algn das Schema mit Raum Algn zu den Assoziativita¨tsgleichungen
sei.
Die Hochschild-Kohomologie ist invariant unter Morita-A¨quivalenz; fu¨r A5 er-
mittelt man dimH2(A5, A5) = 3. Wir ko¨nnen nun fu¨r jedes m ∈ OA5(d1,d2,d3)
abscha¨tzen:
dimTmOMd(C) ≤ dimTmAlgn = dimTmOA5(d1,d2,d3) + 3
= dimOA5(d1,d2,d3) + 3 = dimOMd(C)
Da also OMd(C) in allen Punkten von OA5(d1,d2,d3) glatt ist, ist es insbesondere auch
in allen Orbiten glatt, in deren Abschluss OA5(d1,d2,d3) liegt. 
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3 Die Nori-Konstruktion
Dass Zd,g im Allgemeinen singula¨r ist, haben wir bereits in Beispiel 1.2.4 erfah-
ren. Um Zd,g trotz seiner Singularita¨ten untersuchen zu ko¨nnen, wollen wir eine
sogenannte Desingularisierung von Zd,g betrachten, d. h. ein Paar (X,pi) aus einer
glatten Varieta¨t X und einem projektiven, birationalen Morphismus pi : X → Zd,g.
Es hat M. V. Nori [Nor78] im Anhang zu einer Arbeit von Seshadri [Ses78] eine
Paar aus einer Varieta¨t Dd,g und einem projektiven, birationalen Morphismus pid
auf Zd,g konstruiert, so dass die Urbilder zahlreicher Singularita¨ten aus Zd,g in Dd,g
glatte Punkte sind. Wir werden in Theorem 3.2.4 zeigen, dass Dd,g selbst allerdings
nur genau fu¨r d = 2 eine glatte Varieta¨t ist. Wir skizzieren kurz die Konstruktion
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Alle waagerechten Pfeile sind abgeschlossene Einbettungen. Die GLd2(C)-Varieta¨ten
Wd,g, Pd2,g und den Morphismus κg,d2 werden wir in Abschnitt 3.1 angeben. Zu
den GLd2(C)-Untervarieta¨ten Wd,g, Pd2,g und Ud2,g der Varieta¨t (Mn(C))g × Cn
versehen mit der GLd2(C)-Aktion durch simultanen Basiswechsel betrachten wir die
Quotienten Dd,g, H˜ilbd2,g bzw. Hilbd2,g mit Quotientenmorphismus jeweils σd2 ; diese
Objekte werden in Abschnitt 3.2 eingefu¨hrt. Abschnitt 3.3 ist dem Morphismus von
Hilbd2,g nach Zd2,g gewidmet, Abschnitt 3.4 dem Morphismus von Zd,g nach Zd2,g.
Den Morphismus pid werden wir schließlich in Abschnitt 3.5 konstruieren ko¨nnen.
Die Glattheit von Dd,g ha¨ngt eng mit der Glattheit des Orbitabschlusses der d×d-
Matrixalgebra in Algd2 zusammen. Diese liefert uns in Kapitel 2 das Theorem 2.1.23
sowie die anschließende Diskussion in Abschnitt 2.3.
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3.1 Zusammenhang zu Algn
Wir sammeln zuna¨chst einige weitere nu¨tzliche Notationen: Auf der Varieta¨t
(Mn(C))g × Cn definieren wir eine GLn(C)-Aktion durch
∗ : GLn(C)× ((Mn(C))g × Cn) → (Mn(C))g × Cn
(h, (m1, . . . ,mg, v)) 7→ (hm1h−1, . . . , hmgh−1, hv) .
Den Begriff der generischen Matrizen verwenden wir hier als
Xi : (Mn(C))g × Cn → Mn(C),
(m1, . . . ,mg, v) 7→ mi
und erga¨nzen ihn um den generischen Vektor
X ′ : (Mn(C))g × Cn → Cn,
(m1, . . . ,mg, v) 7→ v .
Weiterhin sind zu jedem p ∈ (Mn(C))g × Cn
• die Unteralgebra A〈p〉 := {M(p) ∈Mn(C) |M ∈Mn(C)[X1≤i≤g]} von Mn(C)
• der Untervektorraum V 〈p〉 := {m ·X ′(p) | m ∈ A〈p〉} des Cn
wohldefiniert.
Definition 3.1.1 Seien g, n ∈ N. Es sei Pn,g die Untervarieta¨t in (Mn(C))g × Cn
zu der lokal abgeschlossenen Menge
{p ∈ (Mn(C))g × Cn | dimA〈p〉 = n,dimV 〈p〉 = n}
Wir fu¨hren nun den Morphismus κg,n : Pn,g → Algn ein. Dazu verwenden wir fu¨r
Algn die Definition 2.0.2. Der Morphismus ρp : A〈p〉 → V 〈p〉, m 7→ m ·X ′(p) ist fu¨r
jedes p ∈ Pn,g wegen der Dimensionsbedingungen ein Vektorraumisomorphismus.
Wir befo¨rdern ρp zum Algebrenmorphismus, indem wir Cn mit der Multiplikation
mp : Cn ⊗ Cn → Cn,
a⊗ b 7→ ρp(ρ−1p (a)ρ−1p (b)) = ρ−1p (a)ρpρ−1p (b) = ρ−1p (a)b
versehen.
Definition 3.1.2 Wir setzen κg,n : p 7→ mp.
Um zu zeigen, dass es sich dabei um eine regula¨re Abbildung handelt, fu¨hren wir
folgende weitere Notation ein:
Da die generischen Matrizen nicht miteinander kommutieren, benutzen wir zur
kompakten Beschreibung von Monomen statt Multiindizes Wo¨rter u¨ber dem Al-
phabet {1, . . . , g}. Zu dem Wort a1 · · · am sei die generische Matrix X(a1 · · · am) ∈
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Mn(C)[X1≤i≤g] definiert als Xa1Xa2 · · ·Xam sowie zum leeren Wort ε die generische
Matrix X(ε) als I. Wir u¨berdecken Pn,g durch die Familie der offenen Mengen
(Pn,g(ω1, . . . , ωn) | ω1, . . . , ωn Wo¨rter in {1, . . . , g}) ,
wobei Pn,g(ω1, . . . , ωn) die Menge der Punkte p sei, so dass der von {X(ω1)X ′(p),
. . . , X(ωn)X ′(p)} erzeugte Vektorraum Cn ist. Dann ist die Matrix X(ω1, . . . ,
ωn)(p) mit Spalten X(ω1)X ′(p), . . . , X(ωn)X ′(p) invertierbar und es gilt
ρ−1p : w 7→
n∑
i=1
αiX(ωi)(p) mit α =
(
X(ω1, . . . , ωn)(p)
)−1
w .
Also ist κg,n auf Pn,g(ω1, . . . , ωn) wohldefiniert; da mp unabha¨ngig von der Wahl der
ω1, . . . , ωn ist, verkleben alle κg,n|Pn,g(ω1,...,ωn) und κg,n ist auch global wohldefiniert.
Die A¨quivarianz von κg,n rechnet man durch Einsetzen in die Definitionen nach.
Lemma 3.1.3 Der Morphismus κg,n ist glatt.
Beweis Sei Alg1d die Varieta¨t aus Korollar 2.0.3. Wir definieren eine Varieta¨t
Y sowie Morphismen ϕ : Pn,g → Y , pi : Y → Alg1d und ψ : Alg1d → Algn, so dass
κg,n = ψpiϕ, und wir zeigen, dass ϕ ein Isomorphismus sowie pi die Verknu¨pfung
aus einer offenen Immersion und der Projektion eines trivialen Vektorbu¨ndels ist.
Dass ψ ein Isomorphismus ist, haben wir in Korollar 2.0.3 bewiesen.
Wir beobachten zuna¨chst, dass fu¨r jedes p ∈ Pn,g, jedes i ∈ {1, . . . , g} und jedes
w ∈ Cn gilt
κg,n(p)((XiX ′)(p)⊗ w) = (Xi(p)w) .
Sei Γ := {(p,m) ∈ Pn,g ×Algn | κg,n(p) = m} der Graph von κg,n; sei
Y := { (v1, . . . , vg,m, v) ∈ (Cn)g ×Algn×Cn
| m( ⊗ v) = id, {v1, . . . , vg} erzeugen die Algebra zu m} .
Dann erhalten wir einen Isomorphismus ϕ˜ : Γ → Y via
ϕ˜ : (p,m) 7→ ((X1X ′)(p), . . . , (XgX ′)(p),m,X ′(p))
und den Umkehrmorphismus
ϕ˜−1 : Y → Γ,
(v1, . . . , vg,m, v) 7→ ((m(v1 ⊗ ), . . . ,m(vg ⊗ ), v),m) .
Wir definieren ϕ als Verkettung des Isomorphismus Pn,g → Γ mit ϕ˜.
Sei pi definiert als (v1, . . . , vg,m, v) 7→ (m, v). Es reicht zu zeigen, dass Y in
(Cn)g ×Alg1d offen ist: sei
P ′ := {p ∈ (Mn(C))g × Cn | dimA〈p〉 ≤ n} .
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Dann ist Y das Urbild der offenen Teilmenge Pn,g von P ′ unter dem Morphismus
ϕ−1 : (Cn)g ×Alg1d → P ′,
(v1, . . . , vg,m, v) 7→ ((m(v1 ⊗ ), . . . ,m(vg ⊗ ), v),m).

Definition 3.1.4 Sei Wd,g das Urbild von OMd(C) unter κg,d2.
3.2 Der Kandidat als Quotient
Definition 3.2.1 Sei Un,g die offene Untervarieta¨t von (Mn(C))g×Cn zur Menge
aller Punkte p, so dass V 〈p〉 die Dimension n hat.
Da V 〈p〉 ohnehin Dimension ho¨chstens n hat, ist die Forderung nach Dimension
n fu¨r V 〈p〉 die Forderung nach Dimension mindestens n fu¨r V 〈p〉, also eine offene
Bedingung. Wir werden in diesem Abschnitt zeigen, dass Un,g gerade die Menge der
det-stabilen Punkte von (Mn(C))g × Cn bezu¨glich der GLn(C)-Operation ist. Wir
erhalten einen Inklusionsmorphismus Pn,g → Un,g.
Wir fu¨hren weitere nu¨tzliche Begrifflichkeiten ein: Wir werden ha¨ufiger Determi-
nanten von spaltenweise zusammengesetzten Matrizen betrachten; sei also
det(ω1| . . . |ωn) := det(X(ω1)X ′| . . . |X(ωn)X ′),
det(ω1| . . . |ωn)[jˆ, ω] :=
det(X(ω1)X ′| . . . |X(ωj−1)X ′|X(ω)X ′|X(ωj+1)X ′|X(ωn)X ′).
Jede dieser Funktionen f von (Mn(C))g ×Cn nach C ist dabei eine Semiinvariante
zum Grad 1 bezu¨glich det, d. h. es gilt fu¨r jedes h ∈ GLn(C), dass f(h ∗ p) =
det(h)f(p). Wir werden zeigen, dass der Ring der Semiinvarianten von Funktionen
dieser Form erzeugt wird.
Wir werden nun die folgenden Varieta¨ten konstruieren und damit implizit ihre
Existenz beweisen:
Definition 3.2.2 Sei Hilbn,g der GLn(C)-Quotient von Un,g, sei H˜ilbn,g der
GLn(C)-Quotient von Pn,g und sei Dd,g der GLd2(C)-Quotient von Wd,g.
Der Quotient Hilbn,g der GLn(C)-Aktion auf Un,g durch simultane Konjugation
existiert, er la¨sst sich sogar explizit konstruieren: Wir u¨berdecken Un,g wie schon
Pn,g durch die Familie der offenen Mengen
(Un,g(ω1, . . . , ωn) | ω1, . . . , ωn Wo¨rter in {1, . . . , g}) ,
wobei Un,g(ω1, . . . , ωn) die Menge der Punkte p sei, so dass der von {X(ω1)X ′(p),
. . . , X(ωn)X ′(p)} erzeugte Vektorraum Cn ist. Sei D(ω1, . . . , ωn) die Untervarieta¨t
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von Un,g mit X(ωi)X ′(p) = ei fu¨r alle i ∈ {1, . . . , n}. Jedes Un,g(ω1, . . . , ωn) ist
dann isomorph zu D(ω1, . . . , ωn)×GLn(C); der Isomorphismus
ϕ : Un,g(ω1, . . . , ωn) → D(ω1, . . . , ωn)×GLn(C)
ist gegeben durch p 7→ (g−1 ∗ p, g) mit g=((X(ω1)X ′)(p)| . . . |(X(ωn)X ′)(p)), sein
Inverses durch (p, g) 7→ g∗p. Die D(ω1, . . . , ωn) verkleben, da jeder GLn(C)-Orbit in
Un,g(ω1, . . . , ωn) mit D(ω1, . . . , ωn) genau einen Schnittpunkt hat. Die U¨berdeckung
von Un,g durch die Un,g(ω1, . . . , ωn) tritt auch bereits in [VdB88] auf.
Der Quotient Hilbn,g und seine Struktur sind Gegenstand des Artikels [Rei05].
Wir beschra¨nken uns an dieser Stelle auf die beiden Beobachtungen, dass der Quo-
tient ein (lokal triviales) Prinzipalbu¨ndel (Def. siehe z. B. [Ser58, Abschnitt 2.2])
und glatt ist, denn lokal hat er stets die Gestalt einer Projektion D(ω1, . . . , ωn) ×
GLn(C) → D(ω1, . . . , ωn). Insbesondere gilt fu¨r jede GLn(C)-invariante abgeschlos-
sene Untervarieta¨t X von Un,g, dass der Quotient Q von X unter der Aktion von
GLn(C) ebenfalls ein glattes Prinzipalbu¨ndel und Q eine abgeschlossene Unterva-
rieta¨t von Hilbn,g ist. Wir erhalten:
Satz 3.2.3 Die Quotienten H˜ilbn,g und Dd,g existieren, die Quotientenabbildun-
gen Pn,g → H˜ilbn,g und Wd,g → Dd,g sind Prinzipalbu¨ndel und glatt und es gibt
abgeschlossene Immersionen Dd,g → H˜ilbd2,g und H˜ilbn,g → Hilbn,g.
Noris [Nor78] Kandidat fu¨r die Desingularisierung von Zd,g ist Dd,g. Den bira-
tionalen und projektiven Morphismus nach Zd,g werden wir spa¨ter konstruieren,
zuna¨chst diskutieren wir die Glattheit von Dd,g.
Theorem 3.2.4 Ist OMd(C) glatt, so auch Dd,g. Aus der Glattheit von Dd,g folgt
die Glattheit von κg,d2(Wd,g).
Beweis Sowohl κg,n als auch der Quotient Wd,g → Dd,g sind glatte Morphismen.
Der Quotient ist stets surjektiv. 
Inwieweit die Surjektivita¨t von κg,d2 eine Einschra¨nkung darstellt, illustriert das
folgende Lemma:
Lemma 3.2.5 Das Bild von κg,n besteht aus den Orbiten aller n-dimensionalen
Algebren, die ein Erzeugendensystem mit ho¨chstens g Elementen besitzen.
Der Morphismus κg,n ist genau dann surjektiv, wenn g ≥ n− 1 gilt.
Beweis Das Bild von κg,n sind genau die Orbiten der n-dimensionalen Algebren,
die ein Erzeugendensystem als Algebra mit g Elementen besitzen: Sei m : Cn⊗Cn →
Cn eine Multiplikation zur Algebra A mit Einselement 1, so dass v1, . . . , vg ein Er-
zeugendensystem von A als Algebra ist. Dann wird der Punkt (m(v1⊗ ), . . . ,m(vg⊗
),1) ∈ Pn,g durch κg,n wieder auf m abgebildet. Sei andererseits p ∈ Pn,g. Dann ist
die Algebra zu κg,n(p) isomorph zu A〈p〉. Da zu jeder n-dimensionalen Algebra ein
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Erzeugendensystem mit ho¨chstens n− 1 Elementen existiert, ist κg,n fu¨r g ≥ n− 1
surjektiv.
Die Algebra Nn (definiert in Definition 2.1.1) beno¨tigt als Algebra mindestens
n− 1 Erzeuger: Fu¨r alle α, β ∈ C, a, b ∈ radNn gilt
(α1 + a)(β1 + b) = β(α1 + a) + α(β1 + b)− αβ1 .
Also erzeugen v1, . . . , vm genau dann die Algebra, wenn v1, . . . , vm,1 als Vektorraum
den Cn erzeugen. Also ist κg,n fu¨r g < n− 1 nicht surjektiv. 
Tatsa¨chlich zeigt die Diskussion in Abschnitt 2.3, dass Dd,g sogar unabha¨ngig von
g nur genau fu¨r d = 2 glatt ist; fu¨r d ≥ 3 geho¨rt der Orbit zu A(d1, d2, d3) mit
d1 + d2 + d3 = d stets zu OMd(C) und liegt bereits im Bild von κ2,d2 .
3.3 Projektiv von Hilbn,g nach Zn,g
Wir wollen in diesem Abschnitt einen projektiven Morphismus p˜in : Hilbn,g → Zn,g
konstruieren. Die Konstruktion la¨sst sich bereits in [VdB88] finden, wir fu¨hren
hier Details aus: wir finden einen graduierten Ring P , so dass Hilbn,g isomorph
zu ProjP und Zn,g isomorph zu SpecP0 ist. Die Varieta¨t ProjP sei wie z. B. in
[Muk03] definiert; dieser Ring besteht gerade aus den Semi-Invarianten bezu¨glich
des Charakters det auf (Mn(C))g ×Cn. Wir beno¨tigen einige technische Lemmata.
Lemma 3.3.1 Sei der graduierte Ring P =
⊕∞
i=0 Pi als ungraduierter Ring endlich
erzeugt. Dann gibt es ein n ∈ N, so dass P ′ := ⊕∞i=0 Pni als P0 = P ′0-Algebra endlich
in P ′1 erzeugt ist.
Beweis Sei I ein endliches Erzeugendensystem fu¨r P . Dann bilden auch alle ho-
mogenen Anteile aller Elemente aus I wieder ein endliches Erzeugendensystem I˜
von P . Jedes Pi ist dann als P0-Modul von den endlich vielen Monomen von Total-
grad i aus dem Erzeugendensystem erzeugt. Sei m maximal mit der Eigenschaft,
dass ein Erzeuger in Pm liegt. Dann wird der graduierte Ring P˜ :=
⊕∞
i=0 P˜i mit
P˜i := Pmi bereits von endlich vielen Elementen vom Ho¨chstgrad m−1 erzeugt: Ein
nicht endliches Erzeugendensystem von P˜ bilden alle Produkte der Form r1 · · · rl
mit ri ∈ I˜, so dass die Summe der Grade der ri jeweils ein Vielfaches von m ist.
Jedes solche Produkt r1 · · · rl mit Summe der Grade jm fu¨r j ≥ m besitzt schon
einen Teiler rp · · · rq, der ebenfalls ein solches Produkt ist: Dazu reicht es, dass die
Summe der Grade von r1 bis rp−1 den gleichen Divisionsrest bezu¨glich m wie die
Summe der Grade von r1 bis rq besitzt. Fu¨r j ≥ m lassen sich solche p, q mit p 6= 1
oder q 6= l stets finden. Also reichen schon die endlich vielen Produkte der Form
r1 · · · rl, so dass die Summe der Grade gleich jm mit j < m ist. Man wiederholt
diesen Prozess, bis man einen Ring erha¨lt, in dem alle Erzeuger in P1 liegen; diesen
Ring bezeichnen wir als P ′. 
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Lemma 3.3.2 Sei P ein graduierter Ring, und sei P ′n :=
⊕∞
i=0 Pni eine Ausdu¨n-
nung. Dann sind ProjP und ProjP ′ isomorph.
Beweis Zu jedem homogenen Primideal p von P ist
ϕ(p) := p ∩ P ′n








 f ⊂ p′}
ein homogenes Primideal in P . Es gilt ϕ(ψ(p′)) = p′ und aus ϕ(p) = ϕ(q) folgt p = q.
Wir ko¨nnen nun ϕ : P → P ′n und ψ : P ′n → P als zueinander inverse Morphismen
definieren: Dem auf U := {p ∈ P | g 6∈ p} definierten Schnitt f/g ko¨nnen wir den
auf ϕ(U) definierten Schnitt fgn−1/gn zuordnen, so dass die identische Abbildung
auf Schnitten in Gegenrichtung das dazu Inverse liefert. 
Wir erhalten also eine fu¨r uns nu¨tzliche Verallgemeinerung von [Har77, Beispiel
II.4.8.1]:
Lemma 3.3.3 Sei P ein graduierter Ring, der als ungraduierter Ring endlich er-
zeugt ist. Dann ist der natu¨rliche Morphismus ProjP → SpecP0 ein projektiver
Morphismus.
Beweis Gema¨ß dem vorletzten Lemma finden wir eine Ausdu¨nnung P ′ :=
⊕∞
i=0 Pni
von P , so dass P ′ als P ′0-Algebra in P ′1 endlich erzeugt ist. Nach [Har77, Bei-
spiel II.4.8.1] ist ϕ : ProjP ′ → SpecP0 ein projektiver Morphismus, und nach dem
vorhergehenden Lemma ist ProjP isomorph zu ProjP ′. 
Wir finden nun einen graduierten Ring P mit den Eigenschaften
• Die Varieta¨t Zn,g ist isomorph zu SpecP0,
• die Varieta¨t Hilbn,g ist isomorph zu ProjP ,
• als ungraduierter Ring ist P endlich erzeugt.
Dies liefert uns den den gewu¨nschten Satz:
Satz 3.3.4 Es gibt einen projektiven Morphismus p˜in von Hilbn,g nach Zn,g.
Beweis Sei P der graduierte Ring der GLn(C)-Semiinvarianten von (Mn(C))g×Cn,
d. h. P :=
⊕∞
i=0 Pi mit
Pi := {f : (Mn(C))g × Cn → C |
fu¨r alle h ∈ GLn(C), p ∈ (Mn(C))g × Cn gilt f(h ∗ p) = (det(h))if(p)} .
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Die Varieta¨t Zn,g ist isomorph zu SpecP0: Fu¨r jede Invariante f von (Mn(C))g×Cn
und jedes λ ∈ C∗ gilt
f(p) = f((λ · I) ∗ p) = f((X1X ′(p), . . . , XgX ′(p), λX ′(p))) .
Also gilt f(X1X ′(p), . . . , XgX ′(p), X ′(p)) = f(X1X ′(p), . . . , XgX ′(p), 0) per Grenz-
u¨bergang λ → 0. Da alle regula¨ren Funktionen auf (Mn(C))g × Cn Polynome in
den Eintra¨gen der generischen Matrizen und des generischen Vektors sind, sind die
Invarianten schon Polynome in nur den Eintra¨gen der generischen Matrizen; solche
Polynome sind gerade die Invarianten auf (Mn(C))g.
Die Varieta¨t Hilbn,g ist isomorph zu ProjP : Wir zeigen
D(ω1, . . . , ωn) ∼= SpecP(det(ω1|...|ωn)) .
Auf D(ω1, . . . , ωn) gilt
(Xi)j,k =
det(ω1| . . . |ωn)[kˆ, iωj ]
det(ω1| . . . |ωn) .
Also ist der Koordinatenring von D(ω1, . . . , ωn) ein Unterring von P(det(ω1|...|ωn)).
Umgekehrt ist P(det(ω1|...|ωn)) per Konstruktion ein Unterring des Invariantenrings
von Un,g(ω1, . . . , ωn); dieser ist gleich dem Koordinatenring von D(ω1, . . . , ωn). Die
offenen Teilstu¨cke verkleben, da auf beiden Seiten die Restriktionsabbildungen das
Einschra¨nken des Definitionsbereichs sind.
Noch zu zeigen ist, dass P als ungraduierter Ring endlich erzeugt ist; wir zeigen
dazu, dass P als ungraduierter Ring isomorph zum Ring der SLn(C)-Invarianten auf
(Mn(C))g×Cn ist: Jede GLn(C)-Semiinvariante ist eine SLn(C)-Invariante, es bleibt
zu zeigen, dass jede SLn(C)-Invariante eine Summe von GLn(C)-Semiinvarianten
ist. Auf dem Koordinatenring R von (Mn(C))g ×Cn operiert C∗ per λ ∗ f := f((λ ·
I)−1 ) linear und la¨sst den Unterring S der SLn(C)-Invarianten stabil. Also besitzt
S als C∗-Modul eine Gewichtsraumzerlegung. Dabei sind nur die Gewichtsra¨ume
zu Vielfachen von n nichtleer, denn fu¨r jedes Element f aus dem Gewichtsraum i
gilt
f (diag(λn, 1, . . . , 1)p) = f
(
diag(λn−1, λ−1, . . . , λ−1)(λ · I)p)
= f ((λ · I)p) = λ−i ∗ f(p),
wobei diag(a1, . . . , an) die n × n-Diagonalmatrix mit Eintra¨gen a1 bis an auf der
Diagonalen ist. Also erhalten wir eine rationale Funktion C∗ → C∗, λn 7→ λ−i;
solche Funktionen existieren nur, wenn i ein Vielfaches von n ist. Jede SLn(C)-
Invariante zum Gewichtsraum nj ist eine GLn(C)-Semiinvariante vom Grad j. 
Wir bemerken noch
Lemma 3.3.5 Es gilt A〈p˜in(p)〉 = A〈p〉/ radA〈p〉 fu¨r jedes p ∈ Hilbn,g.
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Beweis Wir zeigen zuna¨chst, dass zu jedem Punkt p ein Punkt q mit A〈q〉 =
A〈p〉/ radA〈p〉 im Abschluss des GLn(C)-Orbits zu p˜in(p) liegt: Wir wa¨hlen dazu
eine Basis b1, . . . , bn von Cn, so dass genau bm+1, . . . , bn im Radikal liegen. Dann
leistet λ : C∗ → GLn(C), so dass λ(t) jedes bi mit i ≤ m auf bi und jedes bj mit
j > m auf t−1bj abbildet, das Gewu¨nschte.
Wir betrachten nun diejenigen p, fu¨r die bereits A〈p〉 halbeinfach ist, also A〈p〉 =∏r
l=1Mdl(C) gilt. Zu einem Repra¨sentanten q ∈ Un,g von p wa¨hlen wir generische
Matrizen mki,j mit jeweils i, j ∈ {1, . . . , dk} so, dass alle mki,j(q) Elementarmatrizen




i,m allesamt in p erfu¨llte GLn(C)-invariante
Gleichungen; diese gelten auch in p˜in(p) und wir finden auch dort einen Repra¨sen-
tanten q′ ∈ Hilbn,g, so dass alle mki,j(q′) Elementarmatrizen sind. 
3.4 Von Zd,g nach Zd2,g
Die abgeschlossene Immersion ι : Zd,g → Zd2,g konstruieren wir in drei Schritten.
Wir definieren ι als Morphismus; die Injektivita¨t von ι ko¨nnen wir unmittelbar
beweisen. Um abgeschlossene Bedingungen fu¨r das Bild von ι angeben zu ko¨nnen,
greifen wir zuna¨chst auf ein Lemma zuru¨ck, auf das mich Klaus Bongartz aufmerk-
sam gemacht hat:
Lemma 3.4.1 Sei G eine reduktive Gruppe, P eine parabolische Untergruppe, X
eine G-Varieta¨t und Y ⊂ X eine abgeschlossene Untervarieta¨t, die unter P stabil
ist. Dann ist auch die Untervarieta¨t G · Y in X abgeschlossen.
Beweis Es ist G×Y in G×X abgeschlossen, also ist nach Satz 1.1.4 auch G×P Y
im assoziierten Faserbu¨ndel G×PX abgeschlossen. Wir versehen G/P×X mit einer
G-Aktion durch g ∗ (hP, x) = (ghP, gx). Damit wird die Abbildung ϕ : G×P X →
G/P × X via (g, x) 7→ (gP, gx) ein G-a¨quivarianter Isomorphismus. Insesondere
ist damit auch ϕ(G ×P Y ) in G/P × X abgeschlossen. Da G/P eine vollsta¨ndige
Varieta¨t ist, ist das Bild der Projektion pi2 : G/P ×X → X von ϕ(G ×P Y ) in X
abgeschlossen. Es gilt pi2ϕ(G×P Y ) = G · Y . 
Wir betrachten die Abbildung
ι˜ : (Md(C))g → (Md2(C))g
p 7→ (X1(p)⊗ I, . . . ,Xg(p)⊗ I) ,
wobei M ⊗ I die Blockdiagonalmatrix mit d Kopien von M auf der Diagonalen
bezeichne. Da {g ⊗ I | g ∈ GLd(C)} eine Untergruppe von GLd2(C) ist, ist die
Verknu¨pfung von ι˜ mit (Md2(C))g → Zd2,g ein GLd(C)-invarianter Morphismus,
also faktorisiert er durch (Md(C))g → Zd,g zu einem ι : Zd,g → Zd2,g. Insbesondere
gilt fu¨r alle p ∈ Zd,g und alle Wo¨rter ω u¨ber {1, . . . , g}, dass Spur(X(ω)(ιp)) =
d Spur(X(ω)(p)) ist.
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Wir definieren nun eine parabolische Untergruppe P von GLd2(C). Wir beschrei-
ben dazu eine d2 × d2-Matrix als Blockmatrix aus d× d Blo¨cken der Gro¨ße jeweils





M1,1 ∗ · · · ∗




 | fu¨r alle i ist Mi,i ∈ GLd(C)

Wir beno¨tigen weiterhin eine Untervarieta¨t Y˜ von (Md2(C))g, so dass Y˜ sta-
bil unter der Aktion von P ist. Wir setzen Y˜ auf die Menge aller Punkte p, so
dass alle Elemente von A〈p〉 blockweise rechte obere Dreiecksmatrizen sind, deren
Diagonalblo¨cke alle gleiches charakteristisches Polynom haben:
Y˜ := {p ∈ (Md2(C))g | zu jedem Q ∈Md2(C)[X1≤i≤g] gibt es Mi,j mit
Q(p) =

M1,1 ∗ · · · ∗





so dass Spur(M1,1) = Spur(M2,2) = . . . = Spur(Md,d)}
Dass GLd2(C) · Y˜ abgeschlossen ist, folgt nun aus Lemma 3.4.1 und der Tatsache,
dass P · Y˜ = Y˜ ist.
Lemma 3.4.2 Das Bild von ι ist gleich dem Bild von GLd2(C) · Y˜ unter dem
Quotienten und damit abgeschlossen.
Beweis Es liegt Bild ι˜ per Konstruktion in Y˜ . Es reicht also zu zeigen, dass fu¨r
jedes p ∈ Y˜ im Abschluss von GLd2(C) · p ein Punkt aus Bild ι˜ liegt.
Sei zu p die Matrix Xk(p) fu¨r jedes k ∈ {1, . . . , g} in jeweils d × d-Blo¨cken
durch (Mk,i,j)1≤i,j≤d gegeben. Dann liegt der Punkt p′ gegeben durch Xk(p′) =
(Mk,i,j)1≤i,j≤d mit M ′k,i,i = Mk,i,i fu¨r alle i und M
′
k,i,j = 0 falls i 6= j im Abschluss
von GLd2(C) · p: Man betrachte dazu die 1-PUG in d × d-Blockdiagonalgestalt
(gi,j)1≤i,j≤d per gi,i = t−iI; der Grenzwert von (gi,j)p in 0 ist gerade p′.
Der zu p′ geho¨rige Modul ist die direkte Summe von d Moduln der Dimension
d. Nach Satz 1.2.1 finden wir im Abschluss von GLd2(C) · p′ einen Punkt p′′, so
dass die Summanden bereits halbeinfach sind. Da jedes Paar von Summanden in
allen Invarianten u¨bereinstimmt, sind alle Summanden schon zueinander isomorph.
Damit ist p′′ die direkte Summe von d Kopien des gleichen Moduls. Also gibt es ein
g ∈ GLd2(C) mit gp′′ ∈ Bild ι˜. 
Wir erhalten aus der Konstruktion von ι unmittelbar:
Korollar 3.4.3 Fu¨r jedes p ∈ Zd2,g ist A〈p〉 ∼= A〈ι(p)〉.
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3.5 Der Morphismus pid
Mit den Ergebnissen der vorangegangenen Abschnitte ko¨nnen wir nun den Mor-
phismus pid : Dd,g → Zd,g einfu¨hren: Dazu konstruieren wir zuna¨chst pid als wohl-
definierten Morphismus. Die Projektivita¨t folgern wir aus allgemeinen Sa¨tzen, die
Birationalita¨t folgt mittels linearer Algebra. Wir benutzen die Bezeichnungen aus
dem Diagramm am Anfang von Kapitel 3. Sei daru¨berhinaus p˜in : Hilbn,g → Zn,g
der projektive Morphismus p˜in aus Satz 3.3.4.
Theorem 3.5.1 Es existiert ein projektiver birationaler Morphismus pid, so dass
das Diagramm vom Anfang des Kapitels 3 kommutiert.
Beweis Wir zeigen, dass p˜id2(Dd,g) ⊂ Bild ι: Sei p ∈ σd2(κ−1g,d2(OMd(C))). Die Un-
teralgebra A〈p′〉 zu jedem Repra¨sentanten p′ von p ist isomorph zu ihrem Bild in
Algd2 , also einem Punkt aus OMd(C). Fu¨r jede Matrix N ∈ Md(C) gilt, dass die
Linksmultiplikation N ⊗ : Md(C) →Md(C) als charakteristisches Polynom gerade
die d-te Potenz des charakteristischen Polynoms von N hat, denn die Linksmul-
tiplikation operiert spaltenweise. Also hat jedes Element aus A〈p′〉 ebenfalls als
charakteristisches Polynom die d-te Potenz eines Polynoms. Da die charakteristi-
schen Polynome Invarianten sind, besitzen auch p und p˜id2(p) diese Eigenschaft. In
Zd2,g ist dies gerade die Bedingung dafu¨r, im Bild von ι zu liegen. Da das Bild von
ι zudem abgeschlossen ist, folgt aus σd2(κ
−1
g,d2
(OMd(C))) ⊂ p˜i−1d2 (Bild ι) schon, dass
sein Abschluss Dd,g in p˜i−1d2 (Bild ι) enthalten ist.
Damit ist der Morphismus pid, der p auf das Urbild von p˜id2(p) abbildet, eine
wohldefinierte stetige Abbildung. Der zugeho¨rige Ringmorphismus ist u¨berraschend
u¨bersichtlich: Eine Invariante Spur(Q) mit Q ∈ Md(C)[X1≤i≤g] wird auf das Bild
von d Spur(Q) aus dem Invariantenring zu Zd2,g abgebildet.
Dass pid projektiv ist, erha¨lt man aus den Tatsachen, dass p˜id2 |Dd,g als Ver-
knu¨pfung einer abgeschlossenen Immersion und eines projektiven Morphismus
projektiv ist und dass ι als abgeschlossene Immersion nach [Gro60, Proposition
I.5.5.1 (i)] separiert ist. Nach [Gro61, Proposition II.5.5.5 (v)] ist dann pid projek-
tiv.
Fu¨r die Birationalita¨t von pid nutzen wir, dass das Bild von pid|σd2 (κ−1g,d2 (OMd(C)))
gerade alle Punkte in Zd,g sind, deren zugeho¨rige Moduln einfach sind; die Menge
dieser Punkte liegt dicht in Zd,g. Es bleibt zu zeigen, dass pid|σd2 (κ−1g,d2 (OMd(C))) in-
jektiv ist: Seien p, p′ ∈ σd2(κ−1g,d2(OMd(C))) mit pid(p) = pid(p′). Wir wa¨hlen je einen
Repra¨sentanten q zu p und q′ zu p′ sowie q˜ zu pid(p). Dann erhalten wir Algebren-
morphismen ϕ und ϕ′ von Cd2 versehen mit der Multiplikation durch κg,d2(q) bzw.
κg,d2(q′) nach Md(C), gegeben durch Xi(q)X ′(q) 7→ Xi(q˜) bzw. Xi(q′)X ′(q′) 7→
Xi(q˜) fu¨r jedes Polynom X in den generischen Matrizen. Diese sind stets wohl-
definiert und Isomorphismen, da die Rechtsmultiplikation mit X ′(q) bzw. X ′(q′)
stets ein Algebrenisomorphismus und der zu pid(p) geho¨rige Modul einfach ist. Also
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ist ϕ′−1ϕ ein Algebrenmorphismus, der jedes Xi(q)X ′(q) auf Xi(q′)X ′(q′) abbil-
det und zugleich ein Automorphismus von Vektorra¨umen auf Cd2 ist. Damit gilt
p = σd2(q) = σd2(q′) = p′. 
Statt einer expliziten Beschreibung von pid erhalten wir eine Charakterisierung,
indem wir Lemma 3.3.5 und Korollar 3.4.3 verbinden:
Satz 3.5.2 Fu¨r jedes p ∈ Dd,g gilt A〈pid(p)〉 ∼= A〈p〉/ radA〈p〉.
Damit ko¨nnen wir nun diejenigen Teile der Desingularisierung beschreiben, die tat-
sa¨chlich glatt sind:
Theorem 3.5.3 Sei X die Menge aller Punkte p aus Zd,g, so dass der zu p geho¨rige
Modul einfach ist oder in genau zwei zueinander nicht isomorphe einfache Unter-
moduln zerfa¨llt. Dann ist die Einschra¨nkung von pid auf das Urbild von X eine
Desingularisierung von X.
Beweis Es reicht zu zeigen, dass das Urbild X˜ von X glatt ist. Wir wissen zu
jedem Punkt p ∈ X˜, dass A〈p〉/ radA〈p〉 gleich Md(C) oder Md1(C)×Md2(C) mit




liegt. Die Behauptung folgt nun aus Theorem 2.3.9 und der Glattheit von κg,d2 und
σd2 . 
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4 Struktur der Desingularisierung
Wir wissen nun, dass Noris Konstruktion nur im Fall d = 2 tatsa¨chlich eine Desingu-
larisierung ist. Wir beschreiben daher D2,g als Varieta¨t vermittels seiner Homologie
und pi2 durch Beschreibung seiner einzelnen Fasern.
Die Varieta¨t D2,g ist insbesondere eine Untervarieta¨t von Hilb4,g; wir sammeln
daher hier zuna¨chst einige Eigenschaften seiner Struktur [Rei05]: Wie schon im
Beweis zu Satz 3.3.4 diskutiert, erzeugen die regula¨ren Funktionen det(ω1| . . . |ωn) :
Un,g → C (Definition siehe Abschnitt 3.2) den auf natu¨rliche Weise graduierten
Ring P der Semiinvarianten von Hilbn,g. Wie schon fu¨r Un,g und Pn,g definieren
wir H˜ilbn,g(ω1, . . . , ωn) als die offene Teilmenge von H˜ilbn,g mit det(ω1| . . . |ωn) 6= 0
und Dd,g(ω1, . . . , ωd2) als die offene Teilmenge von Dd,g mit det(ω1| . . . |ωd2) 6= 0.
Satz 4.0.1 Die Varieta¨t H˜ilb4,g wird schon durch die Mengen der Form
H˜ilb4,g(i, j, k, ε), H˜ilb4,g(ji, j, i, ε), H˜ilb4,g(ii, j, i, ε) und H˜ilb4,g(iii, ii, i, ε)
fu¨r paarweise verschiedene i, j, k ∈ {1, . . . , g}
offen u¨berdeckt.
Fu¨r D2,g reichen schon D2,g(i, j, k, ε) und D2,g(ji, j, i, ε)
Beweis Fu¨r jedes X ∈M4(C)[X1≤i≤g] und jeden Untervektorraum V ⊂ A〈p〉 folgt
schon aus XX ′(p) ∈ V X ′(p), dass X(p) ∈ V . In D2,g sind dabei det(ii|j|i|ε) und
det(iii|ii|i|ε) stets gleich 0. 
Das Ziel der beiden folgenden Abschnitte ist es, eine Zellenzerlegung fu¨r D2,g an-
zugeben. Dazu definieren wir zuna¨chst den Begriff der Zellenzerlegung:
Definition 4.0.2 Sei X eine Varieta¨t. Dann heißt eine absteigende Filtrierung
X = X0 ⊃ X1 ⊃ . . . ⊃ Xt = ∅
eine Zellenzerlegung fu¨r X, wenn alle Xi abgeschlossene Untervarieta¨ten von X
sind und fu¨r jedes j ∈ {1, . . . , t} das Komplement Xj−1 \ Xj isomorph zu einem
affinen Raum Adj ist.
Wir erreichen diese Zellenzerlegung in zwei Schritten: Zuna¨chst bestimmen wir im
Abschnitt 4.1 die Fixpunkte von D2,g unter einer C∗-Aktion. Nach [Kir88] la¨sst sich
dann die Homologie von D2,g unmittelbar aus der Homologie der Zusammenhangs-
komponenten der Fixpunktmenge bestimmen.
Im Abschnitt 4.2 werden wir dann eine Zellenzerlegung explizit angeben ko¨nnen,
indem wir die Fixpunkte unter der Aktion eines so großen Torus bestimmen, dass
nur noch endlich viele Fixpunkte u¨brigbleiben.
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4.1 Fixpunkte unter der multiplikativen Gruppe
Wir wa¨hlen als C∗-Aktion
τ : C∗ ×Wd,g → Wd,g,
(t, (m1, . . . ,mg, v)) 7→ (tm1, . . . , tmg, v) .
Satz 4.1.1 Die Fixpunkte von D2,g unter der von der obigen Aktion induzierten
Aktion von C∗ auf D2,g sind fu¨r g ≥ 3 die disjunkte Vereinigung einer Grg2 mit
einer Grg3; fu¨r g = 2 sind sie eine Gr
g
2.
Beweis Obige C∗-Aktion definiert eine wohldefinierte Aktion auf jeder GL4(C)-
Semiinvariante:
t • det(ω1| . . . |ωn)(p) = ts det(ω1| . . . |ωn)(p) ,
wobei s die Summe der La¨ngen der Wo¨rter ωi ist. Der Punkt p ist also genau dann
ein Fixpunkt, wenn es ein s gibt, so dass jedes det(ω1| . . . |ωn)(p) verschwindet, bei
dem die Summe der La¨ngen der ωi ungleich s ist. Da D2,g von offenen Mengen der
Form D2,g(i, j, k, ε) und D2,g(ji, j, i, ε) u¨berdeckt wird, kann es Fixpunkte nur fu¨r
s ∈ {3, 4} geben.
Wir betrachten mo¨gliche Punkte p fu¨r s = 3: Dazu definieren wir einen Mor-
phismus ϕ von der Vereinigung aller offenen Mengen der Form D2,g(i, j, k, ε) in die
Grassmannsche Grg3 der 3-dimensionalen Unterra¨ume von Cg wie folgt:
ϕ(p) := {u ∈ Cg | es gibt ein λ ∈ (C4)∨mit u = (λ(X1X ′(p)), . . . , λ(XgX ′(p)))}.
Zur Wohldefiniertheit: Da der Vektorraum 〈X1X ′(p), . . . , XgX ′(p)〉 die Dimension
3 hat, hat auch der Raum der Linearformen darauf ho¨chstens Dimension 3, also
auch ϕ(p). Sind i, j, k ∈ {1, . . . , g} so gewa¨hlt, dass det(i|j|k|ε)(p) 6= 0 gilt, so
liefern die Linearformen λi, λj , λk definiert durch λl(XmX ′(p)) := δl,m in ϕ(p) ein
dreidimensionales Erzeugnis. Zudem ist ϕ(p) stabil unter der GL4(C)-Aktion auf
der Definitionsmenge von ϕ.
Wir ko¨nnen nun eine Umkehrabbildung zu ϕ direkt angeben: Sei zu einem Un-




0 0 0 (u1)i
0 0 0 (u2)i
0 0 0 (u3)i
0 0 0 0







ein Punkt in der Definitionsmenge von ϕ, so dass ϕ(p) wieder U ergibt und p
ein Fixpunkt zu s = 3 ist: Es gilt det(ω1| . . . |ω4)(p) = 0, falls ein ωi mindestens
La¨nge 2 hat oder nicht genau eines der ωi gleich ε ist, da fu¨r alle l,m ∈ {1, . . . , g}
gilt XlXm(p) = 0 und 〈X1X ′(p), . . . , XgX ′(p)〉 nur Dimension drei hat. Also ist
det(ω1| . . . |ω4)(p) 6= 0 nur bei einer Wortla¨ngensumme von 3 mo¨glich.
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Wir zeigen, dass jeder Fixpunkt zu s = 3 einen Repra¨sentanten der Form (∗)
besitzt: Sei p aus der Vereinigung aller D2,g(i, j, k, ε). Fu¨r alle l,m ∈ {1, . . . , g}
gilt wegen det(ml|i|j|k)(p) = 0, dass XmXlX ′(p) ∈ 〈XiX ′(p), XjX ′(p), XkX ′(p)〉.
Analog schließt man XmXlX ′(p) ∈ 〈X ′(p), XjX ′(p), XkX ′(p)〉, also XmXlX ′(p) ∈
〈XjX ′(p), XkX ′(p)〉 und schließlich XmXlX ′(p) = 0, also 〈X1(p), . . . , Xg(p)〉X ′(p)
⊂ kerXm(p) fu¨r alle m. Wa¨hlt man nun die ersten drei Basisvektoren von Cn aus
〈X1(p), . . . , Xg(p)〉X ′(p) und den vierten als X ′(p), so erha¨lt man einen Repra¨sen-
tanten der Form (∗).
Sei nun s = 4: Wir betrachten die Menge aller Punkte, in denen fu¨r mindestens
ein Paar i, j ∈ {1, . . . , g} mindestens ein det(ji|j|i|ε)(p) ungleich 0 ist. Darin dis-
kutieren wir zuna¨chst die abgeschlossene Menge X aller solchen Punkte p, so dass
det(ω1|ω2|ω3|ω4)(p) null ist fu¨r alle ω1, . . . , ω4 mit Summe der Wortla¨ngen ungleich
4. Wir definieren nun ϕ in analoger Weise, aber von X in die Grassmannsche Grg2,
wiederum als
ϕ(p) := {u ∈ Cg | es gibt ein λ ∈ (C4)∨mit u = (λ(X1X ′(p)), . . . , λ(XgX ′(p)))} .
Zur Wohldefiniertheit: Das Erzeugnis 〈X1X ′(p), . . . , XgX ′(p)〉 hat die Dimension 2,
da fu¨r alle i, j, k ∈ {1, . . . , g} nach Voraussetzung det(i|j|k|ε) = 0 gilt. Also hat auch
der Raum der Linearformen darauf ho¨chstens Dimension 2, also auch ϕ(p). Sind
i, j ∈ {1, . . . , g} so gewa¨hlt, dass det(ji|j|i|ε)(p) 6= 0 gilt, so liefern die Linearformen
definiert durch λl(XmX ′(p)) := δl,m in ϕ(p) ein zweidimensionales Erzeugnis.




0 (u2)i −(u1)i 0
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Es gilt ϕψ = id per Konstruktion. Es reicht also zu zeigen, dass alle Fixpunkte zu
s = 4 im Bild von ψ liegen:
Sei q ein Fixpunkt zu s = 4. Angenommen, es ga¨be ein M ∈ A〈q〉, so dass M
zwei verschiedene Eigenwerte hat. Da M ∈ A〈q〉 und q ∈ D2,g(ji, j, i, ε), gibt es
αi, αj , α− und α+ mit M = (α+XiXj + αjXj + αiXi + α−I)(q); also besitzt auch
M ′ := (α+XiXj+αjXj+αiXi)(q) mindestens einen von 0 verschiedenen Eigenwert.
Daher gilt (M ′)3 6= 0 und M ′ la¨sst sich als Summe von Wo¨rtern ω schreiben,
von denen jedes mindestens La¨nge 3 hat. Andererseits gilt im Widerspruch dazu
det(ω|j|i|ε) = 0, det(ji|ω|i|ε) = 0, det(ji|j|ω|ε) = 0 und det(ji|j|i|ω) = 0 fu¨r jedes
Wort ω der La¨nge mindestens 3 und damit X(ω) = 0. Damit kann A〈q〉 nicht
isomorph zu M2(C) oder A= sein, es bleiben Λ˜4 oder N4. Die Algebra N4 scheidet
aus, da dort niemals det(ji|j|i|ε) 6= 0 gilt. Die Algebra A〈q〉 ist also isomorph zu
Λ˜4. Fu¨r jedes k ∈ {1, . . . , g} ist wegen X(kkk)(q) = 0 schon Xk(q) nilpotent; damit
gilt fu¨r alle k, l ∈ {1, . . . , g}, dass XkXl(q) = −XlXk(q). Wa¨hlen wir nun die Basis
XiXjX
′(q), XjX ′(q), XiX ′(q), X ′(q), so erhalten wir einen Repra¨sentanten, der von
der Form der Punkte im Bild von ψ ist. 
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Damit erhalten wir durch Anwendung des Theorems aus [Kir88, Abschnitt 0.1]:






















[b]t2 [b− 1]t2 · · · [b− a+ 1]t2
[a]t2 [a− 1]t2 · · · [1]t2





Beweis Zu jedem p ∈ D2,g gibt es nur genau einen Punkt f ∈ C∗ · p∩D2,gC∗ . Wir
ko¨nnen daher den Attraktor eines Fixpunktes f ∈ D2,gC∗ definieren als die Menge
aller Punkte p ∈ D2,g mit f ∈ C∗ · p. Analog definiert man den Attraktor einer
Fixpunktmenge als die Vereinigung der Attraktoren aller ihrer Elemente.
Die Homologie stimmt mit der Homologie der Fixpunktmenge der C∗-Aktion
u¨berein, wobei die Homologie jeder Zusammenhangskomponente gema¨ß der Codi-
mension ihres Attraktors in der Varieta¨t zu verschieben ist. Die Homologie einer










Wir bestimmen nun die Dimension der Attraktoren: Ist mindestens eine der
det(ω1|ω2|ω3|ω4)(p) mit Wortla¨ngensumme s = 3 ungleich null, so muss p im At-
traktor zu s = 3 liegen. Seine Dimension ist also gleich der Dimension vonD2,g; diese
ist gleich der Dimension von Z2,g und damit 4g−3. Wegen det(ω1|ω2|ω3|ω4)(p) 6= 0
existieren Attraktor und Fixpunktmenge nur fu¨r g ≥ 3.
Der Attraktor zu s = 4 liegt in der Varieta¨t aller Gleichungen det(i|j|k|ε) = 0
und la¨sst sich u¨berdecken durch die Schnittmengen der D2,g(ji|j|i|ε) mit dieser Va-
rieta¨t fu¨r i, j ∈ {1, . . . , g}. Es reicht also, die Dimension einer solchen Schnittmenge
auszurechnen. An jedem p ∈ D2,g(ji|j|i|ε) erzeugen Xi(p) und Xj(p) per Konstruk-
tion bereits ganz A〈p〉. Wegen det(k|j|i|ε) = 0 fu¨r jedes k ∈ {1, . . . , g} folgt, dass
die Forderung an Xk(p) fu¨r k 6= i, j lautet
Xk(p) ∈ 〈Xi(p), Xj(p), I〉C .
Die Matrizen Xi und Xj werden durch den Morphismus
ξ : U → D2,2, p 7→ (Xi(p), Xj(p), X ′(p))
charakterisiert. Da D2,2 birational zu Z2,2 ist, hat auch D2,2 die Dimension 5, also
der Attraktor die Dimension 3g − 1. In D2,g hat er also die Codimension g − 2. 
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4.2 Die Zellenzerlegung
Der Vollsta¨ndigkeit halber untersuchen wir noch die Aktion von GLg(C) auf Dn,g
durch










Fu¨r n = 2 gelingt uns die Berechnung der Fixpunkte eines maximalen Torus in
GLg(C) bezu¨glich dieser Aktion.
Satz 4.2.1 Die Aktion der Gruppe der invertierbaren Diagonalmatrizen (C∗)g als
Untergruppe von GLg(C) auf Dn,g besitzt genau die folgenden Fixpunkte:
1. Orbiten mit einem Repra¨sentanten der Form
mi =

0 0 0 0
0 0 0 0
0 0 0 1
0 0 0 0
 , mj =

0 0 0 0
0 0 0 1
0 0 0 0
0 0 0 0
 , mk =

0 0 0 1
0 0 0 0
0 0 0 0















2. Orbiten mit einem Repra¨sentanten der Form
mi =

0 −1 0 0
0 0 0 0
0 0 0 1
0 0 0 0
 , mj =

0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0














Beweis Ein Fixpunkt in Dn,g ist gleichbedeutend mit einem Punkt in Pn2,g,
so dass sein (C∗)g-Orbit innerhalb seines GLn2(C)-Orbits liegt, und so dass im
Quotienten das Bild des Punktes in Dn,g liegt. Wir wa¨hlen hier als zu betrachtenden
GLg(C)-Torus die invertierbaren Diagonalmatrizen. Dann ist das Vorliegen eines
Fixpunktes in Dn,g im Punkt σn2(p) mit p := (m1, . . . ,mg, v) a¨quivalent dazu, dass
ein ϕ : (C∗)g → GLn2(C) existiert, so dass
(t1 ·m1, . . . , tg ·mg, v) = (ϕ(t)m1ϕ(t)−1, . . . , ϕ(t)mgϕ(t)−1, ϕ(t)v)
gilt, denn: Aus der Existenz eines solchen ϕ folgt sofort, dass p ein Fixpunkt ist.
Umgekehrt wa¨hlen wir Wo¨rter ω1, . . . , ωn2 , so dass p in Pn2,g(ω1| . . . |ωn2) liegt.
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Dann ist die generische Matrix m : Pn2,g → Mn2(C), die wir spaltenweise durch
X(ωi)v in der i-ten Spalte definieren, in p invertierbar. Wir erhalten ϕ(t) = m(t •
p)m(p)−1.
Falls ein solches ϕ existiert, gibt es Anlass zu einer Gewichtsraumzerlegung des
Cn2 . Wir suchen daher zuna¨chst nach Punkten, die eine Gewichtsraumzerlegung
zulassen. Aus obiger Gleichung folgt
ϕ(t)v = v, ϕ(t)miv = ti · (miv), ϕ(t)mimjv = titj · (mimjv) .
Diese Eigenschaft stellt sich als eine strenge Forderung an potentielle Fixpunkte
heraus: Der Vektor v liegt stets im Gewichtsraum zu (1, . . . , 1). Weiterhin nutzt
man aus, dass die Rechtsmultiplikation mit v ein Isomorphismus von 〈m1, . . . ,mg〉
nach Cn2 ist.
Ab hier betrachten wir wieder nur den Fall n = 2. Fu¨r jedes i ∈ {1, . . . , g}
erhalten wir: Entweder ist miv ein Eigenvektor von jedem ϕ(t) zum Eigenwert ti
oder es gilt mi = 0.
Gibt es paarweise verschiedene i, j, k, so dass mi,mj ,mk 6= 0, so ist
〈miv〉 ⊕ 〈mjv〉 ⊕ 〈mkv〉 ⊕ 〈v〉
eine Gewichtsraumzerlegung und mlmh = 0, da tlth fu¨r alle l, h dann aus Dimen-
sionsgru¨nden kein Eigenvektor von ϕ(t) ist. Wir erhalten Orbiten der ersten der
beiden oben angegebenen Formen. Die Normalisierung ist aufgrund der GL4(C)-
Operation mo¨glich.
Sind nur zwei der mi verschieden von 0, so seien sie mit mi und mj bezeichnet.
Es ist m2i = 0, da es im Erzeugnis der Eigenra¨ume zu ti und 1 enthalten ist; analog
schließt man, dass m2j = 0 gilt. Wegen
0 = (mi +mj)2 = m2i +mimj +mjmi +m
2
j = mimj +mjmi
folgt mimj = −mjmi. Da dim〈v,miv,mjv,mimjv〉 = 4 ist, erhalten wir mimj 6= 0.
Es ergibt sich die Gewichtsraumzerlegung
〈miv〉 ⊕ 〈mjv〉 ⊕ 〈mimjv〉 ⊕ 〈v〉
und durch geeignete Basiswahl die Beschreibung des Orbits in der zweiten genann-
ten Form.
Die Annahme, es sei nur ein mi 6= 0, fu¨hrt zu dem Widerspruch
4 = dim〈m1, . . . ,mg〉 = dim〈miv, v〉 = 2 . 
Mittels des Satzes von Bia lynicki-Birula (siehe z. B. [BBCM02, Lemma II.4.1] und
Theorem II.4.2) erhalten wir, da D2,g nur endlich viele Torusfixpunkte besitzt:
Theorem 4.2.2 Die Varieta¨t D2,g besitzt eine Zellenzerlegung.
Tatsa¨chlich la¨sst sich diese sogar explizit beschreiben: Die Varieta¨t D2,g zerfa¨llt in
die Attraktoren aus dem Beweis zu Satz 4.1.1. Durch Nachrechnen zeigt man, dass
der Attraktor zu s = 3 ein Vektorbu¨ndel vom Rang 4g − 3 u¨ber Grg3 und derjenige
zu s = 4 ein Vektorbu¨ndel vom Rang 3g − 1 u¨ber Grg2 ist.
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4.3 Die Fasern von pi2




ko¨nnen wir D2,g disjunkt in S1 ∪ S2 ∪ S3 ∪ S4 mit
S1 := D2,g ∩ σ2(κ−1g,4(OM2(C))),
S2 := D2,g ∩ σ2(κ−1g,4(OA=)),
S3 := D2,g ∩ σ2(κ−1g,4(OfΛ4)),
S4 := D2,g ∩ σ2(κ−1g,4(ON4))
zerlegen. Es existiert eine entsprechende Zerlegung fu¨r den Modulraum von Vek-
torbu¨ndeln vom Rang zwei mit trivialer Determinante auf einer glatten projektiven
Kurve vom Geschlecht g [BS90]; sie ist dort mit N , N1, N2 und N3 bezeichnet. Im
Gegensatz zu jener Charakterisierung betont die hier gegebene Beschreibung den
engen Zusammenhang mit den 4-dimensionalen Algebren.
Satz 4.3.1 Der Morphismus pi2|S1 ist ein Isomorphismus auf die Untervarieta¨t von
Z2,g aller einfachen Moduln.
Beweis Wir erhalten, dass das Bild von S1 in Z2,g gerade die zu den einfachen Mo-
duln korrespondierenden Punkte sind: Entspricht q ∈ Z2,g einem einfachen Modul,
so gibt es einen Repra¨sentanten q′ von q und Polynome P1, . . . , P4 ∈ C[X1, . . . , Xg],
so dass P1(q′), . . . , P4(q′) die Elementarmatrizen sind, also die Gleichungen
P1(q′) = P2P3(q′), P4(q′) = P3P2(q′),
χ(P1(q′)) = t(t− 1), χ(P2(q′)) = χ(P3(q′)) = t2, χ(P4(q′)) = t(t− 1),
P1(q′) + P4(q′) = I
erfu¨llen. Da fu¨r jedes P ∈M4(C)[X1≤i≤g] und jeden Punkt p˜ ∈ Hilbd2,g die Eigen-
werte von P (p˜) und P (p˜i4(p˜)) u¨bereinstimmen, gilt auf jedem Urbild p unter pi2 von
q, dass
P1(p) = P2P3(p), P4(p) = P3P2(p),
χ(P1(p)) = (t(t− 1))2, χ(P2(p)) = χ(P3(p)) = t4, χ(P4(p)) = (t(t− 1))2,
P1(p) + P4(p) = I .
Insbesondere ist also A〈p〉 isomorph zu M2(C). Der Morphismus pi2|S1 ist injektiv;
dies haben wir im Beweis der Birationalita¨t zu Theorem 3.5.1 gezeigt. 
Wir beginnen nun mit der Beschreibung der Fasern u¨ber den Singularita¨ten: Der
nachfolgende Satz entspricht dem Theorem Teil (i) aus der Einleitung von [BS90].
Satz 4.3.2 Der Morphismus pi2|S2 hat als Bild die Untervarieta¨t aller Punkte, die
die direkte Summe zweier zueinander nicht isomorpher Moduln repra¨sentieren. In
jedem Punkt ist die Faser isomorph zu Pg−2 × Pg−2.
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Beweis Als Bild von S2 erhalten wir genau solche Punkte, die direkte Summen
zweier zueinander nichtisomorpher einfacher Moduln sind: Jeder solche Punkt q ∈
Z2,g la¨sst ein X ∈ M2(C)[X1≤i≤g] zu, so dass X(q) zwei verschiedene Eigenwerte
besitzt. In D2,g lassen genau Punkte p aus S1 und S2 Matrizen X ∈M2(C)[X1≤i≤g]
zu, so dass X(p) zwei verschiedene zweifache Eigenwerte hat, und S1 wird schon
auf die einfachen Moduln abgebildet.
Wir fixieren im Bild von S2 einen beliebigen Punkt q. Wir wa¨hlen ein a, so dass
Xa(q) zwei verschiedene Eigenwerte hat. Dann finden wir x1, x2, e1, e2 ∈ C, so dass
(x1Xa + e1I)(q) und (x2Xa + e2I)(q) zueinander orthogonale Idempotente sind.
Wir konstruieren zueinander inverse Morphismen ϕ : pi−12 (q) → Pg−2 × Pg−2 und
ψ : Pg−2 × Pg−2 → pi−12 (q): Sei p ∈ σ−14 pi−12 (q). Dann sind per Konstruktion p1 :=
(x1Xa + e1I) und p2 := (x2Xa + e2I) fu¨r jedes p ebenfalls zueinander orthogonale
Idempotente; also sind die Ra¨ume p1(p)A〈p〉p1(p), p1(p)A〈p〉p2(p), p2(p)A〈p〉p1(p)
und p2(p)A〈p〉p2(p) jeweils genau eindimensional. Sei
d(j|i) : σ−14 pi−12 (q) → C,
p 7→ det(p2Xjp1X ′|p1Xip2X ′|p2X ′|p1X ′)(p) .
fu¨r alle i, j, k ∈ {1, . . . , g}. Dann gilt d(j|i)d(k|l) = d(j|l)d(k|i), d(i|a) = d(a|i) = 0
und es gibt i, j, so dass d(i|j) 6= 0. Wir erhalten also einen Morphismus in die
Segre-Einbettung
ϕ˜ : σ−14 pi
−1
2 (q) → Pg−2 × Pg−2
p 7→ (d(i|j)(p))1≤i,j≤g,i,j 6=a .
Da es sich bei allen d(i|j) um Semiinvarianten vom Grad 1 handelt, ist der Mor-
phismus GL4(C)-invariant, also auch ϕ : pi−12 (q) → Pg−2 × Pg−2, σ4(p) 7→ ϕ˜(p)
wohldefiniert.
Um den Morphismus ψ : Pg−2 × Pg−2 → pi−12 (q) zu definieren, sei λi,j :=
Spur(pjXipj)(q) mit i ∈ {1, . . . , g}, j ∈ {1, 2}. Wir setzen
ψ : (a1 : . . . : ag−1)× (b1 : . . . : bg−1) 7→ σ4(p′) mit
Xi(p′) :=

λi,1 0 0 0
0 λi,1 0 ai
bi 0 λi,2 0
0 0 0 λi,2
 fu¨r i < a, Xa(p′) :=

λa,1 0 0 0
0 λa,1 0 0
0 0 λa,2 0




λi,1 0 0 0
0 λi,1 0 ai−1
bi−1 0 λi,2 0
0 0 0 λi,2







Man rechnet nach, dass ϕψ = id gilt. Um zu sehen, dass ψ surjektiv ist, wa¨hle man
fu¨r ein beliebiges p ∈ pi−12 (q) als Basis p1X ′(p), p1Xip2X ′(p), p1Xjp2X ′(p), p2X ′(p)
mit i, j so, dass d(i|j) 6= 0. Der Repra¨sentant ist dann von der Form der Bilder von
ψ. 
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Um die Fasern u¨ber den verbleibenden Punkten zu bestimmen, definieren wir
zuna¨chst das nachfolgende Vektorbu¨ndel E, dann werden wir in Satz 4.3.3 die Faser
in zwei Teilen explizit beschreiben ko¨nnen, bevor wir abschließend in einer techni-
scheren Form eine Beschreibung der Gesamtfaser in einem Stu¨ck angeben, an der
sich noch ihre Projektivita¨t ablesen la¨sst. Satz 4.3.3 steht in Zusammenhang zu
Proposition 5 und 6 aus [BS90].
Sei E der Quotient des getwisteten trivialen Bu¨ndels modulo dem tautologischen
Bu¨ndel, jeweils u¨ber Grg2, oder explizit: Seien Vi,j := (Cg−2)3 fu¨r 1 ≤ i < j ≤ g
Vektorra¨ume, wobei wir definieren
Vi,j :=

 u1 . . . ui−1 0 ui . . . uj−2 0 uj−1 . . . ugv1 . . . vi−1 1 vi . . . vj−2 0 vj−1 . . . vg
w1 . . . wi−1 0 wi . . . wj−2 1 wj−1 . . . wg
 .
Die zweite und dritte Zeile bilden dann eine Basis fu¨r einen zweidimensionalen
Unterraum des Cg, und jeder Unterraum la¨sst sich in mindestens einem Vi,j auf diese
Weise darstellen. Es reicht, den Verklebemorphismus νi,ki,j : Vi,j∩Vi,k ⊂ Vi,j → Vi,k zu
definieren; νk,ji,j konstruiert man analog, andere ν
k,l



















Man rechnet die Wohldefiniertheit wie u¨blich nach.
Satz 4.3.3 Die Einschra¨nkungen pi2|S3 und pi2|S4 haben als Bild jeweils die Un-
tervarieta¨t aller Moduln, die direkte Summe zweier Kopien eines eindimensionalen
Moduls sind. Die Einschra¨nkung pi2|S4 hat u¨ber jedem Punkt eine zu Grg3 isomorphe
Faser und pi2|S3 als Faser u¨ber jedem Punkt das Vektorbu¨ndel E.
Beweis Die Mengen S3 und S4 werden auf Punkte abgebildet, welche die zweifa-
che direkte Summe eines eindimensionalen Moduls repra¨sentieren. Die Fasern aller
Punkte sind isomorph, es reicht o.B.d.A., die Nullfaser zu diskutieren: Sei p ∈ D2,g
und q = pi2(p). Dann gilt ι(q) = p˜i4(p); dies ist fu¨r jedes i ∈ {1, . . . , g} a¨quivalent
dazu, dass
ι(X1(q), . . . , Xi(q)− 12(SpurXi(q))I, . . . ,Xg(q))
= p˜i4(X1(p), . . . , Xi(p)− 12(SpurXi(q))I, . . . ,Xg(p)),
da stets SpurXi(p) = 2 SpurXi(q) gilt.
Liegt nun p im Urbild der Nullfaser innerhalb von S4, so sind alle Xi(p) nilpotent,
also gilt gema¨ß der Algebrenstruktur von N4, dass XjXi(p) = 0 fu¨r alle i, j ∈
{1, . . . , g}. Diese Menge ist genau die im Beweis zu Satz 4.1.1 berechnete Menge
der Fixpunkte zu s = 3; sie hat sich als Grassmannsche Grg3 erwiesen.
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Das Urbild S03 der Null in S3 zu bestimmen, erfordert mehr Aufwand: Wir kon-
struieren ein Bu¨ndel E u¨ber Grg2 und beschreiben S
0
3 so, dass wir einen Morphismus
ϕ : S03 → E definieren ko¨nnen. Zuletzt beweisen wir, dass ϕ ein Isomorphismus ist.
Die Menge S3 wird schon von den offenen Mengen D(ji, j, i, ε) u¨berdeckt. Da fu¨r
jedes p ∈ S03 alle Xi(p) schon nilpotent sind, hat p in jedem D(ji, j, i, ε) die Form
Xi(p) :=

0 −1 0 0
0 0 0 0
0 0 0 1
0 0 0 0
 , Xj(p) :=

0 0 1 0
0 0 0 1
0 0 0 0




0 −ak bk ck
0 0 0 bk
0 0 0 ak
0 0 0 0







fu¨r alle i, j, k ∈ {1, . . . , g}, i < j, k 6= i, k 6= j .
Wir definieren den Morphismus ϕ : S03 → E zuna¨chst lokal als Morphismen ϕ von
jeder in S03 offenen Menge D(ji, j, i, ε) ∩ S03 jeweils nach Vi,j durch
p 7→
 c1 . . . ci−1 0 ci+1 . . . cj−1 0 cj+1 . . . cga1 . . . ai−1 1 ai+1 . . . aj−1 0 aj+1 . . . ag
b1 . . . bi−1 0 bi+1 . . . bj−1 1 bj+1 . . . bg
 .
Da die D(ji, j, i, ε) auf die gleiche Weise verkleben wie die Vi,j , ist der Morphismus
wohldefiniert. Insbesondere ist ϕ auf jedem Vi,j ein Isomorphismus und damit auch
insgesamt ein Isomorphismus. 
Wir geben nun noch eine explizite Beschreibung als abgeschlossene Varieta¨t in
einem PN an, wobei N = 16g(g − 1)(4g − 5): Wir ko¨nnen die Beschreibung von
D(ji, j, i, ε) in Invarianten angeben durch
Xi(p) :=

0 −1 0 0
0 0 0 0
0 0 0 1
0 0 0 0
 , Xj(p) :=

0 0 1 0
0 0 0 1
0 0 0 0




0 −det(ji|j|k|ε)det(ji|j|i|ε) det(ji|k|i|ε)det(ji|j|i|ε) det(k|j|i|ε)det(ji|j|i|ε)
0 0 0 det(ji|k|i|ε)det(ji|j|i|ε)
0 0 0 det(ji|j|k|ε)det(ji|j|i|ε)
0 0 0 0







fu¨r alle i, j, k ∈ {1, . . . , g}, i < j, k 6= i, j
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sowie von D(k, j, i, ε) durch
Xi(p) :=

0 0 0 0
0 0 0 0
0 0 0 1
0 0 0 0
 , Xj(p) :=

0 0 0 0
0 0 0 1
0 0 0 0
0 0 0 0
 , Xk(p) :=

0 0 0 1
0 0 0 0
0 0 0 0




0 0 0 det(k|j|l|ε)det(k|j|i|ε)
0 0 0 det(k|l|i|ε)det(k|j|i|ε)
0 0 0 det(l|j|i|ε)det(k|j|i|ε)
0 0 0 0







fu¨r alle i, j, k, l ∈ {1, . . . , g}, i < j < k, l 6∈ {i, j, k} .
Insbesondere reicht es also, die Semiinvarianten der Form det(k|j|i|ε), det(ji|j|i|ε)
und det(ki|j|i|ε) fu¨r jeweils i, j, k ∈ {1, . . . , g} zu betrachten. Wir erhalten Relatio-
nen wie folgt
Xi,j := det(ji|j|i|ε) = det(ij|i|j|ε),
Xi,j,k := det(ki|j|i|ε) = det(ji|k|i|ε),
Xi,j = Xj,i, Xi,j,k = Xi,k,j , X2i,j,k = Xi,jXi,k,
sowie mit
Yi,j,k := det(k|j|i|ε)
die Determinanten-Relationen, wobei σ : {i, j, k} → {i, j, k} eine Permutation sei:
Yi,j,k = sgn(σ)Yσ(i),σ(j),σ(k),
Yi,j,kYi,l,m = Yi,j,mYi,l,k − Yi,j,lYi,m,k .
Zwischen den X∗,∗, X∗,∗,∗ und Y∗,∗,∗ erhalten wir Relationen
Yi,k,lXi,j = Yi,j,lXi,k,j − Yi,j,kXi,l,j .
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