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ON PERIOD POLYNOMIALS OF DEGREE 2m
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ABSTRACT. We obtain explicit factorizations of reduced period polynomials of degree
2m, m ≥ 4, for finite fields of characteristic p ≡ 3 or 5 (mod 8). This extends the results
of G. Myerson, who considered the cases m = 1 and m = 2, and S. Gurak, who studied
the case m = 3.
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1. INTRODUCTION
Let Fq be a finite field of characteristic p with q = ps elements, F∗q = Fq \ {0}, and
let γ be a fixed generator of the cyclic group F∗q . By Tr : Fq → Fp we denote the trace
mapping, that is, Tr(x) = x+ xp + xp2 + · · ·+ xps−1 for x ∈ Fq. Let e and f be positive
integers such that q = ef + 1. Denote by H the subgroup of e-th powers in F∗q . For any
positive integer n, write ζn = exp(2πi/n).
The cyclotomic (or f -nomial) periods of order e for Fq with respect to γ are defined by
ηk =
∑
x∈γkH
ζTr(x)p =
f−1∑
h=0
ζTr(γ
eh+k)
p , k = 0, 1, . . . , e− 1.
The period polynomial of degree e for Fq is the polynomial
Pe(X) =
e−1∏
k=0
(X − ηk).
The reduced cyclotomic (or reduced f -nomial) periods of order e for Fq with respect to γ
are defined by
η∗k =
∑
x∈Fq
ζTr(γ
kxe)
p = 1 + eηk, k = 0, 1, . . . , e− 1,
and the reduced period polynomial of degree e for Fq is
P ∗e (X) =
e−1∏
k=0
(X − η∗k).
The polynomials Pe(X) and P ∗e (X) have integer coefficients and are independent of
the choice of generator γ. They are irreducible over the rationals when s = 1, but not
necessarily irreducible when s > 1. More precisely, Pe(X) and P ∗e (X) split over the
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rationals into δ = gcd(e, (q− 1)/(p− 1)) factors of degree e/δ (not necessarily distinct),
and each of these factors is irreducible or a power of an irreducible polynomial. Further-
more, the polynomials Pe(X) and P ∗e (X) are irreducible over the rationals if and only if
gcd(e, (q − 1)/(p− 1)) = 1. For proofs of these facts, see [10].
In the case s = 1, the period polynomials were determined explicitly by Gauss for
e ∈ {2, 3, 4} and by many others for certain small values of e. In the general case, Myer-
son [10] derived the explicit formulas for Pe(X) and P ∗e (X) when e ∈ {2, 3, 4}, and also
found their factorizations into irreducible polynomials over the rationals. Gurak [7] ob-
tained similar results for e ∈ {6, 8, 12, 24}; see also [6] for the case s = 2, e ∈ {6, 8, 12}.
Note that if −1 is a power of p modulo e, then the period polynomials can also be easily
obtained. Indeed, if e > 2 and e | (pℓ + 1), with ℓ chosen minimal, then 2ℓ | s, and [10,
Proposition 20] yields
P ∗e (X) = (X + (−1)s/2ℓ(e− 1)q1/2)(X − (−1)s/2ℓq1/2)e−1.
Baumert and Mykkeltveit [3] found the values of cyclotomic periods in the case when
e > 3 is a prime, e ≡ 3 (mod 4) and p generates the quadratic residues modulo e; see
also [10, Proposition 21].
It is seen immediately from the definitions that Pe(X) = e−eP ∗e (eX + 1), and so it
suffices to factorize only P ∗e (X).
The aim of this paper is to obtain the explicit factorizations of the reduced period poly-
nomials of degree 2m with m ≥ 4 in the case that p ≡ 3 or 5 (mod 8). Notice that in this
case ord2(q − 1) = ord2(ps − 1) = ord2 s+ 2. Hence, for p ≡ 3 (mod 8),
gcd(2m, (q − 1)/(p− 1)) =
{
2m if 2m−1 | s,
2m−1 if 2m−2 ‖ s.
Appealing to [10, Theorem 4], we conclude that in the case when 2m−1 | s, P ∗2m(X) splits
over the rationals into linear factors. If 2m−2 ‖ s, then P ∗2m(X) splits into irreducible
polynomials of degrees at most 2. Similarly, for p ≡ 5 (mod 8),
gcd(2m, (q − 1)/(p− 1)) =


2m if 2m | s,
2m−1 if 2m−1 ‖ s,
2m−2 if 2m−2 ‖ s.
Using [10, Theorem 4] again, we see that P ∗2m(X) splits over the rationals into linear
factors if 2m | s, splits into linear and quadratic irreducible factors if 2m−1 ‖ s, and splits
into linear, quadratic and biquadratic irreducible factors if 2m−2 ‖ s. Our main results
are Theorems 3.2 and 4.2, which give the explicit factorizations of P ∗2m(X) in the cases
p ≡ 3 (mod 8) and p ≡ 5 (mod 8), respectively. All the evaluations in Sections 3 and 4
are effected in terms of parameters occuring in quadratic partitions of some powers of p.
2. PRELIMINARY LEMMAS
In the remainder of the paper, we assume that p is an odd prime. Let ψ be a nontrivial
character on Fq. We extend ψ to all of Fq by setting ψ(0) = 0. The Gauss sum G(ψ) over
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Fq is defined by
G(ψ) =
∑
x∈Fq
ψ(x)ζTr(x)p .
Gauss sums occur in the Fourier expansion of a reduced cyclotomic period.
Lemma 2.1. Let ψ be a character of order e > 1 on Fq such that ψ(γ) = ζe. Then for
k = 0, 1, . . . , e− 1,
η∗k =
e−1∑
j=1
G(ψj)ζ−jke .
Proof. It follows from [4, Theorem 1.1.3 and Equation (1.1.4)]. 
In the next three lemmas, we record some properties of Gauss sums which will be used
throughout this paper. By ρ we denote the quadratic character on Fq (ρ(x) = +1,−1, 0
according as x is a square, a non-square or zero in Fq).
Lemma 2.2. Let ψ be a nontrivial character on Fq with ψ 6= ρ. Then
(a) G(ψ)G(ψ¯) = ψ(−1)q;
(b) G(ψ) = G(ψp);
(c) G(ψ)G(ψρ) = ψ¯(4)G(ψ2)G(ρ).
Proof. See [4, Theorems 1.1.4(a, d) and 11.3.5] or [9, Theorem 5.12(iv, v) and Corol-
lary 5.29]. 
Lemma 2.3. We have
G(ρ) =
{
(−1)s−1q1/2 if p ≡ 1 (mod 4),
(−1)s−1isq1/2 if p ≡ 3 (mod 4).
Proof. See [4, Theorem 11.5.4] or [9, Theorem 5.15]. 
Lemma 2.4. Let p ≡ 3 (mod 8), 2 | s and ψ be a biquadratic character on Fq. Then
G(ψ) = −q1/2.
Proof. It is a special case of [4, Theorem 11.6.3]. 
Let ψ be a nontrivial character on Fq. The Jacobi sum J(ψ) over Fq is defined by
J(ψ) =
∑
x∈Fq
ψ(x)ψ(1− x).
The following lemma gives a relationship between Gauss sums and Jacobi sums.
Lemma 2.5. Let ψ be a nontrivial character on Fq with ψ 6= ρ. Then
G(ψ)2 = G(ψ2)J(ψ).
Proof. See [4, Theorem 2.1.3(a)] or [9, Theorem 5.21]. 
Let ψ be a character on Fq. The lift ψ′ of the character ψ from Fq to the extension field
Fqr is given by
ψ′(x) = ψ(NFqr/Fq (x)), x ∈ Fqr ,
where NFqr/Fq (x) = x · xq · xq
2 · · ·xqr−1 = x(qr−1)/(q−1) is the norm of x from Fqr to Fq .
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Lemma 2.6. Let ψ be a character on Fq and let ψ′ denote the lift of ψ from Fq to Fqr .
Then
(a) ψ′ is a character on Fqr ;
(b) a character λ on Fqr equals the lift ψ′ of some character ψ on Fq if and only if the
order of λ divides q − 1;
(c) ψ′ and ψ have the same order.
Proof. See [4, Theorem 11.4.4(a, c, e)]. 
The following lemma, which is due to Davenport and Hasse, connects a Gauss sum and
its lift.
Lemma 2.7. Let ψ be a nontrivial character on Fq and let ψ′ denote the lift of ψ from Fq
to Fqr . Then
G(ψ′) = (−1)r−1G(ψ)r.
Proof. See [4, Theorem 11.5.2] or [9, Theorem 5.14]. 
Now we turn to the case p ≡ 3 or 5 (mod 8). We recall a few facts which were
established in our earlier paper [2] in more general settings.
Lemma 2.8. Let p ≡ 3 or 5 (mod 8) and ψ be a character of order 2r on Fq, where
r ≥
{
4 if p ≡ 3 (mod 8),
3 if p ≡ 5 (mod 8).
Then G(ψ) = G(ψρ).
Proof. See [2, Lemma 2.13]. 
Lemma 2.9. Let p ≡ 3 or 5 (mod 8), r ≥ 3, and ψ be a character of order 2r on Fq.
Then
ψ(4) =
{
1 if p ≡ 3 (mod 8),
(−1)s/2r−2 if p ≡ 5 (mod 8).
Proof. See [2, Lemma 2.16]. 
Lemma 2.10. Let p ≡ 3 or 5 (mod 8), n ≥ 1 and r ≥ 3 be integers, r ≥ n. Then
2r−2−1∑
v=0
ζp
v
2n =


−2r−2 if n = 1,
2r−2i if n = 2 and p ≡ 5 (mod 8),
2r−3i
√
2 if n = 3 and p ≡ 3 (mod 8),
0 otherwise.
Proof. It is an immediate consequence of [2, Lemma 2.2]. 
The next lemma relates Gauss sums over Fq to Jacobi sums over a subfield of Fq.
Lemma 2.11. Let p ≡ 3 or 5 (mod 8), and ψ be a character of order 2r on Fq, where
r ≥ n =
{
3 if p ≡ 3 (mod 8),
2 if p ≡ 5 (mod 8),
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Assume that 2r−1 | s. Then ψ2r−n is equal to the lift of some character χ of order 2n on
Fps/2r−n+1 . Moreover,
G(ψ) = q(2
r−n+1−1)/2r−n+2J(χ) ·
{
1 if p ≡ 3 (mod 8),
(−1)s(r−1)/2r−1 if p ≡ 5 (mod 8).
Proof. We prove the assertion of the lemma by induction on r, for r ≥ n. Let 2n−1 | s
and ψ be a character of order 2n on Fq. As 2n | (ps/2 − 1), Lemma 2.6 shows that ψ is
equal to the lift of some character χ of order 2n on Fps/2 , that is, χ′ = ψ. Lemmas 2.5 and
2.7 yield G(ψ) = G(χ′) = −G(χ)2 = −G(χ2)J(χ). Note that χ2 has order 2n−1. Thus,
by Lemmas 2.3 and 2.4,
G(χ2) =
{
−q1/4 if p ≡ 3 (mod 8),
(−1)(s/2)−1q1/4 if p ≡ 5 (mod 8),
and so
G(ψ) = q1/4J(χ) ·
{
1 if p ≡ 3 (mod 8),
(−1)s/2 if p ≡ 5 (mod 8).
This completes the proof for the case r = n.
Suppose now that r ≥ n + 1, and assume that the result is true when r is replaced
by r − 1. Let 2r−1 | s and ψ be a character of order 2r on Fq. Then 2r−2 | s2 , and so
2r | (ps/2 − 1). By Lemma 2.6, ψ is equal to the lift of some character φ of order 2r on
Fps/2 , that is φ′ = ψ. Applying Lemmas 2.2(c), 2.3, 2.7, 2.8 and using the fact that 2n | s,
we deduce
G(ψ) = −G(φ)2 = −G(φ)G(φρ0) = −φ¯(4)G(φ2)G(ρ0) = φ¯(4)q1/4G(φ2), (2.1)
where ρ0 denotes the quadratic character on Fps/2 . Note that φ2 has order 2r−1 and
2r−2 | s
2
. Hence, by inductive hypothesis, (φ2)2r−1−n = φ2r−n is equal to the lift of
some character χ of order 2n on Fp(s/2)/2r−n = Fps/2r−n+1 and
G(φ2) = (ps/2)(2
r−n−1)/2r−n+1J(χ) ·
{
1 if p ≡ 3 (mod 8),
(−1)(s/2)(r−2)/2r−2 if p ≡ 5 (mod 8),
that is,
G(φ2) = q(2
r−n−1)/2r−n+2J(χ) ·
{
1 if p ≡ 3 (mod 8),
(−1)s(r−2)/2r−1 if p ≡ 5 (mod 8).
Substituting this expression for G(φ2) into (2.1) and using Lemma 2.9, we obtain
G(ψ) = q(2
r−n+1−1)/2r−n+2J(χ) ·
{
1 if p ≡ 3 (mod 8),
(−1)s(r−1)/2r−1 if p ≡ 5 (mod 8).
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It remains to show that ψ2r−n is equal to the lift of χ. Indeed, for any x ∈ Fq we have
χ(NFq/F
ps/2
r−n+1
(x)) = χ(x(p
s−1)/(ps/2
r−n+1
−1))
= χ((x(p
s−1)/(ps/2−1))(p
s/2−1)/(ps/2
r−n+1
−1))
= χ(NF
ps/2
/F
ps/2
r−n+1
(x(p
s−1)/(ps/2−1))) = φ2
r−n
(x(p
s−1)/(ps/2−1))
=
(
φ(NFps/Fps/2 (x))
)2r−n
= ψ2
r−n
(x).
Therefore χ′ = ψ2r−n , and the result now follows by the principle of mathematical induc-
tion. 
For an arbitrary integer k, it is convenient to set η∗k = η∗ℓ , where k ≡ ℓ (mod e),
0 ≤ ℓ ≤ e− 1.
Lemma 2.12. For any integer k, η∗kp = η∗k.
Proof. It is a straightforward consequence of [5, Proposition 1]. 
From now on we shall assume that p ≡ 3 or 5 (mod 8), e = 2m with m ≥ 3, and λ is
a character of order 2m on Fq such that λ(γ) = ζ2m . We observe that 2m−2 | s.
Lemma 2.13. We have
P ∗2m(X) = (X − η∗0)(X − η∗2m−1)
m−2∏
t=0
(X − η∗2t)2
m−t−2
(X − η∗−2t)2
m−t−2
.
Proof. Write
P ∗2m(X) = (X − η∗0)(X − η∗2m−1)
m−2∏
t=0
2m−1∏
k=1
2t‖k
(X − η∗k)
= (X − η∗0)(X − η∗2m−1)
m−2∏
t=0
2m−t−1∏
k0=1
2∤k0
(X − η∗2tk0).
Since p ≡ 3 or 5 (mod 8), ±p0,±p1, . . . ,±p2m−t−2−1 is a reduced residue system mod-
ulo 2m−t for each 0 ≤ t ≤ m− 2. Thus
P ∗2m(X) = (X − η∗0)(X − η∗2m−1)
m−2∏
t=0
2m−t−2−1∏
j=0
(X − η∗2tpj)(X − η∗−2tpj).
The result now follows from Lemma 2.12. 
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Lemma 2.14. We have
η∗0 =G(ρ) +
m∑
r=2
2r−2
(
G(λ2
m−r
) +G(λ¯2
m−r
)
)
,
η∗2m−1 =G(ρ) +
m−1∑
r=2
2r−2
(
G(λ2
m−r
) +G(λ¯2
m−r
)
)
− 2m−2 (G(λ) +G(λ¯)) ,
and, for 0 ≤ t ≤ m− 2,
η∗±2t =
t∑
r=2
2r−2
(
G(λ2
m−r
) +G(λ¯2
m−r
)
)
,
+
{−G(ρ) if t = 0,
G(ρ)− 2t−1
(
G(λ2
m−t−1
) +G(λ¯2
m−t−1
)
)
if t > 0,
∓
{
0 if p ≡ 3 (mod 8),
2ti
(
G(λ2
m−t−2
)−G(λ¯2m−t−2)
)
if p ≡ 5 (mod 8),
∓
{
2ti
√
2
(
G(λ2
m−t−3
)−G(λ¯2m−t−3)
)
if p ≡ 3 (mod 8) and t ≤ m− 3,
0 otherwise.
Proof. From Lemma 2.1 we deduce that
η∗k =
2m−1∑
j=1
G(λj)ζ−jk2m =
m∑
r=1
2m−1∑
j=1
2m−r‖j
G(λj)ζ−jk2m =
m∑
r=1
2r−1∑
j0=1
2∤j0
G(λ2
m−rj0)ζ−j0k2r .
Since λ2m−r has order 2r and, for r ≥ 2, ±p0,±p1, . . . ,±p2r−2−1 is a reduced residue
system modulo 2r, we conclude that
η∗k = (−1)kG(ρ) +
m∑
r=2
∑
u∈{±1}
2r−2−1∑
v=0
G(λ2
m−rupv)ζ−kup
v
2r ,
or, in view of Lemma 2.2(b),
η∗k = (−1)kG(ρ) +
m∑
r=2
[
G(λ2
m−r
)
2r−2−1∑
v=0
ζ−kp
v
2r +G(λ¯
2m−r)
2r−2−1∑
v=0
ζkp
v
2r
]
. (2.2)
The expressions for η∗0 and η∗2m−1 follow immediately from (2.2). Next we assume that
0 ≤ t ≤ m− 2. If r > t+ 3, then, by Lemma 2.10,
2r−2−1∑
v=0
ζ2
tpv
2r =
2r−2−1∑
v=0
ζ−2
tpv
2r = 0,
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and so (2.2) yields
η∗2t =
t∑
r=2
2r−2
(
G(λ2
m−r
) +G(λ¯2
m−r
)
)
,
+
{−G(ρ) if t = 0,
G(ρ)− 2t−1
(
G(λ2
m−t−1
) +G(λ¯2
m−t−1
)
)
if t > 0,
+G(λ2
m−t−2
)
2t−1∑
v=0
i−p
v
+G(λ¯2
m−t−2
)
2t−1∑
v=0
ip
v
+
{
G(λ2
m−t−3
)
∑2t+1−1
v=0 ζ
−pv
8 +G(λ¯
2m−t−3)
∑2t+1−1
v=0 ζ
pv
8 if t ≤ m− 3,
0 if t = m− 2.
The asserted result now follows from Lemmas 2.4 and 2.10. The expression for η∗−2t can
be obtained in a similar manner. 
3. THE CASE p ≡ 3 (mod 8)
In this section, p ≡ 3 (mod 8). As before, 2m | (q−1) and λ is a character of order 2m
on Fq with λ(γ) = ζ2m .
For 3 ≤ r ≤ m, define the integers Ar and Br by
ps/2
r−2
= A2r + 2B
2
r , Ar ≡ −1 (mod 4), p ∤ Ar, (3.1)
2Br ≡ Ar(γ(q−1)/8 + γ3(q−1)/8) (mod p). (3.2)
It is well known that for each fixed r, the conditions (3.1) and (3.2) determine Ar and Br
uniquely.
Lemma 3.1. Let r be an integer with 2r−1 | s and 3 ≤ r ≤ m. Then
G(λ2
m−r
) +G(λ¯2
m−r
) = 2Arq
(2r−2−1)/2r−1
and
G(λ2
m−r
)−G(λ¯2m−r) = 2Brq(2r−2−1)/2r−1i
√
2.
Proof. We observe that λ2m−r has order 2r. By Lemma 2.11, (λ2m−r)2r−3 = λ2m−3 is
equal to the lift of some octic character χ on Fps/2r−2 and
G(λ2
m−r
)±G(λ¯2m−r) = q(2r−2−1)/2r−1(J(χ)± J(χ¯)).
Note that γ(q−1)/(ps/2
r−2
−1) is a generator of the cyclic group F∗
ps/2
r−2 and, by the defition of
the lift, χ(γ(q−1)/(ps/2
r−2
−1)) = χ(NFq/F
ps/2
r−2
(γ)) = λ2
m−3
(γ) = ζ8. By [1, Lemma 17],
J(χ) = Ar +Bri
√
2, and the result follows. 
We are now in a position to prove the main result of this section.
Theorem 3.2. Let p ≡ 3 (mod 8) and m ≥ 4. Then P ∗2m(X) has a unique decomposition
into irreducible polynomials over the rationals as follows:
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(a) if 2m−1 | s, then
P ∗2m(X) = (X − q
1
2 + 4B3q
1
4 )2
m−2
(X − q 12 − 4B3q 14 )2m−2
× (X − q 12 + 8B4q 38 )2m−3(X − q 12 − 8B4q 38 )2m−3
×
(
X + 3q
1
2 −
m−2∑
r=3
2r−1Arq
2r−2−1
2r−1 + 2m−2Am−1q
2m−3−1
2m−2
)2
×
(
X + 3q
1
2 −
m−1∑
r=3
2r−1Arq
2r−2−1
2r−1 + 2m−1Amq
2m−2−1
2m−1
)
×
(
X + 3q
1
2 −
m∑
r=3
2r−1Arq
2r−2−1
2r−1
)m−3∏
t=2
Qt(X)
2m−t−2 ;
(b) if 2m−2 ‖ s and m ≥ 5, then
P ∗2m(X) = (X − q
1
2 + 4B3q
1
4 )2
m−2
(X − q 12 − 4B3q 14 )2m−2
× (X − q 12 + 8B4q 38 )2m−3(X − q 12 − 8B4q 38 )2m−3
×
(
X + 3q
1
2 −
m−2∑
r=3
2r−1Arq
2r−2−1
2r−1 + 2m−2Am−1q
2m−3−1
2m−2
)2
×
((
X + 3q
1
2 −
m−1∑
r=3
2r−1Arq
2r−2−1
2r−1
)2
+ 22(m−1)A2mq
2m−2−1
2m−2
)
×
((
X + 3q
1
2 −
m−3∑
r=3
2r−1Arq
2r−2−1
2r−1 + 2m−3Am−2q
2m−4−1
2m−3
)2
+ 22(m−1)B2mq
2m−2−1
2m−2
)2 m−4∏
t=2
Qt(X)
2m−t−2 ;
(c) if 4 ‖ s, then
P ∗16(X) = (X + 3q
1
2 + 4A3q
1
4 )2(X − q 12 + 4B3q 14 )4(X − q 12 − 4B3q 14 )4
×
(
(X + 3q
1
2 − 4A3q 14 )2 + 64A24q
3
4
)(
(X − q 12 )2 + 64B24q
3
4
)2
.
The integers Ar and |Br| are uniquely determined by (3.1), and
Qt(X) =
(
X + 3q
1
2 −
t∑
r=3
2r−1Arq
2r−2−1
2r−1 + 2tAt+1q
2t−1−1
2t + 2t+2Bt+3q
2t+1−1
2t+2
)
×
(
X + 3q
1
2 −
t∑
r=3
2r−1Arq
2r−2−1
2r−1 + 2tAt+1q
2t−1−1
2t − 2t+2Bt+3q
2t+1−1
2t+2
)
.
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Proof. Since 4 | s, Lemmas 2.3 and 2.4 yield G(ρ) = G(λ2m−2) = G(λ¯2m−2) = −q1/2.
Appealing to Lemmas 2.14 and 3.1, we deduce that
η∗0 = −3q
1
2 +
m−1∑
r=3
2r−1Arq
2r−2−1
2r−1 + 2m−2
(
G(λ) +G(λ¯)
)
, (3.3)
η∗2m−1 = −3q
1
2 +
m−1∑
r=3
2r−1Arq
2r−2−1
2r−1 − 2m−2 (G(λ) +G(λ¯)) , (3.4)
η∗±2m−2 = −3q
1
2 +
m−2∑
r=3
2r−1Arq
2r−2−1
2r−1 − 2m−2Am−1q
2m−3−1
2m−2 , (3.5)
η∗±2m−3 =


q
1
2 ∓ 2i√2 (G(λ)−G(λ¯)) if m = 4,
−3q 12 +
m−3∑
r=3
2r−1Arq
2r−2−1
2r−1
−2m−3Am−2q
2m−4−1
2m−3 ∓ 2m−3i√2 (G(λ)−G(λ¯)) if m ≥ 5,
(3.6)
η∗±1 = q
1
2 ± 4B3q 14 . (3.7)
Moreover, if m ≥ 5, then
η∗±2 = q
1
2 ± 8B4q 38 (3.8)
and, for 2 ≤ t ≤ m− 4,
η∗±2t = −3q
1
2 +
t∑
r=3
2r−1Arq
2r−2−1
2r−1 − 2tAt+1q
2t−1−1
2t ± 2t+2Bt+3q
2t+1−1
2t+2 . (3.9)
Assume that 2m−1 | s. Combining (3.3) – (3.9) with Lemma 3.1, we obtain the values
of the cyclotomic periods, which are all integers. Part (a) now follows from Lemma 2.13.
Next assume that 2m−2 ‖ s. We have 2m ‖ (q − 1), and so λ(−1) = −1. Hence, by
Lemma 2.2(a),(
G(λ)±G(λ¯))2 = G(λ)2 +G(λ¯)2 ± 2λ(−1)q = G(λ)2 +G(λ¯)2 ∓ 2q.
Lemmas 2.2(c), 2.3, 2.8, 2.9 and 3.1 yield
G(λ)2 +G(λ¯)2 = G(λ)G(λρ) +G(λ¯)G(λ¯ρ) = λ¯(4)G(λ2)G(ρ) + λ(4)G(λ¯2)G(ρ)
= −q1/2(G(λ2) +G(λ¯2)) = −2Am−1q(2m−2−1)/2m−2 ,
and thus (
G(λ)±G(λ¯))2 = −2q(2m−2−1)/2m−2(Am−1 ± ps/2m−2). (3.10)
Note that
A2m−1+2B
2
m−1 = p
s/2m−3 = (ps/2
m−2
)2 = (A2m+2B
2
m)
2 = (A2m−2B2m)2+2·(2AmBm)2.
Hence Am−1 = ±(A2m − 2B2m). Since ps/2m−2 = A2m + 2B2m ≡ 3 (mod 8), Bm is odd,
and so Am−1 = A2m−2B2m. Substituting the expressions for ps/2m−2 and Am−1 into (3.10),
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we find that (
G(λ) +G(λ¯)
)2
= −4A2mq(2
m−2−1)/2m−2 ,(
G(λ)−G(λ¯))2 = 8B2mq(2m−2−1)/2m−2 .
The last two equalities together with (3.3), (3.4) and (3.7) imply
(X − η∗0)(X − η∗2m−1) =
(
X + 3q
1
2 −
m−1∑
r=3
2r−1Arq
2r−2−1
2r−1
)2
+ 22(m−1)A2mq
2m−2−1
2m−2 , (3.11)
(X − η∗2m−3)(X − η∗−2m−3) =
(
X + 3q
1
2 −
m−3∑
r=3
2r−1Arq
2r−2−1
2r−1 + 2m−3Am−2q
2m−4−1
2m−3
)2
+ 22(m−1)B2mq
2m−2−1
2m−2 if m ≥ 5, (3.12)
(X − η∗2m−3)(X − η∗−2m−3) = (X − q
1
2 )2 + 64B24q
3
4 if m = 4. (3.13)
Clearly, the quadratic polynomials on the right sides of (3.11) – (3.13) are irreducible over
the rationals.
Putting (3.5), (3.7) – (3.9), (3.11) – (3.13) together and appealing to Lemma 2.13, we
deduce parts (b) and (c). This completes the proof. 
Remark 3.3. The result of Gurak [7, Proposition 3.3(iii)] can be reformulated in terms of
A3 and B3. Namely, P ∗8 (X) has the following factorization into irreducible polynomials
over the rationals:
P ∗8 (X) = (X − q1/2)2(X − q1/2 + 4B3q1/4)2(X − q1/2 − 4B3q1/4)2
× (X + 3q1/2 + 4A3q1/4)(X + 3q1/2 − 4A3q1/4) if 4 | s,
P ∗8 (X) = (X − 3q1/2)2
× ((X + q1/2)2 + 16A23q1/2) ((X + q1/2)2 + 16B23q1/2)2 if 2 ‖ s.
We see that Theorem 3.2 is not valid for m = 3.
4. THE CASE p ≡ 5 (mod 8)
In this section, p ≡ 5 (mod 8). As in the previous sections, 2m | (q−1) and λ denotes
a character of order 2m on Fq such that λ(γ) = ζ2m .
For 2 ≤ r ≤ m− 1, define the integers Cr and Dr by
ps/2
r−1
= C2r +D
2
r , Cr ≡ 1 (mod 4), p ∤ Cr, (4.1)
Drγ
(q−1)/4 ≡ Cr (mod p). (4.2)
If 2m−1 | s, we extend this notation to r = m. It is well known that for each fixed r, the
conditions (4.1) and (4.2) determine Cr and Dr uniquely.
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Lemma 4.1. Let r be an integer with 2r−1 | s and 2 ≤ r ≤ m. Then
G(λ2
m−r
) +G(λ¯2
m−r
) =
{
−2Crq(2r−1−1)/2r if 2r | s,
(−1)r · 2Crq(2r−1−1)/2r if 2r−1 ‖ s,
and
G(λ2
m−r
)−G(λ¯2m−r) =
{
2Drq
(2r−1−1)/2r i if 2r | s,
(−1)r−1 · 2Drq(2r−1−1)/2r i if 2r−1 ‖ s.
Proof. The proof proceeds exactly as for Lemma 3.1, except that at the end, [8, Proposi-
tion 3] is invoked instead of [1, Lemma 17]. 
We are now ready to establish our second main result.
Theorem 4.2. Let p ≡ 5 (mod 8) and m ≥ 4. Then P ∗2m(X) has a unique decomposition
into irreducible polynomials over the rationals as follows:
(a) if 2m | s, then
P ∗2m(X) = (X − q
1
2 + 2D2q
1
4 )2
m−2
(X − q 12 − 2D2q 14 )2m−2
×
(
X + q
1
2 +
m−1∑
r=2
2r−1Crq
2r−1−1
2r − 2m−1Cmq 2
m−1
−1
2m
)
×
(
X + q
1
2 +
m∑
r=2
2r−1Crq
2r−1−1
2r
)m−2∏
t=1
Rt(X)
2m−t−2 ;
(b) if 2m−1 ‖ s, then
P ∗2m(X) = (X − q
1
2 + 2D2q
1
4 )2
m−2
(X − q 12 − 2D2q 14 )2m−2
×
((
X + q
1
2 +
m−1∑
r=2
2r−1Crq
2r−1−1
2r
)2
−22(m−1)C2mq
2m−1−1
2m−1
)
×
((
X + q
1
2 +
m−2∑
r=2
2r−1Crq
2r−1−1
2r − 2m−2Cm−1q
2m−2−1
2m−1
)2
− 22(m−1)D2mq
2m−1−1
2m−1
)
m−3∏
t=1
Rt(X)
2m−t−2;
(c) if 2m−2 ‖ s, then
P ∗2m(X) = (X − q
1
2 + 2D2q
1
4 )2
m−2
(X − q 12 − 2D2q 14 )2m−2
×
((
X + q
1
2 +
m−3∑
r=2
2r−1Crq
2r−1−1
2r − 2m−3Cm−2q
2m−3−1
2m−2
)2
− 22(m−2)D2m−1q
2m−2−1
2m−2
)2
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×
(((
X + q
1
2 +
m−2∑
r=2
2r−1Crq
2r−1−1
2r
)2
+ 22(m−2)C2m−1q
2m−2−1
2m−2 + 22m−3q
)2
− 22(m−1)C2m−1q
2m−2−1
2m−2
(
X + (2m−2 + 1)q
1
2 +
m−2∑
r=2
2r−1Crq
2r−1−1
2r
)2)
×
m−4∏
t=1
Rt(X)
2m−t−2 .
The integers Cr and |Dr| are uniquely determined by (4.1), and
Rt(X) =
(
X + q
1
2 +
t∑
r=2
2r−1Crq
2r−1−1
2r − 2tCt+1q
2t−1
2t+1 + 2t+1Dt+2q
2t+1−1
2t+2
)
×
(
X + q
1
2 +
t∑
r=2
2r−1Crq
2r−1−1
2r − 2tCt+1q
2t−1
2t+1 − 2t+1Dt+2q
2t+1−1
2t+2
)
.
Proof. As s is even, Lemma 2.3 yields G(ρ) = −q1/2. Then, applying Lemmas 2.14 and
4.1, we obtain
η∗0 = − q
1
2 −
m−2∑
r=2
2r−1Crq
2r−1−1
2r + 2m−3
(
G(λ2) +G(λ¯2)
)
+ 2m−2
(
G(λ) +G(λ¯)
)
, (4.3)
η∗2m−1 = − q
1
2 −
m−2∑
r=2
2r−1Crq
2r−1−1
2r + 2m−3
(
G(λ2) +G(λ¯2)
)
− 2m−2 (G(λ) +G(λ¯)) , (4.4)
η∗±2m−2 = − q
1
2 −
m−2∑
r=2
2r−1Crq
2r−1−1
2r − 2m−3 (G(λ2) +G(λ¯2))
∓ 2m−2i (G(λ)−G(λ¯)) , (4.5)
η∗±2m−3 = − q
1
2 −
m−3∑
r=2
2r−1Crq
2r−1−1
2r + 2m−3Cm−2q
2m−3−1
2m−2
∓ 2m−3i (G(λ2)−G(λ¯2)) , (4.6)
η∗±1 = q
1
2 ± 2D2q 14 , (4.7)
and, for 1 ≤ t ≤ m− 4,
η∗±2t = −q
1
2 −
t∑
r=2
2r−1Crq
2r−1−1
2r + 2tCt+1q
2t−1
2t+1 ± 2t+1Dt+2q
2t+1−1
2t+2 . (4.8)
First suppose that 2m | s. By combining (4.3) – (4.8) with Lemma 4.1, we find the
values of the cyclotomic periods, which are all integers. Now part (a) follows from
Lemma 2.13.
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Next suppose that 2m−1 ‖ s. Using (4.3) – (4.8) and Lemma 4.1 again, we find the val-
ues of the cyclotomic periods. We observe that η∗0 and η∗2m−1 as well as η∗2m−2 and η∗−2m−2
are algebraic conjugates of degree 2 over the rationals, and the remaining cyclotomic
periods are integers. Therefore the polynomials
(X − η∗0)(X − η∗2m−1) =
(
X + q
1
2 +
m−1∑
r=2
2r−1Crq
2r−1−1
2r
)2
− 22(m−1)C2mq
2m−1−1
2m−1
and
(X − η∗2m−2)(X − η∗−2m−2) =
(
X + q
1
2 +
m−2∑
r=2
2r−1Crq
2r−1−1
2r − 2m−2Cm−1q
2m−2−1
2m−1
)2
− 22(m−1)D2mq
2m−1−1
2m−1
are irreducible over the rationals. Part (b) now follows in view of Lemma 2.13.
Finally, suppose that 2m−2 ‖ s. Making use of (4.3) – (4.5) and Lemma 4.1, we obtain
η∗0 = − q
1
2 −
m−2∑
r=2
2r−1Crq
2r−1−1
2r − (−1)m · 2m−2Cm−1q
2m−2−1
2m−1
+ 2m−2
(
G(λ) +G(λ¯)
)
, (4.9)
η∗2m−1 = − q
1
2 −
m−2∑
r=2
2r−1Crq
2r−1−1
2r − (−1)m · 2m−2Cm−1q
2m−2−1
2m−1
− 2m−2 (G(λ) +G(λ¯)) , (4.10)
η∗±2m−2 = − q
1
2 −
m−2∑
r=2
2r−1Crq
2r−1−1
2r + (−1)m · 2m−2Cm−1q
2m−2−1
2m−1
∓ 2m−2i (G(λ)−G(λ¯)) . (4.11)
By employing the same type of argument as in the proof of Theorem 3.2, we see that
(
G(λ)±G(λ¯))2 = ∓ 2q(2m−1−1)/2m−1 (q1/2m−1 ± (−1)m · Cm−1) .
Combining this with (4.9) – (4.11), we conclude that
(X − η∗0)(X−η∗2m−1)
=
(
X + q
1
2 +
m−2∑
r=2
2r−1Crq
2r−1−1
2r + (−1)m · 2m−2Cm−1q
2m−2−1
2m−1
)2
+ 22m−3q
2m−1−1
2m−1
(
q
1
2m−1 + (−1)m · Cm−1
)
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and
(X − η∗2m−2)(X−η∗−2m−2)
=
(
X + q
1
2 +
m−2∑
r=2
2r−1Crq
2r−1−1
2r − (−1)m · 2m−2Cm−1q
2m−2−1
2m−1
)2
+ 22m−3q
2m−1−1
2m−1
(
q
1
2m−1 − (−1)m · Cm−1
)
.
Since q1/2m−2 = ps/2m−2 = C2m−1 +D2m−1, we have q1/2
m−1
> |Cm−1|. This means that
the polynomials (X − η∗0)(X − η∗2m−1) and (X − η∗2m−2)(X − η∗−2m−2) are irreducible
over the reals. Furthermore, since 2m−2 ‖ s, the polynomials (X − η∗0)(X − η∗2m−1) and
(X − η∗2m−2)(X − η∗−2m−2) belong to R[X ] \Q[X ]. Since R[X ] is a unique factorization
domain, it follows that the polynomial
(X−η∗0)(X − η∗2m−1)(X − η∗2m−2)(X − η∗−2m−2)
=
((
X + q
1
2 +
m−2∑
r=2
2r−1Crq
2r−1−1
2r
)2
+ 22(m−2)C2m−1q
2m−2−1
2m−2 + 22m−3q
)2
− 22(m−1)C2m−1q
2m−2−1
2m−2
(
X + (2m−2 + 1)q
1
2 +
m−2∑
r=2
2r−1Crq
2r−1−1
2r
)2
is irreducible over the rationals. Further, by Lemma 4.1 and (4.6),
η∗±2m−3 = −q
1
2 −
m−3∑
r=2
2r−1Crq
2r−1−1
2r +2m−3Cm−2q
2m−3−1
2m−2 ± (−1)m · 2m−2Dm−1q
2m−2−1
2m−1 ,
and so η∗2m−3 and η∗−2m−3 are algebraic conjugates of degree 2 over the rationals. Hence,
the polynomial
(X − η∗2m−3)(X − η∗−2m−3) =
(
X + q
1
2 +
m−3∑
r=2
2r−1Crq
2r−1−1
2r − 2m−3Cm−2q
2m−3−1
2m−2
)2
− 22(m−2)D2m−1q
2m−2−1
2m−2
is irreducible over the rationals. The remaining cyclotomic periods η∗±2t , 0 ≤ t ≤ m− 4,
are integers, in view of (4.7) and (4.8). Now Part (c) follows by appealing to Lemma 2.13.
This concludes the proof. 
Remark 4.3. Myerson has shown [10, Theorem 17] that P ∗4 (X) is irreducible if 2 ∤ s,
P ∗4 (X) = (X + q
1/2 + 2C2q
1/4)(X + q1/2 − 2C2q1/4)
× (X − q1/2 + 2D2q1/4)(X − q1/2 − 2D2q1/4) if 4 | s,
and, with a slight modification,
P ∗4 (X) =
(
(X + q1/2)2 − 4C22q1/2
) (
(X − q1/2)2 − 4D22q1/2
)
if 2 ‖ s,
where in the latter case the quadratic polynomials are irreducible over the rationals. Fur-
thermore, the result of Gurak [7, Proposition 3.3(ii)] can be reformulated in terms of C2,
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D2, C3 and D3. Namely, P ∗8 (X) has the following factorization into irreducible polyno-
mials over the rationals:
P ∗8 (X) = (X − q1/2 + 2D2q1/4)2(X − q1/2 − 2D2q1/4)2
× (X + q1/2 + 2C2q1/4 + 4C3q3/8)(X + q1/2 + 2C2q1/4 − 4C3q3/8)
× (X + q1/2 − 2C2q1/4 + 4D3q3/8)(X + q1/2 − 2C2q1/4 − 4D3q3/8) if 8 | s,
P ∗8 (X) = (X − q1/2 + 2D2q1/4)2(X − q1/2 − 2D2q1/4)2
× ((X + q1/2 + 2C2q1/4)2 − 16C23q3/4)
× ((X + q1/2 − 2C2q1/4)2 − 16D23q3/4) if 4 ‖ s,
P ∗8 (X) =
(
(X − q1/2)2 − 4D22q1/2
)2
×
((
(X + q1/2)2 + 4C22q
1/2 + 8q
)2 − 16C22q1/2(X + 3q1/2)2) if 2 ‖ s.
Thus part (a) of Theorem 4.2 remains valid for m = 2 and m = 3. Moreover, for m = 3,
part (b) of Theorem 4.2 is still valid (cf. Remark 3.3).
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