We study monomial ideals, always given by a unique monomial, like a reasonable first step to estimate in general the number of blow ups of the desingularization algorithm appearing in [EV]. To resolve a monomial ideal X a1
Introduction
This paper is devoted to study the complexity of the algorithm of resolution of singularities appearing in [EV] . This algorithm provides a log-resolution in characteristic zero, this means: let W be a regular ambient space over a field k of characteristic zero and let J ⊂ O W be a sheaf of ideals. A log-resolution of J is a sequence of blow ups at regular centers
such that each center has normal crossings with the exceptional divisors E i , and the total transform of J in W N is of the form
with b i ∈ N for all 1 ≤ i ≤ N and E N = {H 1 , . . . , H N }. The key of the algorithm is to use induction on the dimension of the ambient space W to construct an invariant function which drops after blowing up.
We shall work with the invariant defined in [EV] , using the language of mobiles developed in [EH] . We remind briefly the main notions. For simplicity, let W = A n k be an algebraic set, k a field of characteristic zero. Let J ⊂ O W be an ideal, for instance defining a singular variety X ⊂ W .
To resolve the toric hypersurface {Z c − X a 1 1 · . . . · X an n = 0} we note that its singular locus is always included in {Z = 0}, and we reduce to the case where J is of the form J = X a 1 1 · . . . · X an n with 1 ≤ a 1 ≤ a 2 ≤ . . . ≤ a n , 
where c is the critical value, that is, Sing(J, c) = {ξ ∈ X| ord ξ (J) ≥ c}. If a i = 0 for some i, then we may assume dim(W ) < n.
After blowing up, we always consider the controlled transform of J with respect to c, J ′ = I(Y ′ ) −c · J * where J * is the total transform of J and Y ′ denotes the new exceptional divisor. For the toric problem J =< Z c − X a 1 1 · . . . · X an n >, blowing up the origin we have, in some chart X i :
an n ) we can only factorize c times the exceptional divisor.
So we will apply the algorithm to the ideal J =< X a 1 1 · . . . · X an n >, which is already a monomial ideal, but it is not supported by exceptional divisors yet.
The ideal J factors into J = M · I, with M the ideal defined by normal crossing divisors, and I some ideal still unresolved. By induction on the dimension of W , we will have this decomposition at every dimension from n to 1, that is
There is a critical value c i+1 at each dimension i, (c n+1 = c), see [EH] for details.
Let E be the exceptional divisor of previous blow ups, and consider E = ∪ n i=1 E i where E i applies to dimension i. Obviously, we start with E = ∅.
For any point ξ ∈ Sing(J, c), the invariant function t will have n coordinates, with lexicographical order, and it will be one of the following three types:
where θ i = ord ξ (I i ) , m i is the number of exceptional divisors in E i , and Γ is the invariant function corresponding to the so-called monomial case, following the notation of [EV] , pages 165 − 166.
Monomial case (exceptional monomial)
A monomial case is a special kind of monomial ideal, the one given by a unique monomial that can be expressed in terms of the exceptional divisors (once they are known, after several blow ups). We can also call it exceptional monomial. Theorem 1.1. Let J be a monomial ideal as in equation (1), and E = {H 1 , . . . , H n } with
Then an upper bound for the number of blow ups to resolve J is given by d − c + gcd(a 1 , . . . , a n , c) gcd(a 1 , . . . , a n , c) .
Proof. We may assume the greatest common divisor of the exponents a i and the critical value c is equal to 1, because both the simplified problem and the original problem have the same singular locus. That is, if gcd(a 1 , . . . , a n , c)
The blowing up center
a i = a n−r+1 because n i=n−r+2 a i < c by construction of the center Z. Then the total order of the ideal drops after each blow up by at least one, so in the worst case, we need d − (c − 1) blow ups to obtain a total order lower than c. Remark 1.2. This bound is reached only at the following values of c:
These values are those values of c where the total order of the ideal drops after each blow up exactly by one. Remark 1.3. If gcd(a 1 , . . . , a n , c) = k > 1, then the bound for an exceptional monomial ideal of order d is (d − c + k)/k < d − c + 1, so we can use in practice the bound for the case gcd(a 1 , . . . , a n , c) = 1.
Case of one monomial
To construct an upper bound for the number of blow ups needed to resolve an ideal J given by a unique monomial, we estimate the number of blow ups to obtain J = M (an exceptional monomial) and use theorem 1.1. In order to use theorem 1.1, we need an estimation of the order of the monomial part M . This estimation will be valid in general for any stage of the resolution process.
Lemma 2.1. Let J be a monomial ideal as in equation (1) and c the critical value. Let ξ ∈ A n k be a point. Then ord
where ord N ξ (M ) denotes the order at any point ξ of the monomial part M after N blow ups. Proof. It follows by induction over N .
At the begining, the first blowing up center given by this algorithm is always the origin, so in some chart
By induction hypothesis, after m − 1 blow ups, the order d ′ of the monomial part is
Now there are two possibilities:
1. In the next blowing up center there are only variables appearing in I n .
2. In the next blowing up center there are variables appearing in I n and there are also variables appearing in M n .
Case 1:
In the worst case, the blowing up center is Z = ∩ n j=s+1 V (X i j ).
Case 2:
In the worst case, if the center is a point,
Therefore in both cases the order of M ′ n is
Remark 2.2. Due to its general character, this bound is large and far from being optimal.
Remark 2.3. The ideals M i are supported by normal crossing divisors D i . Their transformation law after blow up is
where D * j denotes the pull-back of D j by the blow up, and Y ′ denotes the new exceptional divisor.
In order to obtain the ideals J i−1 , n ≥ i > 1, we define the companion ideals P i and the composition ideals K i , see [EH] for details. We construct the companion ideals to ensure that Sing(P i , θ i ) ⊂ Sing(J i , c i+1 ),
, with respect to a control c i+1 and a normal crossing divisor E i in A n k is
The construction of the composition ideal K i ensures normal crossing with the exceptional divisor E i .
We say that an ideal
Finally, we construct the junior ideal J i−1
where V is a hypersurface of maximal contact in W i (see [EH] page 830) and Coef f V (K i ) is the coefficient ideal of K i in V (see [EH] page 829). The junior ideal J i−1 is an ideal in this suitable hypersurface V of dimension i − 1. If θn c ≥ 1 we are in the first case of equation (2),
. . = D 1 = ∅ and P i = I i , and hence J i−1 is always given by a unique monomial.
If a n ≥ a n−1 ≥ . . . ≥ a 1 ≥ c then at every stage θn c ≥ 1 , so we are always in the above situation. The singular locus of J is always a union of hypersurfaces ∪ r i=1 {X i = 0}, 1 ≤ r ≤ n, so we will call this case the minimal codimension case.
If there exists some a i 0 < c, at a certain stage of the resolution process it may occur θn c < 1. Then we are in the second case of equation (2), the monomial part M n can appear in some J j for n − 1 ≥ j ≥ 1, and
can be much greater than 1, what increase the number of blow ups. Now its singular locus is a union of intersections of hypersurfaces of the type ∪ l j ({X l 1 = 0} ∩ . . . ∩ {X l i = 0}). This is the higher codimension case.
3 Bound in the minimal codimension case Proposition 3.1. Let J be a monomial ideal as in equation (1) with a i ≥ c for all 1 ≤ i ≤ n. After each blow up which drops θ n , the invariant function is of the form
Proof. After blowing up,
then, P ′ n = I ′ n and the monomial part does not appear in J ′ l for all n ≥ l ≥ 1. We have θ ′ n = θ n , then E ′ n = Y ′ + |E| and m n = s, we count all the exceptional divisors of the previous steps and the new one. There are no exceptional divisors in lower dimension because E ′ n−1 = (Y ′ + |E| ) − E ′ n = ∅ and, in a similar way, we obtain E ′ l = ∅ for all n − 1 ≥ l ≥ 1.
The normal crossing divisors D ′ i = ∅ for all n − 1 ≥ i ≥ 1 then the corresponding ideals Remark 3.2. After each blow up, the exceptional divisors at each dimension are:
where E j denotes the strict transform of E j by the blow up, and Y ′ denotes the new exceptional divisor. We denote |E| = E 1 ∪ . . . ∪ E n . Hence, after the first blow up, since θ ′ n < θ n , E ′ n = Y ′ and E ′ n−1 = · · · = E ′ 1 = ∅. After the second blow up, in the chart where θ ′′ n = θ ′ n , E ′′ n = (E ′ n ) = ∅, E ′′ n−1 = Y ′′ , and E ′′ n−2 = · · · = E ′′ 1 = ∅ and so on. We call this phenomena propagation because every exceptional divisor appears first in dimension n, then in dimension n − 1, n − 2, and so on, we never lose none. Definition 3.3. We will call propagation, p(i, j) for 1 ≤ i ≤ j − 1, 1 ≤ j ≤ n, the needed number of blow ups, remaining constant (t n , t n−1 , . . . , t j+1 ) and θ j , to eliminate i exceptional divisors in dimension j when there are no exceptional divisors in lower dimensions. That is, passing from the stage
Proof.
• If we have i exceptional divisors in dimension i, K i+1 is bold regular, t i = ∞ so we do not see dimension i, therefore p(i, i) = 0.
If there are s exceptional divisors at this step of the resolution process, this means that there are n − s variables in I n . On the other hand, from dimension n until dimension i + 1 we have s − i excepcional divisors.
When we calculate J n−1 , . . . , J i+1 , we add to the corresponding composition ideal K j the variables in I W j (E j ∩W j ), so in these dimensions we will have (n−s)+(s−i) = n−i variables.
At each step making induction on the dimension, we lose one variable, so in n − i − 1 steps we obtain that K i+1 , that corresponds to the n − i position, is bold regular. And the variables appearing in these i exceptional divisors do not appear in the next blowing up center.
• By induction on the dimension:
-If j = 1, p(1, 1) = 0 by the previous argument.
-If j = 2, p(1, 2) = 1 because when we propagate 1 excepcional divisor from dimension 2 to dimension 1, K ′ 2 is bold regular.
Then p(1, 2) = 1 = 1 + 0 = 1 + p(1, 1).
-We assume the result until j = s − 1. For j = s:
In the first blow up, we want to remain constant ([θ n , m n ] . . . [θ s+1 , m s+1 ]) and θ s , so we look to some suitable chart where m s = i drops. As m s drops then m s−1 = i−(i−1) = 1 and we propagate this exceptional divisor in dimension s−1, making p(1, s−1) blow ups. Otherwise, remaining constant ([θ n , m n ] . . . [θ s+1 , m s+1 ]) and θ s , the only possibility is to drop m s again from i− 1 to i− 2 looking to a suitable chart, but in this case we would obtain the same invariant function appearing after the propagation. As we want to construct the largest possible sequence of blow ups, we follow the propagation phenomenon as above. Blowing up again:
with p(l, s − 1), 1 ≤ l ≤ i, defined by the induction hypothesis.
Remark 3.5. Computation of examples in Singular with desing package has been useful to state this behaviour of the exceptional divisors after blowing up.
Theorem 3.6. Let J be a monomial ideal as in equation (1) with a i ≥ c for all 1 ≤ i ≤ n. The invariant function drops after blowing up in the following form:
. . , ∞) At this stage, a l ≥ c by hypothesis, so the next blowing up center is {X l = 0}, and then we obtain an exceptional monomial.
Proof. It follows by propagation lemma and the fact that each time that θ n drops E ′ n = Y ′ + |E| ν , and
Remark 3.7. Following the propagation in the above way provides the largest branch in the resolution tree, because in other case, for example after the first blow up
looking to some chart X j with j = i we obtain an invariant which will appear later in the resolution process, after the propagation p(1, n).
Corollary 3.8. Therefore, under the hypothesis of theorem 3.6, the needed number of blow ups to obtain an exceptional monomial is at most
Remark 3.9. In this case we always have θ n ≥ c, so Sing(J, c) = ∅. In the resolution tree, the branch of theorem 3.6 effectively appears, and it is the largest, hence (6) is exactly the number of blow ups to obtain J = M .
Proposition 3.10.
are Catalan numbers.
Proof.
Step 1: Extending p to arbitrary dimension:
Because of the form of the recurrence equation defining p(i, j) and the fact that p(n, n) = 0 by definition, we have
Step 2: Solving the recurrence equation defining p(i, j):
(a) We transform the recurrence equation in one defined for every i, j ≥ 0: By sending the pair (i, j) to the pair (i, j −i) we extend the recurrence to i, j ≥ 0, that is we considerp
We obtain an auxiliary recurrence equation:
Therefore, we have the following recurrence equation involvingp(i, j)
Taking r(i, j) = p(i, i + j) + 1 =p(i, j) + 1 we obtain We define r i,j := r(i, j) and the generating functions
by the recurrence equation involving r(i, j)
multiplying the equality by y we have
so we obtain a equation of the form
Now we apply the kernel method used in [BP] , algebraic case 4.3:
. We take the solution passing through the
and y = xC(x) where C(x) is the generating function of Catalan numbers. On the other hand, Q(x, y) = 0 gives K(x, xC(x)) = U (x),
(1−x)(1−xC(x)) − 1 and using
Making some calculations and using
we obtain the generating function of r(i, j)
R(x, y) = xyC(x) + x − y (y 2 − y + x)(1 − x) .
Step 3: Obtaining the generating function corresponding to the values p(n, n + 1):
The coefficient of y in R(x, y) is just i≥0 r i,1 x i then i≥0 r i,1 x i = ∂R(x, y) ∂y
is the generating function of the elements in the first column.
If C(x) is the generating function of C n then the convolution product C(x) · 1 1−x is the generating function of n k=0 C k = S n therefore r n,1 = n k=0 C k .
As r(n, 1) = p(n, n + 1) + 1 then p(n, n + 1) = r(n, 1) − 1 = n k=0 C k − 1, as C 0 = 1 we have p(n, n + 1) = n k=1 C k where C k are Catalan numbers.
See [ST] for more details about Catalan numbers and the web page [SL] for further details about their partial sums.
Theorem 3.11. The number of blow ups to resolve a monomial ideal J as in equation (1) with a i ≥ c for all 1 ≤ i ≤ n, is at most
Proof. It follows by theorem 1.1, lemma 2.1 and proposition 3.10.
Some values of the bound: Example 4.1. If we consider J = X 5 1 X 4 2 X 3 and c = 4, there exists a branch of height 15 until obtain J = M or Sing(J, c) = ∅. So, in dimension 3, we need a bound greater than or equal to 15 for a higher codimension case, in front of the 8 blow ups needed for a minimal codimension case.
In any case, both theorem 1.1 and lemma 2.1 are valid also in the higher codimension case, so the open problem is to find a bound C until obtain an exceptional monomial to construct a global bound of the form C + (2 C − 1)(d − c) − c + 1.
For n = 2 the higher codimension case appears only in dimension 1 and making some calculations we obtain C = 3, that gives the same bound as in the minimal codimension case. This bound can be improved by studying the different branches.
