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多くの社会的な問題解決に利用されている [1]. オペレーションズ リサーチを普及させたモース,




研究をはじめ,密輸ルートの撲滅を扱ったThomas and Nisgav[4] の研究,Assimakopoulos[5] によ
る感染症の拡大阻止問題,Kodialam and Lakshman[6] による通信ネットワークの防護,Salmeron
ら [7] による電力網やその他のインフラネットの防衛問題,Churchら [8] による一般的な施設防護
問題,Bell ら [9] やPerea and Puerto[10] による道路網や鉄道網といった公共輸送網の防護設計
問題など,様々な問題が取り扱われている.
侵入者と守備側の衝突による損耗に焦点をあてたネットワーク阻止ゲームを損耗ゲームと呼ん
で議論したのが Hohzaki and Chiba [11] である.その後,プレイの途中で侵入者と守備側で非対
称な情報収集のある2段階のゲームがHohzaki and Sunaga[12] によって議論された.これらの研
究では,プレイヤーが拠出した資源量に比例した損耗が生じるとした単純な損耗モデルが仮定さ
れていたが,資源量の2乗に比例する損耗を考え勢力集中効果のある損耗モデルを組み込んだ損










Al. ノード集合 N と有向アーク集合 A からなる閉路を持たないネットワーク G(N, A) を空間
とする.
A2. 侵入者及び守備側の2人のプレイヤーが存在する.侵入者は複数ノード群 S\subseteq N の各出発






A3. 損耗はアーク上で侵入者,守備側が出会った際に発生する.アーク e\in A に流入した侵入量
x と守備量 y との衝突の結果として,侵入勢力の残存量は次式 f_{e}(x, y) で与えられる.
f_{e}(x, y)=\displaystyle \max\{0, x-$\gamma$_{e}y\} (1)




前提 A3の(1) 式は,交戦モデルとして有名なランチェスターの1次則モデル [15] と呼ばれる.
3 共通アークでの損耗と戦略の定義
ここでは,侵入者が分かれて複数のアークを通過した場合の残存量に関する知見を述べる.
予備定理2 (Hozaki and Chiba [11]) ある出発ノードから目的ノードまでのパスを構成する
アークを \{e_{1}, e_{2}, \} とする.このパス上を時間差を置いて侵入量 x_{1}, \cdots, x_{n} が通過する場合,
アーク e_{l} を k番目の侵入が通過し終わった直後に観測できる残存総量 z_{k}^{l} は,次式で与えられる.




まず,守備側の配備計画を y=\{y_{e}, e\in A\} で表す. y。はアーク e に配備する守備量である.侵入
者戦略を表すためには,次の予備定理が役立つ.
予備定理3 (Hozaki and Chiba [11]) あるノードから侵入する侵入者が複数のパス群へ分かれ
て移動する分派戦略は,1つのパスでの全体移動戦略の混合戦略に弱く支配される.
予備定理3から,侵入者の純粋戦略は,各々の出発ノード s から T のいずれかのノードまでの
1本のパスを選択して全体移動することである.同時に , この定理は, 出発ノードの異なる侵入
者がどこかで会合した場合には,それ以降同じ移動経路をとるべきであるとの知見ももたらす.い
ま,出発ノード s から T のいずれかの目的ノードまで到達するパス集合を $\Omega$_{s} で表すと,侵入者の
純粋戦略は直積  $\Omega$\displaystyle \equiv\prod_{s\in S}$\Omega$_{s} の1つの要素 l=(l_{1}, l_{2}, \cdots) \in $\Omega$ を選択することである.  l_{s}\in$\Omega$_{s} は




つかの排反なパス群で純粋戦略  l が構成される.
1つのパス組 l \in $\Omega$ が与えられたとして,  l のノード及びアークから成るグラフを c_{i} とし,そ
のいずれかのパスが到達する目的ノードの集合を T_{l} で表そう.2つの到達ノード t, t'\in$\tau$_{i} が異
なれば,それぞれを根とするグラフは非連結である. G_{l} はすべての出発ノード S を含むが,必ず
しもすべての目的ノード T を含むとは限らない.ある到達ノード t\in T_{l} に到る l から成る連結グ
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ラフは, t を根とするツリー構造をもつ.根 t と葉以外のノードとして,2つ以上のパスが会合す
る度数3以上のノードとパスの経由地点のような度数2のノードをもつ.前者を会合ノードと呼
び,後者を経由ノー ドと呼ぶ.葉は必ず出発ノードであるが,出発ノードは会合ノードにも経由
ノードにもなり得る.図1のグラフは,根 t , 葉si, s_{2}, s_{3} , 会合ノード a, b及び経由ノードとなっ
ている出発ノード s_{4} をもっており,出発ノードでない経由ノードは省略して描かれている.この
ように, c_{i} から出発ノードでない経由ノードを削除したグラフを \hat{G}_{l} と書き, \hat{G}_{l} におけるノード
を \hat{N}_{l} とする.ある t\in T_{l} に到るツリーを, t を一番右に描き,会合ノードに集まるパスをその左
側に描く.すなわち,出発ノードから目的ノード t までの向きのある移動パスを常に右向きに描く
ものとする.任意のノード k\in\hat{N}_{l} の右に描かれ次の隣接ノード k'\in\overline{N}_{l} に至る区間はパスの会合
はなく,元のグラフ  G\downarrow において幾つかのアークを侵入者が移動するパスの一部であり,この区間
の  G_{l} のアーク集合を M_{k}^{l} とし,ノード k の左に隣接した \overline{N}_{l} のノード集合を \hat{L}_{k}^{l} とする. k が葉
であれば \hat{L}_{k}^{l}=\emptyset であり,根であれば  M_{k}^{l}=\emptyset である.
図1 :会合帯同条件を満たすパスのツリー構造
ここで,1つのパス組  l\in $\Omega$ から作られ,目的ノード  t\in T_{l} に至るグラフにおいて,守備側の
配備 y があった場合の最終的な侵入者の総残存量がどう表されるか考えよう.葉となるノード s
は出発ノードであり,この s を出発する侵入者数は R_{s} である.ここで任意のノート’  $\iota$\neq k\in\hat{N}_{l}
及びその上のアーク集合 M_{k}^{l} を移動後の侵入者の残存量を $\mu$_{k}^{l} で表し,この表現式を求めよう.
まず予備定理2から,出発ノード s\in S に関する残存量 $\mu$_{s}^{l} は
$\mu$_{s}^{l}=\displaystyle \max{  0, R_{s}+\displaystyle \sum_{k\in\hat{L}_{ $\varepsilon$}^{l}}$\mu$_{k}^{l}-\sum_{\mathrm{e}\in}雌 $\gamma$_{e}y_{e} } (3)
で求められ,出発ノードでない任意の会合ノード d\in\overline{N}_{l} から M_{d}^{l} 通過直後の残存量は
$\mu$_{d}^{l}=\displaystyle \max\{0, \sum_{k\in\hat{L}_{d}^{l}}$\mu$_{k}^{l}-\sum_{e\in M_{d}^{l}}$\gamma$_{e}y_{e}\} (4)
で表される.最終的に到着ノード t まで生き残る残存総量は次式となる.
v_{t}^{l}= \displaystyle \sum $\mu$_{k}^{l} (5)
 k\in鋭
個々の  t\in T_{l} の残存量の和が,パス組 l を用いた移動の結果得られる侵入者の総残存量であり,次
式で書ける.
R(l, y)=\displaystyle \sum_{t\in T_{l}}v_{t}^{l} (6)
ここで,侵入者の混合戦略を,移動パス戦略 l を確率  $\pi$(l) でとる混合戦略  $\pi$\equiv\{ $\pi$(l), l\in $\Omega$\} で表
すと,  $\pi$ と配備計画  y による侵入者の期待残存量は次式で与えられる.
R( $\pi$, y)=\displaystyle \sum_{l\in $\Omega$} $\pi$(l)R(l, y) (7)
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ここで,侵入者の混合戦略  $\pi$ と守備側の守備計画  y の実行可能領域  $\Pi$,  $\Psi$ を確認しておこう.
 $\Pi$= \displaystyle \{\{ $\pi$(l), l\in $\Omega$\}|\sum_{l\in $\Omega$} $\pi$(l)=1,  $\pi$(l) \geq 0, l\in $\Omega$\} (8)
 $\Psi$= \displaystyle \{\{y_{\mathrm{c}}, e\in A\}|\sum_{e\in A}y_{e}, \leq B_{0}, y_{e}\geq 0, e\in A\} (9)
4 同時手番ゲームの均衡解の導出
ここでは,期待支払 (7) 式をもつ one‐shot ゲームを解きその均衡解を求める.まず,期待支払
R( $\pi$, y) に対するミニマックス最適化問題を解く.まず,  $\pi$ の実行可能性条件 (8) から,
\displaystyle \min_{y\in}\mathrm{m} $\pi$ax  R( $\pi$, y)=\displaystyle \min_{y\in $\Psi$}\max R(l, y)l\in $\Omega$=\min_{y\in $\Psi$}\{ $\xi$ |  $\xi$\geq R(l, y), l\in $\Omega$\} (10)
と変形できるが, R(l, y) の式に (3) \sim(6) による式展開を用いることができる.ただし,式(3) 及
び(4) を次のような2組の不等式で置き換える.
$\mu$_{s}^{l}\geq R_{s}+ \displaystyle \sum $\mu$_{k}^{l}-\displaystyle \sum_{e\in M_{s}^{l}}$\gamma$_{e}y_{e}, $\mu$_{s}^{l}\geq 0 (s\in S) (11)k\in\hat{L}_{s}^{l}
$\mu$_{d}^{l}\geq \displaystyle \sum $\mu$_{k}^{l}-\displaystyle \sum_{e\in M_{d}^{l}}$\gamma$_{e}y_{e}, $\mu$_{d}^{l}\geq 0 (d\in\overline{N}_{l}, d\not\in S, d\not\in T_{l}) (12)k\in\hat{L}_{d}^{l}
また,等式 (5) 及び (6) をそのまま用いて,(10) 式の制約条件が次のように書ける.
v_{t}^{l}= \displaystyle \sum $\mu$_{k}^{l} (t\in \mathrm{T}_{l}) , (13)
k\in\hat{L}_{t}^{l}
 $\xi$\displaystyle \geq\sum_{t\in T_{l}}v_{t}^{l} (14)
以上のような制約条件式をすべての  l\in $\Omega$ に関し作成し,(9) 式にある  y の実行可能性条件を追加
して,(10) 式による最小化問題 \displaystyle \min $\xi$ を定式化することにより,守備側の最適配備計画  y^{*} を求め
る線形計画問題が得られる.
この問題がミニマックス値を正しく出すことを言うためには,式(11), (12) の不等式系で表現さ
れた  $\mu$ の最適値が,最終的に式 (3), (4) を与えることを確認すればよい.それは,(14), (13) 式か
ら,  $\xi$ の最小化は変数  v の個々の最小化によって実現され,変数 v の最小化はさらに変数  $\mu$ の最小
化により可能となることから理解できる.
(具体例に対する制約条件系) いま5つの出発ノード  s_{1}, \cdots , s5があるとし,パス組  l=\{l_{\mathrm{i}}, \cdots, l_{5}\}
の中の4本のパス l_{1}, \cdots, l_{4} が,4つのノード s_{1}, \cdots , s4から1つの目的ノード  t に到る図1のよ
うなツリーを形成し,これらのパスとは会合しないパス l_{5} によって,出発ノード s_{5} から目的ノー
ド t' に到るアーク群 M_{s_{5}} のツリーが形成されるものとしよう. l=\{l_{1}, \cdots, l_{5}\} についての制約式
 $\xi$\geq R(l, y) の表現式系は次のようになる.ただし,パス組1は表示していない.
 $\xi$\geq v_{t}+v_{t'}, v_{t}=$\mu$_{s_{4}}, v_{t'}=$\mu$_{85},
$\mu$_{s_{1}} \displaystyle \geq R_{s_{1}}-\sum_{e\in M_{6}\cdot 1}$\gamma$_{e}y_{e}, $\mu$_{s_{2}} \displaystyle \geq R_{s_{2}}-\sum_{2}$\gamma$_{e}y_{e}e\in M_{s} ’ $\mu$_{s_{3}} \displaystyle \geq R_{s_{3}}-\sum_{e\in M_{\mathrm{s}_{3}}}$\gamma$_{e}y_{e},
$\mu$_{a}\displaystyle \geq$\mu$_{s_{\mathrm{i}}}+$\mu$_{s_{2}}-\sum_{e\in M_{a}}$\gamma$_{e}y_{e}, $\mu$_{b}\displaystyle \geq$\mu$_{a}+$\mu$_{s_{3}}-\sum_{e\in M_{b}}$\gamma$_{e}y_{e}, $\mu$_{s}4\displaystyle \geq R_{s_{4}}+$\mu$_{b}-\sum_{e\in M_{s}4}$\gamma$_{e}y_{\mathrm{e}},
$\mu$_{\mathcal{S}_{5}} \displaystyle \geq R_{s_{5}}-\sum_{e\in M_{s_{5}}}$\gamma$_{e}y_{e}, $\mu$_{a}, $\mu$_{b}, $\mu$_{s_{1}} , . . . , $\mu$_{s}5 \geq 0.
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\hat{L}_{k}^{l} 及び M_{k}^{l} におけるノード k は,パス組1によって決まる $\tau$_{i} の1つの目的ノード t\in T_{i} に到る
ツリーに存在する.これまでの議論から,守備側の最適戦略 y^{*} を導出するための定式化は次のよ
うになる.
(P_{B}) \displaystyle \min_{y,v, $\mu,\ \xi$}  $\xi$
 s.t.  $\xi$\displaystyle \geq\sum_{t\in T_{l}}v_{t}^{l}, l\in $\Omega$,
 v_{t}^{l}= \displaystyle \sum $\mu$_{k}^{l} t\in T_{l}, l\in $\Omega$ , (15)
 k\in\hat{L}_{\mathrm{t}}^{l}
 $\mu$_{s}^{l}\displaystyle \geq R_{s}+ \sum $\mu$_{k}^{l}-\sum_{e\in M_{s}^{l}}$\gamma$_{e}y_{e}, s\in S, l\in $\Omega$ , (16) k\in\hat{L}_{s}^{l}
 $\mu$_{d}^{l}\displaystyle \geq \sum $\mu$_{k}^{l}-\sum_{e\in M_{d}^{l}}$\gamma$_{e}y_{e}, d\in\overline{N}_{l}, d\not\in S, d\not\in T_{l}, l\in $\Omega$ , (17) k\in\hat{L}_{d}^{l}
 $\mu$_{d}^{l}\geq 0, d\in\overline{N}_{l}, d\not\in T_{l}, l\in $\Omega$ , (18)
\displaystyle \sum_{e\in A}y_{e}\leq B_{0} , (19)
y_{e}\geq 0, e\in A.
次に,侵入者の最適混合戦略 $\pi$^{*} の導出のための期待残存量 R( $\pi$, y) のマックスミニ最適化を行う.
最小化問題 \displaystyle \min_{y}R( $\pi$, y) =\displaystyle \min_{y}\sum_{l\in $\Omega$}\{ $\pi$(l)w_{l}|w_{l} = \sum_{t\in T_{l}}v_{t}^{l}\} においては,ミニマックスの議論
で行ったように,変数 v_{t}^{l} は式 (15) \sim(18) で展開される.その線形計画問題を双対問題に変換す
るため,等式条件 wl=\displaystyle \sum_{t\in T_{l}}v_{t}^{l} と式 (15) に対応する双対変数をそれぞれ $\eta$_{l}, $\xi$_{t}^{l} とする.同様に,
(16) 式及び (17) 式に同じ双対変数 $\rho$_{s}^{l}, $\rho$_{d}^{l} を対応させる.さらに,(19) 式に対する双対変数  $\lambda$ を用
いる.双対化の結果得られる最大化問題は次式となる.
 $\eta,\ \xi,\ \rho,\ \lambda$\displaystyle \max \sum_{l\in $\Omega$}\sum_{s\in S}R_{s}$\rho$_{S}^{l}-B_{0} $\lambda$
s.t.  $\eta$_{l}= $\pi$(l) , l\in $\Omega$,
$\xi$_{t}^{l}=$\eta$_{l}, t\in T_{l}, l\in $\Omega$,
$\rho$_{k}^{l}\leq$\xi$_{t}^{l}, k\in\hat{L}_{t}^{l}, t\in T_{l}, l\in $\Omega$,
$\rho$_{k}^{l}, \leq$\rho$_{k}^{l}, k'\in\hat{L}_{k}^{l}, k\in\overline{N}_{l)}k\not\in T_{l}, l\in $\Omega$,
$\gamma$_{e}\displaystyle \sum_{\{(l,k)|e\in M_{k}^{l},l\in $\Omega$\}}$\rho$_{k}^{l}\leq $\lambda$, e\in A,
$\rho$_{k}^{l}\geq 0, k\in\overline{N}_{l}, k\not\in T_{l}, l\in $\Omega$,
 $\lambda$\geq 0.
この問題の最適値が \displaystyle \min_{y}R( $\pi$, y) を与えるから,さらに変数  $\pi$ について最大化すれば,  R( $\pi$, y) の
マックスミニ最適化が完了する.最終的に整理した結果を一般的に記述すれば以下の線形計画問
題となり,これを解けば侵入者の最適混合戦略 $\pi$^{*} が得られる.
(P_{R}) \displaystyle \max_{ $\pi,\ \rho,\ \lambda$} \displaystyle \sum_{s\in S}R_{s}\sum_{l\in $\Omega$}$\rho$_{S}^{l}-B_{0} $\lambda$ (20)
s.t.  $\rho$_{k}^{l}\leq $\pi$(l) , k\in\hat{L}_{t}^{l} , t\in T_{l} ,  l\in $\Omega$ , (21)
 $\rho$_{k}^{l}, \leq$\rho$_{k}^{l}, k'\in\hat{L}_{k}^{l}, k\in\overline{N}_{l}, k\not\in T_{l}, l\in $\Omega$ , (22)
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 $\gamma$_{e}\displaystyle \sum_{\{(l,k)|e\in M_{k}^{l},l\in $\Omega$\}}$\rho$_{k}^{l}\leq $\lambda$, e\in A , (23)
\displaystyle \sum_{l\in $\Omega$} $\pi$(l)=1,
$\rho$_{k}^{l}\geq 0, k\in\overline{N}_{l}, k\not\in T_{l}, l\in $\Omega$.
問題 (P_{B}) は支払に関係する侵入者残存量が定式化されたものであるから理解し易いが,問題 (P_{R})
については若干補足説明を要する.
目的関数の第1項にある $\rho$_{S}^{l} は,条件式 (16) の双対変数として定義されたものであるから,等式
が成立するときに限って正の値をとる.また,パス組1の1つのパスに沿って移動中に侵入者が
全滅し,条件式 (17) で等式が成立しない場合は $\rho$_{d}^{l}=0 となり,不等式 (22) からノード d に到る
出発ノード s に対しても $\rho$_{s}^{l}=0 となるから,(20) 式の第1項を大きくするには,出発ノードから
出発した侵入勢力を無事に到着ノードに到着させなければならない.もし, $\rho$_{s}^{l} が不等式 (21) 及び
(22) から許される最大値  $\pi$(l) をとったとすると,目的関数の第1項は
\displaystyle \sum_{s\in S}R_{s}\sum_{l\in $\Omega$} $\pi$(l)=\sum_{s\in S}R_{s}
となる.結局,目的関数の第1項は侵入勢力の残存に関係する項であり,各出発ノードから出発
した侵入者が途中で全滅しない移動とすれば大きくなる項であると言える.
目的関数の第2項の意味について考察しよう.上記の議論から, $\rho$_{k}^{l} は,ノード k を通過するパ
スをとる侵入者が全滅せずに目的ノードまで到達した場合に限ってパス選択確率  $\pi$(l) をとる.し
たがって,制約式 (23) の左辺は,アーク e における途中全滅の無い侵入者の通過確率に  $\gamma$。が掛け
られており,この値は,アーク  e に単位守備量を配備した場合に実際に生起しうる損耗量の期待
値 (期待損耗率と呼ぶ) を表している.したがって,この制約式は期待損耗率を一定の値  $\lambda$ 以下
にし,守備効率の高いアークを作らないようにすることを意味している.そのことから,この  $\lambda$
と  B_{0} の積で与えられる目的関数第2項は期待損耗量を表しており,この量を小さくすることで,
目的関数 (20) を大きくできる.以上から,問題 (P_{R}) の目的関数は,侵入者が移動途中のすべて
のアークでの守備効率を小さく抑制しつつ,全勢力を目的ノード群まで無事たどり着かせるよう
にバランスのとれたパス選択の混合戦略を作るよう要請したものとなっている.
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