In this work, we are interested in the extraction of areas of interest from satellite images by introducing a MO-TRIBES/OC-SVM approach. The One-Class Support Vector Machine (OC-SVM) is based on the estimation of a support that includes training data. It identifies areas of interest without including other classes from the scene. We propose generating optimal training data using the Multi-Objective TRIBES (MO-TRIBES) to improve the performances of the OC-SVM. The MO-TRIBES is a parameter-free optimization technique that manages the search space in tribes composed of agents. It makes different behavioral and structural adaptations to minimize the false positive and false negative rates of the OC-SVM. We have applied our proposed approach for the extraction of earthquakes and urban areas. The experimental results and comparisons with different state-of-the-art classifiers confirm the efficiency and the robustness of the proposed approach.
Introduction
The huge amount of remote sensing data requires appropriate techniques to extract areas of interest, such as damages, urban or flooding areas. Many existing methods operate on all areas of interest. They need the availability of a large database covering all of the needed classes.
To overcome this issue, researchers use one-class classification methods that need a database covering only one class. In particular, high interest has been devoted to studying the frameworks of anomaly detection, targets, and one-class classification [1] . Among these one-class classifiers, the One-Class Support Vector Machine (OC-SVM) was introduced by [2] as a support vector method for novelty detection [1] . The OC-SVM is based on the estimation of a support that includes training data. Data are classified according to their inclusion in the estimated support.
Classification performances depend highly on the learning set. For this, Bootstrap AGGregatinG (BAGGING) [3] is used to reduce the influence of the learning set selection. BAGGING is a machine learning technique that improves the performance of single classifiers [4, 5] . It obtains higher performances by increasing the accuracy and the diversity of a classifier [5] . Different training data are obtained using a randomly drawn subset from the initial one. The final classification is carried out by majority voting [4] .
The authors in [6] proposed a method for controlling the random aspect of BAGGING with an initial decomposition of the learning data, a mono-objective optimization, and a multi-class classification. The final classification is carried out according to a vote that combines all of the sub-training data [5] . We noticed in this work that the initial decomposition of the learning base introduces a new parameter that significantly influences the results. In addition, optimization based on the maximization of the recognition rate can generate new confusions between some of the classes. We are proposing to generate and manage the different bases using the Multi-Objective TRIBES (MO-TRIBES) technique [7] [8] [9] [10] in order to overcome these issues.
MO-TRIBES is a parameter-free optimization technique. It manages the search space in tribes composed of agents. Each agent represents a proposition of an optimal training data. MO-TRIBES makes different behavioral and structural adaptations to provide a non-dominated agent that minimizes the false negative and false positive rates of the OC-SVM.
We applied the MO-TRIBES/OC-SVM approach on two different applications. The first one was for extracting images of areas that were damaged caused by the earthquake in Bam, Iran from an IKONOS image. The second application was for extracting images of urban areas from a LANDSAT5 TM image of the western region of Oran, Algeria. The results obtained were compared to the those from classical OC-SVM and BAGGING/OC-SVM classifiers, as well as different classification methods, such as decision trees [11] , random forest [12] , naïve Bayes [13] , and Quadratic Discriminant Analysis [14] .
The comparisons showed that our MO-TRIBES/OC-SVM approach obtained the best results.
The paper is organized as follows: Section 2 describes the core methods (i.e., the OC-SVM and MO-TRIBES). Section 3 presents a detailed description of the MO-TRIBES/OC-SVM approach. Datasets used for the experiments, obtained results, and comparative studies are presented in Section 4. The last section concludes the paper.
Core Methods

One-Class Support Vectors Machine (OC-SVM)
Support Vectors Machines (SVMs) are a classification method that were developed by Vapnik [15] .
They rely on a linear separation between data belonging to different classes. In order to increase the separability between data, the SVM performs a projection from an original space to a feature space of higher dimension. This is done according to a projection function ( ), such as:
There are many linear separators that can be used. Among them, the SVM opts for the separator that presents the larger margin (i.e., the distance between the closest vectors, which are called the support vectors). The larger margin is chosen in order to minimize classification errors. Thus, SVMs are naturally binary but their learning has been extended to mono-class classification [2] . Fig. 1 illustrates the OC-SVM principle. As can be seen, the search for the smaller hyper-sphere that contains all learning data is equivalent to the search for the linear separator that maximizes distance from the origin [16] .
So, OC-SVM learning is based on the determination of a linear separator ℎ( ) between the elements belonging to the same class and the origin. Such as: Thus, the goal is to find the linear separator that maximizes the margin and correctly classifies the training data. In practice, we have to introduce positive slack variables with = 1. . . These errors are weighted using a constant ∈ [0, 1]. Following these different considerations, the determination of the linear separator is modeled by the following optimization problem [16] :
Such as:  If is small, we allow for a few errors.
 If is large, there is a large margin of errors.
In order to simplify the constraints, the optimization problem (3) is solved using its dual form. The As it can be noticed from (4), the higher the dimension of the feature space is, the greater the computation cost of the scalar product ( ). is. In order to reduce this computation cost, kernel functions , = ( ).
can be used to implicitly project data [17] . The usual kernel functions are summarized below in Table 1 . The kernel functions allow us to rewrite (2) and (4), as follows:
The classification of an unknown element is determined by its position according to ℎ( ).
If ℎ( ) ≥ 0, then belongs to the concerned class, otherwise does not belong to the concerned class.
Multi-Objective TRIBES (MO-TRIBES)
TRIBES [7] [8] [9] [10] is a parameter-free particle swarm optimization [7, 8] . This optimization technique structures the search space in different tribes. Each tribe is composed of a variable number of agents that are completely connected. The improvement of the performances is carried using structural and behavioral adaptations. According to these updates, the best agent of each tribe is designated as the Chief or the Shaman.
Recently the TRIBES approach has been adapted to the multi-objective optimization that combines objective functions ( ), ∈ [1. . ] . In order to compare the performances of the agents, the MO- 
Structural adaptations
Initially, the search space contains a single agent that represents a tribe. This structure will evolve according to the generation and the removal of agents. In order to allow a delay time for the propagation of information, the structural update is done every /2 iterations [7] . represents the number of interconnections between the agents, such as:
With:  tribeNb represents the number of tribes in the search space.
 explorerNb [n] represents the number of agents in the tribes n.
The search space is restructured as described below.
 Removal of an agent: To reduce the computing time, agents are removed as soon as possible.
The removal of an agent cannot affect negatively the performances. Consequently, the worst agent of each good tribe (we declare a tribe as "good," if at least one agent of the tribe have improved its best location during the last iteration) is removed [9] .
 Generation of agents: Each bad tribe (we declare a tribe as "bad," if none of its agents have improved its best location during the last iteration) generates _ = (2, (9.5 + 0.124
, dim represents the dimension of the search space. All the generated agents compose a new tribe. As summarized in Table 2 , these agents could be confined or free [9] . Table 2 . The generation of agents
Type of agent Functions
Free agent To diversify the population, the free agent is randomly generated according to a uniform distribution. Such as:
is a real number chosen from the uniform distribution in the interval
. represents or . Also, and are two sub-spaces of 1, … , that are randomly generated for each new agent.
Confined agent
To intensify search inside an area, the new agent will be generated as following:
Let us denote is the best particle of the generating tribe. is the best informer of . and are the best positions of and .
Thus, ( , , ) represents a point chosen randomly with a uniform distribution in a hyper-sphere with the center and radius , .
Behavioral adaptations
At each iteration, every agent follows a strategy of displacement that combines its personal best position and its social best position . The best social position associated with an agent is determined according to the status of . If the agent is a Chief, is randomly chosen from the archive. On otherwise, represents the best position of the Chief.
However, the strategy of displacing an agent is chosen according to a qualitative description of its two last performances. The performances are described as a deterioration (-), an improvement (+), or as status quo (=). There are nine possible variations of history [10] . These variations have been divided into three groups that define the behavior of an agent as bad, average or good. Table 3 summarizes the different strategies of displacement [7, 10] , as:
Let us denote by , a point uniformly chosen in the hyper-sphere with center and radius ‖ − ‖ and is a point uniformly chosen in the hyper-sphere with center and radius‖ − ‖. Thus, − , − represents a point randomly chosen with a
Gaussian distribution with the center − and standard deviation − [10] . Table 3 . Strategies of displacement
Strategy of displacement Gathered statuses Functions
Local by independent Gaussians (+ +)(= +) The diversity of the solutions are maintained using a criterion based on the crowding distance [7, 10, 19] . The crowding distance of an element i of the archive estimates the size of the largest cuboïd enclosing the point i without including any other point in the archive [10] . In Fig. 3 , the crowding distance of the ith solution of the archive (shown by black dots) is the average side length of the cuboïd (shown by the dashed box) [10, 19] . The idea is to maximize the distance between the solutions stored in the archive [7, 10] . The archive is updated according to Algorithm 2 [7, 8] . Let us denote that tribe [i] .agent [j] is the agent j of the tribe i and nonDomCtr represents the number of non-dominated solution stored on the archive. 
Proposed Methodology: MO-TRIBES/OC-SVM
To improve the performances of a single classifier, many approaches propose to pool the decisions of multiple classifiers [4, [20] [21] [22] [23] . Among these methods, BAGGING [5] has been developed to reduce the influence of the selection of the learning set on the performance of classifiers. _ represents the number of classifiers to train. This training data must be slightly but sufficiently different from the original one to get different classifiers [24] .
For this purpose, the training data is obtained according to a replacement sampling from the original training data noted 'Z'. The final classification is done by plurality voting [4, 23] . Thus, BAGGING follows Algorithm 3 [25] . Based on the BAGGING principle and in order to control its random aspect, previous work has been based on the initial decomposition of the training data, mono-objective optimization, and multi-class classification. Such as [6] :
 The approach begins with one sub-training data and stops when all the sub-training data are injected.  The objective function is the Recognition Rate (RR), which should be maximized.
 The classification is done according to a vote that combines all the agents.
From this work, we have noticed that the initial decomposition of the training data introduces a new parameter that significantly influences the obtained results. Also, the injection of new sub-training data momentarily deteriorates the RR. To solve this issue, in this paper, we are introducing an automatic generation of agents [7] . These generations allow us to control the random aspect of BAGGING without including a new parameter.
We have also noticed that optimization based on the maximization of the recognition rate generates new confusions between some classes. In this paper, this problem is solved using the OC-SVM and the MO-TRIBES optimization. OC-SVM allows us to focus on the recognition of a single class. On the other hand, MO-TRIBES performs a multi-objective optimization based on minimizing the two objective functions of the false negatives (FN) rate and the false positive (FP) rate.
Thus, our proposed approach is based on a multi-objective optimization, an automatic generation of agents, and mono-class classification. The MO-TRIBES/OC-SVM approach follows a phase of training and another of classification, as described below and in Fig. 4 .
 Training phase
Initially, we began the optimization by using the original training data representing a single agent that composes a tribe. In order to minimize the false negatives and false positives, the different structural and behavioral updates generate new agents. This process is stopped when the number of evaluations of the objective functions exceeds '10000.dim' [7] .
 Classification phase
The MO-TRIBES/OC-SVM approach is based on the generation of different bases evaluated according to a multi-objective optimization. So, the final classification will be done according to the non-dominated solution. 
Experimental Results
Data Used
We were interested in applying the MO-TRIBES/OC-SVM approach to the extraction of an area of interest from satellite images. The evaluation of the extraction was done according to the FN rate, the FP rate, and the average error rate AER = (FN+FP)/2. For this purpose, we used the data give below.
 Area 1
We applied our proposed approach to extract images of areas that were damaged by the earthquake in Bam, Iran. This earthquake occurred on December 26, 2003 at 5:26:26 (local time) [26, 27] and measured at 6.5 on the Richter scale [28, 29] . The different tests were done on an IKONOS image acquired on December 27, 2003 (Fig. 5 ). Thanks to [27, 30] , we were able to generate a learning base and a testing base that contained 5 classes. 
 Area 2
We also applied our proposed approach for the identification of urban areas from a satellite image captured by LANDSAT5 TM (TM1 TM3 and TM4). This satellite image represents the western region of Oran, Algeria on March 15, 1993 at 9:45 a.m. As we can see in Fig. 6 , this study area was chosen for the diversity of classes (12 classes). The learning and testing bases that were used were based on our thematic knowledge. 
Results with the OC-SVM and the BAGGING/OC-SVM
The application of the OC-SVM to the extraction of areas of interest from satellite images was done using a Gaussian kernel, which induces a projection in an infinite dimension [17] . The tests were studied according to the variations of v and σ. The results are summarized in Table 4 and Fig. 7 . As can seen in Table 4 , the performances of the OC-SVM are linked to the initial parameterization (σ and v) [31] . Such as [16] :
 When σ increases, the Gaussian kernel grows. Consequently, the decision function shape becomes similar to a sphere that contains (1-ν)*l training elements. This increase may generate false positives.  The increase of ν results in higher error rates. Consequently, false negatives increased. Fig. 7 shows the images obtained with the best parameterizations of OC-SVM. These best parameterizations were determined according to the AER (the best AER was obtained with σ=0.5 and v=0.1). The images obtained show some false positives (Fig. 7) . In Area 1, false positives are situated in the classes of roads and soil. However, in Area 2, the false positives are located in the classes of fallow, Sebkha, swamps, slash and burn. As we can see on the figures below, the false negatives are lower. In order to improve the performances of the OC-SVM, we applied BAGGING/OC-SVM according to the best parameterizations of the OC-SVM. The results obtained are summarized in Table 5 . The BAGGING/OC-SVM approach can improve the performances of OC-SVM. However, we have also noticed a deterioration of some results (for example: Area 1, Test 1, the number of sets on each bootstrap=30, nbr_c=9) and a sensitivity due to the random aspect (for example, the number of sets on each bootstrap =30, nbr_c=9). 
Results with the MO-TRIBES/OC-SVM
The evaluation of the MO-TRIBES/OC-SVM approach was done according to the best OC-SVM parametrization. As it can be noticed in Fig. 9 , MO-TRIBES/OC-SVM learning organizes the search space in different tribes that are composed of a different number of agents.
Fig. 9.
Swarm's structure: number of agents in each tribe generated.
We see from Fig. 10 that the approach improves the performances of OC-SVM. We also noticed that the improvement of false negatives was more significant in Area 2. On the other hand, the stabilization of the objective functions was faster in Area 1. However, the two areas required less than 30,000 evaluations to stabilize their objective functions. So, we were able to stop the process at 20,000 evaluations. At 20,000 evaluations, Areas 1 and 2 stabilized their objective functions. To confirm these results, we evaluated the MO-TRIBES/OC-SVM approach according to testing bases. Table 6 summarizes the obtained results of the MO-TRIBES/OC-SVM approach, the BAGGING/OC-SVM, and the OC-SVM. Thanks to the optimization of multi-objectives, our proposed approach was able to improve the AER without generating more false positives and false negatives. 
The classification of images was done according to a non-dominated agent (Fig. 11) . Fig. 11 (a) represents the images obtained using the OC-SVM and Fig. 11(b) highlights the detection of errors with the MO-TRIBES/OC-SVM approach. Fig. 11(c) also shows the extraction of areas of interest obtained with the MO-TRIBES/OC-SVM approach.
As can be observed, the images obtained confirm the improvement of results. In Area 2, the improvement of the false positives (represented in green in Fig. 11(b) ) is more significant than the improvement of false negatives (represented in blue in Fig. 11(b) ). In Area 1, the false negatives and false positives were detected more or less identically. However, some false positives persisted. In Area 1, the false positives are situated in the classes of roads and soil. The false positives in Area 2 are located in the classes of fallow, Sebkha, and swamps.
Comparison with Other Classifiers
In order to compare the MO-TRIBES/OC-SVM approach to other classifications methods, we applied the same data to the following different algorithms: decision trees [11] , random forest [12] , naïve Bayes [13] , and Quadratic Discriminant Analysis [14] . Table 7 summarizes the evaluation of these algorithms according to testing bases. Trained on the same learning data and evaluated on the same testing bases, the MO-TRIBES/OC-SVM approach presents the best AER. These results confirm the effectiveness of our proposed approach. 
Conclusions
We have introduced the OC-SVM classifier, a one-class classification model for identifying areas of interest without including other classes of the scene. The performances of the OC-SVM classifier were improved by using BAGGING, which is based on the generation of several classifiers trained on bases that are slightly but sufficiently different enough from the original training base.
