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We propose a logic-independent approach to logic programming through which
the paradigm as we know it for Horn-clause logic can be explored for other
formalisms. Our investigation is based on abstractions of notions such as logic
program, clause, query, solution, and computed answer, which we develop over
Goguen and Burstall’s theory of institutions. These give rise to a series of concepts
that formalize the interplay between the denotational and the operational seman-
tics of logic programming. We examine properties concerning the satisfaction of
quantified sentences, discuss a variant of Herbrand’s theorem that is not limited
in scope to any particular logical system or construction of logic programs, and
describe a general resolution-based procedure for computing solutions to queries.
We prove that this procedure is sound; moreover, under additional hypotheses
that reflect faithfully properties of actual logic-programming languages, we show
that it is also complete.
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1 Introduction
The essential idea of exploring the computational aspects of logical inference as a foundation
for the development of new programming paradigms was first investigated by Kowalski [30, 29]
and Colmerauer [7] based on the pioneering work of Herbrand in proof theory [28] and on
the introduction by Robinson [41] of resolution as an inference rule suited for automation.
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Logic programming originated from the observation that a considerable fragment of first-
order logic has a natural computational interpretation that makes it adequate not only
as a declarative language but also as a programming language. To be more precise, logic
programming (a) defines computable functions by way of standard constructs from model
theory, and (b) executes these definitions as programs through goal-directed deductions that
are performed according to a fixed strategy. This means that logic programming provides, at
the same time, both a denotational and an operational perspective on programs.
Conventional logic programming is semantically based upon the Horn-clause fragment of
(single-sorted) first-order logic without equality, and implements deduction as backwards
reasoning defined in terms of resolution steps [31]. However, the essence of the paradigm
is, to a great extent, independent of any logical system of choice. This is reflected by a
multitude of variants that have been developed over time, such as order-sorted [25] and
category-based equational logic programming [8], constraint logic programming [9], as well
as higher-order [34, 35] and behavioural (i.e. object-oriented) logic programming [24]. More
recent developments in the semantics of service-oriented computing [16] have also suggested
a deep connection with logic programming; this connection was made explicit in [50] with
the introduction of a service-oriented variant of the paradigm.
Through our inquiry we aim to provide a single unifying framework for the model-theoretic
foundations of logic programming, with a high level of abstraction, that incorporates ideas
from concrete instances of the phenomena but without being committed to any particular
logical system. To this end, our work is rooted in the institution theory of Goguen and
Burstall [23] – a major field of study in universal logic that originated in computer science
– and draws inspiration from previous institution-theoretic developments related to logic
programming such as [46, 10] and also [34]. We propose an axiomatic approach to logic
programming, and intrinsically to logic programs, that is based on a three-level hierarchy of
concepts meant to capture:
1. the denotational semantics of logic programming, based on a notion of generalized
substitution system that extends the concept of institution with appropriate abstractions
of variables, substitutions, local sentences, interpretations (of variables), and satisfaction,
all parameterized by the signature used;
2. the operational semantics of logic programming, supported by a notion of logic-
programming framework that describes clauses and queries – two of the most important
syntactic structures used to define and execute logic programs – and also goal-directed
rules that allow the integration of a general form of resolution; and
3. the various constructions of logic programs through a notion of logic-programming
language that defines programs as abstract objects characterized by signatures, sets
of axioms (clauses) and classes of models; this allows us to uniformly accommodate
not only representations of logic programs as sets of clauses (over a fixed signature) as
in [31] but also a great variety of module systems such as those reported, for example,
in [25, 43, 4, 15].
Under this conceptual structure, the first main result of the present paper is a variant of
Herbrand’s theorem for abstract logic-programming languages, which links the denotational
and the operational semantics of a given language by reducing the satisfiability of a query with
respect to a logic program to the search for a suitable correct-answer substitution. In addition
to the fact that it is grounded on the more general setting of abstract logic-programming
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languages, this upgrades the corresponding institution-independent result from [10] in a non-
trivial manner by relying on hypotheses that are applicable in a considerably wider range of
contexts; in this sense, the logic-programming semantics of services advanced in [51] provides
a prime example of a logic-programming language that does not fit into the framework put
forward in [10]. The second main contribution of our paper is the formulation of a sound
procedure for searching for solutions to queries, which is based on the computation of a
series of intermediate results (namely computed substitutions) by means of resolution. This
procedure is shown to be complete under assumptions that reflect well-known properties of
actual logical systems such as relational or equational first-order logic.
The paper is organized as follows: in Section 2 we briefly recall some of the most important
category- and institution-theoretic concepts, notations, and terminology that are necessary
for the subsequent developments presented in this work; Section 3 reviews the foundations
of conventional logic programming, with explicit emphasis on the abstraction of first-order
variables and substitutions, and on the mappings induced by signature morphisms; Section 4
introduces the basic notion of generalized substitution system and details the conditions
that guarantee the invariance of the satisfaction of universally and existentially quantified
sentences (defined over a given generalized substitution system) under change of notation;
Section 5 is dedicated to the development of abstract logic programming, encompassing the
notions of logic-programming framework and language, as well as the main results of the
paper; finally, in Section 6 we discuss how another notable variant of logic programming,
(many-sorted) equational logic programming, can be defined as an abstract logic-programming
language.
2 Preliminaries
Categories
We assume the reader is familiar with basic notions of category theory such as category,
functor, and natural transformation. With a few exceptions, we use the terminology and the
notations from [32]. In this sense, we denote by |C| the collection of objects of a category C,
by C(A,B) the collection of arrows from A to B, by f ; g the composition of arrows f and g
in diagrammatic order, and by 1A the identity arrow of an object A.
A note on foundations. Most of the constructions described in this paper rely on large
or very large collections of objects, and thus some care must be taken with respect to the
set-theoretic foundations of category theory. One may consider for instance the hierarchy of
set universes discussed in [32], in which every universe is closed under the usual set-theoretic
constructions, contains the elements of its elements, and belongs to the next universe in the
hierarchy. In this way, we obtain concepts such as category and functor for every level of
the hierarchy, which means that we cannot define, for example, the category of all sets, but
rather a category of sets for every universe. In terms of notation, given an arbitrary but
fixed level of the hierarchy of set universes, we denote by Set its corresponding category of
sets and functions, and by Cat its category of categories and functors, which belongs, of
course, to a higher set-theoretic universe.
The most important category-theoretic notions for our work are those of comma category,
Grothendieck construction, and generalized subfunctor. We only recall here a number of
definitions and elementary properties, mainly for fixing the terminology and the notation to
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be used throughout the paper. The interested reader can find more detailed presentations in
canonical texts on category theory such as [32, 1], as well as in works like [21, 49] on the
applications of category theory to algebraic specification.
Definition 2.1 (Comma category). Given two functors F1 : C1 → K and F2 : C2 → K with
the same codomain, the comma category F1 / F2 is the category in which (a) the objects
are triples 〈A1, f, A2〉, where A1 ∈ |C1|, A2 ∈ |C2|, and f : F1(A1) → F2(A2) is an arrow
in K, (b) the arrows 〈A1, f, A2〉 → 〈A′1, f ′, A′2〉 are pairs 〈g1, g2〉, where g1 : A1 → A′1 and
g2 : A2 → A′2 are arrows in C1 and C2, respectively, such that f ; F2(g2) = F1(g1) ; f ′, and
(c) the composition of arrows is defined componentwise.
The comma category F1 / F2 is often denoted C1 / F2, F1 / C2 or simply C1 / C2 if F1, F2,
or both of them, respectively, correspond to inclusions of categories. A special case arises
when F1 is the constant functor with value A ∈ |K|, and F2 is the identity of K. Then we
denote the comma category F1 / F2 by A /K, and the forgetful functor A /K→ K by |_|A.
Fact 2.2. Every arrow h : A → A′ in a category K induces a left-composition functor
h /K : A′ /K→ A /K that maps every object 〈A′, f, B〉 of A′ /K to 〈A, h ; f,B〉.
Definition 2.3 (Indexed category). For any category I of indices, an I-indexed category is a
functor C : Iop → Cat.
Definition 2.4 (Grothendieck construction). Any indexed category C : Iop → Cat can be
‘flattened’ to a Grothendieck category C] in which (a) the objects are pairs 〈i, A〉 where i ∈ |I|
and A ∈ |C(i)|, (b) the arrows 〈i, A〉 → 〈i′, A′〉 are pairs 〈u, f〉 such that u : i→ i′ is an arrow
in I and f : A→ C(u)(A′) is an arrow in C(i), and (c) the composition of arrows 〈u, f〉 and
〈u′, f ′〉 is defined as 〈u ; u′, f ; C(u)(f ′)〉.
Fact 2.5. Every I-indexed functor F between indexed categories C,D : Iop → Cat, i.e. every
natural transformation F : C⇒ D, determines a functor F ] : C] → D] that maps every object
〈i, A〉 of C] to 〈i, Fi(A)〉 and every arrow 〈u, f〉 : 〈i, A〉 → 〈i′, A′〉 of C] to 〈u, Fi(f)〉. We
obtain in this way a ‘flattening’ functor (_)] from the category [Iop → Cat] of I-indexed
categories to Cat.
Definition 2.6 (Category of functors). For any category K, the category [_→ K]] of
functors into K is the Grothendieck category defined by the functor [_→ K] : Catop → Cat
that maps any category C to the functor category [C→ K] and any functor U : C→ C′ to
the left-composition functor U_ : [C′ → K]→ [C→ K].
This means that the objects of [_→ K]] are in essence functors F : C→ K into K, and that
the morphisms from F : C→ K to F ′ : C′ → K are pairs 〈U, τ〉, where U is a functor C→ C′,
and τ is a natural transformation F ⇒ U ; F ′. Moreover, the composition of morphisms is
defined by 〈U, τ〉 ; 〈U ′, τ ′〉 = 〈U ; U ′, τ ; (U · τ ′)〉.
Fact 2.7. Functors G : K→ K′ determine appropriate natural transformations [G] between
[_ → K] and [_ → K′]; their components [G]C, for C ∈ |Catop|, are the obvious right-
composition functors [C→ K] → [C→ K′]. Hence, by Fact 2.5, every functor G between
categories K and K′ induces a functor [G]] : [_→ K]] → [_→ K′]].
Definition 2.8 (Subfunctor). For any two functors F,G : C → Set, F is said to be a
subfunctor of G (denoted F ⊆ G) if there exists a natural transformation F ⇒ G whose
components are all set-theoretic inclusions.
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Therefore, F is a subfunctor of G when for every object A ∈ |C|, F (A) is a subset of G(A),
and for every arrow f : A→ A′ in C, F (f) is the domain-codomain restriction of G(f).
Definition 2.9 (Generalized subfunctor). For any two functors F,G : I→ [_→ Set]], F is
said to be a generalized subfunctor of G (denoted F ⊆ G) when F (i) is a natural subfunctor
of G(i) for every i ∈ |I|.
This means that for every object i ∈ |I|, F (i) is a subfunctor of G(i), and for every arrow
u : i→ i′ in I, F (u) and G(u) make the following square commute.
i
u

F (i) : Ci → Set
F (i)⊆G(i)
//
F (u)

G(i) : Ci → Set
G(u)

i′ F (i′) : Ci′ → Set
F (i′)⊆G(i′)
// G(i′) : Ci′ → Set
Institutions
The notion of institution emerged within computer science from the general concept of
language [5]. It was introduced by Goguen and Burstall in [23] with the aim of formalizing
the intuitive notion of logical system as a balanced interaction between its syntax and its
semantics. The theory of institutions provides a rigorous model-theoretic abstraction of
logics that can be used to provide foundations for specification and programming languages.
In what follows we recall the basic notions and notations of institutions. Intuitively, an
institution consists of a collection of signatures, each of which determines appropriate sets of
sentences and collections of models, as well as a satisfaction relation between models and
sentences that is assumed to be invariant under change of signature.
Definition 2.10 (Institution). An institution I = 〈SigI ,SenI ,ModI ,I〉 consists of
• a category SigI of signatures and signature morphisms,
• a sentence functor SenI : SigI → Set defining, for every signature Σ, the set SenI(Σ)
of Σ-sentences and, for every signature morphism ϕ : Σ→ Σ′, the sentence-translation
map SenI(ϕ) : SenI(Σ)→ SenI(Σ′),
• a model functor ModI : (SigI)op → Cat defining, for every signature Σ, the category
ModI(Σ) of Σ-models and Σ-model homomorphisms and, for every signature morphism
ϕ : Σ→ Σ′, the reduct functor ModI(ϕ) : ModI(Σ′)→ ModI(Σ),
• a family of satisfaction relations IΣ ⊆ |ModI(Σ)| × SenI(Σ) indexed by signatures,
such that the following holds for every signature morphism ϕ : Σ→ Σ′, Σ′-model M ′, and
Σ-sentence ρ:
M ′ IΣ′ SenI(ϕ)(ρ) if and only if ModI(ϕ)(M ′) IΣ ρ.
This property is usually called the satisfaction condition for I.
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When there is no danger of confusion we may omit the superscripts or subscripts from
the notations introduced above. For instance, when the institution I and the signature Σ
can be easily inferred, we will often denote the satisfaction relation IΣ simply by . In
addition, we will frequently denote the sentence translation SenI(ϕ) by ϕ(_) and the reduct
functor ModI(ϕ) by _ϕ; and we will say that M is the ϕ-reduct of M ′ and that M ′ is a
ϕ-expansion of M whenever M = M ′ϕ. Finally, we will use the fact that the satisfaction
relation extends in a natural way from sentences to sets of sentences, and we will say that a
Σ-sentence ρ is a semantic consequence of a set of Σ-sentences E, denoted E IΣ ρ, when
every Σ-model that satisfies every sentence in E satisfies ρ as well.
Note that, for any signature Σ of an institution I, the satisfaction relation IΣ can be
identified with a Boolean-valued function IΣ : SenI(Σ)→ [|ModI(Σ)| → 2] that determines
whether any given sentence is satisfied by any given model. In view of this observation,
the satisfaction condition for I can be captured categorically by defining the satisfaction
relations IΣ as components of a natural transformation
I : SenI ⇒ [|ModI(_)| → 2]
from SenI to the functor [|ModI(_)| → 2] that maps every signature Σ ∈ |SigI | to the
collection of all functions from |ModI(Σ)| to the two-element set 2.
Σ
ϕ

SenI(Σ)
SenI(ϕ)

IΣ // [|ModI(Σ)| → 2]
ModI(ϕ);_

Σ′ SenI(Σ′)
IΣ′
// [|ModI(Σ′)| → 2]
A large number of logical systems have been formalized as institutions. Some examples
related to the study of logic programming include (many-sorted) first-order logic [23], order-
sorted Horn-clause logic with equality [26], category-based equational logic [8], higher-order
logic [36], hidden algebra [24], constraint logic [9], and the rather recent logic of asynchronous
relational networks [50]. Many others are thoroughly discussed in monographs on institutions
and algebraic specifications such as [11, 44].
Institution comorphisms [27] capture the intuitive notion of embedding simpler logical
systems into more complex ones. They were originally discussed in [34] under the name of
plain maps, and in [47] under the name of institution representations.
Definition 2.11 (Comorphism of institutions). Given two institutions I = 〈SigI ,SenI ,
ModI ,I
〉
and I ′ = 〈SigI′ ,SenI′ ,ModI′ ,I′〉, a comorphism I → I ′ is a triple 〈Φ, α, β〉
where
• Φ is a signature functor SigI → SigI′ ,
• α is a natural transformation SenI ⇒ Φ ; SenI′ , and
• β is a natural transformation Φop ; ModI
′ ⇒ ModI ,
such that the following holds for every I-signature Σ, Φ(Σ)-model M ′, and Σ-sentence ρ:
M ′ I′Φ(Σ) αΣ(ρ) if and only if βΣ(M ′) IΣ ρ.
Institution comorphisms compose in a natural, componentwise manner. Their composition
is associative and has identities, thus providing a category coIns of institutions and institution
comorphisms.
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Institutions as Functors
Institutions can also be defined as functors into a category of local satisfaction systems called
rooms or twisted relations [23]. This alternative characterization has proved to be convenient
for various studies on generalized institutions [22], heterogeneous logical systems [37, 38],
and logic translations [39].
Definition 2.12 (Room). The category Room of rooms and corridors is defined as follows:
The objects are Boolean rooms, i.e. triples 〈S,M,〉 consisting of
• a set S of sentences,
• a category M of models, and
• a satisfaction relation  ⊆ |M| × S.
The morphisms 〈S,M,〉 → 〈S′,M′,′〉, called corridors, are pairs 〈α, β〉 where
• α is a sentence-translation function S → S′, and
• β is a model-reduction functor M′ →M,
such that the following condition holds for all models M ′ ∈ |M′| and all sentences ρ ∈ S:
M ′ ′ α(ρ) if and only if β(M ′)  ρ.
The composition of morphisms is defined componentwise.
The ternary structure of rooms induces appropriate projections Sen and Mod into the
categories of sets and categories, respectively, as well as a natural transformation  that
captures the invariance of the satisfaction of sentences by models with respect to the change
of rooms:
• Sen: Room → Set and Mod: Roomop → Cat are the functors that map every room
〈S,M,〉 to its underlying set of sentences S and category of models M,
•  is the natural transformation Sen⇒ [|Mod(_)| → 2] whose components are given by
the satisfaction relations of the considered rooms.
This means that every institution I having Sig as the category of signatures can be
identified with the functor I : Sig→ Room that maps
• every signature Σ to
〈
SenI(Σ),ModI(Σ),IΣ
〉
, and
• every signature morphism ϕ to
〈
SenI(ϕ),ModI(ϕ)
〉
.
Conversely, every functor I : Sig→ Room describes an institution whose category of signa-
tures, sentence functor, model functor, and family of satisfaction relations are given by Sig,
I ; Sen, Iop ; Mod, and I · , respectively.
This one-to-one correspondence between institutions and functors into Room can be easily
extended to maps of institutions by noticing that every comorphism 〈Φ, α, β〉 from I to
I ′ can also be regarded as an arrow 〈Φ, τ〉 between the functors I : SigI → Room and
I ′ : SigI′ → Room, where α = τ · Sen, and β = τop ·Mod.
Fact 2.13. The categories coIns and [_→ Room]] are isomorphic.
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3 The Logical System of Reference
Our first step towards a presentation of the foundations of logic programming that does not
depend on any concrete logical system consists in determining an appropriate benchmark
institution that will enable us to relate to concepts and results specific to conventional logic
programming [31]. To this end, we recall that logic programming has been traditionally
studied in the Horn subinstitution of FOL16= – the single-sorted variant of first-order logic
without equality.
Signatures. A FOL16=-signature is a pair 〈F, P 〉 where F and P are ω-indexed families
(Fn)n∈ω and (Pn)n∈ω of disjoint sets of operation and relation symbols, respectively. The
indices are usually called arities and qualify operation and relation symbols; in this sense,
we denote an operation or relation symbol ς of arity n by ς : n. However, when there is no
risk of confusion, we may drop the additional qualification and denote ς : n simply by ς. The
signature morphisms ϕ : 〈F, P 〉 → 〈F ′, P ′〉 reflect the structure of signatures and consist of
families ϕop and ϕrel of functions ϕopn : Fn → F ′n and ϕreln : Pn → P ′n, for n ∈ ω, between the
corresponding sets of operation and relation symbols, respectively.
Sentences. The sentences are ordinary first-order sentences built over relational atoms: for
any FOL16=-signature 〈F, P 〉, the set TF of F -terms is the least set such that σ(t1, . . . , tn) ∈ TF
whenever σ ∈ Fn and t1, . . . , tn ∈ TF , and the set of 〈F, P 〉-sentences is the smallest set
that contains the relational atoms pi(t1, . . . , tn), where pi ∈ Pn and t1, . . . , tn ∈ TF , and is
closed under Boolean connectives1 and quantification over sets of first-order variables. It
should be noted that 〈F, P 〉-variables are pairs (x, F0), often denoted simply by their name,
x, and that the sets of 〈F, P 〉-variables are in fact collections of variables such that different
variables have different names. Also, every set of 〈F, P 〉-variables X determines an extended
signature 〈F ∪X,P 〉, which can be obtained from 〈F, P 〉 by adding the variables of X as
new constants.
The translation of sentences along a signature morphism ϕ : 〈F, P 〉 → 〈F ′, P ′〉 is defined
inductively on the structure of sentences by replacing the symbols of 〈F, P 〉 according to
ϕ. To be more precise, ϕ determines a function ϕtm : TF → TF ′ given by σ(t1, . . . , tn) 7→
ϕopn (σ)(ϕtm(t1), . . . , ϕtm(tn)), which allows us to define the translation of 〈F, P 〉-relational
atoms pi(t1, . . . , tn) as ϕreln (pi)(ϕtm(t1), . . . , ϕtm(tn)). This definition can be straightforwardly
extended to more complex sentences. For instance, the translation of universally quantified
〈F, P 〉-sentences is given by ∀X · ρ 7→ ∀Xϕ ·ϕX(ρ), where Xϕ is the set of 〈F ′, P ′〉-variables
{(x, F ′0) | (x, F0) ∈ X}, and ϕX : 〈F ∪X,P 〉 → 〈F ′ ∪Xϕ, P ′〉 is the canonical extension of ϕ
such that (ϕX)op0 (x, F0) = (x, F ′0) for every (x, F0) ∈ X.
〈F, P 〉 ϕ //
⊆

〈F ′, P ′〉
⊆

〈F ∪X,P 〉
ϕX
// 〈F ′ ∪Xϕ, P ′〉
Models. Considering a FOL16=-signature 〈F, P 〉, an 〈F, P 〉-model M consists of
1For convenience, we assume that disjunctions, denoted
∨
E, and conjunctions, denoted
∧
E, are defined
over arbitrary finite sets of sentences E, and we abbreviate
∧
{ρ1, ρ2} as ρ1 ∧ ρ2, and
∧
∅ as true. In
addition, when there is no danger of confusion, we may also abbreviate
∧
{ρ} as ρ.
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• a set |M |, called the carrier set of M , together with
• a function Mσ : |M |n → |M | for each operation symbol σ ∈ Fn, and
• a subset Mpi ⊆ |M |n for each relation symbol pi ∈ Pn.
Homomorphisms h : M1 →M2 are F -algebra homomorphisms, i.e. functions h : |M1| → |M2|
satisfying h(M1,σ(m1, . . . ,mn)) = M2,σ(h(m1), . . . , h(mn)) for all σ ∈ Fn and all arguments
m1, . . . ,mn ∈ |M1|, such that h(M1,pi) ⊆M2,pi for every pi ∈ Pn.
With respect to model reducts, for any morphism of signatures ϕ : 〈F, P 〉 → 〈F ′, P ′〉 and
〈F ′, P ′〉-model M ′, the ϕ-reduct M ′ϕ is defined as the 〈F, P 〉-model M with the same
carrier set as M ′ such that Mς = M ′ϕ(ς) for every operation or relation symbol ς of 〈F, P 〉.
The satisfaction relation. The satisfaction between models and sentences is the usual
Tarskian satisfaction defined inductively on the structure of sentences and based on the
evaluation of terms in models. For example, an 〈F, P 〉-model M satisfies a universally
quantified 〈F, P 〉-sentence ∀X ·ρ if all of its expansions along the signature inclusion 〈F, P 〉 ⊆
〈F ∪X,P 〉 satisfy ρ; thus, M 〈F,P 〉 ∀X · ρ if N 〈F∪X,P 〉 ρ for all models N of 〈F ∪X,P 〉
such that N〈F,P 〉 = M , that is for all valuations in M of the variables in X.
The approach that we follow in the present inquiry on the foundations of logic programming
relies on abstract concepts of universally and existentially quantified sentences, whose
definitions are independent of the logical system of choice. For this reason, our description
of conventional logic programming is not based on the institution FOL16= discussed above,
but on its quantifier-free fragment (with sentences built from atoms by repeated applications
of Boolean connectives), which we denote by qf-FOL16=.
An Institution of Substitutions
The category of substitutions. Let us fix a qf-FOL16=-signature 〈F, P 〉, for example the
following signature of natural numbers with addition (specified as a ternary predicate).
FNAT = {0 : 0, s_ : 1}
PNAT = {add : 3}
In this setting, variables (or, more precisely, sets of variables) can be seen as signatures of
a specialized logical system. A signature of variables is just a set X of 〈F, P 〉-variables with
distinct names, which, by definition, shares no elements with the set F0 of constant-operation
symbols. The syntactic entities over a given signature of variables X are defined as the
corresponding qf-FOL16=-expressions that can be formed based on the operation and relation
symbols of 〈F, P 〉, and on the variables of X considered as new constants. For example, the
terms over X, or with variables from X, can be informally defined in an inductive manner as
follows:
• every variable of X is a term over X,
• if σ ∈ Fn and t1, . . . , tn are terms over X then σ(t1, . . . , tn) is a term over X as well.
Substitutions provide syntactic transformations on expressions that are defined over sets
of variables: given two signatures of variables X and Y , a substitution ψ : X → Y is a map
ψ : X → TF∪Y that associates a term over Y with every variable of X. Note that any
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substitution ψ : X → Y can be canonically extended to a function ψtm : TF∪X → TF∪Y
defined by x 7→ ψ(x) for variables, and σ(t1, . . . , tn) 7→ σ(ψtm(t1), . . . , ψtm(tn)) for compound
terms. This allows us to define the composition of two substitutions ψ : X → Y and θ : Y → Z
as the map ψ ; θtm : X → TF∪Z . It is easy to see that ψ ; θ induces the term translation
ψtm ; θtm, which entails that the composition of substitutions is associative. Moreover, it
satisfies the identity laws by taking, for every signature of variables X, the identity 1X as
the function that encodes the variables of X as terms over X. Hence, the signatures of
〈F, P 〉-variables together with their corresponding substitutions form a category Subst〈F,P 〉.
Sentences, models, and the satisfaction relation. Signatures of variables do not
inherit only the terms of the extended qf-FOL16=-signatures, but also their sentences, models,
and the satisfaction relation between them. For every signature of variables X we define
• the set of sentences Sen〈F,P 〉(X) as Sen(F ∪X,P ),
• the category of models Mod〈F,P 〉(X) as Mod(F ∪X,P ), and
• the satisfaction relation 〈F,P 〉,X as 〈F∪X,P 〉.
With respect to substitutions, notice that for every two signatures of variables X and Y ,
every substitution ψ : X → Y determines a sentence-translation map
Sen〈F,P 〉(ψ) : Sen〈F,P 〉(X)→ Sen〈F,P 〉(Y )
defined on atoms by pi(t1, . . . , tn) 7→ pi(ψtm(t1), . . . , ψtm(tn)), and a model-reduct functor
Mod〈F,P 〉(ψ) : Mod〈F,P 〉(Y )→ Mod〈F,P 〉(X)
that maps every Y -model N to the X-model Nψ given by |Nψ| = |N |, (Nψ)ς = Nς for
each symbol ς of 〈F, P 〉, and (Nψ)x = Nψ(x), the evaluation of the term ψ(x) in N , for each
variable x ∈ X.
We have thus defined the four components of an institution of 〈F, P 〉-substitutions: the
category of signatures Subst〈F,P 〉, the sentence functor Sen〈F,P 〉, the model functor Mod〈F,P 〉,
and the family of satisfaction relations (〈F,P 〉,X)X∈|Subst〈F,P〉|. Our construction is completed
by the following result, originally discussed in [10], stating that satisfaction is invariant with
respect to substitution of variables.
Proposition 3.1. For every substitution ψ : X → Y , Y -model N , and X-sentence ρ,
N 〈F,P 〉,Y Sen〈F,P 〉(ψ)(ρ) if and only if Mod〈F,P 〉(ψ)(N) 〈F,P 〉,X ρ.
Corollary 3.2. For every qf-FOL16=-signature 〈F, P 〉, the structure(
qf-FOL16=
)
〈F,P 〉 =
〈
Subst〈F,P 〉,Sen〈F,P 〉,Mod〈F,P 〉,〈F,P 〉
〉
defines an institution – the institution of 〈F, P 〉-substitutions.
Institutions of substitutions are not considered in isolation; instead, they are linked by
various institution comorphisms induced by morphisms between their underlying first-order
signatures.
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Proposition 3.3. Every morphism of qf-FOL16=-signatures ϕ : 〈F, P 〉 → 〈F ′, P ′〉 determines
a comorphism 〈Ψϕ, αϕ, βϕ〉 between the institutions of 〈F, P 〉- and 〈F ′, P ′〉-substitutions,
where
• Ψϕ(X) = Xϕ and Ψϕ(ψ)(x, F ′0) = (ϕY )
tm(ψ(x, F0)),
• αϕ,X = Sen(ϕX), and
• βϕ,X = Mod(ϕX),
for each signature of 〈F, P 〉-variables X, substitution ψ : X → Y , and variable (x, F ′0) ∈ Xϕ.
Proof. We begin by proving that Ψϕ is a functor Subst〈F,P 〉 → Subst〈F ′,P ′〉. Following an
inductive argument on the structure of terms, we infer that for every 〈F, P 〉-substitution
ψ : X → Y , the translations (ϕX)tm ; Ψϕ(ψ)tm and ψtm ; (ϕY )tm are equal.
TF∪X
(ϕX)tm
//
ψtm

TF ′∪Xϕ
Ψϕ(ψ)tm

TF∪Y
(ϕY )tm
// TF ′∪Y ϕ
Then, based on this property, for any two 〈F, P 〉-substitutions ψ : X → Y and θ : Y → Z,
Ψϕ(ψ ; θ)(x, F0)
= (ϕZ)tm((ψ ; θ)(x, F0)) by the definition of Ψϕ(ψ ; θ)
= (ϕZ)tm(θtm(ψ(x, F0))) by the definition of composition in Subst〈F,P 〉
= Ψϕ(θ)tm((ϕY )tm(ψ(x, F0))) because (ϕY )tm ; Ψϕ(θ)tm = θtm ; (ϕZ)tm
= Ψϕ(θ)tm(Ψϕ(ψ)((x, F0))) by the definition of Ψϕ(ψ)
= (Ψϕ(ψ) ; Ψϕ(θ))(x, F0) by the definition of composition in Subst〈F ′,P ′〉.
In a similar manner, it can be shown that Ψϕ also preserves identity substitutions.
As regards the last two components of the comorphism, the naturality of αϕ and βϕ
amounts to the fact that the following two squares commute for every 〈F, P 〉-substitution
ψ : X → Y .
Sen〈F,P 〉(X)
ϕX(_)
//
ψ(_)

Sen〈F ′,P ′〉(Ψϕ(X))
Ψϕ(ψ)(_)

Sen〈F,P 〉(Y )
ϕY (_)
// Sen〈F ′,P ′〉(Ψϕ(Y ))
Mod〈F,P 〉(X) Mod〈F ′,P ′〉(Ψϕ(X))
_ϕX
oo
Mod〈F,P 〉(Y )
_ψ
OO
Mod〈F ′,P ′〉(Ψϕ(Y ))
_Ψϕ(ψ)
OO
_ϕY
oo
This can be established with ease through a series of straightforward calculations. For
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example, in the case of atomic sentences pi(t1, . . . , tn) over X we obtain
Ψϕ(ψ)(ϕX(pi(t1, . . . , tn)))
= Ψϕ(ψ)(ϕreln (pi)((ϕX)
tm(t1), . . .)) by the definition of ϕX(_)
= ϕreln (pi)(Ψϕ(ψ)
tm((ϕX)tm(t1)), . . .) by the definition of Ψϕ(ψ)(_)
= ϕreln (pi)((ϕY )
tm(ψtm(t1)), . . .) because (ϕX)tm ; Ψϕ(ψ)tm = ψtm ; (ϕY )tm
= ϕY (pi(ψtm(t1), . . .)) by the definition of ϕY (_)
= ϕY (ψ(pi(t1, . . . , tn))) by the definition of ψ(_).
4 Substitution Systems
The institutions of substitutions discussed in Section 3 provide the most basic building blocks
needed for writing logic programs: signatures of variables and sentences over those signatures.
For instance, the following definition of the addition of natural numbers (which makes use of
the dedicated clausal notation specific to logic programming)
add(0,M,M)←−−
M
add(sM,N, sP )←−−−−−
M,N,P
add(M,N,P )
can be presented formally as the set given by the universal closures of the sentences
true ⇒ add(0,M,M) and add(M,N,P ) ⇒ add(sM,N, sP ) defined over the signatures
of 〈FNAT, PNAT〉-variables {M} and {M,N,P}, respectively.
In order to describe the semantics of such definitions at the same level of abstraction,
we need to make explicit the translations of sentences and the reductions of models that
correspond to signature extensions such as 〈FNAT, PNAT〉 ⊆ 〈FNAT ∪ {M}, PNAT〉. A possible
approach is to consider signatures of Σ-variables, for some signature Σ of a given logical
system, as specific morphisms X : Σ → Σ(X). This treatment of (signatures of) variables
was first outlined in [42] as part of an institutional approach to open formulae, and is related
to many developments in institution theory such as institution-independent semantics for
quantifiers [46], ultraproducts [11], general versions of Herbrand theorems [10], Birkhoff
completeness [6], hybridization [33], structural induction [12], constructor-based logics [18],
and forcing techniques [19, 17].
The framework that we propose for formalizing signatures of variables (and substitutions)
generalizes the aforementioned approach by taking into account only their corresponding
extensions of rooms. This choice is motivated by the difficulties that may arise in defining
variables as signature extensions in other logical systems of interest for logic programming,
such as the institution of asynchronous relational networks [50]. In that case, signatures (and,
consequently, signature morphisms) and variables are significantly different from a structural
point of view: the former are logical systems satisfying given properties, while the latter are
hypergraphs whose vertices and hyperedges are labelled with signatures and models of their
underlying logical system; for this reason, variables cannot be faithfully represented through
extensions of their base signatures.
Definition 4.1 (Substitution system). A substitution system is a triple 〈Subst, G,S〉, usually
denoted simply by S, consisting of
• a category Subst of signatures of variables and substitutions,
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• a room G of ground sentences and models, and
• a functor S : Subst→ G/Room defining, for every signature of variables X, the corridor
S(X) : G→ G(X) from G to the room G(X) of X-sentences and X-models.
Therefore, given a room G = 〈Sen(G),Mod(G),G〉 of ground sentences and models, the
signatures of variables are defined abstractly as objects X of a category Subst for which
we consider (a) a set Sen(G(X)) of X-sentences together with a sentence-extension map
αX : Sen(G) → Sen(G(X)), (b) a category Mod(G(X)) of X-models together with a mod-
el-reduction functor βX : Mod(G(X)) → Mod(G), and (c) a satisfaction relation G(X)
between X-models and X-sentences such that the following satisfaction condition holds for
all X-models N and ground sentences ρ:
N G(X) αX(ρ) if and only if βX(N) G ρ.
Similarly, substitutions ψ : X → Y are arrows in Subst for which we assume the existence of
(a) a sentence-translation map Sen(ψ) : Sen(G(X))→ Sen(G(Y )) and (b) a model-reduction
functor Mod(ψ) : Mod(G(Y ))→ Mod(G(X)) such that the following diagrams commute
Sen(G)
αX

αY

Sen(G(X))
Sen(ψ)
// Sen(G(Y ))
Mod(G)
Mod(G(X))
βX
==
Mod(G(Y ))
βY
aa
Mod(ψ)
oo
and, for every Y -model N and X-sentence ρ,
N G(Y ) Sen(ψ)(ρ) if and only if Mod(ψ)(N) G(X) ρ.
It should be noted that, whenever the signatures of variables are defined as extensions of
their base signatures (in a given institution), the corridors 〈Sen(ψ),Mod(ψ)〉 determined by
substitutions ψ : X → Y correspond to the institution-independent concept of substitution
defined in [10].
Example 4.2. Every qf-FOL16=-signature 〈F, P 〉 gives rise to a substitution system(
qf-FOL16=
)
〈F,P 〉 : Subst〈F,P 〉 → qf-FOL16=(F, P ) / Room2
in which
• signatures of 〈F, P 〉-variables X determine corridors given by the set-theoretic inclusions
Sen(F, P ) ⊆ Sen〈F,P 〉(X) and the reduct functors Mod〈F,P 〉(X) → Mod(F, P ) that
forget the interpretation of variables, and
• substitutions ψ : X → Y are mapped to 〈Sen〈F,P 〉(ψ),Mod〈F,P 〉(ψ)〉.
Note that we can easily recover the institution of 〈F, P 〉-substitutions described in Corol-
lary 3.2 (regarded as a functor into Room) by means of a straightforward composition:(
qf-FOL16=
)
〈F,P 〉 =
(
qf-FOL16=
)
〈F,P 〉 ; |_|qf-FOL16=(F,P ).
2In this case, the room qf-FOL16=(F, P ) is just the image of the first-order signature 〈F, P 〉 under the functor
representation of the institution qf-FOL16=.
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Working with substitution systems instead of the simpler institutions of substitutions
means that we also need to consider an adequate notion of map of substitution systems.
Definition 4.3 (Morphism of substitution systems). A morphism between substitution
systems S : Subst→ G / Room and S ′ : Subst′ → G′ / Room is a triple 〈Ψ, κ, τ〉 where
Subst S //
Ψ

G / Room
Subst′
S′
// G′ / Room
κ/Room
OO
τ

• Ψ is a functor Subst→ Subst′,
• κ is a corridor G→ G′, and
• τ is a natural transformation S ⇒ Ψ ; S ′ ; (κ / Room).
Proposition 4.4. For every morphism of qf-FOL16=-signatures ϕ : 〈F, P 〉 → 〈F ′, P ′〉, the co-
morphism 〈Ψϕ, αϕ, βϕ〉 given in Proposition 3.3 can be extended to a morphism of substitution
systems
〈Ψϕ, κϕ, τϕ〉 :
(
qf-FOL16=
)
〈F,P 〉 →
(
qf-FOL16=
)
〈F ′,P ′〉
where κϕ is the corridor qf-FOL16=(ϕ) = 〈Sen(ϕ),Mod(ϕ)〉, and τϕ,X = 〈αϕ,X , βϕ,X〉 for
every X ∈ |Subst〈F,P 〉|.
Proof. All we need to check is that, for every signature of 〈F, P 〉-variables X, τϕ,X is indeed
an arrow in the comma category qf-FOL16=(F, P ) /Room. This follows directly from the fact
that the equality
(qf-FOL16=)〈F,P 〉(X) ; τϕ,X = κϕ ; (qf-FOL
1
6=)〈F ′,P ′〉(Ψϕ(X))
can be obtained by applying the functor qf-FOL16= to the commutative diagram below.
〈F, P 〉
⊇

ϕ
//

〈F ′, P ′〉
⊇

〈F ∪X,P 〉
ϕX
// 〈F ′ ∪Xϕ, P ′〉
As expected, the composition of morphisms of substitution systems can be straightfor-
wardly defined in terms of their components: for any morphisms 〈Ψ, κ, τ〉 : S → S ′ and
〈Ψ′, κ′, τ ′〉 : S ′ → S ′′ between substitution systems S : Subst → G / Room, S ′ : Subst′ →
G′ / Room, and S ′′ : Subst′′ → G′′ / Room, 〈Ψ, κ, τ〉 ; 〈Ψ′, κ′, τ ′〉 : S → S ′′ is given by
• the translation of signatures of variables Ψ ; Ψ′ : Subst→ Subst′′,
• the translation of ground sentences and models κ ; κ′ : G→ G′′, and
• the translation of sentences and models defined over signatures of variables
τ ; (Ψ · τ ′ · (κ / Room)) : S ⇒ (Ψ ; Ψ′) ; S ′′ ; (κ ; κ′ / Room),
where (τ ; (Ψ · τ ′ · (κ / Room)))X = τX ; τ ′Ψ(X), for all signatures of variables X.
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Together with the obvious identities, the construction above yields a category SubstSys with
substitution systems as objects and morphisms of substitution systems as arrows.
Fact 4.5. The category SubstSys arises from the Grothendieck construction for the functor
[_→ _ / Room]: (Cat× Room)op → Cat that maps
• every category Subst and room G to the category of functors [Subst→ G/Room], and
• every functor Ψ: Subst→ Subst′ and corridor κ : G→ G′ to the canonical composition
functor Ψ_(κ / Room): [Subst′ → G′ / Room]→ [Subst→ G / Room].
We conclude the present section by noticing that the construction of first-order substitution
systems is functorial, in the sense that it can be presented as a functor into SubstSys. We
can thus define the following concept of generalized substitution system.
Definition 4.6 (Generalized substitution system). Generalized substitution systems are
objects of the category [_→ SubstSys]] of functors into SubstSys.
Therefore, generalized substitution systems are functors GS : Sig→ SubstSys from a category
Sig of signatures and signature morphisms to SubstSys. Because this definition is rather
compact and lacks some of the transparency needed for dealing with logic-programming
languages, let us first establish the notations and terminology that we will use throughout
our work.
• Given a signature Σ of a generalized substitution system GS, we will denote the (local)
substitution system GS(Σ) by GSΣ : SubstΣ → GΣ /Room, and will refer to the objects
and morphisms of SubstΣ as signatures of Σ-variables and Σ-substitutions.
The room GΣ consists of the set Sen(Σ) of ground Σ-sentences, the category Mod(Σ)
of Σ-models, and the Σ-satisfaction relation Σ ⊆ |Mod(Σ)| × Sen(Σ).
• On objects, GSΣ maps every signature of Σ-variables X to the corridor GSΣ(X) =
〈αΣ,X , βΣ,X〉 from GΣ to the room GΣ(X) = 〈SenΣ(X),ModΣ(X),Σ,X〉 of X-sen-
tences and X-models.
αΣ,X : Sen(Σ)→ SenΣ(X) βΣ,X : ModΣ(X)→ Mod(Σ)
• On morphisms, GSΣ maps every Σ-substitution ψ : X → Y to the corridor GSΣ(ψ) =
〈SenΣ(ψ),ModΣ(ψ)〉 from GΣ(X) to GΣ(Y ), which satisfies, by definition, GSΣ(X) ;
GSΣ(ψ) = GSΣ(Y ).
Sen(Σ)
αΣ,X

αΣ,Y

SenΣ(X) SenΣ(ψ)
// SenΣ(Y )
Mod(Σ)
ModΣ(X)
βΣ,X
==
ModΣ(Y )
βΣ,Y
aa
ModΣ(ψ)
oo
• With respect to signature morphisms, every arrow ϕ : Σ → Σ′ in Sig determines a
morphism of substitution systems GSϕ = 〈Ψϕ, κϕ, τϕ〉 from GSΣ to GSΣ′ , where κϕ
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is the corridor 〈Sen(ϕ),Mod(ϕ)〉 between GΣ and GΣ′ and, for every signature of
Σ-variables X, τϕ,X is the corridor 〈αϕ,X , βϕ,X〉 between GΣ(X) and GΣ′(Ψϕ(X)).
Sen(Σ)
Sen(ϕ)
//
αΣ,X

Sen(Σ′)
αΣ′,Ψϕ(X)

SenΣ(X) αϕ,X // SenΣ′(Ψϕ(X))
Mod(Σ) Mod(Σ′)
Mod(ϕ)
oo
ModΣ(X)
βΣ,X
OO
ModΣ′(Ψϕ(X))
βΣ′,Ψϕ(X)
OO
βϕ,X
oo
In addition, we adopt similar notational conventions as in the case of institutions. For
example, we may use superscripts as in SubstGSΣ in order to avoid potential ambiguities; or we
may drop the subscripts of Σ,X when there is no danger of confusion. Likewise, we will often
denote the functions Sen(ϕ), αΣ,X , and SenΣ(ψ) by ϕ(_), X(_), and ψ(_), respectively,
and the functors Mod(ϕ), βΣ,X , and ModΣ(ψ) by _ϕ, _Σ, and _ψ.
Example 4.7. The quantifier-free, single-sorted fragment of first-order logic without equality
forms a generalized substitution system, which we denote by qf-FOL16=.
qf-FOL16= : Sigqf-FOL
1
6= → SubstSys
Institutions of Quantified Sentences
The last ingredient needed to interpret logic programs is an appropriate concept of quantified
sentence over a given generalized substitution system. To this purpose, we introduce universal
and existential closures of sentences defined over signatures of variables by adapting the
general institution-independent quantifiers of [46] to our framework of generalized substitution
systems.
Definition 4.8 (Quantified sentence). In any generalized substitution system GS : Sig →
SubstSys, a universally quantified Σ-sentence is a structure ∀X · ρ where X is a signature
of Σ-variables and ρ is an X-sentence. The denotation of ∀X · ρ is given by the class of
Σ-models whose X-expansions satisfy ρ. To be more precise, a Σ-model M is a model of
∀X · ρ, denoted M qsΣ ∀X · ρ, if, for every X-model N such that NΣ = M , N Σ,X ρ.
Existentially quantified Σ-sentences ∃X · ρ are introduced in a similar manner. Their
semantics is, as expected, existential rather than universal: the denotation of a sentence
∃X · ρ is given by the class of Σ-models that admit X-expansions satisfying ρ.
Let QSen(Σ), or QSenGS(Σ) when we want to make explicit the underlying generalized
substitution system, be the set of quantified sentences (universal or existential) over a
signature Σ of a generalized substitution system GS : Sig→ SubstSys. It is straightforward
to see that QSen can be extended to a functor Sig → Set by defining QSen(ϕ)(QX · ρ)
as QΨϕ(X) · αϕ,X(ρ) for every morphism of signatures ϕ : Σ → Σ′ and every quantified
Σ-sentence QX · ρ, where Q ∈ {∀,∃}.
Fact 4.9. For any generalized substitution system GS : Sig→ SubstSys, QSen is a quantified-
sentence functor Sig→ Set.
In order to reason about programs defined over different signatures, it is necessary to
ensure that the translation of quantified sentences is consistent with the reduction of models
– in the sense that the satisfaction relation is preserved. As in many institutions that capture
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logical systems with quantifiers, this condition relies on the essential property of model
amalgamation, i.e. on the possibility of combining models of different but related signatures,
provided that they have a common reduct to a given shared signature. The form of model
amalgamation used here was first introduced in [3]; other early papers include [43, 14]. Its
importance was also emphasized in works on heterogeneous specifications [48, 4], which are
closely related to our setting.
Definition 4.10 (Model amalgamation). A generalized substitution system GS : Sig →
SubstSys has (weak) model amalgamation when for every signature morphism ϕ : Σ → Σ′
and every signature of Σ-variables X, the diagram depicted below is a (weak) pullback.
|Mod(Σ)| |Mod(Σ′)|_ϕoo
|ModΣ(X)|
_Σ
OO
|ModΣ′(Ψϕ(X))|
_Σ′
OO
βϕ,X
oo
This means that for every Σ′-model M ′ and every X-model N such that M ′ϕ = NΣ there
exists a Ψϕ(X)-model N ′, called the amalgamation of M ′ and N , that satisfies N ′Σ′ = M ′
and βϕ,X(N ′) = N . Whenever this holds, the following commutative square, which subsumes
the diagram above, is said to be a (weak) model-amalgamation square:
GΣ
κϕ
//
GSΣ(X)

GΣ′
GSΣ′ (Ψϕ(X))

GΣ(X) τϕ,X // GΣ′(Ψϕ(X))
In generalized substitution systems such as qf-FOL16= (as well as qf-FOL=, discussed
in Section 6), for every signature morphism ϕ : 〈F, P 〉 → 〈F ′, P ′〉 and every signature of
〈F, P 〉-variables X, the commutative square of interest for model amalgamation can be
obtained by taking the image through qf-FOL16= of the following diagram of signature
morphisms:
〈F, P 〉
⊆

ϕ
// 〈F ′, P ′〉
⊆

〈F ∪X,P 〉
ϕX
// 〈F ′ ∪Xϕ, P ′〉
It is well known that such diagrams describe pushouts and that every pushout of first-order
signatures gives rise to a model-amalgamation square (details can be found, for example,
in [11, 44]). These considerations lead to the following result.
Proposition 4.11. The generalized substitution system qf-FOL16= has model amalgamation.
The model-amalgamation property allows us to prove that the translations of quantified
sentences and the reductions of models preserve the satisfaction relation.
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Proposition 4.12. Let GS : Sig → SubstSys be a generalized substitution system that has
weak model amalgamation. Then for every signature morphism ϕ : Σ→ Σ′, every quantified
Σ-sentence QX · ρ, and every Σ′-model M ′,
M ′ qsΣ′ QSen(ϕ)(QX · ρ) if and only if Mod(ϕ)(M ′) qsΣ QX · ρ.
Proof. Since the two kinds of quantified sentences can be treated similarly, we focus here only
on the case of universal sentences. Let us thus consider a signature morphism ϕ : Σ→ Σ′, a
universally quantified Σ-sentence ∀X · ρ, and a Σ′-model M ′.
The proof of the ‘if’ part is simpler and it does not require the model-amalgamation
property. Assume that Mod(ϕ)(M ′) qsΣ ∀X ·ρ, and let N ′ be an arbitrary Ψϕ(X)-expansion
of M ′. Since κϕ ; GSΣ′(Ψϕ(X)) = GSΣ(X) ; τϕ,X (because 〈Ψϕ, κϕ, τϕ〉 is a morphism of
substitution systems), it follows that βϕ,X(N ′) is anX-expansion of Mod(ϕ)(M ′). As a result,
βϕ,X(N ′) Σ,X ρ, which implies, by the satisfaction condition for τϕ,X , that N ′ Σ′,Ψϕ(X)
αϕ,X(ρ). Given that, by definition, QSen(ϕ)(∀X · ρ) is the universally quantified sentence
∀Ψϕ(X) ·αϕ,X(ρ), we conclude that M ′ qsΣ′ QSen(ϕ)(∀X · ρ).
For the ‘only if’ part, assume that M ′ is a model of QSen(ϕ)(∀X · ρ), and let N be an
X-expansion of Mod(ϕ)(M ′), which means that Mod(ϕ)(M ′) = βΣ,X(N). We need to show
that N satisfies ρ. Since GS has weak model amalgamation, we deduce that there exists
a Ψϕ(X)-model N ′ such that βΣ′,Ψϕ(X)(N ′) = M ′ and βϕ,X(N ′) = N . This means that
N ′ is a Ψϕ(X)-expansion of M ′, and thus N ′ Σ′,Ψϕ(X) αϕ,X(ρ) because, by hypothesis,
M ′ qsΣ′ ∀Ψϕ(X) · αϕ,X(ρ). Therefore, by the satisfaction condition for τϕ,X , we have
βϕ,X(N ′) Σ,X ρ.
Corollary 4.13. For any generalized substitution system GS : Sig→ SubstSys that has weak
model amalgamation, the structure GSqs = 〈Sig,QSen,Mod,qs〉 describes an institution –
the institution of quantified sentences over GS.
5 Abstract Logic Programming
As we have seen, generalized substitution systems provide us with a framework that is rich
and flexible enough for capturing some of the most essential aspects of logic programming.
However, since they make no assumptions on the structure of sentences defined over signatures
of variables, we cannot distinguish between clauses and queries, nor can we describe unifiable
sentences, which would further enable the search for solutions to queries by means of a suitable
concept of resolution. To overcome these limitations, we extend the notion of generalized
substitution system with appropriate functors that define local clauses and queries, and
with binary inference rules that allow the integration of the declarative and operational
semantics of logic programming. The following property gives a concise presentation of the
local sentences defined by a generalized substitution system.
Fact 5.1. Every generalized substitution system GS : Sig → SubstSys determines a local-
sentence functor LSen: Sig → [_→ Set]], also denoted LSenGS when we want to make
explicit the generalized substitution system, that maps
• every signature Σ to the pair 〈SubstΣ,GSΣ ; |_|GΣ ; Sen〉, usually identified with the
second component, the functor GSΣ ; |_|GΣ ; Sen: SubstΣ → Set, and
• every signature morphism ϕ : Σ→ Σ′ to 〈Ψϕ, τϕ · (|_|GΣ ; Sen)〉.
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SubstΣ
GSΣ //
Ψϕ

GΣ / Room |_|GΣ
**
Room Sen // Set
SubstΣ′ GSΣ′
// GΣ′ / Room
|_|GΣ′
44κϕ/Room
OO
τϕ

This means that, for every signature Σ, LSen(Σ) describes the sets LSen(Σ)(X) = SenΣ(X)
of local Σ-sentences, where X is a signature of Σ-variables, together with translations
of local sentences LSen(Σ)(ψ) = SenΣ(ψ), where ψ is a Σ-substitution. In addition, for
every signature morphism ϕ : Σ → Σ′, LSen(ϕ) describes the translation of Σ-variables
Ψϕ : SubstΣ → SubstΣ′ and the family of natural maps αϕ,X : SenΣ(X) → SenΣ′(Ψϕ(X)),
indexed by signatures of Σ-variables X.
We can now define the main concept underlying our approach to logic programming.
Definition 5.2 (Logic-programming framework). A logic-programming framework is a tuple
F = 〈GS,C,Q,〉 where
• GS is a generalized substitution system that has weak model amalgamation,
• C and Q are generalized subfunctors of LSen, defining the sets CΣ(X) ⊆ SenΣ(X) and
QΣ(X) ⊆ SenΣ(X) of X-clauses and X-queries, respectively, for every signature Σ and
every signature of Σ-variables X, and
•  is a generalized subfunctor of (Q × C) × Q defining, for every signature Σ and
every signature of Σ-variables X, the set Σ,X ⊆ (QΣ(X) × CΣ(X)) × QΣ(X) of
X-goal-directed rules, for which we will often use the notation ρ1, γ Σ,X ρ2 in place of
(ρ1, γ, ρ2) ∈ Σ,X ,
such that the following soundness property holds for every signature Σ, signature of Σ-variables
X, X-queries ρ1 and ρ2, and every X-clause γ:
ρ1, γ Σ,X ρ2 implies {ρ2, γ} Σ,X ρ1.
Example 5.3. Conventional first-order logic programming is defined over the generalized
substitution system qf-FOL16= as follows: for every signature 〈F, P 〉 and every signature of
〈F, P 〉-variables X,
• the set C〈F,P 〉(X) of X-clauses consists of all implications of the form
∧
H ⇒ C, where
H is a finite set of relational atoms and C is an atom,
• the set Q〈F,P 〉(X) of X-queries consists of all finite conjunctions of atoms
∧
Q, and
• the goal-directed rules are given by
∧
({C} ∪Q), (∧H ⇒ C) 〈F,P 〉,X ∧(Q ∪H).
One can easily see that the (local) first-order clauses, queries, and goal-directed rules are
preserved along both signature morphisms and substitutions; this means, for example, that
the translation of a clause along a signature morphism, when regarded as a sentence over
the domain signature of that morphism, is a clause defined over the codomain signature
of the morphism. Moreover, the goal-directed rules correspond, in essence, to applications
of modus ponens, and thus they are sound. As a result, the constructions above define a
logic-programming framework, which we denote by FOL16=.
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The definitions of clauses and queries are rather straightforward.
Definition 5.4 (Clause and query). Let Σ be a signature of the underlying generalized
substitution system GS of a logic-programming framework 〈GS,C,Q,〉. A Σ-clause is a
universally quantified sentence ∀X · γ over Σ such that γ ∈ CΣ(X). Similarly, a Σ-query is
an existentially quantified sentence ∃X · ρ over Σ such that ρ ∈ QΣ(X).
We obtain in this way two subfunctors ∀C (defining the clauses) and ∃Q (defining the
queries) of the sentence functor QSen of the institution of quantified sentences over GS.
Following recent developments in the theory of structured specifications [13], we propose
an axiomatic approach to logic-programming languages, in which the programs are treated as
abstract entities, each of them defining a signature (in a given logic-programming framework),
a class of models – that provides the denotational semantics of the program – and an
appropriate set of clauses – that supports the operational semantics of the program. In
addition, programs are related by morphisms that induce appropriate reductions of models
and translations of clauses, defined in terms of their projections to the underlying logic-
programming framework.
Definition 5.5 (Logic-programming language). Given a framework F = 〈GS,C,Q,〉, a
logic-programming language L = 〈LP,Sign,PMod,Ax〉 over F consists of
LP
Sign

Ax
$$
PModop
zz
Catop Sig ∀C
//
Modop
oo
^f
⊇ ⊇x 
Set
• a category LP of logic programs and morphisms of logic programs,
• a signature functor Sign : LP→ Sig, and
• subfunctors PMod ⊆ Signop ; Mod and Ax ⊆ Sign ; ∀C defining, for every program P ,
the category PMod(P ) of P -models and the set Ax(P ) of P -clauses,
such that, for every logic program P and every model M of P , M qsSign(P ) Ax(P ).
By way of notation, when there is no risk of confusion, we will often denote logic programs
P by 〈〈Σ,Γ〉〉 where Σ = Sign(P ) and Γ = Ax(P ), emphasizing in this way their corresponding
signatures and sets of clauses; moreover, we may denote simply by ν the signature morphism
Sign(ν) determined by a morphism of programs ν : P → P ′. We may also indicate that a
Σ-model M is a model of P by writing M lpΣ P in place of M ∈ |PMod(P )|, and that a
quantified Σ-sentence QX · ρ is semantically entailed by P , meaning that M qsΣ QX · ρ for
all P -models M , by writing P lpΣ QX · ρ.
Example 5.6. Most of the mechanisms used in defining (structured) specifications can
also be used to define logic programs. For instance, one of the simplest and most common
descriptions of logic programs is as theory presentations [23, 14] over a logic-programming
framework F = 〈GS,C,Q,〉 such as FOL16=. In this case, the programs defined by the
resulting logic-programming language – denoted Fpres – are pairs 〈Σ,Γ〉 of signatures Σ of
GS and sets of Σ-clauses Γ, while the morphisms ϕ : 〈Σ,Γ〉 → 〈Σ′,Γ′〉 are merely signature
morphisms ϕ : Σ → Σ′ such that Γ′ qsΣ′ ϕ(Γ). The functors Sign, Ax, and PMod have
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their usual interpretations: for every presentation 〈Σ,Γ〉, (a) Sign(Σ,Γ) is the signature Σ,
(b) Ax(Σ,Γ) is the set of Σ-clauses Γ, and (c) PMod(Σ,Γ) is the full subcategory of Mod(Σ)
given by the models of Σ that satisfy Γ.
Under this formalism, based on the first-order signature 〈FNAT, PNAT〉 considered in Section 3
and on the clauses presented in Section 4, the logic program over (FOL16=)pres that defines
the addition of natural numbers can be described as follows:
signature
op 0 : 0
op s_ : 1
pred add : 3
axioms
add(0,M,M)←−−
M
add(sM,N, sP )←−−−−−
M,N,P
add(M,N,P )
For the remaining part of this section we will assume L = 〈LP,Sign,PMod,Ax〉 to be an
arbitrary but fixed logic-programming language over a framework F = 〈GS,C,Q,〉.
Herbrand’s Theorem
From a model-theoretic perspective, a logic program 〈〈Σ,Γ〉〉 gives a positive answer to a
Σ-query ∃X · ρ if and only if 〈〈Σ,Γ〉〉 semantically entails ∃X · ρ, which means, of course,
that every model of 〈〈Σ,Γ〉〉 admits an X-expansion that satisfies ρ. In practice, this kind of
answer is not always adequate for the particular task at hand, as we may be interested in
finding the actual ‘values’ for X – independent of any choice of model of 〈〈Σ,Γ〉〉 – that meet
all the requirements described by ρ.
Definition 5.7 (Solution). For any logic program 〈〈Σ,Γ〉〉, a Σ-substitution ψ : X → Y is a
〈〈Σ,Γ〉〉-solution, or correct 〈〈Σ,Γ〉〉-answer, to a Σ-query ∃X · ρ if Y is conservative, i.e. if the
functor βΣ,Y : ModΣ(Y )→ Mod(Σ) is surjective on objects,3 and 〈〈Σ,Γ〉〉 lpΣ ∀Y ·ψ(ρ).
Therefore, we have to consider two notions of answer to a query, both of which are relative
to a given logic program: the first one corresponds to the denotational semantics of the
logic-programming language, while the second provides the necessary foundations for its
operational semantics.
Herbrand’s theorem ensures that the two notions are equivalent. First, it reduces the
semantic entailment of the considered query to satisfaction in the initial model of the logic
program; then, it shows that any expansion of the initial model that satisfies the underlying
local sentence of the query gives rise to a solution, and vice versa. These properties are well
known in the literature for various logical systems (e.g. [31, 26, 24]), and they were first
investigated in an institution-independent setting in [10]. The result we develop here upgrades
the ones from [10] by considering a different set of hypotheses, based on the existence of
certain reachable models instead of representable signature morphisms and substitutions;
moreover, it can be utilized even in situations in which the signatures of variables cannot be
described as extensions of their base signatures. These new assumptions are significantly
3Note that, in first-order logic, a (non-empty) signature of 〈F, P 〉-variables is conservative if and only if F0
is not empty.
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more permissive as they allow us to apply the theory advanced herein to logical systems
that, similarly to those discussed in [50, 51], do not fit into the framework proposed in [10] –
which, in fact, can be shown to be a concrete realization of the conceptual structure that we
put forward here. To be more precise, the logic-programming semantics of services presented
in [50, 51] is founded on a generalized substitution system whose signatures can be identified
with particular institutions of extended models (as defined, for example, in [45]); every
signature Σ has precisely one model, which, in combination with the satisfaction relation,
characterizes the notion of correctness of a service clause; furthermore, the signatures of
Σ-variables X are simply signatures of Σ (regarded as an institution), and their models
correspond to Σ-signature morphisms N : X → Y into signatures Y that belong to a specific
class of ‘ground’ signatures, which can be shown to be conservative. In consequence, the
signatures of Σ-variables cannot be faithfully described as extensions of Σ and, moreover,
they cannot be guaranteed to be representable in the sense of [10], since this would imply
that they too have only one model.
The following concept of reachable model extends (non-trivially) the homonymous one
from [19] to the present setting of generalized substitution systems by eliminating the need
for an initial signature of variables with the same sentences, models, and satisfaction relation
as its corresponding base signature.
Definition 5.8 (Reachable model). Let Σ be a signature and X a signature of Σ-variables
in a generalized substitution system. A Σ-model M is said to be X-reachable when for every
X-expansion N of M there exists a Σ-substitution ψ : X → Y such that
• Y is conservative, and
• the canonical map _Σ : N /ModΣ(ψ)→M / βΣ,Y determined by the reduct functor
βΣ,X is surjective on objects.
Hence, given N and ψ as above, a Σ-model M is X-reachable if every homomorphism
h : M → N1Σ from M to the Σ-reduct of an Y -model N1 admits an X-expansion of the
form f : N → N1ψ.
In many concrete examples of institutions (see e.g. [19]), a model M is reachable (with
respect to some signature of variables) if and only if all its elements are interpretations of
terms, i.e. if the unique homomorphism 0Σ → M from the initial model of the signature
of M to M is epi. In particular, for first-order logic, the initial model 0〈F,P 〉,Γ of a set Γ
of 〈F, P 〉-clauses is X-reachable for every signature of 〈F, P 〉-variables X: every expansion
N〈F,P 〉,Γ of 0〈F,P 〉,Γ yields a substitution ψ : X → ∅ to the empty signature of variables (which
is conservative, and has the same models as 〈F, P 〉) such that 0〈F,P 〉,Γψ = N〈F,P 〉,Γ; as a
result, every homomorphism h : 0〈F,P 〉,Γ → N1〈F,P 〉 in Mod(F, P ) admits an X-expansion
N〈F,P 〉,Γ → N1ψ given by the reduct hψ.
Proposition 5.9. Every logic program 〈〈F, P 〉,Γ〉 of (FOL16=)pres admits an initial model
0〈F,P 〉,Γ that is reachable with respect to all signatures of 〈F, P 〉-variables.
Concerning the work presented in [51], one can easily check that the one (and only) model
M of any given signature Σ is trivially reachable with respect to any signature of Σ-variables
X: every X-expansion N of M , i.e. every Σ-signature morphism N : X → Y , is in itself
a Σ-substitution whose codomain is conservative; moreover, for every model N1 : Y → Z
of Y , since by definition there exists a unique homomorphism h : M → N1Σ, namely the
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identity of M , we deduce that N1 (regarded as a model homomorphism N → N1N ) is an
X-expansion of h.
In addition to the existence of particular reachable models, we also require (as in [10])
that model homomorphisms preserve the satisfaction of the local sentence upon which the
query under consideration is based.
Definition 5.10 (Preservation of satisfaction). Given a signature Σ and a signature of
Σ-variablesX in a generalized substitution system GS : Sig→ SubstSys, anX-homomorphism
h : N1 → N2 is said to preserve the satisfaction of an X-sentence ρ if N1 Σ,X ρ implies
N2 Σ,X ρ.
Note that, in the case of qf-FOL16=, all homomorphisms preserve, by definition, the satisfaction
of all relational atoms. This property can be easily extended to arbitrary conjunctions of
atoms, and thus to local queries of FOL16=.
Fact 5.11. In FOL16=, all homomorphisms preserve the satisfaction of all local queries.
Theorem 5.12 (Herbrand’s theorem). For every logic program 〈〈Σ,Γ〉〉 and every Σ-query
∃X · ρ such that (a) 〈〈Σ,Γ〉〉 has an X-reachable initial model 0〈〈Σ,Γ〉〉, and (b) the satisfaction
of ρ is preserved by X-homomorphisms, the following statements are equivalent:
1. 〈〈Σ,Γ〉〉 lpΣ ∃X · ρ.
2. 0〈〈Σ,Γ〉〉 qsΣ ∃X · ρ.
3. ∃X · ρ admits a 〈〈Σ,Γ〉〉-solution.
Proof.
1⇒ 2. Obvious, since 0〈〈Σ,Γ〉〉 lpΣ 〈〈Σ,Γ〉〉.
2⇒ 3. By hypothesis, there exists an X-expansion N〈〈Σ,Γ〉〉 of 0〈〈Σ,Γ〉〉 so that N〈〈Σ,Γ〉〉 Σ,X ρ.
Since 0〈〈Σ,Γ〉〉 is assumed to be X-reachable, we know there exists a substitution ψ : X → Y
(determined by N〈〈Σ,Γ〉〉) satisfying the two properties listed in Definition 5.8. Hence, we only
need to show that 〈〈Σ,Γ〉〉 lpΣ ∀Y ·ψ(ρ).
Let us thus consider a model M of 〈〈Σ,Γ〉〉 and a Y -expansion N of M . Based on the
initiality of 0〈〈Σ,Γ〉〉, we obtain a (unique) Σ-homomorphism h : 0〈〈Σ,Γ〉〉 →M = NΣ, which
can be lifted, by the surjectivity of the map _Σ : N〈〈Σ,Γ〉〉 /ModΣ(ψ)→ 0〈〈Σ,Γ〉〉 / βΣ,Y , to an
X-homomorphism f : N〈〈Σ,Γ〉〉 → Nψ. Since f preserves the satisfaction of ρ (by hypothesis)
and N〈〈Σ,Γ〉〉 Σ,X ρ, it follows that Nψ Σ,X ρ, which implies, by the satisfaction condition
for ψ, that N Σ,Y ψ(ρ). Therefore, M qsΣ ∀Y ·ψ(ρ).
3⇒ 1. Assume that ψ : X → Y is a 〈〈Σ,Γ〉〉-solution to ∃X · ρ, and that M is a model of
〈〈Σ,Γ〉〉. This means that 〈〈Σ,Γ〉〉 lpΣ ∀Y ·ψ(ρ), and hence M qsΣ ∀Y ·ψ(ρ). In addition, Y
is conservative, from which we deduce that there exists a Y -expansion N of M such that
N Σ,Y ψ(ρ). It follows by the satisfaction condition for ψ that Nψ is an X-expansion of
M such that Nψ Σ,X ρ. Consequently, M qsΣ ∃X · ρ.
Remark 5.13. The additional hypotheses referring to the existence of a reachable initial
model of 〈〈Σ,Γ〉〉 and to the preservation of the satisfaction of ρ by homomorphisms are used
only in the proof of the ‘completeness’ part of Theorem 5.12, i.e. for the implication 1⇒ 3;4
the ‘soundness’ part, corresponding to the implication 3⇒ 1, holds for every logic program
〈〈Σ,Γ〉〉 (defined over an arbitrary language) and every Σ-query ∃X · ρ.
4Moreover, it would suffice to assume that the model 0〈〈Σ,Γ〉〉 is weakly initial.
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Operational Semantics
One of the most important (and distinctive) features of the concept of logic-program-
ming language is that it allows us to make effective use of the resolution inference rule
and, in a very natural way, to give an operational semantics to logic programs. Consider,
for instance, the logic program 〈〈FNAT, PNAT〉,Γ〉 described in Example 5.6 and the query
∃{X1} · add(s 0, s 0, X1), sometimes written as
7−−−−
X1
add(s 0, s 0, X1)
using a notation similar to that of clauses. We can compute a solution to the query
∃{X1} · add(s 0, s 0, X1) using the clauses of Γ and the goal-directed rules of FOL16= as
follows: we first derive the query ∃{X2} ·add(0, s 0, X2), based on the second clause of Γ, the
substitutions θ1 : {X1} → {X2} and ψ1 : {M,N,P} → {X2} given by X1 7→ sX2, M 7→ 0,
N 7→ s 0 and P 7→ X2, and the following goal-directed rule over {X2};
add(s 0, s 0, sX2)
θ1(add(s 0,s 0,X1))
, add(0, s 0, X2)⇒ add(s 0, s 0, sX2)
ψ1(add(M,N,P )⇒ add(sM,N,sP ))
〈FNAT,PNAT〉,X2 add(0, s 0, X2)
by iterating these constructions, we can further derive the trivial query ∃∅ · true using the
first clause, the substitutions θ2 : {X2} → ∅ and ψ2 : {M} → ∅ given by X2 7→ s 0 and
M 7→ s 0, and the goal-directed rule over ∅ detailed below;
add(0, s 0, s 0)
θ2(add(0,s 0,X2))
, true ⇒ add(0, s 0, s 0)
ψ2(true ⇒ add(0,M,M))
〈FNAT,PNAT〉,∅ true
finally, we compose the substitutions θ1 and θ2 (which are usually computed through term
unification) to obtain a solution to ∃{X1} · add(s 0, s 0, X1).
The procedure outlined above does not depend on any particular details of (FOL16=)pres;
in fact, it admits a straightforward formalization within the abstract framework of logic-
programming languages.
Definition 5.14 (Resolution). Let ∃X1 ·ρ1 be a query and ∀Y1 ·γ1 a clause over a signature
Σ. A Σ-query ∃X2 · ρ2 is said to be derived by resolution from ∃X1 · ρ1 and ∀Y1 · γ1 using
the computed substitution θ1 : X1 → X2 if there exists a substitution ψ1 : Y1 → X2 such that
θ1(ρ1), ψ1(γ1) Σ,X2 ρ2.
Unification. Note that resolution describes not only the derivation of new and (presumably)
simpler queries from appropriate pairs of queries and clauses, but also how partial answers
to the original queries can be computed by means of sentence unification. In this sense,
for any signature Σ and signatures of Σ-variables X1 and Y1, an ordered pair 〈ρ1, γ1〉 of
sentences ρ1 ∈ QΣ(X1) and γ1 ∈ CΣ(Y1) is said to be unifiable if there exists a pair 〈θ1, ψ1〉
of substitutions θ1 : X1 → X2 and ψ1 : Y1 → X2, called the unifier of ρ1 and γ1, such that
θ1(ρ1), ψ1(γ1) Σ,X2 ρ2 for some X2-sentence ρ2 ∈ QΣ(X2).
It is also possible to distinguish between the various levels of generality of the unifiers.
Given two unifiers 〈θ1, ψ1〉 and 〈θ′1, ψ′1〉 of ρ1 and γ1 as depicted below, we say that 〈θ′1, ψ′1〉
is an instance of 〈θ1, ψ1〉, or that 〈θ1, ψ1〉 is more general than 〈θ′1, ψ′1〉, if there exists a
substitution θ such that θ1 ; θ = θ′1 and ψ1 ; θ = ψ′1. Given this, the unifiers of ρ1 and γ1 can
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be defined as objects of a subcategory of the category of cospans of Σ-substitutions.
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It should be noted however that, under the present formalization, the most general unifiers,
defined as initial objects in their corresponding category (along the lines of [20]), cannot
be guaranteed to exist. Even in the case of FOL16=, one cannot find, for example, a most
general unifier of add(s 0, s 0, X1) ∧ add(s s 0, 0, X1) and add(M,N,P )⇒ add(sM,N, sP )
– although one exists for add(s 0, s 0, X1) and add(M,N,P ) ⇒ add(sM,N, sP ), as well
as for add(s s 0, 0, X1) and add(M,N,P ) ⇒ add(sM,N, sP ). This does not restrict the
applicability of the theory proposed here because our abstract notion of resolution corresponds
in fact to an extended variant of first-order resolution in which any unifier may give rise to a
derivation, not just the most general ones.
The scope of Definition 5.14 can be easily broaden to accommodate sets of clauses: given
a set Γ of clauses over a signature Σ, a Σ-query ∃X2 · ρ2 is said to be derived by resolution
from ∃X1 · ρ1 and Γ using the computed substitution θ1 : X1 → X2, written
∃X1 · ρ1 −Γ,θ1 ∃X2 · ρ2,
if ∃X2 ·ρ2 is derived by resolution from ∃X1 ·ρ1 and ∀Y1 ·γ1 using the computed substitution
θ1, for some Σ-clause ∀Y1 · γ1 ∈ Γ. This gives us a family (−Γ,θ)θ∈SubstΣ of one-step
derivation relations generated by Γ, whose union is denoted by −Γ.
The rest of this subsection is devoted to the composition of one-step derivations, which
will be shown to provide a general procedure for resolving queries. To this purpose, let us
first investigate the soundness of the one-step derivation relations.
Proposition 5.15. Let 〈〈Σ,Γ〉〉 be a logic program, and ∃X1 · ρ1 and ∃X2 · ρ2 two Σ-queries.
Then for every inference step ∃X1 · ρ1 −Γ,θ1 ∃X2 · ρ2 and every solution ψ : X2 → Y to the
query ∃X2 · ρ2, the substitution θ1 ; ψ is a solution to ∃X1 · ρ1.
Proof. Assume that ∃X2 ·ρ2 is derived by resolution from ∃X1 ·ρ1 and Γ using the computed
substitution θ1 : X1 → X2, and that ψ : X2 → Y is a 〈〈Σ,Γ〉〉-solution to ∃X2 · ρ2. The latter
implies that the codomain Y of θ1 ; ψ is conservative. Therefore, we only need to prove that
〈〈Σ,Γ〉〉 lpΣ ∀Y · (θ1 ; ψ)(ρ1).
Let M be a model of 〈〈Σ,Γ〉〉 and N a Y -expansion of M . By the definition of the one-step
derivation relation −Γ,θ1 we know there exists a clause ∀Y1 · γ1 ∈ Γ and a substitution
ψ1 : Y1 → X2 such that θ1(ρ1), ψ1(γ1) Σ,X2 ρ2. This allows us to deduce, based on the
soundness of the goal-directed rules, that
{
ρ2, ψ1(γ1)
}
Σ,X2 θ1(ρ1). Furthermore, since the
semantic consequence is preserved by translation along signature morphisms (which, in turn,
is an immediate consequence of the invariance of truth under change of notation), we obtain{
ψ(ρ2), (ψ1 ; ψ)(γ1)
}
Σ,Y (θ1 ; ψ)(ρ1). This means that in order to conclude our proof it
suffices to show that N satisfies both ψ(ρ2) and (ψ1 ; ψ)(γ1).
In the case of the first relation, since ψ is a 〈〈Σ,Γ〉〉-solution to ∃X2 · ρ2, 〈〈Σ,Γ〉〉 lpΣ
∀Y ·ψ(ρ2). It follows that M qsΣ ∀Y ·ψ(ρ2), which further implies N Σ,Y ψ(ρ2).
In the case of the second relation, by the general properties of substitution systems, we know
that Nψ1;ψ is a Y1-expansion of M . As a result, Nψ1;ψ Σ,Y1 γ1 because M 
qs
Σ ∀Y1 · γ1,
and thus, by the satisfaction condition for ψ1 ; ψ, N Σ,X2 (ψ1 ; ψ)(γ1).
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The search for (computed) solutions to a given query proceeds by means of a sequence
of one-step derivations, each of which contributes towards the final answer through its
corresponding computed substitution.
Definition 5.16 (Derivation). For any set Γ of clauses over Σ, and any Σ-queries ∃X1 · ρ1
and ∃Xn · ρn, a Γ-derivation of ∃Xn · ρn from ∃X1 · ρ1 is a chain of one-step derivations
∃X1 · ρ1 −Γ,θ1 ∃X2 · ρ2 −Γ,θ2 ∃X3 · ρ3 · · · ∃Xn−1 · ρn−1 −Γ,θn−1 ∃Xn · ρn.
Whenever such a chain exists, the query ∃Xn · ρn is said to be derived from ∃X1 · ρ1 and Γ
using the computed substitution θ = θ1 ; θ2 ; · · · ; θn−1, written ∃X1 · ρ1 −∗Γ,θ ∃Xn · ρn. By
definition, if the chain depicted above is empty, ∃X1 · ρ1−∗Γ,1X1 ∃X1 · ρ1. We obtain in this
way a family (−∗Γ,θ)θ∈SubstΣ of derivation relations generated by Γ.
Remark 5.17. The union of (−∗Γ,θ)θ∈SubstΣ is the reflexive and transitive closure of −Γ.
Proposition 5.15 can be generalized without difficulty from one-step to arbitrary derivations
by a straightforward induction on the length of the derivation.
Corollary 5.18. Let 〈〈Σ,Γ〉〉 be a logic program, and ∃X1 · ρ1 and ∃Xn · ρn two Σ-queries.
Then for every derivation ∃X1 ·ρ1−∗Γ,θ∃Xn ·ρn and every solution ψ : Xn → Y to ∃Xn ·ρn,
the substitution θ ; ψ is a solution to ∃X1 · ρ1.
All we require now in order to define computed answers is a concept of trivial query, which
is meant to characterize the successful termination of the search procedure.
Definition 5.19 (Trivial query). Let Σ be a signature. A Σ-query ∃Y · > is said to be
trivial if Y is conservative and every Y -model satisfies >.
Fact 5.20. In FOL16=, a query is trivial if and only if it is of the form ∃Y · true.5
An immediate consequence of the definition above is that every trivial query corresponds
to a local tautology (and even more, the query itself is a tautology). As a result, for any
logic program 〈〈Σ,Γ〉〉 and any trivial Σ-query ∃Y · >, 〈〈Σ,Γ〉〉 lpΣ ∀Y · >. This amounts to
describing the identity 1Y as a 〈〈Σ,Γ〉〉-solution to ∃Y · >.
Fact 5.21. Every trivial query ∃Y · > over the signature Σ of a logic program 〈〈Σ,Γ〉〉 admits
a 〈〈Σ,Γ〉〉-solution: the identity substitution 1Y .
Definition 5.22 (Computed answer). Given a program 〈〈Σ,Γ〉〉, a Σ-substitution θ : X → Y
is a computed 〈〈Σ,Γ〉〉-answer to a Σ-query ∃X · ρ if there exists a trivial query ∃Y · > such
that ∃X · ρ−∗Γ,θ ∃Y · >.
Corollary 5.18 and Fact 5.21 lead us to the first main result of this subsection.
Theorem 5.23 (Soundness of resolution). For any logic program 〈〈Σ,Γ〉〉 and any Σ-query
∃X · ρ, every computed 〈〈Σ,Γ〉〉-answer to ∃X · ρ is a solution to ∃X · ρ.
5Note that, to ensure the conservativity of non-empty signatures of variables, the considered first-order
signature has to define at least one constant.
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Completeness
As expected, completeness is more difficult to obtain, and requires additional hypotheses.
To simplify the proof, we consider two lemmas, each of which introduces a new property
to be satisfied by the query at hand or by the considered logic program. The first lemma
allows us to derive by resolution any translation (along a substitution) of a given query, while
the second reduces the search for solutions to a sequence of elementary inferences in a local
institution of substitutions – which, in the case of first-order logic-programming, involves no
quantifiers.
Definition 5.24 (Identity clause). Let ∃X · ρ be a query over a signature Σ. A Σ-clause
∀X · γ is said to be an identity of ∃X · ρ if γ is a tautology and ρ, γ Σ,X ρ.
Fact 5.25. In the logic-programming framework FOL16=, every non-trivial query ∃X ·∧Q
admits an identity ∀X · pi(t1, . . . , tn)⇒ pi(t1, . . . , tn), where pi(t1, . . . , tn) is an atom in Q.
Lemma 5.26. Consider a signature Σ, a Σ-query ∃X · ρ, and an identity ∀X · γ of ∃X · ρ.
Then for every Σ-substitution ψ : X → Y there exists a one-step derivation of ∃Y ·ψ(ρ) from
∃X · ρ and ∀X · γ having ψ as the computed substitution.
∃X · ρ−{∀X · γ},ψ ∃Y ·ψ(ρ)
Proof. Because ∀X · γ is the identity of ∃X · ρ, we know that ρ, γ Σ,X ρ. This implies
ψ(ρ), ψ(γ) Σ,Y ψ(ρ) because, by the functoriality of , the goal-directed rules are preserved
along substitutions. It follows that 〈ψ,ψ〉 is a unifier of ρ and γ, which allows us to conclude
that ∃Y · ψ(ρ) can be derived by resolution from ∃X · ρ and ∀X · γ using the computed
substitution ψ.
The second lemma is based on the following concept of instance of a set of clauses, which,
together with the generalization of the goal-directed rules to sets of local clauses, provides
an essential characterization of the derivation relation.
Definition 5.27 (Instance of a set of clauses). Given a set Γ of clauses over Σ and a signature
of Σ-variables X, the X-instance of Γ is defined as the set X(Γ) of all X-sentences that can
be obtained by translating the local clauses of Γ along substitutions into X.
X(Γ) =
{
ψ(γ) ∈ SenΣ(X)
∣∣ ∀Y · γ ∈ Γ and ψ : Y → X}
Definition 5.28. For every signature Σ and signature of Σ-variables X, Σ,X can be
extended to a set ∗Σ,X of goal-directed rules between X-queries and sets of X-clauses as
follows: given two queries ρ1, ρn ∈ QΣ(X) and a (possibly empty) set of clauses G ⊆ CΣ(X),
ρ1, G ∗Σ,X ρn
if there exists an alternating sequence ρ1 γ1 ρ2 γ2 ρ3 . . . ρn−1 γn−1 ρn of queries ρi ∈ QΣ(X)
and clauses γi ∈ G such that ρi, γi Σ,X ρi+1 for each 1 ≤ i < n.
γ1 γ2 γn−1
ρ1 ρ2 ρ3 . . . ρn−1 ρn
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This gives rise to a generalized subfunctor ∗ of
(
Q× C ; [P]])×Q.6
Proposition 5.29. For all sets Γ of clauses over a signature Σ, queries ∃X1 · ρ1 and
∃Xn · ρn over Σ, and all (computed) substitutions θ : X1 → Xn,
∃X1 · ρ1 −∗Γ,θ ∃Xn · ρn if and only if θ(ρ1), Xn(Γ) ∗Σ,Xn ρn.
Proof. We prove the result by induction on the length of the derivation. For the base case,
the conclusion can be inferred directly from the definitions of −∗Γ and ∗; because of this,
in the following we will focus entirely on the more interesting case that corresponds to the
induction step.
For the ‘if’ part, assume there exists an Xn-query ρ2 and an Xn-clause ψ1(γ1) ∈ Xn(Γ),
further indicating the existence of a clause ∀Y1 · γ1 ∈ Γ and of a substitution ψ1 : Y1 → Xn
such that θ(ρ1), ψ1(γ1) Σ,Xn ρ2 and ρ2, Xn(Γ) ∗Σ,Xn ρn. Based on the definition of
resolution and on the induction hypothesis, we deduce that ∃X1 · ρ1 −Γ,θ ∃Xn · ρ2 and
∃Xn · ρ2 −∗Γ,1Xn ∃Xn · ρn; therefore, by the composition of these derivations, we obtain∃X1 · ρ1 −∗Γ,θ ∃Xn · ρn.
For the ‘only if’ part, let θ1 ; θ2 be a factorization of θ such that ∃X1 · ρ1 −Γ,θ1 ∃X2 · ρ2
and ∃X2 · ρ2 −∗Γ,θ2 ∃Xn · ρn. Then, by the induction hypothesis, θ2(ρ2), Xn(Γ) ∗Σ,Xn ρn.
We also know, by the definition of resolution, that there exists a clause ∀Y1 · γ1 ∈ Γ and
a substitution ψ1 : Y1 → X2 such that θ1(ρ1), ψ1(γ1) Σ,X2 ρ2. Based on the functoriality
of ∗, this implies that (θ1 ; θ2)(ρ1), (ψ1 ; θ2)(γ1) Σ,Xn θ2(ρ2), and thus, since (ψ1 ; θ2)(γ1)
belongs to Xn(Γ) and θ2(ρ2), Xn(Γ) ∗Σ,Xn ρn, we conclude that θ(ρ1), Xn(Γ) 
∗
Σ,Xn ρn.
Let us recall that, in general, the derivation of queries proceeds by selecting, at each step,
a new rule – over a new signature of variables – to be applied to the current goal. Provided
that we know the result of the derivation, Proposition 5.29 allows us to reduce the derivation
of queries to applications of goal-directed rules that are defined over the same signature of
variables. In view of this characterization, the soundness of resolution can be interpreted
locally as described in the following corollary.
Corollary 5.30. Let 〈〈Σ,Γ〉〉 be a logic program, X a conservative signature of Σ-variables,
and ρ an X-query. Then for every trivial X-query >,
ρ,X(Γ) ∗Σ,X > implies 〈〈Σ,Γ〉〉 lpΣ ∀X · ρ.
Proof. Assume > to be a trivial query over X such that ρ,X(Γ) ∗Σ,X >. By Proposition 5.29,
it follows that ∃X · ρ −∗Γ,1X ∃X · >. This means that the identity 1X is a computed〈〈Σ,Γ〉〉-answer to ∃X · ρ (because X is conservative), and thus, by Theorem 5.23, 1X is also
a solution to ∃X · ρ. As a result, 〈〈Σ,Γ〉〉 lpΣ ∀X · ρ.
With respect to the completeness of resolution, we are interested in the converse of
the implication discussed in the corollary above. This may hold for certain programs in
logic-programming languages of interest, but it cannot be guaranteed in general.
Definition 5.31 (Query-completeness). A logic program 〈〈Σ,Γ〉〉 is said to be query-complete
if for every conservative signature of Σ-variables X, and every X-query ρ,
〈〈Σ,Γ〉〉 lpΣ ∀X · ρ implies ρ,X(Γ) ∗Σ,X >
6We recall from Fact 2.7 and Definition 5.2 that C ; [P]] is the functor that maps every signature Σ and
every signature of Σ-variables X to the set P(CΣ(X)) of sets of X-clauses.
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for some trivial X-query >. In addition, the logic-programming language L is query-complete
when all logic programs of L have this property.
The following result is well known in the literature; it can be found, for instance, in a
slightly different form, in [31]. The result is based on the observation that for every signature
of variables X over a first-order signature 〈F, P 〉, and for every set Γ of clauses over 〈F, P 〉,
the X-expansion N of the free 〈〈F, P 〉,Γ〉-model over X given by Nx = x for every x ∈ X
satisfies a relational atom ρ if and only if there exist a clause ∀Y ·∧H ⇒ C in Γ and a
substitution ψ : Y → X such that ψ(C) = ρ and N 〈F,P 〉,X
∧
ψ(H).
Therefore, if 〈〈F, P 〉,Γ〉 lp〈F,P 〉 ∀X · ρ, then N 〈F,P 〉,X ρ, and thus there exists a clause
ψ(γ) ∈ X(Γ) such that ρ, ψ(γ) Σ,X ρ1, where N 〈F,P 〉,X ρ1. By iterating this construction,
we obtain an alternating sequence of X-queries and clauses as in Definition 5.28; furthermore,
since N〈F,P 〉 is the free 〈〈F, P 〉,Γ〉-model over X, it is always possible to assemble such
a sequence that terminates in a trivial query – which, in the case of FOL16=, is simply the
sentence true (see Fact 5.20). Consequently, ρ,X(Γ) ∗Σ,X true. A more detailed presentation
of this result can be found, for example, in [31].
Proposition 5.32. The logic-programming language (FOL16=)pres is query-complete.
We can now obtain our second lemma as a direct consequence of Proposition 5.29.
Lemma 5.33. Suppose that 〈〈Σ,Γ〉〉 is a query-complete logic program. Then for every
Σ-query ∃X · ρ such that X is conservative and 〈〈Σ,Γ〉〉 lpΣ ∀X · ρ, there exists a trivial
query ∃X · > that can be derived from ∃X · ρ and Γ, with the identity substitution 1X as the
computed answer.
∃X · ρ−∗Γ,1X ∃X · >
Proof. Let 〈〈Σ,Γ〉〉 be a program and ∃X · ρ a Σ-query such that 〈〈Σ,Γ〉〉 lpΣ ∀X · ρ. By
query-completeness, there exists a trivial X-query > such that ρ,X(Γ) ∗Σ,X >. Hence,
by Proposition 5.29, we can derive the trivial query ∃X · > from ∃X · ρ and Γ using the
computed substitution 1X .
Theorem 5.34 (Completeness of resolution). Let 〈〈Σ,Γ〉〉 be a query-complete logic program
and ∃X · ρ a Σ-query that admits an identity ∀X · γ ∈ Γ. Then every 〈〈Σ,Γ〉〉-solution to
∃X · ρ is also a computed 〈〈Σ,Γ〉〉-answer to ∃X · ρ.
Proof. Let ψ : X → Y be a 〈〈Σ,Γ〉〉-solution to ∃X ·ρ. By Lemma 5.26 we know that ∃Y ·ψ(ρ)
can be derived from ∃X · ρ and its identity, ∀X · γ, using the substitution ψ. Therefore,
since ∀Y · γ ∈ Γ, the query ∃Y ·ψ(ρ) can also be derived from ∃X · ρ and Γ.
∃X · ρ−Γ,ψ ∃Y ·ψ(ρ)
In addition, by Definition 5.7, the signature of variables Y is conservative, and 〈〈Σ,Γ〉〉 lpΣ
∀Y ·ψ(ρ). Hence, by Lemma 5.33, we can derive a trivial query ∃Y · > from ∃Y ·ψ(ρ) and
Γ using the computed substitution 1Y .
∃Y ·ψ(ρ)−∗Γ,1Y ∃Y · >
Composing the two derivation chains outlined above yields a derivation of ∃Y ·> from ∃X ·ρ
using the substitution ψ. Consequently, ψ is a computed answer to ∃X · ρ.
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6 Equational Logic Programming Revisited
Let us now focus on another prominent example of logic-programming language. Equational
logic programming [25] integrates the machinery of its relational counterpart within algebraic
specification in order to solve equations over abstract data types that are provided by
given specifications. This is accomplished by replacing (a) the underlying single-sorted
relational variant of first-order logic (without equality) with the many-sorted equational
variant, (b) resolution with paramodulation, and (c) presentations (in the definition of logic
programs) with program modules that are adequate for defining abstract data types. In this
setting, the computation of the sum of s 0 and s 0 considered in Section 5 can be triggered
by a query of the form
7−−−−−−−
X1 : Nat
s 0 + s 0 = X1
meant to be solved over a logic program that consists of two modules: NAT, defining the
natural numbers as an abstract data type, and ADD, introducing the addition operation.
module NAT = free
sort Nat
op 0 : → Nat
op s_ : Nat→ Nat
module ADD = NAT then
op _ + _ : Nat Nat→ Nat
clause 0 +M = M ←−−−−−
M : Nat
clause (sM) +N = s (M +N)←−−−−−−−
M,N : Nat
The Generalized Substitution System
Equational logic programming is defined over the generalized substitution system qf-FOL=
of the quantifier-free fragment of many-sorted first-order equational logic. Since most of the
definitions and properties to check are straightforward adaptations of the definitions and
properties discussed for qf-FOL16= to the equational many-sorted setting of qf-FOL=, we
only briefly review some of the most important concepts that we need. A more in-depth
discussion of the components of qf-FOL= can be found, for example, in [26],7 or in the
recent monographs [11, 44].
Signatures. The signatures of qf-FOL= are pairs 〈S, F 〉 where S is a (finite) set of sorts
and F is a family (Fw→s)w∈S∗,s∈S of (finite) sets of operation symbols indexed by arities
and sorts. Signature morphisms ϕ : 〈S, F 〉 → 〈S′, F ′〉 are defined by functions ϕst : S → S′
between the sets of sorts and by families of functions ϕopw→s : Fw→s → F ′ϕst(w)→ϕst(s) where
w ∈ S∗ and s ∈ S.
Signatures of variables and substitutions. For every signature 〈S, F 〉, a signature of
variables X is an S-indexed family of sets Xs of variables (x, Fε→s),8 often denoted x : s
where x is the name of the variable (distinct from the names of other variables in X) and s
7It should be noted that in [26] the authors consider an even more general setting of order-sorted equational
logic, with subsorts and overloading of operation symbols.
8We denote the empty arity by ε; hence, Fε→s is the set of constant-operation symbols of 〈S, F 〉 of sort s.
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is its sort. In order to define substitutions, let us first recall that, for each sort s ∈ S, the set
TF,s of F -terms of sort s is the least set such that σ(t1, . . . , tn) : s ∈ TF,s for all operation
symbols σ ∈ Fs1···sn→s and all terms ti ∈ TF,si . Substitutions ψ : X → Y are S-indexed
families of maps ψs : Xs → TF∪Y,s assigning a term over the extended signature 〈S, F ∪ Y 〉
to every variable of X.
Sentences, models, and the satisfaction relation. Similarly to the relational setting,
the sentences over a qf-FOL=-signature 〈S, F 〉 are built from equational atoms l = r, where
l and r are F -terms having the same sort, by iteration of the usual Boolean connectives.
The models M of 〈S, F 〉 interpret each sort s ∈ S as a set Ms, called the carrier set of
s in M , and each operation symbol σ ∈ Fs1···sn→s as a function Mσ : Ms1 × · · · ×Msn →
Ms. Homomorphisms h : M1 → M2 are families of functions (hs : M1,s → M2,s)s∈S such
that hs(M1,σ(m1, . . . ,mn)) = M2,σ(hs1(m1), . . . , hsn(mn)) for all operation symbols σ ∈
Fs1···sn→s and all arguments mi ∈Msi .
M1,s1 × · · · ×M1,sn
M1,σ
//
hs1×···×hsn

M1,s
hs

M2,s1 × · · · ×M2,sn
M2,σ
// M2,s
Finally, the satisfaction relation is defined by induction on the structure of sentences, based
on the evaluation of terms in models. For instance, an 〈S, F 〉-model M satisfies an equational
atom l = r if and only if the terms l and r yield the same value in M .
Just as in the case of qf-FOL16=, the signatures of variables inherit the sentences, the
models, and the satisfaction relation of their corresponding extended first-order signatures.
This means that for every signature of 〈S, F 〉-variables X, Sen〈S,F 〉(X), Mod〈S,F 〉(X), and
〈S,F 〉,X are defined as Sen(S, F ∪X), Mod(S, F ∪X), and 〈S,F∪X〉, respectively.
The following result relies on arguments similar to those of Proposition 4.11, based on
the fact that the translation of variables along signature morphisms determines pushouts of
first-order signatures, which in turn induce model-amalgamation squares.
Proposition 6.1. The generalized substitution system qf-FOL= has model amalgamation.
Paramodulation
Paramodulation originated with the work of Robinson and Wos [40] as a refinement of
resolution that is suitable for dealing with clauses and queries defined over first-order logic
with equality. The definition of its corresponding goal-directed rules relies on the following
notions of context and substitution of a term in a given context [44, 2].
For any sort s of a qf-FOL=-signature 〈S, F 〉, and for any signature of 〈S, F 〉-variables
X, an X-context for s is a term c over an extended signature of variables of the form
X ∪ { : s} that contains precisely one occurrence of the new variable . The substitution of
a term t ∈ TF∪X,s in c, denoted c[t], is defined as the translation of c along the substitution
( 7→ t) : X ∪ { : s} → X that maps every variable x ∈ X to the term x, and  to t.
Clauses and queries. Given a qf-FOL=-signature 〈S, F 〉, the local clauses over a signa-
ture of 〈S, F 〉-variables X are (as in the relational case) implications of the form ∧H ⇒ (l =
r), where H is a finite set of equational atoms and l = r is an equational atom.
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Similarly, the local queries over X are just finite conjunctions of equational atoms
∧
Q.
Goal-directed rules. Every signature of 〈S, F 〉-variables X determines rules of the form∧
({c[l] = t} ∪Q), (∧H ⇒ (l = r)) 〈S,F 〉,X ∧({c[r] = t} ∪Q ∪H)
or ∧
({t = c[l]} ∪Q), (∧H ⇒ (l = r)) 〈S,F 〉,X ∧({t = c[r]} ∪Q ∪H)
where Q and H are finite sets of equational atoms over X, l and r are terms over X of some
sort s, c is an X-context for s, and t is a term over X with the same sort as c.
It is easy to verify that the above constructions satisfy all the necessary properties
of Definition 5.2. Thus, they give rise to a (many-sorted) equational logic-programming
framework that we denote by FOL=. Moreover, the abstract concept of resolution captures
in this setting an extended version of what is known as paramodulation: a query ∃X2 ·∧Q2
(over some signature 〈S, F 〉) is derived by paramodulation in one step from another query
∃X1 ·∧Q1 and a clause ∀Y1 ·∧H1 ⇒ (l1 = r1) using the computed substitution θ1 : X1 → X2
if and only if there exists a substitution ψ1 : Y1 → X2 such that∧
θ1(Q1), (
∧
ψ1(H1)⇒ (ψtm1 (l1) = ψtm1 (r1))) 〈S,F 〉,X2
∧
Q2.
The extension is in this case twofold: first, the derivation is not limited to most general unifiers
(similarly to FOL16=); second, the term ψtm1 (l1) need not be equal with the θ1-translation of a
subterm in Q1, but with a subterm in the θ1-translation of Q1.
All we need now in order to compute answers to queries defined over FOL= is an analogue
of Fact 5.20 providing an adequate characterization of trivial queries. To this end, notice
first that a signature of 〈S, F 〉-variables X is conservative if and only if there exists at least
one F -term for each sort s ∈ S such that TF∪X,s is not empty.
Fact 6.2. Let Y be a signature of 〈S, F 〉-variables in FOL= such that TF,s = ∅ implies
TF∪Y,s = ∅ for every s ∈ S. Then an 〈S, F 〉-query ∃Y · > is trivial if and only if > is a
conjunction of equalities of the form t = t.
To illustrate the use of paramodulation, let Γ be the set consisting of the two clauses
defined by the module ADD together with the identity clause ∀∅ · true ⇒ (0 = 0). Then the
sum of s 0 and s 0 can be computed according to the following chain of derivations:
∃{X1 : Nat} · s 0 + s 0 = X1
−Γ,X1 7→X2 ∃{X2 : Nat} · s (0 + s 0) = X2 using the first clause of Γ
and the substitution M 7→ 0, N 7→ s 0
−Γ,X2 7→X3 ∃{X3 : Nat} · s s 0 = X3 using the second clause of Γ
and the substitution M 7→ s 0
−Γ,X3 7→s s 0 ∃∅ · s s 0 = s s 0 using the third (and last) clause of Γ.
Program modules
In order to accommodate both the so-called loose semantics specific to relational logic
programming, and the free semantics necessary for specifying abstract data types, equational
logic programs may be defined by means of program modules like NAT and ADD that are
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built from (finite) presentations over FOL=, by iteration of structuring operators such
as union, translation, and free semantics [43]. Various other operators dedicated, for
example, to the derivation or to the extension of modules (often parameterized by classes
of signature morphisms or of homomorphisms) have been considered in the specification
literature [4, 44, 15]. To keep the presentation simple, we focus here only on the three
aforementioned operators.
The equational logic-programming language FOLstruc= defines programs as ‘terms’ formed
from the programs of FOLpres= by repeated applications of the union, translation, and free-
semantics operators listed below – together with the appropriate images of the resulting pro-
gram modules under the functors Sign, Ax, and PMod. Similarly to the case of presentations,
the morphisms of programs ν : P → P ′ are morphisms of signatures ν : Sign(P )→ Sign(P ′)
such that M ′ν ∈ |PMod(P )| for every model M ′ ∈ |PMod(P ′)|.
Union. For any two program modules P1 and P2 having the same signature Σ, P1 ∪ P2 is
also a program module, with
Sign(P1 ∪ P2) = Σ
Ax(P1 ∪ P2) = Ax(P1) ∪Ax(P2)
PMod(P1 ∪ P2) = PMod(P1) ∩ PMod(P2).
Translation. For any program module P and any signature morphism ϕ : Sign(P ) → Σ′,
translate P by ϕ is also a program module, with
Sign(translate P by ϕ) = Σ′
Ax(translate P by ϕ) = ϕ(Ax(P ))
PMod(translate P by ϕ) = Mod(ϕ)−1(PMod(P )).
Free semantics. For any two program modules P and P ′, and any signature morphism
ϕ : Sign(P )→ Sign(P ′), free P ′ over P through ϕ is also a program module, with
Sign(free P ′ over P through ϕ) = Sign(P ′)
Ax(free P ′ over P through ϕ) = Ax(P ′)
PMod(free P ′ over P through ϕ) = the full subcategory of PMod(P ′) given by
the models M ′ that are free with respect to ϕ over some model M of P .
To describe the modules NAT and ADD, note that, for any program module P , free P is an
abbreviation for free P over ∅ through ι, where ι is the inclusion ∅ ⊆ Sign(P ), and that,
for any other program module P ′ such that Sign(P ) is a subsignature of Sign(P ′), P then P ′
is an abbreviation for (translate P by ι) ∪ P ′, where ι is the inclusion Sign(P ) ⊆ Sign(P ′).
The soundness of paramodulation with respect to a given equational logic program follows
from Theorem 5.23. As regards completeness, note that, unlike (FOL16=)pres, the logic-
programming language FOLstruc= cannot be guaranteed to be query-complete due to its
reliance upon the free-semantics operator [44]. However, it is known that every program
module built only with the union and translation operators is semantically equivalent with a
program defined over FOLpres= [15] and, moreover, that logic programs given as presentations
〈Σ,Γ〉 are query-complete whenever the term rewriting system generated by Γ is convergent,
i.e. both confluent and terminating [2]. These observations lead to the following result.
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Proposition 6.3. Let P be a logic program defined over FOLstruc= using only the union and
translation operators, such that the term rewriting system generated by Ax(P ) is convergent.
Then P is query-complete.
7 Conclusions
We have advanced an abstract axiomatic theory of logic programming by identifying and
examining in an institution-theoretic setting two of the most basic principles of the paradigm:
(a) the fact that each logic program has a rigorous mathematical semantics given by a class
of models (and often by a ‘standard’ model of that class) determining the specific set of
queries that can be positively answered, and (b) the existence of a sound (and in some
cases complete) goal-directed procedure for computing answer-substitutions that confirm the
validity of the positive answer received by a query. In this way, the present study unifies
the relational and the equational variants of logic programming, and we can expect it to
integrate with ease many other derived forms such as higher-order [35], behavioural [24], or
even service-oriented logic programming [50]. The first two share many similarities with the
equational variant presented in Section 6. The latter, however, is significantly different from
all the other forms of logic programming mentioned above – even though the logic programs
(known as repositories) and their corresponding operational semantics are defined similarly to
their relational counterparts. This is mainly due to the fact that the signatures of variables
(formalized in this case as labelled hypergraphs) can no longer be treated as extensions of
signatures (which provide the structures that can be used as labels for the hypergraphs
underlying the signatures of variables). Consequently, the service-oriented substitutions
cannot be captured by the institution-independent concept of substitution considered in [10],
nor can they be expressed as generalized forms of signature morphisms as in [18], for example.
Nevertheless, they can be easily shown to form the components of a generalized substitution
system as defined in Section 4.
Our efforts have focused mainly on the development of a simple yet sufficiently rich
theoretical framework to allow the investigation of properties related to the satisfaction of
quantified sentences, the generalization of Herbrand’s theorem to abstract logic-programming
languages and, even more, the definition of a sound and (conditionally) complete procedure
for computing solutions to queries. This procedure relies on exploring a potentially infinite
search space of queries, related through substitutions computed by means of resolution, in
search of queries that are trivial, i.e. known to admit the simplest possible solutions. Its
implementation is not complete because we do not commit to any particular search strategy,
which could make use, for example, of most general unifiers and backtracking. However, it
should be noted that under the present formalization of the search space, any such strategy
would be sound and, moreover, complete if it ensured that the reachability of all trivial
queries is maintained.
Apart from the obvious need to consider various other forms of logic programming, an
interesting direction for future research is to examine the preservation and the reflection of
answers along morphisms of logic programs (following the lines of [10]), as this may give
us the possibility to search for solutions to queries in restricted contexts that correspond
to ‘subprograms’, and then translate these solutions back to the original setting. Another
open problem of practical importance is the development of an appropriate concept of map
of logic-programming languages to capture, for example, the encoding of relational logic
programming into its equational correspondent based on the representation of relations as
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Boolean-valued operations (see e.g. [11]). Even though from a denotational perspective we
obtain an immediate answer in the form of the notion of morphism of generalized substitution
systems (suggested in Definition 4.6), from an operational point of view the answer does not
appear to be equally obvious since different logic-programming frameworks may be founded
on highly different kinds of goal-directed rules.
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