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ABSTRACT
Symbolic analysis of security exploits in smart contracts has demon-
strated to be valuable for analyzing predefined vulnerability prop-
erties. While some symbolic tools perform complex analysis steps,
they require a predetermined invocation depth to search vulnerable
execution paths, and the search time increases with depth. The
number of contracts on blockchains like Ethereum has increased
176 fold since December 2015. If these symbolic tools fail to analyze
the increasingly large number of contracts in time, entire classes of
exploits could cause irrevocable damage. In this paper, we aim to
have safer smart contracts against emerging threats.We propose the
approach of sequential learning of smart contract weaknesses using
machine learning—long-short term memory (LSTM)—that allows
us to be able to detect new attack trends relatively quickly, lead-
ing to safer smart contracts. Our experimental studies on 620,000
smart contracts prove that our model can easily scale to analyze a
massive amount of contracts; that is, the LSTM maintains near con-
stant analysis time as contracts increase in complexity. In addition,
our approach achieves 99% test accuracy and correctly analyzes
contracts that were false positive (FP) errors made by a symbolic
tool.
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1 INTRODUCTION
Smart contracts provide automated peer-to-peer transactions while
leveraging on the benefits of the decentralization provided by
blockchains. As smart contracts are able to hold virtual coins worth
upwards of hundreds of USD each, they have allowed the automated
transfer of monetary values or assets via the logic of the contract
while having the correctness of its execution governed by the con-
sensus protocol [39]. The inclusion of automation in blockchain
resulted in rapid adaptation of the technology in various sectors
such as finance, healthcare, and insurance [53]. Ethereum, the most
popular platform for smart contracts had a market capitalization up-
wards of $21 billion USD [13]. Due to the fully autonomous nature of
smart contracts, exploits are especially damaging as they are largely
irreversible due to the immutability of blockchains. On Ethereum
alone, over 3.6 million Ether (virtual coins used by Ethereum) were
stolen from a decentralized investment fund called TheDAO (Decen-
tralized Autonomous Organization) in June 2016, incurring losses
of up to $70 million USD [25]. In November 2017, $300 million USD
was frozen because of Parity’s MultiSig wallet [43]. Both hacks
that occurred were due to exploitable logic within smart contracts
themselves, and these incidents highlighted a strong imperative for
the security of smart contracts.
The tools used in smart contract symbolic analysis are mainly
based on formal methods of verification. While most analysis tools
have applied dynamic analysis to automatically detect bugs in smart
contracts [28, 35, 48], some have focused on finding vulnerabilities
across multiple invocations of a contract [33]. Oyente is one such
example of an automatic bug detector. It was proposed to act as a
form of pre-deployment mitigation, by analyzing smart contracts
for vulnerabilities at a bytecode level [35]. It uses symbolic execu-
tion to capture traces that match the characteristics of the classes
of vulnerabilities as defined. However, it is not complete as con-
firmations of flagged contracts being vulnerable were only done
manually in the presence of contract source code.
Recently, it has been shown thatMaian, a tool for precisely spec-
ifying and reasoning about trace properties, which employs inter-
procedural symbolic analysis and concrete validation for exhibiting
real exploits [41], was able to capture many well-known examples
of unreliable bugs. Using predefined execution trace vulnerabilities
directly from the bytecode of Ethereum smart contracts, Maian
labels vulnerable contracts as one or two of the three categories—
suicidal, prodigal, and greedy. Maian is able to detect different
classes of vulnerabilities that may only appear after multiple invo-
cations while verifying its results on a private fork of Ethereum.
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However, the degree of accuracy in its detection is limited by its
invocation depth, whereby states that vulnerabilities may occur in
were not reached due to a tradeoff between analysis time and ex-
haustiveness of search. In addition, concrete validation of contracts
can only be performed byMaian either on flagged contracts that
are alive within the forked Ethereum chain or on contracts with
existing source code readily available.
In the field of machine learning, recurrent neural networks are
exceptionally expressive and powerful models adapted to sequential
data. The long short-term memory (LSTM) model is a compelling
variant of recurrent networks mainly used to solve difficult se-
quential problems such as speech recognition [18, 26], machine
translation [16, 51], and natural language processing [24, 34]. In
recent years, there has been an increasing interest in the security
of smart contracts and the application of machine learning in com-
puter security, with papers on automated exploit analysis [2], neural
networks for guessing passwords [36], exploits for a contract devel-
oped from bytecode [32], and taxonomy of common programming
pitfalls [4].
In this work, we introduce an LSTM model for detecting smart
contract security threats at an opcode level. To the best of our
knowledge, this is the first machine learning approach to smart
contract exploit detection. We study the applicability of using an
LSTM model to detect smart contract security threats. As smart
contracts become available in sequential order, they could be used
to update the LSTMmodel for future contracts at each point in time.
Since only around 1% of all smart contracts have available Solidity
source code (we refer to Etherscan [21]), it highlights the utility of
our LSTM learning model as a smart contract security tool which
operates solely at the opcode level.
Contributions. Our contributions in this work are as follows:
• We show that our LSTM model is able to outperform sym-
bolic analysis toolMaian [41] in detecting smart contract
security vulnerabilities.
• We experimentally demonstrate that the LSTM performance
improves with new contracts, and eventually achieved
(1) detection test accuracy of 99.57%
(2) F1 score of 86.04%
• We show that our approach detected up to 92.86% of chal-
lenging contracts that were false positive (FP) errors made
byMaian.
• We show that the LSTM, which only requires constant anal-
ysis time as smart contracts grow in complexity, can easily
scale to process a large number of smart contracts.
• By demonstrating that the proposed LSTM tool is a competi-
tive alternative to symbolic analysis tools, we set a bench-
mark for future work on machine learning models that en-
sure smart contracts security.
2 BACKGROUND
2.1 Smart Contracts
Smart contracts are autonomous, state-based executable code that
is stored, verified, and executed on the blockchain. Ethereum smart
contracts are predominantly written in a high-level programming
language—Solidity, which is then compiled to a stack-based byte-
code format. A smart contract is deployed on the Ethereum blockchain
in the form of a transaction by a sender, where an address is as-
signed to the contract. Each smart contract contains a state (account
balance and private storage) and executable code. Once deployed,
a smart contract is immutable and no modifications can be made to
the contract. However, it may be killed if a Suicide instruction in
the contract is executed.
Contracts, once deployed on the blockchain, may be invoked by
sending transactions to the contract addresses, along with input
data and gas (“fuel” for smart contract execution). In Ethereum, gas
is assigned proportionately to the amount of computation required
for each instruction in its instruction set [50]. This gas is used
as an incentive within the proof-of-work system for executing
the contracts. If gas is insufficient or exhausted before the end
of execution, no gas is refunded to the caller and the transaction
(including state) is reverted. No transactions can be sent to or from
a killed contract.
In Ethereum, an invocation of a smart contract is executed by
every fullnode in the network, taking into account both the current
state of the blockchain and the state of the executing contract, to
reach consensus on the output of the execution. The contract would
then update the contract state, transfer values to other contract
addresses, and/or execute functions of other contracts.
2.2 Contracts with Vulnerabilities
Due to the autonomy and immutability of smart contracts, once an
attack is executed successfully on a contract, it is impossible for
the transaction to be reversed without performing a hardfork [12]
on the underlying blockchain. As the distribution of smart con-
tracts within Ethereum is heavily skewed towards the financial
sector (primarily used for the transfer of assets or funds) [6], some
of the past attacks have incurred multimillion-dollar losses. This
highlights a strong need for security of smart contracts. Although
there are several existing studies and analyses of exploit categories
in smart contracts [10, 28, 35], we primarily focus on the classes
defined in [41], due to their extensive coverage and availability of
the open source tool Maian. We will briefly go over some of the
concepts and the exploit categories highlighted in the paper.
An execution trace of a smart contract is a series of contract
invocations that occurred during its lifetime. Exploits that happen
over a sequence of contract invocations are known as trace exploits.
In [41], the exploits in Ethereum smart contracts are classified under
three categories—suicidal, prodigal, and greedy.
Suicidal Contracts. Smart contracts that can be killed by any
arbitrary address are classified as suicidal. Although some contracts
have an option to kill themselves as mitigation against attacks, if
improperly implemented, the same feature may allow any other
user the option of killing the contract as well. This occurred during
the ParitySig attack [43], where an arbitrary user managed to gain
ownership of a library contract and killed it, rendering any other
contract that relied on this library useless and effectively locking
their funds.
Prodigal Contracts. Smart contracts classified as prodigal are ones
that can leak funds to arbitrary addresses, which either (a) do not
belong to the owner of the contract, or (b) have not deposited Ether
to the contract. Contracts often have internal calls to send funds
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to other contracts or addresses. However, if there are insufficient
mechanisms in place to guard the availability of such calls, attackers
may be able to exploit this call to funnel Ether to their own accounts,
draining the vulnerable contract of its funds.
Greedy Contracts. Smart contracts that are unable to release
Ether are classified as greedy. Following the ParitySig attack [43],
many accounts dependent on the library contract were unable to
release funds, resulting in an estimated loss of $30 million USD.
Within the greedy class, the vulnerable contracts are subdivided
into two categories—(a) contracts that accept Ether but completely
lack instructions to send funds, and (b) contracts that accept Ether
and contain instructions to send funds, but are unable to perform
the task.
2.3 Recurrent Neural Networks
Recurrent Neural Networks (RNNs) are powerful machine learn-
ing models adapted to sequence data. These models can learn and
achieve outstanding performance on many hard sequential learning
problems such as speech recognition, machine translation, and nat-
ural language processing. These neural networks possess a remark-
able ability to learn highly accurate models using only two hidden
layers [40]. However, standard RNNs are hard to properly train
in practice. The main reason why the model is so unmanageable
is that it suffers from both exploding and vanishing gradients [7].
Both issues are due to the RNN’s recurrent nature.
While the exploding gradients problem is relatively easy to solve
by simply shrinking gradients with norms passing a certain thresh-
old, a method known as gradient clipping [37, 44], the vanishing
gradient issue is much more challenging. This is because vanishing
gradients do not cause the gradient itself to be small. In fact, the
gradient’s component in directions that correspond to short-term
dependencies is large, while the component in directions that cor-
respond to long-term dependencies is small. As a result, recurrent
networks are able to easily learn short-term dependencies but not
the long-term ones.
2.4 Long Short-Term Memory
In order to address the vanishing gradient and long-term depen-
dency issues of standard RNNs, the long short-termmemory (LSTM)
network was proposed [22, 27]. In the LSTM, gate functions were
recommended to be used for controlling information flow in any
given recurrent unit—an input gate, a forget gate, and an output
gate. An input gate functions as a gatekeeper to allow relevant
signals through into the hidden context. On the other hand, the
forget gate is used to determine the amount of prior information
remembered for the current time-step, and the output gate func-
tions as a prediction mechanism. By introducing such information
gate controls, the LSTM almost always performs much better than
standard RNNs.
RNNs take a sequence {x1,x2, . . . ,xT } as input and construct
a corresponding sequence of hidden states (or representations)
{h1,h2, . . . ,hT }. In the simplest case, a single-layer recurrent net-
work uses the hidden representations {h1,h2, . . . ,hT } for estima-
tion and prediction. In deep RNNs, each hidden layer uses the
hidden states of the previous layer as inputs. That is, the hidden
states in layer k − 1 are used as inputs to layer k . In RNNs, every
hidden state in each layer performs memory-based learning to place
importance on relevant features of the task using previous inputs.
Previous hidden states and current inputs are transformed into a
new hidden state, and it is achieved through a recurrent operator
that takes in (ht−1,xt ), such as:
ht = tanh(Whht−1 +Wxxt + b),
whereWh ,Wx , and b are parameters of the layer and tanh(·) repre-
sents the standard hyperbolic tangent function.
The LSTM architecture is specifically designed to handle recur-
rent operations. In this architecture, a memory cell ct , as shown
in Figure 1, is introduced for internal long-term storage. As we
recall that the hidden state ht is an approximate representation
of state at time-step t , both ct and ht are computed via three gate
functions to retain both long and short term storage of information.
The forget gate ft , via an element-wise product, directly connects
ct to the memory cell ct−1 of the previous time-step. Using large
values for the forget gates would cause the cell to retain almost all
of its previous values. In addition, input gate it and output gate
ot control the flow of information within themselves. Each gate
function has its own weight matrix and a bias vector. We denote the
parameters with subscripts f for the forget gate function, i for the
input gate function, and o for the output gate function respectively
(e.g.,Wxf ,Whf , and bf are parameters of the forget gate function).
σ σ Tanh σ
× +
× ×
Tanh
c ⟨t−1⟩
Cell
h ⟨t−1⟩
Hidden
x ⟨t ⟩Input
c ⟨t ⟩
h ⟨t ⟩
h ⟨t ⟩
Figure 1: Schematic of a Long Short-Term Memory Cell.
Practitioners across various fields in sequence modeling use
slightly different LSTM variants. In this work, we follow the model
of leading natural language processing research [24], used to handle
complex sequences with long-range structure. The following is the
formal definition of our full LSTM architecture, without peep-hole
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connections,
it = σ (Wxixt +Whiht−1 + bi ) (1)
ft = σ (Wxf xt +Whf ht−1 + bf ) (2)
ot = σ (Wxoxt +Whoht−1 + bo ) (3)
дt = tanh(Wxдxt +Whдht−1 + bд) (4)
ct = ft ⊙ ct−1 + it ⊙ дt (5)
ht = ot ⊙ tanh(ct ) (6)
where σ (·) is the sigmoid function, tanh(·) is the hyperbolic tangent
function, and ⊙ denotes element-wise product.
3 LEARNING SMART CONTRACT THREATS
In this section, we propose the modeling of smart contract exploits
using a sequential machine learning approach, and explain how
an LSTM learning model handles the semantic representations of
smart contract opcode. We present the security threat detection
objective, properties of smart contract opcode as a sequence, and
opcode embedding representation.
3.1 Classification of Contract Threats
The objective of our LSTM learning model is to perform a two-
class classification, in order to detect if any given smart contract
contains security threats. Motivated by the concepts in optimization,
the objective in LSTM learning is to minimize the detection loss
function, in order to maximize classification accuracy. Through the
loss provided by each training data point, we ideally expect the
sequence model to learn from the errors. Loss functions of learning
models are mostly application specific and are selected based on
how they affect the performance of the classifiers [3, 8]. The most
common ones used to measure the performance of a classification
model are the cross-entropy loss (logarithmic loss), softmax, and
squared loss.
Figure 2: LSTM Smart Contract Vulnerability Classification.
In our case, we have chosen the logarithmic loss or the binary
cross-entropy loss function. It is preferred as we formalized the
smart contract threat detection into a binary classification problem.
Let us proceed to define the derivation of a binary cross-entropy
loss function L:
L = − 1
N
∑
x
[y lna + (1 − y) ln(1 − a)], (7)
where N is the total number of contract opcodes in the training
dataset, x the sum over all training opcodes, a = σ (z), where
z =
∑
j w jx j + x+1 is the weighted sum of the inputs, and y the
corresponding desired threat estimate. As the network improves its
estimation of desired outputs y for all training opcodes X, the sum-
mation of cross-entropy loss tends toward zero. This means that as
a model learns to be more accurate in classifying smart contracts
over time, it minimizes the distance between output estimate a and
the desired output y. A perfect classifier would achieve a log loss
of precisely zero.
3.2 Sequential Modeling of Smart Contracts
In this section, we first introduce the Ethereum opcode sequence
processed by the LSTM model, followed by the usage of smart
contract opcode sequence as input for our learning model to detect
security threats, Figure 2.
3.2.1 Ethereum Opcode Sequence. Smart contract threat detection,
like many sequence learning tasks, involves processing sequential
opcode data. More precisely, opcodes are a sequence of numbers
interpreted by the machine (virtual or silicon) that represents the
type of operations to be executed. In the Ethereum environment,
opcodes are a string of low-level human-readable instructions spec-
ified in the yellow paper [50]. The machine instruction language
is processed by Ethereum Virtual Machine (EVM)—a stack-based
architecture with a word size of 256-bit. Each instruction is defined
with an opcode (value), name (mnemonic), δ value, α value, and
a description. For each instruction, the α value is the number of
additional items placed on the stack for that instruction. Similarly,
the δ value is the number of items required on the stack for that
instruction.
60 60 52 36 15 61 57 60 35 7c 90 04 63 16 80 63 14 61 57 80 63 14 61 57 80 63
14 61 57 5b 61 5b 60 60 90 54 90 61 0a 90 04 73 16 73 16 34 60 51 80 90 50 60
60 51 80 83 03 81 85 87 61 5a 03 f1 92 50 50 50 15 61 57 7f 60 60 90 54 90 61
0a 90 04 73 16 60 51 80 82 73 16 73 16 81 52 60 01 91 50 50 60 51 80 91 03 90
a1 61 56 5b 60 60 fd 5b 5b 56 5b 00 5b 34 15 61 57 fe 5b 61 60 80 80 35 73 16
90 60 01 90 91 90 50 50 61 56 5b 00 5b 34 15 61 57 fe 5b 61 60 80 80 35 73 16
90 60 01 90 91 90 50 50 61 56 5b 00 5b 61 60 80 80 35 73 16 90 60 01 90 91 90
80 35 90 60 01 90 82 01 80 35 90 60 01 90 80 80 60 01 60 80 91 04 02 60 01 60
51 90 81 01 60 52 80 93 92 91 90 81 81 52 60 01 83 83 80 82 84 37
Figure 3: Sample opcode sequence used as input data to the
LSTM learning model.
To generate the labels required for supervised machine learning,
the contracts were processed by passing bytecodes throughMaian
to obtain vulnerability classifications. In the process, opcodes were
also retrieved. A sample EVM opcode thus produced, which the
LSTM model takes as input is shown in Figure 3. The addresses of
the contracts were saved, along with the valid corresponding EVM
opcodes, and threat classifications (categories) into a data-frame,
Figure 4.
We then use these smart contract opcodes as input to our se-
quence learning model. Our choice of using opcodes for learning
smart contract threats is based on the long-proven capability of
machine learning malware detection in bothWindows and Android
systems. In malware detection, models typically learn from opcode
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features to achieve impressive detection accuracy [1, 29]. This ap-
proach of learning from opcode features prevails over traditional
malware detection approaches such as signature-based detection
and heuristic-based detection, even offering the added benefit of
being able to learn from existing patterns at a binary level to classify
unknown threats [45]. In this study, we propose a similar approach
by applying machine learning to opcodes derived from Ethereum
smart contracts.
3.2.2 Opcode Sequence for Threat Detection. Numerous tasks with
sequential inputs and/or sequential outputs can be modeled with
RNNs [30]. For our application in smart contract opcode security
threat detection, where inputs consist of a sequence of opcodes,
opcodes are typically fed into the network in consecutive time
steps. The most straightforward way to represent opcodes is to use
a binary vector with length equal to the size of machine instruction
list for each opcode in the directory—one-hot encoding, as shown in
Figure 5.
Such a simple encoding [20] has many disadvantages. First, it is
an inefficient way of representing opcodes, as large sparse vectors
are created when the number of instructions increases. On top of
that, one-hot vectors do not capture any measure of functional sim-
ilarity between opcodes in the encoding. Hence, we model opcodes
with code vectors. It represents a significant leap forward in advanc-
ing the ability to analyze relationships between individual opcodes
and opcode sequences. Code vectors are able to capture potential
relationships in sequences, such as syntactic structure, semantic
meaning, and contextual closeness. The LSTM learns these relation-
ships when given a collection of supervised smart contract opcode
data to initialize the vectors using an embedding algorithm [38].
The embedding, shown in Figure 6, is a dense matrix in a linear
space, which achieves two important functions. Firstly, by using
an embedding with a much smaller dimension than the directory,
it reduces the dimension of opcode representations from the size
of the directory to the embedding size (|U| ≪ |D|), where |U| and
|D| are the embedding and directory sizes respectively. Secondly,
learning the code embedding helps in finding the best possible
representations, and groups similar opcodes in a linear space.
A special case of the logistic function with output values from 0
to 1, sigmoid function, is used for the output layer. Intuitively, the
outputs correspond to the probability that each opcode sequence is
categorized as either one of the predicted class.
4 IMPLEMENTATION
Next, we turn to a discussion of how we implemented our LSTM
detection tool in practice. We start by introducing the data source
we used for vulnerable and not-vulnerable smart contracts. We then
analyze the features and explain how we processed the contracts.
Figure 4: Dataset: Contract address, opcode, and category.

1
0
0
...
0
0

,

0
1
0
...
0
0

,

0
0
1
...
0
0

, · · · ,

0
0
0
...
0
1

Figure 5: Left to right: one-hot vectors representing the first,
second, third, and last opcodes in the instruction list, respec-
tively.
Embedding Matrix
150 x 150
2 3 · · · 0 6
9 6 · · · 1 6
...
...
. . .
...
...
0 8 · · · 5 4
3 4 · · · 8 8

One-hot Vector
150 x 1
0
0
1
0
0
...
0
0
0

=
Code Vector
150 x 1
7
5
...
9
3

Figure 6: Example of Opcode Embedding.
Last we give details of how we trained the LSTM machine learning
model.
We trained and tested the proposed LSTM model on 620,000
contracts, by obtaining 920,179 existing smart contracts from the
Google BigQuery [23] Ethereum blockchain dataset. This dataset
includes the first block of Ethereum, up until block 4,799,998, which
was the last block mined on December 26, 2017.
4.1 Data Source
We used the Ethereum dataset downloaded from Google BigQuery.
We then parsed the smart contracts’ bytecode into opcode using
the EVM instruction list [50].
4.1.1 Safe or Vulnerable. In order to obtain labels for smart con-
tracts in blocks 0 to 4,799,998, we ran the contracts through the
Maian tool. A total of 920,179 contracts were processed, produc-
ing a number of flagged contracts. Processing our dataset using
the Maian tool, we collected the sequential opcodes, which are
instructions found in the EVM list of execution code, as inputs for
our LSTM learning model. We then removed the wrongly flagged
prodigal and suicidal contracts (false positives) identified by Nikolic
et al. [41]. The brief overview of the experiments to identify the
false positives that were performed by the team of Nikolic et al. are
as follows:
• Concrete validation for prodigal and suicidal contracts was
performed by running the flagged contracts along with its
sequence of invocations produced by Maian on a private
fork of Ethereum, effectively ensuring the reproducibility of
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the vulnerabilities. Contracts that were not exploitable but
were flagged byMaian were categorized as false positives.
• For contracts categorized as greedy (recall from section 2.2),
concrete validation was performed in a similar procedure
for category (a) of greedy contracts by sending Ether to the
flagged contracts and ensuring that no instructions exist
within the contract that allowed the ether to be transferred
out. For category (b), where instructions exist that allowed
the possibility of Ether being transferred out, manual analy-
sis was performed on the contracts which have source code
available—none of them were identified to be true positives.
Since no data were available for the wrongly flagged greedy
contracts, we assumed all contracts in category (b) of the greedy
contracts as false positives and removed them from our dataset,
in accordance with findings presented in Nikolic et al. [41]. After
cleaning and processing our data, we report the number of distinct
contracts, calculated by comparing the contract opcodes. Given
the large number of flagged contracts, we proceeded to check for
duplicates. We found 8640 distinct contracts that were flagged as
suicidal (1207), prodigal (1461), greedy (5801), and both suicidal and
prodigal (171).
Category
Reported by [41]
Maian Paper
Processed by us
Maian Tool
Distinct
(flagged)
Contracts Processed 970,898 920,179
Suicidal 1495 1544 1378
Prodigal (Leak) 1504 1786 1632
Greedy (Lock) 31,201 17,084 5801
Table 1: Processed and categorized contracts byMaian.
Table 1 is a summary of data processed using the Maian tool.
The difference of 50,719 processed contracts between the 970,898
contracts previously reported [41] and the 920,179 processed by us
was due to empty contracts. In addition, we believe that version
updates of the Maian tool since the numbers were last reported in
March 2018 contributed to this difference.
Using this dataset, we trained and tested the LSTM learning
model on 8640 flagged contracts and 416,944 unflagged contracts,
from which we removed invalid opcode instructions and dupli-
cates. WhileMaian classifies vulnerable smart contracts into three
categories of exploits, we considered these vulnerabilities as one
class—vulnerable. In this two-class setting, each contract that is
labeled as "0" in the category field, Figure 4, indicates that it is not
vulnerable. Otherwise, a vulnerable contract is labeled as "1".
We chose this security exploit detection task with this specific
subset of the entire Ethereum blockchain dataset because of the pub-
lic availability of smart contracts data, which has been symbolically
analyzed [41], and it serves as a baseline for our model.
4.1.2 Opcode Features. As stated above in Section 2.1, an Ethereum
smart contract is a series of low-level EVM code that resides in the
Ethereum blockchain. The EVM code, also known as bytecode, is a
hexadecimal representation of a contract, which is something only
the EVM can understand. Hence, we use a high-level language—
Solidity to write smart contracts effectively. In order to deploy a
smart contract, we compile the solidity code using a compiler, and
it will translate our source code into bytecode. We then convert the
bytecode into opcode, a human-readable format that is similar to
any natural language.
In the appendix of the Ethereum yellow paper [50], it contains
a complete list of the EVM bytecode and its corresponding op-
code. A bytecode to opcode disassembler 1 can be used on any
smart contract on the Ethereum blockchain to obtain the opcode.
A fixed directory of 150 execution instructions for the smart con-
tracts opcode is defined in the Ethereum yellow paper. Since 150
is a relatively small number when compared with most language
sequence tasks in machine learning, all unique instructions were
included for learning.
The EVM opcode is a machine language instruction that specifies
the operations to be performed, and it reflects the logic of each smart
contract. Opcodes have been successfully used in previous work
to analyze various underlying issues of smart contracts [9, 15].
Therefore, we expect that learning from a sequence of features
extracted from opcodes is capable of detecting latent smart contract
vulnerabilities.
Figure 7: Histogram of the length of smart contract opcodes
from original dataset. Most of the smart contracts contain less
than 1500 opcodes.
4.1.3 Structural Properties. Figure 7 shows some interesting char-
acteristics of the length of the smart contracts we consider. Specifi-
cally, the histogram of the length of opcode each contract contains
ranges from 2 − 53, 936. From the original dataset of approximately
900, 000 smart contracts, the opcode length statistics has a mode,
median, and mean of 1541.0, 1040.0, and 1479.3 respectively. For
contracts that are not vulnerable, the statistics are very close to the
population statistics, as roughly 99% of the original dataset is made
up of these contracts.
On the other hand, the statistics of vulnerable contracts are
significantly different than the not-vulnerable ones. Vulnerable
contracts are reported to have a mode of 434.0, a median of 818.0,
and a mean of 2648.6. Hence, we decided to set the maximum
length of LSTM opcode input to 1600. It is a design choice that
1https://etherscan.io/opcode-tool
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would sufficiently cover most smart contracts, as 1600 is higher
than the mode length of the entire population. Moreover, most
vulnerable contracts would be detected since 1600 is much larger
than both the mode and median length of the set of vulnerable
contracts.
4.2 Data Processing
While we collected a moderately large training set, it was highly
imbalanced. It is an issue with classification problems where the
classes are not represented equally, and one class outnumbers the
other classes by a large proportion. Based on the distribution of
the original dataset, 99.03% of the contracts are labeled as not-
vulnerable by Maian, while only 0.97% of contracts are either
greedy, suicidal, and/or prodigal. In order to handle the imbalanced
set, we grouped all vulnerable contracts together to retrieve 8640
samples in one class, and samples not classified in any of the vul-
nerable categories were grouped into another class. Hence, samples
are labeled as one of two classes, vulnerable or not-vulnerable.
Next, we resampled the dataset to achieve a balanced distribution,
where half of the contracts are from the not-vulnerable class and
the other half from the vulnerable class. We randomly sampled
contracts from the not-vulnerable class set and created an equal
number of synthetic vulnerable samples. Using a popular method to
oversample minority classes, the Synthetic Minority Oversampling
Technique (SMOTE) [14], we oversampled the minority (vulnerable)
class and undersampled the majority (not-vulnerable) class. After
performing the resampling, we ended up with a balanced dataset
consisting of 50% vulnerable and 50% not-vulnerable contracts.
In order to create synthetic samples, we first train a represen-
tative embedding using the original dataset. The embedding is a
dense matrix that is a learned representation of the different op-
codes. A smart contract sequence of opcode is then converted into
to one-hot vectors. Using the learned embedding, we then perform
the matrix dot product operation on the one-hot vectors, Figure 6.
The resulting contract is now in dense code vectors. Finally, SMOTE
oversampling is implemented on the code vectors of the vulnerable
contracts, in order to generate synthetic samples.
4.3 Training Details
We trained our model with two LSTM layers of 128 and 64 hid-
den units respectively to learn from smart contracts with opcode
length of 1600, and overcome both the vanishing gradient and
long-term dependency issues, Section 2.4. The layers consist of a
150-dimensional word embedding with an input vocabulary of 150
opcode instructions. We found that our model was fairly easy to
train on the balanced dataset. The classification task is based on
a binary output using the sigmoid activation function. The LSTM
generalizes well over our rebalanced training dataset, and it does
not overfit the training samples. The resulting LSTM has 184,258
parameters, with training details as follows:
• We divided the vulnerable class dataset of 8640 unique smart
contracts into 64% training, 16% validation, and 20% test.
• We oversample the vulnerable training smart contracts into
200,000 samples.
• We then undersample an equal number of unique not-vulnerable
contracts and add them to the training set.
C0,0
1602Vul.
Vul.
C0,1
340
Not-vul.
C1,0
180Not-vul.
C1,1
117,878
Predicted
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Actual Class
Figure 8: Confusion matrix of LSTM prediction.
• We use a total number of 620,000 smart contracts.
• We have a balanced training dataset of size 400,000, a valida-
tion set of size 100,000 (98,672 not-vulnerable, 1328 vulner-
able), and a test set of size 120,000 (118,272 not-vulnerable,
1728 vulnerable).
• We use Adam [31] as the adaptive gradient descent optimizer,
and trained our LSTM model for a total of 256 epochs.
• We use batches of 256 smart contracts for the stochastic
gradient descent optimizer to achieve speedy convergence.
• We use binary cross-entropy loss (log loss), which measures
the performance of the classification model with output of a
soft value between 0 and 1.
• We set the maximum input length to 1600 and zero-pad the
contracts that were shorter than that.
4.4 Evaluation Results
In this section, we illustrate the experimental performance and
results of our LSTM learning model on smart contract security
threat detection tasks. Source code is available here 2.
4.4.1 Test Performance. We use our LSTM learning model for eval-
uation and report the accuracy, recall, precision, F1, and area under
the curve of Receiver Operating Characteristic (AUC ROC) scores
on the test dataset. The confusion matrix C , Figure 8, is used to
evaluate classifier output quality. In binary classification, C0,0 is
the count of true positives, C0,1 false positives, C1,0 false negatives,
and C1,1 true negatives.
In addition, we present another measure that evaluates classifier
output quality. The ROC curve, Figure 9, features the true positive
rate on the Y-axis and false positive rate on the X-axis. ROC curves
are usually used to study the performance of binary classifiers.
A large area under the curve (AUC) means a good classification
performance. The training and validation process plots are shown
in Figure 10. We report classification accuracy and loss of the LSTM
model on both the training and validation datasets.
From the results, we can see that the trained LSTMmodel achieved
an impressive detection performance. For the test set, which con-
sists of 120,000 samples, the LSTM model achieved a test accuracy
of 99.57%. The test accuracy, Eq (8), is a straightforward detection
evaluation metric.
2https://github.com/wesleyjtann/Safe-SmartContracts
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Figure 9: ROC Curve.
Accuracy = True Positives + True NegativesTotal Tested (8)
However, accuracy is not an adequate performance measure for
highly imbalanced datasets, as models could easily achieve high
accuracy by labeling all samples as the majority class. Since our
test dataset mostly contains not-vulnerable contracts, our model is
likely to neglect the minority (vulnerable) class. We proceed further
to check both the precision and recall scores. The precision metric
measures the ability of our LSTMmodel not to mislabel a safe smart
contract as vulnerable, while the recall metric measures the model’s
ability to find all unsafe contracts. We also present the F1 score,
Eq (9), that takes both precision and recall into account. It is the
harmonic mean of the precision and recall scores, and it can also
be interpreted as a weighted average of precision and recall, where
an F1 score reaches its best value at 100% and worst score at 0%.
F1 = 2 ∗ Precision × RecallPrecision + Recall (9)
Based on the LSTM performance, Table 2, it clearly indicates
that our model is able to detect unsafe smart contracts accurately.
On top of the detection accuracy, which was the only performance
metric shown in [41], we provide additional evaluation metrics
and present compelling evidence that the LSTM model is able to
accurately detect unsafe smart contracts.
Although the LSTM does not model Maian perfectly, we argue
that this does not diminish the model’s usefulness since it is likely
due to the misclassification of the labels generated by theMaian
tool. A sample of 69 unique contracts classified by the LSTM as
vulnerable, which Maian analyzed as not-vulnerable, was checked
against another symbolic analysis tool, Securify [48]. We found
that multiple contracts were categorized as vulnerable. Out of this
small sample, 9 contracts were flagged as ’violation’ and 2 contracts
as ’warning’. We conjecture that the LSTM was able to generalize
the content and exploits of smart contracts and detect vulnerabilities
thatMaian missed. In summary,
• the LSTM model proved to be highly accurate at detecting
unsafe smart contracts, and
• the LSTM with 99.57% accuracy significantly outperformed
Maian’s 89% accuracy in detecting unsafe smart contracts.
Classification Performance Measure LSTM%
Test Accuracy 99.57
Recall Score 89.90
Precision Score 82.49
F1 Score 86.04
ROC AUC Score 94.81
Table 2: LSTM detection performance measures.
We note that while symbolic analyzers are able to perform in-
depth analysis of smart contract properties to detect the exact bugs,
the LSTM model is able to quickly and accurately detect security
exploits in the smart contracts. Moreover, concrete validation of
flagged contracts in the case of Maian requires the creation of a
private fork of the original Ethereum blockchain, and it can only
analyze a contract from a particular block height where the contract
is still alive. Not only is it a complicated and time-consuming task,
but it is also not immediately clear how one selects a block height
to include all flagged contracts that are still alive. Given that the
LSTM model is a simple machine learning technique to implement,
we recommend that it be used as the first line of defense, and com-
plementing it with the concrete validation of symbolic analyzers if
needed.
4.4.2 FP Detection. In addition, whenwe tested our learningmodel
on the wrongly flagged contracts (false positives) identified in [41],
the LSTM is able to detect many of them. By using the corrected
labels of these wrongly flagged samples in our training, it helps our
model improve its ability to accurately learn from challenging and
complex smart contracts.
Category # Distinct contractstested
# Correctly
classified
Accuracy
%
Suicidal FPs 14 13 92.86
Prodigal FPs 35 28 80.00
Greedy FPs 41 31 75.61
Table 3: LSTM classification performance on contracts
falsely flagged byMaian tool.
We first corrected the labels of the 27,266 FP contracts and pro-
cessed them to check for duplicates by comparing the opcode be-
tween smart contracts. Out of these 27,266 contracts, 451 of them
were found to be unique. As duplicates that simultaneously appear
in training, validation, and test sets could lead to disingenuous
performance results, we only use unique smart contracts in our
datasets. Next, we divided these 451 FP contracts into the same
proportion of 64% (288), 16% (73), and 20% (90), and added them to
the training, validation, and test sets respectively. With no overlap
of unique contracts in each dataset, the FP contracts in the training
set are then resampled to roughly 5% of the entire training set. The
results in Table 3 demonstrates that the LSTM model is able to
detect a large number of these complicated smart contracts.
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Figure 10: Training and validation over 150 epochs.
4.4.3 Analysis Runtime. Figure 11 demonstrates that the analysis
time of symbolic toolMaian increases rapidly with the complexity
of the smart contracts, measured by opcode length. On the other
hand, the time required by the LSTM remains fairly constant. To
evaluate the different analysis times taken by the LSTM andMaian,
we sample 5 smart contracts each from 9 different opcode lengths:
[500, 1000, 1500, 2000, 4000, 8000, 12, 000, 20, 000, 25, 000]. We then
measure the average analysis time of the 5 contracts of each length
and plot the graph to highlight the difference between our model
andMaian.
Figure 11: Analysis time of LSTM vsMaian.
In our study, we ran the experiments with Intel Xeon E5-2698
v4 2.2GHz CPU, 512GB system memory, and NVIDIA Tesla V100
GPU. It took the LSTM around an average of 2.2 seconds to analyze
contracts of opcode length 30,000, while Maian required 1096.2
seconds. The results provide strong evidence that our model can
easily scale to a desirable level, in order to process a massive amount
of smart contracts growing every day.
5 LIMITATIONS
The limits of the LSTMmachine learning classifier can be attributed
to the following challenges in detecting if a smart contract contains
security exploits.
Our LSTM model assumes the sequence of opcode features,
which reflects the logic of a smart contract, can generalize its con-
tent and its vulnerabilities. This assumption is sometimes violated
since learning of opcode sequences is unable to consider the control-
flow (e.g., loops, internal function calls, etc.) of a smart contract. It
does not support the checking of data- and control-flow properties.
For example, integer overflows (or underflows) which may occur
due to iterative loops within a contract or computation of balance
via function calls can affect the correctness of the contract. In some
cases, these control-flow vulnerabilities can be exploited to siphon
funds from a contract in an unjust manner [5]. In such situations,
the LSTM will fail to perform well against vulnerable smart con-
tracts since control-flow analysis is outside its domain of sequence
learning.
The categories of vulnerabilities defined in [41] may also be
identified as a limitation on what the LSTM model can achieve.
It has been observed that numerous characterization of exploits
in smart contracts is not limited to the three classes, Section 2.2.
Apart from the 3 classes of vulnerabilities, Luu et al. [35] studied 4
other classes of vulnerabilities—transaction-ordering dependence,
timestamp dependence, mishandled exceptions, and re-entrancy.
Those classes were further expanded upon by Zhou et al. [52]. New
risks such as transaction origin risk and zero division risk were
added. As for Kalra et al. [28], they focused on a different set of
vulnerabilities involving the semantic correctness and higher-level
business logic fairness properties of contracts. As observed, while
there are other classes of vulnerabilities defined, it is generally
not a reasonable assumption for one system to capture all exploits
at any point in time. Exploits and attacks evolve. The impact of
this behavior on the LSTM is that contracts which contain similar
exploits to those categories defined in Maian, will be classified
as vulnerable, when they actually may not since the exploits are
previously unseen by the LSTM model. While this does lower the
detection performance of the machine learning model, we argue
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that this does not reduce its usefulness since these misclassifications
represent contracts that are still at considerable risk and require
attention.
Last, the binary classification design also presents another main
limitation. Although it allows for the fast and light detection of
smart contract vulnerabilities, the LSTMdoes not provide additional
insights for analysis. Theremay be a need for further analysis after a
vulnerable contract is identified. It would be desirable to determine
the part of contract code that is diagnosed as vulnerable in order to
allow for supplementary manual analysis, however no attempt to
do this have been made in our experiments; but it deserves further
work.
6 RELATEDWORK
There has been an increasing adoption of deep learning in the field
of computer security. More specifically, a variety of security at-
tack detection scenarios have benefited from the advancement of
deep learning techniques. Du et al. [19] proposed the modeling of
a system log as a natural language sequence using a deep LSTM
model, in order to perform the task of anomaly detection in systems.
A system event log is designed to record system states at critical
points, and it is produced by a program that follows a rigorous set
of logic and control flows. Since system logs contain text that is
largely unstructured and distinct, analytics is challenging. However,
the LSTM anomaly detection model was able to achieve remark-
able performance by learning and encoding entire log messages
(including the timestamp, log key, and parameter values).
In a similar fashion, Shen et al. [46] showcased the importance
of using the sequence memory architecture in recurrent neural
networks for the task of predicting security events in a computer.
With the increased complexity of malicious activities in computer
systems, simple methods such as the Markov Chains [42] or 3-gram
models [11] are no longer effective in predicting these malicious
events. By leveraging on the long-term memory typical of LSTM
models, it has been shown that their system was able to predict
future events of a machine, specific steps that an attacker would
undertake, based on previous observations.
Shin et al. [47] investigated function identification, a crucial step
in many binary code analysis techniques, for malware detection
and fixing vulnerable software. They showed that recurrent neural
network architectures such as the LSTM can identify functions
in binaries with great accuracy and efficiency. Going a step fur-
ther, Chua et al. [17] trained a recurrent neural network to learn
function type signatures from disassembled binary code without
prior knowledge of the compiler or instruction set. It is the first
machine learning based system that targets function signature re-
covery while maintaining "comparability" of its learned outcomes
to conventions used by other analysis tools.
However, to the best of our knowledge, the detection of smart
contract vulnerabilities based on sequence learning has not been
investigated so far. The tools used in smart contract analysis are
mainly symbolic ones based on formal methods of verification [28,
33, 35, 41, 48].
7 CONCLUSION
We have presented a scientific work—based on machine learning to-
wards safer smart contracts—that is able to effectively comb through
a large number of contracts for security threats. Our results suggest
that sequential learning of smart contract security threats provides
significant improvements over symbolic analysis tools, achieving
detection accuracy of 99.57% and F1 score of 86.04%. Furthermore,
up to 92.86% of particularly challenging contracts that were other-
wise deemed as false positives byMaian, were correctly detected
by our sequential learning model. Our machine learning approach
is the first of its kind that maintains its analysis time as smart con-
tracts grow in complexity. This makes it possible to build a scalable
smart contract security threat detection tool based on machine
learning.
In future work, we plan to study the impact of state-of-the-
art sequence modeling techniques on smart contract threat detec-
tion. The Transformer—a new simple network architecture that
dispenses with recurrence entirely and is based solely on attention
mechanisms—has been shown to be superior to recurrent neural
networks [49]. Further experiments using attentionmodelsmight al-
low smart contract security exploits to be detected more effectively.
While we measure detection performance based on classification
correctness with respect to given labels, a remaining challenge is
obtaining more accurate labels to improve detection proficiency of
models during training.
ACKNOWLEDGMENTS
We thank Aashish Kolluri and Prof. Prateek Saxena for sharing the
validation data, and all our anonymous reviewers for their valuable
comments and helpful suggestions.
REFERENCES
[1] Tony Abou-Assaleh, Nick Cercone, Vlado Keselj, and Ray Sweidan. 2004. N-
Gram-Based Detection of New Malicious Code. In Proceedings of the 28th Annual
International Computer Software and Applications Conference - Workshops and
Fast Abstracts - Volume 02 (COMPSAC ’04). IEEE Computer Society, Washington,
DC, USA, 41–42. http://dl.acm.org/citation.cfm?id=1025118.1025582
[2] Abeer Alhuzali, Rigel Gjomemo, Birhanu Eshete, and V.N. Venkatakrishnan. 2018.
NAVEX: Precise and Scalable Exploit Generation for Dynamic Web Applications.
In 27th USENIX Security Symposium (USENIX Security 18). USENIX Association,
Baltimore, MD, 377–392. https://www.usenix.org/conference/usenixsecurity18/
presentation/alhuzali
[3] Yasemin Altun, Mark Johnson, and Thomas Hofmann. 2003. Investigating Loss
Functions and Optimization Methods for Discriminative Learning of Label Se-
quences. In Proceedings of the 2003 Conference on Empirical Methods in Natural
Language Processing (EMNLP ’03). Association for Computational Linguistics,
Stroudsburg, PA, USA, 145–152. https://doi.org/10.3115/1119355.1119374
[4] Nicola Atzei, Massimo Bartoletti, and Tiziana Cimoli. 2017. A Survey of Attacks on
Ethereum Smart Contracts SoK. In Proceedings of the 6th International Conference
on Principles of Security and Trust - Volume 10204. Springer-Verlag New York, Inc.,
New York, NY, USA, 164–186. https://doi.org/10.1007/978-3-662-54455-6_8
[5] Eric Banisadr. 2018. How $800k Evaporated from the PoWH Coin Ponzi Scheme
Overnight. https://blog.goodaudience.com/how-800k-evaporated-from-the-
powh-coin-ponzi-scheme-overnight-1b025c33b530.
[6] Massimo Bartoletti and Livio Pompianu. 2017. An Empirical Analysis of Smart
Contracts: Platforms, Applications, and Design Patterns. In Financial Cryptogra-
phy Workshops (Lecture Notes in Computer Science), Vol. 10323. Springer, Salmon
Tower Building New York City, 494–509.
[7] Y. Bengio, P. Simard, and P. Frasconi. 1994. Learning long-term dependencies
with gradient descent is difficult. IEEE Transactions on Neural Networks 5, 2 (1994),
157–166.
[8] C.M. Bishop. 1995. Neural networks for pattern recognition. Oxford University
Press, USA, Cary, NC, USA.
[9] Stefano Bistarelli, Gianmarco Mazzante, Matteo Micheletti, Leonardo Mostarda,
and Francesco Tiezzi. 2020. Analysis of Ethereum Smart Contracts and Opcodes.
Safer Smart Contracts: A Sequence Learning Approach Conference ’19, December 2019, USA
In Advanced Information Networking and Applications, Leonard Barolli, Makoto
Takizawa, Fatos Xhafa, and Tomoya Enokido (Eds.). Springer International Pub-
lishing, Cham, 546–558.
[10] Santiago Bragagnolo, Henrique Rocha, Marcus Denker, and Stephane Ducasse.
2018. SmartInspect: solidity smart contract inspector. https://doi.org/10.1109/
iwbose.2018.8327566
[11] Peter F. Brown, Peter V. deSouza, Robert L. Mercer, Vincent J. Della Pietra, and
Jenifer C. Lai. 1992. Class-based N-gram Models of Natural Language. Comput.
Linguist. 18, 4 (Dec. 1992), 467–479. http://dl.acm.org/citation.cfm?id=176313.
176316
[12] Vitalik Buterin. 2016. Hard Fork Completed. https://blog.ethereum.org/2016/07/
20/hard-fork-completed/.
[13] Ethereum (ETH) Market Cap. 2016. https://coinmarketcap.com/currencies/
ethereum/. [Online; accessed 20-September-2018].
[14] Nitesh V. Chawla, Kevin W. Bowyer, Lawrence O. Hall, and W. Philip Kegelmeyer.
2002. SMOTE: Synthetic Minority Over-sampling Technique. Journal of Artificial
Intelligence Research 16 (2002), 321–357.
[15] Weili Chen, Zibin Zheng, Jiahui Cui, Edith Ngai, Peilin Zheng, and Yuren Zhou.
2018. Detecting Ponzi Schemes on Ethereum: Towards Healthier Blockchain
Technology. In Proceedings of the 2018 World Wide Web Conference (WWW ’18).
International World Wide Web Conferences Steering Committee, Republic and
Canton of Geneva, Switzerland, 1409–1418. https://doi.org/10.1145/3178876.
3186046
[16] Kyunghyun Cho, Bart van Merriënboer, Çaglar Gülçehre, Dzmitry Bahdanau,
Fethi Bougares, Holger Schwenk, and Yoshua Bengio. 2014. Learning Phrase
Representations using RNN Encoder–Decoder for Statistical Machine Translation.
In Proceedings of the 2014 Conference on Empirical Methods in Natural Language
Processing (EMNLP). Association for Computational Linguistics, Doha, Qatar,
1724–1734. http://www.aclweb.org/anthology/D14-1179
[17] Zheng Leong Chua, Shiqi Shen, Prateek Saxena, and Zhenkai Liang. 2017. Neural
Nets Can Learn Function Type Signatures From Binaries. In 26th USENIX Secu-
rity Symposium (USENIX Security 17). USENIX Association, Vancouver, BC, 99–
116. https://www.usenix.org/conference/usenixsecurity17/technical-sessions/
presentation/chua
[18] G. E. Dahl, Dong Yu, Li Deng, and A. Acero. 2012. Context-Dependent Pre-
Trained Deep Neural Networks for Large-Vocabulary Speech Recognition. Trans.
Audio, Speech and Lang. Proc. 20, 1 (Jan. 2012), 30–42. https://doi.org/10.1109/
TASL.2011.2134090
[19] Min Du, Feifei Li, Guineng Zheng, and Vivek Srikumar. 2017. DeepLog: Anom-
aly Detection and Diagnosis from System Logs Through Deep Learning. In
Proceedings of the 2017 ACM SIGSAC Conference on Computer and Commu-
nications Security (CCS ’17). ACM, New York, NY, USA, 1285–1298. https:
//doi.org/10.1145/3133956.3134015
[20] Jeffrey L. Elman. 1990. Finding structure in time. COGNITIVE SCIENCE 14, 2
(1990), 179–211.
[21] Etherscan verified source codes. 2018. https://etherscan.io/contractsVerified.
Online.
[22] F. A. Gers, J. Schmidhuber, and F. Cummins. 1999. Learning to Forget: Continual
Prediction with LSTM. In Proc. ICANN’99, Int. Conf. on Artificial Neural Networks.
IEEE, London, Edinburgh, Scotland, 850–855.
[23] Google. 2018. Google BigQuery - Ethereum. https://bigquery.cloud.google.
com/dataset/bigquery-public-data:ethereum_blockchain. https://bigquery.cloud.
google.com/dataset/bigquery-public-data:ethereum_blockchain
[24] Alex Graves. 2013. Generating Sequences With Recurrent Neural Networks.
http://dblp.uni-trier.de/db/journals/corr/corr1308.html#Graves13
[25] Hacking Distributed. 2016. Analysis of the DAO exploit. http://hackingdistributed.
com/2016/06/18/analysis-of-the-dao-exploit/. [Online; accessed 20-September-
2018].
[26] Geoffrey Hinton, Li Deng, Dong Yu, George E Dahl, Abdel-rahman Mohamed,
Navdeep Jaitly, Andrew Senior, Vincent Vanhoucke, Patrick Nguyen, Tara N
Sainath, et al. 2012. Deep neural networks for acoustic modeling in speech
recognition: The shared views of four research groups. IEEE Signal Processing
Magazine 29, 6 (2012), 82–97.
[27] Sepp Hochreiter and Jürgen Schmidhuber. 1997. Long Short-Term Memory.
Neural computation 9, 8 (1997), 1735–1780.
[28] Sukrit Kalra, Seep Goel, Mohan Dhawan, and Subodh Sharma. 2018. ZEUS:
Analyzing Safety of Smart Contracts. In 25th Annual Network and Distributed
System Security Symposium, NDSS 2018, San Diego, California, USA, Febru-
ary 18-21, 2018. The Internet Society, Reston, Virginia, United States, 1–
15. http://wp.internetsociety.org/ndss/wp-content/uploads/sites/25/2018/02/
ndss2018_09-1_Kalra_paper.pdf
[29] BooJoong Kang, Suleiman Yerima, Sakir Sezer, and Kieran Mclaughlin. 2016.
N-gram Opcode Analysis for Android Malware Detection. International Journal
on Cyber Situational Awareness 1 (11 2016), 231–255. https://doi.org/10.22619/
IJCSA.2016.1001011
[30] Andrej Karpathy. 2015. The Unreasonable Effectiveness of Recurrent Neural
Networks. http://karpathy.github.io/2015/05/21/rnn-effectiveness/
[31] Diederik P. Kingma and Jimmy Ba. 2015. Adam: A Method for Stochastic Opti-
mization. In 3rd International Conference on Learning Representations, ICLR 2015,
San Diego, CA, USA, May 7-9, 2015, Conference Track Proceedings. iclr.cc, Online,
10. http://arxiv.org/abs/1412.6980
[32] Johannes Krupp and Christian Rossow. 2018. teEther: Gnawing at Ethereum
to Automatically Exploit Smart Contracts. In 27th USENIX Security Symposium
(USENIX Security 18). USENIX Association, Baltimore, MD, 1317–1333. https:
//www.usenix.org/conference/usenixsecurity18/presentation/krupp
[33] Chao Liu, Han Liu, Zhao Cao, Zhong Chen, Bangdao Chen, and Bill Roscoe. 2018.
ReGuard: Finding Reentrancy Bugs in Smart Contracts. In Proceedings of the 40th
International Conference on Software Engineering: Companion Proceeedings (ICSE
’18). ACM, New York, NY, USA, 65–68. https://doi.org/10.1145/3183440.3183495
[34] Thang Luong, Hieu Pham, and Christopher D. Manning. 2015. Effective Ap-
proaches to Attention-based Neural Machine Translation. In Proceedings of the
2015 Conference on Empirical Methods in Natural Language Processing. Asso-
ciation for Computational Linguistics, Lisbon, Portugal, 1412–1421. https:
//doi.org/10.18653/v1/D15-1166
[35] Loi Luu, Duc-Hiep Chu, Hrishi Olickel, Prateek Saxena, and Aquinas Hobor.
2016. Making Smart Contracts Smarter. In Proceedings of the 2016 ACM SIGSAC
Conference on Computer and Communications Security (CCS ’16). ACM, New York,
NY, USA, 254–269. https://doi.org/10.1145/2976749.2978309
[36] William Melicher, Blase Ur, Saranga Komanduri, Lujo Bauer, Nicolas Christin,
and Lorrie Faith Cranor. 2017. Fast, Lean, and Accurate: Modeling Password
Guessability Using Neural Networks. https://www.usenix.org/conference/atc17/
technical-sessions/presentation/melicher
[37] Tomáš Mikolov. 2012. Statistical language models based on neural networks. Ph.D.
Dissertation. Brno University of Technology.
[38] Tomas Mikolov, G.s Corrado, Kai Chen, and Jeffrey Dean. 2013. Efficient Esti-
mation of Word Representations in Vector Space. In International Conference on
Learning Representations (ICLR) 2013. openreview.net, Online, 1–12.
[39] Satoshi Nakamoto. 2009. Bitcoin: A peer-to-peer electronic cash system. http:
//bitcoin.org/bitcoin.pdf.
[40] Derrick Nguyen and Bernard Widrow. 1990. Improving the learning speed of
2-layer neural networks by choosing initial values of the adaptive weights.. In
IJCNN. IEEE, Piscataway, New Jersey, United States, 21–26. http://dblp.uni-trier.
de/db/conf/ijcnn/ijcnn1990.html#NguyenW90
[41] Ivica Nikolić, Aashish Kolluri, Ilya Sergey, Prateek Saxena, and Aquinas Hobor.
2018. Finding The Greedy, Prodigal, and Suicidal Contracts at Scale. In Proceedings
of the 34th Annual Computer Security Applications Conference (ACSAC ’18). ACM,
New York, NY, USA, 653–663. https://doi.org/10.1145/3274694.3274743
[42] J. R. Norris. 1998. Markov chains. Cambridge University Press, Cambridge,
England.
[43] Parity Technologies. 2017. Security Alert. https://paritytech.io/security-alert-2/.
[Online; accessed 20-September-2018].
[44] Razvan Pascanu, Tomas Mikolov, and Yoshua Bengio. 2013. On the difficulty of
training recurrent neural networks. In International Conference on Machine Learn-
ing. JMLR.org, Online, 1310–1318. http://www.jmlr.org/proceedings/papers/v28/
pascanu13.pdf
[45] Asaf Shabtai, Robert Moskovitch, Yuval Elovici, and Chanan Glezer. 2009. De-
tection of Malicious Code by Applying Machine Learning Classifiers on Static
Features: A State-of-the-art Survey. Inf. Secur. Tech. Rep. 14, 1 (Feb. 2009), 16–29.
https://doi.org/10.1016/j.istr.2009.03.003
[46] Yun Shen, EnricoMariconti, Pierre Antoine Vervier, and Gianluca Stringhini. 2018.
Tiresias: Predicting Security Events Through Deep Learning. In Proceedings of the
2018 ACM SIGSAC Conference on Computer and Communications Security (CCS
’18). ACM, New York, NY, USA, 592–605. https://doi.org/10.1145/3243734.3243811
[47] Eui Chul Richard Shin, Dawn Song, and Reza Moazzezi. 2015. Recognizing
Functions in Binaries with Neural Networks. In 24th USENIX Security Sym-
posium (USENIX Security 15). USENIX Association, Washington, D.C., 611–
626. https://www.usenix.org/conference/usenixsecurity15/technical-sessions/
presentation/shin
[48] Petar Tsankov, Andrei Dan, Dana Drachsler-Cohen, Arthur Gervais, Florian
Bünzli, and Martin Vechev. 2018. Securify: Practical Security Analysis of Smart
Contracts. In Proceedings of the 2018 ACM SIGSAC Conference on Computer and
Communications Security (CCS ’18). ACM, New York, NY, USA, 67–82. https:
//doi.org/10.1145/3243734.3243780
[49] Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones,
Aidan N Gomez, Ł ukasz Kaiser, and Illia Polosukhin. 2017. Attention is All
you Need. In Advances in Neural Information Processing Systems 30, I. Guyon,
U. V. Luxburg, S. Bengio, H. Wallach, R. Fergus, S. Vishwanathan, and R. Gar-
nett (Eds.). Curran Associates, Inc., Red Hook, NY 12571, USA, 5998–6008.
http://papers.nips.cc/paper/7181-attention-is-all-you-need.pdf
[50] Gavin Wood. 2014. Ethereum: A secure decentralised generalised transaction
ledger. Ethereum project yellow paper 151 (2014), 1–32. https://ethereum.github.
io/yellowpaper/paper.pdf
[51] Yonghui Wu, Mike Schuster, Zhifeng Chen, Quoc V. Le, Mohammad Norouzi,
Wolfgang Macherey, Maxim Krikun, Yuan Cao, Qin Gao, Klaus Macherey, Jeff
Klingner, Apurva Shah, Melvin Johnson, Xiaobing Liu, Lukasz Kaiser, Stephan
Conference ’19, December 2019, USA Wesley Joon-Wie Tann, Xing Jie Han, Sourav Sen Gupta, and Yew-Soon Ong
Gouws, Yoshikiyo Kato, Taku Kudo, Hideto Kazawa, Keith Stevens, George Kurian,
Nishant Patil, Wei Wang, Cliff Young, Jason Smith, Jason Riesa, Alex Rudnick,
Oriol Vinyals, Greg Corrado, Macduff Hughes, and Jeffrey Dean. 2016. Google’s
Neural Machine Translation System: Bridging the Gap between Human and
Machine Translation. arXiv:1609.08144 http://arxiv.org/abs/1609.08144
[52] E. Zhou, S. Hua, B. Pi, J. Sun, Y. Nomura, K. Yamashita, and H. Kurihara. 2018.
Security Assurance for Smart Contract. In 2018 9th IFIP International Conference
on New Technologies, Mobility and Security (NTMS). IEEE, Paris, France, 1–5.
https://doi.org/10.1109/NTMS.2018.8328743
[53] Kaspars Zı¯le and Rena¯te Strazdin, a. 2018. Blockchain Use Cases and Their Feasi-
bility. Applied Computer Systems 23, 1 (2018), 12–20.
