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Organic light-emitting diodes (OLEDs) are an attractive new light source for display and lighting
applications. In general, the light extraction from OLEDs is limited due to the high refractive
index of the active emitter material and the thin film geometry. The high refractive index causes
the trapping of a significant portion of the emitted light due to total internal reflection (TIR).
Due to the thin film layout, the light emission is enhanced for resonant modes of the coherent
optical microcavity, in particular for light affected by TIR. In this work two approaches are
investigated in detail in order to increase the light extraction efficiency of OLEDs.
In a first approach, the implementation of a low refractive index material next to the opaque
metallic back-reflector is discussed. This modifies the dispersion relation of the non-radiative
surface plasmon polariton (SPP) mode at the metal / dielectric interface, causing a shift of the
SPPs dispersion relation. Thereby, the phase space into which power can be efficiently dissipated
by the emitter is reduced. For the SPP this power would have been lost to the cavity, such that
in total the outcoupling efficiency is increased. In experiment, an increased external quantum
efficiency (EQE) is observed for an emitter exhibiting isotropic orientation of the sources (Ir(ppy)3,
+19%), as well as for an emitter which shows preferential horizontal orientation (Ir(ppy)2(acac),
+18%), compared to an optimized device which uses standard material. This corresponds very
well to the enhancement of the outcoupling efficiencies of the corresponding microcavities (+23%,
resp. +19%) reducing the refractive index of the hole transport layer by 15%. Optical simulations
indicate that the approach is generally applicable to a wide range of device architectures. These
in particular include OLEDs with emitters showing a perfectly horizontal alignment of their
transition dipole moments. Furthermore, the approach is suitable for white OLEDs.
Bragg scattering was investigated as second option to increase the light extraction from OLEDs.
The method requires a periodically structured surface. For the bottom-emitting OLEDs, this is
achieved by a direct laser interference patterning (DLIP) of the transparent electrode. Additionally,
top-emitting devices were fabricated onto periodically corrugated photoresist layers. Using a
periodic line pattern with a lattice constant of 0.71µm, the EQE of the bottom-emitting devices
was enhanced by 27% compared to an optimized planar reference. For the bottom-emitting
layout, increasing the lattice constant leads to lower EQEs. The increased EQE is attributed to
the superposition of the radiative cavity resonances by Bragg scattered intensities of trapped
modes. The intensities depend on the lattice constants as well as the height of the periodic
surface perturbation. For top-emitting OLEDs comprising a lattice constant of 1.0µm the EQE
was increased by 13%. Reducing the lattice constant (0.6µm) decreases the EQE, albeit the
luminous efficacy is increased by 13.5% due to a heavily perturbed emission spectrum. The
perturbation is attributed to a coherent interaction of the Bragg scattered modes due to the
strong optical microcavity for the top-emitting OLEDs. Thus, for strong perturbation specific
emission patterns can be achieved, but an overall enhanced efficiency is difficult to obtain.
To investigate the observed results theoretically, a detailed simulation approach is outlined.
The simulation method is carefully evaluated using reference data from literature. Using the
simulation approach, the emission patterns as well as the efficiencies of the devices can be
estimated. The emission spectra reproduced from simulation are in good agreement with the
experiment. Furthermore, for the bottom-emitting layout, a strong interaction can be found from
simulations for lattice constants below 0.5µm. For top-emitting OLEDs, the weak interaction
regime seems to be more likely to result in an overall enhanced emission. This requires, in contrast
to conventional opinion, very shallow perturbations or lattice constants which exceed the peak
wavelength of the emission spectrum. However, with the established simulation approach a-priori
propositions on the emission spectrum or particular beneficial device layouts become feasible.

Kurzfassung
Organische, lichtemittierende Dioden (OLEDs) bezeichnen neuartige Lichtquellen, welche zur
Beleuchtung oder für Displayanwendungen nutzbar sind. Im Allgemeinen ist die Lichtausbeute
durch den hohen Brechungsindex und die Dünnschichtgeometrie der OLED begrenzt. Der hohe
Brechungsindex sorgt dafür, dass ein signifikanter Anteil des emittierten Lichts in der OLED
durch Totalreflexion (TIR) gefangen ist. Durch den Dünnschichtaufbau der OLED wird außerdem
die Lichterzeugung für resonante Moden der kohärenten optischen Mikrokavität erhöht. Dies
gilt im Besonderen für die nichtstrahlenden Moden. In dieser Arbeit wurden zwei Methoden
untersucht, um die Lichtausbeute aus OLEDs zu erhöhen.
Zuerst wurde die Implementierung von Materialien mit niedrigem Brechungsindex angrenzend
zum undurchsichtigen metallischen Rückkontakt untersucht. Die Modifizierung des Brechung-
indexes verändert die Dispersionsrelation der an der Grenzfläche zwischen Metall und Dielek-
trikum angeregten nicht-strahlenden Oberflächenplasmonpolariton-Resonanz (SPP). Dadurch
wird der Phasenraum verkleinert, in welchen effizient Strahlung abgegeben werden kann. Da
die SPP-Resonanz eine nichtstrahlende Verlustquelle der Mikrokavität darstellt, wird so die
Auskopplungseffizienz der OLED erhöht. In experimentellen Umsetzungen konnte die externe
Quanteneffizienz (EQE) sowohl für einen Emitter gesteigert werden, welcher eine isotrope Vertei-
lung der Strahlungsquellen besitzt (Ir(ppy)3, +19%), als auch für eine vorzugsweise horizontale
Ausrichtung (Ir(ppy)2(acac), +18%).Die Steigerung der EQE korrespondiert sehr gut mit der
berechneten Steigerung der Auskopplungseffizienz für die jeweiligen Mikrokavitäten (+23%, bzw.
+19%). Weitere optische Simulationen legen den Schluss nahe, dass dieser Ansatz ebenso für
perfekt horizontale Ausrichtung der Quellen sowie für weiße OLEDs anwendbar ist.
Als zweiter Ansatz wurde die erhöhte Lichtausbeute durch Bragg-Streuung an periodische
Linienstrukturen untersucht. In dieser Arbeit wurden Methoden untersucht, bei denen die
Oberflächen strukturiert wurde, auf welche die organischen Halbleiterschichten der OLEDs
aufgebracht wurden. Für bottom-OLEDs (durch ein Substrat emittierende OLEDs), wurde direkt
die transparente Elektrode durch ein Laserinterferenzablationsverfahren (DLIP) modifiziert.
Zusätzlich wurden top-OLEDs untersucht (direkt aus der Mikrokavität Licht emittierende
OLEDs), für welche alle Schichten auf eine periodisch strukturierte Photolackschicht aufgedampft
wurden. Für die bottom-OLEDs konnte für eine Gitterkonstante von 0.71µm eine Steigerung
der EQE um 27%, verglichen zu einer optimierten unstrukturierten Referenz, ermittelt werden.
Eine Vergrößerung der Gitterkonstante führt zu einer Abnahme der EQE. Die erhöhte EQE wird
auf die Überlagerung des planaren Emissionsspektrums mit Beiträgen von Bragg-gestreuten,
ursprünglich nicht-strahlenden Moden zurückgeführt, wobei die Intensitäten der Anteile von der
Gitterkonstante und der Strukturhöhe abhängen. Für die top-OLEDs konnte eine Steigerung
der EQE um 13% für eine Gitterkonstante von 1.0µm festgestellt werden. Im Gegensatz zu
den bottom-OLEDs wird für kleinere Gitterkonstanten (0.6µm) hier die EQE nicht erhöht.
Vielmehr kommt es durch die starke Veränderung des Emissionsspektrums zu einer Erhöhung
der photometrischen Lichtausbeute um 13.5%. Die starke Veränderung des Emissionspektrums
wird auf eine kohärente Kopplung zwischen den Bragg-gestreuten Moden zurückgeführt, bedingt
durch die starke optische Mikrokavität dieses OLED-Typs.
Um diese Effekte quantitativ zu beschreiben, wurde ein entsprechendes Modell entwickelt und
implementiert. Die Qualität der Simulationsergebnisse wird anhand von Literaturreferenzen über-
prüft, wobei eine gute Übereinstimmung zu experimentell gemessenen Spektren erzeugt wird. Mit
dem Simulationsmodell werden Vorhersagen über das Emissionspektrum und die resultierenden
Effizienzen möglich. Für bottom-OLEDs wurde festgestellt, dass eine starke Veränderung des
Emissionspektrums für Gitterkonstanten unterhalb von 0.5 µm erzeugt werden kann. Hingegen
sind für top-OLEDs sehr schwache Strukturen oder große Gitterkonstanten notwendig, um eine
nur schwache Veränderung des Emissionsspektrums und damit einen allgemeinen Effizienzgewinn
zu erzeugen. Bezüglich der Gitterkonstante, ist diese Erkenntnis ist im Gegensatz zur üblichen
Herangehensweise zur Implementierung periodischer Streuschichten in OLEDs. Mit der imple-
mentierten Simulationsmethode werden jedoch Aussagen bzgl. Emissionspektrum und Effizienz
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Electroluminescence terms the light emission when an electric current flows through a
material or a strong electric field is applied. The first electroluminescence from solids
composed of organic materials were observed by Bernanose et al. in 1953[1] and Pope et al.
in 1963.[2] The latter experiments were focused on organic crystal made from anthracene
and anthracene doped with tetracene, connected by electrodes. In these approaches, high
operation voltages (∼ 400V) were necessary to achieve electroluminescence such that
practical use of these effects seemed restricted.
This changed in 1987 due to the pioneering work ofTang et al.[3], who composed the
complete device from organic semiconductors in a planar heterostructure. In this case,
the electrons and electron holes are injected from opposite sides of the device from a
cathode and anode. Using this structure and reducing the thicknesses of the organic
materials by about two orders of magnitude, it was possible to reduce the driving voltage
to about 10V, creating the first organic light emitting diode (OLED). From this point
on major research efforts have been made in the field of OLEDs, which lead to a rapidly
emerging technique of efficient light generation. Some of the milestones in this context
are the introduction of doped emission layers by Tang et al. in 1989.[4] Furthermore,
the utilization of highly efficient phosphorescent dopants by Baldo et al.[5] increased
the internal charge-carrier-to-light-conversion efficiency. The application of electrical
doping to the charge transport layers by Pfeiffer et al.[6] lead to further reductions of
the driving voltages and enabled nearly unlimited device optimizations regarding the
optical restrictions. This lead to OLEDs, which exceeded the light generation efficiency
of incandescent and fluorescent lamps.[7]
OLEDs are interesting from a practical point of view for display and solid-state lighting
applications.[8, 9] This is enabled by two core properties of organic semiconductor mate-
rials and the derived device layouts. Firstly, the organic semiconductors are fabricated
in thin amorphous films in the range of a few hundreds of nanometers. The OLEDs
from thin films are areal light sources, which provide new opportunities for design and
applications. Combined with the low rigidity of the organic materials, the thin films
enables the fabrication of OLEDs on flexible substrates as well. Secondly, the color and
the broadening of the emission spectrum from organic semiconductors can be tuned due
to the synthesis of organic compounds. Using more than one emitter material, enables to
render natural light most pursuant.
The display related commercial development started in the middle of the 1990’s with
first generation OLED displays emerging in the todays already widely applied displays
to hand-held PCs or mobile phones. Using OLED display panels in such small devices
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Figure 1.1.: a) OLED lighting installation at Jiyu¯gaoka Station (Tokyo, Japan).[10] Sim-
plified unidirectional OLED layout. Rays of the emitted light are indicated
by arrows. For the air outcoupling medium, some portion of the emitted
light is trapped in the OLED. Applying a lens structure with a refractive
index larger than air, these losses can be mitigated.
needs for a high efficiency of the display, combined with superior properties concerning
contrast, color rendering ability and lifetime to their inorganic counterparts.
For the lighting applications on the other hand, an increased brightness[9] of the light
source of about one order of magnitude is required compared to the display application,
as well as high luminous flux per area. As the efficiency usually decreases with increased
brightness, this sets additional requirements to the efficiencies of the OLED. Moreover,
at high brightness the lifetime of the OLED is also a substantial issue.[8] Therefore,
OLEDs are even less common in lighting applications as in displays. Nevertheless, first
implementations are to be found in practice, as shown in Fig. 1.1 a.
1.2. Scope and outline of this work
It was outlined that even though OLEDs are already applied in many technological
implementations, many open problems require an even more profound solution. Up until
now, many beneficial properties of organic semiconductors or of the device design of
OLEDs have been found by trial-and-error, while the physical effects remain unclear.
This thesis addresses the light harvesting efficiency from OLEDs. In general, this is
limited as the light is generated in the organic semiconductor. These materials exhibit a
higher refractive index as the medium into which the light is to be transmitted, i.e. air.
The light inside the OLED is generated into all directions, even though this distribution
is not homogeneous. This is sketched in Fig. 1.1 b. Hence, for some emission angles, the
light remains trapped within the organic semiconductor due to total internal reflection
(TIR).
Essentially, this trapped light is lost, as it is absorbed by the media of the OLED and
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dissipates into heat. This problem has been addressed by many scientist before in the
focus of OLEDs, even more, as this problem also occurs for solid-state LEDs. The most
simple solution to this problem, which is also widely applied to LEDs, would be to put
a lens on top of the OLED. The refractive index of the lens ideally shows a refractive
index equal to the organic semiconductor. If the lens is large compared to the area of
the light emission, for every emission angle θ the light reflects at normal incidence at
the lens/air interface and thus the loss is minimized. Albeit this approach is feasible to
LEDs, OLED lighting panels are supposed to emit for surface areas in the range of ∼ m2.
Thus, this simple method is not suitable.
This work attempts to provide an additional approach to minimize the loss of light in
the OLED. Additionally, a method which was already applied to OLEDs is investigated
more thoroughly and its full compatibility with state-of-the-art fabrication methods is
demonstrated. In order to give the reader an understanding of the underlying effects of
the proposed methods, the work is topically divided into three parts.
The first part stretches over the first three sections. It includes a brief introduction
into the basic aspects of the light generation in OLEDs and their description by physical
models in the first Sec. 2. In the following Sec. 3, a profound theoretical description of
the light emission into the OLED considering the theory of electromagnetic radiation
is given. In this section, some fundamental terms of the light emission in OLEDs are
explained along with some first consequences for an optimal OLED device layout. At the
end of this first part, in Sec. 4, a short introduction and explanation on the experimental
fabrication and measurement methods is given.
The second and the third part are condensed in Sec. 5 and 6, respectively. In general,
both sections can be understood without each other, as the approaches to increase
the light emission from OLEDs are independent of each other. In Sec. 5, a method is
explained, which compresses the emission into a more narrow emission cone, i.e. θmax,
and thus increases the outcoupling efficiency. This method is applicable to planar OLEDs
such that additional modifications of the surface structure are not necessary.
Section 6 relies on the periodic perturbation of the surface of the substrate onto which
the OLED is fabricated, but on a length scale which is comparable to the wavelength
of the emitted radiation. In order to analyses the occurring effects more pervasive, a
simulation approach is developed and applied to the experimental realized devices.
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2. Organic light emitting diodes - basic concepts
This section provides an overview about some basic concepts of the processes involved in
the generation of light in OLEDs. These include the electrical charge transport and charge
recombination mechanisms in organic semiconductors. It is shown that many valuable
solutions have been found to maximize the efficiencies of these processes. Nevertheless,
the efficiency of light emission from OLEDs can still be significantly increased. Thus, this
chapter motivates for the later discussion of optical problems of OLEDs. The reasons
for the optical limitations and an outline for possible solutions are given in Sec. 3. A
detailed discussion of two methods to enhance the light outcoupling from OLEDs are
given in Sec. 5 and Sec. 6.
Firstly, in Sec. 2.1 the electronic properties of amorphous organic semiconductors
are discussed. For the efficient operation of OLEDs, charges are injected from highly
conductive contacts in the organic semiconductor materials. The resulting interface effects
are discussed subsequently in Sec. 2.2. OLEDs are, as the name implies, bipolar devices.
Therefore, both electrons and electron holes are involved in the electrical transport. In
order to ensure efficient light generation, the balanced transport of both types of charge
carriers is necessary. This is enabled by doping the organic semiconductors.
The doping concept for organic semiconductor materials is discussed in Sec. 2.3.
Therein, the pin-concept is outlined, which in particular enables highly efficient OLEDs.
Subsequently in Sec. 2.4, the efficient implementation of the recombination of an electron
and a electron hole into a photon is discussed. In particular, a simple method for the an-
alytical description of the occurring emission spectra from highly efficient phosphorescent
emitters is given in Sec. 2.4.1.
2.1. Amorphous organic semiconductors – electronic properties
and transport of charge carriers
Organic semiconductors form the backbone of every OLED. The semi-conducting solids
are fabricated from either oligomers (so-called small molecules), or polymers. Within
this work, mainly small molecule organic semiconductors are used, and therefore the
discussion is restricted to such systems. In this scope, the small molecules mainly consist
of polycyclic aromatic hydrocarbons.
The electronic properties of molecules and solids made of them are determined by the
molecular orbitals and their interaction with adjacent molecules. For the small aromatic
molecules discussed here, one of the most important features in common is the conjugated
pi-electron system. Such systems are denoted through a chain or ring like system of
alternating double bonds between the carbon atoms.[11] These electronic system results
from the sp2 hybridization of four electrons within the s- and p-orbitals of the carbon
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Figure 2.1.: a) Chemical structure of benzene, C6H6. b) Sketch of interacting σ-electrons
to form a localized σ-orbital. c) Picturesque visualization of the pz-electrons
leading to a delocalized pi-orbital. Taken from [13, 14]. d) Charge carries
densities for the pi1-orbital (HOMO-2) of benzene. e) Superposition of the
pi2- and pi3-charge densities forming the HOMO of benzene. f) Superimposed
pi∗1- and pi∗2-orbitals of benzene leading to the LUMO. The delocalization of
the electrons for the pi-electrons can be seen, albeit the real orbitals show
little similarity to the sketches.
atoms involved. Hereby the three sp2-orbitals are located in the same plane, i.e. the
x-y-plane. By spin pairing of the in-plane σ-orbitals between adjacent (carbon) atoms,
they define the framework of the molecules as the σ-bonds.[11, 12]
The remaining pz orbital is oriented perpendicular to this plane. Due to the finite spatial
overlap of the pz orbitals between adjacent carbon atoms, pi-orbitals are formed. The
results are the double bonds of the conjugated pi-electron system.[8] For the conjugated
systems, the electrons from the pi-orbitals are delocalized over the molecule. To illustrate
this important fact of the quantum mechanics of molecules, the benzene molecule is shown
in Fig. 2.1. In detail, the alternating double bonds are indicated in the structure formula,
in Fig. 2.1 a. Following the Copenhagen interpretation of quantum mechanics,[15] the
charge density can be obtained from the squared absolute value of the wave function of
an orbital. The charge densities of the σ- and pi-orbitals generated from the overlapping
sp2- and pz-orbitals are depicted in Fig. 2.1 b and c.
A more sophisticated approach, however, reveals the problem to be more complicated.
Due to symmetry objections, it is possible to derive six pi-orbitals of the molecule from
the six pz-orbitals. Three of these six pi-orbitals show bonding behavior, the other three
pi∗-orbitals are anti-bonding. Two of these three pi-orbitals are energetically degenerate
and result in the highest occupied molecular state (HOMO). Similarly, from the two
lowest pi∗-orbitals the lowest unoccupied state (LUMO) is obtained.
Combining the HOMOs, one obtains a delocalized charge carrier density over the
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complete molecule. This is depicted in Fig. 2.1 e for the HOMO and in Fig. 2.1 f for the
LUMO. The delocalization is similar to the lowest pi-orbital, shown in Fig. 2.1 d. However,
the HOMOs have to allow non trivial symmetry operations, nodes of the sign of the
charge carrier density at a carbon-carbon axis occur.[16] Hence, the orbitals contributing
to the charge transport have only little in common with the rough sketches from Fig. 2.1 c.
In general, for conjugated molecules, the pi-orbitals exhibit a much weaker binding
energy than the σ-orbitals. Nevertheless, the pi-orbitals are very important for the
molecular structure. They stabilize the molecules against rotations around the axes of
the σ-bonds.[12]. However, the lowest electronic excitation is the pi-pi∗-transition from
the HOMO to the LUMO. For the molecules of interest the energetic difference between
the HOMO and the LUMO is typically in the range of 1.5 eV to 3 eV.[17]
The delocalization of the charges of the HOMO/LUMO enables efficient charge distri-
bution/transport over the molecules. It is common for organic semiconductors deposited
from physical vapor deposition to grow as disordered amorphous films[18], which exhibit a
well defined glass transition temperature, even though, in some conditions pi-pi-stacking[19]
occurs. For such amorphous organic semiconductor materials, the intermolecular van-der-
Waals interactions between conjugated molecules are much weaker than the intramolecular
forces.
This is in contrast to their inorganic counterparts, where the interatomar interaction
is dominated by the covalent bonds of the atoms, leading to defined crystal structures.
In crystals, the delocalization of the charge transport orbitals is then possible. In
contrast, the intermolecular transport of charges in organic glasses can not be seen as
process of coherent motion of charge carriers in delocalized states. Thus, the charge
transport characteristics through amorphous organic semiconductors is limited from the
intermolecular transport propoerties.
In order to model such systems, the interpolecular charge transport can be interpreted
as a stochastic hopping of charge carriers from molecule to molecule.[20, 21] Due to
the amorphous structure, every molecule exhibits a probabilistic shift of the energies of
the molecular orbitals because of the spatial variation of the surrounding polarization.
This is denoted as diagonal disorder. From the central limit theorem of statistics, this
implies a Gaussian distribution of all the respective energy levels within the solid.[21] This
energetic disorder of the molecular orbitals, caused by the spatial disorder, is depicted in
Fig. 2.2 a. Additionally, the intermolecular barriers which prevent the delocalization of














around the HOMO is indicated in Fig. 2.2 b. The charge transport is mediated by charge
carriers, i.e. polarons – a quasi-particle of an electric charge and a deformation of the
surrounding, into the material, either by removing an electron from a HOMO state, thus
generating a hole, or by inserting an electron into the LUMO.
For charges within a semiconductor, the electric drift current jdrift induced by the
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Figure 2.2.: a) Visualization of the spatial disorder in an amorphous solid of conjugated
molecules. The resulting energetic disorder modifies the position of the
molecular orbitals, in particular of HOMO and LUMO. Due to the weak
intermolecular coupling there is no delocalization of charges through the solid.
Charge transport occurs through hopping from one molecule to another,
overcoming the intermolecular distances d. b) As a result of the spatial
disorder, a Gaussian density of states (DOS) for the hole transport states
develops. The DOS is completed by additional mid-gap states. These arise
due to impurities and possible exponentially distributed shallow trap states.
Reproduced from [13, 22].
electric field E can by written as[23]
jdrift(r) = e
(
ne µ e + nhµh
)
E(r) , (2.2)
where the mobility tensor µe/h for the number ne/h of electrons/holes with elementary
charge e is taken into account. Furthermore, a charge carrier concentration dependent
diffusion current jdiff is present
jdiff(r) = ±eDe/h∇ne/h(r) (2.3)
utilizing the tensor of the diffusion constant De/h for the respective charge carriers.
In Eq. (2.3), the positive sign applies for electrons and the negative one for holes. In
case of a homogeneous isotropic medium – a condition fulfilled for amorphous organic
semiconductors – the tensors in Eqs. (2.2) and (2.3) reduce to scalars.
Furthermore, for uni-polar charge transport, Eq. (2.2) reduces to only one sort of charge
carriers. Einstein suggested that for one type of charge carrier under thermal equilibrium
at a temperature T , the drift and diffusion currents must cancel each other.[24] By this
approach it is possible to connect the diffusion constant and the mobility to each other







Here kB denotes the Boltzmann constant. For an external applied electrical field, this








taking into account the change of the available charge carriers from the density of
states (DOS) by the change of the Fermi level. The net current is determined by the
superposition of the drift and diffusion currents in the drift diffusion equation. Hence, the
charge carrier mobility can be identified as a crucial parameter for the charge transport
characteristics of the material.
Based on the Gaussian distribution of the transport levels within the organic semicon-
ductor, Bässler proposed a theoretical description for a phonon assisted charge transport,
which is called Gaussian disorder model (GDM) or Bässler model.[21] In this model, a
charge carrier is thermally activated by multiple phonon interaction to move from one
molecule (site) to another possessing a Miller-Abraham like transition rate[21, 25]




− (Ej − Ei) + |Ej − Ei|2 kB T
)
. (2.6)
In this relation, the parameter ν0 denotes the fundamental attempt-to-escape-frequency
and δ depicts the localization length of the electronic state. The distances between the
sites are given by a Gaussian distribution for the spatial disorder with a mean value of
the average intermolecular distance. The site energies in this approach are determined
by the energy of the site itself and the energy originating from the applied electrostatic
potential −e E ri causing a drift current by reducing the Coulomb tunneling barrier.
Hence, hopping in the direction of the electric field vector is facilitated.
Furthermore, from Eq. (2.6) it is obvious that for energetically lower sites, the hopping
process is only limited by the spatial disorder, but thermal activation is necessary for
upwards jumps. Using Monte Carlo simulation approaches to solve for the transition












which are found in experiments for amorph organic semiconductors, i.e. in the form of a
Poole-Frenkel dependency[8, 21, 24]







with β denoted as field enhancement factor.
However, the Bässler model takes only into account single charge carrier motion. It also
neglects the influence of polarons. Thus, its validity for high charge carrier concentrations,
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low temperatures, and a wide range of electrical fields is under debate.[13, 19, 26] To
overcome the limitations of the field dependence, the model was extended to correlated
Gaussian disorder models and further derivation of those.[19] Hereby a spatial correlation
of the site energies is assumed, mediated through the dipole and quadrupole moments
of the molecules and thermal fluctuations for large molecules. However, in essence the
mobility of pure amorphous organic semiconductor films is very limited, even though it
is increasing with increasing temperature and increasing electrical field (Eqs. (2.7) ).
This limitation typically leads to space charge limited drift currents in organic
semiconductors.[27] Hereby, the charges are injected into the organic more efficiently
as transport occurs. Therefore, charges accumulate at the contact, compensating the
external potential and therefore the electrical field. At such conditions, as the transport
is limited by the low mobility for the drift current, the diffusion current can be neglected.








for a given material thickness d. Additionally, in Eq. (2.10), ε0 denotes the vacuum
permittivity, ε the dielectric constant of the medium, andV the applied voltage leading
to the external field. In this equation, an independent constant mobility is assumed.
However, assuming non constant mobility does not affect the general decrease of the
charge carrier density and the increase of the electrical field away from the contact. For
such conditions, an analytical solution for the drift current is often not possible, but
approximations can be done. Taking, for example, a Poole-Frenkel type field activated
mobility into account, the semi-analytical expression










known as Murgatroyd equation[28] can be found.
In real organic semiconductor layers, additional trap states exist due to material
impurities.[8, 22] Such traps can be modeled by Gaussian or exponential trap distributions,
as indicated in Fig. 2.2 b. In such cases the exponent of the voltage and the prefactors in
the power law of Eq. (2.10) are modified.[13]
2.2. Charge injection into organic semiconductors
The space charge limited current is not the only important current-voltage limitation
observable in OLEDs. The derivation assumed that charges are injected into the organic
semiconductor with negligible resistance. However, for real contacts made from different
materials than the organic semiconductor, the charge injection is a crucial process.
For example, commonly the contact between a metal and an organic semiconductor
is not ohmic.[29, 30] This forms an additional energetic barrier, which charge carriers
have to overcome to be injected into the semiconductor. The energetic barrier can be
explained from Fermi level alignment of the two adjacent materials.[8, 30] The reason for
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the Fermi level alignment is under debate[31–33], but recent results indicate[34] that it
depends mainly on the density of states of the charge carriers in both materials. Thus,
for pristine organic semiconductors, this alignment leads to wide barriers, i.e. depletion
regions. These can extend on the order of several tens of nanometers.[6, 24, 29] However,
by increasing the charge carrier densities, i.e. by doping (cf. Sec. 2.3), the width of the
barrier can be reduced to molecular monolayer sizes.[24]
For semiconductors with a transport level, the injection can either be described by
a thermionic emission or a tunneling process. In the thermionic emission process, the
charge carriers obtain energy from thermal activation to overcome the barrier. In this
case, the injection current can be described by the Richardson-Schottky current[8]








where A denotes the Richardson constant, including the effective charge carrier mass
meff. The height of the energy barrier is described by ∆E and the field induced lowering
of the barrier is taken into account by
√
βRS E .[8] For the tunneling process, applied for
high barriers or low thermal activation, the temperature independent current dependency















The constant α is related to the effective mass of the charge carriers.[8] Moreover, as
both processes apply only for band-like transport, they denote limits on the process in
amorphous organic semiconductors. For these materials, the DOS of localized states at
the interface and the formation of interfacial dipoles has to be taken into account.[8]
In the special case of a metal/organic semiconductor interface, the barrier height can
not be simply obtained from the difference of the work function of the metal and the
transport level of the semiconductor.[24] The barrier is additionally modified by the
Coulomb potential of the image charge[36] caused by the potential step and the external
electric field. Furthermore, it has been found[37, 38] that additional interfacial dipoles
caused by physisorption or chemisorption of charges can increase the interfacial barrier.
These barriers may be reduced by using suitable metals for the injection process[19], such
as LiF[39] for electron or MoOx for hole injection. Besides to using injection layers, it
has been found[29, 40], that doping can enhance the injection of charges into the first
molecule layers enabling transport through the semiconductor.
For interfaces between organic materials it was found[31] that due to the limited
interaction of the pi-electron systems, the vacuum energies align. Thus, the interfacial
barriers are obtained, in first order approximation, directly from the differences of the
HOMO, resp. LUMO, energies.
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2.3. Doping of organic semiconductors and the p-i-n concept
for OLEDs
In the previous section, it was mentioned that the limited properties of amorph organic
semiconductors, regarding charge transport and injection, can be enhanced by doping.
Doping is motivated by taking into account the conductivities σe/h for electrons, resp.
holes, for isotropic transport by[18]
σe/h = e µe/h ne/h . (2.14)
Even though the initial mobility can be low, efficient charge transport can be enabled by
increasing the charge carrier densities. This is achieved by utilizing the doping process,
which describes the generation of intrinsic free charge carriers from impurities in the
material. For inorganic semiconductors this is achieved by implementing foreign atoms
(dopant) into the host (or matrix) material at low concentrations. The dopant possess
either more (donator) or fewer (acceptor) valence electrons. Thus, either free electrons
(n-doping) or holes (p-doping) are generated.
For amorphous organic semiconductors, this process is realized by the co-deposition
of two materials, where one is the host and the other is either a donating or accepting
dopant.[6, 18, 41] In contrast to the inorganic process, the doping concentrations are
usually higher for the organic process, as even for high doping concentration the semi-
conducting properties are maintained due to the weak intermolecular interactions. The
terms donating (accepting) in the context of organic semiconductors means, that the
HOMO (LUMO) of the dopant is located near or above (below) the LUMO (HOMO) of
the host material. Thus, for the n-doped organic semiconductor, an electron from the
HOMO of the dopant is transferred into the LUMO of the matrix. This electron forms a
charge transfer complex state. These complexes can dissociate into a separate electron,








MM−M D+M , (2.15)
where M denotes a matrix molecule, and D the donor dopant. Additionally in this mass




describes the local charge transfer state. The hopping
of the charge is indicated by the superscripted signs. The same objections hold for the
p-type doping, albeit here an electron of the matrix is injected into the LUMO of the
dopant, leading to a mobile hole. For a typical highly efficient dopant, the dissociation
energies are found to be in the range of thermal activation, and well below the exciton
binding energy.[42] Furthermore, it is found[42, 43] that the dissociation is also influenced
by the electrical driving field and the strength of the long range Coulomb interaction
between mobile charge and localized donor.
Highly efficient donor-doping is often achieved by using alkaline metals, such as lithium
and cesium. Lithium was already discussed to be beneficial for electron injection. Using
these reductive metals on the other hand leads to diffusion of metal ions through the
organic layers, which is detrimental for the lifetime of the device. This effect can reduced
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by using salts of these metals.[8] Within this work, cesium co-evaporated with the host
material BPhen is used.
P-doping can be achieved by using strongly oxidizing inorganic reagents.[18] Such
materials on the other hand, are likely to harm the device performance and lifetime, as
the fabrication and operation conditions are not suitable for organic semiconductor thin
film application. Among of the most common p-dopants, which show suitable fabrication
and operation properties, are F4-TCNQ[44] and F6-TCNNQ.[8] Like other known efficient
p-dopants, these materials contain fluorine, which is important due to its strong electron
accepting property. The latter one is used as p-dopant in this thesis.
From this discussion, it is apparent that doped organic semiconductor films provide
striking advantages for the electrical operation of OLEDs.[8, 18] Firstly, the conductivity
of the organic semiconductors can be modified over orders of magnitude. Here, it is
observed that this increase is not only linear, as expected from Eq. (2.14), but follows
a super linear relation as the mobility is also increased by the doping process.[6, 41]
By choosing the host and dopant molecules accordingly, this benefit can be achieved
for holes and electrons, whereas the super linearity is more pronounced for the electron
conductivity. The increased conductivity results in reduced ohmic losses, increasing the
device power efficiency.
Secondly, the doped semiconductors are nearly field-free under device operation.[6]
This means that the device can be operated at nearly flat band conditions.[8] Due to the
reduced field, the SCLC case of conduction is only achieved for high voltages during device
operation. For smaller voltages, the current voltage characteristics will be determined by
the behavior of a pn-heterojunction, which yields an exponential characteristic. Moreover,
injection barriers are lowered[18] and space charge regions are reduced to molecular
monolayer thicknesses.[8] This minimizes the losses due to injection barriers, where in
fact usually these losses can be entirely neglected and an ohmic contact is achieved.
All these electrical benefits cumulate in the fact that due to the doping, the electrical
properties are – within reasonable boundaries – independent of the layer thickness of the
doped organic semiconductors. That is of major importance for the optical optimization
of an OLED, as this allows:
• to position the charge carrier recombination zone at the most efficient location
within the OLED.
• to include outcoupling enhancement structures into the OLED without harming
the electrical device performance.
Hence, by utilizing the doping approach, it is possible to achieve a highly efficient
pin design[6, 18, 19, 45] of the OLED. This approach is depicted in a simplified manner
in Fig. 2.3. The OLED is divided into a p-doped, an n-doped and an intrinsic region.
Hereby holes are injected from anode into the p-doped material, which serves as hole
transport layer (HTL). On the other side of the device electrons are injected from the
cathode into the n-doped electron transport layer (ETL). The charges are transferred due
to the external applied voltage through the doped regions into the intrinsic materials.
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Figure 2.3.: Visualization of the pin-concept. The OLED is divided into a p-doped hole
transport layer (HTL) into which holes are injected from the anode. Likewise
the n-doped region, the electron transport layer (ETL) is responsible for the
electron transport from the cathode. For the sake of simplicity, band bending
was neglected. Both charge carriers are transported into the intrinsic region.
The potential induced by an external electric field drops over this region.
Electron and holes meet at the emission layer (EML), as further transport is
prohibited by the electron/hole blocking layers (EBL, HBL). At the EML
electron and holes form an excited state and recombine under light emission.
Adapted from [30].
Next to the HTL and aligned to the HOMO of the HTL, the electron blocking layer
(EBL) is located. Commonly, this material is an intrinsic hole conductor and possesses
a high LUMO. Thus, electrons are not able to penetrate this material from adjacent
materials. The EBL is usually very thin (≤ 10 nm). Therefore, the limited charge
transport mobility for holes is of minor importance. On the n-side of the device the
hole blocking layer (HBL) is located. This material has a low HOMO to prevent hole
transport. Via the blocking layers, the holes and electrons are confined in the emission
layer (EML).
In the EML the electrons and holes form excitonic states, which recombine under light
emission. A closer look on the excitonic states is given in the next Sec. 2.4. Regarding
the excitons, the blocking layers are also important as they prevent exciton diffusion
away from the emission layer.
A very crucial point for the efficient operation of an OLED is the charge carrier
balance.[6, 46] This means that in the optimal case, for each electron inserted into the
EML a hole is also introduced. In this way unnecessary currents or charge accumulations
are avoided. The charge carrier balance can be achieved in pin-OLEDs via the tuning
of the doping of the transport layers, and the adaption of the blocking layers.[46] This
possibility for adjustment is another major advantage of the pin-concept.
At the end of this section, a general consideration of the current (or current density)
voltage characteristics for the pin-OLED shall be given. Therefore a generic j-V curve[8]
is modeled in Fig. 2.4 for voltages in forward direction. The complete characteristics can
be divided into three regions. The first region (I) is dominated by an ohmic behavior.
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Figure 2.4.: Schematic discussion of the current (density) voltage characteristics I-V
(j-V ). The characteristic curve can be split into three regions. In the first
region (I), the diode blocks but there are paths for leakage currents, modeled
as ohmic resistance. Increasing the resistance will reduce the leakage currents.
In the second region (II), recombination occurs in the EML. Here, the OLED
is modeled as an ideal pn-heterojunction[6] with a built-in voltage equal to
the photon energy. The complete voltage drops over the intrinsic region. The
current in the third region (III) is mainly dominated by an SCLC like law.
This is due to the fact that the flat band regime is not perfectly achieved.
Hence, for very high electrical field space charge regions limit the transport.
Adapted from [8].
This is due to the fact that the real OLED is always suffering from leakage currents.
These leakage currents occur from percolation paths through the device due to impurities
or surface defects of the layers. In a first approximation, they can be modeled as a ohmic
resistance parallel to the diode. Increasing the resistance, i.e. by improving the surface
roughnesses, the leakage currents can be reduced.
For the second region (II) the j-V curve is essentially given by a Shockley like expo-
nential dependence of the current from the forward voltage.[8] This relations sets in at a
voltage close to a built-in voltage representing the photon energy of the OLED.[8] This
behavior arises due to the fact that by using the pin-concept the interface barriers are
negligible and the OLED can be seen as idealized pn-heterojunction.[6] In literature, the
frontier between region I and II is often denoted as onset voltage.[19] For the second
region, it is assumed that the complete voltage drop occurs over the intrinsic region.
For high voltages, the electric field within the OLEDs increase. As the assumption
of negligible voltage drops over the other layers of the OLED is just an idealization, for
high voltages SCLCs are observable. In these cases, the j-V is likely bends from the
exponential behavior towards the asymptotics of Eq. (2.11). For even higher driving
voltages, it is likely that other resistances, i.e. the sheet resistance of the electrode
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material may additionally limit the current through the device.
2.4. Charge carrier recombination mechanisms
In the previous section, it was discussed how the charge carriers within the OLED are
efficiently transported to the EML. This layer is supposed to enable efficient charge to
light conversion.
Once in the EML, the attractive Coulomb force between the hole and electron can
lead to the formation of an excitonic state.[19] In organic semiconductors, the formation
of excitons is possible. An exciton describes a bound state of an electron and an
electron hole. The excitation of such a state is possible due to optical or electrical
excitation. The first process is called photoluminescence, where the latter one is described
as electroluminescence.[13] Due to the fact that both charges are fermions with spin 12 ,
excitons are statistically excited from electroluminescence as 25% singlet states, denoted
by S, and 75% triplets, described with T.[13] The possible transitions between the
excitonic singlet and triplet states are depicted in the Jablonski diagram in Fig. 2.5 a.
Here the singlet and triplet states are divided horizontally. For each state, the vibronic
excitations are indicated by dotted lines.
It is shown that there are two possible relaxation paths which involve light emission.
The first one is the fluorescence, which describes the S1 →S0 transition. Secondly,
the phosphorescence denotes the T1→S0 recombination. Following ordinary selection
rules, the phosphorescence is usually a forbidden transition where the fluorescence is
allowed.[15, 19] Therefore, fluorescent molecules exhibit a theoretical efficiency limit for
the charge pair to light conversion of 25%. This limit applies to emitters, where the
intersystem crossing rate between the S1 and the T1 states is low compared to the rate
of the fluorescent emission. For a T1 excitation it is however normally more likely to
undergo intersystem crossing to an excited S0 state. From this excited S0 state, they
relax in a non-radiative thermal process, which is in total a non-radiative recombination.
For modern phosphorescent emitters, the intersystem crossing rate S1 →T1 and the
radiative recombination rate T 1 →T0 can be significantly increased, enabling radiative
decay.[19] This is achieved by using metal organic complexes.[5, 19, 45, 47] The metal
within the phosphorescent emitter induces efficient radiative recombination of the triplet
state due to strong spin orbit coupling of the metal.[19, 45, 47] Usually, the metals within
the phosphorescent emitters are heavy transition metals, such as iridium or platinum.[45]
For a phosphorescent dopant in combination with a host material which shows high
exciton binding energy, the exciton formation will initially take place in the host material.
Due to the lower exciton binding energy of the phosphorescent material, efficient inter
system crossing of the excited states from the host to the guest occurs. This process,
known as triplet harvesting, enables highly efficient recombination on the phosphorescent
guest molecule.
Among the triplet harvesting concepts, other approaches such as emission from up-
conversion of triplet excitons via thermally activated delayed fluorescence (TADF)[48, 49]
or efficient recombination from exciplex states[50] are utilized. However, within this work
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Figure 2.5.: a) Jablonski diagram depicting the different electrical excitation states and
decay processes in an organic semiconductor. The states are divided hori-
zontally into singlet and triplet states. For common emitters the fluorescent
decay of singlets and the thermal relaxation (indicated by the curly lines)
of the triplets is the usual process. However, for modern highly efficient
phosphorescent emitters the intersystem crossing rate and the decay rate of
the T1→ S0 transition is enhanced enabling luminous phosphorescence.[19] b)
Franck-Condon diagram of the simplified fluorescence. Singlets in the ground
S0 and the excited S1 states are considered. For both states the vibronic
states due to the deformation potentials are indicated. Absorption is modeled
from any transitions from the lowest S0 state to any of vibronic state of
S1. Vice versa fluorescence is obtained from any transition originating from
the lowest S1 state to the ground state of S0 (Kasha’s rule). The energetic
shift between the maximum of absorption and emission is denoted as Stokes
shift.[12] Rendered from [13, 14].
triplet harvesting from highly efficient phosphorescent dyes Ir(ppy)3, Ir(ppy)2(acac), and
Ir(MDQ)2(acac) is used (see Appendix A for full chemical structure and abbreviations).
For the fluorescent process in Fig. 2.5 b, the Franck-Condon diagram for the absorption
and recombination processes is shown. It is assumed that for the highly efficient phospho-
rescent process a similar simplification is valid. From this diagram a simple qualitative
explanation for the shape of the absorption and emission spectra can be obtained. In
order to obtain the Franck-Condon diagram, the complex Jablonski diagram is reduced to
two electronic states, i.e. for the fluorescence to the S0 and the S1 state. This follows from
the Franck-Condon principle, which assumes that the transitions between the electronic
states occur much faster than the reorganization of the nuclei.[ 12] Thus, the transition
rate is highest for the transitions from those electronic states, for which the distances
between the atoms are most similar. Other possible transitions are neglected.
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Additionally, this can be seen from Fermi’s golden rule. According to this rule, the
transition rate between the excited state Ψe and the ground state Ψg is proportional to
the squared absolute value of the transition dipole moment µg, e
Γ ∝ |µg, e|2 . (2.16)
This follows from the fact that the transition rate is depending on the squared absolute
value of the perturbation between the two states. For a molecular transition, this can
be approximated by the interaction between the electrical field E of the radiation and
the electrical dipole µˆ leading to |〈Ψg|E µˆ |Ψe〉|2 . In the electrostatic approximation, the
electric field E is assumed to be constant E0 over the electronic state. This is fulfilled
taking into account the extent of the molecules and wavelengths for visible radiation.
Hence the square of the absolute value reduces further to e2 E20 |〈Ψg| qˆ |Ψe〉|2 . Due to the
exponential localization of the wave functions for the electronic states, it can be seen
that for high displacements between the electronic states involved, the transition rate
decreases. Thus, the transition rates of the complete transition dipole matrix is reduced
to the contribution with the highest transition dipole moment.
However, in order to obtain an explanation for the micro structure of the emission and
absorption spectra, it is necessary to take into account the vibronic excitations of the
electronic states. These are denoted by an additional index ν with Sn, ν . For a simple
approximation, it can be assumed that the vibronic excitations can be expressed as
small perturbations of the electronic states, which can be modeled by an anharmonic
potential. Provided that the rate of non-radiative phonon emission, and thus vibronic
relaxation, is much higher than the radiative transition rates, any radiative transition
occurs from the corresponding vibronic ground state (Kasha’s rule).[51] Precisely, the
absorption is assumed to occur from the S0, 0 state and the emission takes place from
the S1, 0 state. Hence, the absorbed energy for each possible vibronic state is given as
∆Eabsν = ~ω +∆E
vib, 1
ν, 0 , with ~ω denoting the energy difference between S1, 0 and S0, 0
and ∆Evib, 1ν, 0 describing the energetic splitting between the S1, ν and S1, 0 states.
In the experiments, usually absorption and emission spectra are not obtained for single
molecules, but for molecules in solution or in a solid state. Thus, for each transition
S0, 0 →S1, ν the line width is broadened. The complete absorption spectra are derived
from the superposition of each broadened transition. For the emission spectra, the
energies for the transitions S1, 0 → S0, ν are obtained from ∆Eemν = ~ω−∆Evib, 0ν, 0 −∆EFC,
where the additional energy difference ∆EFC denotes the energy which arises from the
vertical transition in the displaced potentials. Hence, the emission spectrum is red-shifted
compared to the absorption spectrum, which is called Franck-Condon shift.[51] Because
of the anharmonic potentials, which are especially not assumed to be the same for the
ground and the excited state, the distances between the vibronic peaks ∆Evib, 1j, i and
∆Evib, 0j, i can be different, along with the peak intensities. Therefore, the emission and
absorption spectra in Fig. 2.5 b are just sketchy illustrations of the basic features of the
real luminescence and absorption spectra which show more complex structures.
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2.4.1. Displaced harmonic oscillator model for the photoluminescence
spectrum of organic emitters
In this subsection, an approach is given to analytically describe the photoluminescence
emission spectrum from organic semiconductor materials. The aim is to obtain a smooth
functional expression for the photoluminescence spectrum of the emitter materials, such
that in the simulations artifacts from experimental measurements can be minimized.
The discussion in this section is limited to a very simplified approach for the spontaneous
emission from a two state system, which is depicted in Fig. 2.6 a. It is assumed that the
complex process of fluorescence, or phosphorescence, can be reduced to a simple electronic
two state problem. One of these electronic states is the excited state, which decays to
the second ground state, while emitting light. All competing processes need to have
significantly smaller probabilities (larger decay times) than the desired one. It is assumed
that this assumption is fulfilled for the highly efficient fluorescent, or phosphorescent
organic emitter materials used in this work. The vibrational excitations for both states
Figure 2.6.: a) Sketch of the simplified emission model. Charges form an excitonic
state at the EML. The excited state decays into a ground state under light
emission. This process is predominant, such that other paths of the complete
Jablonski diagram, cf. Fig. 2.5, are neglected. Based on [ 52]. b) Simplified
Franck-Condon diagram of the excited state and the ground state. It is
presumed that the vibronic excitations of both states can be expressed in a
similar harmonic potential. However, the excited state is shifted in position
and energy. Adapted from [53].
are described by a quantum mechanical displaced harmonic oscillator model, shown in
Fig. 2.6 b.[54] This approach will result in a fit function which enables the description
of an emission spectrum as a smooth, physically meaningful curve. This is beneficial
for the stability of numerical simulations as it eliminates noise from measured curves.
Furthermore, it allows for analysis of the reorganization energies of the emitters.[54]
The discussion starts by stating that the radiant flux φg, ee of the spectral line from
the emission from an initial excited state e to an final ground state g with an energy
24
difference ~ω is given by[55]
φg, ee = ~ωNeAg, e , (2.17)
where Ag, e denotes the Einstein spontaneous emission rate coefficient, ~ the reduced
Planck’s constant, and Ne the population of the initial state. The Einstein coefficient for




Bg, e , (2.18)
introducing the Einstein stimulated emission coefficient Bg, e and taking into account a
prefactor caused by the photon density of states. The Einstein coefficient for stimulated






As previously discussed, the emission from organic semiconductor molecules is influ-
enced by vibrational excitations of the excited and the ground state. In this approach,
the Born-Oppenheimer approximation and the Franck-Condon approximation are applied
simultaneously to both states. Hence, the vibronic states ψ can be separated from the
static electronic states ξ of the excited and the ground states. It can be shown[12] that
the transition dipole moment splits into a static electrical contribution and a contribution
from the spatial overlap of the vibronic states of the excited and the ground state
µg, e = −e
∑
i
〈ξg|qˆi|ξe〉 〈ψg|ψe〉 = µξg, ξe S (ψg, ψe) . (2.20)
Here qˆi denotes the position operator for each electron i. In this description, the
wavelength of the emitted light was assumed to be much larger than the microscopical
distances between the charges. To quantify the overlap S (ψg, ψe), which is commonly
labeled Franck-Condon factor in literature, it is assumed in this approach that the vibronic
potentials for both states can be approximated by a harmonic oscillator potential. For
the ground state ψg, the minimum of this potential is assumed to be at a relative reaction






where pˆ and qˆ denote the momentum and position operators. The vibrational potential
for the excited state ψe is displaced by q0 and an energetic offset of E00 is introduced.




2 (qˆ − q0)
2 + E00 . (2.22)
The energetic offset E00 = ~ω is connected to the energetic difference between the
electronic ground state and the excited one, and is therefore labeled in literature as "0-0"
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transition energy.[53] On the other hand, the displacement q0 is related to the coupling
of the vibrational excitations to the ground state of the respective other state. From
these potentials, it can be seen that it is furthermore assumed, that the curvature of the
ground state potential equals that of the excited state. This condition can be justified
as this property is mainly derived from a small perturbation of the geometries of the
nuclei of the atoms involved. However, the molecules used in OLEDs typically contain
many atoms. Hence, the vibrational excitations of the ground state as well as the excited
state are only minor perturbations on both states as long as the transition itself is not
prohibited. For the recombination processes discussed in this thesis, i.e. highly efficient
fluorescence or phosphorescence, this condition is fulfilled. However, if the transition is
initially prohibited and only enabled by vibrational effects, this approximation fails. The
discussion above also implies that the model only holds when the energies ~ω, which
separate the vibronic excitations, are small compared to the energetic offset E00.
Following the already outlined discussion, the spontaneous emission is supposed to
occur from the lowest vibronic state of the excited state |0e〉 to a vibronic state n of
the ground state |ng〉. By introducing appropriate creation and annihilation operators
for both Hamiltonians, it is possible to calculate the square of the absolute value of the
spatial overlap for these states
S (ng, 0e) = |〈ng|0e〉|2 = e−S S
n
n! (2.23)
which depend on the lower vibronic state n and a Huang-Rhys like factor S = mω2 ~ q20
incorporating the coupling between the vibronic excitations and the electronic ground
states. It can be seen from Eq. (2.23) that the transition probability of a vibrational
transition is following a Poisson progression depending on the Huang-Rhys factor.
To obtain the complete emission spectrum for a vibronic normal mode in this approach,
it will be sufficient to summarize over all vibronic states of the ground state. This implies
the neglect of mode mixing effects, which would result in minor additions and thus is
applicable, as the approach was already restricted to small vibrational perturbations.
Along with this restriction, it will be assumed that the transition dipole moment µξg, ξe (at
least the squared absolute value) is constant for all vibrational excitations. Furthermore,
the photoluminescence measurement depicts the results of many transitions from all
vibrational normal modes. Due to the amorphous structure of the organic semiconductor
material, it is reasonable to assume that all individual ground and excited states are mod-
ified by the disorder. Thus, for each recombination from a vibronic state a superposition
is measured.
Additionally, as the number of atoms in each molecule is large, the transitions from
many normal modes are supposed to occur. Albeit, all these modes are supposed to be
only minor effects compared to the transition from the excited state to the ground state.
Hence, the method is restricted to the description of one effective normal vibrational
mode which is broadened by a Gaussian intensity distribution with a width σ. This
approach is motivated by the central limit theorem of statistics, similar to the transport
phenomena in organic glasses, as the resulting spectrum is a mixture from many probability
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In this description, σn denotes the spectral broadening of each effective vibrational state,
which are separated from each other by the energy Evib = ~ωvib due to the harmonic
oscillator potential. Applying this approach to a normalized emission spectrum results in















Here, the amplitude A fits the overall intensity. Thus, it depends also on the method,
how the emission spectrum is normalized and is therefore not discussed in detail for the
emission spectra of interest. Due to the limited measurement window, it is sufficient
for practical implementations to limit the sum in Eq. (2.25) typically to about three to
five terms. For a physically meaningful fit it is expected that, due to the neglection of
the normal mode coupling in this model, the σn to increase monotonically for increasing
vibrational excitation order n.
To give an example of the quality of this description, the emission spectrum of the
green phosphorescent emitter Ir(ppy)3 doped with 8wt% into a TCTA matrix is shown in
Fig. 2.7 along with the according fit. The details on the material abbreviations are given
in Appendix A. In this fit, a Poisson progression up to the fifth order was taken into
account. The fit parameters were determined to be E00 = (2.4484± 0.0008) eV for the
electronic transition energy, Evib = (0.1418± 0.0012) eV for the splitting of the effective
vibrational states, and S = 1.341 ± 0.017 for the Huang-Rhys factor. The spectral
broadenings were determined to be σ0 = (0.0567± 0.0006) eV, σ1 = (0.0713± 0.0005) eV,
σ2 = (0.079 ± 0.001) eV, and σ3 = (0.0874 ± 0.0016) eV. For the last two vibrational
excitations, the widths can not be determined via a fit, as this results in values with
high errors. This is due to the low intensity of the photoluminescence spectrum for
lower energies and the cutoff of the detector. For the curve in Fig. 2.7, σ4 and σ5 were
assumed to be 0.09 eV in agreement with the above stated argument that the widths of
the Gaussian peaks are unlikely to reduce with increasing excitation order. This trend
can also be seen very well from the values determined by the fit.
From Fig. 2.7, the advantage of this fit method compared to pure measurement data
for simulations becomes clear. Besides eliminating fluctuations from measurement errors,
the fit function leads to a good approximation of the emission spectrum for energies,
which were not measurable in the experiment, i.e. for energies below 1.83 eV. Hence,
this function is smooth and thus is unlikely to produce artifacts within the simulation,
which is very beneficial particularly for the simulation of polychrome OLEDs. Besides
these properties, with such an analysis the properties of the emission materials, i.e. the
transition energy, can be determined in correspondence to a physical model.
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Figure 2.7.: Normalized measured photoluminescence spectrum of the organic emitter
Ir(ppy)3 doped with 8wt% into a TCTA host. For the material abbreviations
confer Appendix A. Along with the spectrum a fit according to Eq. (2.25)
is given. Additionally, the isolated summands of the Poisson progression,
Eq. (2.25) are depicted. The fit parameters are summarized in the text and
Appendix A.
Furthermore, within this work the phosphorescent emitter materials Ir(ppy)2(acac)
and Ir(MDQ)2(acac) are used in OLEDs. For these materials, the fit parameters are
given in the Appendix A.
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3. OLEDs from thin homogeneous films - theoretical
introduction into the optics
While in the previous section, the details of efficient light generation have been discussed,
in this chapter the basic optical aspects of light emission from OLEDs shall be addressed.
Hereby, the discussion is initially restricted to the case where the OLED is fabricated from
thin planar homogeneous films. These films consist of either a organic semiconductor
material, another dielectric medium, or metals.
Apparently the description of the light emission from OLEDs needs a brief introduction
into the nature of light. Hence, in the beginning a short outline on the fundamentals of
electrodynamics is given in Sec. 3.1. This delivers a classical description of the physical
properties of light. It will cover a concise review of Maxwell’s equations, the according
boundary conditions, and energy conservation.
Later in Sec. 3.2, the solution of the homogeneous Maxwell’s equations for an isotropic
and homogeneous medium is given. A versatile treatment of the electromagnetic field
within thin film geometries, introducing the transfer-matrices, is shown.
Within the OLED, radiation is created from recombination of excited states, which
can be modeled as electrical dipole transitions. This makes it necessary to discuss the
inhomogeneous solution of Maxwell’s equations for a thin planar layer of dipole sources. A
corresponding formulation of such solutions and an already well established formalism to
calculate the normalized dissipated electromagnetic power from emitting sources within
coherent thin film geometries is outlined in Sec. 3.3.
Following to this section, a description of a radiating electromagnetic plane wave as a
resonance of the underlying geometry is presented in Sec. 3.4. This particular description
will be useful for the characterization of more complex geometries, shown in Sec. 6.3.2.
The description of the measured efficiencies of OLEDs from experiment and their
theoretical equivalents are introduced in Sec. 3.6. Additionally, in this section a short
discussion on the fundamental design rules for efficient OLED devices is given, Sec. 3.6.2.
To finish this chapter, a summary on methods to increase the outcoupling efficiency
beyond the limits of common planar optical microcavities is given in Sec. 3.6.3. This last
section will also serve as an apparent motivation for the proposed approaches to enhance
the light extraction addressed in this thesis (Sec. 5 and Sec. 6).
3.1. Maxwell’s equations
Light is described classically as electromagnetic wave. The interaction of light and matter
in an OLED can be described macroscopically by a set of partial differential equations,
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known as the differential form of the Maxwell’s equation. They read as[58]
∇× E = −∂B
∂t
(3.1)
∇B = 0 (3.2)




∇D = %ext . (3.4)
Here E = E(r, t) describes the electrical field vector, depending on the spatial position r
and time t, and the magnetic flux density B = B(r, t, H), sometimes also referred to
as magnetic field or magnetic induction, which mediate the Lorentz force on a charge q
with velocities v by
FL = q (E + v ×B) . (3.5)
In Eqs. (3.1) to (3.4), ∇ denotes the nabla operator, which can be written in Cartesian









. The response of charge carriers and currents within
materials are taken into account in the macroscopic Maxwell’s equation by introducing
the electric displacement field D(r, t, E) and the magnetic field strength H =H(r, t).
These are connected to the electrical field and magnetic flux density by
D = ε0 E +P (3.6)
H = 1
µ0
B −M , (3.7)
introducing a macroscopic electric polarization P along with the magnetization M of
the material. The polarization and magnetization are related to the electrical field, resp.
the magnetic flux density, by material equations, which will be discussed in detail below.
Additionally, the charges and currents unbound to the media are taken into account by
%ext and jext. The constants ε0 and µ0 are denoted as permittivity and permeability of
free space. They are related to the speed of light in vacuum c by c = (ε0 µ0)−1/2.
To reduce the time derivatives in the Maxwell’s equations, henceforth in this thesis
the amplitudes of all quantities in the frequency domain are considered, if not explicitly




dωX(ω) exp (−ı ω t) . (3.8)
For the frequency domain amplitudes X(ω) of the fields, the time derivatives in Eqs. (3.1)
to (3.4) can be written as ∂∂t → −ı ω. Hence, Maxwell’s equations simplify. For the sake
of simplicity the exponential term and the integral notion is dropped.
Replacing the electric displacement fieldD and the magnetic flux density B in Maxwell’s
equation using Eqs. (3.6) to (3.7), it is possible to reduce the system of differential
equations to a homogeneous or inhomogeneous problem, depending on whether there are
external charge and current distributions or polarizations. In this matter, it is pertinent
to express the polarization or magnetization of the material in relation to the electric or
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magnetic field. Doing so leads to a set of homogeneous equations which mediates the
response of a material upon an incident electromagnetic field.
This work discusses only materials where the magnetization induced by the magnetic
field is negligible. Hence, the magnetic field strength and the magnetic flux density are
related by B = µ0H. However, the field induced polarization of a material shall be
regarded, but only for low electrical field strengths. Thus, a linear relation between the
electrical field, and the induced polarization can be assumed[59]
P(r, t) = ε0
∫
dt′ dr′χ(r − r′, t− t′)E(r′, t′) , (3.9)
where the tensor of the response function χ(r − r′, t− t′) is introduced. Initially for this
chapter only isotropic materials, or stratified devices from such media, are of interest.
In this case the tensor can be reduced to a scalar response function. Restricting to the
range of visible radiation, and thus omitting any non-local response of the material, one
is able to simply formulate the effect of the electrical field in the frequency domain as[59]
P(ω) = χ(ω)E(ω)→ D(ω) = ε0 ε(ω)E(ω) , (3.10)
where χ(ω) =
∫
dt′ exp (ı ω (t− t′))χ(t− t′) denotes the linear susceptibility and ε(ω) =
1 + χ(ω) the dielectric function of the material. Thus, the susceptibility χ(ω) along with
the dielectric function represent the delayed response of the material to the electrical
field, respecting causality.
For a dielectric medium without external currents, the susceptibility, and thus the
dielectric function, can be modeled by harnessing a forced damped oscillator model.[58]
This approach is also physically reasonable for organic semiconductor materials, as the
charges in the materials are bound to atoms or molecules in electronic states. By an
incident electrical field, the charges are deflected from their equilibrium position by
the electric force. However, due to the bound nature of their state there is also an
repulsive force due to the attractive potential of the electronic state. For sufficiently
small excitations, this potential can be approximated by a harmonic one.[58] However,
due to scattering processes an immediate relaxation may be inhibited. Hence, from a
generalizing point of view the motion of an electron projected onto a coordinate x can be
approximated by the equation of motion




where Γ denotes the specific damping constant, e the elementary charge, m the (effective)
mass of the charge carrier, and ω0 the resonance frequency which is inevitable to any
such system taking into account the photon absorption for the specific transition. The
complete susceptibility is obtained as a superposition from all electronic or vibrational
excitations of the material. Assuming a time-harmonic excitation E = E0 exp (ı ω t), the
displacement will result in an damped harmonic motion x(t) = x0(ω) exp (ı ω t). For
each electron this leads to a dipole moment, where the amplitude can be written as[58]




ω20 − ω2 − ı ω Γ
E0 . (3.12)
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Comparing this expression to Eq. (3.10) the Drude-Lorentz model dielectric function for
a single transition is obtained
ε(ω) = 1 + α 1
ω20 − ω2 − ı ω Γ
. (3.13)
However, these functions model only a very simplified approach to the dielectric function
of materials. Due to the complex structure of molecules and amorphous solids from
them, the real dielectric functions are much more sophisticated and the appropriate
choice of modeling such dielectric functions is under debate.[60, 61] To provide the reader
nevertheless with values of the dielectric functions of the materials used in this work,
they are summarized in the Appendix A.
Besides the dielectric materials, metals are also present in OLEDs as electrode
materials.[62–64] Compared to the localized charge carriers in the organics, in met-
als the charge carriers are delocalized and are able to move under the influence of a
driving electrical field. Therefore, as a most simple approximation, the electrons response





The polarization amplitude for n charge carriers in the observed volume is obtained by
P = −n e x(ω), and thus the dielectric function can be expressed as[58]












Here the plasma frequency ωp and it’s energy equivalent Ep was introduced which denotes
the resonant motion of the charge carriers upon the incident field. For the visible spectral
range, this model can be applied to aluminum and silver. As an extension of this model,
it is possible to implement scattering of delocalized electrons by phonons as a damping
of the motion. In this case a dielectric function of[58]
ε = 1− ω
2
p
ω2 + ı ω γ (3.16)
is obtained, with γ representing the damping coefficient. Although it is possible to apply
such a model to gold, the quality of the reproduced dielectric function for the visible
spectral range is poor.[65] This is due to the fact that unlike to aluminum or silver,
the dielectric function of gold is strongly influenced by interband transitions within the
visible frequency range. Hence, further extensions to Eq. (3.16) are necessary, which can
be found in literature.[66, 67]
3.1.1. Boundary conditions
For the analysis of devices from stratified homogeneous media, it is necessary to obtain
expressions which mediate the transition of the electromagnetic field from one medium
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into another. These are possible to derive from the Maxwell’s equations and are usually
denoted as Maxwell’s boundary conditions. However, in this section a short plausibility
check is performed. For more details the reader is referred to the relevant literature.[58, 68]
For the electrical field, the boundary conditions are derived by assuming an interface
between two adjacent media a and b, where the different dielectric constants lead to
different polarizations in the media. Now an infinitesimal region of the boundary layer
will be considered, which can be approximated by a cuboid with a cross sectional area of
F = l2 (parallel to the interface), a infinitesimal width s, and volume V . The integral








where Q denotes the total charge. Applying the divergence theorem to the right hand
side, one obtains in the limit of s→ 0[58, 68]
Q/F = σ = nˆ (Da −Db) . (3.18)
Assuming no free surface charges σ = 0, one obtains the boundary conditions, that the
components of the electrical displacement field normal to the surface (ˆn) are equal, and
the electrical field experiences a shift obtained from the ratio of the dielectric constants.
An analog expression is obtained for the normal components of the magnetic flux density
B.[68] In a similar manner the boundary conditions for in-plane components of the electric
field (nˆ× E) and magnetic field (nˆ×H) can be obtained from Maxwell’s equations (3.1)
and (3.3) by using Stokes’ theorem. Thus, to summarize, the normal components of the
electric displacement and the magnetic flux density, and the parallel components of the
electrical and magnetic field are continuous over the sharp interface.
However, from a mathematical point of view, it is unsatisfactory that the boundary
conditions imply the discontinuities of the fields involved. This is because the fields
are involved in Maxwell’s equations, whereas the validity of these equations and the
applicability of the divergence theorem and the Stokes’ theorem implies the differentiability
of the fields, which is in contrast to the discontinuities at interfaces. That holds even
though the electrical displacement field and the magnetic field are only auxiliary fields
and lead to valid relations from a physical point of view. The issue has been addressed by
Idemen.[69, 70] In his work, he showed that the boundary conditions are a consequence
of Maxwell’s equations, if the fields are interpreted in the sense of distributions. Doing
so enables a general form of the boundary conditions, which is also mathematically
satisfactory. However, for this work it is crucial that the electromagnetic fields and the
Maxwell’s equations are defined in the sense of distributions. This enables the solution
of the inhomogeneous Maxwell’s equation for a given source distribution by comparing
the different orders of singularities in the equations as separate equations.[71, 72]
3.1.2. Poynting’s theorem, energy density, and energy flux density
Another very important consequence which can be derived from Maxwell’s equations,
is the theorem of the conservation of energy. It is motivated by the calculation of the
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temporal change of the directed or undirected kinetic energy T of the charge carriers under
the influence of electromagnetic fields. Neglecting other external forces and including
only the Lorentz force, Eq. (3.5), the time derivative of the kinectic energy for charge










qi vi E(ri) , (3.19)




dr j E. By replacing the current density using Maxwell’s equations and using the





dr j E =
∫
V















energy densities we and wm of the electric and magnetic field.[68] Using the divergence
theorem on [−∇ (E ×H)] one is able to conclude that E ×H, denoted as Poynting
vector, is a measure for the transport of energy through the surface ∂V of the integration
volume V due to the electromagnetic field. This represents the change of energy confined
in the fields and the charge carrier motion per time. Hence, Eq. (3.20) represents a
theorem of energy conservation, denoted as Poynting’s theorem.[68] On the other hand,
from this discussion it becomes clear, that the total work done by the charge carriers




3.2. Optics of thin planar films
While the basic principles for the description of electromagnetic fields have been outlined
in the previous section, this part focuses on the solution of the homogeneous Maxwell’s
equations. The focus is hereby set on the mathematical treatment of device geometries
from stratified homogeneous media, which is applicable to thin film OLEDs.
3.2.1. Plane waves solution for the homogeneous Maxwell’s equations
In this section as well as throughout this thesis, a nomenclature similar to the one derived
by Sipe[72] is used to describe the electrical field. Combining the Maxwell’s equations
(3.1) and (3.3) and solving for the electrical field while neglecting any free charges or
currents one obtains
∇2 E + ω2 µ0 ε0 εE = 0 . (3.21)
This equation represents a Helmholtz equation were a solution is given for the electrical
field by a plane wave
E(r) = E0 exp (ı ν r) . (3.22)
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from the solution of the Helmholtz equation.[68] The amplitude E0 is calculated from
the initial conditions. The solution of the magnetic field H is obtained from Eq. (3.1),
which similarly leads to a magnetic plane wave with amplitude H0. It can be shown
from Maxwell’s equations that for all times and positions the vectors ν, E and H form a
basis set describing the electromagnetic plane wave. As the vectorE0 implies a specific
direction for the electrical field, this plane wave solution is called linear polarized.
For the stratified devices, there exist two eminent directions. One is the direction of
propagation νˆ. The other direction is given by the normal vector of the interfacial planes,
nˆ. Both vectors define the plane of incidence. This plane is sketched in Fig. 3.1, where












Figure 3.1.: Scheme to illustrate the definition of the {pˆ±, sˆ, νˆ±} basis set. This method
relies on stratified device geometries such that the z-direction of the Cartesian
coordinate system can be fixed. In this case, the wave vector ν± and the
z-direction define the plane of incidence. This enables the definition of
the in-plane wave vector κ and the out-of-plane wave vector componentes
±w zˆ. However, the Maxwell’s equations imply the condition Eˆ ⊥ Hˆ ⊥ νˆ±.
Thus, expanding the electromagnetic field into a suitable basis enables to
distinguish between electric field components parallel (pˆ±) and perpendicular
(sˆ) to the plane of incidence. The first ones denote the p-polarized radiation,
whereas the latter ones describe the s-polarized parts of the electrical field.






denoted as in-plane wave vector. Likewise, the out-of-plane component of the wave vector
is defined as w = (0, 0, w). From the definition of the wave number ν from the plane
wave Eq. (3.22) and (3.23) and by taking into account the specific direction of nˆ it
is clear that two possible solutions for ν solve this problem, given by the two possible





ε− u2 − v2 . (3.25)
One is an upwards (+∞) propagating plane wave with ν+ = (u, v, w) = κ + w and
the other solution is the downwards propagating plane wave with wave vector ν− =
(u, v, −w) = κ−w. Of course, both wave vectors are located in the plane of incidence.
Hence, the complete solution of Eq. (3.21) is composed from a superposition of both
plane waves
E(r) = U exp (ıν+ r) +D exp (ıν− r) , (3.26)
where U and D denote the amplitudes of the upwards, resp. downwards, traveling plane
wave. From Maxwell’s equation is it apparent that the vectors of the electromagnetic
field and the wave vector fulfill Eˆ ⊥ Hˆ ⊥ νˆ±. Hence, it is suitable to decompose the




, where sˆ ⊥ pˆ± ⊥ νˆ±. Following the
already given details about the fixed directions, the orientation sˆ and pˆ± is obtained
easily utilizing the in-plane wave vector












At this point, it is worth to note that for κ = 0 the definition of the plane of incidence is
ambiguous. In order to preserve the mathematical formalism, in this case it is necessary to
set the direction by defining them from the L’Hôpital’s rule of the according expressions,
i.e. for v = 0 and u → 0 by κˆ = (1, 0, 0) and sˆ = (0, −1, 0). Furthermore, to obtain
the complete basis, it is necessary to construct the directions of pˆ±. As these directions
should be perpendicular to sˆ, they need to be constructed from κˆ and zˆ. A solution is




(κ zˆ ∓ w κˆ) = 1
ν
∓uw κ−1∓v w κ−1
κ
 . (3.28)
It can be shown that for every direction of U , resp. D, the plane wave solution
Eq. (3.26) can be decomposed into a superposition of two orthogonal linear polarized
plane waves, each of the type of Eq. (3.26).[68] It is expedient to define these orthogonal
directions into the directions perpendicular (sˆ), resp. parallel (pˆ±), to the plane of
incidence. The field components of the electrical field obtained from each linear polarized
plane waves are then denoted as TE (transversal electrical) or s-polarized light for the
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perpendicular component, and TM (transverse magnetic) or p-polarized light for the
parallel component. Following this approach, the complete ansatz for the unpolarized
electrical field of the homogeneous Maxwell’s equations of an isotropic medium reads
E(r) = U s exp (ıν+ r) +Ds exp (ıν− r)
+Up exp (ıν+ r) +Dp exp (ıν− r) .
(3.29)
The Fig. 3.1 visualizes the definition of the directions of U s, Ds, Up, and Dp. Here, pˆ+
denotes the direction for amplitude Up of the upwards propagating plane wave, and pˆ−
for the downwards amplitude Dp. Hence, Eq. (3.29) now reads
E(r) = sˆUs exp (ıν+ r) + sˆDs exp (ıν− r)
+ pˆ+ Up exp (ıν+ r) + pˆ−Dp exp (ıν− r) ,
(3.30)
and for the magnetic field one obtains from Eq. (3.1)
H(r) = η−1 [pˆ− Us exp (ıν+ r) + pˆ+Ds exp (ıν− r)
+sˆUp exp (ıν+ r) + sˆDp exp (ıν− r)] .
(3.31)




= η0 n−1 was introduced, as a short notation
involving the (complex) refractive index of a medium n. Based on this ansatz, the closed
formulation of the consequences of the Maxwell’s boundary conditions is lined out in the
next section.
However, already at this point it is possible to remark that this approach will raise
problems for light, which propagates in the plane perpendicular to the plane of incidence.
This will point out a restriction, which is particularly important for later parts of this
thesis, and give rise to numerical issues. The occurrence of this problem is natural due
to the decomposition approach, as it is clear that for w = 0 the radiation is represented
by a propagation angle θ = arcsin κν = 90◦. In this case the representation of radiation
by upwards and downwards traveling waves is obviously not suitable. However, due to
the fact that radiation propagating exactly parallel to the interfaces is the only affected
case, the description holds as an approximation for the entire range of emission angles.
3.2.2. Transfer-matrix formalism
The ansatz for the homogeneous solution of the Maxwell’s equations in an isotropic
medium, Eqs. (3.30) and (3.31), included the use of the dielectric constant of the medium
in Eq. (3.23). For the stratified device from homogeneous media, it is assumed that
the electromagnetic field of each slab is modeled by expressions like Eqs. (3.30) and
(3.31). Thus, to distinguish the quantities in each slab, it is necessary to subscript all
occurring quantities, except the in-plane wave vector component κ, which is continuos.
The indexing will be denoted by i, which iterates over all involved N media. Each
medium is denoted by an origin z0, i and extents up to zi The lowest index i denotes
the layer with the smallest z0, i. During the derivation of Eqs. (3.30) and (3.31), it was
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implicitly assumed that the origin for these plane waves is at z = 0. Hence, to make these
equations compliant to the stratified geometry in a simple approach z is substituted by
z − z0, i.
To obtain the field within the complete device, it is necessary to calculate the amplitudes
for a given incident field from the corresponding boundary conditions, derived in Sec. 3.1.1.
For the electric field these can be specified to
Eˆ i(z′) κˆ = Eˆj(z′) κˆ (3.32)
Eˆ i(z′) sˆ = Eˆj(z′) sˆ , (3.33)
or similarly for the magnetic field, by replacing the electric field. Outlining and sub-
sequently calculating these equations for each interface to obtain the complete electro-
magnetic field is an unpractical approach.[ 74] A state-of-the-art method is to calculate
so called transfer-matrices for both polarizations for each slab. The transfer-matrix is
supposed to mediate the amplitudes at the origin of one layer z0, i to the origin of another











(z0, i) . (3.34)
In doing so, one is able to combine them to obtain a transfer-matrix which describes the
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i=N−1∏
i=0






(z0, 0) . (3.35)
To describe one transfer-matrix, it is necessary to solve two different problems: (i) the
transition through a homogeneous slab of material, and (ii) the passage across an interface
between to adjacent materials. The first problem is addressed by solving Eqs. (3.32) and
(3.33) for the case of same material indices i, but expanding the electromagnetic field at
first at the origin of i and secondly at the arbitrary final position z within the medium i.
Doing so, one obtains the propagation matrix
P transi (z) =
(
eı wi (z−z0, i) 0
0 e−ı wi (z−z0, i)
)
, (3.36)
which connects the amplitudes at one position to another within the same medium. The
propagation matrix is independent of the polarization of the light. The second problem,
the transfer-matrix of the interface, is calculated from the boundary conditions by taking
into account two media i and j. It is assumed that the amplitudes in the medium i are
given at the position zi, such that the accumulated phase of the medium i is already
within the explicit value of the amplitude. In this case, one obtains for the interface
transfer-matrix of s-polarized radiation
J transs, j, i =







and for the p-polarization
J transp, j, i =














It can be shown that these interface transfer-matrices can be reduced to the form[74]




1 rs/p, j, i
rs/p, j, i 1
)
, (3.39)
where ts/p, i, j denotes the transmission coefficient for light, which crosses the interface
from medium j to i. Moreover, rs/p, j, i labels the reflection coefficient for radiation
inbounding from medium i. These expressions correspond to the according Fresnel
formula for the respective polarization.
Combining these interface matrices with the propagation matrix via
T s, j, i = J transs, j, i P transi (zj) , (3.40)
and
T p, j, i = J transp, j, i P transi (zj) , (3.41)
one obtains the transfer-matrix which mediates the amplitudes from the origin of one
medium to the origin of another. Along with Eq. (3.35), the coherent propagation of
radiation within the complete stratified device can be calculated.
3.3. Radiation from electric dipoles embedded into stratified
media
In the previous section the propagation of radiation within source free media was discussed.
Therefore, it was outlined that in such a case the electromagnetic field can be expanded
into a superposition of linearly polarized plane waves. However, the focus of this section
shall be the treatment of radiation sources within such stratified devices, i.e. optical
microcavities. The aim of these explications is the calculation of the power which is
dissipated away from the sources into the microcavity by the electromagnetic field.
Dealing with sources for electromagnetic radiation makes it necessary to take into
account the source terms of Maxwell’s equations (3.1) to (3.4). For this work, the
discussion is limited to OLEDs. In this case, source terms are restricted to be only
currents from time harmonic electric polarizations. These model the spontaneous decay
of the excited state. The source currents are assumed to be located at a position z0 as
an arbitrarily thin layer of polarization sources. Taking into account these assumptions,
the inhomogeneous Maxwell’s equation at z0 read as
∇× E = ı ω µ0H (3.42)
∇×H = −ı ω ε0 εactiveE − ı ωP . (3.43)
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The approximation of neglecting all other source terms can be justified, as the current
densities in OLEDs are only low, and a long range perturbation of the electromagnetic
field by charge carriers is prohibited due to the localization of the states. For the sake of
simplicity, it is assumed that these time harmonic polarization sources are confined within
an arbitrary thin source layer of constant dielectric function. As the source terms of the
active medium is taken into account explicitly, the remaining dielectric function of the
active material εactive is restricted to real values. Although the problem is approximated
for a thin source layer, the model is applicable to a wide area of problems as spatially
dispersed source distributions can be constructed as superpositions of solutions.
A solution for the set of inhomogeneous Maxwell’s equations (Eqs. (3.42) and (3.43) )
was obtained by Sipe.[72] In his studies, he used an ansatz in which the total electromag-
netic field which is produced due to the inhomogeneity located at z = z0, is decomposed





E(κ, z) exp (ıκρ) . (3.44)
This is in fact similar to the homogeneous case of Eq. (3.22), where E0 exp (ı ν r) can
be decomposed into E0 exp (ıκρ) exp (ı w z) = E∗0(κ, z) exp (ıκρ) introducing the in-
plane position vector ρ = (x, y, 0). Additionally to the homogenous case, it is however
assumed that the upwards traveling plane waves exist only above the sources (z > z0),
and the downwards propagating plane waves contribute only at z < z0. Exactly at
the source position z0, the field is compensated by a source term contribution to fulfill
Maxwell’s equations. Hence, this ansatz makes use of the fact that the electromagnetic
field, as well as the Maxwell’s equations, are valid in the sense of distributions, indicated
at the end of Sec. 3.1.1. Thus, the field is constructed from the sum of different orders of
distributions[70] multiplied by field coefficients. In order to solve the source problem, the
coefficients E(κ, z) have to be determined.
The situation for the thin source layer is depicted in Fig. 3.3. By expanding E(κ, z)
into the upwards and downwards propagating plane waves, the complete ansatz for the
electromagnetic plane wave amplitudes of Eq. (3.44) reads
E(κ, z) = Upart e(ı wactive(z−z0))Θ (z − z0) +Dpart e(−ı wactive(z0−z))Θ (z − z0)
+Eδ δ (z − z0) .
(3.45)
Here, Θ (z − z0) denotes the Heaviside step function and δ (z − z0) identifies the Dirac
delta function. Both distributions are utilized in order to obtain the outlined spatial
restrictions of the contributing fields of the particular solution. A similar decomposition





H(κ, z) exp (ıκρ) , (3.46)
with denominated amplitudes
H(κ, z) = Upart, H e(ı wactive(z−z0))Θ (z − z0) +Dpart, H e(−ı wactive(z0−z))Θ (z − z0)








Figure 3.2.: Sketch of the sheet of electric polarization distribution P in a planar layer
of thickness 2 . As the sources within the active layer are explicitly taken
into account, the dielectric function is assumed to be real valued εactive. The
particular solution above/below consist only of upwards/downwards traveling
plane waves.
The – at first – unknown amplitudes of the electric and magnetic field in Eqs. (3.45)
and (3.47) must be determined taking into account the Maxwell’s equations. Thus,
applying the ansatz to the Eqs. (3.42) and (3.43) one obtains a system of equations. This
system can be divided into the different orders of distributions, such as the Heaviside step
function, the Dirac delta function, and their derivatives. By comparing the contributions
for each different distribution order[70, 71], one obtains the solutions for the amplitudes
as
Eδ = − 1
ε0 εactive
zˆ P (3.48)
Hδ = 0 , (3.49)
for the Dirac contribution, and












for the different polarization directions of the amplitudes of the electric field. The
magnetic field coefficients can be obtained by Eq. (3.31), similar to the homogeneous
problem as
Upart, H = η−1active
(
Upart, p sˆ− Upart, s pˆ+
)
(3.53)
Dpart, H = η−1active
(




To obtain this result, a formal expansion of the polarization P into
P(r) = P δ (z − z0) exp (ıκρ) (3.55)
has been conducted, such that the polarization is represented by the Fourier transform of
a single constant value P . Combining Eqs. (3.48) to (3.54), one is able to give a closed
form of the electromagnetic field of the particular solution of the inhomogeneous set of













· [({sˆ⊗ sˆ+ pˆ+ ⊗ pˆ+} exp (ı wactive (z − z0)) Θ(z − z0)
+
{
sˆ⊗ sˆ+ pˆ− ⊗ pˆ−
}





















× ({pˆ+ ⊗ sˆ− sˆ⊗ pˆ+} exp (ı wactive (z − z0)) Θ(z − z0)
+
{
pˆ− ⊗ sˆ− sˆ⊗ pˆ−
}




for the magnetic field components. In these equations the integral
∫
dz0 denotes the
summation over all possible source layers. In the case of a single source layer, the integral
remains, but the solutions are obtained trivially.
Having obtained this closed form for the particular solution, it is possible to calculate
the resonant propagation of this solution through the device. The underlying principle of
these objections are sketched in Fig. 3.3. Above and below the emission layer, optically
passive layers which contain no sources are assumed. Over the top passive layers, resp.
below the lower passive layers, media are assumed (superstrate and substrate) into which
the light is outcoupled. All reflections above, or in the superstrate, or substrate, are not
taken into account coherently. Additionally, it is assumed that no radiation is inbound
from ±∞ which can be treated coherently. Due to the reflectivity of the passive layers,
either in these layers or at the interfaces of the superstrate or substrate, some part of the
radiation from the particular solution is reflected back into the emission zone, driving
the polarization. These parts can be described by reflection coefficients rupactive and rdownactive,
which take into account all reflections from the upper/lower passive layers. In fact, at
equilibrium this will lead to an effective solution Eeff in the emission zone, which is the
superposition of the particular solution and the solution of the homogeneous media.
Similar to Eq. (3.44) the electromagnetic field of the effective solution is decomposed
into a spectrum of plane waves with amplitudes



















Figure 3.3.: Visualization of the derivation of the effective up- (Ueff) and downwards
(Deff) propagating amplitudes from the up- (Upart) and downwards (Dpart)
propagating parts of the particular solutionEpart, Eq. (3.56). The effective
amplitudes can be derived solely from the amplitudes of the particular
solution, if the inbound amplitudes from the superstrate and substrate are
assumed to be zero. In this case, the effective amplitude in each direction is
a superposition of the particular amplitude and the reflection of the adverse
propagating effective amplitude. The reflections are taken into account by
the respective reflection coefficients derived from the coherent superposition
of the electromagnetic field in the adjacent passive layers rupactive and rdownactive
up to the superstrate/substrate.
where each amplitude uˆeff Ueff and dˆeffDeff can be decomposed into a s- and p-polarized
part in agreement with all previous objections. For the sake of simplicity the subscripts,
indicating the polarization are omitted for a few derivations. To determine the effective
solution it is now possible to set up two iterative equations
Ueff(z0) = Upart + eı wactive 2  rdownactive (Dpart(z0) +Deff(z0)) (3.59)
Deff(z0) = Dpart + eı wactive 2  rupactive (Upart(z0) + Ueff(z0)) . (3.60)
The effective solution for the upwards propagating plane waves is constituted from the
upwards traveling part of the partial solution and the reflections of the downwards
propagating particular and effective solution from the lower interface between the active
medium and the passive layers. The root of all expansions is assumed to be at z0 and thus
for the reflected parts, an additional phase shift eı wactive 2  needs to be taken into account.
Similar objections hold for the amplitudes of the effective solution which propagate
downwards. These are composed of the partial solution which is traveling downwards
and the reflections of the upward propagating contributions. For clarity, the products of
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the reflection coefficients and the phase terms can be abbreviated by
αupactive = eı wactive 2 r
up
active (3.61)
αdownactive = eı wactive 2 rdownactive (3.62)
α = αupactive αdownactive (3.63)
where an additional abridgment α for the product of both abbreviations is introduced in
respect for future results. Using these short notations and combining Eqs. (3.59) and
(3.60), it is possible to obtain expressions for the amplitudes of the effective electric
field. These solely depend on the amplitudes of the particular solution. For the upwards
propagating part this yields
Ueff = Upart + αdownactive (Dpart +Dpart + α
up
active (Upart + Ueff))
= 2αdownactiveDpart + Upart + αUpart + αUeff
= 11− α
[










active Upart + (1 + α)Dpart] . (3.65)
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From this description it becomes clear that for vanishing reflection coefficients r → 0,
the effective solutions are equal to the particular solutions. This exemplifies the case of
polarization sources within an infinite homogenous medium where there is no perturbating
optical microcavity. On the other hand, for increasing reflections from both sides the
effective solution is strongly pronounced due to the resonance of the optical microcavity
in the lack of radiation loss. Hence, already at this point it is clear that the emission of
electromagnetic field can be significantly enhanced for resonances of the optical micro
structure. This resonances will be denoted by certain in-plane wavenumbers κ for a given
photon energy ~ω.
However, from Eqs. (3.64) and (3.65) utilizing the particular solution of the inhomoge-

























sˆ⊗ sˆ+ pˆ+ ⊗ pˆ+
]
+ (1 + α)
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where for both amplitudes the s- and p-polarized parts can be easily labeled from the
different contributions from the dyadic products.
In general, an arbitrary direction of the polarization amplitude P = Pˆ P can be
composed from the orthonormal basis {sˆ, κˆ, zˆ} as
P = Ps sˆ+ Pκ κˆ+ Pz zˆ . (3.69)
Hence, it is possible to obtain an effective solution for each of these basis directions and
calculate the complete solutions via superposition. The first contribution is made from
the polarization, which is directed into the sˆ direction. Due to the orthogonality of sˆ
















Ps [1 + α+ 2αupactive] sˆ . (3.71)
It is also readily noticed from Eq. (3.27) that the other two directions do not provide
any contribution. Thus, the s-polarized electromagnetic radiation is only generated from
polarization sources which have a component of their polarization along sˆ. In any case,
these source contributions are aligned parallel (horizontal) to the planes of the device
interfaces. From the amplitudes U sˆeff(z0) andDsˆeff(z0), utilizing Eq. (3.58), the s-polarized
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2αupactive pˆ+ + (1 + α) pˆ−
]
Pz . (3.76)
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It can be seen that for both types of alignment the resulting electromagnetic field is
purely p-polarized. Hence, there is a s-polarized contribution which is caused by sources
aligned parallel to the planes of interfaces and two p-polarized parts. One part of the
p-polarized effective solution is driven by electric dipoles which are parallel (κˆ) to the
interfacial planes. The second part is excited from electric dipoles aligned perpendicular
(zˆ), i.e. vertically, to the planes of interfaces. In Eqs. (3.70) to (3.78), the corresponding
factors α and αup/downactive are to be calculated from the reflection coefficients of the according
polarization of the radiation. Although this has been neglected in the equations, the
reader should keep this in mind for further derivations.
From the electrical fields of Eqs. (3.72), and (3.77) to (3.78), it is possible to calculate the
total time average power Fabs dissipated away from the sources by the electromagnetic field.
This is achieved, by taking into account the time average of the Poynting vector[73, 75, 76]
Fabs =
∫∫
dA 〈< [S]〉 . (3.79)
Here,
∫∫
dA denotes the surface integral around the source region, such that the contri-
bution of the Poynting vector is projected onto the normal of the surface. Furthermore,
< [S] denotes the real part of the Poynting vector, as from the complex electromagnetic
field only the real parts are physically pertinent. The brackets around the Poynting
vectors indicate the time average value. For the arbitrary thin source regions, the surface
integral reduces to the projection of the Poynting vector onto the zˆ direction.
However, by taking into account Poynting’s theorem, Eq. (3.20), the total time average
power dissipated into the electromagnetic field equals the negative work done by the
electric field on the polarization source currents.[73, 77] Using Eq. (3.20), the total power
is likewise expressed as[73]





where the over line denotes the complex conjugate, and the time average was evaluated
for time harmonic electric fields and currents with amplitudes E and j. For the case of a
current caused by the time harmonic motion of the polarization with a real amplitude P





dρP = [Eeff] , (3.81)
whereas = [E] denotes the imaginary part of the electrical field. This equation can be
interpreted such that the total dissipated power F is obtained from the integral over the
power dissipation density, which is defined from the imaginary part of the electric field
projected onto the polarization. Expressing the integral over ρ as an integration over the






the total dissipated power Fabs is related to the power dissipation spectrum Kabs, which
denotes the affinity of the sources to dissipate power into radiation denoted by a certain
in-plane wavenumber. Due to the shape of the contributing electrical fields of Eqs. (3.72),
(3.77), and (3.78), it is comprehensible that the power dissipation spectrum will be
strongly influenced by the resonances of optical microcavity, which can be attributed to
optical modes supported by the microcavity.
From a practical point of view, it is furthermore useful to divide the sources solely into
contributions aligned parallel (sˆ or κˆ) or perpendicular (zˆ) to the planes of interfaces.
In this case, the polarization amplitude can be written as
P = (P sin θ cosφ, P sin θ sinφ, P cos θ) , (3.83)
introducing the polar θ and azimuthal φ angles, which are given by sin θ = P‖P , resp.
cos θ = P⊥P , and tanφ =
Pκˆ
Psˆ
, or sinφ = PκˆP‖ and cosφ =
Psˆ
P‖
, respectively. Using this
notation, it is now possible to determine the total absolute power dissipation spectrum
(and thus the total absolute dissipated power) from the two main source orientations of
Eq.(3.83) via[75]
Kabs(θ, φ) = Kabs, s, ‖ sin2 θ cos2 φ+Kabs,p, ‖ sin2 θ sin2 φ+Kabs, p,⊥ cos2 θ , (3.84)
using Eqs. (3.81) and (3.72) (3.77) and (3.78). In particular, the total absolute power









dθ sin θKabs(θ, φ) =
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3 Kabs, p,⊥ . (3.85)
It is seen, that in this case the total absolute dissipated power is obtained from the
equally weighted sum of the three source contributions of the different polarizations.
However, from a quantum mechanical point of view the absolute total dissipated power
contains the density of photonic states of the emitting dipole.[ 15, 81, 82] The photonic
density of states describes the number of available quantum mechanical states which can










P 2 . (3.87)
Due to the optical microcavity, the photonic density of states is altered. Taking into
account Eq. (3.87) and the expressions for the electrical fields Eqs. (3.72), and (3.77)
to (3.78), it can be seen that this modification is caused by the factors [...]1−α , which are
related to the reflectivity of the optical microcavity at the source location z0. Hence, the
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absolute power dissipation spectra can be seen as a measure for the localized photonic
density of states in reciprocal space, where enhanced power dissipation into optical mode
resonances of the optical microcavity is obtained at distinct in-plane wavenumbers (polar
angles). The properties of these modes are derived from the characteristics of the optical
microcavity, which itself is defined by the dielectric functions of the materials involved,
and due to their thicknesses.
In order to analyze the effects which arise due to the microcavity more clearly, it
seems reasonable to calculate the normalized power dissipation spectra and the other
relevant normalized quantities. This normalization is carried out with respect to the
total dissipated power in free space, Eq. (3.87). The evaluation was addressed by many
authors[78, 79, 84, 85] for different complexities of the optical surrounding. In the case
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were in this case the total normalized power dissipation spectrum K, or equally the
normalized total power dissipation spectrum F , is obtained from the sum of the different
contribution. For an isotropic source distribution one obtaines[79]











Similar to Eqs. (3.70) to (3.72) there is no s-polarized contribution from perpendicular
oriented sources to the normalized power dissipation spectrum. The additional factor of
two for the parallel contributions in Eq. (3.91) compared to Eq. (3.85) is compensated in
the parallel contributions of the power dissipation spectrum, Eqs. (3.88) and (3.89), as
can be easily seen from the prefactors. Hence, the final result of Eq. (3.85) and Eq. (3.91)
correspond to each other. Although it was neglected for reasons of simplicity within
Eqs. (3.88) to (3.90), it should be noted that the occurring terms, as parts of an integrand∫
dκ, depend on the in-plane wavenumber κ.
Furthermore, the absolute dissipated power is a measure for the rate at which energy
is dissipated.[75] Hence, the normalized dissipated power expresses the change of the
spontaneous emission rate due to the presence of a cavity in the vicinity of the emitters.[80]
In a linear approach, the radiative emission rate Γ ∗rad within an optical microcavity can
be written as[79]
Γ ∗rad = F Γrad , (3.92)
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where Γrad describes the emission rate in an infinite medium. As the change of the
emission rate is caused by the resonant emitter (dipole) interaction and the radiation
from the own emission[75], it is assumed that the non-radiative decay rate of the excited
state is not affected by the microcavity. Thus, the total decay rate of the excited state
within the microcavity is obtained as
Γ ∗ = Γnrad + F Γrad , (3.93)
compared to the total decay rate in an infinite medium Γ = Γnrad + Γrad. It is obvious,
that the efficiency of generating radiation η∗rad, sometimes referred to as internal quantum
efficiency or effective radiative efficiency, is modified within a cavity to be
η∗rad =
F Γrad
Γnrad + F Γrad
, (3.94)
from the radiative efficiency of the unperturbed emitter ηrad = ΓradΓnrad+Γrad . Expressing
the non-radiative decay rate in Eq. (3.94) by using the bulk radiative efficiency ηrad, it is
possible to obtain an expression which quantifies the change of the radiative efficiency
due to the presence of a microcavity[79, 80]
η∗rad =
ηrad F
1− ηrad + ηrad F . (3.95)
From this equation, it becomes obvious that the effective radiative efficiency can be
increased or decreased by the normalized total dissipated power if F > 1 or F < 1.
Therefore, the normalized total dissipated power can be seen as a Purcell factor[80] for the
optical microcavity, which takes into account the modification of spontaneous emission
due to the cavity. For typical Purcell factors achievable for OLED microcavities, the
enhancing or decreasing behavior of the Purcell factor is shown in Fig. 3.4 a. It is shown,
that for Purcell factors above unity, the beneficial effect of the microcavity predominantly
applies for small radiative efficiencies. On the other hand, inefficient emitters are most
susceptible to losses caused by improper microcavities as well.
3.4. Remarks on the normalized power dissipation
In the previous section, the power dissipation from dipole sources into a stratified
microcavity was described. By incorporating the radiated power emitted by sources
without a cavity, the normalized dissipated power and the normalized power dissipation
spectrum were obtained. The key point of this discussion was given by the fact that both
quantities are strongly influenced by the resonances occurring from optical modes of the
optical microcavity. Finally, it was outlined that the optical microcavity also modifies
the efficiency of spontaneous radiative decay.
However, in this section some general remarks on the normalized power dissipation
spectrum are given. Alongside, consequences are outlined for the radiation which is
outcoupled into the surrounding outcoupling medium from the microcavity device.
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The normalized power dissipation spectrum is given by Eqs. (3.88) to (3.90). These
describe the probability density of the decaying dipoles sources to emit radiation into
a optical mode, characterized by the in-plane wavenumber κ for a given photon energy
~ω = h c λ−1.[86, 87] Hence, for a given wavelength λ the radiation emitted by the dipoles
can thereby be characterized in terms of κ. For in-plane wavenumbers κ < νout, the
radiation can escape the OLED and is outcoupled into the outcoupling medium which is
characterized by the refractive index nout. The outcoupled radiation is thus characterized
as the radiation within an outcoupling/escape cone.[88–91] This ’cone’ can be seen in
two ways, which however mean the same thing – the separation of far-field radiative and
non-radiative states. On the one hand, it describes the cone around the polar angle θcrit






denotes the polar angle which limits
the escape of radiation from the organic media by TIR. On the other hand, the ’cone’
Figure 3.4.: a) Effective radiative efficiency η∗rad in dependence to the bulk radiative
efficiency of the emitter ηrad and the normalized total emitted power F ,
i.e. the Purcell factor. The normalized total emitted power F can enhance
(F > 1) the efficiency of spontaneous radiative decay as well as decrease
(F < 1) it. b) Normalized power dissipation spectrum κ ν−1activeK for an
optimized top-emitting device. For the device details the reader is referred to
the text. To guide the eye, the air light line and the light line corresponding
to the active medium are shown as solid lines. They separate the region of
outcoupled, trapped, and evanescent radiation. Several resonances caused
by the optical microcavity are observed. The resonances occurring from the
s-polarized radiation are highlighted by dashed lines, whereas the p-polarized
resonances are denoted by dotted lines.
is defined by the in-plane wavenumber κcrit = νout, as shown in Fig. 3.4 as a solid line
E = ~ c νout. For photonic states to the left of this light line the radiation can escape the
optical microcavity. As the in-plane wavenumber κ can be seen as a a radial quantity
of the wave vector in cylindrical coordinates ν± = (κ cosφ, κ sinφ, ±w) the ’cone’ is
obtained for all azimuthal angles φ.
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Hence, for increasing the in-plane wavenumber beyond κcrit the radiation is trapped
within either an additional substrate layer or the coherent layers of the optical microcavity.
Due to the fact that for the trapped light, the entire radiation is reflected at the interface to
the outcoupling layer, the resonance effects due to constructive or destructive interference
within the optical microcavity, are significantly increased compared to the radiation
which is able to escape. Thus, the intensity of the resonances are increased and the full
width of half maximum (FWHM) is decreased.
For in-plane wavenumbers κ > νactive, exceeding the wavenumber within the active
medium, the plane waves are no longer radiative but evanescent at the emitter location,
as the out-of-plane wavenumber w is calculated from Eq. (3.25) which can be modified to
w = ±ı
√
u2 + v2 − ω2
c2 ε. For the wave vectors ν±, this leads to the exponential decrease
of the amplitude away from the origin of the plane wave. Compared to the resonances
caused for in-plane wavenumbers of the guided modes, the resonances of the evanescent
waves tend to be decreased in intensity and increased FWHM. This arises due to the
decreased electrical field amplitude which is contributing in the coherent superposition
of the effective solution at the emitter location. Furthermore, for diverging in-plane
wavenumber κ→∞ this implies, that the power dissipation spectrum will asymptotically
vanish.
The above mentioned microcavity effects can be seen in Fig. 3.4 b, where the total
normalized power dissipation spectrum is given for a top-emitting device [NPB (73 nm),
Ag (20 nm), BPhen:Cs (253 nm), BAlq2 (10 nm), NPB:Ir(MDQ)2(acac) (20 nm), Spiro-
TAD (10 nm), Spiro-TTB:F6-TCNNQ(51 nm), Ag (100 nm) ]. For this particular analysis,
the probability distribution function of the emitter sel(E), Eq. (2.25), was not taken
into account. Omitting sel(E) emphasizes the change of normalized photonic density
of states due to the optical microcavity. Additionally to the features already outlined,
within Fig. 3.4 b the contributions from the different polarizations of the radiation are
highlighted differently. The s-polarized resonances are emphasized by dashed lines. The
p-polarized contributions are highlighted by dotted lines. The shape of the resonances
can be explained from two academic examples.[92] The first is the dispersion relation for
a perfect slab waveguide, the second case the dispersion relations of optical modes within
an index waveguide. In the first case, one assumes a slab of dielectric material with
dielectric function εactive between two perfect mirrors. For the perfect slab waveguide,
parabola like dispersion relations are obtained which asymptotically saturate to the light
line of the active medium E = ~ c κ nactive.[92] In the second case of an index waveguide,
the dispersion relations are not obtained for perfect mirrors, but only due to the TIR for
the trapped radiation within the organic medium. Thus, the Goos-Hänchen effect[92]
at the interfaces is taken into account. For small in-plane wavenumbers, the dispersion
relations follow the light line of the outcoupling medium. Similar to the perfect mirror
waveguide, for high in-plane wavenumbers the dispersion relations asymptotically follow
the light line of the organic medium. In between, there is an continous arctangent like
shift from one extreme to the other.[92] The differences between those text book examples
and the real shifts of the resonances occur, as for the simulation of the normalized
power dissipation the complex dielectric functions of the materials and the finite layer
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thicknesses were taken into account. The resonance right to the light line occurs due to
the presence of metal within the optical microcavity. It is discussed in detail in Sec. 5.
The presence of metal in the device is also the reason for an additional perturbation of
the other p-polarized resonances.
However, according to Eqs. (3.88) to (3.90) the normalized power dissipation spectrum








where the sign within the parenthesis, the constant prefactor, and the prefactor within
the brackets f(κ) depends on the source orientation and the polarization of the radiation.





. The first factor can be seen as the limit of the
geometric series 1 + α+ α2 + ... . Thus, it takes into account the multiple interference
of beams being reflected between the upper and lower passive scattering layers of the




on the other hand, takes into account
the direct interference between an initial and the reflected beam at the emitter position,
neglecting higher order contributions.
Within the outcoupling cone, the radiation within the cavity can be expressed as a
propagating plane wave. Hence, the prefactor f(κ) is real, as w(κ) is real, and thus can

































Thus, the dissipated power can be split into two contributions. The first part in the
brackets of Eq. (3.97), |1± αup|2, determines the intensity of the effective plane waves,
which are reflected at the upper interface of the emission layer, cf. Fig. 3.3. Hence, it
contains the intensity of the effective downwards propagating solution. From the second
contribution, |1 ± αdown|2, the intensity of the upwards propagating effective solution
is calculated, which is reflected at the lower interface of the emission layer. Neglecting







can be identified with the intensity transmission coefficients T down and T up of the OLED
microcavity at the emitter position.[79] If the OLED is not a transparent device, it
can be assumed that one of these transmission coefficients is close to zero. Thus, the
power dissipation into propagating plane waves is dominated by the contribution into
one direction. Here, this direction shall be the +z-direction, such that for the outcoupled
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|1 + αdown, pactive |2
|1− αp|2 T
p, up , (3.100)
where the transmission coefficients can be determined from the transfer-matrices.
Within experiment, the emission from a OLED is measured as the spectral radiant
intensity, which is the power dissipated per unit solid angle per wavelength. Along with
Eq. (3.83), it was shown that the in-plane wavenumber κ can be connected to the polar
emission angle θ. Hence, the normalized power dissipation density per unit solid angle
P (θ) is connected to the density of normalized dissipated power per reciprocal space by
the integral transformation[79]
P (θ) 2pi sin θ dθ = K(κ)dκ2 . (3.101)
Taking into account dκ2dθ = ν2 2 sin θ cos θ, one obtains[79]
P (θ) = ν
2
2 cos θK(κ) . (3.102)
Using this expression, one is able to determine an expression for the experimentally








F (λ) . (3.103)
This equation can be read as the joint probability of the complete process of charge carrier
to measurable photon conversion. The power measured by the detector at a polar angle
θ, is obtained from the energy of the photon h cλ , where each quantum is generated at a
rate Ie proportional to the charge injection current I into the OLED. The excited state
can only be formed if electrons and holes contribute to this current simultaneously. Thus,
the ratio of charge pair and thus exciton formation is reduced by the factor γ, which
takes into account charge carrier balance within the device. As pointed out in Sec. 2.4,
the probability at which photons are generated from the excited state sEL(λ) depends
on the molecules involved. Assuming that the charge carrier recombination process
from electrical excitation is similar to the process measurable from photo excitation
experiments, it is possible to identify sEL(λ) = sPL(λ). According to Eq. (3.95), the
spontaneous decay rate and thus the probability of radiative recombination is modified
due to the presence of the optical microcavity, taken into account by the factor η∗rad(λ).
Now, the rate at which the charge carriers are converted into photons within the device
is obtained. However, the photons are measured within the outcoupling medium, i.e.
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air. Hence, the last factor Pout(λ, θ)F (λ) takes into account the probability, that the photon
emission within the cavity occurs at a polar angle θ (in-plane wavenumber κ), at which
the photon is able to escape the microcavity, cf. Fig. 3.4.
This equation holds for the description of purely resonant thin films involved in the
calculations of the microcavity effects. If however, the OLED emits via a substrate, the
multiple incoherent reflections need to be taken into account for the outcoupled part of
the radiation. In these cases the outcoupled normalized dissipated power is substituted
by Kout → K ′out, where K ′out takes into account the substrate effects by
K ′out = Kout
Tout, sub
1−Rout, subRcav, sub , (3.104)
where Tout, sub describes the transmission coefficient of the intensity at the interface
between the substrate and the outcoupling medium, andRout, sub and Rcav, sub label the
intensities reflection coefficients at the interface between the substrate and the outcoupling
medium, and the organic layers of the optical microcavity respectively. This issue is
discussed in more detail in Sec. 6.4.4.4.
3.5. Description of outcoupled light as resonances
It was shown that the resonances within the power dissipation, which arise due to the
optical microcavity, are passed on into the spectral radiant intensity. From a practical
point of view, it is often convenient to compare the normalized spectral radiant intensities
between simulation and measurement. Here, the normalization is carried out by dividing
the angle depended spectra by the maximum of the spectrum in normal emission direction
Iel(λ, 0◦). By this means, all constant prefactors are reduced from the equation including
the charge carrier balance factor γ. Hence, only the optical properties of the emitter and
the microcavity remain for comparison.
From Eq. (3.103), it becomes clear that within the electroluminescence spectrum, the
resonances of the radiative modes of the microcavity are visible. The electromagnetic
radiation of the resonance can be modeled as a electromagnetic wave. Taking into
account the loss of electromagnetic power, due to the transmission of radiation away
from the microcavity into the outcoupling medium, the electromagnetic field can also
be modeled as plane waves which propagates in the in-plane direction.[ 93] For the sake
of simplicity the wave vector is fixed into directions such that v = 0. Hence, the time-
harmonic electric field is given by E(x) = E0(u) exp (ı(ux− ω t)). In order to respect the
radiation losses, the propagation shall be modeled with a complex in-plane propagation
constant u → u′ + ı u′′. Here, the imaginary part takes into account the reduction of
the field amplitude as the mode is propagating within the cavity. Hence, in a simple
index-waveguided slab geometry the imaginary part can be identified with the reflection
coefficients of the interfaces of both ends of the slab by
rdown rup = exp
(−2u′′  tan θ) . (3.105)
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Generalization of the reflection coefficients rdown and rup, using the values obtained from
the transfer-matrices which take into account the additional phase shifts due to the
extent of the microcavity, the imaginary part of the in-plane wavenumber can be related
to the quality factor of the microcavity[94–96], which is also a measure for the Purcell
factor of the microcavity. Calculating the dissipated power from the plane wave, which
resembles the spectral radiant intensity, makes it necessary to calculate the amplitude of
the plane wave E0(u). For these derivations, this is obtained by calculating the Fourier
transformed of the electrical field, where one obtains for the amplitude[93]
E0(u) = A
( exp (−ı φ)
u′ − u+ ı u′′ +
exp (ı φ)
u′ + u− ı u′′
)
. (3.106)
Here, the prefactor A takes into account the initial amplitude of the electrical field E(x)
modified by the phase factor φ. The remaining expression is determined by a Lorentz-
resonance like expression for the shape of the excitation within reciprocal space. This is
not wondrous, as it is well known, that the line shape of dipole excitation within optical
microcavities can also be described by Lorentz-resonances in terms of frequency.[95, 96]
Because of the symmetry of the Maxwells equations, this should apply to the mode in recip-
rocal space as well as the dissipated power is also modeled from the radiation damping. To
demonstrate the applicability of this model, in Fig. 3.5 a the spectral radiant intensity of a
monochrome top-emitting OLED is shown. The OLED followed the layout [NPB (74 nm),
Ag (24 nm), BPhen:Cs (77 nm), BAlq2 (10 nm), NPB:Ir(MDQ)2(acac) (20 nm), Spiro-
TAD (10 nm), Spiro-TTB:F6-TCNNQ(255 nm), Al (40 nm), Ag (40 nm) ]. The emission
spectrum is fitted for several energies with the intensity obtained from a electromag-
netic plane wave with resonance amplitudes given by Eq. (3.106). In Fig. 3.5 a, the
resonance positions u′ are shown as crosses. One is able to observe that the resonance
positions follow the maxima of the angle depended emission. To guide the eye, the
fitted dispersion relation of a perfect slab waveguide mode is also shown as solid line
within Fig. 3.5 a. It can be seen that in case of this simple monochrome OLED, the
emission spectrum is dominated by one radiative resonance. This resonance can be
understood as the radiative waveguide mode obtained from the multiple interference
within a slab wave guide. To show the quality of this fit, in Fig. 3.5 b for photon energies
of 1.752 eV, 1.851 eV, and 1.950 eV the measured emission spectra are given as data points.
Along with the measured data, the intensities from the fitted resonance is given. It is
demonstrated that the measurement data is very well reproduced. At this point it is
worth to emphasize, that the spectral radiant intensity, Eq. 3.103, was fitted, which is
modified compared to the dissipated electromagnetic power per unit reciprocal space by
the factor cos θ = ν−10
√
ν20 − u2 according to Eq. 3.102. To give a further impression of
the simplicity and intuitive nature of this approach, in Fig. 3.5 c the expected relation
between the real and the imaginary part of the in-plane wavenumber is shown as solid
line assuming a dispersion relation from a perfect slab waveguide.[92] Additionally, for
the fitted intensities the values for the imaginary part of the in-plane wavenumbers are
indicated by crosses. One notes the good agreement of the simple prediction and the
results obtained from the fit.
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Figure 3.5.: a) Normalized spectral radiant intensity for a top-emitting OLED. For the
details of the device, the reader is referred to the text. The maxima of the
angle depended emission follows a rough parabolic shape of the dispersion
relation for a perfect slab waveguide. The crosses indicate the positions
of the fitted resonances u′ from the intensity obtained from electric plane
waves with amplitudes given by Eq. (3.106). b) For three separate energies
the measured normalized spectral radiant intensity and the fitted intensities
using the resonance model is shown. For all energies a very good agreement is
obtained. c) Model prediction of the relation between the real and imaginary
parts of the in-plane wavenumber and values obtained from the fit for the
energies of panel a). Published in [93]
However, as a closing remark on this discussion, the dispersion between the real and
imaginary part of the in-plane wavenumber indicates the limit of this description. As the
reflection at one side of the cavity vanishes, the emission spectrum will be dominated by
the probability distribution of the emitter sEL(λ). Thus, for such devices the radiative
damping of the resonance will be very large. But as Fig. 3.5 c indicates, this will lead
to problems to determine the mode position numerically accurate. Hence, the modeling
of the emission spectrum by Lorentz-like resonances is restricted within this work to
top-emitting devices at which the Purcell factor is high enough to obtain reasonable
results.
3.6. Basics of optimizing efficiency of OLEDs
In the previous sections, the origins of the effects within the emission spectrum of stratified
planar OLEDs were discussion. It was outlined that the emission pattern is dominated
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from the resonances of the optical microcavity.
Here, the basic principles for the optimization of the light emitting efficiency of planar
stratified OLEDs are outlined. It will be shown that for state-of-the-art OLEDs using
the pin-concept and highly efficient emitter materials, this problem basically reduces to
the optimization of the outcoupling efficiency and the Purcell factor.
3.6.1. Efficiencies for OLED characterization
In terms of characterizing the OLEDs efficiency to generate detectable light from injected
charge carriers, different efficiency measures exist. This is due to the fact, that the
reception of light for humans is determined by the limited ability of the human eye to
detect and quantify signals from electromagnetic radiation. Without going into further
detail, this leads to the subdivision of quantities into radiometric and photometric
variables.[97] The radiometric quantities describe the physical quantities. In contrast,
the photometric measures take it into account the limitations due to the perception of
radiation from the human eye. Commonly, the photometric spectral resolved variable
can be determined by multiplying the radiometric spectral resolved quantity with the
luminosity function V (λ), established by the Commission Internationale de l’Éclairage
(CIE). The luminosity function is a measure for the eye’s ability of receipting light.
It has a normalized peak value of unity at a photon wavelength of 555 nm.[81] From
historical context, the photometric power equivalent recorded per unit solid angle is
measured in candela [cd], resp. the total power equivalent is measured in lumen [lm].






. For example, the luminous flux Φv, which represents the total recorded
power by the eye of a light source, is calculated from the spectral radiant intensity
Iel(λ, Ω) of an arbitrary light source by[97]
Φv = Km
∫∫
dλ dΩ V (λ) Iel(λ, Ω) , (3.107)
integrating the power equivalent over the complete unit solid angle dΩ. A more detailed
analysis on the radiometric and photometric quantities and their units can be found in
[81] to distinguish the respective quantities.
There are three important measures for the characterization of the efficiency of OLEDs.
The first measure is the photometric current efficiency ηCE. It is calculated by dividing the










. It is widely applied in OLED related research and industrial
application as an estimate for the device performance.[8] However, as this quantity does
not take into account the complete angle resolved emission spectrum, it will not be used
within this work.
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The second quantity is the radiometric external quantum efficiency ηEQE (EQE),
which is obtained by dividing the number of extracted photons np by the number of
injected charges nc.[8] The number of extracted photons can be calculated from the
total outcoupled power obtained by integrating the spectral radiant intensity over the
complete measurement hemisphere and dividing it by the power from the emitted photons.
The number of injected charges is obtained easily by dividing the injected current by
the elementary charge e. As already implied for the calculation of the spectral radiant
intensity, Eq. (3.103), from the outcoupled power per unit solid angle, Eq. (3.101), for
planar stratified OLEDs it is assumed, that the emission is independent of the azimuthal











dλdθ λ sin θ IEL(λ, θ) . (3.109)
The third measure for efficiency is the photometric luminous efficacy ηLE. It is obtained







dλdθ V (λ) sin θ IEL(λ, θ) , (3.110)
where U labels the voltage applied to the device. As the luminous efficacy is a photometric
quantity it takes into account the luminosity function. This work focuses on the optical
effects, which enhance the light emission from OLEDs. The luminosity function is an
additional complication for the interpretation of the underlying effects. Therefore, the
focus lies on the analysis and interpretation of the EQE.
3.6.2. Optimization of light outcoupling of OLEDs
3.6.2.1. Optimization of the basic cavity layout
While in the previous section the EQE was isolated as important quantity to describe the
OLED efficiency, its calculation was obtained from electroluminescence measurable in
experiment. To predict efficient device layouts, it is necessary to describe the calculation
of the EQE from the simulation.
As a first step, it will be necessary to quantify the efficiency of generating light, which
is able to escape from the OLED into the detector. In early attempts to quantify this
loss of energy, a model was used which completely ignored the coherent coupling of the
radiation within the OLED to the emitters. Therefore a purely ray-optics approach
was used, which assumed the emitters to emit light isotropically into every direction of
space. The light is trapped, if TIR limits the propagation for the corresponding polar






Using typical refractive indices for the active material, this equation limits the outcoupling
efficiency of OLEDs to about 20%. However, this model is not suitable to accurately
predict the light outcoupling efficiency of resonant OLEDs.
In a more sophisticated approach, analog to the total dissipated power, as a first step





where κcrit was defined alongside Fig. 3.4 and the total outcoupled normalized spectral
power density Kout is obtained from each source contribution by the weighted sum, similar
to Eq. (3.91). From this definition of the normalized outcoupled power, Eq. (3.112),
and the normalized total dissipated power, Eq. (3.82) using the normalized quantities of
Eqs. (3.88) to (3.90), it is possible to obtain the spectral outcoupling efficiency ηout(λ) of
a device by dividing the outcoupled power by the total dissipated power[80, 102]
ηout(λ) =
Fout(λ)
F (λ) . (3.113)
Thus, the spectral outcoupling efficiency measures the probability that radiation of a
given photon wavelength λ, which is able to escape the device in any possible direction,
is emitted within the active layer.
Similar to the calculation of the spectral radiant intensity, Eq. (3.103), for the calculation
of the EQE the probability to gain an excited state at the emitter position γ and the
effective efficiency of radiative decay, i.e. the Purcell factor, have to be taken into account.
To simplify the discussion, it is assumed, that the recombination of charge carriers and
the photon emission are located at one position z0 within the device. In this case, a
spectral EQE of the optical microcavity can be defined from the spectral outcoupling
efficiency and the effective radiative efficiency as[101, 103]
ηEQE(λ) = γ η∗rad(λ) ηout(λ) , (3.114)
where γ takes into account the charge carrier balance, which must be determined by
electrical simulation. For the scope of this work, γ will be assumed as a constant value
close to unity, which is a common decomposition for OLEDs.[80, 101]
However, the EQE is calculated from the entire emission spectrum of the active
material. Hence, the spectral distribution of recombination energies sPL(λ) has to be
taken into account, where again it is assumed, that this spectrum does not change from




dλ sPL(λ) η∗rad(λ) ηout(λ) . (3.115)
For more complex distribution of exciton recombination within the active layer, the EQE
is calculated as the integral over the complete active layer, where all factors besides
sPL(λ) become z-depended.[80] In a similar way, the total outcoupling efficiency ηout of
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a device is obtained by ηout =
∫
dλ sPL(λ) ηout(λ). From the derivation of the EQE it
becomes clear that the the optical microcavity can have a strong influence on the device
efficiency via the power dissipation spectrum.
However, some principal objections regarding the OLED efficiency can be made
from the basic properties of the resonant dipole excitation model. The sources are
driven by the electrical field within the OLED. Thus, the emission will be large, if the
electrical field is strong at the emitter location. Such fields are obtained for constructive
interference of the electrical field within the device at the emitter position.[ 73, 75, 104]
Restricting the discussion to normal incidence (θ = 0 ◦), the resonance condition for






− φup(λ)− φdown(λ) != 2pim . (3.116)
Here, the first contribution to the sum on the left hand side denotes the phase shift of the
radiation with wavelength λ, while it propagates through all layers i of the microcavity
with thickness di and refractive index ni(λ). To this contribution, the phase shift φup(λ)
for the reflection at the upper end of the optical microcavity into the outcoupling medium
and the phase shift at the lower back reflector φdown(λ) is added. The combined phase
shift must equal 2pim in order to lead to constructive interference, where m denotes the
order of the optical mode, i.e. the number of nodes of the electrical field within the layer
i of the optical microcavity.
By assuming that the phase shift at the lower reflector interface is simply approximated




!= 12 +mdown +mup , (3.117)
is obtained for a effective optical microcavity described by a total thickness of d with
an effective refractive index n(λ), where the number of nodes is distinguished into the
amount below and above the emission zone at z0. Hence, the first efficient monochrome
OLED device is expected to be the one, where the optical thickness between the emission
zone and the back reflector corresponds to λmax/4. The distinguished wavelength λmax
denotes the maximum position of sPL(λ). The second most efficient device is expected at
an optical distance between emitter and back reflector of 3λmax/4. In between those two
efficient devices, a microcavity design is expected with very low efficiency at a emitter
displacement of λmax/2 away from the back reflector.
This effect is investigated in detail in Fig. 3.6 for a bottom-emitting OLED layout. The
stack consisted of [ITO (90 nm), Spiro-TTB:F6-TCNNQ(dHTL nm), Spiro-TAD (10 nm),
NPB:Ir(MDQ)2(acac) (20 nm), BAlq2 (10 nm), BPhen:Cs (dETL nm) , Ag (40 nm), Al (40 nm) ].
The outcoupling efficiency and normalized spectral radiant intensity is optimized by
numerical calculation by varying the thickness of the HTL (dHTL) and the ETL (dETL).
The thicknesses and efficiencies obtained for the λ/4, λ/2, and 3λ/4 devices are:
dETL, λ/4 = 70.7nm, dHTL, λ/4 = 53.7nm, ηout, λ/4 = 26.7%, and dETL, λ/2 = 161.8nm,
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Figure 3.6.: Upper row: Normalized power dissipation spectrum κ νactiveK for optimized
bottom emitting λ/4 (left column), 2λ/4 (center column) and 3λ/4 (right col-
umn) devices along with the normalized photoluminescence function sPL(E).
Second row: Normalized outcoupled dissipated power η∗rad(λ)Pout(λ, θ)/F (λ)
for the according devices. Third row: Normalized spectral radiant intensity
IEL(λ, θ). Lower row: normalized intensity of the in-plane electrical field
component Eκ(z) of the modes highlighted within the spectral radiant inten-
sity plots. For device details and detailed description, the reader is referred
to the text.
dHTL, λ/2 = 70.7nm, ηout, λ/2 = 4.2%, and dETL, 3λ/4 = 260.1nm, dHTL, 3λ/4 = 62.8nm,




of 0.23 for the λ/4 device, 0.48 for the λ/2 OLED,
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and 0.76 for the 3λ/4 stack. These value are in good agreement with the values obtained
from the simplified predictions along with Eq. (3.117). In a more sophisticated analysis,
these thicknesses are understood by having a look at the normalized power dissipation
spectra of those devices and the derived quantities.
They are shown in Fig. 3.6. Here, the left column of the contour plots corresponds to
the results for the λ/4 device, the middle column depicts the situation of the λ/2 stack
and the right column outlines the details for the 3λ/4 OLED. The first row of the plots in
Fig. 3.6 corresponds to the normalized power dissipation spectra κ ν−1activeK(κ, λ). Within
these plots, critical in-plane wavenumbers are highlighted by dashed lines. These separate
the outcoupled from the substrate confined radiation, the radiation which is trapped
within the organic media and the contribution to evanescent excitations. The second row
visualizes the normalized outcoupled power per unit solid angle η∗rad(λ)Pout(λ, θ)/F (λ).
For the first and second row the specified emission probability function of the emitter
sPL is not taken into account, but is shown prior the contour plots. This is to solely
express the effect of the optical microcavity. Within the third row, the normalized
spectral radiant intensity IEL(λ, θ) is shown for which sPL(λ) is taken into account. The
fourth row visualizes the normalized intensity of the p-polarized electrical field for distinct
optical modes. The normalization of all plots is carried out with respect to each device,
where the normalized spectral radiant intensity is normalized to the emission maximum
in normal direction.
For the λ/4 device it can be seen, that the power dissipation spectrum in the outcoupling
cone is merely modulated. The small modulation is due to the presence of the radiative
waveguided mode of the order mdown +mup. This mode becomes more prominent for
photon energies of 2.4 eV at in-plane wavenumbers of about 14µm−1 in the substrate
cone, as it follows roughly the saturating dispersion relation of a perfect cavity mode.
The weak influence of this mode onto the power dissipation spectrum is due to the weak
resonance of the cavity for this mode. Here, the resonances in the thin optical microcavity
of the bottom-emitting device is nearly completely determined by the reflectivity of the
opaque metal mirror.
The top contact’s reflectivity however, is very small. Hence, the transmission losses
of the resonance are large and thus, as the contribution to the interference is small,
the resonance’s FWHM becomes large as well. This in highlighted by looking at the
normalized outcoupled power per unit solid angle η∗rad Pout/F in the second row. The
reference point for the dispersion relation of the radiative waveguide can be identified to
be around 640 nm. Towards higher angles and smaller wavelengths the outlines of the
dispersion relation can be seen. However, the enhancement for selected emission angles
and wavelengths is small due to the weak cavity . The spectral radiant intensity, as
well as the external quantum efficiency, is determined from the product of the photonic
density of states provided by the optical microcavity and the emission probability
provided by the specific emitter material. Hence, it is more efficient to detune the
photonic density of states a bit towards larger wavelengths for the optimal device, as
the photoluminescence function decreases away from λmax more rapidly towards higher
wavelengths. In combination, the product shows nearly no dispersion of the angular
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emission spectrum for the bottom-emitting device and the emission is close to λmax.
Thus, due to the weak optical microcavity, the simple rule for finding the optimal cavity
length and emitter position of Eq. (3.117) applies, albeit the mode itself shows a finite
dispersion. This is also highlighted by the plot of the p-polarized electrical field intensity
in the last row of the first column of Fig. 3.6. The intensity of the electrical field is
shown for the mode with the highest contribution to the spectral radiant intensity. It can
be seen, that the highest field intensity is obtained close to the emitter position which
enables efficient emission. Furthermore, from this plot a reason for the small mismatch
between δφ, λ/4 and the prediction from Eq. (3.117) can be seen, as the simplified equation
neglects the finite extent of the electrical field into the metal mirror known as skin depth.
This effect occurs for all devices, but as the first order device is the thinnest, the relative
impact of this effect is the largest compared to the other two bottom-emitting devices.
The power dissipation spectrum of the λ/2 device is obtained by minimizing the light
contributing to the outcoupled radiation. This minimum is obtained between the radiative
waveguide resonance from the λ/4 device and the next optimal design. The dispersion
relations can be approximated to be evenly spaced in term of the modes order.[92] Hence,
the position of the least efficient device is expected to be within the middle of two efficient
layouts. Albeit this device does not emit much radiation, cf. the plots of the normalized
power per unit solid angle and the normalized spectral radiant intensity, the emission
into non-radiative waveguided resonances is sustained. Similar to theλ/4 device, in the
lowest row the electrical field intensity of the most prominent mode of the normalized
spectral radiant intensity is shown. It is visible in the plot, that the efficiency of the
device is low, due to the small intensity of the electrical field at the emitter position.
Thus, in correspondence to the λ/4 stack the λ/2 design is intuitively understood by the
simplified Eq. (3.117).
As the last device of the bottom-emitting OLED layouts the 3λ/4 stack is discussed.
As well as for the λ/4 device, the power dissipation spectrum for this layout exhibits a
contribution within the outcoupling cone which is due to a radiative waveguide mode. Due
to the thickness of the ITO and the second cavity order towards the opaque back reflector,
this mode corresponds to the third order waveguided modes of both polarizations. Hence
within the region of the substrate and the organic regions, the first and second order
waveguides can be seen. Unlike the λ/4 first order device, the contribution which is
right to the organic light line for the first order device is nearly vanished and the device
becomes more efficient. A detailed analysis of this contribution is given in Sec. 5.
However, comparing the quality of the resonance within the outcoupling cone between
the first and second order efficient devices, it is clear that the resonance is stronger for the
second order device. This is due to the increased sensitivity of the resonance condition
for the thicker cavity, as the interference is produced from an increased overlap (λ/2)
of the electrical field. The effect is more clearly visible from the normalized outcoupled
power per unit solid angle in the second row, where the increased quality factor of the
mode is clearly visible from the reduced FWHM. Similar to the first order device (first
column), the EQE is obtained from the integrated spectrum multiplied with the emission
probability. Due to the pronounced dispersion of the second order device, the shift of the
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maximum of the normalized outcoupled power per unit solid angle is increased towards
larger wavelengths compared to the first order OLED, in order to obtain the highest
integrated emission. This leads to a visible dispersion of the normalized spectral radiant
intensity and furthermore to the fact, that the maximum of the angle depended emission
does not coincide with the maximum of the emission into normal direction. Having a
look at the electric field intensity, one observes a well defined resonant excitation of
the sources for all plane waves along the dispersion of the emission. As this emission
is centered around the peak wavelength λmax the simplified Eq. (3.117) applies for this
bottom-emitting device as well.
To sum up this discussion on the basic optimization of the outcoupling efficiency
and spectral emission of planar stratified OLEDs, top-emitting devices are discussed.
Similar to the bottom-emitting devices the first three prominent layouts of a opti-
cal displacement between emitter and opaque mirror of λ/4, λ/2, and 3λ/4 in terms
of Eq. (3.117) are discussed. The general stack layout is given by: [NPB (dCL nm),
Ag (20 nm), BPhen:Cs (dETL nm), BAlq2 (10 nm), NPB:Ir(MDQ)2(acac) (20 nm), Spiro-
TAD (10 nm), Spiro-TTB:F6-TCNNQ(dHTL nm), Ag (40 nm), Al (40 nm) ].
In order to obtain the most suitable efficiencies, the thicknesses of the HTL, ETL
and CL were adjusted. The thicknesses and outcoupling efficiencies are obtained as:
dHTL, λ/4=38.8 nm, dETL, λ/4=65.5 nm, dCL, λ/4=72.4 nm and ηout, λ/4=35.0% for the
λ/4 first order device, dHTL, λ/4=140.1 nm, dETL, λ/4=70.0 nm, dCL, λ/4=73.5 nm and
ηout, λ/4=0.98% for the λ/2 device layout, and dHTL, λ/4=229.8 nm, dETL, λ/4=77.0 nm,
dCL, λ/4=75.6 nm and ηout, λ/4=30.3% for the second order 3λ/4 OLED. The separations
between the emitter and the opaque metal mirror correspond to normalized displacements
of δφ, λ/4 = 0.20, δφ, λ/2 = 0.48, and δφ, 3λ/4 = 0.74. To discuss the differences between
the predicted and obtained emitter/mirror displacements, particularly for the first order
device, the normalized power dissipation spectra, the normalized outcoupled power per
unit solid angle, and the normalized spectral radiant intensity along with the intensity of
the electrical field of prominent modes are given in Fig. 3.7.
Similar to Fig. 3.6 in Fig. 3.7 the power dissipation spectra for the top-emitting OLEDs
are shown in the first row. The second row summarizes the normalized outcoupled power
per unit solid angle, and the third row shows the normalized spectral radiant intensities.
The last row visualizes the electrical field intensity within the device for prominent
spectral features. Also the left column shows the results for the first order λ/4 cavity,
the middle column depicts the λ/2 device and the quantities for the second order 3λ/4
device are summarized in the right column.
For the first order top-emitting device, a similar influence on the power dissipation
spectrum within the outcoupling cone is found compared to the second order bottom-
emitting device. One is able to clearly distinguish the dispersion relations of the radiative
waveguided modes from the background. For the top-emitting device this is due to the
increased reflectivity due to the 20 nm semi-transparent silver electrode layer, which shows
increased reflectivity compared to the ITO electrode of the bottom emitting device.[108]
Thus, the quality factor of the resonance is increased, reducing the FWHM. These features,
along with a splitting of the s- and p-polarized modes due to the different effects of the
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Figure 3.7.: Similar plots as in Fig. 3.6, but for optimized top emitting λ/4, 2λ/4 and 3λ/4
devices. Upper panel: Normalized power dissipation spectrum κ νactiveK
with the normalized photoluminescence function sPL(E). Second panel: Nor-
malized outcoupled dissipated power η∗rad(λ)Pout(λ, θ)/F (λ). Third panel:
Normalized spectral radiant intensity IEL(λ, θ). Lower panel: Normalized
intensity of the in-plane electrical field component Eκ(z) of prominent modes
of the spectral radiant intensity. Device details and detailed description, can
be obtained from the text.
metal film onto the different polarizations[109], are also visible within the outcoupled
power spectrum. Taking into account the spectral distribution of recombination energies
sPL(λ) a similar pattern for the normalized spectral radiant intensity is obtained for the
first order top-emitting device as for the second order bottom-emitting OLED. A notable
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mismatch between the normalized displacement δφ, λ/4 = 0.20 and the predicted cavity
thicknesses of 0.25λ occurs for the first order optimized top-emitting device.
This is caused by two issues. Firstly, the finite penetration of the electric field into the
metal is neglected in the simple predicition of the cavity thickness. Similar to the first
order bottom emitting device, this causes the most prominent mismatch between the
normalized displacements and the predicted cavity thicknesses for the first order device
among the top-emitting layouts. Secondly, the thickness is affected by the optimization of
the OLEDs efficiency, which is understood by looking at the power dissipation spectrum.
Here two modes to the right of the light line occur. The right most resonance decreases
notably while the photon energy is increased, i.e. with progression along the resonance
of the radiative waveguided mode. Hence, as the outcoupling efficiency is determined
by outcoupled power divided by the integrated power dissipation it is more efficient to
reduce the cavity thickness in order to obtain a microcavity suitable to a smaller emission
wavelength. Thus, the efficiency at emission angles θ > 0 ◦ profits from the reduced
losses.
This can also be seen from the plot of the electrical field intensity, where for the first
order top-emitting device both maxima of the electric fields of the maximum of the
forward emission as well as the overall maximum correspond nearly exactly to the emitter
location, unlike to the electrical field of the first order bottom-emitting. Hence, for the
top-emitting device the EQE is dominated by the density of photonics states provided by
the optical microcavity rather than by the distribution of emission energies.
The reduced efficiency of the λ/2 top-emitting device compared to the λ/2 bottom-
emitting device can also be understood from the increased quality of the resonances for
the top-emitting cavity. While comparing the power dissipation spectra of the top- and
bottom-emitting devices, the strong reduction of dissipated power into the outcoupling
cone is not obvious, it is obvious from looking at the calculated normalized outcoupled
power per unit solid angle. Here, for the top-emitting device almost no notable intensity
coincides within the probability distribution of energies. Thus the efficiency is very low.
Nevertheless, within the spectral radiant intensity a contribution due to the second order
radiative waveguide mode is observable for small emission angles and high wavelengths,
along with a contribution which arises from the first order radiative waveguide resonance
which is seen at high emission angles. Accordingly the field intensity of the most prominent
emission shows a minimum around the emitter position.
The most prominent microcavity effects can be observed for the optimized second
order top-emitting OLED. Here, the increased microcavity effect due to the increased
thickness and the increased reflectivity of the metallic electrode are combined. Hence,
the resonances in the power dissipation spectrum are very sharp, leading to sharp modes
within the spectrum of outcoupled power. The combination with the energy distribution
of the emitter leads to a mode exhibiting a FWHM of about 45 nm and a dispersion of the
maximum emission peak in the order of 100 nm. Although the fact that the modes are
very sharp, the evanescent contributions to the power dissipation spectrum are reduced
compared to the first order top-emitting device. Thus, the difference between normalized
displacement and predicted cavity thickness is reduced for this device.
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In this section it was outlined how the efficiency of stratified OLEDs can be approxi-
mated from simulation. It was shown, that efficient device designs can be achieved for
certain cavity thicknesses. These thicknesses follow roughly a simple interference based
equation. Albeit, the thicknesses predicted by this simple approach match the optimized
values quite well, this approach does not yield a good impression for the physical effects.
A more detailed analysis, based on the decomposition of the power dissipation spectrum,
delivers a better insight and predicts more suitable device designs for OLEDs with strong
microcavities.
3.6.2.2. Optimization of the emitter distribution
Up till now, one aspect was omitted – the modification of the isotropic distribution of
dipole sources. It was found that the general achievable efficiencies can be increased by
modifying the source distribution away from a isotropic orientation towards a horizontal
alignment of the transition dipole moments.[101, 110–114] The alignment of the sources
corresponds to a restriction of the possible dipole orientations Pˆ , which is depicted in
Fig. 3.8. A quantitative interpretation of this alignment regarding preferential horizontal
Figure 3.8.: Visualization of the alignment of the dipole source distribution. A quantita-
tive interpretation is obtained by taking into account the anisotropy angle β
(a) for preferential horizontal alignment and β∗ (b) for preferential vertical
alignment. All dipole sources P with directions Pˆ which start at the origin
and end at the indicated part of the surface of the unit sphere are taken into
account in order to calculate the ensemble average of the dissipated power.









dθ sin θKabs(θ, φ) (3.118)
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introducing the anisotropy angle β, cf. Fig. 3.8 a. This angle β ∈ [0, pi/2] limits
the possible orientation of the dipole sources Pˆ to polar angles θ ∈ [β, pi − β]. For
β = 0, the isotrop distribution is obtained, whereas β = pi/2 corresponds to perfectly






dθ sin θ takes into account
the normalization regarding the surface area. Using Eq. (3.84) and carrying out the
integrations of Eq. (3.118), one obtains
Kabs, β = ap⊥(β)Kabs, p,⊥ + a
p
‖(β)Kabs, p, ‖ + a
s
‖(β)Kabs, s, ‖ , (3.119)
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It is obvious that the values of ap⊥(β) are limited to [0, 1/3].
For a preferential vertical alignment the anisotropy angle β∗ ∈ [0, pi/2] is considered,
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 = 2pi (2− 2 sin β∗) , (3.123)
calculated from the corresponding surface area. From Eq. (3.122) a similar relation for
the total spectral power dissipation Kabs, β∗ can be derived as Eq. (3.119). Therefore,
the corresponding anisotropy coefficients ap, ∗⊥ (β∗), a
p, ∗
‖ (β
∗), and as, ∗‖ (β
∗) are introduced,








∗) = as, ∗‖ (β
∗) = 112 (3 + cos (2β
∗)− 2 sin β∗) . (3.125)
It is easily calculated that the anisotropy coefficient ap, ∗⊥ (β∗), which describes the con-
tribution of the perpendicular aligned sources, is given within the range of [1/3, 1]. In
particular, 1/3 corresponds to β∗ = 0 and thus isotropic distribution of radiation sources,
and unity describes perfectly vertically oriented sources. Thus, its values are continous
with the range of ap⊥(β).
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Hence, by taking into account the additional factor of 1/2, within Eqs. (3.88) and
(3.89) of the parallel aligned normalized contributions to the power dissipation spectra,
one is able to reduce Eq. (3.119) to







using a single anisotropy factor a ranging from zero to unity, to describe the total
normalized power dissipation for an aligned dipole distribution. It is easily seen that in
this context, a = ap⊥(β) for values equal or below 1/3, and a = a
p, ∗
⊥ (β∗) for values above
1/3 up to unity. Thus, the limiting polar angle which denotes the cone of angular alignment
is obtained from the anisotropy coefficient by β = arccos
√








. Hereby, a = 1/3 takes into account the isotropic source
distribution β = 0, β∗ = 0. For a < 1/3 a more horizontal alignment is modeled, and
for a > 1/3 a preferential vertical alignment is calculated. From Eq. (3.126) as well as
Eq. (3.119), it is seen that the enhancement for preferentially horizontally aligned source
distributions is due to the reduction of evanescent excitations within the power dissipation
spectrum by p-polarized radiation, cf. Fig. 3.4. The change in dipole orientation implies
a trade-off between the loss channels of the optical microcavity. Therefore, the optimal
design of the cavity for non-isotropic dipole distribution deviates further from Eq. (3.117).
Fitting the angle dependend emission spectra of OLEDs[111, 115, 116], the measured
angle resolved PL excitation[113], or comparing the lifetimes of the excited state to the
theory[110, 117, 118], the anisotropy coefficients are obtained from experiment using
Eq. (3.126).The anisotropy coefficients for the emitter materials used in this thesis can be
found in the Appendix A. The physical cause for the alignment of the transition dipole
moments of the excited states is under debate.[112, 113, 116] Therefore, a more thorough
discussion of this subject is beyond the scope of this work.
3.6.3. Enhancing OLED efficiency beyond the planar limit
It was shown in the previous section, that for resonant cavity designs of OLEDs the limit
of the optical outcoupling efficiency for emission into an infinite medium, Eq. (3.111),
can be overcome. The outcoupling efficiency and hence the EQE is commonly still
limited to values below 30%–35% for planar stratified devices, as the OLED suffers from
losses into non-radiative resonances of the power dissipation spectrum. Having a look at
Eq. (3.113) it becomes clear, that enhancing the outcoupling efficiency beyond this limit
can be carried out in several ways. Either one increases the part of the outcoupled power
while preserving the total dissipated power, or one decreases the total dissipated power,
while maintaining the outcoupled power. A combination of both approaches can also be
suitable. This short summary makes no claim for completeness, however it will serve as
motivation for the two approaches focused in this thesis.
Increasing the outcoupled part of the power can be done in several ways. The first
obvious way was already outlined in the previous section. It involves the optimization
of the cavity length of the device, such that a resonance within the outcoupled part
of the power dissipation spectrum is close to the maximum of the energy distribution
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of the emitter. The outcoupled power can also be increased by increasing κcrit, or
in other words the limiting angle for TIR. This is possible, for example, by reducing
the refractive index nactive of the active emitter material[119] such that the critical
angle sin θcrit = nout/nactive increases. However, at the present time the freedom of
choice concerning the emitter material is limited[120], such that in reality this is already
exhausted for efficient emitters. A second approach to increase κcrit is to implement optical
lens structures onto an interface to the outcoupling medium.[7, 88, 89, 101, 103, 121–123]
Hereby the increased outcoupling efficiency is obtained from radiation which is able to
escape the device due to the modification of the shape of the surface. It can be estimated
using ray-optics[122, 124], as it is assumed that the resonant microcavity is not affected by
applying the outcoupling structure to the device. Such methods apply for bottom-emitting
OLEDs[7, 88, 89, 101, 103] as well as for top-emitting structures.[121, 123] Likewise the
application of surface roughening to the substrate surface[103] or implementing other
ray-optic structures[124, 125] to the OLED designs are feasible, which also modify the
critical outcoupling angle.
The total dissipated power can also be decreased using several approaches. Firstly, the
layout of the optical microcavity can be optimized. This involves the minimization of
the losses into trapped waveguided resonances. The principles were already given in the
previous section. However, this can be enhanced by using suitable electrode materials
replacing the ITO, resp. the metal. For example, the ITO can be replaced by polymer
electrodes which exhibit a reduced refractive index.[124, 126–130] Hence, the effective
cavity thickness can be minimized compared to ITO and the outcoupling efficiency is
increased. Moreover, the metal electrodes can be replaced by transparent conductive
oxides or polymers leading to transparent OLEDs.[131]
Additionally to the methods already outlined, coherent methods to increase the
outcoupling enhancement exist. These are classified as coherent as these methods the
power dissipation spectrum of the planar OLED is modified. All of these approaches
involve the scattering of light, such that the scattered light is coherently superimposed
to the field at the emitter position driving the electrical dipole sources. In this context,
the optimal application of these methods will decrease the total dissipated power, while
increasing the outcoupled part of the power simultaneously. There are two possible options
to involve scattering of light within OLED microcavities. Either the scattering occurs
from periodic scattering structures, i.e. Bragg scattering or from randomly distributed
sub-µm configurations. Bragg scattering as a possible mechanism to increase the light
outcoupling from OLEDs was investigated prior to this work for photoluminescence
excitations.[103, 132–137] However, due to the complicated electrical stability of such
devices, the analysis from electrically driven OLEDs was rarely comparable to state-of-the-
art pin-OLEDs.[138–143] In case of the randomly distributed scattering approaches, the
scattering can occur within the electrodes[144] or fabricated outcoupling layers including
scattering particles.[145–147]
Within this work, two approaches are investigated to enhance the optical outcoupling
efficiencies of OLEDs. The first one discussed in Sec. 5, optimizes the planar optical
microcavity. The efficiency is increased by using a low-refractive HTL material, which
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reduces the contributions to the evanescent spectrum of the dissipated power. As a
second topic, this work addresses the Bragg scattering from electrically driven highly
efficient pin-OLEDs, presented in Sec. 6.
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4. Experimental fabrication and characterisation
methods
In this chapter a brief outline on the deposition methods of the organic semiconductor
materials is given in Sec. 4.1. Along this discussion the general device geometry for the
OLEDs is described. Subsequently, the experimental setup for the electrical and optical
characterization is discussed in Sec. 4.2. In the last Sec. 4.3, the structuring processes
relevant for this work are briefly described.
4.1. Fabrication methods for organic semiconductors
The majority of the organic semiconductor materials used in this work are processable by
thermal evaporation under ultra high vacuum (UHV) conditions. The deposition process
is sketched in Fig. 4.1 a. During this process the cleaned substrates, which contain the
prestructured bottom electrode, are positioned in a UHV chamber over a crucible, which
contains the organic material. The crucible is carefully heated until the evaporation of the
material sets in. The evaporation rate can be controlled via the evaporation temperature.
Due to the initial momentum of the evaporated material it is deposited onto the substrate.
In order to achieve a homogenous film thickness the substrate is rotating over the crucible.
The thickness and the deposition rate of the evaporated material is monitored via a
quartz crystal microbalance (QCM), which is located next to the substrate.
Doping of the organic materials is achieved by subsequent evaporation of a second
organic semiconductor material. For this work all such deposition steps were carried out
at a Lesker tool (Kurt J. Lesker Co.). The process pressures during evaporation were
Figure 4.1.: a) Visulatization of the thermal evaporation process of organic semiconduc-
tors. b) Sketch of the deposition and heating steps of the spin coating process
for organic semiconductor deposition.
72
in the range of 10−7mbar to 10−9mbar. In order to enable the production of different
shapes of the deposited materials, a mask system is used in the vicinity of the substrate.
The general layout of the sample enables the deposition of four active OLEDs onto each
substrate, where the Lesker tool allows for the simultaneously fabrication of up to 16
substrates.[98] The metal is processed in a similar way.
A second method to fabricate thin films from organic semiconductors used in this
work is spin coating, which is sketched in Fig. 4.1 b. The spin coating process itself
is more simple as the thermal evaporation method, as it is carried out under ambient
conditions (normal atmosphere, normal pressure, room temperature). Therefore the
substrate is fixed on a holder. The organic semiconductor is present in a dissolved form.
The solution is trickled onto the substrate. Subsequently, the substrate is put into a
rotational movement around the z-direction. Excessing material is flung away and only a
thin film remains on the substrate. By evaporation of the surplus solvent from the fresh
film, the final layer of organic semiconductor is produced, which away from the substrate
edges has a constant film thickness. Potentially, within the spin coating process the
film thickness can be controlled by adjusting the concentration of the solvent, the spin
frequency, the time which is necessary for the spin coater to obatin the final frequency
(ramping time) and the spinning time.
Here, only the spin frequency was used to control the film thickness. In order to obtain
a good wetting of the film onto the substrate, a plasma pretreatment can be necessary
prior the spin coating procedure.
The thicknesses of the deposited layers are analyzed using a surface profilometer
(Dektak 150, Veeco Instruments Inc.). Detailed analysis of the sample surface is provided
by an atomic force microscope (AFM, Combiscope 1000, AIST-NT Co.).
4.2. Electrical and optical characterisation
The electrical characterization of the OLEDs is carried out at an automated measurement
system from Novaled AG. Within this system the applied voltage V to the OLED can
be swept via a source measurement unit (SMU) SMU2400 (Keithley). During this
sweep the current I through the device is measured by the SMU. Simultaneously, the
luminance into forward direction Lv(θ = 0) is detected from the photocurrent of a fast
Si-photodiode. This signal is calibrated with the forward luminance obtained from the
spectral radiance measured by a CCD spectrometer (CAS 140 CT, Instrument Systems
GmbH). This calibration takes place at a defined, resonable bright, forward luminance
of about 1000 cd/m2. The current density j is easily obtained from the current I by
dividing through the active area of the OLED.
In order to accurately calculate the EQE and LE from the experiment, the angle
dependent emission spectrum is recorded in a spectro-goniometer. A sketch of the setup
can be found in Fig. 4.2 In this measurement the substrate is fixed at an optical axis to
the detector, while the polar angle θ between the plane of the substrate and the z-axis
can be adjusted. Hence, the direction of emission νˆ can be varied for each measurement
of the spectral resolved emission and by integration the radiant flux, resp. the luminous
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Figure 4.2.: Sketch of the spectro-goniometer setup for the measurement of the angle
depended spectral resolved emission of the OLED samples.
flux, is obtained. The current through the OLED is set by another SMU2400. The
spectra are recorded using a USB4000 fiber optics spectrometer (OCEAN OPTICS). It
is worth to note that due to the fiber, the distance between the OLED and the detector
is large, so that the OLED can be seen as a point source. Furthermore it is possible to
apply a linear polarization filter (PGT 5010, Casix Inc.) into the beam path. In this way
the s- and p-polarized light can be analyzed apart from each other.
Another possible method for the optical characterization is given by using an integration
sphere (LMS-100, Labsphere Inc.) setup. Hereby, the spectral flux of the emitted radiation
is detected by a spectrometer (CDS-600, Labsphere Inc.). In contrast to the calculation
of the EQE or LE from the gonio-spectrometer measurement, this method does not
include the assumption that the emission of the OLED into the upper hemisphere does
solely depend on the polar angle θ. Hence, determining the efficiency with such setups
clearly is advantageous and more accurately in particular for structured OLEDs. This
is due to the fact that the emission is not only recorded for various polar, but also all
azimuthal angles.
For the optical characterization of thin transparent films a UV-VIS-NIR Spectropho-
tometer (SolidSpec-3700, Shimadzu Corp.) is used. Here, the direct transmission and
reflection is measured for the visible spectral range of radiation, which is sufficient to
characterize thin films. Knowing the film thickness, it is possible to fit the dielectric
function to the measured data.[ 148–150] Furthermore, this allows for a first analysis of
the effect of structured surfaces to transparent layers.
4.3. Experimental realization of periodic corrugated surfaces
Within this work periodically corrugated surfaces are used onto which the OLEDs are
deposited. There are several possible processes to form such surfaces. However in this
work, two methods were considered, which seem particularly suitable to be integrated
into a commercial roll-to-roll OLED manufacturing process. Both methods are visualized
in Fig. 4.3. The first process focused the structuring of the surfaces of the bottom
electrode layer via direct laser interference patterning (DLIP).[91, 151, 152] This process
is focused in Fig. 4.3 a. Hereby, in the first step the electrode material is deposited
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Figure 4.3.: Visulaization of the fabrication of corrugated structures onto which OLEDs
are deposited. a) Direct laser interference patterning of the ZnOx:Al bottom
electrode layer. b) Patterning of photoresist by lithography.
onto a substrate. For this work the electrodes were fabricated via magnetron sputtering
and thermal annealing. As an electrode material aluminum doped zinc oxide (ZnOx:Al)
was used. Using ZnOx:Al enabled the fabrication of ITO-free OLEDs. The ZnOx:Al
was deposited onto glass substrates. The coated substrates were provided by the VON
ARDENNE GmbH. Secondly, these substrates are exposed to interfering UV-Laser beams.
The beams incident at an angle of α against each other on the substrate. Both beams
interfere with each other creating a steady-state intensity profile. This profile possesses a
lattice constant Λ given by λ/Λ = 2 sinα, depending on the wavelength λ of the Laser
used.[152]
Here, the third harmonic of a commercial Nd:YAG laser was used as the light source
which leads to a wavelength of 355 nm. Caused by the intensity profile the material
is heated up and ablated to the sides of the forming trench. After a cleaning step the
patterned electrode layers are obtained. The structured substrates were provided by the
Fraunhofer-Institut für Werkstoff- und Strahltechnik IWS Dresden. The DLIP process
is a fast and versatile process. By exposing the substrate a second, or even a third
time simple cubic symmetric structures, or hexagonal patterns can be achieved.[152]
Furthermore, adjusting the angle of incidence the lattice constant can be varied.[152]
Additionally, the structuring of several materials which show reasonable absorbtion at
the used wavelength and small enough thermal conductivity are processable.[151–153]
As a second process, photolithography was utilized to fabricate periodic structures onto
the substrates. This process is sketched in Fig. 4.3 b. Hereby, at first a negative photoresist
AZ nLOF 2020 (Micro Chemicals GmbH), diluted by 1-Methoxy-2-propylacetat (PGMEA,
Sigma Aldrich Co.) with a volume ratio of 1:1, was spin coated onto the cleaned substrate.
To ensure that the resist primary adheres to the substrate a pre-bake heating step of 1min
at 110 ◦C was applied. In a second step, the substrate were attached to a photomask using
sticky tape. Subsequently, the combined substrate was exposed through the photomask
to UV light. The exposure toke place within a UV exposure system (SF-100 Extreme,
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Intelligent Micro Patterning LLC) using a high pressure mercury lamp as UV light source.
The illumination with UV light promotes the photoresist to form a resin. Hence, the
photoresist will maintain as a reversed (negative) picture of the mask. As a third step,
the substrate is detached from the photomask and is again placed onto a heat plate for
1min at 110 ◦C. This step is important for the negative photoresist as the forming of the
resin is thermally activated. Afterwards the substrate is put into a developer solution
ma-D 533S (Micro Chemicals GmbH) based on Tetramethylammoniumhydroxid (TMAH)
which removes the still soluble resist. Thus, finally the patterned photoresist is obtained.
In contrast to the DLIP process, the substrates obtained from photolithography can
not be cleaned prior the deposition of the organic materials, as this is likely to remove
the photoresist as well. However, as it is not possible to process metals by DLIP due to
the high thermal conductivity, the photolithography process provides a versatile method
to completely corrugate top-emitting OLEDs.
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5. Enhancing the outcoupling efficiency by
introducing low-refractive index layers
In this chapter, I describe a method to enhance the outcoupling efficiency for already
optimzed planar OLED geometries beyond the typical limits given in Sec. 3.6.2. The
approach is based on the shift of the dispersion relation of the surface plasmon polariton
(SPP) modes of OLEDs optical microcavities containing metals. As outlined in Sec. 2
metal electrodes are the common choice for at least one of the contacts of unidirectional
emitting OLEDs[64] due to the necessity of a broadband reflector at one side. Therefore,
this method is of general importance, as even for transparent, bidirectional OLEDs,
thin metal electrodes proved to be suitable candidates to achieve high efficiencies.[62–
64, 128, 154–156]
However, the inclusion of metal within the optical microcavity always gives rise to
SPP modes[157, 158], due to the interaction of the electromagnetic radiation and the
coherent charge oscillations at the metal surface. The SPPs can be excited within the
OLED microcavity due to the close proximity between radiation sources and interface.
Many approaches try to avoid the excitation of SPP modes, which are typically lost
as heat. The most simple approach is to increase the distance between emitter and
the metal surfaces. Though, for top-emitting OLEDs this results in lower efficiencies
for the optimized higher order devices.[62, 80, 159] Further approaches try to avoid
to use the metal in first place, e.g. by using highly conductive polymer or graphene
electrodes[129, 144], sputtered transparent conductive oxide electrodes[160, 161], or
the use of distributed Bragg reflectors[162, 163]. All these approaches suffer from
drawbacks, such as complex material deposition methods and geometries, limited efficiency
improvements as SPP excitations are traded against wave guide excitations, or decreased
color stability.[64, 156]
Organic semiconductor materials or other dielectrics incorporating a low refractive
index have already been successfully implemented to OLEDs. These previous studies
used special electrode materials[124, 127, 130], hole transport layers adjacent to metal
free electrodes[164] or spacer layers outside the electrical active microcavity[165] from
materials possessing a low refractive index. Additionally, photonic crystals from low
refractive index materials in contrast with common high refractive index materials have
been incorporated to OLEDs.[125] Though, the focus for these studies have been stratified
planar bottom-emitting OLEDs. Moreover, in these studies the increased efficiencies
compared to common materials (i.e. indium tin oxide electrodes) or device layouts resulted
from the drastic reduction of the extent of the optical microcavity size. These reductions
mediated the properties of the wave guide modes of the OLEDs, such that the optical
losses were reduced. However, comparing OLEDs of different optical order may not be
adequate as for the thicker OLEDs a reduction of the optical thickness may also be
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possible.
The method presented here relies on the shift of the dispersion relations of SPP due to
the use of low refractive index organic charge transport materials adjacent to a metal
electrode. The reference efficiencies will be obtained from already optimized first order
top-emitting OLEDs. For first order OLEDs the optical thickness can not be reduced
to achieve higher outcoupling efficiency[159], neither by reducing the layer thickness,
nor by reducing the refractive index. Shifting the SPP resonance mitigates the losses
in the total dissipated power, even though the intensity of the SPP is slightly modified
in this method. This leads to an increased outcoupling efficiency. Using this method,
it is possible to work with metal electrodes and their benefits regarding the fabrication
of flexible, highly efficient, color stable, and low-cost OLED devices. It is shown that
this approach applies for emitter materials which exhibit isotropic distribution of the
transition dipole moments, as well as for preferential oriented transition dipole alignment.
Thus, this study presents a device optimization strategy which is adaptable parallel to
other successfully applied methods increasing the general limit of the OLED’s outcoupling
efficiency.
To address this method in detail, in the following Sec. 5.1 firstly some theoretical aspect
regarding SPP modes at planar metal/dielectric interfaces are discussed. Therefore, a
short introduction on SPP modes arising from thick metal layers and thin metal films
is given in Secs. 5.1.1 and 5.1.2, enclosed by the discussion on the calculation of the
dispersion relations of these modes. This discussion is closed by treating the complete
stratified OLED microcavity in order to determine the occurring SPP modes in Sec. 5.2.
Likewise, this section addresses the theoretical potentials regarding the outcoupling
efficiency enhancements. In the end of this chapter, in Sec. 5.3, experimental verifications
of the theoretical discussions for top-emitting green phosphorescent OLEDs are given.
Therein, a good agreement between the predicted outcoupling efficiency enhancement
and the measured external quantum efficiency enhancements is found.
5.1. Dispersion relations of surface plasmon polaritons in thin
film optical microcavities
Surface plasmon polaritons are quanta of the coherent interactions of the surface charge
oscillations at metal surfaces with the electromagnetic field, leading to resonant en-
hancements of the field.[157, 158] In general, the electromagnetic field is considered
to be localized at the interface between the metal and the adjacent dielectric. In this
section, the calculation of the dispersion relation of SPPs is addressed. As the shift of
these dispersion relations for different organic semiconductor materials within the optical
microcavity is discussed as the origin of the outcoupling efficiency enhancements, this
understanding of the SPPs properties is of fundamental importance.
The discussion will start by addressing the most simple case of geometry for the
modeling of SPPs: the planar interface between a metal and a dielectric medium.
Although this geometry appears to be a very academic example, it is well suited to











Figure 5.1.: Visualization of the surface plasmon polariton for the bulk geometry. The
interaction between electromagnetic field and surface charges is indicated.
The metal and dielectric material are assumed to extend towards∓∞. The
plane of incidence is aligned along the x-z-plane and thus the angle of
incidence θ for the electromagnetic field can be solely derived from the in-
plane component u and the out-of-plane component w of the wavenumber
ν.
complex optical microcavity. In the next Sec. 5.1.2, the case of a metallic thin film
between two dielectrics is treated as an introduction to the properties of SPPs at semi-
transparent metal contacts. At the end of this short section, a numerical method to
calculate the dispersion relations of arbitrary stratified optical microcavities from the
transfer-matrix of the geometry is discussed. In the next Sec. 5.2, it will be shown that,
albeit the numerical discussion being more accurate, the simple previous findings of the
occurring effects remain valid in general. As a closing remark, theoretical estimates for
the benefit on outcoupling efficiency will be given.
5.1.1. Bulk surface plasmon polaritons
It was already introduced that the SPP is excited at the interface between a metal
and a dielectric medium due to the coupling of surface charge oscillations and the
electromagnetic radiation. Here, the simple case of an semi-infinite thick (−∞, z0) metal
in contact to a semi-infinite (z0,∞) dielectric medium with dielectric constant εd is
discussed. It serves as preliminary for the description of the SPP mode occurring in
unidirectional OLED optical microcavities from a thick metallic back reflector. The
metal in this case is opaque, hence the SPP mode for such geometries is abbreviated by
oSPP. For the discussion, a planar interface between the metal and the dielectric aligned
within the x-y-plane is assumed to be at z = z0. The situation is depicted in Fig. 5.1.
In this simple system, it is suitable to align the plane of incidence of the wave vector
ν for the plane wave electromagnetic field along the x-z-plane. Thus, the wave vector
component in y-direction is set to zero v = 0. Hence, the in-plane wavenumber u and the
out-of-plane component w remain for discussion. The dielectric function of the metal εm
is modeled with a Drude model dielectric function of a free undamped electron gas, cf.
Sec. 3.1, of aluminum, cf. Appendix A.
The main point of this section shall address the derivation of the oSPP modes dispersion
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relation. In this context, the properties of the dispersion relation concerning the dielectric
constant εd of the dielectric material are discussed. To derive the dispersion relation, the
boundary conditions of Sec. 3.1.1 are to be taken into account for the electromagnetic
field at the metal/dielectric interface z = z0. The field is assumed to be the one of
a single time-harmonic electromagnetic plane wave discussed in Sec. 3.2.1. Thus, the
electric fields in the dielectric and metal medium reads
Ed/m(r) = Es,d/m(r) + Ep, d/m(r)
= sˆ eıκρ
(




pˆ+ Up, d/m eı w (z−z0, d/m) + pˆ−Dp, d/m e−ı w (z−z0, d/m)
) . (5.1)
Here, Es/p, d/m(r) denotes the s- and p-polarized part of the electric field in the corre-
sponding medium. Following Sec. 3.2.1, the electrical field components are decomposed
into the plane wave basis set. Hence, the amplitudes Us, d/m, Ds, d/m, and Up, d/m, Dp, d/m
are to be determined with respect to the medium. This can be done by introducting the
corresponding magnetic field in each medium as











Up, d/m eı w (z−z0, d/m) +Dp, d/m e−ı w (z−z0, d/m)
) , (5.2)
where the plane wave amplitudes of Hs/p, d/m(r) are given by Maxwell’s equations.
The two polarization directions will be studied independently, beginning with the
s-polarization. Without a loss of generality, the origins z0,m and z0, d of both plane wave
expansions are set to z0. As we seek the solutions of an optical mode supported by this
structure, it will exist without external excitation. Thus the inbound amplitudes Us,m
and Ds, d will be set to zero. Due to the alignment of the plane of incidence to the y-axis,
the boundary conditions for the electric and magnetic field in s-polarization read as
Ds,m = Us, d (5.3)
Ds,mwm = Us, dwd (5.4)
Based on the Eqs. (5.3) and (5.4) for the s-polarized electromagnetic wave, one immediately
recognizes that for the s-polarized field there is no other solution as the trivial one. Thus
no surface plasmon polariton modes exist for the s-polarization.








εm = Up, d
√
εd (5.6)
Combining both Eqs. (5.5) and (5.6) for the p-polarized fields leads to
wm εd = −wd εm . (5.7)
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Figure 5.2.: Dispersion relations obtained from Eq. (5.8) assuming a semi-infinite metal
with dielectric function derived from an free electron gas model with plasma
energy Ep. The dielectric constant of the adjacent medium is denoted by
εd. The dispersion of the oSPP mode (values with E/Ep < 1) and the
volume plasmonic excitation (E/Ep ≥ 1) are shown for εd = 1. For dielectric
constants of εd = 2 and εd = 3, the oSPP dispersion relations are shown.
The asymptotic limits 1/
√
1 + εd of these oSPP dispersions are indicated
by dashed horizontal lines. The dashed line with a slope of one indicates
the air light line. By increasing/decreasing the dielectric function of the
medium adjacent to the metal, the dispersion relation shift for equal energies
to higher/lower in-plane wavenumbers. The area surrounded by the dotted
box roughly indicates the energies and in-plane wavenumbers interesting for
the power dissipation of OLEDs for aluminum.






εm − εd√εd , (5.8)
where a solution for ν0 leading to negative frequencies was neglected due to the unphysical
character.
As the free space wavenumber ν0 can be identified with the energy of the particle,
Eq. (5.8) defines the dispersion relation of the oSPP. The dispersions, which can be
derived from Eq. (5.8) are shown in Fig. 5.2. As it can be easily shown, solving Eq. (5.8)
for the energy, normalized to the plasma energy, yields in total four solutions, of which
two give positive solutions for negative in-plane wavenumbers u, and two for positive u.
Of the latter two, one is the dispersion relation of the surface excitation, the other one
is the dispersion of the volume plasmon excitation. For a dielectric constant of εd = 1,
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the oSPP dispersion, as well as the volume plasmon dispersion are shown in Fig. 5.2 for
in-plane wavenumbers normalized to the wavenumber equivalent to the plasma energy
Ep. Furthermore, the air light line is indicated by the dashed line with slope one. This
line is of particular interest, as it shows that the oSPP dispersion relation is always to
the right of the light line of the adjacent dielectric medium. It reflects the fact that the
out-of-plane wavenumber wd must be a complex quantity. Thus, the electromagnetic field
of the plane wave is decaying away from the interface between metal and dielectric. This
emphasizes the important property of surface plasmon polariton modes, to be localized
at the interface and in general being non-radiative. The exponential decay from the
interface can be quantified by the decay length zˆ = |1/wd|.
For small in-plane wavenumbers, the oSPP dispersion is approximately linear. However,
for higher energies towards the cut-off energy E = Ep/
√
1 + εd it diverges. As the dotted
box in Fig. 5.2 indicates, for oSPP modes excited at aluminum the approximately linear
regime is the one of interest for most OLED applications.
Within Fig. 5.2, the dispersion relations of two more oSPP modes for different dielectric
constants εd = 2 and εd = 3 are given. The afore-mentioned cut-off energies are
indicated by horizontal dashed lines. One notes that with increasing dielectric constant
of the adjacent dielectric medium, the oSPP dispersion shifts towards higher in-plane
wavenumbers. This is related to the facts that firstly, the light line is in these normalized
units ∝ 1/√εd and thus levels out, and secondly, the cut-off energy decreases. On the
other hand, by decreasing the dielectric constant, the oSPP excitation can be shifted
towards smaller in-plane wavenumbers with respect to a reference.
As it was already outlined in the beginning of this section, the shift of the dispersion
relation to smaller in-plane wavenumbers is likely to reduce the power dissipation to
evanescent electromagnetic fields. Thus, it is possible to increase the outcoupling efficiency
of an OLED. However, the optical microcavity of OLEDs is usually more complex as
a simple interface between a dielectric medium and a metal. Therefore, other surface
plasmon polaritons contributions to the power dissipation spectrum of OLEDs are
discussed in the next section. Following this, a discussion of the SPP excitations for
the complete optical microcavity is given and the expected impact on the outcoupling
efficiency is outlined.
5.1.2. Coupled surface plasmon polariton states for thin film geometries
In the previous section, the properties of the dispersion relations of surface plasmon
polariton excitations in the very simple structure of a dielectric/metal interface (oSPP)
was discussed. Here, the discussion is extended towards SPPs in geometries of three
adjacent media ε1/ε2/ε3 where the second medium has a finite thickness of δ. The implicit
equation to derive the dispersion relations for modes of this geometry will be given. The
focus in this section will be the discussion of the case of dielectric/metal/dielectric (DMD)
geometry. It will reveal key points of the properties of the SPP modes excited at the
thin metal film electrodes of OLED optical microcavities. The discussion of such modes














Figure 5.3.: Illustration of the thin film geometry of three adjacent materials with
dielectric functions ε1, ε2, and ε3. The second medium has a finite thickness
of δ. Within each medium a p-polarized electromagnetic field composed from
an up- (amplitudes Up, i) and downwards (amplitudes Dp, i) propagating
plane wave is assumed. To obtain the dispersion relations for this geometry,
the inbounding amplitudes from ±∞ are set to zero.
At the beginning of this short theoretical discussion, assumptions regarding the out-
of-plane wavenumbers w1, w2, or w3, or the three dielectric functions ε1, ε2, and ε3
involved are not made, similar to the previous section. The localization of the SPP
to the dielectric/metal interfaces, will be derived from the properties of the solutions
in-plane wavenumber u2 > ν20εi, leading to complex valued out-of-plane numbers. The
derivations are carried out for plane wave electromagnetic fields within each medium
Ep, 1(r), Ep, 2(r), and Ep, 3(r). The consequences for the out-of-plane wavenumbers solely
arise from the properties of the dielectric functions involved. The situation and the
electromagnetic field distributions for the three media is depicted in Fig. 5.3. Solving
for the boundary conditions at z = 0 for the adjacent media one and two, and z = δ
for media two and three and assuming again no inbound fields from ±∞ leads to the
equations
(Dp, 2 − Up, 2)w2√ε1 = Dp, 1w1√ε2 (5.9)
(Dp, 2 + Up, 2)
√
ε2 = Dp, 1
√
ε1 (5.10)(




ε3 = −Up, 3w3√ε2 (5.11)(
Dp, 2 e−ı w2 δ + Up, 2 eı w2 δ
)√
ε2 = Up, 3
√
ε3 , (5.12)
which can be reduced[158] to obtain the implicit equation[158, 166]
e2 ı δ w2 = (w2 ε1 + w1 ε2) (w3 ε2 + w2 ε3)(w2 ε1 − w1 ε2) (−w3 ε2 + w2 ε3) . (5.13)
Using this expression and the definition of the out-of-plane wavenumber components
wi, the dispersion relations can be obtained numerically. In Fig. 5.4 dispersion relations
obtained from Eq. (5.13) are shown. Calculation were carried out for a metal film with
a dielectric function ε2 from a free electron gas model with a plasma energy Ep. The
second medium is sandwiched between two dielectric media with dielectric constants
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Figure 5.4.: Dispersion relations of SPP excitations for a DMD structure, assuming
ε1 = ε3 = 1. The dielectric function ε2 is obtained from a free electron gas
model with a plasma energy Ep. Calculations are displayed for increasing
normalized film thicknesses δ/λp. Two SPP modes occur, which for thick
films approach the oSPP dispersion. The upper branches (blue) represent
symmetric SPP modes (sSPP) regarding the magnetic field intensity in z-
direction[158]. The lower branches belong to the anti-symmetric excitations
(aSPP). By decreasing the metal thickness, the aSPP dispersions are shifted
to higher normalized in-plane wavenumbers u/νp.
ε1 = ε3 = 1, representing a symmetric DMD structure. The calculations are shown for
increasing normalized thicknesses δ˜ = δ/λp of the metal interlayer. For all normalized
thicknesses, two dispersion branches are achievable.
One lies above the dispersion relation of the oSPP and the other below. By increasing
the metal layer thickness these branches merge towards the oSPP dispersion. This
behavior gives rise to the explanation of the origin of the two modes. These represent the
coupled states of the two excitations at each dielectric/metal interface. The excitations
can either interfere resulting in an symmetric profile of the envelope of the magnetic
field (upper branch) or in an anti-symmetric one (lower branch). Further on, the
symmetric/anti-symmetric modes will abbreviated by sSPP/aSPP. By increasing the
metal thickness, the spatial overlap of the electromagnetic fields within the metal is
reduced exponentially. Thus, the coupling to the emitter is decreased. This results in a
degenerate state of the oSPP at both interfaces for an infinite thick metal interlayer.
Due to the high in-plane localization of the sSPP mode[167], these can not significantly
contribute to the power dissipation spectrum of OLEDs. Hence, these modes can be
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Figure 5.5.: Dispersion relations calculated from Eq. (5.13) of sSPP and aSPP excitations
for an asymmetric DMD structure, ε1 = 1 and ε3 = 2. Calculations are
shown for several normalized thicknesses δ˜ of the metal interlayer. With
increasing thickness the sSPP, resp. aSPP, approaches the oSPPs for ε1, resp.
ε3. Due to electromagnetic variational theorem[172], the lower energetic
state of the aSPP is located mainly within the high dielectric function. Thus,
it is confined at the interface ε2/ε3. Hence, the aSPP can be shifted to higher
in-plane wavenumbers by increasing the already larger dielectric constant of
the adjacent materials or decreasing the metal layer thickness. The smaller
oscillations for the sSPPs are due to numerical artifacts.
excluded from further discussion. However, the resonances originating from the aSPP
modes contribute to the power dissipation spectrum. From Fig. 5.4, it is clear that these
excitations are located at higher in-plane wavenumbers than the corresponding oSPP
mode. Moreover, it is shown that by decreasing/increasing the metal thickness the aSPP
dispersion can be shifted to higher/lower in-plane wavenumbers. In this context, the
mode becomes more/less localized to the metal film.
Along with the concept of using index-matched capping layers[62, 168, 169] in OLED
thin film electrodes to achieve phase-matching conditions[ 170], utilizing high refractive
index capping layers[170, 171] motivates the discussion of an asymmetric geometry and
its SPP dispersion relations. Thus, Fig. 5.5 shows the dispersion relations obtained
from Eq. (5.13) of the sSPP and aSPP modes for dielectric functions ε1 = 1 and ε3 = 2.
Similar to the calculations of Fig. 5.4, the dispersion branches of the aSPP modes and
the sSPP modes are given for several normalized metal thicknesses δ˜.
From these calculations, the origin of the splitting between the sSPP and aSPP becomes
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apparent, by analysing the dispersion relations dependent on the normalized thicknesses.
For increasing metal thickness, the sSPP approaches the oSPP dispersion relation for
the dielectric constant ε1. On the other side, the aSPP dispersion converges towards the
oSPP for ε3, which is the medium adjacent of the metal exhibiting the larger dielectric
constant. This can be understood by taking into account the electromagnetic variational
theorem.[173] It quantifies the minimization of energy confined within the electrical
field.[172, 173] From this, it is apparent that for the lower energetic state the electrical
field is located mainly within the medium of high dielectric function.[172] Thus, the aSPP
is confined at the interface ε2/ε3, leading to the asymptotic behavior for the aSPP of
the corresponding oSPP. Hence, the aSPP, which is the relevant excitation for OLED
applications, can be shifted towards higher in-plane wavenumbers by increasing the
already large dielectric function, or by decreasing the metal thickness.
At the end of this section, a remark on the derivation of the constituting equation of
the dispersion relations of a given thin film geometry, like Eq. (5.13) for the thin film SPP
excitations, is made. This equation was derived from the Maxwell’s equations boundary
conditions for each interface. For the energies relevant to OLED emission, the decay
lengths zˆ of the oSPP excitations in OLED microcavities are in the range of the optical
thickness of the microcavity[158]. Thus, the previous considerations, albeit being useful
for establishing a qualitative understanding, are not usable to quantify accurately the
occurring effects in the complete OLED.
Therefore, all the thin film layers of the optical microcavity have to be taken into
account. However, instead of establishing all the equations from each boundary condition
of the thin films, the previously derived transfer-matrices, Sec. 3.2.2, Eqs. (3.36), (3.38),
and (3.41) for p-polarized light can be taken into account. As it was stated in Sec. 3.2.2 in
Eq. (3.35), the transfer-matrix for the complete microcavity is obtained by multiplying all
the adjacent matrices of each layer involved. Solving for the resonances of the microcavity
is done by neglecting the inbound fields. Performing the vector-matrix multiplication of
the complete transfer-matrix one obtains
Up, n = T udp, n, 0Dp, 0 (5.14)
0 = T ddp, n, 0Dp, 0 . (5.15)
Here, similar to the previous derivations of the dispersion relations the inbound amplitudes
are set to zero. Equation (5.15) is only true for non-trivial amplitudes Dp, 0, if[167]
T ddp, n, 0 = 0 . (5.16)
Thus, the dispersion relations of an optical microcavity can be solved from the roots
of the matrix element T dd of the corresponding transfer-matrix.[167, 174, 175] For a
multi-layered microcavity, this is a numerical task.
However, for the simple interface of a dielectric and a metal, or the previously discussed
case of a thin film metal, it is possible to calculate the constituting equations straight
forward. For the simple interface, the matrix element can be read from Eq. (3.38) directly
by replacing the indices i and j with the metal and dielectric index. Thus, Eq. (5.7) is
86
obtained. Similarly for the thin film, one can show that T ddp, 3, 1 for
T p, 3, 1 = Jp, 3, 2 T p, 2, 1 , (5.17)
leads to
T ddp, 3, 1 =
cos (δ w2) w2 ε2 (w3 ε1 + w1 ε3)− ı sin (δ w2)
(








which, set equal to zero, leads to Eq. (5.13).
Furthermore, in order to model real OLED devices, the absorption of the materials
and damping of the free electrons and interband charge transitions for the metals must
be included in the dielectric functions, = (εi) 6= 0. This leads to solutions of Eq. (5.16)
only if the imaginary part of the in-plane wavenumber is not zero, = (u) 6= 0, for the
modes of a given geometry. Hence, comparing the dispersion relations obtained from the
calculated power dissipations for u ∈ R will commonly not match the real part < (u) of
the actual in-plane wavenumber u of the mode. Finding these approximate values which
assume u ∈ R converts the problem of finding roots of T dd into a problem of finding
extrema for = (u) != 0. Nevertheless, it will be shown from examples that similar to the
real dispersion relation, the approximated values obey the general rules of the SPP shifts.
Furthermore, this implicates that the resonance peaks within the power dissipation, e.g.
Fig. 3.4 b, are only the peaks of the finite tails of the Lorentz-like resonances of the actual
cavity modes.
5.2. Theoretical potential for outcoupling enhancement due to
low refractive index interlayers
This section will give a theoretical outline of the impact on the outcoupling efficiency
of OLEDs using low refractive index charge carrier transport materials. The effect of
transition dipole alignment for organic emitter materials will be taken into account.
To begin the discussion, the geometry of the investigated top-emitting OLEDs will be
outlined. In Fig. 5.6 the layout for the investigated devices A to D is given. These four
devices are divided into two groups (devices A and B, and devices C and D) due to their
emitter materials. Within each group, one device (A for the first group and C for the
second) will serve as reference device. The second device of each group (B in the first
group and D in the second) is modified in order to enhance the outcoupling efficiency.
The top-emitting OLEDs are fabricated onto a glass substrate. On this substrate an
opaque aluminum electrode (anode) is deposited. The HTL is processed for devices A and
C from Spiro-TTB doped with 4wt% F6-TCNNQ. For the material abbreviations, the
reader is referred to Appendix A. The Spiro-TTB:F6-TCNNQ possess an high refractive
index nhigh = 1.77, common for organic semiconductors. This particular value corresponds
to the refractive index averaged over the PL-spectrum of the emitter materials used. In
contrast, the HTL of devices B and D is produced from PEDOT:PSS, which possesses an
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Figure 5.6.: Sketch of the geometry for devices A to D. Devices A and B possess the
isotropic emitter Ir(ppy)3, while devices C and D use the oriented emitter
(a = 0.23) Ir(ppy)2(acac). The devices A and C serve as references using
the Spiro-TTB:F6-TCNNQ HTL which owns a high average refractive index
nhigh = 1.77. Devices B and D use a HTL produced from PEDOT:PSS with
low average refractive index nlow = 1.52. The thicknesses of the HTL, ETL,
CL, and EML host materials are obtained by optical optimization and are
summarized in Tab. 5.1.
average refractive index of nlow = 1.52. The thicknesses of the HTLs dHTL are determined
by optical optimizations and are summarized in Tab. 5.1.
The emission units are processed onto the HTLs and consist of an EBL of 10 nm
Spiro-TAD, a double emission layer of TCTA and TPBi hosts and a HBL of 10 nm
BPhen. For devices A and B, the 8wt% of the phosphorescent emitter Ir(ppy)3 doped
into the host materials is used. The phosphorescent emitter material Ir(ppy)3 is known
to lead to a nearly isotropic orientation of the transition dipole moments. Thus, for these
devices the anisotropy factor is assumed to be a = 0.33. The second set of devices, C
and D, uses 8wt% of the phosphorescent dopant Ir(ppy)2(acac) within the hosts. The
resulting transition dipole moments for this emitter were found to be more horizontally
aligned[111], describable by an anisotropy coefficient of a = 0.23. The thicknesses of the
double emission layers dTCTA and dTPBi are found by optimizing the internal efficiency
of the EU[80, 176, 177] and are given in Tab. 5.1.
The geometry of all devices is completed by an ETL of BPhen doped with cesium,
a thin film electrode (cathode) of 2 nm gold and 7 nm silver, and an organic CL for
optimized outcoupling efficiency of α-NPD. Due to the optical optimizations and in order
to obtain comparable first order optical microcavities, the thicknesses of the ETL dETL
and the CL dCL are not equal for all devices, and thus are pooled in Tab. 5.1.
The change of the refractive index of the HTL material will influence the dispersion
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Table 5.1.: Summary of the thicknesses of the HTL, ETL, CL, and emitter host material
TCTA for devices A to D. These thicknesses lead to optimized outcoupling effi-
ciencies, but moreover to comparable efficient first order optical microcavities
for all four devices.
device dHTL [nm] dETL [nm] dCL [nm] dTCTA [nm]
A 49 43 89 6
B 55 43 89 6
C 46 44 91 8
D 51 46 91 8
relation of the oSPP mode excited at the opaque aluminum bottom contact. To quantify
this influence, in Fig. 5.7 a the dispersion relations of an oSPP is calculated from Eq. (5.8).
In this case, the plasma energy Ep of the aluminum was fitted to 12.26 eV within the
visible spectral range. The refractive index of the adjacent dielectric medium was assumed
to be constant as nhigh and nlow, respectively. A shift of the oSPP mode towards lower
in-plane wavenumbers u for reduced refractive index of the dielectric medium is observed.
For a photon energy of 2.6 eV, this shift can be quantified to ∆u = uhigh − ulow to
∆u2.6 eV = −3.59µm−1, corresponding to a relative shift of ∆u/ν0|2.6 eV = −0.273. This
shift is reduced for a photon energy of 1.8 eV, corresponding to the high-wavelength end of
the PL-spectrum of the emitter material, to∆u1.8 eV = −2.28, leading to a relative shift
of ∆u/ν0|1.8 eV = −0.250. The reduction of the relative shift for lower photon energies is
a consequence of the nonlinear oSPP dispersion towards higher in-plane wavenumbers.
Along with the simple predictions obtained from Eq. (5.8), the in-plane wavenumbers
of the oSPP resonance for the complete devices A and B are shown in Fig. 5.7 a. A
difference in the absolute positions of the oSPP resonances for the corresponding devices
A and B is observed. This is due to two additions which were taken into account by the
transfer-matrix method. Firstly, this method considers the multiple interfering reflections
within the thin film stack. Secondly, within these calculations the dispersive dielectric
functions ε(ω) of the materials are taken into account.
Nevertheless, a shift of the oSPP dispersions towards smaller in-plane wavenumbers
occurs by reducing the refractive index of the HTL. For the highest photon energy, this
shift can now be quantified to ∆u2.6 eV = −2.42µm−1. This corresponds to a relative
shift of ∆u/ν0|2.6 eV = −0.184. However, for the lowest photon energy of interest the shift
is ∆u1.8 eV = −1.02µm−1. The relative shift is here quantified to ∆u/ν0|1.8 eV = −0.112.
The reduction of the absolute oSPP shifts calculated from the transfer-matrix compared
to the calculations from Eq. (5.8) can be explained by the reduced influence of the HTL
for the complete stack.
For the complete OLED the HTL expands only over a distance of about 0.17λmax,
resp. 0.16λmax, for the high, resp. low, refractive index. This extension is well below
the decay length of the oSPP. Thus, the impact of the reduced refractive index is less
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Figure 5.7.: a) Calculation of the dispersion relations of oSPP modes. Calculations are
carried out in the approximation of Eq. (5.8) and taking into account the
complete OLED optical microcavity by using the transfer-matrix approach.
For both methods, a shift of the oSPP mode towards smaller in-plane
wavenumbers u is observed for a decreased refractive index n of the dielectric
medium adjacent to the opaque metal. b) Simulated power dissipation
density u/νactive · K of devices A and C possessing the HTL with high
average refractive index nhigh (green lines), and B and D using the low
refractive index nlow (red lines) HTL material at a photon energy of 2.43 eV.
Simulations for isotropic emitters (devices A and B) are shown in solid lines.
For the anisotropic dipole distributions (a = 0.23) of devices C and D, the
power dissipation is depicted in dashed lines. For reduced refractive index
of the HTL, a shift of the oSPPs resonance within the power dissipation
spectrum and a small increase in the outcoupled power due to the compression
of the available reciprocal space is observed. Alongside, a variation of the
refractive index of the ETL (blue) is shown. In this case, the influence of on
the oSPP is strongly reduced. This is due to the reduced spatial overlap of
the oSPP electromagnetic field and the low refractive index region.
pronounced as the material thicknesses are restricted by the optimization of the optical
microcavity. The increase of the difference between the relative shifts for high and low
photon energies is caused by additionally taking into account the dispersive nature of the
dielectric functions for the transfer-matrix calculations. This enhances the nonlinearity
of the oSPP dispersion and likewise the relative oSPP shift.
The impact of the oSPP shift on the power dissipation spectrum for device A to D for
a photon energy of 2.43 eV is shown in Fig. 5.7 b. Here, the power dissipation is given in
solid lines for the isotropic emitter orientations (devices A and B) and in dashed lines for
the anisotropic emitter Ir(ppy)2(acac) (devices C and D). The reference devices with a
high refractive nhigh index HTL are given in green, whereas the low refractive index nlow
HTL devices’ power dissipations are shown in red.
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Within the power dissipation spectra three sharp resonances are visible. For the
reference devices, these resonances occur in the in-plane wavenumber regions, representing
propagating light trapped within the organic, and in the region representing evanescent
excitations. On the other hand, for the low refractive index HTL devices all three
resonances occur within the regime of trapped excitations. The resonance with the
highest normalized in-plane wavenumber u/(ν0 nactive) represents the oSPP excitation,
the first p-polarized resonance of the geometry, i.e. TM1. The second resonance, located at
u/(ν0 nactive) = 0.79, is the excitation of the first s-polarized WG mode, TE1. Lastly, the
third excitation at u/(ν0 nactive) = 0.65 originates from the second p-polarized resonance
of the optical microcavity, TM2. Within the region u/(ν0 nactive) < 0.55 representing
the outcoupled radiation, shallow resonances exist, which for higher energies lead to the
trapped WG contributions of the TE2 and TM3 modes.
Due to the implementation of the low refractive index HTL, the p-polarized contribu-
tions are modified. As the optical thickness of the HTLs were obtained by optimization
of the outcoupling efficiency of the devices, the optical thickness of the high and low
refractive index HTLs are nearly equal. Hence, the s-polarized WG mode is not modi-
fied at all by the change of the HTL’s refractive index since the optical microcavity is
comparable for all devices.
Furthermore, in accordance with the previous objections, the oSPP resonance is shifted
towards lower normalized in-plane wavenumbers. Thus, the power dissipation is reduced
for evanescent excitations u > uoSPP compared to the reference devices, as the asymptotic
behavior of the power dissipation for non-resonant evanescent modes is attained earlier.
This also leads to a narrowing of the oSPP excitation for this geometry as the resonance’s
tail extends into the evanescent regime. Simulations indicate that the introduction of
the low refractive index material leads to a decrease of the total dissipated power by
16.8% for device B compared to A. For devices C and D, a similar decrease of the total
dissipated power can be calculated to 15.7% by introducing the low refractive index. The
p-polarized WG mode is also shifted by a small amount, but as resonant modes occur for
u > uTM2 , this mode has a minor influence on the total dissipated power.
Additionally to the discussed effects, the power dissipated into the outcoupled radiation
is also changed by a small amount due to the modification of the p-polarized resonance
within the outcoupling region. Optical simulations predict that the outcoupled power is
enhanced by 5.0% for device B compared to A, and by 2.9% for device D compared to
C. Thus, the major improvement for the low refractive index HTL devices is caused by
the modification of the oSPP.
To consolidate this finding, additional simulations were carried out for a modified
ETL. These simulations can also be found in Fig. 5.7 b, where the reference devices are
again devices A and C, given in green solid and dashed lines. The blue solid and dashed
lines on the other hand belong to optimized devices, where the low refractive index was
introduced at the ETL position. Like for the HTL devices, the geometry of the optical
microcavity was optimized for highest outcoupling efficiency. It is apparent that the
modification of the ETL results in a more pronounced distortion of the WG properties of
the optical microcavity, as the WG’s electromagnetic field intensities are located much
91
more within the optical microcavity, rather than the oSPP’s electromagnetic field, which
is localized at the metal/dielectric interface, cf. Fig. 5.10 b. Thus, for these devices, the
oSPP shift is much smaller than for the HTL devices, and the positions of the s- and
p-polarized WG modes is shifted. However, due to the reduced influence on the oSPP, the
outcoupling efficiency for these devices is enhanced by only about 9.8% for the devices
using the emitter molecules exhibiting isotropic orientation of the transition dipoles, and
8.5% for the anisotropy factor 0.23.
As indicated in the discussion of the HTL’s refractive index modification, the highest
outcoupling efficiencies can be achieved if resonant excitations for in-plane wavenumbers
u > uoSPP are avoided. In the discussion on the fundamental SPP excitations, cf.
Sec. 5.1.2, it was pointed out that the aSPP mode excited at the transparent thin film
top electrode (cathode) is always located at uaSPP > uoSPP. Thus it is desirable, if the
influence of this excitation is minimized within a practical implementation. For the
proposed devices A to D, this is achieved by using a recently developed ultra-thin highly
transparent metal film electrode utilizing a gold wetting layer on top of the organic
semiconductor[108, 178], cf. Fig. 5.6. Using this technique one is able to reduce the silver
thickness to 7, nm, while a closed film is obtained.[178] The application of closed films is
important as otherwise additional plasmonic losses occur and the electrical efficiency of the
electrodes is reduced.[178] In Fig. 5.8 a the shift of the aSPP mode for a simple ε1/εmet/ε3
geometry is calculated using Eq. 5.13. Here the photon energy Ephoton = 2.45 eV was
fixed to the equivalent of the peak wave length of the PL-emission spectra of the Ir(ppy)3
emitter. The dielectric constants ε1 and ε3 of the adjacent dielectric materials were
assumed to be 2.96 and 3.53, respectively, matching the dielectric functions of BPhen:Cs
and α-NPD. The metal interlayers dielectric function εmet was modeled with a free
electron gas dielectric function with a plasma energy of Ep = 8.22 eV, fitting silver within
the green spectral range.
A nonlinear shift of the aSPP is observed, resulting in a shift of ∆u/νactive = 2.45
for a metal film thickness of 7 nm compared to a 19 nm reference. Shifting the aSPP
towards higher in-plane wavenumbers leads to an enhanced localization of the aSPP’s
electromagnetic field to the interface of the high dielectric function medium. The
consequence is shown in Fig. 5.8 b, where the power dissipation for devices with a similar
layer sequence as the one of device A is shown, for varied thickness of the silver top
contact layer. For these devices, the HTL, ETL, and CL thicknesses were optimized by
optical simulation in order to compare the most efficient device structures. The power
dissipation spectra are also given for a photon energy of 2.45 eV.
Due to the enhanced localization of the shifted aSPP mode, the power dissipated into
this mode is decreased exponentially. Furthermore, as the transparency of the cathodes
is increased with decreasing silver thicknesses, the FWHM of the emission spectrum is
increased. In total, the outcoupling efficiency for the devices with the thinnest silver
layer is highest, increasing from ηout, 19 = 27.2% to ηout, 7 = 29.9%, and offering the
best conditions for the oSPP modification. The observed shift of the aSPP matches the
predictions from the simple derivation of Eq. (5.13) very well, taking into account that
the additional gold layer of device A was omitted within the simple model.
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Figure 5.8.: a) Shift of the aSPP mode calculated from Eq. (5.13) for a ε1/εmet/ε3
structure. The dielectric functions ε1 = 2.96 and ε3 = 3.53 correspond to
BPhen:Cs and α-NPD, the ETL and CL materials. The dielectric function of
the metal is given from a free electron model with Ep = 8.22 eV, corresponding
to silver. A shift of the aSPP dispersion for various metal layer thickness δ is
observed, where for decreasing thicknesses δ the dispersion is shifted towards
higher in-plane wavenumbers u. b) Power dissipation spectra for optimized
layer sequences of device A, but varying silver layer thicknesses. The spectra
are given for a photon energy of 2.45 eV. The shift of the aSPP resonance
towards higher in-plane wavenumbers matches the predictions from Fig. 5.8 a
quite well. Due to the shift, the dissipated power into the aSPP is strongly
reduced.
Now that the foundations for the understanding of the SPP management within top-
emitting OLEDs are given, the performance of devices A to D are discussed. Therefore,
the power dissipation spectra within the energy range E ∈ [1.8 eV, 2.7 eV], corresponding
to the spectral range of Ir(ppy)3 and Ir(ppy)2(acac), are given in Fig. 5.9 a-d. The
data is shown up to in-plane wavenumbers of 30 µm−1, smaller than the aSPP in-plane
wavenumbers for most energies. As the ultra thin top electrode is used for all devices,
the aSPP contribution is not visible in these spectra. However, in order to calculate the
outcoupling efficiencies correctly, the power dissipation up to 5.5u/νactive is taken into
account.
In the spectra shown in Fig. 5.9 a-d, the resonances of the oSPP, and the TE1 and
TM2 WGs are visible. The exemplaric position of each mode was discussed along with
Fig. 5.7 b. Comparing devices A and B, Fig. 5.9 a and b, to devices C and D, Fig. 5.9 c
and d, the reduced power dissipation into the oSPP can be seen clearly for the preferential
horizontal aligned transition dipoles. However, the power dissipation into this mode does
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Figure 5.9.: Power dissipation spectra for the optimized devices A-D, sub figures a-d,
given for the corresponding spectral range of the emitter material. Air- and
organic-light line, which separate the outcoupled from the trapped, and the
trapped radiation from the evanescent excitations, are given as solid black
lines. The oSPP resonances are highlighted as dashed lines. As all devices are
optimized, there is almost no modification of the WG resonances comparing
devices A to B, and C to D. The outcoupling efficiencies of devices C and
D exceed those of devices A and B, as the oSPP contribution is reduced
due to the anisotropy of the emitter. However, the enhancement due to
the oSPP shift is comparable for both emitters ηout,B/ηout,A = 1.23 and
ηout,D/ηout,C = 1.19.
not vanish, and an increase of the TM2 intensity is seen. Thus, the shift of the oSPP is
also able to increase the outcoupling efficiency for the anisotropic emitter. The calculated
outcoupling efficiencies are ηout,A = 30.2% and ηout,B = 37.1% for devices A and B, and
ηout,C = 34.8% and ηout,D = 41.5% for devices C and D. This corresponds to relative
enhancements of ηout,B/ηout,A = 1.23 and ηout,D/ηout,C = 1.19.
Although these enhancements are comparable, the slight decrease for the anisotropic
emitter material can be related to the optimization process of the optical microcavity,
where the emitter is located at the highest electromagnetic field intensity away from the
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opaque metallic mirror, respecting the oSPP losses. As these losses are smaller for the
anisotropic emitter, the distance between mirror and emitter can be reduced for devices
C and D, compared to A and B, cf. Tab. 5.1.
The reduced HTL thickness, however, reduces the shift of the oSPP for device D
compared to C, which can be calculated to ∆u2.6 eV = −2.19µm−1 and ∆u1.9 eV =
−0.93µm−1. In consequence, this leads to a slight reduction of the enhancement of
the outcoupling efficiency for the oSPP shifted device. However, due to the dielectric
properties of the aluminum, for both emitter materials the oSPP resonance shifts to
in-plane wavenumbers uoSPP < νactive for the complete spectral range. In detail, the
propagation constant of this resonance corresponds to an internal emission angle of about
θ ≈ 75◦. This implies that the oSPP resonance can be represented by a non-evanescent
propagating plane wave, explaining the slight increase of power dissipated into the oSPP,
cf. Fig. 5.7 b. On the other hand, this might make it possible to use the oSPP modes by
extraction structures. These structures could be macroscopic, as the mode is amenable
to ray optical approaches.
This property can be seen from Fig. 5.10 a. Therein, the normalized intensity of the
Figure 5.10.: Visualization of the intensity obtained from the in-plane electrical field
coefficients. a) For the p-polarized plane wave corresponding to the oSPP
excitations of the devices shown in Fig. 5.7 b which use the isotropic emitter
distribution. Except for the device exhibiting the low refractive index HTL
the intensities show evanescent envelopes within the organic layers of the
devices. b) The s-polarized plane waves of the TE1 wave guide excitations
of the same devices. Compared to the oSPP excitations, here, the intensities
are strong within the ETL and the CL. Thus, a modification of the ETL
refractive index, has a pronounced influence of the position of the TE1
resonance within Fig. 5.7 b.
electrical field component parallel to the plane of interfaces Eκˆ is shown as a function
of the z-position within the stratified device. The electric field intensity is shown for
the oSPP resonances obtained from Fig. 5.7 b for a photon energy of 2.43 eV and for the
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devices using the isotropic oriented emitter. To guide the eye, the interface between the
opaque metal and the organic layers of the cavity is denoted by a vertical dashed line at
80 nm. Furthermore, the interface bewteem the CL and the top electrode is indicated by
vertical dashed lines for the different devices at about 220 nm in the respective color. An
asterisk indicates the position of the emission zone within the devices. At the end of each
graph, denoted again by a vertical colored dashed line for each device, the outcoupling
medium air is assumed. Thus, as all modes are at least bound to the organic medium an
exponential decay of the the intensity would be observed.
In detail, the electrical field of the oSPP resonances for device A with high refractive
index nhigh HTL, for device B with low refractive index nlow HTL, and the hypothetic
device with a low refractive index ETL are shown. The field intensity is normalized to the
maximum of the intensity obtained for device A. It is seen that for device A, the evanescent
envelope of the oSPP resonance is extending through the device, indicating that the
dispersion relation for the oSPP resonance can not be solely obtained from Eq. (5.8). For
device B on the other hand, the intensity of the electric field decreases away from the
opaque electrode within the HTL, due to the localization of the electric field of the SPP.
However, outbound from the HTL it increases around the active layer due to the radiative
representation of the plane wave. In the ETL again a minor decrease is observed, as for
the ETL the normalized propagation constant can be calculated to u/νBPhen:Cs = 1.0090.
This corresponds to a slightly decaying amplitude. Nevertheless, in the capping layer
the normalized in-plane propagation constant complies to u/νBPhen:Cs = 0.9361, which
corresponds to a radiative plane wave with polar emission angle of about 69◦. Thus, the
large increase of the electrical field intensity within the CL arises, which resembles the
envelope of a propagating plane wave. For the oSPP excitation in the optimized device
using an electron transport material with low refractive index the exponential decrease
within the HTL is decreased due to the small shift to the smaller normalized in-plane
wavenumber u/νactive = 1.036. However, similar to the oSPP of the reference device the
intensity decays away from the interface of the opaque metal mirror thoughout all organic
layers of the optical microcavity. Even though, within the CL the normalized in-plane
wavenumber corresponds to u/να−NPD = 1.0005 and thus the decay is only just visible.
Complementing the discussion about the TE1 wave guide excitation shown in Fig. 5.7 b,
in Fig. 5.10 b the normalized intensity obtained from the s-polarized in-plane component of
the electrical field is calculated. The normalized intensities are given for device A, B, and
also for the optimized device design which exhibits the electron transport layer with a low
refractive index. It can be seen from Fig. 5.10 b that in contrast to the oSPP excitations
the intensity obtained for the TE1 wave guide resonances is concentrated mainly at the
ETL and the CL. Thus, modifying the refractive index of the ETL leads to a pronounced
effect on the position of the TE resonance within the power dissipation spectrum, shown
in Fig. 5.7 b, although the oSPPs are merely affected from the modification of the ETL’s
refractive index.
Additionaly to the above mentioned positive effects, using incoherent outcoupling
methods in combination with the low refractive HTLs are likely to increase the efficiency
of coherent outcoupling methods. This is due to the fact that the oSPP becomes radiative
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in the capping layer, which enables coupling of this mode into different propagation
angles by geometric optics. Using coherent outcoupling techniques may also benefit from
the use of low refractive index HTLs. Due to the compression of the phase space, into
which power is efficiently dissipated, is to be assumed that the efficiency of i.e. Bragg
scattering (cf. Sec. 6) is improved, because more cavity resonances can be scattered into
the outcoupling cone with a single lattice constant.
As closing remark on the potential of the proposed method and the theoretical discus-
sion, the expected enhancements for various anisotropy coefficients and refractive indices
of the HTL and ETL is given. Therefore, the optimized outcoupling efficiencies for devices
with a similar layer sequence as for device A/B were calculated. The thicknesses of the
HTL, ETL, and CL were optimized in order to obtain highest outcoupling efficiencies for
various anisotropy coefficients a. The calculated outcoupling efficiency enhancements for
these variations, shown as empty squares, are summarized in Fig. 5.11. It can be seen
Figure 5.11.: Enhancement factors of the optimized outcoupling efficiencies ηout for
devices A/B (squares), devices A/B using a silver back reflector (triangles),
and a corresponding bottom-emitting layout using an aluminum opaque
electrode (diamonds, cf. Appendix B) for varying anisotropy coefficients a
of the emitter. Alongside, the outcoupling enhancement as a function of
the average refractive index n of the HTL (green) or ETL (blue) compared
to device A, resp. C, is shown. The enhancement factor shows only a
weak dependence on the anisotropy factor. The refractive index difference
between nhigh and n however has great influence. This originates from the
fact that the enhancement relies predominantly on the shift of the oSPP
contribution and the resulting reduced total dissipated power. This becomes
obvious by comparing the enhancement factors for the HTL and the ETL
variations.
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that the variation depending on the anisotropy coefficient is only a minor effect for the
aluminum opaque back reflector (squares). For a wide range of anisotropy coefficients
a ∈ [0.22, 0.33], covered by existing phosphorescent emitter materials[110, 111] the en-
hancement is about 20%. Even for very aligned transition dipole moments, which appear
in recently found TADF emitter materials (a = 0.08)[114], the enhancement would be
well above 15%. This is due to the fact, that albeit the oSPP excitation is reduced due
to increased influence of horizontally aligned transition dipoles, the oSPP resonance is
not avoided. The enhancement on the other hand relies on the shift of the oSPP and thus
on the compression of the available reciprocal space for efficient power dissipation and on
the small enhancement of the outcoupled power. Hence, as the oSPP is not avoided, the
enhancement of the outcoupling efficiency does not vanish.
Alongside with the calculations for the aluminum anode, the outcoupling efficiency
enhancements are given for optimized devices comprising a silver opaque back reflector
(triangles). In this case, the outcoupling efficiency enhancement factors are even higher
as for the devices using an aluminum anode. This originates from the effect that
for these optical microcavities, the oSPP is located at higher in-plane wavenumbers
compared to the aluminum devices. In particular, for a photon energy of 2.45 eV
the oSPP resonance is located at uoSPP, aluminum, nhigh = 23.83µm−1 for device A and
uoSPP, aluminum, nlow = 21.79µm−1 for device B. However, for an opaque silver electrode
it is located at uoSPP, silver, nhigh = 27.03µm−1 and uoSPP, silver, nlow = 23.43µm−1. In a
simplified manner, the increased oSPP position can be explained by the lower plasma
energy of the silver compared to aluminum. On the one hand this leads to higher
absolute shifts of the oSPP for the devices incorporating silver, but on the other hand,
oSPP excitations are to be expected, which are evanescent within the complete optical
microcavity. Thus, the intensity of the shifted oSPP is not increased for the devices using
silver for the low refractive index and hence the total dissipated power is only reduced.
In the Appendix B, Fig. B.3, the power dissipation spectra for optimized top-emitting
devices incorporating an isotropic emitter distribution for high and low refractive index
HTLs are given. From these data a decrease of the total dissipated power of 20.4% for the
low refractive index HTL device is observed, while the outcoupled power is only increased
by about 0.05%, i.e. nearly constant. Hence, the outcoupling efficiency increase, by using
low refractive index HTLs within planar devices, is maximized incorporating metals,
which are likely to give rise to purely evanescent oSPPs for the used refractive indices,
as the working principle is exploited at the best for such devices. Albeit, the absolute
outcoupling efficiency is reduced for the devices using silver back reflectors, ηout,B = 37.1%
and ηout, silver, nlow = 34.0%, compared to devices with aluminum supporting propagating
oSPPs, due to the silver dielectric function.
The case for the weakest enhancements of the outcoupling efficiency is indicated
within Fig. 5.11 by the diamonds. Here the enhancement factors for optimized bottom
emitting devices were calculated, where the ETL’s refractive index was modified. For
the exact geometry, the reader is referred to the Appendix B. Furthermore, in Fig. B.4
the power dissipation spectra for an optimized bottom-emitting devices using isotropic
dipole distribution with an adapted device geometry as of device A, resp. B, are also
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given. It can be seen from these power dissipation spectra that these bottom-emitting
geometries using the aluminum back reflector result in an oSPP excitation, which is
shifted right next to the s-polarized first WG mode. Thus, the resulting enhancement
for the bottom-emitting devices is limited, as the asymptotic power dissipation is also
limited by the s-polarized contribution for such prominent shifts. It is worth to note
that the enhancements for the bottom emitting devices result from a reduction of the
ETL refractive index nBPhen:Cs to nPEDOT:PSS. As the refractive index nBPhen:Cs is
smaller compared to the reference index of the top-emitting devices, it is likely that the
enhancement factors for the bottom emitting devices are underestimated by about 5%
compared to the top-emitting layout. However, the first order bottom-emitting layout
utilizing the oSPP shift enables higher efficiencies than for the corresponding second
order bottom-emitting geometry, cf. Appendix B.
Furthermore, in Fig. 5.11 the enhancement factor of the optimized outcoupling effi-
ciencies is shown for a variation of the low refractive index of the HTL (green) and ETL
(blue). For both layers, two anisotropy coefficients were investigated, where the empty
circles denote the isotropic orientation and the solid circles mark the enhancements for
an anisotropy coefficient of 0.23. Firstly, the HTL variation is considered. By taking
into account that the oSPP shift depends on the refractive index, it is obvious that by
decreasing the average refractive index of the HTL, the oSPP shift is enhanced. Thus, as
the oSPP shift depends nearly linear on the refractive index for n > nair, the enhancement
shows a linear increase. The enhancement factors for average refractive indices below 1.3
are considered to be theoretical, as low refractive indices and reasonable conductivities are
hard to obtain. However, as the refractive index of the HTL approaches nair the linearity
of the oSPP shift is dropped, and thus the increase of the outcoupling enhancement
saturates. Secondly, it was already discussed along with Fig. 5.7 b, that a change of the
ETL’s refractive index will also have an effect on the optical microcavity resonances.
However, the influence on the oSPP is strongly decreased compared to the HTL
variation. This is shown in more detail in Fig. 5.11 for a variation of the ETL’s refractive
index starting at a high average refractive index nBPhen:Cs. The enhancement factor for
the ETL variations are always smaller by at least a factor of 0.5 than the enhancements
of the HTL variation for equal relative decrease of the refractive index. This shows again
that the oSPP modification rather than the WG distortion and the alternation of the
outcoupled power is the predominant cause of the efficiency enhancement.
5.3. Experimental validation for top-emitting OLEDs with
isotropic or anisotropic green phosphorescent emitter
In this section, the previously made theoretical derivations shall be validated by experi-
mental measurements for monochrome top-emitting OLEDs, corresponding to the device
A to D specified in the beginning of Sec. 5.2. Thus, firstly the experimental realization of
the devices and the arising consequences will be discussed. After this short discussion, the
results of the measurements are presented and a comparison to the theoretical derivations
will be drawn out.
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All materials for devices A to D are fabricated from PVD, except for the low refractive
index HTL material PEDOT:PSS (Clevios P AI4083), which is fabricated from spin
coating. All devices were fabricated onto glass substrates (Eagle XG, Corning) starting
by the deposition of the opaque bottom anode from aluminum. Using PEDOT:PSS
on aluminum necessitates the introduction of an additional substrate treatment step to
enhance the wetting behavior of the low refractive index HTL onto the aluminum. This
step consisted of an argon plasma cleaning step at a base pressure of 10−2mbar for ten
minutes. To ensure comparability, it was carried out for all substrates, as this ex-situ
treatment is likely to introduce dust to the substrates.
Immediately after the plasma cleaning step, the PEDOT:PSS was spin coated onto
the according substrates. As stated within Sec. 4.1, the thickness of a spin coated
Figure 5.12.: Measured thicknesses for spin coated PEDOT:PSS films with varying
ramping time. For both ramping times, the required thicknesses for device
B and D can be obtained. The lower ramping time results in smaller errors.
Fits of the measured data is given to guide the eye.
layer depends on the spin frequency ωspin.[179] This dependency was quantified by
determining the thickness of spin coated layers on aluminum electrodes by scratching the
PEDOT:PSS layer with a tooth pick dipped into acetone and measuring the step profile
with a profilometer. The condensed data is shown in Fig. 5.12 for two different ramping
times of the spin coater. The errors result from the standard deviation of at least eight
measurements. Along with the data, fits implying a d ∝ ω−2/3spin dependency are shown.
It can be seen that the ramping time influences the resulting layer thicknesses, with
higher accelerations leading to thinner films. Moreover, the thickness variation of the
films on the samples, i.e. the error, is reduced for smaller ramping times within the range
of interesting spin frequencies ωspin. Thus, for smaller ramping times, more homogeneous
and smooth films are obtained. The spin coating frequency for devices B and D were
set to 1060min−1 and 1230min−1, according to the necessary thicknesses, and a small
ramping time was chosen. It is worth to note that these frequencies strongly depend on
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Figure 5.13.: a) Measured j-V -L characteristics for devices A and B. The usage of
PEDOT:PSS (AI4083) leads to a shallower j-V curve for high voltages and
increased leakage currents due to the ex-situ fabrication of the PEDOT. b)
Calculated EQE from the j-V -L and the measured angle dependent emission
spectra. The EQEs are averaged over two samples for each device layout,
where each sample had four pixels. As the use of PEDOT:PSS changes the
charge carrier balance the maxima of the EQE are compared for both devices.
An increase of the maximal EQE from ηEQE,A = 15.7% to ηEQE,B = 18.7%
is observed. This corresponds very well with the outcoupling efficiency
enhancement of a factor of 1.23 predicted from simulations. Due to the use
of the ex-situ spin coating process the error for the device using PEDOT
is increased due to increased sample to sample variation and the intrinsic
height error over the samples using PEDOT, cf. Fig. 5.12.
the actual spin coating setup and conditions, as solvent evaporation rates from the spin
coating solution are taken into account.[179] Hence, the frequencies are to be determined
prior the device fabrications.
After deposition of the low refractive index HTL, all substrates were transferred back
to high vacuum and the remaining layers were fabricated. In order to guarantee highest
efficiencies for the reference devices, an additional layer of 50 nm of aluminum was
deposited on the bottom electrode to compensate any negative influence from the plasma
treatment step. Subsequently to the last deposition step, all samples were encapsulated
under nitrogen atmosphere using a glass lid.
Afterwards the j-V -L characteristics were measured for all devices and the angle
dependent spectra were recorded in the goniometer setup, cf. Sec. 4.2. The resulting
current-voltage curves for devices A and B, along with the voltage-luminance figures are
given in Fig. 5.13 a. From the j-V measurement, it can be seen that the leakage current of
device B is increased compared to device A. This is due to the use of the PEDOT:PSS and
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its deposition via spin coating. The procedure, taking place under ambient atmosphere,
is likely to introduce additional defects and dirt onto the surface of the substrate. This
increases the leakage currents. However, the increase is within one order of magnitude
for current densities above 10−3mA/cm2, such that for reasonable brightness (at current
densities above 10−1mA/cm2), the influence of the leakage is negligible in terms of
efficiency. Furthermore, it can be seen from the j-V curve at high voltages that the
conductivity of the PEDOT:PSS film combined with the ex-situ aluminum electrode
is below the Sprio-TTB:F6-TCNNQ reference. This is likely introduced due to the
PEDOT:PSS conductivity, the formation and modification of charge injection barriers
from the aluminum into the HTL[180] and the EBL.[181] In particular, the formation of
capacitive interlayers at the anode/HTL interface will introduce additional barriers for
electrical transport, due to the corrosivity of the aqueous PEDOT:PSS dispersion.[181]
In Fig. 5.13 b the EQEs determined from the j-V -L and the measured angle dependent
emission spectra for devices A and B are shown. The errors of the EQE are calculated
from the standard deviation of up to eight subsequently fabricated pixels for each device.
It can be seen that due to the use of PEDOT:PSS as HTL, the errors for the EQE
are strongly increased compared to the reference HTL. This originates from two effects:
Firstly, the fabrication of the PEDOT:PSS leads to errors of the HTL thickness, which
varies for each pixel, cf. Fig. 5.12. Secondly, due to the ex-situ fabrication of the low
refractive index HTL, the sample to sample variations and the number of defect pixels
are increased.
Furthermore, along with the change of the j-V characteristics for the PEDOT:PSS
HTL, the charge carrier balance changes. Therefore it is suitable to compare the
maxima of the EQEs for each device A and B, as for both maxima the corresponding
device should achieve charge carrier balance and thus the highest electrical efficiency γ.
Hence, for this luminance the EQE should be comparable, if they occur for reasonably
high current densities, as the leakage currents can be neglected. The maximum EQE
ηEQE,A = 15.7% and ηEQE,B = 18.7% for devices A and B are observed at luminance
of LA = 9.2 cd/m2 and LB = 205.3 cd/m2. These brightnesses correspond to current
densities of jA = 0.0138mA/cm2 and jA = 0.1823mA/cm2, cf. Fig. 5.13 a. The relative
enhancement of the maximum EQE can be calculated to about 19%. As the EU of both
devices is the same and the highest EQE correspond to current densities where exciton
annihilation effects can be neglected[182], the internal quantum efficiency, i.e. the emitter
efficiency, of both devices is assumed to be identical.
Thus, the EQE enhancement can be attributed to the enhancement of the outcoupling
efficiency of device B compared to device A. It is found that the experimentally determined
efficiency enhancement is in good agreement with the predictions from the simulations,
which forecast an enhancement of 23% using the low refractive index HTL.
For devices C and D, the j-V -L characteristics and the calculated EQEs are given in
Fig. 5.14 a and b. As for these devices the emitter material was changed, the statements
made previously for the electrical efficiencies should hold. Thus, also for device D an
increase of the leakage currents is observed compared to device C. As observed previously
for devices A and B, above the threshold voltage both j-V curves follow the typical pattern
102
Figure 5.14.: a) j-V -L curves measured for devices C and D. Similar to devices A and B,
device D shows a shallower j-V curve for high voltages compared to device
C. Furthermore, leakage currents are increased due to the use of the PE-
DOT:PSS. b) Average EQEs for devices C and D obtained from eight similar
pixels. The maxima of the EQEs, ηEQE,C = 12.8% to ηEQE,D = 15.2%,
show an enhancement factor of 1.18, matching the predicted enhancement
of the outcoupling efficiency of 1.19 very well. Similar to devices A and B,
cf. Fig. 5.13, the error of the EQE for device D is increased compared to
device C.
for OLED devices, while the curve for device D is shallower for high voltages because of
the aforementioned reasons. Similar to device A and B, the maxima of the EQEs of the
devices C and D are compared for both devices. They are obtained as ηEQE,C = 12.8%
and ηEQE,D = 15.2% for devices C and D at luminance of LC = 248.7 cd/m2 and
LD = 1102.5 cd/m2. This corresponds to an EQE enhancement of about 18%. Compared
to the outcoupling efficiency enhancement of 19%, predicted by simulations, this shows
similarly to devices A and B, very good agreement. However, in contrast to device A and
B, the EQEs of devices C and D are lower, which is in contrast to the predictions from
the simulations, from which an enhanced light emission from the Ir(ppy)2(acac) emitter
due to the preferential aligned orientation of the transition dipoles is expected. This is
explained by the increased sensitivity of the Ir(ppy)2(acac) emitter compared to Ir(ppy)3
to residual water within the vacuum conditions of the PVD evaporation setup due to the
introduction of the PEDOT:PSS HTL on the substrates.
Concluding this section, for top-emitting first order OLEDs, the theoretical findings
predicting an enhanced light outcoupling efficiency for devices using a low refractive
index HTL of about 20% are in agreement with the experiment. This modification of the
optical microcavity does not involve complicated structuring steps. It just relies on the
clever choice of organic semiconductor materials. Hence, it presents a promising low-cost
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approach to increase the light emission from OLED devices. It is adaptable to isotropic
as well as oriented emitter material, and thus can be applied parallel to other successful
methods, which increase the general limit of the OLED’s outcoupling efficiency. As the
theoretical simulations indicated the proposed method is applicable to top-emitting as
well as bottom-emitting devices, by choosing the appropriate materials.
Furthermore, the oSPP mode is present for a wide range of photon energies as seen
from Fig. 5.9. This facilitates the method to be applicable to white OLEDs as well.
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6. Bragg scattering for improved light outcoupling
from OLEDs
In this chapter a second method to increase the optical outcoupling efficiency of OLEDs
is discussed. It focuses on the utilization of scattering of trapped non-radiative modes of
the optical microcavity by Bragg scattering from periodic structures. Hereby, the periodic
structures are implemented directly into the optical microcavity of the OLED. This leads
to a resonant coupling of the sources to the periodicity. Hence, in this approach the
total normalized dissipated power and the outcoupled part of the dissipated power are
modified simultaneously by altering the power dissipation spectrum of the microcavity.
To begin the discussion, in Sec. 6.1 some fundamental assertions arising from a periodic
symmetry are given. These will lead to the formulation of the Bragg scattering equation
for photonic crystals (PCs) which follows from the periodicity condition.[172]
Using the Bragg scattering equation within a simple wave vector model, enables the
analysis of scattering effects within the emission spectra of monochrome bottom-emitting
OLEDs in Sec. 6.2. Here, first the device layouts are given together with a thorough
analysis of the emission spectrum and power dissipation spectra of the planar reference
devices. From these remarks, scattering effects are interpreted in the emission spectra of
the corrugated OLEDs. This enables limited statements about the observed efficiencies
of the periodically structured OLEDs.
In the next Sec. 6.3, a similar approach is applied to top-emitting monochrome
OLEDs on periodically corrugated substrates. Similar to the bottom-emitting devices
the corrugation pervades the complete devices. However, it is shown that in the case of
top-emitting OLEDs, a simple wave vector model fails to give reasonable explanation for
the scattering effects for certain geometries. Hence, a more sophisticated approach must
be applied, where the emission spectra is explained from the interference between the
radiative cavity resonances of the cavity and scattered trapped modes predicted from the
Bragg-equation. It is evident that these effects are produced by the amplified optical
microcavity of top-emitting OLEDs. As a consequence, the device efficiencies are more
intricate to understand as for the bottom-emitting devices.
In order to obtain a closer insight into the scattering phenomena for OLEDs perturbed
by periodic scattering layers, a a-priori simulation formalism is lined out in Sec. 6.4.
Therein, a numerical approach is given to calculate the far-field emission from the
scattering-matrix of the optical microcavity of the device. A full discussion of the model
assumptions and implementation is given.
Enclosed to this theoretical discussion, the correspondence between experimental
findings and simulation results are shown in Sec. 6.5. Along with this discussion, the
limitations of this model are outlined which base on the simplifications carried out due
to the theoretical description of the complex device geometry. Keeping those boundaries
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Figure 6.1.: a) Homogeneous isotropic dielectric medium with plane wave solution defined
by the basis set ν, E, H. To simplify the description, the direction of ν
can be aligned to any axis of the Cartesian coordinate system. b) One-
dimensional periodic system. The periodicity is aligned to the x-direction.
The periodic structure occurs with a lattice constant of Λx.
in mind, an outlook on the scattering effects in OLEDs and on the outcoupled power
enhanced by periodic scattering layers is given.
6.1. Field expansion for periodic photonic crystals
This motivation will start by analyzing the properties of the already discussed time-
harmonic Maxwell’s equation, but this time in a more formal manner.
∇× E(r) = ı ω µ0H(r) (6.1)
∇×H(r) = −ı ω ε0 ε(r)E(r) , (6.2)
Combining both curl equations of the Maxwell’s equation Eqs. (6.1) and (6.2) into one





H(r) = OˆH . (6.3)
This equation can be interpreted as an eigenvalue equation of the operator Oˆ = ∇ ×
1
ε(r)∇× which yields the eigenvalue ω
2
c2 by applying the magnetic field vector H(r).[172]
By using the method of integration of parts, it is possible to show that the operator Oˆ is
hermitian (resp. self-adjoint), ensuring real valued eigenvalues.[172]
For first objections, a situation depicted in Fig. 6.1 a) is assumed. The complete space
is filled with a medium of dielectric function ε1 independent of position. A translation
operator Tˆr′ is introduced, which translates its right hand operants by r′. This operator
is applied to the left hand side of Eq. (6.3) giving
Tˆ (r′) : Tˆ (r′) Oˆ(r)H(r) = Oˆ(r + r′)H(r + r′) = Oˆ(r)H(r + r′)
= Oˆ(r) Tˆ (r′)H(r) . (6.4)
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Obviously the application of Tˆr′ to operator Oˆ will have no effect due to the homogeneity
of the medium. Thus, from Eq. (6.4) one notes that both operators Tˆ and Oˆ commute
Furthermore, the magnetic field H(r) is normalized (e.g. the energy density within the
electromagnetic wave is finite). Thus, integrating the magnetic field remains finite
∞∫
−∞
drH(r)H(r) != |H0|2 =H0H0 . (6.5)
From the normalization two properties of the translation operator are obtained: Firstly,
by applying the translation operator and integrating
Tˆ (r′)H = τr′H⇒
∫
dr τr′ τr′︸ ︷︷ ︸
!=1
HH , (6.6)
it is shown that the eigenvalues of the translation operators need to have an absolute value
of unity as the energy confined within the electromagnetic field is constant. Secondly, by
successive application of translations r′ and r′′
Tˆ (r′′) Tˆ (r′)H = τr′ τr′′H =H(r + r′ + r′′) = Tˆ (r′ + r′′)H
= τr′+r′′H ,
(6.7)
it is revealed that the sequential application of translations has the same eigenvalue as the
combined translation. From both properties, one obtains that the functional dependency
must be of the type H ∝ exp (ıν r). Furthermore, due to the normalization the plane
wave solution of the translation operator is obtained
H(r) =H0 exp (ıν r) , (6.8)
well known from the classical discussion of Sec. 3.1. As, Tˆ and Oˆ commute and the
solutions exhibits physical bound properties the eigenvectors H of Tˆ and Oˆ are the same,
leading to the plane wave solution of Maxwell’s equations.[183, 184] In the isotropic
medium, it is furthermore possible to align the wave vector along an arbitrary axis of the
coordinate system.
Secondly, a system depicted in Fig. 6.1 b is discussed. A periodic perturbation of the
dielectric function along the x-axis with a lattice constant of Λx, such that ε(r) = ε(x) =
ε(x+m · Λx), is introduced. It can be shown, that the solution of the x-direction can
be separated from the isotropic solutions within y- and z-direction.[172] The complete
solution is obtained by multiplication.
The region within one lattice constant is called the unit cell.[172] It conserves the basic
information about the dielectric structure of the periodic medium. For the x-direction, the
phase term in Eq. (6.8) reduces to exp (ı u x), using the notation of Sec. 3.1. Obviously,
in x-direction arbitrary translations do no longer yield the same operator Oˆ. Thus, the
structure of the eigenvectors H(r) must change. However, applying translations using
the lattice constant lead to
Tˆ (mΛx)Hx = H0, x eı u (x+m·Λx) = H0, x eı u x eı um·Λx . (6.9)
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Introducing a sophisticated in-plane wavenumber
u→ um = u+m · 2pi
Λx
= u+m ·Gx , (6.10)
where m denotes an integer and Gx describes the reciprocal lattice constant, enables
H0, x eı um x eı umm·Λx = H0, x eı u x eım·Gx x eı umΛx
= H0, x eı um x eı umΛx .
(6.11)
This result describes a composition of a plane wave with wavenumber um modified by





H0, x, u,m eı um x








This represents a plane wave multiplied by a Fourier series which itself is a function
being periodic in the x-direction. Equation (6.12) is an analog expression to the Bloch-
Theorem for the wave function of electrons in periodic ion lattices, but here it is given
for electrodynamics of periodic perturbed media, i.e. photonic crystals.[172] The solution
is given for a known in-plane wavenumber u and additions of reciprocal lattice vectors,
which by Eq. (6.10) represents the Bragg-equation.
6.2. Bragg scattering in weakly periodically perturbed
bottom-emitting monochrome OLEDs
In this section, the consequences of incorporating a periodic scattering layer into the
optical microcavity of an OLED are outlined.[91] Prior to this study, scattering effects
from organic emitter materials embedded into optical microcavities have been investigated
for photo excitation of the emitter materials, proposing Bragg scattering as mechanism
to enhance the outcoupling efficiency of OLEDs.[138, 185]
However, this structuring process is likely to introduce impurities into the device and
thus increase the surface roughness. This compromises the electrical stability of the
devices and complicates the stable operation of the OLED. To mitigate these problems,
the vertical extent of the OLED was increased, very simple and tough but inefficient
device layouts have been used[141, 186], or the impact of the grating structure was only
investigated by photo excitation.[133–136] However, this deteriorates the performance of
the planar reference device. Thus, impressive efficiency enhancements up to factors of
5[141] have been reported for OLEDs utilizing Bragg scattering.[103, 138, 187]
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Here, the successful realization of electrical stable bottom-emitting OLEDs on cor-
rugated surfaces is demonstrated. The OLEDs utilize the pin-concept, incorporating
ultra thin doped emission layers. This enables to denominate the beneficial effects of
Bragg scattering in an unbiased way, as the light emission from the structured OLEDs is
compared to optically optimized planar reference devices. Moreover, it is shown that the
fabrication process for pi-OLEDs is compatible with the surface modifications.[91]
6.2.1. Device details and experimental characterization
The devices investigated in this study were fabricated onto a transparent conducting
electrode layer consisting of aluminum doped zinc oxide (ZnO:Al). This electrode material
represents a promising and cost efficient alternative to the well known indium doped
zinc oxide (ITO), already widely applied to solar cells and partially to OLEDs.[152, 188]
Its advantage is that the expensive use of rare earth metals is avoided. However, due
to the decreased conductivity of the ZnO:Al compared to ITO higher film thicknesses
are required in order to achieve comparable sheet resistance. In the particular case,
a thickness of the ZnO:Al of 950 nm was required to achieve a sheet resistance below
15W/. Based on this thick ZnO:Al electrode layer which served as anode, the remaining
layer thicknesses of the transport layers were obtained by optimization using simulation.
The complete layer sequence for the devices is sketched in Fig. 6.2 a. It consisted of a
64 nm MeO-TPD HTL doped with 4wt.% F6-TCNNQ, 10 nm Spiro-TAD serving as EBL,
a 20 nm emission layer using a NPB host and a Ir(MDQ)2(acac) dopant (10wt.%), 10 nm
of BAlq2 HBL, 276 nm of BPhen doped with cesium, and a opaque cathode casted from
100 nm of aluminum. This layer sequence was applied to the planar reference electrodes
as well as to the periodically patterned ones.
Two reason motivated the use of a the thick (276 nm) ETL. Firstly, the metal electrode
is more conductive than the ZnO:Al. Thus, it was assumed that leakage currents induced
by defects or spikes on the surface are more likely to occur between the cathode and
the emission layer. An increased separation between the cathode and the sensitive
EML enabled stable electrical performance as well as an increased yield of working
samples. Secondly, by increasing the distance between the opaque metal and the EML
the excitation of the oSPP is efficiently reduced. As the thick ZnO:Al already introduces
many wave guided modes into the optical microcavity, it seemed to be more feasible
to reduce the strong oSPP contribution rather than omitting a weak wave guide mode
at high in-plane wavenumbers. Furthermore, the power into the wave guided modes is
mainly dissipated into the highest orders of the trapped modes. Thus, the introduction
of an additional wave guide leads to an enhanced concentration of power within a narrow
range of smaller in-plane wave number compared to the excitation of the oSPP. Such
a power dissipation however, is more suitable for a scattering approach concerning the
available lattice constants.
Along with the device layout, in Fig. 6.2 b-d AFM scans of the corrugated surfaces
of the patterned electrodes are shown for devices A to C. It is visible that the surface
remodels a line pattern formed by the ablation trenches. In this study, three different
lattice constants are investigated in the experiment.
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Figure 6.2.: a) Sketch of the device layout for the monochrome bottom-emitting OLEDs.
Layer thicknesses are given for the planar reference, as well as for the
corrugated devices A to C. AFM surface scans of the electrode surface for
devices A to C, panels b-d. The lattice constants vary between 0.71µm,
1.31µm, and 1.87µm for devices A to C. Along with the lattice constant the
grating height increases from about 60 nm to about 180 nm. Furthermore,
with increasing lattice constants the homogeneity of the structures is increased.
Published in [91].
The first lattice constant ΛA = 0.71µm determined from AFM corresponds approx-
imately to the peak wavelength of the red monochrome emitter λmax = 0.61µm. For
the second device B the lattice constant is nearly doubled to a value of ΛB = 1.31µm
by adjusting the angle between the interfering laser beams. The third device C shows a
lattice constant ΛC = 1.87µm which roughly corresponds to three times λmax. All lattice
constants were obtained using a constant laser fluence of 380mJ cm−2.
It is visible from Fig. 6.2 b-d that the constant fluence produces varying structure
heights for the different lattice constants, which quantify to hA ≈ 60 nm, hB ≈ 80 nm, and
hC ≈ 180 nm. This is caused by the fact, that the interfering beams exhibit a Gaussian
beam shape which also for the resulting beam leads to a Gaussian beam width. Along
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Figure 6.3.: a) j-V -L characteristics for planar reference device and corrugated devices
A to C of the monochrome bottom-emitting OLEDs. It is seen that the
increase of leakage currents due to the laser ablation process is below one
order of magnitude for all devices. b) External quantum efficiencies calculated
from the angle depended emission spectra for planar reference device and
devices A to C. An increased EQE by about 27% is observed for the lattice
constant, which is closest to the peak wavelength of the PL emission spectrum.
Reproduced from [91].
with the finite thermal conductivity of the patterned medium this leads to a different
dissipation of the introduced heat.[189] For the largest lattice constant this leads to a
melting and ablation of the material merely at position of the maxima of the interfering
beam pattern. However, for the small lattice constant at these fluence, it is likely that
the complete surface is melted.[189] Thus, the structure is formed by a diffusion process
during the cool down phases. This also explains why the structures get more defined for
the increasing lattice constants. For device C it is even seen at Fig. 6.2 c that the material
from each trench is ablated into the interstice, forming a double groove. However, this
implies that the edges of the structures will get sharper as well with increasing lattice
constant or increasing fluence, which is likely to decrease the electrical stability. On the
other hand, it is seen that the homogeneity of the grating structures is increased for an
increased pitch between the interference maxima.
Nevertheless, for all devices a stable electrical operation was achieved. In Fig. 6.3 a
the j-V -L characteristics for the planar reference and the corrugated devices A to C are
shown. It is observed that for positive voltages the current densities are hardly affected
by the corrugation. From the negative bias values the leakage currents can be identified.
Unsurprisingly, the planar reference performs best and achieves the lowest leakage current
densities. For the corrugated samples the leakage currents follow the objections from the
analysis of the AFM scans. Devices A and B show slightly increased leakage currents,
whereas device C performs worst due to the strong slopes at the line edges. However, in
all cases the reverse biased region can be clearly distinguished from forward operation
such that the current densities in forward direction exceed the absolute current densities
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in reverse direction above the threshold voltage.
From the angle dependent emission spectra of the devices the EQEs are calculated.
They are summarized in Fig. 6.3 b for all devices depending on the absolute current
density for positive applied voltage. In terms of efficiency, the ZnO:Al electrode proves
to be an efficient alternative electrode material compared to standard materials, i.e.
ITO. In detail an EQE of 11.1% at a current density which leads to a luminance of
about 1000 cdm−2 is observed for the planar reference device. For device A an increased
EQE to about 14.1% is obtained at a similar current density. This corresponds to an
enhancement of about 27% from the efficiency of the reference device. However, for
device B a decreased EQE to 5.9% is observed, while for device C the EQE remains
comparable to the reference device at 10.8%. In particular for device C for low current
densities the influence of the increased leakage current can be seen from the increased
slope of the EQE, which saturates at higher currents compared to the reference device.
The enhanced efficiency of device A can be explained by analyzing the angle resolved
emission spectra of the device compared to the planar reference. Therefore in Fig. 6.4
the emission spectra for all devices are shown for p- and s-polarized light emission. In
detail, panels a and b of Fig. 6.4 depict the angle resolved emission of the planar reference
device for p- and s-polarized light. Panels c and d of Fig. 6.4 correspond to device A, e
and f represent device B, and g and h show the linear polarized emission of device C.
The emission spectra are shown for the relevant photon energies E over the in-plane
wavenumber u which corresponds to the polar emission angle via u = ν0 sin θ. Within the
emission spectra of the planar device for u = 0 the contribution of two local maxima can
be seen. These correspond to the 8 th and 9th order radiative cavity modes, cf. Fig. 3.6.
They follow a approximately parabolic shape, however for photon energies above 2.1 eV
they are cut off by the PL function sPL(E) of the emitter. One observes that the maxima
of the total emission for p- as well as for s-polarized light are achieved at finite in-plane
wavenumbers. This arises due to the thickness of the optical microcavity. It leads to a
super-Lambertian emission because for thick cavity, the radiative resonances show a small
FWHM and thus the emission characteristics become close to those of a top-emitting
optical microcavity. This is extraordinary for a bottom-emitting device.
Furthermore, it is seen that in the emission from device A intense sharp approximately
linear features occur at high in-plane wavenumbers additional to the emission which
similarly can be observed for the planar device. Thus the integrated light emission of
device A is increased compared to the planar reference, leading to the increased EQE.
For device C, the intensity of these features is reduced, albeit more of such features occur.
However, the emission at normal angle (θ ≈ 0◦) is pronounced for photon energies above
2.0 eV for device C. In total, this leads to a comparable light output and thus efficiency
of device C in regard to the planar reference. The emission of device B shows neither
strong additional features nor increased emission for photon energies above 2.0 eV. Thus,
the efficiency of device B is reduced compared to the planar reference. The discussed
characteristics of the forward luminance for devices A to C can also be seen from the
luminance in Fig. 6.3 a.
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Figure 6.4.: Spectral radiant intensity Iel(λ, θ) plotted for photon energies E and in-
plane wavenumbers u. Pictures are divided into p-polarized and s-polarized
contributions. Panels a and b correspond to the planar reference OLED,
c and d to Device A, e and f to Device B, and g and h to Device C. For
the corrugated devices approximately linear features correspond to Bragg
scattered modes. From [91].
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Figure 6.5.: Calculated normalized power dissipation spectrum for monochrome bottom-
emitting reference OLED. Simulations are shown for s-polarization in panel
a, and p-polarization in panel b. Along with the calculated spectrum, the
light lines of the air, the substrate, active emitter material, and the ZnO:Al
electrode material are shown as dashed lines. For high in-plane wavenumbers
the wave guided modes for both polarizations become evanescent within the
organic emitter medium. The excitation occurs due to the close proximity
between emitter and electrode material, similar to the oSPP excitation, which
is seen in the p-polarized spectrum very close to the right of the organic light
line. Prepared according to [91].
6.2.2. Quantitative assignment of Bragg scattering effects within
electroluminescence spectrum
In order to address the origin of the sharp linear features in the emission spectra of
devices A to C, firstly the planar device is investigated more thorough. It will be shown
in this section that these features can be attributed to Bragg-scattered trapped modes of
the planar optical microcavity.
To begin the discussion in Fig. 6.5 the power dissipation spectrum for the s-polarized
(a) and p-polarized (b) radiation of the planar reference device is shown. The layer
sequence follows the one given in Fig. 6.2 a, while in contrast the photoluminescence
function sPL(E) of the emitter was taken into account to show the combined properties
of the optical microcavity and the emitter. In these power dissipation graphs, similar to
Fig. 3.6, the light lines of the outcoupling medium, substrate and the organic medium are
indicated by dashed lines. However, additionally the light line obtained from the ZnO:Al
by E = ~ c νZnO:Al is also given as a dashed line. As the refractive index of the ZnO:Al
exceeds the one of the active organic material, cf. Appendix A, the ZnO:Al light line is
the one located at the highest in-plane wave numbers. Due to the thickness of the device
the power dissipation spectra are dominated by the many resonances of the wave guided
modes for both polarizations. For the lower mode indices these dispersion relations follow
asymptotically the light line of the dielectric medium with the largest refractive index,
i.e. the ZnO:Al. As these are itself approximately linear for the observed photon energies,
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the modes can be described by an effective refractive index neff = ∂u/∂ν0. These range
from 2.14 for the first order s-polarized waveguide to 2.34 for the fifth wave guided mode,
which at about 2 eV photon energy crosses the substrate light line. For the p-polarized
waveguided modes, the effective refractive indices range from 2.14 for the first order
waveguided resonance up to 2.31 for the 5th order waveguide.
In total the power dissipation spectra for each polarization shows resonances for wave
guided modes up to 9th order, where as these become radiative into the outcoupling cone
from the 7th order on. Additionally to the waveguided resonances, for the p-polarized
power dissipation spectrum the oSPP dispersion relation is visible close to the organic
light line with an effective refractive index of 2.03 which is significantly different from
the wave guided modes. However, the contribution of the oSPP is similar to the adjacent
waveguided resonance, such that the total power dissipated into the oSPP is small
compared to the power dissipated into the wave guided resonances. This is due to the
increased distance between emitter and the opaque metal contact (∼ 3/4λmax).
As an additional point to the power dissipation the special properties of the low
order wave guided modes is addressed. The fact that these modes occur at in-plane
wavenumbers which correspond to evanescent modes within the organic medium shows
that similar to the oSPP they are excited only because of the finite envelope of their
electromagnetic field at the source location. This is highlighted by calculating the
Figure 6.6.: a) Transmission as a function of photon energy for the planar 950 nm ZnO:Al
electrode, the structured ZnO:Al, and a reference 90 nm ITO electrode. In
order to compare the average transmission of the electrodes the normalized
PL spectrum sPL(E) is shown for Ir(MDQ)2(acac). b) Intensity of the in-
plane p-polarized electric field for the right most waveguided mode (pWG1),
which propagates at u = 19.205µm−1 for a photon energy of 2 eV. Along the
intensity of the second waveguide mode to the right (u = 18.589µm−1), and
the oSPP excitation (u = 18.052µm−1). All these modes are excited due to
evanescent coupling to the emitter.
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corresponding electromagnetic field, as it is carried out in Fig. 6.6 a. Here, the normalized
intensity calculated from the in-plane component of the p-polarized electromagnetic
field is shown for modes with in-plane wavenumber u = 19.205µm−1, u = 18.589µm−1,
and u = 18.052µm−1 at a photon energy of 2 eV. The first two in-plane wavenumbers
correspond to the first (pWG1) and second order (pWG2) waveguide resonances visible in
the power dissipation spectrum of Fig. 6.5 b. The third in-plane wavenumber corresponds
to the oSPP excitation. The position of the emission zone is indicated by a vertical
dashed line. Furthermore, the extent of the metal and the ZnO:Al is highlighted by
vertical solid lines.
For all three resonances an exponential envelope of the electromagnetic field from the
metal into the organic layers and from the organic layers into the ZnO:Al is observed.
Thus, the first wave guided modes are excited due to evanescent coupling as well as the
oSPP mode. From the intensity of the electromagnetic field it is also seen, that the
nodes of the pWG1 mode is in deed minimized. However, the single node combined
with the ∼ 3/4λmax distance between emitter and opaque metal reflector indicates the
existence of two additional lower order WG modes, which however are not observed in the
power dissipation spectrum, cf. Fig. 6.5. Therefore, these modes are omitted from the
discussion and pWG1 is referred to as first order wave guided mode. For the pWG2 mode
an additional node is introduced compared to pWG1, such that a continuous labeling for
the resonances is possible.
To motivate the discussion of the Bragg scattering effects in Fig. 6.6 b the direct
transmission of the flat and patterned (comparable to device A) ZnO:Al electrodes are
shown for various photon energies. Along with the transmission the values for a 90 nm
ITO reference electrode and the PL function of the emitter is shown. It is notable
that the OLEDs using the ZnO:Al perform very well considering the fact that due to
the usage of ZnO:Al parasitic transmission losses occur even for the planar ZnO:Al
electrode compared to the ITO reference. Quantitatively, the direct transmission is
reduced from 87% for the ITO reference for the relevant photon energies to about 80%
for the ZnO:Al averaging over the thin film interference peaks. This can be divided into
losses occurring from the increased refractive index of ZnO:Al compared to ITO[190–192]
and the increased electrode thickness, which introduces the interference fringes.[148]
Additionally, the strongly reduced transmission for the ZnO:Al for high photon energies
indicates that the surface roughness of the ZnO:Al electrodes is increased compared to
the ITO electrode such that the Rayleigh scattering which is proportional to the fourth
power of the photon energy is increased. This is in agreement with the observed leakage
currents for the planar reference device, cf. Fig. 6.3, which is increased compared to a
standard ITO reference.[98] This indicates that by reducing the thickness of the ZnO:Al
and improving the surface roughness the efficiency of the planar reference device could
be increased.
Comparing the direct transmission of the flat ZnO:Al and the corrugated electrode a
further reduce of the direct transmission is observed. One the one hand, this reduction is
caused by the Bragg scattering from the periodic structure. However, due to the DLIP
process it is also likely that additional randomly distributed surface roughnesses (defects)
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are introduced such that the losses are also caused by enhanced Rayleigh scattering.
Assuming no additional Rayleigh scattering the Bragg scattering efficiency for the first
scattering order can already be estimated from the loss of intensity for direct transmission
to be in the order of 10%. From the power dissipation spectra, cf. Fig. 6.5, is it seen that
the wave guided modes are excited more intensely compared to the radiative resonances by
about one orders of magnitude. Thus, scattering of these modes would lead to comparable
peak intensities for the scattered modes and the resonances originating from the radiative
states. This is in good agreement with the observations from the angle resolved emission
spectra, cf. Fig 6.4, where the sharp additional features do not excessively exceed the
intensities of the resonances also observed in the planar reference. Hence, the primary
source of light scattering for the corrugated electrodes is identified as Bragg scattering.
This is also demonstrated in the context of the next Fig. 6.7. Here the normalized
difference of the spectral radiant intensity ∆Inorm of device A is shown for p-polarized











where the suffixes indicate, that the quantities are calculated for the corresponding device.
Thus, from the normalized intensity the differences between the emission spectrum of
the planar reference and the corrugated device is highlighted. However, it is worth
to note that due to the individual normalization a comparison between the different
corrugation parameters has limited significance. In coincidence to previous graphs, the
air, substrate, active organic, and ZnO:Al light lines are given as solid lines. Along with
the normalized emission for the region of the trapped modes (beyond the air light line),
the according power dissipation spectra are shown for the corresponding polarizations
in greyscale. The polar emission angles θ are calculated to their corresponding in-plane
wavenumbers u. Thus, according to the Bragg Eq. (6.10) a reciprocal lattice vector
G can be introduced from the lattice constant Λ of the corrugated device. Using this
reciprocal lattice constant additional features in the normalized emission spectra at a
in-plane wavenumber u are to be explained with resonances of the power dissipation
at uinit by adding multiples of reciprocal lattice constants.[134, 193] These objections
must hold for all features within the normalized emission for a unique reciprocal lattice
vector G. Furthermore, the reciprocal lattice vector must be in the range of the values
determined by the AFM measurement for the corresponding corrugation.
From Fig. 6.7 a and b it becomes evident that the sharp features in the emission
spectrum of the corrugated device A can be explained from Bragg scattered contributions
of the second to fifths order wave guided modes. These occur in first and second scattering
order, where the contributions of the first scattering order are the most prominent. For the
p-polarized spectrum additionally the influence of the Bragg scattered oSPP can be seen
weakly. The broad, almost horizontal positive parts of the normalized emission at about
2 eV and 2.15 eV can be understood from the first order Bragg scattered contributions
of the 7th and 8thorder guided modes from within the substrate. It is also seen that
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Figure 6.7.: Normalized difference ∆Inorm between spectral radiant intensity of the planar
reference device and emission from Device A divided into p-polarized (panel
a) and s-polarized (panel b) contributions. Along the normalized power
dissipation spectrum u νactiveK of the planar reference device is shown for
both polarizations. Features which pronounce the enhanced emission for
the corrugated device can be explained by Bragg-scattered modes of the
unperturbed device. It is seen that the contribution to the emission decreases
with decreasing intensity of the original mode, and with increasing scattering
order. In parts published in [91].
conversely the main emission peak of the planar 8thorder cavity mode is decreased as
some intensity is lost to the region of the substrate confined modes. However, all these
effect occur as superpositions of intensities of either the fundamental radiative mode or
Bragg scattered copies of trapped modes. The reciprocal lattice vector, which is obtained
from the assignment of these scattering contributions is quantified to be G = 8.78µm−1.
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This value corresponds to a lattice constant ofΛ = 0.72µm. Hence, the lattice constant
obtained from the mode assignment is in good agreement to the value obtained from
the AFM measurement for device A. Actually, the value determined from the emission
spectra represents a more global measure of the periodicity of the structure compared
to the local AFM scan. The good agreement is thus a validation that the surface of
the OLED is homogeneously structured. This is of particular importance as the DLIP
processes for each pulse a surface are of 25mm2 such that the complete surface of the
OLED consists of several adjacent patched spots.
A similar evaluation can be carried out for devices B and C, which is summarized in
Fig. 6.8 a-d. Here subfigure a and b correspond to device B, while c and d depict the
normalized emission ∆Inorm for device C. Panel a and c show the p-polarized emission
and b and d focus on the s-polarized contributions to the total spectra. For device B
contributions from the second and third Bragg scattering order of the trapped resonances
can be identified. They occur along with first order Bragg scattered contributions from
the radiative mode, which causes losses of the initial strong intensity for the planar device.
For device B a reciprocal lattice constant of G = 4.70µm1− is obtained from the mode
assignment, which leads to a lattice constant of Λ = 1.34µm.
From the normalized spectra of Fig. 6.8 c and d, which correspond to device C,
Bragg scattered contributions of the second to the fifths order can be identified. The
occurrence of such high scattering orders is caused by the reduced reciprocal lattice
constant G = 3.23µm−1 which arises due to the large lattice constant Λ = 1.94µm.
However, as the scattering order increases the relative scattering efficiency is reduced low
values, such that the occurring effects are less prominent compared to device A. Hence,
also the EQE of device C is comparable to the planar reference device, as the structure
width is too small to enable macroscopic outcoupling enhancement but is too large to
enable efficient Bragg scattering. Furthermore, in order to facilitate Bragg scattering
of the fifth order the coherence length of the emitted radiation must be large enough
to enable interference. Here, the necessary coherence length is close to 10µm, which is
widely believed to be close to the upper limit of the coherence length of the emission
from organic emitters.[194–196] Therefore, the conclusion seems likely that this lattice
constant represents the upper limit for physically meaningful lattice constants which
enable Bragg scattering from OLEDs.
To summarize, the total emission of devices A to C can be interpreted as the spectrum
of the planar device superimposed by the Bragg-scattered modes due to the corrugation.
Additional losses of the initially radiative modes of the planar device occur because they
are scattered into substrate trapped modes, which leads to a trade off for optimal lattice
constant parameters. For the bottom-emitting devices, a more complex interaction of the
modes of the planar device and the scattered modes is not observed. This is obviously
a property of the optical microcavity of the device. In order to quantify the optical
microcavity, one is able to calculate the quality factor for the device from the center
emission frequency of a optical mode of the device at it’s FWHM[197] to Q = 6.7 for the
planar reference structure. Thus, the optical microcavity of the bottom-emitting OLED is






































































































cavity. Hence, a strong interaction of the radiative resonances and the Bragg scattered
wave guided modes is not possible. This is supported by a second set of quantities which
characterizes the impact of the grating structure on the optical microcavity. It consist of









where dopt denotes the complete thickness of the optical microcavity, and h describes the
height of the periodic perturbation. In detail these calculate to about rvert, A = 0.056
and rlat, A = 0.085 for device A, rvert, B = 0.073 and rlat, B = 0.059 for device B, and
rvert, C = 0.152 and rlat, C = 0.096 for device C. It is evident that these aspect ratios
correspond to weakly perturbed devices. This leads to a negligible interaction between
the radiative modes of the perturbed devices, such that the emission is given by the
sum of intensities of the outcoupled modes. In detail, it was found by Rigneault et
al.[193] that for weak optical microcavities (i.e. bottom-emitting OLEDs) the simple
wave vector model of superimposed intensities is applicable up until vertical aspect ratios
of about 1/2. Thus, due to the thick ZnO:Al the scattering effects are likely to be more
controllable in order to optimize the efficiency of the device. A more thorough analysis
on the critical aspect ratio for bottom-emitting devices is given in Sec. 6.5 predicted by
optical simulation.
6.3. Bragg scattering in top-emitting monochrome OLEDs
In the previous section, the additional light emission due to Bragg scattering of internal
wave guided modes for bottom-emitting OLEDs was investigated. It was found that
due to the weak optical microcavity and due to the weak corrugation, the emission is
defined from the intensities of the radiative modes of the planar device and the Bragg
scattered resonances. In this section these investigation are carried out for a monochrome
top-emitting OLED layout. It will be shown that even though the vertical aspect ratios
of the devices are well below 0.5, the emission spectrum is heavily perturbed by the
introduction of the corrugation. Here, this is addressed to the increased quality factor
of the top-emitting OLED microcavity, which enables a pronounced interaction of the
radiative modes of the device compared to the bottom-emitting structures.
6.3.1. Device details and experimental characterization
The device investigated in this study is depicted in Fig. 6.9. Similar to the bottom-
emitting device, the device layout of the top-emitting OLED was optimized in order
to maximize the efficiency of the planar reference device to obtain reasonable efficiency
enhancement factors from the grating structures. All devices were fabricated onto glass
substrates which were coated with AZ nLOF 2020 photoresist. The layers of the optical
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Figure 6.9.: a) Device layout for the monochrome top-emitting OLEDs on photoresist
for planar reference and corrugated devices A and B. Except for the surface
structure, the photoresist does not influence optical microcavity leading to
comparable devices. Adjacent are AFM surface scans of the corrugated
photoresist for devices A (b) and B (c). The lattice constants of about
1.0µm (device A), and 0.6µm (device B) are obtained. As the exposure
and development times are keep constant during the fabrication process the
grating heights are hA ≈ 50 nm for device A and hA ≈ 100 nm for device B.
Originally published in [93].
microcavity were fabricated onto an opaque back electrode consisting of 40 nm aluminum
and 40 nm of silver. Hereby, the aluminum was used due its favorable properties to form
a smooth film compared to the silver which leads to a higher reflectivity of the opaque
mirror. Onto this electrode layer 255 nm of MeO-TPD doped with 4wt.% F6-TCNNQ as
HTL was fabricated. The thickness of the HTL corresponds to the second order optical
maximum (∼ 3/4λmax) of the OLED layout.
This pitch between the emission unit and the opaque mirror was chosen for two reasons.
Firstly, the surface roughness is decreased by depositing a thick HTL on top of the
metallic mirror which is favorable for the leakage currents of the devices. Secondly,
the influence of the oSPP is minimized within the power dissipation spectrum of the
device. This is likely to enable more efficient Bragg scattering for the corrugated devices
compared to the first order OLED as the resonances of the device are confined to a
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narrower range of in-plane wavenumbers. Thus, using a fixed scattering constant, more
modes are scattered into the outcoupling cone using lower (i.e. more efficient) scattering
orders. Onto the HTL the emission unit consisting of 10 nm Spiro-TAD which serves
as EBL, the emission layer which uses 20 nm of NPB as host and a Ir(MDQ) 2(acac) as
dopant (10wt.%), and 10 nm of BAlq2 HBL is fabricated. The device is finished by
77 nm of BPhen doped with cesium as ETL, a semi-transparent silver electrode (24 nm),
and an organic capping layer from 74 nm of NPB.
The periodic perturbation of the optical microcavity was introduced by structuring the
resist through a photomask, cf. Sec. 4.3. Hereby, the shape of the corrugation was defined
by the structure on the photomask. In this case, line patterns with a nominal groove
pitch of ΛA = 1.0µm for device A and ΛB = 0.6µm are investigated. The height h of the
structures and the ratio between the width of the trenches and the superelevations can
be adjusted via the time for which the device is exposed to UV-light, heated after the
UV-exposure and the development time. In this case, all times were fixed for both devices
to 60 s of heating, 30 s of development, and about 15 s of exposure time. Atomic force
microscopy scans of the resulting structures can be seen in Fig. 6.9 b and c. For device
A this lead to a approximately sinusoidal shape of lines with a approximated height of
about 60 nm. Due to the smooth grating structure, the ratio between the trenches and
superelevations is close to 1/2 for device A.
For the second device B, the trenches are much more defined, which leads to sharp
edges compared to device A. Furthermore, a ringlike mesostructure is seen from the
AFM. These mesostructures are caused by impurities or air bubbles within the liquid
photoresist. The UV light is scattered at these impurities leading to ring-like interference
fringes on a microscopic scale.
In the overall picture, this leads to a pronounced variation of the grating height over
the sample surface for device B compared to device A. Nevertheless, to quantify the
trenches of device B, an approximate grating height of about 100 nm and a pitch ratio
of about 2/3 can be determined. As the photoresist is fabricated first onto the glass
substrate, it is assumed that the perturbation pervades the complete device.
In Fig. 6.10 a the j-V -L characteristics of the planar reference and device A and B
can be seen. It is seen that the threshold voltage for all devices is below 2.5V. Above
this threshold all OLEDs show a similar j-V dependency under forward operation. This
points out that in general the thin film deposition of OLEDs using the pin-concept
and the structuring process are compatible. However, below the threshold voltage an
increased leakage current is observed for device B, which possesses the small lattice
constant. The increased leakage is attributed to the increased poignancy of the grating
structure for device B compared to device A, which performs similar to the planar
reference. Thus, from an electrical point of view sinusoidal structures are preferable
for the OLED fabrication. Looking at the forward luminance, which is also depicted in
Fig. 6.10 a, an increased light emission in forward direction for both corrugated devices
is observed. In particular, the forward luminance of device B is strongly enhanced by
about one order of magnitude compared to the planar reference.
From the angle dependent emission spectra of the devices the EQE and luminous
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Figure 6.10.: a) j-V -L characteristics for planar reference device and corrugated devices
A and B of the monochrome top-emitting OLEDs. The current-voltage
characteristics in forward direction are similar for all devices, except the
increased leakage currents for device B. However, a strongly increased
luminance in forward direction is observed for device B compared to device
A and the planar reference b) External quantum efficiencies and luminous
efficacies calculated from the angle depended emission spectra for all devices.
An increased EQE by about 13% is observed for device A at a current
density of j = 1mAcm−2. The luminous efficacies for both corrugated
devices are increased compared to the planar reference. Reproduced from
[93].
efficacy is calculated, which is shown in Fig. 6.10 b. Here, device B performs worse
compared to the planar reference in terms of EQE. However, at a current density of
1mAcm−2 device B shows an increased luminous efficacy by about 13.5% compared to
the planar reference. Albeit, it is seen that this value is affected by the increased leakage
current of device B as the EQE and LE saturates at higher current densities for device B
compared to both other devices. For device A an increased EQE at a current density of
1mAcm−2 is observed from 15% (reference device) to about 17%, which corresponds
to an enhancement of about 13%. Similarly, the LE is increased by about 13.5% from
16.2 lmW−1 (reference device) to 18.4 lmW−1. This enhancement for the EQE and LE is
in agreement with the increased forward luminance of device A compared to the planar
reference.
In order to explain the different enhancements for device A and B in Fig. 6.11 a to
f, the emission spectra of the planar reference, device A, and device B are shown. In
particular, the emission spectra are divided into the p- and s-polarized contributions
to the total emission spectra as indicated by the top labels. The panels a and b of
Fig. 6.11 correspond to the p- and s-polarized emission spectra of the planar reference.
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Figure 6.11.: Spectral radiant intensity Iel(λ, θ) for relevant photon energies E and in-
plane wavenumbers u of the outcoupling cone. Panels a and b correspond
to the planar reference top-emitting OLED, c and d to Device A using
a nominal lattice constant of Λ = 1.0µm, and e and f to Device B with
Λ = 0.6µm. The emissions are divided into p-polarized and s-polarized
contributions for each device indicated by the top level label. For device A
the approximately linear features appear, similar to the bottom-emitting
devices investigated in Sec. 6.2. The emission spectra for device B show a
more complex structure.
Continued in this set, panels c and d conform to the p- and s- polarized emission from
device A, and the emissions depicted in panel e and f represent device B. In consistency
to previous discussions, the polar emission angle is converted into in-plane wavenumbers
by u = ν0 sin θ.
For the planar emission spectra the existence of one p- as well as s-polarized radiative
waveguide resonances is observed. Due to the fact that the optical microcavity of the top-
emitting OLED is much less thicker compared to the bottom-emitting device discussed
in Sec. 6.2, hopt = 446 nm, a second radiative resonance is not present. Furthermore,
the radiative end of the optical microcavity is defined by a resonant semi-transparent
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metal contact accompanied by a optimized capping layer. Due to the thick silver, the
reflectivity of this contact is much higher compared to the ZnO:Al TCO. This leads to
much sharper radiative resonances for the top-emitting device, i.e. an increased quality
factor of the microcavity, which can be quantified to Q = 21.8 from the FWHM. Thus,
the top-emitting OLED represents a microcavity with a quality factor which is increased
compared to the bottom-emitting layout by almost a factor of four. Because of the
high quality of the radiative modes, the angular dispersion is seen very well. Within
the emission spectra of device A, similar to the corrugated bottom-emitting OLEDs,
additionally to the radiative mode of the planar device sharp emission features are
recognized. These additional features increase the total emitted power from the device,
such that the efficiencies of device A are increased compared to the planar reference
OLED.
This situation is drastically altered in the polarized emission spectra of device B. For
both polarizations the radiative cavity modes originating from about 1.73 eV can not be
recognized. Instead, a broad emission centered at about 2.05 eV is visible. This shift
explains the increased LE of device B compared to the planar device, as the LE takes
into account the luminosity function which peaks at 555 nm.
However, it is evident from Figs. 6.11 e and f that the total emission is decreased
compared to the reference, such that the radiometric EQE is decreased. Furthermore, it
is seen that the maximum of the emission occurs at normal incidence (θ = 0) for device B.
This elucidates the dramatically increased forward luminance for this device. However, it
is also seen that the angle dependent emission can not be understood as the superposition
of the intensities of the radiative cavity mode and contributions from Bragg scattered
modes. In the next section an attempt is made to relate these changes to the property of
the optical microcavity of device B, along with an analysis of the scattering effects for
device A.
6.3.2. Analysis of electroluminescence spectrum and description of
scattered light from resonance model
The discussion will start with a detailed analysis of the power dissipation spectrum of the
planar top-emitting OLED. Therefore, in Fig. 6.12 a and b the p-, resp. s-polarized, power
dissipation spectrum is shown. Between the outcoupled part of the dissipated power and
the region of trapped radiation, the air light line is shown as solid line, along with the light
line of the organic material to separate contributions of resonances excited by evanescent
coupling. For the p-polarized spectrum one notes two resonances in the outcoupled
and organic region of the power dissipation spectrum. These resonances, highlighted by
dashed lines, belong to the first and second order p-polarized waveguide modes. Within
the evanescent regime of the dissipation spectrum two additional resonances are observed.
The first resonance, close to the right of the air light line is the resonance from the
oSPP excitation. The second resonance located at higher in-plane wavenumbers is the
aSPP. Due to the fact that the interval between the opaque mirror and the emitter
is in the order of ∼ 3/4λmax and the thick semi-transparent metal of the top contact,
power is dissipated into both surface plasmon polariton excitations at an similar order of
126
Figure 6.12.: Calculated normalized power dissipation spectrum for monochrome top-
emitting reference OLED. Panel a shows the p-polarized part, in b the
s-polarized contribution is shown. Along with the calculated spectrum,
the light lines of the air and active emitter material are shown as solid
lines. Resonances corresponding to waveguides are highlighted by dashed
lines, whereas in the p-polarized spectrum the surface plasmon polariton
resonances are highlighted by dotted curves. Due to the thick silver contact
the aSPP (high in-plane wavenumbers) is seen as well as the oSPP (close
to the light line of the organic emitter).
magnitude.
For the s-polarized spectrum, shown in Fig. 6.12 b, resonances are only observed within
the region of outcoupled and trapped radiation, as SPP excitations can only occur for
p-polarized light. These correspond to the first and second order waveguide modes, even
though the dispersion relation of the second order waveguide mode is discontinuous at
the light line of the outcoupling medium due to the fact that the resonance follows the
dispersion relation of an index guided waveguide mode for larger emission angles.[92] This
effect is less pronounced for the p-polarized radiation. Thus, the outcoupled resonance of
the emission spectrum corresponds to the second order wave guide mode.
From this quantification of the loss channels of the planar reference device, the discussion
of the emission spectrum of device A is enabled. Therefore, along the emission spectrum
of device A the power dissipation spectrum of the planar microcavity is shown in Fig. 6.13
for p- (panel a) and s-polarization (panel b). The light lines are indicated by solid
lines and the dispersion relations of the resonances of the planar device are shown as
black dashed lines. By introducing a reciprocal lattice vector G, the approximately
linear features in the emission spectrum are explained from Bragg scattered copies of the
radiative or trapped modes. The first order Bragg scattered contributions are highlighted
by dark gray dashed lines, whereas the second Bragg scattering order is pronounced by
light gray dashed lines. For a best match of the planar modes to the features in the
emission spectrum of device A, for p-polarization the reciprocal lattice vector quantifies
to G = 6.54µm−1. This lattice vector corresponds to a lattice constant of Λ = 0.96µm,
which is in good agreement to the lattice constant of 1.0µm of the photomask. Using this
vector (indicated by double ended arrows), contributions from the first Bragg scattering
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Figure 6.13.: Spectral radiant intensity of Device A (colored contours) divided into p-
polarized (panel a) and s-polarized (panel b) contributions. The normalized
power dissipation spectrum of the planar reference device is shown along in
greyscale. Additional emission for device A is explained by Bragg scattered
copies of waveguided modes and for the p-polarization to a very small
amount to the aSPP. Similar to the corrugated bottom-emitting devices
the emission from device A can be mainly understood as a superposition of
scattered and original intensities. Published in [93].
order of the radiative resonance pWG2 and the trapped waveguide mode pWG1 can be
seen. Here, from the first scattering order of the pWG2 resonance the scattering efficiency
of the grating structure can be determined to a maximum value of about 25% at photon
energies around 1.95 eV. Albeit it is seen that the scattering efficiency strongly depends
on the in-plane wavenumber, i.e. the emission angle of the scattered mode, as for lower
photon energies the intensity of the scattered mode is less pronounced as the original
pWG2 mode.
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Additionally, within the spectrum of device A intensities from the second scattering
order of all waveguide modes and the oSPP mode are noted. However, it is seen that at
in-plane wavenumbers u = 3.65µm−1 and photon energies of 1.78 eV, the oSPP primarily
serves as an additional source of loss, as the intensity of the pWG2 mode is reduced.
For s-polarized radiation, the features measured in the experiment are represented by
Bragg scattered copies of the planar modes using a lattice constant of G = 6.41µm−1.
This leads to a lattice constant of 0.94µm, which is in good agreement with the value of
the shadow mask and the value obtained from the p-polarized experimental data. The
very small deviation of the obtained lattice constants to the values predicted from the
photomask are likely to occur from uncertainties considering the refractive indices or
layer thicknesses which are necessary to calculate the power dissipation spectrum of the
planar device.
Within the spectrum contributions of the first and second Bragg scattering order can
be recognized. Similar to the p-polarized spectrum, the two most prominent features are
the first order scattered trapped waveguide resonances sWG1 and sWG2 (for in-plane
values exceeding those of the air light line). This is explained by the initial strong
intensity of these modes within the power dissipation spectrum due to their non-radiative
nature. From the Bragg scattering of the radiative sWG2 mode at photon energy of
1.95 eV, the Bragg scattering efficiency of the structure for s-polarized radiation can be
estimated to about 15% for the first scattering order. Thus, the modification of the
optical microcavity by the periodic corrugation is less efficient for s-polarized radiation
compared to p-polarization.
However, for device B the description of the emission spectrum gets more complex.
It was already stated that it is not possible to find a suitable reciprocal lattice vector
in order to explain the emission spectrum by superposition of intensities. Instead, the
emission spectrum can be described from the intensity of interfering Lorentz-like radiative
resonances of the cavity of the form of Eq. (3.106). Such resonances are the original
radiative resonances of the planar device as well as any Bragg scattered contribution
within the outcoupling cone. The interference occurs due to the increased quality
factor of the optical microcavity which permits several round trips within the resonator
even for outcoupled radiation. This interaction is modified by the grating structure
which alters the reflectivity of the device depending on the in-plane wavenumbers of the
electromagnetic wave. For a fixed photon energy of 1.755 eV and s-polarized radiation
this is depicted in Fig. 6.14. The total spectrum is defined by three resonances. Firstly,
the radiative cavity mode sWG2 has to be taken into account. The second resonance
emerges from the first Bragg scattering order of the trapped waveguide resonance sWG1.
The last resonance arises due the Bragg scattering of the radiative waveguide mode sWG2
(negative first order). Further modes are not taken into account as their influence on the
emission spectra is negligible. Calculating the complete intensity from these resonances as
described in Sec. 3.4, one is able to fit the in-plane wavenumber u′, the damping coefficient
u′′, the amplitude of each mode and the phase factor from the emission measured in the
experiment.
In this particular case, this leads to the three in-plane positions u′1 = 2.53µm−1,
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Figure 6.14.: Spectral radiant intensity of Device B for fixed photon energy of 1.755 eV.
The emission is fitted by the intensity from three interfering radiative
resonances, cf. Eq. (3.106). Additionally, the intensity calculated from each
single resonance is given. It is visible that the resulting emission is only




2 = 3.92µm−1, and u
′
3 = 6.64µm−1. Here, the first resonance corresponds to the first
Bragg scattering order of the sWG1 mode, the second resonance is the radiative sWG2
mode, and the third resonance depicts the position of the negative first Bragg scattering
order of sWG1 at u′2 −G = −u
′
3 which equally exists at u
′
3. From these positions one is
able to deduce a reciprocal lattice constant from u′2 + u
′
3 = G = 10.56µm−1. This leads
to a lattice constant of 0.594µm, which agrees very well to the predicted lattice constant
of the shadow mask. Furthermore, for these resonances the damping coefficients, phase
factors and amplitudes are u′′1 = 1.22µm−1, φ1 = 1.49pi, A1 = 5.7, u
′′
2 = 0.96µm−1,
φ2 = 0.95pi, A2 = 14.7, and u
′′
3 = 1.57µm−1, φ3 = 1.15pi, A3 = 5.9. It is seen from the
squared ratio between the scattered amplitude A3 and the initial amplitude A2 that the
first order scattering efficiency is about 15%, which is well in the range of the scattering
efficiencies previously obtained for the structure of device A.
To emphasize on the quality of this fit, one is able to calculate the quality factor
Q of the radiative mode sWG2 from the imaginary part u′′2 using Eq. (3.105) and
Q = 4pi doptλ (1−R1R2) [92, 197], applicable for radiative modes of a planar resonator cavity. In
the particular case, this leads to Q = 21.2 for the radiative cavity resonance, which is in
very good agreement with the quality factor for the radiative resonance of the planar
device. As for the scattered modes, the imaginary part of the in-plane wavenumber is
increased. Thus, the quality factor of these modes is reduced to Q1 = 8.7 and Q3 = 8.8
respectively, which indicates a higher loss of radiation for these modes due to the
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scattering. Moreover, in Fig. 6.14 the intensity calculated from each resonance is shown.
It is seen that the resulting intensity would not be able to explain the reduced intensity
at u = 2.05µm−1. This can only be explained by a coherent coupling of the involved
modes, which is also indicated by the phase factors of the occurring modes. These imply
a destructive interference for the first and second mode as the phase difference exceeds
pi/2, but a constructive superposition of the second and third mode.
This model is applicable on the complete spectrum of device B, which is depicted
in Fig. 6.15. Here, the s-polarized measured spectral radiant intensity of device B is
Figure 6.15.: S-polarized spectral radiant intensity of Device B for the complete spectral
range (colored contour graph). Alongside the power dissipation of the planar
device is shown (greyscale). It is seen that the spectrum can not be explained
by superposition of Bragg scattered intensities. Instead the emission can
be modeled from the intensity of up to five interfering resonances. The
positions u′ of these resonances match the predicted positions of the Bragg
scattered modes quite well. Taken from [93].
shown along with the power dissipation spectrum of the planar device. For each photon
energy of the compete spectral range a fit similar to Fig. 6.14 is applied. For higher
photon energies, a combination of up to five resonances is necessary in order to take
into account all significant Bragg scattering effects. The positions of the resonances u′i
are highlighted by icons for the respective number of resonance. The resonances which
lead to the reduced emission around u = 5µm−1 and E = 1.95 eV are connected to the
Bragg scattered copy of the sWG1 mode using the reciprocal lattice constant derived for
a photon energy of 1.755 eV. However, it is also found that the cavity modes dispersion
relation is altered due to the introduction of the periodic perturbation of the cavity.
Between 1.7 eV and and 1.8 eV, this dispersion shows an anti-crossing behavior between
the radiative sWG2 and the Bragg scattered sWG1 mode. The negative first Bragg
scattered contribution of this mode together with the first Bragg scattering order of the
131
non-radiative part of the sWG2 resonance leads to the strongly enhanced emission at
photon energies of 2 eV.
The reason for these pronounced effects lie within the nature of the corrugation.
Where the vertical and horizontal aspect ratios for device quantify to rvert, A = 0.134
and rlat, A = 0.06 for device A, they are rvert, B = 0.224 and rlat, B = 0.17. Hence, for
the top-emitting device B these value exceed the highest aspect ratios obtained for the
bottom-emitting OLEDs. Moreover, the quality factors for the top-emitting devices are
significantly enhanced for the top-emitting devices.
Thus, even though the aspect ratios for the top-emitting OLEDs are well below the
limit given by Rigneault et al.[193], a strong perturbation of the optical microcavity is
noticed. This occurs due to the fact that the limit stated by Rigneault was given for a
very weak cavity which did not contain any metal layers. In fact, it is only defined from
an index-waveguide slab of material with refractive index of two. Therefore, the increased
quality factor is likely to reduce this weak perturbation limit, such that the classical wave
vector model is not longer adaptable to predict the effects of Bragg-scattering. Thus,
the particular limit of the vertical aspect ratio, which will divide between the weak and
strong interaction, is strongly depending on the planar microcavity, i.e. the quality factor.
However, even though the resonance model enables an analysis of the emission spectrum
from strongly perturbed optical microcavities, it lacks the ability to predict beneficial
device designs or any further insight into the critical aspect ratios. This is due to the fact
that no a-priori assumptions about the parameters of the resonances can be made solely
from the device layout. Hence, in the next section a numerical approach is discussed which
facilitates the simulation of the emission from periodically perturbed optical microcavities
solely from the geometry and dielectric functions.
6.4. Simulation of the spectral radiant intensity for periodically
corrugated OLEDs
The previous Secs. 6.2 and 6.3 showed a quantitative analysis of the positions of Bragg
scattering effects in bottom- and top-emitting OLEDs. However, it was also found
that the simple approach using the wave vector model fails to predict the scattering
angles for optical microcavities incorporating a strong microcavity effect, i.e. high-quality
top-emitting OLED microcavities. Here, the scattering angles are analyzed by describing
the light emission with interfering resonances of the optical microcavity perturbed by
the periodic structure. Even though this approach leads to a quantitative description
of the scattering phenomena, both methods lack a prediction for the Bragg scattering
intensities.
Therefore, within this section I will outline an a-priori approach to calculate the light
emission from sheets of excited electric dipoles which couple coherently to a surrounding
periodic corrugated optical microcavity. The basics of this method will follow the results
given by Rigneault et al.[193] However, along the explanations further steps and additions
are given, which are necessary to adapt the formalism to simulate the light emission from
OLEDs and increase calculation efficiency. Furthermore, I will point out some erroneous
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expressions within the original work and give the correct results. The section is finished










Figure 6.16.: Abstract device geometry and flow chart to visualize the subproblems in
order to calculate dipole emission from optical microcavities. 1.) Obtain
an expression for the particular solution for the active region. This is
addressed in Sec. 6.4.2 and leads to the formulation of the source matrix
A (Eq. (6.55) ). 2.) Calculate the propagation of the electromagnetic field
of the particular solution through the upper and lower scattering layer.
These can contain stratified periodically corrugated media. This problem is
tackled within Sec. 6.4.3. It leads to the scattering-matrices Sup and Sdown.
3.) Quantify the electromagnetic far-fields above and below the scattering
media and calculate the light emission detected in an experiment. This is
discussed in Sec. 6.4.3. The solution lies in the formulation of the system
matrix Ξ, Eq. (6.173). It enables the calculation of the far-field solely from
the particular solutions. The discussion of the (spectral) radiant intensity I
(Eqs. (6.180) to (6.181) ), resp. Iel (Eq. (6.209) ), is done in Secs. 6.4.4.3 to
6.4.4.5.
In the beginning, the assumed model geometry is outlined, which is visualized in
Fig. 6.16. The term ’optical microcavity’ describes all coherently treatable parts of the
OLED. These include the upper and lower scattering layers and the source regions. In
this work, a detailed description is given for problems of a single source region. Hence, in
Fig. 6.16 only one source region is sketched. In first approximation, for more complex
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structures the solution can be obtained by superposition of several single-source solutions.
Whether a medium can be taken into account coherently or not is restricted by the
small coherence length of the light from organic emitter materials. As mentioned earlier
in the context of efficient Bragg scattering constants, this was quantified by previous
works to be in the range below 10µm.[194–196] Thus, layers with an optical thickness
exceeding half of this length have to be excluded from the coherent calculations or are
likely to provide inconsistent results. Taking into account the experimental fabrication
methods of OLEDs, cf. Sec. 4.1, it is assumed that the coherent regions consist of a
sequences of stratified media in z-direction. These layers can be periodically perturbed.
The periodic structure itself is modeled from a x- and y-dependent height profiles.
From the beginning of each profile it is assumed, that this profile pervades all stratified
layers up until a compensation layer. Such a compensation layer can be for example,
the air layer above the top most layer of a top-emitting OLED. However, more complex
structures using several profiles, i.e. to form periodically arranged spheres are also possible.
The only limitation is that nested profiles are not allowed, and furthermore all profiles
are extended into the same Brillouin zone.
The superstrate and substrate layers surround the coherent layers above and below
the optical microcavity. The influence of these layers is taken into account incoherently
and perturbation of these layers is not allowed. Thus, it is assumed that above the
last coherent layer, an interface z = const. exists beyond which the emission is treated
incoherently. This interface can be a theoretical construct. Finally, the measurement
of the electromagnetic radiation is carried out in the semi-infinite outcoupling layers.
The superstrate/substrate are assumed to be on top of the superstrate, resp. below the
substrate layer.
Consistent with the simulation approach for a stratified unperturbed optical microcavity,
one has to solve three main problems.
1. Firstly, it is necessary to specify the basis into which the electromagnetic fields will
be expanded. According to this definition, the particular solution of the Maxwell’s
equations, which contains the source inhomogeneity within the active region, needs
to be expanded into this expansion.
2. Secondly, one has to calculate the propagation of the particular solutions through
the source free scattering regions of the scattering layers. These regions may contain
periodically perturbed media.
3. From this second point the electromagnetic field within the superstrate/substrate is
obtained. Thus, thirdly it is necessary to calculate the occurring far-field solutions
within the incoherent superstrate and substrate. From the far-field solutions one is
able to obtain the (spectral) radiant intensity, which is measured in experiment. It
may be the case that the substrate or superstrate layer is not extending towards
infinity. In this case, the actual measurement in the experiment takes place within
an outcoupling layer, i.e. air. Hence, it is necessary to address the treatment of
incoherent thick films adjacent to the coherent microcavity and it’s effect on the
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outcoupled power. This is typically the case for bottom-emitting OLEDs emitting
through a transparent substrate.
The first part of the first problem will be addressed in Sec. 6.4.2.1. Therein, the results
of Sec. 6.1 and 3 will be used to outline the basic description of any occurring quantity for
periodic problems. Following this approach one is able to reduce the complete problems




= Ξ AP (6.16)
and
Itop, bottom = f(R, T ) , (6.17)
and the calculation of their components. Equation (6.16) is the simplified description for
problems one and two. The particular solutions Epart. and Hpart. of the inhomogeneous
Maxwell’s equations are obtained by applying the source-matrix A to the amplitude
vector P of the pseudo-periodic source expansion. The detailed formalism, and the
accurate definition of the aforementioned quantities will be given in Sec. 6.4.2. Further
on (Sec. 6.4.4.2) it will be shown that due to algebraic transformations, it is possible
to eliminate the homogeneous solution from the calculation of the electromagnetic field
within the superstrate and substrate by deriving the system-matrix Ξ. This is a similar
approach as to calculate the effective solution within the optical microcavity outlined in
Sec. 3.3. It is shown that the system-matrix can be calculated from the scattering-matrices
Sup and Sdown, Eqs. (6.118) and (6.145) to (6.148), of the upper and lower scattering
layers (cf. Fig. 6.16). A numerically stable iterative approach to do so is outlined in
Sec. 6.4.3.4. Applying this system-matrix to the obtained particular solutions yields the
amplitudes R and T of the electromagnetic field within the incoherent superstrate and
substrate layers, cf. Sec. 6.4.4.1.
The third problem tackles the calculation of the (spectral) radiant intensity I (Iel),
Eq. (6.17), from the electromagnetic fields within the superstrate and substrate. It is
addressed in Sec. 6.4.4.3. If semi-infinite layers are present adjacent to the superstrate or
substrate, it is necessary to determine the emission within these layers to compare them
to the measurement. Calculating these quantities by taking into account the influence
of incoherent reflections within the superstrate or substrate is taken into account in
Sec. 6.4.4.4.
6.4.2. Preliminaries and source representation
In this section, the discussion of the afore-mentioned problems is initiated by outlining
a suitable expansion of the electromagnetic field and all related quantities. It is shown
that this expansion is standing to reason by the periodic nature of the perturbation of
the scattering layers. As the result the total electrical field is given in a Fourier series
approach. It is shown that this reduces the complexity of the necessary calculations,
which is beneficial. Subsequently, an explicit ansatz for the particular solution for the
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inhomogeneous Maxwell’s equations will be given. Here, the influence of the periodic
perturbation of the scattering layers and thus of the emission layer is taken into account
by introducing the pseudo-periodic polarization as sources.
6.4.2.1. Plane wave expansion and z-depended field coefficient representation
Following Eq. (3.44) and the derivations from Sec. 3, the total electrical field E(r) within
the optical microcavity can be obtained from the Fourier transformation of a spectrum of
upwards and downwards propagating plane waves. These plane waves are parametrized
in terms of the in-plane wave vector κ. For a general problem, all reciprocal in-plane
wavenumbers −∞ to∞ for both in-plane directions u and v have to be taken into account.
Assuming a simple cubic symmetry, i.e. a Cartesian basis of uˆ and vˆ, for the electrical




 (r) = ∞,∞∫∫
−∞,−∞
dudv exp (ıκρ) E(u, v, z) , (6.18)
where the normalization was assumed to appear entirely in the reverse transformation.
Using this expression, the integrals du and dv over the in-plane wavenumbers represent





tan (φ) = u
v
, (6.20)
where the index i indicates the medium where the polar angle θ is measured and the
z-dependent components of amplitudes E(u, v, z) = (Ex, Ey, Ez) (u, v, z) are referred
to. A similar definition is carried out for the magnetic field H(r), which is calculated




 (r) = ∞,∞∫∫
−∞,−∞
dudv exp (ıκρ) H(u, v, z) , (6.21)
where H(u, v, z) is given by (Hx, Hy, Hz) (u, v, z). Taking into account Eq. (3.26), one
is able to carry out an expansion of the reciprocal electromagnetic field amplitude for all
in-plane wavenumbers into a sum of an upwards and downwards propagating plane wave
within each medium
E(u, v, z) = U i(u, v) exp (ı wi (z − zi)) +Di(κ) exp (−ı wi (z − zi)) . (6.22)
In this way the amplitudes U i(u, v) and Di(u, v) only depend on the definition of the
medium and its origin indicated by the index i, but not explicitly on z. In the same
principle, the magnetic z-depended field amplitudes H(u, v, z) are expanded to
H(u, v, z) = UH, i(u, v) exp (ı wi (z − zi)) +DH, i(u, v) exp (−ı wi (z − zi)) . (6.23)
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For a problem of stratified, homogeneous media this would be entirely sufficient, as the
z-dependent changes of the medium can be taken into account by the Maxwell’s boundary
conditions. If one is not interested in the total electromagnetic field, it is possible to reduce
the complexity by calculating the contribution of each Fourier coefficient individually.
This was carried out in Sec. 3.3, where the power dissipation was calculated for all
in-plane wavenumbers from zero to infinity to obtain the total field, and thus the total
power.
However, for the problem of periodically perturbed scattering layers, the expansion
is changed making use of the periodicity of the dielectric functions. Furthermore, it is
assumed that the directions uˆ and vˆ describe the directions of the reciprocal unit cell and
that they are orthonormal. For a periodic problem the expansion of the electromagnetic















exp (ıκm,n ρ) , (6.24)
by summing over all multiples of the reciprocal lattice vectors
um = u−mGx (6.25)
vn = v − nGy . (6.26)
For the exact solution the series limits would be M = ∞ and N = ∞. However, to
tackle the problem numerically the truncation of such series at some truncation order, i.e.
M and N , is necessary. Using this Fourier series approach, all quantities related to the
wavenumbers and amplitudes are suffixed by indices assigning them to their respective



























|κm,n|2 − k20 εi :
∣∣k20εi∣∣ < |κm,n|2 . (6.29)
This definition ensures, that the imaginary part of wi,m, n is always larger or equal to
zero for dielectric functions respecting the Kramer’s-Kronig relations. In fact, for the
truncated Fourier series, for one pair of u0, v0 one obtains (2M + 1) · (2N + 1) = luv
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out-of-plane wavenumbers for each medium of the coherent optical microcavity. Using












exp (ıκm,n ρ)Em,n(u, v, z) , (6.30)
with the z-depended electrical field amplitudes can be expand into plane wave amplitudes
by
Em,n(u, v, z) = Uu, vi,m, neı wi,m, n(z−zi) +D
u, v
i,m, ne−ı wi,m, n(z−zi) . (6.31)












exp (ıκm,n ρ)Hm,n(u, v, z) , (6.32)
where the magnetic Fourier amplitudes can be expressed as
Hm,n(u, v, z) = Uu, vH, i,m, ne
ı wi,m, n(z−zi) +Du, vH, i,m, ne
−ı wi,m, n(z−zi) (6.33)
Further on, both types of expansions will be used. In order to solve the Maxwell’s
equations numerically, the Fourier coefficients are used. However, for the derivation of a
numerically stable description of the light propagation and interaction with the sources,
the plane wave coefficients are utilized.
6.4.2.2. Pseudo-periodic polarization source
Since the preliminaries of field expansions are now given, the calculation of electromagnetic
field of a polarization sources is carried out. Even though in the final treatment a single
polarization is taken into account it is plain to carry out the derivations for a more general
source distribution. Similar to the electromagnetic field the symmetry and periodicity is
utilized. The total polarization Ptot(r) is assumed to be a sum of individual polarizations





dudv exp (ıκρ) P i(u, v, z) . (6.34)
In Sec. 3.3, the particular solution of the inhomogeneous Maxwell’s equations incorporating
such a polarization source was obtained. The derivation involved the assumption that
the emission layer is a arbitrary thin layer of constant dielectric function. For the
periodically perturbed geometry this assumption is not fulfilled for the expansion according
to Eq. (6.34). However, from the fabrication process it is assumed that the OLED
consists of stratified layers of material buildt on top of a corrugated structure. This
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Figure 6.17.: Definition of the pseudo-periodic polarization from a sheet of infinitesimal
thickness of radiating dipoles. Here the reduced Brillouin zone in one
coordinate direction is shown. The pseudo-periodicity is constructed from
the discrete Fourier transformation of the polarization within the unit
cell. It contributes only at the defined source layer position z0. Due to
the numerical finite discretization (truncated Fourier series), this source
distribution is only an approximation to the real polarization.
implies that the periodic perturbation of the layers can be modeled by profile functions
p(x, y) = p(x +m · Λx, y + n · Λy), reducing the problem to a unit cell. These profile
functions lead to a height perturbation of the dielectric layers above the profile up to a
closing layer for each profile generating a planar surface. Nesting of profile functions is
prohibited, but it is possible that a profile function begins within the lower scattering
layer and is closed at the end of the upper scattering layer, which leads to a perturbed
source layer.
To ensure the condition for a constant dielectric medium of the source layer to hold,
the polarization is expanded into a pseudo-periodic polarization distribution. This is
done by taking into account the periodicity of the surrounding scattering layers, i.e. the
profile function. Similar to the periodic plane waves of the electromagnetic field, the












exp (ıκm,n ρ)P i,m, n(u, v, z) . (6.35)
Figure 6.17 visualizes the meaning of the Fourier coefficients of the pseudo-periodic
source distribution. In this figure, the source position is defined to be at z0. For this
polarization, the real space source distribution is defined within the unit cell. The source
contributes only at positions (x, y), where the active medium is located at z0. The
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coefficients P i,m, n(u, v, z) of the pseudo-periodic source distribution are calculated from
the discrete Fourier transformed of this real space distribution of sources. It is obvious
that the coefficients get independent of u and v as they are solely determined from the
geometry. Most importantly, for the pseudo-periodic source distribution the assumption
for the constant dielectric function of the medium holds, because at positions where it is
not valid the polarization vanishes.
To calculate the influence for the complete source layer, one needs to take into account
all source distributions i from the positions z ∈ [z0, i, z0, i +max (p(x, y))]. However,
the discretization is only a numerical approximation and it’s quality will increase with
increasing truncation orders M and N . To increase the quality of the simulation result
even more, several source distributions are to be taken into account, such that the
Brillouin zone is filled out. For a planar source this approach is exact, because in this
case the complete unit cell contributes to the pseudo-periodic polarization coefficients.
6.4.2.3. Solution to the inhomogeneous Maxwell’s equations for a pseudo-periodic
source
Having established a source distribution, which sufficiently takes into account the condi-
tions of Sec. 6.4.2.2, the calculation of the particular solution of Maxwell’s equations is
addressed. Therefore, the approach for the particular solution for the source problem
for the planar device is facilitated. The particular solution for the periodic problem is
assumed to have the same structure as the solution for the planar problem of Eqs. (3.56)
and (3.57). In contrast to this solution, here the distinction between the different polar-
izations is initially omitted. Instead, the prefactors and the dyadics are condensed to
a coefficients of upwards Upart and downwards Dpart traveling waves of the particular
solution. To respect the periodicity of the problem, the modified ansatz for the electric
















Uu, vpart.,m, n eı wactive,m, n (z−z0, i)Θ(z − z0, i)
+Du, vpart.,m, n e−ı wactive,m, n (z−z0, i)Θ(z0, i − z)
+ 1
ε0 εactive
zˆ ⊗ zˆ P κ0i,m, n δ(z − z0, i)
]
. (6.36)
The plane wave coefficients Uu, vpart.,m, n and D
u, v
part.,m, n are to be calculated from the
inhomogeneous Maxwell’s equation for a given pseudo-periodic source distribution P i,m, n.






+ ı ω ε0 εactiveEpart. + ı ωP = 0 . (6.37)
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By substituting the ansatz Eq. (6.36) into Eq. (6.37), higher orders of the Heaviside
step function Θ(z − z0) and the Dirac delta function δ(z − z0) are generated due to
the derivatives. It is worth to note that the derivatives itself are taken with respect
to z, where the distributions must be evaluated with regard to z0 as it describes the
allocation of the source distributions. Additionally, it is possible to evaluate the occurring
δ′(z − z0) = ∂ δ(z−z0)∂z terms to
∫
dz0 f(z) δ′ (z − z0) = −
∫
dz0 f ′(z) δ (z − z0),[70], which
can easily verified by partial integration. In the end, one is able to derive three equations
for the vector components of the electrical field. These separate into six equations due
to the distinction regarding the different orders of the distributions. The method of
comparing the different contributions from the different orders of a distribution by reading
them as different basis vectors is already explained in Sec. 3.3. Three of these equations
incorporate the Heaviside distribution as a basis function. Evaluating this distribution
with the integration over z0, they yield
0 = ı
(
Ux, part.,m, n u
2
m + Uy, part.,m, n um vn + Uz,part.,m, n umwactive,m, n




Ux,part.,m, n um vn + Uy, part.,m, n v2n + Uz, part.,m, n vnwactive,m, n




Ux,part.,m, n umwactive,m, n + Uy, part.,m, n vnwactive,m, n + Uz, part.,m, nw2active,m, n
−Dx, part.,m, n umwactive,m, n −Dy, part.,m, n vnwactive,m, n +Dz, part.,m, nw2active,m, n
) .
(6.40)
The three remaining equations are formed from contributions of the the Dirac distribution.
Evaluating them by calculating the integral over z0 they read as
0 = −Ux,part.,m, nwactive,m, n + Uz, part.,m, n um






0 = −Uy,part.,m, nwactive,m, n + Uz, part.,m, n vn






0 = Ux, part.,m, n um εactive ε0 + Uy, part.,m, n vn εactive ε0
−Dx, part.,m, n umεactive ε0 −Dy, part.,m, n vn εactive ε0




Having a closer look at the Eqs. (6.38) to (6.40), it becomes clear that the first and the
second equation are not linear independent. Thus, a direct solution for e.g. the in-plane
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components of the amplitudes Uκ0part.,m, n andDκ0part.,m, n is not possible, in contrast to the
remarks stated by Rigneault.[193] To overcome this issue, a matrix relation is formulated










by solving for the components of P i,m, n and the z-components of Uu, vpart.,m, n and




over all m, n resp. m′, n′ with m′ ∈ [−M, · · · , 0, · · · , M ] and n′ ∈ [−N, · · · , 0, · · · , N ].












Y α = Diag (ym,n) =






... . . .
0 . . . yM,N

. (6.46)
This notation together with the definition of the following diagonal matrices
ai, α = Diag
(




bi, α = Diag
(










dα = Diag (um) (6.50)














 −aactive, α −cactive, α −aactive, α −cactive, α−cactive, α −bactive, α −cactive, α −bactive, α
dα factive, α eα factive, α −dα factive, α −eα factive, α
 . (6.53)
Evaluating the pseudo-inverse of this matrix, one is able to obtain a matrix-vector relation
between the pseudo-periodic source coefficients and the in-plane plane wave coefficients














bactive, α −cactive, α −dα
−cactive, α aactive, α −eα
bactive, α −cactive, α dα
−cactive, α aactive, α eα
 . (6.55)
This remarks the final result of this section and to the first problem mentioned in Sec. 6.4.1.
It is worth to remark that the formulation of Eq. (6.54) is a very compact formulation
for a matrix relation which is actually quite large. Each vector (Upart., x)α contains luv
number of elements. Therefore, the matrix A is of the dimensions 4 · luv × 3 · luv.
From this dimensional analysis, it is clear that the solution of Eq. (6.55) for the source
matrix A is not obtained explicitly. In fact, the usage of the pseudo-inverse on the
matrix A−1 leads just to one solution of the subspace of all possible solutions. This
particular solution was obtained by optimizing the matrix norm of the pseudo-identity
matrix A4·luv×3·luvA−13·luv×4·luv , which has dimensions 4 · luv × 4 · luv, to be as close as
possible to
∥∥∥14·luv×4·luv∥∥∥ = 4 · luv.
The notation of vectors of the form used in Eq. (6.54) will occur within this thesis, if
the content of the vector is focused. However, it is even more comprising to introduce an
even shorter abbreviation. For this abbreviation the vectors of the different scattering
orders of the in-plane components of the corresponding quantity are merged into a single











This enables the reader to focus on the contents of the matrices involved. In this
abbreviation, the multi indices are also reduced, thus the reader should remind the
correct multi-index for the vector matrix multiplication.
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6.4.3. Field propagation and scattering matrix
An expression for the plane wave coefficients of the particular solution of the inho-
mogeneous Maxwell’s equations within the source region for a pseudo-periodic source
distribution was obtained in the previous section. Here, the propagation of electromag-
netic radiation through the scattering media is discussed. The scattering media can
thereby contain periodical perturbations. This periodic perturbation is limited to the
the x- and/or y-direction and must possess a simple cubic symmetry. In the beginning, a
method to solve the homogeneous Maxwell’s equations, Eqs. (6.1) to (6.2), numerically us-
ing the Fourier series approach is outlined. To mediate between the in-plane z-dependent
field coefficients of the electric and magnetic field transformation matrices B and B−1 are
introduced. The transformation matrices are applied to the solution of the homogeneous
Maxwell’s equations. This will lead to the formulation of transfer-matrices (Sec. 6.4.3.3).
In this sense, they enable the calculation of the propagation of the particular solution
given by Eq. (6.54). In the last Sec. 6.4.3.4, the iterative definition of scattering-matrices
from the transfer-matrices is given, which represents a numerically stable formulation of
the propagation problem.
6.4.3.1. Reducing the Maxwell’s equation
In Sec. 6.4.2.2 it was shown how to calculate the in-plane components of the plane
wave amplitudes of the particular solution using the source matrix A. According to
this reduction to in-plane components of the electric and magnetic field, is is feasible to
deflate the homogeneous Maxwell’s equations for the scattering layers as well. In their























































A reduction of this system of differential equations is achieved by substituting the z-
components into the equations for the in-plane components for the electromagnetic field.
Solving for the partial derivatives which refer to z leads to a system of coupled second
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order partial differential equations
∂Ex
∂z






















































Solving this system numerically needs the discretization of the OLED regarding the
z-direction. To simplify this discussion, it will be restricted to a single active layer. This
layer contains only one pseudo-periodic source distribution at position z0. All results
obtained in this way can be easily extended, just by repeating the discretization and
calculation for another reference position z0 of the pseudo-periodic source distribution or
active layers. The complete result will be the superposition of all these results.
At the source position z0 the complete coherent cavity is split into a upper scattering
layer and lower scattering layer. These extend from the active layer position z0 up to the
lower boundary of the superstrate layer zsup, respectively from the upper boundary of the
substrate zsub towards the active layer at z0. Each scattering layer is then divided into a
Figure 6.18.: Separation of coherent OLED layers into an upper and lower scattering sec-
tion. Each scattering section is discretized into numerical slabs. The width
∆z of each slab needs to be sufficient small to ensure convergence.Within
each numerical slab the occurring dielectric functions are discretized ac-
cording to the perturbation profile within the Brillouin zone. The discrete
Fourier transformations of these distributions of dielectric functions lead to
the dielectric function coefficients ε˜m,n and ε˜−1m,n.
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number (e.g. L) of numerical slabs. The thickness of each slab ∆z can be different for
each numerical slab in the upper and lower scattering layer.This numerical splitting of the
optical microcavity is sketched in Fig. 6.18 for both scattering layers. The electrical and
magnetic field components within Eqs. (6.63) to (6.66) are substituted by the coefficients
from a periodic Fourier series expansion of the electromagnetic field. Similar to the

















ε˜−1i, j(z) . (6.68)
The dielectric functions are, similar to the coefficients of the pseudo-periodic source
distribution, independent of the actual polar and azimuthal angle of the electromagnetic







The dielectric function coefficients ε˜i, j(z) and the coefficients for the inverse of the




















ε−1i, j(z) . (6.71)
They depend on the position z as they are calculated for each numerical slab. For the
sake of simplicity, the explicit z-dependence of the dielectric functions coefficients and
the electric and magnetic field coefficients is omitted within the next calculations. The
necessary calculations to obtain the final results are lined out in detail for the derivative
of the x-component of the electric field only. However, the same principle can be applied






eıκm,n ρ = ı ω µ0
∑
m,n
Hy,m, n eıκm,n ρ


















neglecting the integrals on both sides over du0 and dv0, as for each integrand the
subsequent equation must be fulfilled. The product of the sums within the parenthesis of

























eıκm′, n′ ρHy,m′, n′ − ∂
∂y









i, j ρ ε˜−1i, j ı
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i, j ρ eıκm′, n′ ρ ε˜−1i, j ı
[




The exponentials represent basis functions of the field expansion. Thus, these must be
equal on both sides of the equations, which leads to the substitutions
eıκ
∗
i, j ρ eıκm′, n′ ρ != eıκm,n ρ ⇒ m != i+m′ & n != j + n′ . (6.74)
These conditions are solved for i and j, and as for the exact solution with M =M ′ =∞
and N = N ′ =∞ the boundaries for the summation for i and j are the same as for m







i, j ρ eıκm′, n′ ρ ε˜−1i, j ı
[







eıκm,n ρ ε˜−1m−m′, n−n′ ı
[
um′ Hy,m′, n′ − vn′ Hx,m′, n′
]
. (6.75)










eıκm,n ρ ε˜−1m−m′, n−n′ ı
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um′ Hy,m′, n′ − vn′ Hx,m′, n′
] .
(6.76)
Comparing each term of the sum separately leads by division of the exponential term to
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the final system of equations
∂Ex,m, n
∂z




























um (umEy,m, n − vnEx,m, n)− ı ε0 ω
∑
m′ , n′





vn (umEy,m, n − vnEx,m, n) + ı ε0 ω
∑
m′ , n′
ε˜m−m′ , n−n′ Ex,m′ , n′ . (6.80)
This represents a system of coupled partial differential equations for the derivative of the
in-plane Fourier series field coefficients. The system corresponds to the findings given by
other authors[193, 198–200], including Rigneault, apart from a clerical error with respect
to the equation for the z-derivative of the y-component of the electric field ∂Ey,m, n∂z .
The calculation of the plane wave coefficients of the particular solutions is given as a













for the formulation of the system of differential equations, which enables the calculation




Q00 Q01 Q02 Q03
Q10 Q11 Q12 Q13
Q20 Q21 Q22 Q23
Q30 Q31 Q32 Q33
 , (6.82)
where each block has the dimensions luv × luv. From Eqs. (6.77) to (6.80) one notes that
the Fourier series coefficients of the electric field solely depend on the magnetic and vice
versa. Thus, the upper left and lower right 2× 2 blocks of Q are zero
Q00 = Q01 = Q10 = Q11 = Q22 = Q23 = Q32 = Q33 = 0 . (6.83)
The remaining sub matrices are given as non-diagonal matrices, where the multi index α
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{− ıµ0 ωum vn if: α = β








um um − ı ε0 ω ε˜m−m′ , n−n′ if: α = β







{− ıµ0 ωvn vn + ı ε0 ω ε˜m−m′ , n−n′ if: α = β










vn um if: α = β
0 if: α 6= β , (6.91)
and the explicit z-dependency for the matrix Q, its submatrices, and the Fourier series
coefficients of the dielectric functions and inverse of the dielectric functions was dropped
for the sake of simplicity. Having established the system of Eqs. (6.77) to (6.80) it is
possible to reduce the system of coupled second order partial differential equations to a
system of first order partial ordinary differential equations without increasing the number
of equations. Furthermore, by defining the matrix relation Eq. (6.81) one can now identify
the stiff character system of differential equations. The stable numerical solution of
this equation is outlined in Sec. 6.4.3.3. As a previous step, the conversion between the
z-depended Fourier coefficients and the plane wave amplitudes will be discussed next.
This establishes the connection to the derived partial solution.
6.4.3.2. Representation-transformation matrices
Here, the transformations between the Fourier coefficients of the electromagnetic field,
Eqs. (6.30) and (6.32), and the plane wave amplitudes of the electrical field, Eqs. (6.31)
and (6.33), are given. It is necessary to enable the calculation of the propagation of
the electromagnetic field of the particular solution given by Eq. (6.54) through the
periodically corrugated media adjacent to the source.
Therefore, it is assumed that above and below each numerical slab of the upper
and lower scattering layers, an infinitely thin layer of a homogeneous isotropic medium
exists. Such a situation obviously exists within our model at the interfaces of the
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upper/lower scattering layer and the superstrate/substrate. These layers of homogeneous
isotropic media even have a finite extension. Within the model of the pseudo-periodic
sources, one can also assume such an interface from the active layer to the upper/lower
scattering sections. It will be seen that such numerical interfaces are valid also for the
corrugated media, as within the combination of numerical slabs in order to describe the
field propagation the transformation matrices vanish. Moreover, this approach enables
the calculation of plane wave amplitudes of the upwards and downwards propagating
particular solutions from the z-depended electrical field coefficients and vice versa at the
end of each numerical slab.
The starting point will be again the homogeneous Maxwell’s equations
∇× E = ı η0 ν0H (6.92)
∇×H = −ı νi
η
E . (6.93)
These are given here using only the wave impedance η0 =
√




−1 for the hypothetical homogeneous isotropic medium i. This compact
symmetrical form of the Maxwell’s equations proves to be practical in the following
manipulations. As the particular solution is solely given in the in-plane plane wave
coefficients of the electrical field, the plane wave coefficients of the magnetic field need to
be expressed in terms of the electrical ones. Thus, the first Maxwell’s equation Eq. (6.92)
is used together with the expressions from Eqs. (6.31) and (6.33) for the electric and
magnetic field. The medium for both expansions is assumed to be the same, similar
to the position z. The z-component of the homogeneous Maxwell’s equations are used
to reduce the Maxwell’s equations to the in-plane components, similar to the previous
Sec. 6.4.3.1. Due to the expansion into plane waves, the derivatives can be executed. One
can compare each summand on the left hand side to its counter part on the right hand
side, thus the sum is separable and the exponentials on both side vanish. Matching the
prefactors in front of each plane wave coefficient, one is able to express the calculation of













where the small index i denotes the medium, in which the plane wave expansion takes
place. The (z) denotes the spatial position to where the plane wave coefficients are




−ci, β −bi, β 0 0
ai, β ci, β 0 0
0 0 ci, β bi, β
0 0 −ai, β −ci, β
 . (6.95)
Now being able to calculate the magnetic plane wave amplitudes from the electrical ones,
the in-plane components of Eqs. (6.30) and (6.32) on the left hand side and Eqs. (6.31)
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and (6.33) on the right hand side are evaluated. The in-plane plane wave coefficients of
the magnetic fields are replaced, and the remaining equations are solved for the in-plane













































































(z) are necessary to take into account
the phase which is gathered by the plane waves up to z, and thus these read as
φ
i, α
(z) = Diag (exp (ı wi,mn (z − zi))) (6.98)
φ∗
i, α
(z) = Diag (exp (−ı wi,m, n (z − zi))) . (6.99)
Calculating the inverse of matrixB−1i (z), yields the transformation matrix with which the
plane wave amplitudes at the upper boundary of each numerical slab can be converted into
the plane wave coefficients (with respect to the vertical position z). This matrix-vector
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6.4.3.3. Formulation of transfer-matrix formalism for periodically perturbed media
This section focuses on the calculation of the transfer matrices for a numerical slab
of periodically perturbed media. In order to obtain the transfer-matrix a numerical
approximation to the integration of Maxwell’s equation represented by the matrix
Q(z) needs to be carried out. From this point on, the successive application of the
transformation matrices B−1i (z), Eq. (6.96), and Bi(z), Eq. (6.100), leads to the transfer-
matrix.
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Having a look at Eq. (6.81) one finds this to be a similar expression as
∂ x
∂z
= f(z, x(z)) , (6.102)




dz f(z, x(z)) . (6.103)




























where the task is to determine a matrix I(zi+1, zi) for the integral which gives a good
numerical approximation to it while minimizing the number of slabs L necessary and do
so in reasonable calculation time. A detailed description on this matter can be found in
the Appendix C.1.
One can now apply the transformation previously discussed in Eq. (6.96) involving
matrix B−1 to both sides of Eq. (6.105). Thereby, on the left side, due to the position
zi+1, the z-depended coefficients will be expanded into the plane wave basis originating
on the medium i+ 1. On the right hand side of Eq. (6.105) the transformation is done














This expansion regarding the two media i and i+ 1 is possible, as the matrix I(zi+1, zi)
approximates the complete field propagation up to zi+1 for any approach, if only the
numerical slab is thin enough. Solving for the plane wave coefficients within the medium


















where one is able to define a transfer-matrix T i+1, i, in analogy to the previous objections
of Sec. 3.2.2. Similar to the simple derivation, the transfer-matrix connects the plane
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wave coefficients of one medium to the adjacent one. The interface boundary conditions
discussed earlier are here (approximately) taken into account by the matrix I(zi+1, zi).
By multiplying the transfer-matrices of all numerical slabs of each scattering section
iteratively, one could derive the complete transfer-matrix for the scattering section.
To obtain the complete transfer-matrix from the source/substrate position into the
superstrate/active region, one has to manually take into account the interfaces between
the last layer of the upper scattering section and the superstrate and the interface between
the active region and the first slab of the upper scattering section. For the lower scatterer
this would involve the interface between substrate and first slab of the lower scattering
region and the last slab of the lower scattering region and the active region. The matrix,
which takes into account this interface can also be understood as a transformation matrix
between the two plane wave expansions of the adjacent media. Thus, it can be derived
from the homogeneous Maxwell’s equation Eqs. (6.92) to (6.93) reduced to the in-plane
components, by replacing the magnetic field coefficients with X, given by Eq. (6.95), and
by applying the plane wave approach outlined in Eqs. (6.31) and (6.33). Thereby, on the
left hand side the expansion is taken with respect to medium j and on the right hand
side to i. On the right hand side, the phase term can be reduced to 1, as the input plane
wave coefficients are already given at the interface position. From these objections the













where the matrix J j, i is defined from the diagonal submatrices
j1, j, i, α = Diag
(
(wi,m, n + wj,m, n)
(
v2nwi,m, n + wj,m, n
(
u2m + wi,m, nwj,m, n
))
2 ν2j wi,m, nwj,m, n
)
(6.109)
j2, j, i, α = Diag
(
(wi,m, n + wj,m, n)
(
u2mwi,m, n + wj,m, n
(
v2n + wi,m, nwj,m, n
))
2 ν2j wi,m, nwj,m, n
)
(6.110)





i,m, n + w2j,m, n
(
u2m + w2i,m, n
)
2 ν2j wi,m, nwj,m, n
 (6.111)





i,m, n + w2j,m, n
(
v2n + w2i,m, n
)
2 ν2j wi,m, nwj,m, n
 (6.112)
j5, j, i, α = Diag
um vn
(
w2i,m, n − w2j,m, n
)




J j, i =

j1, j, i, α −j5, j, i, α j3, j, i, α j5, j, i, α
−j5, j, i, α j2, j, i, α j5, j, i, α j4, j, i, α
j3, j, i, α j5, j, i, α j1, j, i, α −j5, j, i, α
j5, j, i, α j4, j, i, α −j5, j, i, α j2, j, i, α
 . (6.114)
Having established these interface matrices, one can now express the amplitudes of the
upwards traveling waves within the superstrate U and the amplitudes of the downwards































However, for a complete solution the homogeneous solutions of the Maxwell’s equations
and the arising effective solution must be taken into account. This issue will be addressed
in a later Sec. 6.4.4.2.
This section is closed with some additional remarks on the transfer-matrix formal-
ism and the definition of the transfer-matrices. A closer look onto the definition of
the transfer-matrix, Eq. (6.107), and the definition of the transformation matrices,










(I(zi+1, z,i)) B0super(z0super). The question is why the transfer-
matrices are calculated and motivated in the first way. The answer to this question was
revealed by authors in works previous of this thesis[193, 201]. It was shown that the
transfer-matrix and the batched approximation of the integration and multiplication is
numerically not stable due to contributions represented by evanescent plane waves. As
an numerically stable alternative the scattering-matrix was introduced. The calculation
of the scattering-matrices will be addressed in the next section.
Furthermore, from the definition of the transfer-matrix one might question the validity
of the expansion of the electromagnetic field coefficients on the left hand side into another
basis as on the right hand side. The alternative would be to expand on both hand sides
into the same base medium, e.g. i, and calculate the pseudo-fields from the plane wave
basis i at the position zi+1 and applying the interface matrix derived earlier. However it
can be shown, that this leads exactly to the given definition of the transfer-matrix.
6.4.3.4. Iterative calculation of the scattering matrix in plane wave basis
In the previous section, the transfer-matrix T j, i, Eq. (6.107), for the scattering problem of
a thin numerical slab reaching from zi to zj was introduced. Dividing the transfer-matrix
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into a 2 by 2 block matrix related to the upwards and downwards traveling characteristics













T uui+1, i T
ud
i+1, i









The connection between the up- and down propagating parts is indicated by the super-
scripts on the submatrices. These submatrices each expand over 2 · luv × 2 · luv elements,
because they take into account the x and y components of the corresponding vectors.
The explicit attribution regarding the spatial position (z) was omitted in this relation
as it is assumed the amplitudes are calculated at their respective origin (zi+1 and zi
respectively) of the expansion. For further calculations this will always be implicated.
It was explained that this matrix is numerically not stable for scattering problems due
to electromagnetic radiation represented by evanescent plane waves. This arises due to
the fact that this matrix is not fully suitable to understand the physical meaning of the
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ud
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Figure 6.19.: Visualization between transfer- and scattering-matrix. Although the
transfer-matrix is the system easier obtainable from a mathematical point
of view, it lacks the physical relevance and intuitive property of the off-
diagonal submatrices. This is in contrast to the scattering-matrix, where
the off-diagonal elements of the scattering matrix obviously represent the
reflectivity of the scattering medium between zi and zi+1. Thus, energy
flow becomes clear for the scattering-matrix.
T uui+1, i and T ddi+1, i of the transfer-matrix T i+1, i it is possible to interpret the physical
meaning as the transmission from each side of the scattering section towards the other,
although the direction of the flow of energy is not preserved. The physical meaning of
the off-diagonal elements on the other hand is not obvious. A solution to the numerical
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instability and lack of physical intuition, which is suitable to the rest of this numerical
approach, was introduced by Li[193, 201, 202] with the scattering-matrix method. For
the scattering-matrix, the input and output vector are sorted in order to obtain the























It represents only a minor change compared to the transfer-matrix scheme but leads
to a physically clear description. The relation between the coefficients of the up- and
downwards propagating plane waves in the scattering-matrix scheme is also depicted in
Fig. 6.19. On the left hand side of Eq. (6.118) the amplitudes of the waves are given
which carry energy away from the scattering medium. They are the outbound waves.
On the right hand side the amplitudes of the waves are written which carry energy into
the scattering medium, the inbound amplitudes. In this means, the scattering-matrix
describes physical intuitive the process of inbounding waves which are scattered into
outbound waves, i.e. the flow of electromagnetic power. In this context, the meaning of all
elements of the scattering-matrix is obvious. The main diagonal submatrices Suui+1, i and
Sddi+1, i represent the transmission through the medium. In contrast to the transfer-matrix,
the direction of energy flow is given correctly. The off-diagonal elements Sudi+1, i and
Sdui+1, i describe the reflection of the inbounding amplitudes.
The idea to make use of the scattering-matrices is to calculate transfer-matrices of
numerical slabs which are thin enough to be numerically stable. From these transfer-
matrices, the scattering-matrix of the complete upper and lower scattering layer is
calculated iteratively. This avoids the direct matrix multiplication of transfer-matrices,
which is the numerically crucial operation.[193] In order to to do so, one needs to express
the submatrices of the scattering-matrix via the submatrices of transfer-matrix and
vice versa. This is achieved by expanding the algebraic equations Eqs. (6.117) and













discussed in Sec. 6.4.2.2, one gets
U i+1(zi+1) = T uui+1, iU i(zi) + T udi+1, iDi(zi) (6.119)
Di+1(zi+1) = T dui+1, iU i(zi) + T ddi+1, iDi(zi) (6.120)
U i+1(zi+1) = Suui+1, iU i(zi) + Sudi+1, iDi(zi+1) (6.121)
Di(zi) = Sdui+1, iU i(zi) + Sddi+1, iDi(zi+1) . (6.122)
From Eqs. (6.119) and (6.120) the coefficients U i+1(zi+1) and Di(zi) can be solved
with respect to U i(zi) and Di+1(zi+1). Comparing the obtained coefficients to those of
Eqs. (6.121) and (6.122) leads to the scattering-submatrices expressed by the transfer-
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submatrices
Suui+1,i = T uui+1,i − T udi+1,i T dd−1i+1,i T dui+1,i (6.123)
Sudi+1,i = T udi+1,i T dd−1i+1,i (6.124)
Sdui+1,i = −T dd−1i+1,i T dui+1,i (6.125)
Sddi+1,i = T dd−1i+1,i . (6.126)
On the other hand, starting with Eqs. (6.121) and (6.122), it is possible to obtain in a
similar way the transfer-submatrices expressed by the scattering-submatrices
T uui+1,i = Suui+1,i − Sudi+1,i Sdd−1i+1,i Sdui+1,i (6.127)
T udi+1,i = Sudi+1,i Sdd−1i+1,i (6.128)
T dui+1,i = −Sdd−1i+1,i Sdui+1,i (6.129)
T ddi+1,i = Sdd−1i+1,i . (6.130)
From these relations it is possible to calculate the scattering-matrix of a numerical slab
from the numerically obtained transfer-matrix.
In the next step, a scheme to the calculation of the complete scattering-matrix for the
upper and lower scattering layers is given. It was already stated that the scattering-matrix
method does not separate the plane wave coefficients spatially. This leads to the fact that
the scattering-matrices of adjacent slabs can not be applied successively upon each other
like the transfer-matrices, i.e. Eq. (6.115). An iterative approach is deduced to overcome


















where the identity for the complete transfer-matrix T i+2, i is obvious
T i+2, i = T i+2, i+1 T i+1, i . (6.132)
This corresponds to the relation of the simplified planar problem given in Sec. 3.2.2. To
obtain the iterative approach for the scattering matrix Si+2, i, the complete transfer-
matrix on the left hand side of Eq. (6.132) is expanded by Eqs. (6.123) to (6.126) into
the scattering-submatrices. Similarly, the transfer-matrix for the first slab T i+1, i is
expanded into the scattering-submatrices. It is assumed that the transfer-matrix T i+2, i+1
is obtained from numerical calculations. Rearranging the algebraic equations leads to(

















where the indices of the numerical slabs were simplified as
a = i+ 2, i (6.134)
b = i+ 2, i+ 1 (6.135)
c = i+ 1, i . (6.136)
The solution for the submatrices of Sa can be derived by expanding the Eq. (6.133) for
the four submatrices into
Suua − Suda Sdd−1a Sdua = T uub
(
Suuc − Sudc Sdd−1c Sduc
)
− T udb Sdd−1c Sduc (6.137)
Suda S
dd−1
a = T uub Sudc Sdd−1c + T udb Sdd−1c (6.138)
−Sdd−1a Sdua = T dub
(
Suuc − Sudc Sdd−1c Sduc
)
− T ddb Sdd−1c Sduc (6.139)
Sdd−1a = T dub Sudc Sdd−1c + T ddb Sdd−1c . (6.140)





c + T ddb
)−1





c + T udb
)
M (6.142)




Suuc − Sudc Sdd−1c Sduc
]




T dub H − T ddb G
) (6.143)
Suua = T uub H − T udb G− Suda
(
T dub H − T ddb G
)
. (6.144)
From Eqs. (6.141) to (6.144) the iterative character of the method is seen immediately.
The scattering-matrix for the complete slabs is obtained from the scattering-matrix
for the previous slabs excluding the last slab. The last slab is taken account by the
according transfer-matrix, where the thickness of the slab needs to be thin enough
for the transfer-matrix to be stable. At the beginning of the calculations, the initial






to the scattering-matrix of a infinite thin layer of the same material as the first plane
wave expansion.
In order to obtain a more numerical efficient iteration process, it is useful to reduce
the amount of necessary matrix multiplications for each iteration step. This is achieved





c + T ddb
)−1
= Sddc M (6.145)














It is apparent that the scheme given by Eqs. (6.145) to (6.148) is more efficient as the
amount of necessary matrix-multiplications and inversions is reduced. Even if suitable
substitutions are carried out, the first scheme calls for two matrix inversions and 16
multiplications, whereas the second approach needs one inversion and 8 multiplications.
The decreased numerical work load of 50% needs no further comment. The derivations
of the second scheme, as well as the proof of its analytical equality to the Eqs. (6.141) to
(6.144) is given within the Appendix C.3.
6.4.4. From electromagnetic fields to measurement
Using the scattering-matrices enables to calculate the propagation of the particular
solution for a pseudo-periodic source distribution, given in Sec. 6.4.2, through the
periodically perturbed scattering layers. To pursue the discussion of the theoretical
formalism, it is necessary to give an expressions for the measurable quantities in regards
to the calculated electromagnetic fields. This makes it is necessary to express the
electromagnetic field in the superstrate and substrate regions, issued in the following
Sec. 6.4.4.1. Using these definitions the system matrix Ξ will be derived, in Sec. 6.4.4.2.
It enables the calculation of the electromagnetic fields within the superstrate/substrate
regions solely from the particular solutions.
Subsequently, expressions for the (spectral) radiant intensity will be given in Sec. 6.4.4.3.
The numerical calculation of this quantity enables the a-priori calculation of Bragg
scattering contributions to the emission spectrum of OLEDs incorporating periodic
scattering structures. Derived from these predictions, favorable device layouts may
be given by simulation. In Sec. 6.4.4.4, the theoretical discussion the influence of a
finite thickness of the superstrate/substrate layers will be given. This will enable the
calculation of the light emission through thick incoherent superstrate/substrate layers
into an outcoupling medium.
6.4.4.1. Far-field solutions in superstrate/substrate media
Firstly, the expansion of the electromagnetic radiation within the superstrate/substrate
region is discussed. The thickness of these layers is assumed to be orders of magnitude
higher than the thickness of the coherent scattering layers. Thus, a far-field expansion
is given subsequently, which will be used in Sec. 6.4.4.3 to obtain an expression for the
(spectral) radiant intensity.
Unlike to the scattering layers, the electromagnetic field within the superstrate/substrate
region will not be expanded into upwards and downwards traveling plane waves. In con-
trast, it is assumed that no radiation is inbounding from ±∞ into the optical microcavity
which can interfere coherently with the radiation emitted by the sources. Therefore, only
the upwards (downwards) traveling components of the electromagnetic field are taken
into account in order to calculate the emission from the cavity. Similar to the radiation
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eıκm,n ρ T u, vm, n e−ı wsub,m, n (z−zsub) , (6.150)
to facilitate the linking between the plane wave coefficients obtained from the particular
solution propagated through the scattering layers. In the same manner an expansion for













eıκm,n ρRu, vH,m, n e













eıκm,n ρ T u, vH,m, n e
−ı wsup,m, n (z−zsub) ,
(6.152)
Using the transformation matrix X, the plane wave amplitudes of the magnetic field are
given by






v2n + w2sup,m, n
)
−Ru, vx,m, num vn
Ru, vy,m, num vn −Ru, vx,m, n
(




Ru, vy,m, n um −Ru, vx,m, n vn
)
 (6.153)






x,m, n + T u, vy,m, n
(
v2n + w2sub,m, n
)
T u, vy m,n
(
u2m + w2sub,m, n
)





y,m, n − vn T u, vx,m, n
)
 . (6.154)
From the expansions of the electrical field, given in Eqs. (6.149) and (6.150), and
the magnetic field, Eqs. (6.151) and (6.152), the far-field approximations are discussed.
These enable the calculation of the energy flux away from the optical microcavity by the
electromagnetic radiation. The far-field is obtained by calculating the electromagnetic
field at large distances r away from the surface of the microcavity. Such an asymptotic
expression is obtained by carrying out the limit of Eqs. (6.149) to (6.152) for r → ±∞
in the respective medium. This can be calculated by the asymptotic expansions of the
integrals. The issue was addressed by Chako with the special focus on integrals occurring
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in diffraction theory.[203] Each summand of the periodic plane wave in Eqs. (6.149) to




dx g(x) exp (ı r φ(x)) , (6.155)
where the integral stretches over a domainD with dimension n, taking into account the
amplitude g(x) multiplied by the phase function exp (ı r φ(x)). The argument of the
phase function r φ(x) is obviously restricted to real values. Otherwise the wave does not
contribute to the energy flux within the far-field, due to the evanescent nature of the wave
in the first place. This restricts the calculations to superstrates/substrates neglecting
the absorption of these materials. For integrals such as Eq. (6.155) the solution for the
distance r tending towards infinity r →∞ is given by[203]













reducing the integral to the values around the stationary point x0 and omitting the
rapidly varying contributions for all points away from it. The term Det (H) denotes
the determinant of the Hessian matrix of the phase function taken at the stationary






, it gives an approximation for the far-field
amplitudes.
Applying Eq. (6.156) to the expansions of the electromagnetic fields within the super-
strate/substrate, Eqs. (6.149) to (6.152), one is able to calculate the far-field expression
for each part of the sum explicitly
Eκ0sup,m, n(r) = −2pi ıwsup,m, n
exp (ı ν+, i r)
r
Rκ0m,n (6.157)
Eκ0sub,m, n(r) = −2pi ıwsub,m, n
exp (ı ν−, i r)
r
T κ0m,n (6.158)
Hκ0sup,m, n(r) = −2pi ıwsup,m, n
exp (ı ν+, i r)
r
Rκ0H,m, n (6.159)
Hκ0sub,m, n(r) = −2pi ıwsub,m, n
exp (ı ν−, i r)
r
T κ0H,m, n . (6.160)
This results correspond to the ones derived earlier from other authors[193, 204] and
represents basically the expression of the energy density reducing similar to a spherical
wave for the asymptotic behavior of the plane wave. Details of the calculations can be
found in the Appendix C.2.
6.4.4.2. System matrix for pseudo-periodic sources within periodically corrugated
cavity
In order to calculate the dissipated power by the electromagnetic fields of Eqs. (6.157)
to (6.160), one needs to quantify the amplitudes R and T . However, calculating these
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amplitudes only from the particular solution would neglect the multiple reflections the
particular solution undergoes in the optical microcavity. It was found in Sec. 3.3 that
these reflections lead to the effective homogeneous solution within the optical microcavity.
The interference between the effective solution and the emitter on the other hand can
alter the emission characteristics of the emitter dramatically. Therefore, it is necessary
to include the response of the microcavity also in this case.
Figure 6.20 introduces the assumed field distributions within the modeling of the




















Figure 6.20.: Abstract OLED device model to define the system matrix. The outbound
amplitudes R within the superstrate, and T within the substrate are excited
by the particular solutions Upart and Dpart. The scattering-matrices Sup
and Sdown describe the optically passive layers. The system matrix Ξ
can be obtained from the two equations linking the particular solutions
considering physical cause and effect.
and the homogeneous solutions contribute to the total electromagnetic field. For the
particular solution the upwards (downwards) propagating particular solutions are limited
to regions above (below) z0 due to the Heaviside distributions (cf. Eq. (6.36). The
homogeneous (effective) solutions exists within the active region and the scattering layers.
It is assumed that there is no coherent radiation incident from the superstrate or substrate
region. In the superstrate/substrate only the outbound solutions exist.
































which relate the amplitudes of the particular and homogeneous solutions to the amplitudes
of the far-field and the homogeneous solution in the respective media. Expanding these
algebraic equations results in a set of four equations
R = Suuup (U +Upart.) (6.163)
D = Sduup (U +Upart.) (6.164)
U = Suddown (D +Dpart.) (6.165)
T = Sdddown (D +Dpart.) . (6.166)
Solving these equations at first for U , and substituting into a solution for D one obtains
a relation which calculates the plane wave amplitudes R and T solely from the particular



















)  . (6.168)
This makes the calculation of the homogeneous solution within the scattering layers






On the other hand, it is possible to solve Eqs. (6.163) to (6.166) at first for D, and then






















SduupMΞ, 2 + 1
) , (6.171)






In Eqs. (6.168) and (6.171), the system matrices Ξ1 and Ξ2 were introduced. The first
system-matrix Ξ1 is equal to the one given by Rigneault[193], albeit the sign misprint
for the downwards propagating particular solution in the original publication is corrected
here. In Appendix C.4 it is shown, that both matrices Ξ1 and Ξ2 are the same. This
is expected, due to their origin from the same system of equations. It outlines a useful
feature for optimization. Firstly, to eliminate errors from the numerical implementation,
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as it is easy to implement both methods and check for numerical mismatches. Secondly,
from both system-matrices a combined system-matrix Ξ can be derived
Ξ =









This system matrix is reduced in numerical complexity compared to both solutions Ξ1/2,
as it uses only the simple expressions from both matrices. Both temporary matrices
MΞ, 1 and MΞ, 2 already given.
The system-matrices are not to be confused with the scattering-matrices, although being
calculated from them. Similar to the scattering-matrices, the system-matrix connects
the physical cause – the particular solution from the source region – to the effect – the
amplitudes within the superstrate and substrate. However in contrast to the scattering-
matrix, the submatrices (diagonal and off-diagonal elements of the 2 · luv × 2 · luv sheme
of the system-matrix do not simply represent transmission and reflection ’coefficients’ as
it is the case for the scattering-matrix, cf. Sec. 6.4.3.4. This is caused by the nature of
the problem. The system-matrix connects particular solutions of a source problem to
amplitudes within source free regions. The scattering-matrix was derived for a source
free problem from the homogeneous Maxwell’s equations. It is therefore emphasized to
distinguish both matrices from each other.
6.4.4.3. Radiant intensity from far-field solutions
A detailed way to calculate the plane wave amplitudes R and T of the outbound
electromagnetic fields within the superstrate and substrate regions was given. All
quantities of Eq. (6.16), the source-matrix A, the system-matrix Ξ, and the definition of
the pseudo-periodic source vector P are defined and their physical origin was explained.
In consequence, the derivation of measurable quantities, mentioned in Eq. (6.17), is
addressed in this section.
Figure. 6.21 sketches the theoretical interpretation of the experimental setup to measure
the angle depended spectral resolved emission described within Sec. 4.2. It is assumed,
that the detector with the opening dA measures the light emitted from the OLED into
the direction νˆ. Due to the small size of the OLED d and the large distance between the
detector and the source r, the OLED is taken as a point source. In a typical geometry of
this work, d is about ∼2.5mm × 2.5m, where r is about 15 cm from the OLED surface
to the fiber entrance additional to the length of the fiber (∼ 60 cm. The detector collects
the radiation within a finite surface area dA, which corresponds to a part of the full
sphere with a surface area dΩ. It is assumed that the opening is small enough and the
distance between the emitter and the detector is large enough to reduce the emission to
the radiation of the particular direction νˆ. In detail, the surface area dA is related for
these approximations to the fraction of solid angle dΩ by
dA ≈ dΩ r2 . (6.174)
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Figure 6.21.: Sketch visualizing the theoretical interpretation of the experimental gonio-
spectrometer setup. The emission occurs into the direction of νˆ+ associated
to the polar emission angle θ into the superstrate (i.e. air). Equal objections
hold for the substrate emission. The detector measures the light emission
integrated over a small surface area dA, corresponding to a amount of unit
solid angle dΩ. The distance from the sample to the detector r must be
larger than the dimension of the active OLED d, such that no integration
over the OLED surface is necessary and the OLED can be seen as point
source.
The energy flux through the detector surface can be determined from the absolute





over-line of the quantity x denotes the complex conjugate of x, and < [x] denotes the real
part of x. It is simple to prove that for the plane wave like expressions of the far-field
the Poynting vector is still aligned parallel to the direction of the wavenumber νˆ, such
that the simplified Poynting’s theorem for electromagnetic plane waves holds. Due to










By using Eqs. (6.157) to (6.160) for the field amplitudes one obtains
|〈Ssup,m, n〉| = 2pi
2
r2 ηsup
∣∣∣(Rx,m, n um +Ry,m, n vn)2 + (R2x,m, n +R2y,m, n) w2sup,m, n∣∣∣
(6.176)
|〈Ssub,m, n〉| = 2pi
2
r2 ηsub
∣∣∣(Tx,m, n um + Ty,m, n vn)2 + (T 2x,m, n + T 2y,m, n) w2sub,m, n∣∣∣ ,
(6.177)
for the absolute values of the Poynting vectors within the superstrate and substrate. In
order to obtain the total power, one needs to sum over all non-evanescent contributions
in the outcoupling cone, i.e. |κm,n| < wsup/sub,m, n.
The absolute value of the Poynting vector describes the energy flux per unit area of the
detector which needs to be aligned parallel to the direction of wave propagation. This
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quantity is denoted in literature as radiant flux density or irradiance[205]
|〈S〉| = E = dΦdA , (6.178)
where the radiant flux Φ denotes the electromagnetic energy per time crossing through
the detector surface.[205] The definition of the radiant intensity is I = dΦdΩ , in correspon-
dence to the definition of the spectral radiant intensity, given in Sec. 3.4. Using the
approximation of the solid angle, Eq. (6.174), one obtains the radiant intensity expressed
from the absolute value of the time-average Poynting vector
I = |〈S〉| r2 . (6.179)
Inserting Eqs. (6.176) and (6.177) into this expression yields the radiant intensity cal-









∣∣∣(Tx,m, n um + Ty,m, n vn)2 + (T 2x,m, n + T 2y,m, n) w2sub,m, n∣∣∣ . (6.181)
These equations are the exact formulation of the abstract Eq. (6.17) given in the intro-
duction.
The discussion of the radiant intensity is completed by commenting on orientation of
the pseudo-periodic polarization. Within the simulation framework, the radiant intensities
can be calculated for different source distributions with out having the need to calculate
either the system-matrix Ξ or the source-matrix A. Therefore, it is possible to calculate
the light emission for a given dipole distribution similar as
P i, nˆ = Pi nˆ δ(z − z0, i) , (6.182)
where a constant dipole density of Pi/A is assumed and aligned to the direction nˆ at the
position z0, i. An isotropic dipole source can be modeled by superposition of the emission
of the polarization distribution with equal amplitude Pi/A for the three fundamental
orientations xˆ, yˆ and zˆ, similar to Eq. (3.85). To address the effect of anisotropic (dipole)
polarization distributions, one can implement the total emission as the superposition of
in-plane aligned sources and out-of-plane as





(P i, xˆ)+ Iu, vsup,m, n (P i, yˆ))+ a Iκ0sup,m, n (P i, zˆ) (6.183)





(P i, xˆ)+ Iu, vsub,m, n (P i, yˆ))+ a Iκ0sub,m, n (P i, zˆ) , (6.184)
where the dipole anisotropy factor a is introduced with a similar meaning as stated
previously in Sec. 3.6.2, Eq. (3.126).
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6.4.4.4. Treatment of incoherent thick superstrate and substrate
The definition of the spectral radiant intensity due to Eqs. (6.180) and (6.181) is valid
within the superstrate/substrate. If however, a semi-infinite homogeneous medium
above/below the superstrate/substrate is present, the spectral radiant intensity in this
medium is changed due to the reflection at the established interface. This is in partic-
ular the case for bottom-emitting OLEDs, where the light emission occurs through a
transparent substrate into the outcoupling medium, i.e. air. In any case, it is assumed
that the extent of the superstrate/substrates exceeds the coherence length of the emitted
radiation. Therefore, there is no coherent coupling of the reflected radiation back into
the optical microcavity.
The existing model is extended to outcoupling layers above the superstrate and below
the substrate. These outcoupling media are assumed to extend towards infinity. Hence,
they are referred to as the semi-infinite layers above the superstrate (abbreviation: semi-
sup), which extents from zsemi-sup towards +∞, and the semi-infinite layer below the
substrate (abbreviation: semi-sub) extending from zsemi-sub towards −∞. Similar to
the superstrate/substrate, the semi-infinite layers are restricted to be non-absorbing.
Figure 6.22 sketches the propagation of electromagnetic field intensity in the extended
model using the semi-infinite layers. From the coherent microcavity, the radiant intensity
Figure 6.22.: Treatment of the incoherent emission from a semi-infinite medium with
different dielectric function adjacent to the superstrate (substrate). The
intensities of the multiple reflections are superimposed to obtain the to-
tal transmitted intensity. It is necessary to determine the reflectivity
Rsemi-super, super, Rcav, super (Rsemi-sub, sub, Rcav, sub), and transmission coeffi-
cients Tsemi-super, super (Tsemi-sub, sub) between the incoherent layer and the
semi-infinite medium or coherent microcavity.
within the superstrate or substrate are calculated, according to Eqs. (6.180) and (6.181).
A portion of this intensity, IR, resp. IT , is transmitted into the outcoupling medium,
reduced by the transmission coefficient Tsemi-sup, sup, resp. Tsemi-sub, sub (in the figure this
is abbreviated by T2). This leads to the transmitted intensity, denoted by IRsemi-sup , or
ITsemi-sub respectively. Another part, abbreviated by IDsup , resp. IUsub , determined by
the reflection coefficient Rsemi-sup, sup resp. Rsemi-sub, sub (in the figure this is abbreviated
by R2), of the initial intensity is reflected backwards into the superstrate/substrate.
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These portions however split at the superstrate/cavity resp. substrate/cavity interface
into a reflected contribution, determined by the reflection coefficients Rcavity, sup or
Rcavity, sub, and in one part which is transmitted into the optical microcavity. Those
reflected contribution are divided again at the interface between the interface of the
semi-infinite medium and the superstrate/substrate. The total transmitted intensities
are determined by summing up all the contributions within the semi-infinite medium, i.e.
for the semi-superstrate
Isemi-sup = Isup Tsemi-sup, sup + Isup Tsemi-sup, supRsemi-sup, supRcavity, sup
+ Isup Tsemi-sup, sup (Rsemi-sup, supRcavity, sup)2 + . . . , (6.185)
which can be calculated by applying the simple sum rule for the geometric series to
Isemi-sup =
Isup Tsemi-sup, sup
1−Rsemi-sup, supRcavity, sup . (6.186)
In a similar way the total intensity within the semi-substrate can be calculated to
Isemi-sub =
Isub Tsemi-sub, sub
1−Rsemi-sub, subRcavity, sub . (6.187)
These equations correspond in their general structure to the formulas given for the problem
of a purely homogeneously stratified optical microcavity in Sec. 3.4, Eq. (3.104).[79, 80]
However, Eqs. (6.186) and (6.187) remain valid even for transparent devices.
The fact that the introduction of an interface above/below the superstrate/substrate
leads to radiation which is inbound onto the optical microcavity may sound contradicting
the assumptions which were used to obtain the system matrix. However, as this radiation
can not interfere with the radiation inside the cavity due to the limited coherence
length, this assumption is preserved. Instead the inbound radiation leads to a very weak
background polarization of the media of the optical microcavity, which is neglected in
the description.
From Eqs. (6.186) and (6.187) the determination of the reflection and transmission
coefficients for the intensities remains necessary. At first, the discussion is focused on
the reflection coefficients at the interface between the superstrate/substrate and the
optical microcavity. The derivation is guided by Fig. 6.23 a. The solution is obtained
by assuming the previously calculated amplitudes R and T within the superstrate and
substrate as solutions of a homogeneous problem. Doing so the reflection coefficients









In order to obtain these inbound amplitudes, the scattering-matrix S for the complete





















Figure 6.23.: Determination of the reflection and transmission coefficients necessary to
calculate the intensities within the semi-infinite media. a) The amplitudes
R and T are taken as the outbound solutions of a homogeneous problem.
The scattering-matrix S for the complete passive optical microcavity can
be determined from the scattering-matrices of the upper Sup and lower
Sdown scattering layers. The inverse of S yields the desired inbounding
amplitudes to calculate the reflection coefficients. b) The two interfaces
between the superstrate/substrate and the according semi-infinite layer are
modeled by a interface scattering-matrix. Assuming no incoming intensity
from the semi-infinite layers, the outbound fields and thus the transmission
and reflection coefficients can be calculated. Mind that U sub and Dsup are
not the same in a) and b).
and lower scattering layers Sup and Sdown. The calculation of the scattering-matrix S



















Using the complete scattering matrix is valid due to the fact that the active layer was
assumed to have a vanishing thickness and the scattering matrices were derived from
the homogeneous Maxwell’s equations. Calculating the inverse of the scattering-matrix,
one can obtain the desired amplitudes U sub and Dsup. From these amplitudes the
intensities IDsup and IUsub can be quantified using Eqs. (6.180) and (6.181), but replacing
the amplitude coefficients accordingly. Once the intensities are obtained, the reflection
coefficients are easily achieved using Eqs. (6.188) and (6.189).
Secondly, the reflection and transmission coefficients of the interface between the
superstrate/substrate and the according semi-infinite medium must be calculated. Again
this is addressed by calculating the intensities of the transmitted and reflected amplitudes
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The approach is illustrated in Fig. 6.23 b) for both interfaces. The reader should be aware
that the amplitude vectors U sub and Dsup are different for the sub-problems depicted
in Fig. 6.23 a) and Fig. 6.23 b). The missing amplitudes are obtained from the interface











The inbound amplitudes are given by R for the superstrate and T for the substrate. All
other amplitudes needed in Eqs. (6.180) and (6.181) can be obtained from the interface
scattering-matrix, Eq. (6.195), by assuming that there is no inbounding light from ±∞.
The interface scattering-matrix is obtained from the reduced homogeneous Maxwell’s
equations by replacing the in-plane electrical and magnetic field components by the
in-plane plane wave amplitudes of the upwards and downwards propagating electrical
field, similar to the approach given in Sec. 6.4.3.3. Sorting these amplitudes in terms of
physical cause and effect, one is able to derive the interface-scattering matrix J scatj, i . The
interface scattering-matrix can be expanded into a 4× 4 block-matrix sheme, similar to
the interface transfer-matrix, Eq. (6.108),
J scatj, i =

jscat1, j, i, α −jscat5, j, i, α −jscat3, j, i, α jscat5, j, i, α
−jscat5, j, i, α jscat2, j, i, α jscat5, j, i, α −jscat4, j, i, α
j3, j, i, α −j5, j, i, α j6, j, i, α j5, j, i, α
−j5, j, i, α j4, j, i, α j5, j, i, α j7, j, i, α ,
 (6.196)
where each block-matrix has the dimensions luv × luv. The submatrices are given as
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diagonal matrices by









ν2i wj,m, n + ν2j wi,m, n
 (6.197)









ν2i wj,m, n + ν2j wi,m, n
 (6.198)
jscat3, j, i, α = Diag
(
(wi,m, n − wj,m, n)
(−u2m + v2n + wi,m, nwj,m, n)
ν2i wj,m, n + ν2j wi,m, n
)
(6.199)
jscat4, j, i, α = Diag
(
(wi,m, n − wj,m, n)
(
u2m − v2n + wi,m, nwj,m, n
)
ν2i wj,m, n + ν2j wi,m, n
)
(6.200)
jscat5, j, i, α = Diag
(
2um vn(wi,m, n − wj,m, n)
ν2i wj,m, n + ν2j wi,m, n
)
(6.201)




u2mwi,m, n + wj,m, n
(
v2n + wi,m, nwj,m, n
))
ν2i wj,m, n + ν2j wi,m, n
)
(6.202)




v2nwi,m, n + wj,m, n
(
u2m + wi,m, nwj,m, n
))
ν2i wj,m, n + ν2j wi,m, n
)
. (6.203)
The block-diagonal matrix form of the interface scattering-matrix lines out that it is not
necessary to apply a full matrix vector multiplication to obtain the amplitudes Dsup
and U sub. Each plane wave amplitude on the left hand side with index (m, n) is only
influenced by the x- and y-amplitudes on the right hand side with the same indices.
Thus, the plane wave amplitudes necessary to determine the intensities IDsup and IU sub
according to Eqs. (6.180) and (6.181) can be directly obtained from
Dx, sup,m, n = j3, semi-sup, sup,m, nRx,m, n − j5, semi-sup, sup,m, nRy,m, n (6.204)
Dy, sup,m, n = −j5, semi-sup, sup,m, nRx,m, n + j4, semi-sup, sup,m, nRy,m, n (6.205)
Ux, sub,m, n = −j3, sub, semi-sub,m, n Tx,m, n + j5, sub, semi-sub,m, n Ty,m, n (6.206)
Uy, sub,m, n = j5, sub, semi-sub,m, n Tx,m, n − j4, sub, semi-sub,m, n Ty,m, n . (6.207)
As neither the semi-infinite layers nor the substrate or superstrate are allowed to have
absorption, one is also allowed to determine only one coefficient for each interface from
Eqs. (6.191) to (6.194) and obtain the other one through the simple equation for the
intensities at a dielectric interface
1 = R+ T . (6.208)
This approach saves calculation time and is therefore considered the method of choice.
6.4.4.5. Including electroluminescence spectra of organic emitter materials
The theoretical approach discussed within the preceding sections derived a method to
calculate the light emission from radiative dipole sources into a optical microcavity. A
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portion of this emitted light is transmitted into the outcoupling medium and measured
as the (spectral) radiant intensity. This (spectral) radiant intensity is given from the
absolute value of the Poynting vector, which denotes the energy flux through a detector
surface, i.e. a power density. Hence, similar to the planar device, this measures the
affinity of a dipole source within the optical cavity to emit radiation into the direction of
the wave vector for a specified photon energy.
As discussed in the previous Secs. 3.3 and 3.4, the photonic density of states of the
organic emitter material is however different from the density of states of a dipole source.
Therefore, the radiant intensity is normalized to the power emitted by a dipole source,
Eq. (3.87), similar to the normalized power dissipation spectrum. In order to calculate
the spectral radiant intensity from the perturbed optical microcavity the PL emission
function sPL(λ) is taken into account by
Iel(λ, θ) ∝ sPL(λ) I(λ, θ)
F∞(λ)
. (6.209)
In order to compare values to the experiment, the pseudo-periodic polarization distribution
is normalized to unity. More conveniently, the factors which contribute to the electrical
efficiency can be eliminated from Eq. (3.103), and thus from Eq. (6.209), if normalized
spectra, i.e. Iel(λ, θ)/max (Iel(λ, 0) ) are compared.
6.5. Simulation of light emission from emitters embedded into
periodically perturbed microcavities
The approach of Sec. 6.4 enables the simulation of the spectral radiant intensity from
emitters embedded into optical microcavities, with periodic perturbations. The input
parameters of the simulation are determined from the geometry and the materials of the
OLEDs. Hence, a deeper analysis of the bottom- and top-emitting devices of Secs. 6.2 and
6.3 can be carried out. In order to give the reader confidence in the developed method,
first in Sec. 6.5.1 simulations are compared to a recent literature reference. During this
comparison, advantages of the method developed are already lined out. Afterwards in
Sec. 6.5.2, the simulation results are compared to the experimental findings from Secs. 6.2
and 6.3. As a closing remark on the simulation of corrugated OLEDs, in Sec. 6.5.3
the emission of devices which are not experimentally realized is modeled. This last
section furthermore concludes on the trends observed in the experiments compared to
the simulation results.
6.5.1. Comparison to experimental data and existing simulation approaches
The simulation method discussed in the previous Sec. 6.4 has some mathematical com-
plexity. In order to verify the statements and the numerical implementation, a structure
will be simulated for which both experimental and theoretical results exist. Therefore,
the simulation is compared to very recent work of Callens et al..[206]
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In the work of this group a bottom-emitting OLED layout was investigated. The
devices in question were fabricated onto glass substrates. The periodic scattering layer was
implemented into the optical microcavity by imprinting the structure into a replication
layer. To avoid the perturbation of the complete cavity a planarization layer was applied.
Such periodic scattering layers, which are flat on the surface, dramatically simplify the
electrical operation of the device. The OLEDs, including the anode layer, were fabricated
either on the bare glass, or on the planarization layer. The details of the evaporated
materials can be found in the original paper.[206]
Here, only a recap of the optical device properties of the microcavity layers is given.
The refractive indices of the stated materials can be taken from the original work.[ 206]
The anode consisted of a double ITO layer of 86 nm, resp. 36 nm. This double layer
structure of two different dielectric materials compensated the graded index of the actual
deposited ITO anode. The organic layers of the optical microcavity are modeled from a
unique organic material of 141 nm. An infinitesimal emission zone was postulated 56 nm
(85 nm) away from the opaque aluminum back reflector (ITO anode). The perturbed
layer consisted of the replication lacquer and the planarization polymer. The dielectric
function of the lacquer is similar to the substrate glass, resp. comparable to the organic
material for the planarization polymer.
The lattice constant of the periodic structure was fabricated to be 600 nm. The
structures were assumed to be rectangular lines. The height of the ridges of these lines
was stated to be 260 nm. The ratio between the width of the ridges and the grooves of the
structure was 260/600 for the ridges. It stated that the thickness of a pure planarization
layer material above the periodic scattering layer can be neglected.
The emission was detected using a half-sphere lens. In this way the substrate effect
is mitigated from the simulations as any radiation incides upon the glass/air interface
in normal direction. For the emission, this just leads to a constant reduction of the
absolute intensity due to reflection, which is comparable for each direction. Normalizing
the emission spectrum neglects the substrate effects entirely.
Using these device parameters, optical simulations can be carried out. To start the
discussion of scattering effects in a moderate way, in Fig. 6.24 the emission of dipole
sources solely aligned parallel to the x-direction is shown. For this particular simulation
scattering orders up to the ±6th Bragg order are included in the simulation. The photon
wavelength is fixed to 500 nm and the PL function of the emitter material is neglected
as only the normalized emission is discussed. The spectral radiant intensity is given for
in-plane wavenumber u, which for the highest value correspond to 90◦ of polar emission
angle within the substrate. The different contributions of the scattering orders are
shown in different colors. Orders which are not shown do not contribute to the emission
spectrum. For some orders two ’lines’ can be recognized. This is due to the fact that
the negative in-plane values are projected onto the positive part of the axes due to the
symmetry of the Brillouin zone.
The most prominent contribution is the 0th scattering order. It consists of the emission
of the planar device, which is modified by the periodic scattering layer. For this order it is
seen that a significant amount of radiation is lost at in-plane wavenumbers u ≈ 8.5µm−1.
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Figure 6.24.: Simulation of the spectral radiant intensity Iel for a periodically perturbed
microcavity for a photon wavelength of 500 nm. Device details[206] are
given in the text. The emission is shown for polarization sources aligned
solely to the x-direction to maintain clarity. Contributions of the different
scattering order are highlighted.
It is also observed that at the same positions the first Bragg scattering order contributes
most significantly. This reflects the fundamental aspect of Bragg scattering. For each
in-plane wavenumber, light is scattered into every valid Bragg scattering direction
uscatt = u0 ±mGx. Thus, light is scattered out of the outcoupling cone into the trapped
states of the device, but vice versa light is scattered from the trapped states into the
outcoupling cone. In this particular case, it is visible, that the intensity of the 0th order
mode (red dots in Fig. 6.24) is reduced from the unperturbated emission of about 0.3 at
u ≈ 8.5µm−1. However, at the same time, light contributes from the 1st Bragg scattering
order at the same position with an intensity of about 0.4. Thus, a net gain is achieved
for this in-plane wavenumber and the light output is increased.
The fact that the 1st Bragg scattering order causes the increased intensity immediately
identifies the cause of the scattering effect taking into account the reciprocal lattice
constant Gx = 12.57 µm−1. The contributing first scattering order represents original
in-plane wavenumbers, which are adjacent to the highest in-plane wavenumbers of the 0th
order. These represent in-plane wavenumbers for radiation which is trapped in the optical
microcavity. Hence, the scattering is identified to occur from a waveguide resonance of the
device. The origin from a waveguide resonance explains furthermore why the resonance
is very sharp and very strong in intensity, as these properties were already discussed
previously from the power dissipation spectra for trapped resonances, cf. Sec. 3.4.
The fact that the scattering contributions of higher scattering orders vanish shows
that the used limit for the highest scattering order was sufficient to achieve convergence.
The intensity for each Bragg scattering order depends – of course – on the geometry of
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the device and is rather complex to predict. Furthermore, the calculated intensity from
each dipole orientation direction is strongly different. However, using this simulation
approach, an a-priori prediction for the total emission becomes possible.
The reference simulation were carried out using a commercial available finite-domain-
time-differential (FDTD) solver and a freely available tool (camfr[207]), which solves the
Maxwell’s equation using a rigorous-coupled-waveguide analysis (RCWA). The limitations
of these softwares forced two restrictions on the experiment. Firstly, the periodic scattering
layer had to be planarized. This is due to the fact that camfr, with its standard interface, is
unable to model corrugation, which pervades the complete device. Secondly, the emission
is assumed from point-dipole sources. To mediate this restriction of both reference
simulations, the authors averaged over two emission positions within the Brillouin zone.
The model outlined in this work assumes a plane dipole layer for the given geometry.
Thus, a simulation for various source position is redundant, which is beneficial for the
performance. To compare the simulation methods, in Fig. 6.25 the normalized spectral
radiant intensity of the planar and perturbed devices for photon wavelengths of 500 nm,
550 nm, and 600 nm is shown. For each emission measured in the experiment, the
simulation results from the original work, along with the simulation results of the self-
derived approach, are shown. The simulated emission from the derived model is shown
in solid lines for the planar as well as the perturbed device. The values obtained from
experiment are given in dashed curves. The reference simulation is depicted in dotted
lines. Hereby, only the results from the RCWA model are shown. It is a main aspect of
the original work that these correspond very well to the FDTD simulations.
It is visible for all photon wavelengths that the experimental measurements of the
planar structures match very well to the simulations for all photon wavelengths. Only for
a photon wavelength of 500 nm (Fig. 6.25 a) a minor deviation at emission angles above
45◦ are visible. However, both simulations match perfect for the planar devices. This is
not surprising, as for the planar device it makes no difference whether the simulation is
calculated from a point or sheet source distribution as the device is equivalent under an
in-plane (x-y) displacement.
This situation changes however for the perturbed device. Here, the position within the
Brillouin zone matters and the reference simulation is only carried out for two positions
within the Brillouin zone. The result of these different models is clearly seen from
Fig. 6.25a-c. Although both simulation approaches yield the same result in general, it is
clearly seen that the emission peaks located at 28◦ for λ = 500 nm, 25◦ for λ = 550 nm,
and 20◦ (22◦) for λ = 600 nm are strongly overestimated for the reference simulation. The
simulation of this work, however, quantifies these peaks much closer to the experiment,
which demonstrates the advantages of this approach.
Nevertheless, both simulation are not entirely capable of reproducing a strong peak
of intensity measured at 38◦ at λ = 500 nm, 32◦ at λ = 550 nm, and 28◦ at λ = 600 nm.
Due to the sharpness of this feature, it is doubtless a contribution from Bragg scattering
of a non-radiative resonance of the planar optical microcavity.
This is also indicated by the fact that it shifts to lower emission angles for decreased
photon wavelengths. Therefore it is a contribution of the first Bragg scattering order.
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Figure 6.25.: Comparison to experimental and simulation data from Callens et al..[206]
Details of the device, corrugation, and measurement are given in the text.
Simulation data is obtained from self derived model, a RCWA solver[ 206]
(camfr, [207]) and FDTD simulations.[206] Comparison is carried out for
photon wavelengths of a) λ = 500nm, b) λ = 550nm, and c) λ = 600nm.
A very good correspondence between the experimental data and the simula-
tions is found.
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However, as it is not present in neither of the simulations, it is possibly due to an improper
modeling of the optical microcavity. This could occur by using unsuitable refractive index
data in order to model the oSPP at the aluminum interface. On the other hand, smaller
peaks occur in the simulated emission spectra close to the peaks of the experimental
spectra, at least for λ = 500nm and λ = 550nm photon wavelength. Therefore, the
peaks could also arise in the experiment, if the planarization layer does not flatten the
surface entirely. In this case a wrong model for the device geometry is assumed, which is
likely to cause an underestimation of some scattering contributions.
In addition to the already mentioned limitations of the RCWA and FDTD simulation
approaches used by Callens et al., at least the RCWA solver in its standard interface can
only model rectangular profiles of the perturbation. Although for a planarized scattering
layer, one could model a more complex profile function from adjacent slabs of scattering
layer, this was not carried out by the authors. Analyzing different profile functions will
allow a statement whether the scattering peaks within the experimental spectrum, which
can not be modeled from simulation, are due to this simplification.
In order to investigate this problem, in Fig. 6.26 the simulated emission spectrum
using the derived model is given for two different profile functions for a fixed photon
wavelength of λ = 550nm. These profile functions are shown in the inset of Fig. 6.26
Figure 6.26.: Simulation of the emission from the microcavity taken from [206] for a
photon wavelength of 550 nm. Alongside, the data from the experimental
measurement are shown. For the simulation the shape of the corrugation
of the photonic crystal layer is altered from a simple cubic to a sinusoidal
profile over the Brillouin zone. Altering the profile leads to a partially better
agreement between simulation and experiment, showing the advantage of
the developed simulation approach.
within the reduced Brillouin zone. The first profile corresponds to the rectangular ridges
with a width of 260/600 of the lattice constant. As a second profile, a more smooth
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sinusoidal profile is assumed, which is reduced to the half of the total high roughly at
around 260/600 ·Λx/2. Similar to the first profile, a complete planarization of the profile
is assumed.
It is seen from Fig. 6.26 that there are minor changes in the emission spectrum for
the sinusoidal profile function. Using this advanced profile leads to better agreement
between the experiment and simulation for emission angles θ > 45◦. However, due to
the contributions from Bragg scattering at 11◦ and 22◦ emission angle, the real profile is
somewhat in between these two extreme cases. The scattering contribution measured at
32◦ from the experimental data, is not reproduced changing the profile function. This
indicates once more that either an unsuitable modeling of the optical microcavity or a
wrong assumption concerning the planarization layer was made.
The representation of the perturbation via a profile function points out another strong
simplification of the derived model. The profile function is calculated from averaging
the periodic structure from an AFM scan, which mitigates surface roughnesses. Thus, a
very complex structure is simplified, in the case of a one-dimensional corrugation to a
single line function of information. This single line is decomposed into a finite Fourier
series, which is used to quantify the scattering contributions. Hence, a large amount of
information from the original structure is omitted in the modeling process. In this sense,
it could also be possible that the emission peak at 32◦ occurs from a coherent scattering
process of random surface roughness or defects of the structure. Such effects are omitted
entirely in the simulation approach.
For more complex structures, it is therefore expected that some deviations between
measurement and simulation occur, especially if the realized structures exhibit strong
surface roughness. Possibly, this can be compensated by simulating a single device for
several different profile functions, i.e. which are all determined from different spots of an
AFM scan. However, as further data on the experiments carried out by Callens et al.
are not available, the discussion is terminated at this point, as further simulations would
rely only on conjectures.
Even though a complete match between the simulation and experiment was not achieved
in this section, the investigation proved that the derived simulation formalism is fully
capable of reproducing simulation results from already well established models. Moreover,
the method developed here is able to achieve a better match between experiment and
simulation than the existing approaches, especially for the absolute intensity of the
scattering effects. Hence, the investigation of the scattering efficiencies of periodic
perturbations of OLED optical microcavities is enabled.
6.5.2. Simulated light emission for periodically perturbed microcavities
After obtaining confidence in the developed model, the structures of Secs. 6.2 and 6.3 are
to be simulated. Firstly, the bottom-emitting structures are simulated and compared to
the experimental measurements. In a second subsection, the simulation results for the
top-emitting devices are discussed.
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6.5.2.1. Simulation of light emission from corrugated bottom-emitting OLEDs
Prior to the simulation of the corrugated devices, another advantage of the developed
simulation compared to established simulation methods is outlined. In Fig. 6.27 a, the
normalized total emission spectrum (s- and p-polarized contribution) from the bottom-
emitting planar reference device of Sec. 6.2 is shown. In order to simulate the emission
Figure 6.27.: Total spectral radiant intensity from the bottom-emitting planar device
depicted in Fig. 6.2 measured in experiment (a), and simulated using the
numerically unstable transfer-matrix method (b) and numerically stable
approach utilizing the scattering-matrix (c). The thick device layout causes
oscillations of the intensity of the emitted light for the transfer-matrix
approach, which are not present for the scattering-matrix method. Apart
from these, both simulations and the experiment agree very well.
from this device, in panel b of Fig. 6.27 the calculated emission using the transfer-matrix
model from Sec. 3.3 is shown. Panel c of the same figure depicts the simulation results,
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which are obtained using the scattering-matrices. In all simulations the PL function
sPL of the emitter was taken into account. The experimental spectrum combined from
both s- and p-polarization shows the two radiative resonances of both polarizations.
The maximum of the normalized emission which is close to 1.4 is obtained for in-plane
wavenumber u ≈ 6µm−1 and a photon energy of 2.03 eV, which corresponds to λmax of
the emitter material.
Modeling the optical microcavity of this thick device, it is inevitable that the result will
contain deviations from the real device. This is also seen from the calculated emission for
both simulations. Here, the maximum of the normalized intensity is obtained for in-plane
wavenumbers u ≈ 6.3µm−1, however for the same photon energy. The shift occurs due to
several reasons. First, within the gonio-spectrometer experiment, the emitting pixel is not
perfectly aligned to the rotation axis, which causes a distortion of the angle dependent
emission spectrum. Second, the absorption of the materials, especially the ZnO:Al, is
neglected. Thus, the emission can be slightly overestimated for higher emission angles.
Finally, the predicted film thicknesses and dielectric functions of the materials predicted
from the film deposition may not match absolutely to the fabricated ones.
Taking into account these problems, the agreement between simulation and experiment
is quite good. Moreover, both simulations lead in general to the same results, which is not
surprising taking into account the results from the previous Sec. 6.5.1. However, for the
old simulation, which solely utilizes the transfer-matrices, an additional rapid oscillation
of the emission values mainly depending on the photon energy is observed in Fig. 6.27 b.
This is attributed to the effect that the calculation of the spectral radiant intensity in
this case follows Eq. (3.103), which depends on Eq. (3.98) to (3.100). Within those
latter equations, the reflection and transmission coefficients of the upper and lower half
of the optical microcavity, obtained from the transfer-matrices, are composed together.
For thick layers, these contain exponentials of oppsing signs, cf. Eq. (3.36), which are
numerically not stable. The new approach avoids the use of reflection and transmission
coefficients obtained from transfer-matrices of thick layers. Thus, the fluctuations can
not be seen in Fig. 6.27 c which represents a very nice agreement to the experiment.
The fluctuations for the transfer-matrix simualtions can be reduced by decreasing the
thicknesses of the involved layers. However, in this case the optical microcavity from the
experiment is no longer simulated anyway and the mismatch is increased.
Having outlined this additional advantage of the developed simulation method, the
emission spectra for devices A to C of Sec. 6.2 are simulated and compared to the
experiment. Figure 6.28 shows the modeled profile functions for the simulations. They
were extracted from the AFM measurements depicted in Fig. 6.2 b to d for the different
devices. Therefore, a Fourier filter was applied to the AFM image which removes the
surface roughness from the periodic structure. Averaging for several positions y of the
profile yield the shape and dimensions of the profile functions. The profile heights were
quantified to be hA = 60nm, hB = 80nm, and hC = 176nm for devices A to C. From
these profiles the fabrication mechanism, which was already discussed along Fig. 6.2,
is nicely seen. Where for device A a simple groove profile is seen, the ablation and
deposition process leads to a double ridge structure for device B and C. This particular
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Figure 6.28.: Normalized profile functions p(x) for devices A to C of Sec. 6.2, extracted
from Fig. 6.2 b to d. The profile functions are given within the reduced
Brillouin zone. For the simulations the absolut corrugation height were set
to hA = 60nm, hB = 80nm, and hC = 176nm.
pattern is seen most clearly for device C.
Using these profiles, the optical simulations were carried out. For each device, half
of the profile height was substrated from the total thickness of the ZnO:Al layer to
maintain an average constant height of the device. The normalized total spectral radiant
intensity, obtained from experiment, and the corresponding simulation results are shown
in Fig. 6.29. These simulations show the emission of the device into air, and thus take
into account the substrate effects. The bottom-emitting devices use lattice constants up
to 1.94µm. In order to take into account the scattering effects in a resonable manner, the
cut off M is chosen such that is exceeds the highest expected scattering order by at least
two. In detail, in Fig 6.29 the normalized emission spectra measured in experiment are
shown for device A in panel a, B in c, and C in panel e. The corresponding simulation
results are depicted in the panels b, d, and f for devices A to C. From first sight, it is
obvious that the scattering contributions within the simulated spectra are much sharper
compared to the peaks measured in the experiment.
This is caused by two facts: First, the measurement in the gonio-spectrometer setup
was carried out with a resolution of ∆θ = 1◦. This is much larger than the inter-distance
between two adjacent simulation points. Thus, very narrow contributions may not be
resolved. Additionally, the OLED in the experiment is still an areal light source of about
0.25 cm× 0.25 cm. The fiber which feeds the light into the detector, is about 15 cm away
from the OLED. Thus, the detected emission for each emission angle corresponds to
the integrated emission of about 1◦ of angular dispersion. Therefore, features below a
thickness of one degree can not be distinguished from measurements with this setup.
Second, and most important, the simulation is only carried out for one corrugation
height – resembling an ideal system without variation of the topography. Therefore, it
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Figure 6.29.: Normalized total spectral radiant intensity Iel measured in experiment for
devices A (a), B (c), and C (e), of Sec. 6.2. Next to each spectrum obtained
from experiment, the simulated ones are given for the corresponding device
A (b), B (d), and C (f). Even though, the scattering contribution appear
much sharper in the simulation as in the experiment and thus the peak values
are overdetermined in the simulation, the general trends and observations
coincide.
completely neglects any distortion of the emission spectrum which arises due to defects
or surface roughness. The surface patterning from the DLIP process is furthermore
produced by patching areas of 25mm2 together. Thus, it is likely to introduce additional
mesoscopic structures which serve for non-coherent outcoupling. It is obvious from
the arguments given that the scattering effects in the experiment will not be as well
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distinguishable as from simulation.
Nevertheless, the general trends of the scattering effects are visible in the experimental
spectra as well. In example, for device A the strongest emission within the experiment
takes place at u ≈ 6µm−1 and a photon energy of 2.03 eV. From the simulated spectra
the strongest emission is also observed at 2.03 eV. It is however slightly shifted to around
u = 6.5µm−1. This is caused by the strong scattering contributions of six adjacent orders
of trapped resonances. These can not be seen in the experiment with such intensities
due to the aforementioned reasons.
However, the significant peaks of the experiment coincide with the strongest emission
peaks within the simulation. Additionally, in the experiment, the significant emission
is broadened to range from 1.9 eV to about 2.1 eV for emission angles close to normal
incidence. This occurs similarly in the simulation. Here however, the drop in intensity
at around 2 eV is increased compared to the experiment, because of the overlapping
scattering effects from the ±2ndscattering orders which are more prominent for the
simulation. This general accordance between the experiment and the simulation, despite
the fact that the scattering effects are stronger within the simulation, continues for
devices B and C. For all emissions, a prominent emission occurs for in-plane wavenumbers
u ≈ 6µm−1 and 2.03 eV, as at this position the original cavity mode was had the most
prominent contribution and is superimposed by scattering effects. This holds for all
simulations. Besides, it is notable that there are no scattering effects in the experiment,
which do not occur in the simulation, as it was the case in the experimental data of the
previous Sec. 6.5.1. It implies that the optical cavity in general was modeled very well
by the used dielectric functions and layer thicknesses.
Similar to the experiment, the contributions from Bragg scattering for Devices B and
C are less prominent compared to device A, with device B performing weakest. This
coincides nicely with the fact that device B showed the lowest EQE within the experiment.
Thus, it benefits the least from the introduction of a corrugation.
However, it is problematic to calculate this effect directly from the simulation results.
This is due to the fact that the simulated emission spectra are superimposed by very
intense scattering contributions. These artifact arise more often for reduced lattice
constants, which clearly identifies their origin in the scattering. They were omitted in
Fig. 6.29, and are only visible as small white areas, as for them the color bar is outreached.
The cause of these very narrow, very sharp features is not entirely resolved. It is
possible that they arise due to the calculation of the complete scattering-matrix while
taking into account the substrate effect. In this step, the scattering-matrices of the upper
and lower scattering layer are decomposed into their transfer-matrix representation from
which the total scattering-matrix is calculated. In order to determine the substrate effect,
it is furthermore necessary to invert the complete scattering-matrix, cf. Eq. (6.190).
Hence, these steps may introduce numerical instabilities, which need to be resolved in
order to avoid these artifacts.
An argument which supports this point is that in the next section, the Bragg scattering
effects are analyzed for top-emitting devices. Here, such artifacts do not occur, as
top-emitting OLEDs do not radiate through a transparent substrate. Therefore, the
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calculation of the complete scattering-matrix or its inversion is not necessary.
6.5.2.2. Comparing simulation to experiment for top-emitting OLEDs on
corrugated photoresist
In the previous Sec. 6.5.2.1, the Bragg scattering effects in the simulation of bottom-
emitting OLEDs were discussed. Here, the simulations corresponding to the top-emitting
devices from Sec. 6.3 are discussed. Similar to the discussion of the bottom-emitting
devices, the profile function which were used in the simulation are discussed at first. The
extracted profiles from the AFM scans, which were depicted in Fig. 6.9 b and c, are shown
in Fig. 6.30. The absolute corrugation heights are obtained from the Fourier filtered AFM
Figure 6.30.: Normalized profile functions for the top-emitting devices A and B of Sec. 6.3.
The profiles were extracted from the AFM measurements, depicted in
Fig. 6.9, and are given in the reduced Brillouin zone. In the actual simula-
tions, grating heights of hA = 50nm and hB = 90nm are assumed.
scans as hA = 50 nm and hB = 90 nm. For device A a monotoneous profile is obtained. It
shows very smooth slopes and in general a shape which is close to sinusoidal. For device
B on the other hand, a profile, which shows an increased slope and a groove at the center
of the reduced Brillouin zone is obtained. Even though this effect is weak, as a more
prominent difference between the two profiles, the increased fill factor of the profile of
device is noted. While the ratio between the ridges and the grooves is approximately 0.5
for device A, it is increased to 2/3 for device B.
The layer sequence was assumed to be identical to the values predicted by optical
simulations for an optimal device, cf. Fig. 6.9 a. As the photoresist is located beneath
the opaque back reflector, the profile was assumed to consist of aluminum as well as the
lowest layer of the anode. The highest Bragg scattering order, which was taken into
account, was set to M = 6 for all simulations.
In Fig. 6.31, the total normalized spectral radiant intensity is shown for devices A
(panels a and b) and B (panels c and d) obtained from experiment (panels a and c)
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Figure 6.31.: Normalized total spectral radiant intensity Iel measured with the gonio-
spectrometer setup for devices A (a) and B (c), of Sec. 6.3. The device
layouts are predefined in Fig. 6.9 a. Next to the experimental spectra,
the simulation results are given for the corresponding device A (b) and
B (d). For device A, the scattering contributions and intensities can be
compared between experiment and simulation. From the general shift of
the cavity mode from 1.74 eV at u = 0µm−1 within the experiment to
1.78 eV at u = 0µm−1 for the simulation, one can conclude that the used
film thicknesses are not optimal in order to model the actual device. Thus,
also the Bragg scattered first order waveguide modes appear at slightly
different positions within the experiment and simulation and are altered
in intensity. For device B, due to the strong microcavity, the shifted film
thicknesses have great impact on the simulated spectrum of the heavily
perturbed device.
or optical simulations (panels b and d). Similar to the spectra of the bottom-emitting
devices (cf. Fig. 6.29), the simulated spectra for the top-emitting devices show similarities
and differences compared to the experimental measurements. For device A, the simulation
matches the experiment very well. The rough position of the radiative cavity mode, as
well as the normalized intensity show very good agreement. Also the contributions from
the 1st Bragg scattering order of the first and second order waveguide modes can be
identified. Interestingly, the scattering intensities of from trapped modes (seen in the
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experimental measurement at u = 8µm−1, 1.9 eV; u = 5µm−1, 2.05 eV; and u = 1µm−1,
2.05 eV) seems to be underestimated by this simulation parameters. In contrast, the
scattered contribution of the radiative resonance (at u = 5µm−1, 2.15 eV) occurs slightly
more prominent in the simulation. These minor mismatches can be attributed to the
idealizations which were carried out in order to model the simulation parameters from
the AFM scan and the proposed device layout.
However, from the shift of the radiative cavity mode, which is located at 1.74 eV at
u = 0µm−1 in the experiment to 1.78 eV in the simulation, one is able to deduce that
there is also a slight mismatch for the fabricated layer thicknesses to the planned device
layout. This deviation can be explained if the optical microcavity in the experimental
realization is thinner than the purposed device. The deviation of the optical microcavity
thickness can also be taken into account for the perturbed intensities of the Bragg
scattered trapped modes, as due to the altered microcavity these are also changed in
position as well as original intensity. Thus, the scattered intensities differ slightly between
simulation and experiment.
The general good agreement between simulation and experiment for device A is however
compromised for device B. In the experiment, the combination of s- and p-polarized light
showed an anti-crossing behavior of the radiative cavity mode and a Bragg-scattered
waveguide resonance. Furthermore, the emission was significantly enhanced into forward
direction at 2.03 eV in the experiment. In the simulation, although a distortion of
the radiative resonance is observed, the particular intensity and positions are altered.
This arises due to different thicknesses of the optical microcavity in the simulation.
Furthermore, it leads to the fact that the strong forward emission can not be modeled
from these parameters. It is however observed that the significant emission at normal
incidence is shifted to higher photon energies compared to device A. This is caused by the
strong interaction of the radiative cavity resonance and the scattered trapped resonance.
The mismatch between simulation and experiment indicates that in order to model
the emission from strongly perturbed optical microcavities, a precise knowledge about
the layer thicknesses of the actual device is essential. A fit from the simulation to the
experiment in this case is a tough task, as there are many free parameters within the
model. The most prominent ones would be the thickness of the ETL, HTL, CL, and the
semi-transparent top electrode. Moreover, the periodic perturbation needs to be defined
very precisely.
The impact of an only small deviation of the simulation parameters is given in Fig. 6.32 b.
Here, the simulated emission from device B is shown, but using a corrugation height of
hB = 70nm. In the context to the AFM scan of the corrugation of device B, shown in
Fig. 6.9 c, the shift from 90 nm to 70 nm corresponds to a minor deviation within the
range of possible corrugation heights. The reduced corrugation height corresponds to a
reduction of the vertical aspect ratio from 0.20 to 0.16 for the simulations simulations.
Additionally, in Fig. 6.32 a, a picture of prepared stripes of corrugated photoresist on
a glass substrate is shown. It is seen that the iridescence, which occurs due to the
corrugation, is not homogeneous over the prepared pixel. This is caused by a macroscopic
variation of the corrugation height over the pixel surface. The variation of the profile
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Figure 6.32.: a) Glass substrate with fabricated corrugated photo resist. It is seen from
the spatially reduced iridescence that the corrugation of the photoresist
is not homogeneous due to the fabrication process. b) Simulated spectral
radiant intensity for device B, but using a reduced corrugation height of
only 70 nm. The intensity of the perturbed radiative resonance is increased
compared to 90 nm corrugation height, matching the measured intensity of
device B more.
height is caused by the fabrication method, where sticky tape is used to place the
sample onto the photomask. The photomask is made from quartz glass and shows a very
smooth surface. The substrate on the other hand is plain borosilicate glass. Patching
both surfaces together under the pressure of their own weight leads to macroscopic
interference fringes under illumination, similar to Newton’s rings. Thus, the variation
of the corrugation height is not only observed on a microscopic, but additionally on a
macroscopic scale.
Comparing the simulated emission of Fig. 6.31 d to the one shown in Fig. 6.32 b,
the effect of the reduced corrugation height is obvious. The intensity of the perturbed
radiative cavity resonance is increased, compared to the maximum intensity. The emission
at normal incidence is broadened for hB = 70 nm compared to hB = 90 nm. However,
due to the general mismatch of the optical microcavities between the experiment and
simulation, only a rough correspondence of the simulation to the experiment can be
obtained.
Nevertheless, this demonstrates the importance of an accurate modeling of the fabri-
cated device by the simulation, esp. for top-emitting strong microcavity OLEDs. Thus,
in order to obtain a better agreement between the simulation and the experiment, the
experimental methods must be refined such that the quality of the produced gratings
is increased. A possible solution to this issue may be achieved by using nanoimprint
processes to fabricate the grating structures for top-emitting OLEDs.[90] This process is
capable of producing very homogeneous perturbations such that the uncertainties caused
by the profile can be minimized.
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Figure 6.33.: Normalized radiant flux from optical simulation for a) bottom-emitting
devices of the layer sequence given by Fig. 6.2 a, and b) top-emitting devices
with a similar device layout as given by Fig. 6.9 a. Simulations results are
given for various lattice constants and corrugation heights, i.e. vertical
aspect ratios rvert. In case of the bottom-emitting devices, the normalization
was carried for each lattice constant to the weakest perturbation. For the
top-emitting OLEDs, all integrated intensities are normalized to the weakest
perturbation of the smallest lattice constant.
From Fig. 6.32 b, it is however also observed that the strong coupling of the Bragg
scattered modes is not impeded by the reduced corrugation height. Additional simulation
for a corrugation height of 50 nm elucidate that even for this reduced corrugation the
anti-crossing behavior is not avoided. Thus, it obvious that the strong coupling does not
solely depend on the vertical aspect ratio and the quality factor of the optical microcavity,
but is also influenced by the lateral aspect ratio, i.e. the lattice constant. In order to
predict suitable device layouts for top-emitting devices very detailed simulations are
necessary, which are beyond the scope of this work, as the suitable parameters will be
different for each OLED layout and are therefore necessary to be determined for the
respective purpose.
6.5.3. A-priori simulation of optical microcavities
6.5.3.1. Variation of lattice constant and aspect ratio to maximize total radiant
intensity
In this last section, the ability of the simulation to predict the optical properties of
devices which are not experimentally known are analyzed. Therefore, the bottom- and
top-emitting device layout from Secs. 6.2 and 6.3 are simulated for various corrugation
heights, i.e. vertical aspect ratios, and lattice constants. The results of these simulations
are shown in Fig. 6.33 a and b. Here, the normalized radiant flux integrated from the
spectral radiant intensity is shown, depending of the vertical aspect ratio of the devices.
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For the bottom-emitting devices of Fig. 6.33 a, the normalization is conducted in
reference to the weakest perturbation of each lattice constant. It is calculated in this
way because of the sharp peaks within the spectra, which arise due to the scattering-
substrate interaction within the simulation. Therefore, a comparison of the different
lattice constants to each other, or the planar device is not possible. However, the results
are assumed to be comparable between the different perturbations heights, as the amount
of sharp features is mainly influenced by the lattice constant.
Analyzing the characteristics for the different vertical aspect ratios for the different
lattice constant reveals the trends for the scattering efficiencies of the gratings, depending
on the height of the perturbation. Based on the light emission of the weakest perturbation
the emission drops at first for all lattice constants but Λx = 1µm. At vertical aspect
ratios of about 0.09, a minimum of the light emission is observed for all pitches of the
grating. Depending on the lattice constants, from this point on the light emission is
either increased monotonically or decreases again for vertical aspect ratios beyond 0.135.
These characteristics seem to alter depending on the lattice constant. For 0.5µm and
1.6µm lattice constant, a decreased light emission for increased vertical aspect ratios
is noted. Other pitches show solely increased light emission beyond rvert = 0.135. The
decrease of light emission is stronger for Λx = 0.5µm compared to Λx = 1.6µm, indicating
a stronger interaction between the scattered light contributions. This is reasonable, as
for the smaller lattice constant, the lateral aspect ratio is strongly increased, and lower
scattering orders contribute to the light emission. In this context, for an strongly
alternating dependence of the light emission on the vertical aspect ratio indicates a strong
coupling of the scattered light. In contrast, if the light emission is only increased (which
is assumed to saturate at some point) the light emission occurs from a superposition of
Bragg scattered intensities.
The normalization for the top-emitting device was carried out with respect to the
weakest perturbation of the smallest simulated lattice constant. Thus, a comparison
between the different lattice constant is possible. In correspondence to the experimental
findings for this particular device layout, it is found, that for Λx = 1µm the light emission
is increased compared to smaller lattice constant. In agreement to the simulations for the
bottom-emitting geometries, for the smallest lattice constant an alternating light output
depending on rvert is found. However, as the top-emitting device geometry exhibits a
strong microcavity effect. Thus, this dependency is not as prominent as for the bottom-
emitting layout, as seen from the simulations for Λx = 0.6µm, where a strong interaction
between the scattered resonances occurs, as seen from Fig. 6.31 d and Fig. 6.32 b.
For the normalized radiant flux of the top-emitting devices of Fig. 6.33, a detailed
comparison to the planar reference is not carried out. In this particular example, an
efficiency enhancement for all corrugated devices of about a factor of four was obtained,
which does not correspond to the experimental findings. This however, is attributed to
the facts that the grating structures for device A and B of Sec. 6.3 and the proposed
layer thicknesses were not entirely suitable to represent the fabricated devices.
A comparison between the corrugated and planar devices from simulations is neverthe-
less possible. For such a comparison, however, the optical microcavity of the simulation
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and the corrugation parameters need to fit to a well manufactured experimental OLED.
To prove this point, in Fig. 6.34 the simulated spectral radiant intensity is shown for
the device layout proposed by Callens et al. in [206]. Alongside, the measured spectral
Figure 6.34.: Simulated normalized spectral radiant intensity for the device proposed by
Callens et al. and the corresponding spectral radiant intensity measured
from experiment.[206] The normalization of the simulation is only carried
out in reference to the emitting dipole in the infinite medium. Thus, the
curves are comparable to each other, enabling a direct comparison of the
planar to the perturbed device and to the experiment.
radiant intensity of experimental fabricated devices is shown, extracted from [206]. The
photon wavelength was fixed to 550 nm. The simulated values are only normalized
regarding the emitting dipole in the infinite medium. Thus, the absolute values of the
planar and the corrugated devices are comparable to each other. The experimentally
obtained values are given as absolute values as well. For the corrugated device as well as
for the planar reference, a very nice agreement between the simulation and the experiment
is obtained. Moreover, the difference between the absolute values is representative. Thus,
for this device a direct comparison between the experiment and the simulation, and thus
a-priori efficiency estimations are possible.
This indicates that if the OLED microcavity is well known and the periodic perturbation
is accurately defined, optical simulations resemble the experimental emission patterns
using only one device layout and one profile function. In this case, is also possible to
obtain beneficial device layouts or perturbation parameters from simulation.
If however, the optical microcavity is not exactly known a match between the simulation
and experiment is hard to obain from a single device simulation. This is also the case, if
the periodic change of the microcavity is disturbed either by defects or surface roughness,
or is inadequately characterized in the first place.
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7. Conclusions
This work focused on methods to increase the efficiency of OLEDs. Two approaches
have been investigated in this regard. The first approach focused on the use of low
refractive index transport materials in OLED optical microcavities. Using such materials
represents a cheap and versatile method to enhance the performance of OLEDs, as it
does not involve complicated surface modification steps of the substrate surface and
suitable materials can be integrated in the common fabrication processes. It was shown
that by using such materials, depending on the relative difference between the refractive
index of the organic emitter material and the transport layers, the outcoupling efficiency
increases linearly.
Quantitatively, an increase in EQE of 19% for Ir(ppy)3, an emitter which shows
isotropic distribution of the dipole sources, was found. For preferentially horizontal
source distributions, Ir(ppy)2(acac), an enhancement of the EQE by 18% was observed.
The effect was addressed to the compression of the reciprocal space into which power is
efficiently dissipated from the emitting molecules. For a modification of the refractive
index adjacent to the opaque back reflector, this is most efficient for the oSPP excitation.
The compression results in a decreased total dissipated power, which in consequence
increases the outcoupling efficiency of the optical microcavity. In the particular cases, the
outcoupling efficiencies were increased by 23% for the isotropic source distribution and
19% for the preferentially horizontal alignment, in very good agreement to the increased
EQE. The absolute outcoupling efficiencies were increased to as much as ηout = 37.1%
and ηout = 41.5%, respectively. These exceptionally high values demonstrate that by
exploiting this effect, the limits of the outcoupling efficiency can be increased beyond
the values commonly given in literature by implementing low refractive index charge
transport layer materials into the OLED. This method can be applied in association with
the optimization of the alignment of the transition dipole moments of the emitters in
order to achieve an ultimate efficiency for planar devices. The approach is furthermore
applicable to polychrome OLEDs as the compression of phase space occurs for all photon
energies and tends to be even more efficient the higher the in-plane wavenumbers of the
oSPP excitation are.
In the second part of this thesis, Bragg scattering was investigated in order to increase
the efficiency of OLEDs. Unlike the first approach, Bragg scattering requires a periodic
perturbation of the optic microcavity. In this work, such perturbations are achieved by
structuring a particular layer of the planar device and proceed the OLED deposition on
top of this layer. Thus, the periodic structure pervades the entire microcavity. To utilize
Bragg scattering, more complex surface modifications compared to the first approach
are necessary. However, potentially the benefits can surpass the efficiency enhancements
achieved by reducing the refractive index of transport layers of the OLED.
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Here, Bragg scattering effects in periodically structured bottom- and top-emitting
OLEDs were investigated. For both types of monochrome red emitting OLEDs using
Ir(MDQ)2(acac), periodic line-patterns were investigated. In case of the bottom-emitting
OLEDs, the corrugation was achieved by patterning the ZnO:Al TCO anode layer by a
DLIP process. An enhancement of the external quantum efficiency of 27% at a luminance
of 1000 cdm2 compared to the planar reference device was observed for a lattice constant
of 0.71µm. The scattering effects, which could be quantified from the angle depended
emission spectra, were composed from the superposition of the radiative cavity resonance
and additional intensities from Bragg scattered modes. For increased lattice constants,
decreased (1.3 µm) as well as comparable (1.94 µm) efficiencies were determined. This
indicates that by adjusting the lattice constant and perturbation height, the enhancement
can be optimized, possibly exceeding the obtained enhancements.
For the top-emitting OLEDs the periodic structure was achieved by patterning a
photoresist via a photomask. With this method, the quality of the grating pattern is
increased compared to the DLIP process. Due to the stronger optical microcavity of the
top-emitting devices, an enhancement of the EQE of 13% and PE of about 13.5% at a
current density of 1mAcm−2 compared to the planar reference for a lattice constant of
1.0µm was observed. A smaller lattice constant of 0.6µm leads to an enhancement of
the PE by about 13% and a strongly increased forward luminance. However, for this
geometry, a reduced external quantum efficiency is also observed, such that the increased
PE and forward luminance are attributed to a shift of the heavily altered emission
spectrum towards higher photon energies rather than an overall increased emission. For
the top-emitting devices, the emission spectrum is furthermore not understood as the
superposition of intensities of Bragg scattered modes, but from the intensity obtained
from the interfering modes. Therefore, for the top-emitting structures the determination
of optimal device parameters from experiment is much more complicated than for the
bottom-emitting OLEDs.
In order to obtain a prediction for optimal device design based on the layer sequence
of the planar OLED, a formalism, which enables the simulation of the spectral radiant
intensity from periodically perturbed optical microcavities was outlined. The simulation
discretized the periodic perturbation as a profile function with lattice constant(s) and
perturbation heights. This leads to the characterization of the corrugation in terms of
the lateral and vertical aspect ratios. In a first step, the simulation was successfully
evaluated with experimental and theoretical results from a literature reference, proving
superior to established simulation methods. Applying the simulation to the experimental
results of this thesis revealed also a general correspondence between simulation results
and experiment. Nevertheless, it has been found that due to the low quality of the
structures for the bottom-emitting OLEDs, the effects can be fully represented only by a
superposition of several simulation results for different parameters (corrugation heights,
profile function). Additionally, the simulations for bottom-emitting OLEDs suffer from
numerical artifacts due to the incoherent substrate calculations. Therefore, a prediction
on the most suitable lattice constant was not possible, even though it was found that for
lattice constants below 0.6µm, strong coupling effects occur even for the bottom-emitting
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microcavity.
For the top-emitting devices, a strong dependency of the scattering effects on the
layer thicknesses was found, despite the dependence on the scattering parameters. This
is attributed to the increased microcavity effects of such devices. Optical simulations
indicate that for the particular device layout, the optimal lattice constant is in fact in the
range of 1.0µm, while for smaller pitch distances due to the strong microcavity effect the
heavy perturbation of the emission spectra the total emission is decreased. However, a
generalization of the findings from these two particular microcavity layouts is not possible.
For different layouts – i.e. quality factors, vertical or horizontal aspect ratios – these
characteristics might change as well. Nevertheless, the established simulation algorithm
enables an a-priori analysis of the scattering effects from photonic-crystal-OLEDs.
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8. Outlook
Both approaches to increase the efficiency of OLEDs proposed in this thesis should be
investigated further in future. Concerning the use of low refractive index materials, the
focus may primarily be on the refinement of the experimental fabrication methods. In
order to fabricate the PEDOT:PSS onto the Aluminum back reflector, an argon plasma
cleaning step was involved. This very complicated fabrication step may be substituted
by adjusting the PEDOT:PSS solution.[208] In this matter, it will perhaps be possible to
utilize other metals than aluminum as well, i.e. silver, mitigating the PEDOT:PSS effect
on the electrical performance of the OLEDs. Adjusting the metal and tuning material
thicknesses accordingly during fabrication potentially enables higher absolute EQEs.
In order to exploit the effect for bottom-emitting or polychrome OLEDs as well, it is
necessary to process the low refractive index ETL on top of the deposited organic layers.
In this case, it would be ideal to fabricate the ETL from thermal evaporation as well,
rather than from a spin coating process. However, up till now materials processable by
thermal evaporation and possessing a low refractive index are rare.
Furthermore, one could try to extract the radiative oSPP excitations by macroscopic
outcoupling structures, i.e. by micro lens foils.[121, 123] For optimal cavity designs, this
should lead to efficiencies close to 100%, if the radiative oSPP mode can be coupled
through a high refractive index lens, or micro lens foil. In addition to this approach, it
is possible to combine the shift of the oSPP mode with outcoupling enhancement via
Bragg scattering, which was addressed in the second attempt to increase the efficiency
of OLEDs. In first experiments, very shallow grating structures could be used to verify
the position of the resonance regarding in-plane wavenumbers. For further attempts, the
optimal parameters of the corrugation could be obtained from simulation in order to
maximize the outcoupling for an experimental realization.
The simulation approach from Sec. 6 can also be subject of further improvements.
First, the artificial scattering effects which occur if a substrate is taken into account
could be addressed. A simple solution in this case may be obtained by calculating the
inverse of the complete scattering matrix from singular value decomposition.[207] Using
this decomposition, is it possible to exclude numerically unstable contributions from the
calculation of a matrix-inverse.
In order to quantify the efficiency enhancement not only from the integrated emission
spectrum, one could try to calculate the total dissipated power for all in-plane wavenum-
bers similar to the planar formalism. This is achievable by utilizing Eqs. (3.59) and
(3.60), but formulating all quantities for the periodic plane wave expansion. Thus, the
reflection coefficients become represented by the submatrices of the scattering matrices























by the amplitudes of the particular solution, which are obtained from the source-matrix
A. These equations are analogous to their scalar counterparts of the scalar problem of
Sec. 3.3 for the unperturbed microcavity, Eqs. (3.64) and (3.65). The matrices α are
given in analogy to Eqs. (3.61) and (3.62) by
αud = P transactive(ε)SudupP transactive(ε) (8.3)
αdu = P transactive(ε)SdudownP transactive(ε) . (8.4)
Following the derivations of Sec. 3.3, which obtained the power dissipation spectrum
from the effective solutions for the planar device, it should be possible to calculate similar
expressions for the normalized power dissipation in periodically perturbed microcavities.
Thus, a quantification of the outcoupling efficiency and Purcell factor of complex layouts
should be possible.
Besides these physical improvements, additional refinement of the calculations of the
necessary scattering-matrices from the numerical discretization can be carried out. First,
one could derive matrix representations of higher order numerical solvers, which lead
to numerically stable solutions. In this sense, the number of necessary points for which
the scattering-matrices are calculated can be reduced, which decreases the run time of
the simulation significantly. Second, there exist new approaches to approximate the
scattering-matrices.[45] Application of these methods are likely to reduce the run time as
well, as the numerical complexity of the scattering problem does no longer scale with the
complexity of matrix-multiplication, but only linearly.
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Appendices
A. Materials – Abbreviations and optoelectronic modeling
parameters
This section is attributed to the model constants for the active and passive optical
properties of the materials used in OLEDs. First, the organic semiconductors are
discussed. This is divided into the properties of the optically active emitter materials
and the passive dielectric media. The discussion of the passive dielectric function for
ZnO:Al is included here. Second, the parameters of the dielectric function model of the
electrode metals are given.
A.1. Organic semiconductors and ZnO:Al
A.1.1. Active emitter materials
In Tab. A.1, the organic emitter materials are listed, along with their abbreviations.
Similar to the optically passive organic semiconductors the structural formulas can be
seen elsewhere.[8, 98] For each material the characteristic fit coefficients, which model the
normalized photoluminescence spectrum according to Eq. (2.25), are given in Tab. A.2.
The values in Tab. A.2 marked with asterisk were irrelevant for the fit quality, and
therefore are assumed to reasonable values within the model description, cf. Sec. 2.4.1.
Omitted values indicate unnecessary excitation orders. In order to take into account
the preferential orientation of the transition dipole moments, in Tab. A.3 the anisotropy
coefficients which were used are given.
A.1.2. Dielectric functions
Table A.4 summarizes the abbreviations of all organic semiconductor material, which
are not used as emitter materials in this thesis. In Fig. A.1, the dielectric functions






Table A.2.: Fit coefficients to model the normalized photoluminescence spectrum pursuant
to Eq. (2.25). Values with asterisk are not fitted.
parameter Ir(ppy)3 Ir(ppy)2(acac) Ir(MDQ)2(acac)
E00 [eV] 2.4484 ± 0.0008 2.3702 ± 0.0006 2.0452 ± 0.0011
Evib [eV] 0.1418 ± 0.0012 0.1438 ± 0.0007 0.1447 ± 0.0014
S 1.341 ± 0.017 1.11 ± 0.01 0.821 ± 0.023
σ0 [eV] 0.0568 ± 0.0006 0.0654 ± 0.0004 0.0787 ± 0.0005
σ1 [eV] 0.0713 ± 0.0005 0.07154 ± 0.00028 0.0851 ± 0.0009
σ2 [eV] 0.079 ± 0.001 0.0771 ± 0.0007 0.0937 ± 0.0023
σ3 [eV] 0.0874 ± 0.0016 0.0882 ± 0.0013 –
σ4 [eV] 0.09∗ 0.09∗ –
σ5 [eV] 0.09∗ – –
Table A.3.: Anisotropy coefficients for phosphorescent emitter materials in their respec-
tive matrix material. The values are obtained from fitting experiments to
simualtion results. Enclosed in parentheses, reference values are given, which
were taken from publications. They serve as guidelines, albeit some of these
figures have been determined in other matrix materials.
emitter material matrix material doping ratio [wt.%] a
Ir(ppy)3 TPBi/TCTA 8 0.333 (0.31 [111, 116])
Ir(ppy)2(acac) TPBi/TCTA 8 0.234 (0.23 [111, 116])
Ir(MDQ)2(acac) NPB 10 0.256 (0.24 [110, 116])
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for these materials are given. The dielectric function are shown for photon energies
Figure A.1.: Dielectric functions of the organic semiconductor materials used in this
thesis for photon energies from 1.5 eV to 3.1 eV. In panel b, the dielectric
function of the ZnO:Al TCO is included.
of 1.5 eV to 3.1 eV, which corresponds roughly to 800 nm to 400 nm. In Fig. A.1 b, the
dielectric function of ZnO:Al is included, even though this is not an organic semiconductor.
However, the dielectric function shows properties of a function of a dielectric medium
rather than a metal, an therefore it is included here.
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A.2. Metals
Figure A.2 depicts the dielectric function of the metals used in this work. For a selected
Figure A.2.: Dielectric functions gold, silver and aluminum for photon energies between
1.5 eV and 3.1 eV.
range of photon energies, it is possible to approximate the dielectric functions with
functions from a simple free electron gas model. In example, this was carried out in
Sec. 5 for aluminum.
B. Power dissipation spectra and oSPP shifts for top- and
bottom-emitting OLEDs incorporating silver and aluminum
anode layers
In this appendix the power dissipation of top- and bottom-emitting OLED devices is
discussed. The layer sequence of the top-emitting OLEDs is dCL nm of α-NPD / 7nm
silver / 2 nm gold / dETL nm of BPhen:Cs / 10 nm BPhen / 12 nm TPBi:Ir(ppy)3 /
8 nm TCTA:Ir(ppy)3 / 10 nm Spiro-TAD / dHTL nm HTL material and 100 nm of silver.
The high refractive index HTL device, uses dHTL = 46nm of Spiro-TTB:F6-TCNNQ,
and a CL and ETL thickness of dCL = 88nm and dETL = 36nm. In contrast, the low
refractive index HTL for the second device is taken from PEDOT:PSS with a thickness
of dHTL = 51nm, and CL and ETL thicknesses of dCL = 90nm and dETL = 39nm.
In Fig. B.3 a the power dissipation spectrum of the high refractive index top-emitting
device is shown, along with the power dissipation spectrum for the low refractive index
device in subfigure b. In these figures, the air- and organic light line is shown in solid
thin lines, separating the regimes of outcoupled radiation, trapped light and evanescent
excitations. The dispersion of the oSPP resonances if given as dashed lines. In contrast
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Figure B.3.: Calculated power dissipation spectra for top-emitting devices, similar to
devices A (subfigure a) and B (subfigure b), cf. Sec. 5.2, but incorporating a
silver back reflector. The full stack and layer thicknesses are given in the text.
An isotropic distribution of the emitting dipole sources is assumed. For both
devices the oSPP resonance is located within the evanescent regime. Thus
the enhancement of the outcoupled power is negligible, and the increased
outcoupling efficiency is solely attributed to the reduced total dissipated
power caused by the shift of the oSPP.
to the simulations for the device A and B, see Sec. 5.2, Fig. 5.9 a and b, which show
a similar layer sequence except for the opaque electrode material, for both devices the
oSPP resonance is located within the evanescent excitation regime. This shift reduces
the total dissipated power of the second device, such that the outcoupling efficiency is
increased. Due to the properties of the silver dielectric function, the outcoupled power of
the optimized second device with the low refractive index HTL is nearly equal to the
device with the high refractive index HTL. In this context the device incorporating the
silver anode maximizes the outcoupling efficiency enhancement by shifting the oSPP as
discussed in Sec. 5.2.
In Fig. B.4 a and b the power dissipation spectra for optimized bottom emitting OLED
stacks, adapted from device A, Sec. 5.2, are shown. For both stacks, an isotropic emission
dipole distribution was assumed. They are distinguished by the refractive index of their
ETL materials. Apart from these layers, both devices follow the structure 90 nm ITO
/ dHTL nm Spiro-TTB:F6-TCNNQ / 10 nm Spiro-TAD / 8nm TCTA:Ir(ppy)3 / 12 nm
TPBi:Ir(ppy)3 / 10 nm BPhen / dETL nm ETL material / 100 nm aluminum. Below
the ITO a glass substrate is assumed. For the simulations of the first device, 49 nm of
BPhen:Cs with a high reference refractive index is used. The HTL thickness for this first
device was determined from optimization of the outcoupling efficiency asdHTL = 42nm.
Within the simulations of the second device, for which the power dissipation is shown
in Fig. B.4 b, an ETL with an refractive index similar to PEDOT:PSS is assumed. The
optimized thicknesses in these cases were obtained as dHTL = 44 nm and dETL = 54 nm.
As well as for the top-emitting devices investigated previously, a shift of the oSPP is
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Figure B.4.: Simulated power dissipation spectra for optimized bottom emitting devices.
The layer sequence is adapted from device A, Sec. 5.2, and described fully
within the text. a) a refractive index of nBPhen:Cs is used for the ETL. b)
the ETL’s refractive index is reduces to nPEDOT. The oSPP is shifted very
close to the TE1 WG resonance, but within the regime of trapped WGs.
Thus, the decrease of the total dissipated power is limited.
observed introducing the low refractive index material close to the opaque reflector.
Similar to the properties of device B, Sec. 5.2, Fig. 5.9 b, the aluminum enables a shift
of the oSPP resonance to the left of the organic light line. Unlike the top-emitting
device B, the power dissipation from the s- and p-polarized radiation overlap. Thus,
the enhancement of the outcoupling efficiency, originating from the shift, is limited as
the asymptotic behavior of the s-polarized contribution is not modified by the refractive
index of the ETL. Hence, the efficiency enhancement for the bottom-emitting devices
is lower compared to the corresponding top-emitting geometries of devices A and B, cf.
Fig. 5.11. Moreover, by optical optimization the second order bottom-emitting device
geometry can be calculated to dHTL = 49 nm and dETL = 210 nm. This geometry results
in an outcoupling efficiency of 25.13%, which is below the outcoupling efficiency of the
low refractive index optimized first order device of 27.73%. Accordingly, by using the
low refractive index ETLs within bottom-emitting devices it may be possible to achieve
experimentally higher EQEs than obtained for the second order devices.[80, 159]
C. Further comments on theoretical derivations leading to the
simulation of emission from photonic crystal optical
microcavities
C.1. Numerical approximation of the integration of Maxwell’s equation
In this section, the numerical approximation of the integration of the Maxwell’s equation
for periodically perturbed media is discussed. The differential system itself is condensed
int the matrix Q. The obvious choice would be the approximate the integrand within
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Eq. (6.104) with its value at the lower boundary zi of the slab. This leads to the simple
explicit Euler[183, 209] integration method for differential equations
IeE(zi+1, zi) = 1+∆zQ(zi) . (C.1)
Although this method is very simple as it needs only a scaling and a addition at the main
diagonal components, the following methods outperform the explicit Euler formalism
concerning the trade-off between calculation time and a fixed accuracy goal. Moreover
due to the fact that the original differential equation Eq. (6.81), as it was already stated,
is characterized as stiff problem[209], makes the explicit Euler algorithm an unstable
choice as well. To overcome this stability issue one can use implicit methods. The first
order approach in this case would be to approximate the integrand at the upper boundary
value zi+1 leading to the implicit Euler method





However, in contrast to the explicit Euler method, an additional matrix inversion is
necessary. Both methods, explicit and implicit Euler, are though only linear one step
methods which in the end yield truncation errors of the same order. A known method
to decrease this error is the usage of more than one point were the integrand should be
calculated. Taking for example into account the values on both boundaries ones obtains
x(zi+1)− x(zi) = ∆z2 (f(zi+1, x(zi+1)) + f(zi, x(zi))) . (C.3)
Solving this equation for x(zi+1) and substituting from Eq. (6.104) leads to the implicit
trapezoidal rule approximation for the integral







which is a member of the Adams-Moulton integration methods.[209] At last a alternative
method to the implicit trapezoidal rule shall be given as the two-step backwards differential
formula, which is known to preserve stability while solving the numerical problem very
efficiently.[210] The original formula reads as
3
2 x(zi+1)− 2x(zn) +
1
2x(zi−1) = ∆z f(zi+1, x(zi+1)) . (C.5)
Replacing the contribution from x(zi−1) by an implicit Euler step leading to x(zn), the
final integral approximation can be calculated to









Both two-step methods finally introduced need in addition to the matrix inversion step
an additional step of matrix multiplication. Thus it will be expected that the two-step
methods have higher computational cost as compared to both one-step methods, where
the explicit Euler methods needs neither matrix inversion nor multiplication.
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C.2. Details on the far-field approximation of the periodic plane wave
expansion
Comparing Eqs. (6.149) to (6.152) to the simplified form of Eq. (6.155) the phase function
can be deduced as
exp (ıν±, i r) = exp (ıν±, i rˆ r) ⇒ φ±, i =
ux+ v y ±
√
ν2i − u2 − v2 z
r
, (C.7)
where the exclusion of r is explicitly necessary as otherwise the mathematical limit






can be calculated to
x0,±, i = ± u z√
ν2i − u2 − v2
(C.8)
y0,±, i = ± v z√
ν2i − u2 − v2
, (C.9)
with the ± indicating the nature of upwards/downwards traveling waves, and the i
indicating the medium, i.e. either the superstrate or the substrate. The absolute value of
the determinant of the Hessian matrix can be calculated to











)∣∣∣∣∣ = 1w2i , (C.10)
and is equal for both types of propagation. Respecting the identity the phase function at
the stationary point reads
φ±, i(x0) = ±νi = ν±, i . (C.11)
Combining all together, on achieves Eqs. (6.157) to (6.160) for the far-field amplitudes.
C.3. Derivation of the efficient iterative calculation scheme for the
scattering-matrix
The first sub-matrix Sdda of the iterated scattering-matrix Sa is obtained for both
methods, Eqs. (6.141) and (6.145), from Eq. (6.140) by multiplying with Sddc and(
T dub S
ud
c + T ddb
)−1
= M . To obtain the sub-matrix Suda for the second calculation
scheme, the Eq. (6.138) is used. In order to get the solution, the inverse of the solution
for the sub-matrix Sdda can be written as M−1 Sddc
−1. Multiplying Eq. (6.138) from the
right at first Sddc and afterwards M leads to Eq. (6.147). This result is also obviously
equal for both methods, cf. Eqs. (6.142) and (6.147).
203
The third component Sdua is obtained from Eq. (6.138). To get the solution for the
second method Sdda is multiplied from the left, and thus by expanding one gets
Sdua = −Sdda T dub Suuc + Sdda T dub Sudc Sddc
−1
Sduc + Sdda T ddb Sddc
−1
Sduc (C.12)












= Sduc − Sdda T dub Suuc ,
which is the result given by Eq. (6.146). The equality of this expression to the results for
the first method, Eq. (6.143) is shown by returning to Eq. (C.12), where this equation
can also be manipulated to
Sdua = −Sddc M T dub Suuc + Sddc M T dub Sudc Sddc
−1







c − T dub Sudc Sddc
−1


















T dub H − T ddb G
)
.
The last sub-matrix Suua is obtained from Eq. (6.137). On the left hand side of this











Sduc −NM T dub Suuc
using N = T udb + T uub Sudc . However, the right hand side of Eq. (6.137) is modified to
T uub
(




− T udb Sddc
−1
Sduc











Combining both results one obtains
Suua = T uub Suuc −NM T dub Suuc ,
which simplifies to Eq. (6.148) keeping in mind that NM = Suda , cf. Eq. (6.147). The
equality to the first method, Eq. (6.144), is shown by reducing the right hand side of
Eq. (6.137) into the form
T uub S
uu
c − T uub Sudc Sddc
−1
























T dub H − T ddb G
)
,
which can be done by replacing Sdda
−1 and Sdua with Eqs. (6.141) and (6.143) for which
the equalities have already been shown.
C.4. On the equality of the two system matrices
Comparing both system-matrices Ξ1, given by Eqs. (6.167) to (6.168), and Ξ2, given by









SuddownMΞ, 1 + 1
)
(C.13)















= SdddownMΞ, 1 (C.15)
Sdddown
(









where the two temporary matricesMΞ, 1 andMΞ, 2 are given by Eqs. (6.169) and (6.172).
To proof the equality of the two system-matrices, all Eqs. (C.13) to (C.16) must be true.












−1 (1− Suddown Sduup) Suddown .
Multiplying Suddown from the left, the equality becomes clear for this equation.
For the second Eq. (C.14), by reducing with Suuup−1, one gets










−1 = SuddownMΞ, 2−1 +MΞ, 1−1MΞ, 2−1 .














where this can be reduced to 1 = Suddown Suddown
−1, which is true.
The third Eq. (C.15) can be modified in a similar manner as the previously discussed






















which was already discussed in the context of the first Eq. (C.13) and is true.
The fourth Eq. (C.16) is closely related to the first Eq. (C.13) and modifies to
Sduup
−1 (1− Sduud Suddown) Sduup = (1− Suddown Sduup) ,
which is true. Thus the two system matrices are equal.
C.5. Calculation of the complete scattering-matrix for the passive
periodically perturbed microcavity
There are basically two possible ways to calculate the complete scattering-matrix of the
entire optical microcavity, omitting the source area. According to Fig. 6.23 a) one can













































incorporating the scattering-matrix Sdown for the lower scattering layer. However, for


















must hold. The first approach now is to transform the upper scattering-matrix Sup into
a transfer-matrix using Eqs. (6.127) to (6.130). By using the lower scattering-matrix
Sdown and its submatrices as the initial scattering-matrix one can apply the iterative















Sdu = Sdudown + Sdd Sddup
−1
SA (C.21)
Sud = Sudup + SB Sdddown
−1
Sdd (C.22)






utilizing the two temporary matrices
SA = Sduup Suudown (C.24)
SB = Suuup Suddown . (C.25)
This method however has the drawback of having the need to transform the numerical sta-
ble scattering-matrix into a transfer-matrix for the complete scattering layers. Although
these calculations are only drawn out for radiative plane waves within the semi-infinite
layers above (below) the superstrate (substrate) and therefore the numerical stability
should not be a huge problem, the numerical complexity for Eqs. (C.20) to (C.25) is
rather high.
Thus a second approach is proposed, where Eqs. (C.17) and (C.18) are drawn out
component-wise, and solved into the form of Eq. (C.19) givingU(zsup) = U(zsup, U sub, Dsup)
and D(zsub) =D(zsub, U sub, Dsup). This leads to the solution
Sdd = SC Sddup (C.26)
Sdu = Sdudown + SC Sduup Suudown (C.27)
Sud = Sudup + SD Suddown Sddup (C.28)
Suu = SD Suudown , (C.29)











It is possible to prove the equality between Eqs. (C.20) to (C.25) and Eqs. (C.26) to




−1 (1− Sduup Suddown) Sdddown−1]−1 (C.32)
the equality to Eq. (C.26) is easily seen. Counting the matrix multiplication and inversions
it is clear, that the numerical complexity for Eqs. (C.26) to (C.29) is reduced compared
to the first method. Furthermore, as the calculation of transfer-matrices is avoided, the
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