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Abstract
We propose two new survival forests for survival data with time-varying covariates.
They are generalizations of random survival forest and conditional inference forest – the
traditional survival forests for right-censored data with time-invariant covariates. We
investigate the properties of these new forests, as well as that of the recently-proposed
transformation forest, and compare their performances with that of the Cox model via a
comprehensive simulation study. In particular, the simulations compare the performance
of the forests when all changes in the covariates’ values are known with the case when not
all changes are known. We also study the forests under the proportional hazards setting as
well as the non-proportional hazards setting, where the forests based on log-rank splitting
tend to perform worse than does the transformation forest. We then provide guidance
for choosing among the modeling methods. Finally, we show that the performance of
the survival forests for time-invariant covariate data is broadly similar to that found for
time-varying covariate data.
1 Introduction
Continuous-time survival data with time-varying covariates are common in practice. The Cox
proportional hazards (PH) model (Cox, 1972) has long been used to analyze censored survival
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data. Andersen and Gill (1982) extended this semi-parametric model to a model where covari-
ate processes have a proportional effect on the intensity of a multivariate counting process. Such
a counting process formulation of the Cox model has been adopted in order to fit time-varying
covariates in the Cox PH model in the following way. Consider continuous-time survival data
with time-varying covariates, where each subject may have multiple records of measurements
of risk factors at multiple time points. In practice, as the subjects are measured only occa-
sionally, the time-varying covariates are assumed constant between time points. One can then
reformat the data structure to one with left-truncated right-censored observations, where the
multiple records of a subject become a list of pseudo-subjects and are treated as if they are
independent. This procedure is usually referred to as the Andersen-Gill method (Andersen
and Gill, 1982), or the counting process approach. However, the Cox model relies on restric-
tive assumptions such as proportional hazards and a log-linear relationship between the hazard
function and covariates. Tree methods, which are useful nonparametric alternatives to the Cox
model, also can incorporate time-varying covariates. Bacchetti and Segal (1995) proposed the
first method to extend the tree method to handle time-varying covariates. Their algorithm
is based on decomposing each subject survival experience into pseudo-subjects according to
the values of the splitting rules. An equivalent approach to Bacchetti and Segal (1995) with
the log-rank test as the splitting criterion is to partition the data based on time-varying Cox
models with time-varying indicators of the split at time t, I{x(t) ≤ C}, as regression variables
(Bertolet et al., 2012). Huang et al. (1998) introduced a piece-wise exponential survival tree
that accommodates time-varying covariates, which assumes that the distribution of the sur-
vival time for a subject is given by a piece-wise exponential distribution and similarly to the
Bacchetti and Segal (1995) method allows subjects to be split across different nodes. Recently,
Fu and Simonoff (2016) proposed two types of survival trees, as extensions of the survival tree
of LeBlanc and Crowley (1992) and of the conditional inference tree of Hothorn et al. (2006b),
respectively, to left-truncated right-censored (LTRC) data, referred to as LTRC trees. They
subsequently showed that for right-censored survival time data with time-varying covariates,
the pseudo-subjects from Andersen-Gill reformulation can be treated as independent LTRC
observations, and therefore their proposed LTRC trees can also be used to construct trees for
time-varying covariate data. The novel “transformation tree” (TST) algorithm introduced in
Hothorn and Zeileis (2018), which is based on a parametric family of distributions charac-
terized by their transformation function, is developed to detect distributional alternatives to
proportional hazards. This type of tree is able to handle LTRC survival data and therefore
can be applied on survival data with time-varying covariates, using the same counting process
approach. Sun et al. (to appear, 2020) developed generalized time-dependent Receiver Op-
erating Characteristic (ROC) curves for evaluating the performance of survival trees. Their
tree-building algorithm (ROCT) is guided by decision-theoretic criteria based on ROC, and
aims to partition the dynamic survivor population and handle time-varying covariates.
Compared to trees, ensemble methods such as bagging and random forest can reduce vari-
ance while preserving low bias. These methods average over predictions of the base learners
(the trees) that have been fit to bootstrap samples, and are able to remain stable in high-
dimensional settings and therefore can substantially improve prediction performance (Breiman,
2001). Ishwaran et al. (2008) proposed the random survival forest (RSF) that extends random
forest (Breiman, 2001) to right-censored survival data. Hothorn et al. (2006a) proposed the
conditional inference survival forest (cforest) (with the conditional inference survival tree as
the base learner) by incorporating weights into random forest-like algorithms and extending
gradient boosting in order to minimize a weighted form of the empirical risk. Along with the
transformation tree method, Hothorn and Zeileis (2018) proposed transformation forests (TSF)
as an adaptive local likelihood estimator of conditional distribution functions. Unlike other
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forests of trees based on log-rank splitting (RSF, cforest) that search for splits by maximizing
a two-sample log-rank test statistic, TSF has its split statistics designed to detect changes in
the conditional survivor function that are not well described under the proportional hazards
model. Korepanova et al. (2020) has recently given examples to show that these test statistics
are powerful in detecting proportional hazards deviations from the model, and TSF gives a bet-
ter performance under the non-proportional hazards setting. Again, the transformation forest
algorithm has built-in split statistics to handle LTRC survival data as the transformation tree
does, so it can also be used to model survival data with time-varying covariates. Sun et al.
(to appear, 2020) proposed an ensemble procedure based on averaging martingale estimating
equations from individual ROC-guided trees. It recursively partitions the dynamic survivor
population and can therefore handle time-dependent covariates. This ensemble method will be
referred to as ROC-guided forests (ROCF).
Other than TSF and ROCF, very little work has been done on extending survival trees
that can handle time-varying covariates to forests. Bou-Hamad et al. (2011) proposed a sur-
vival forest method that can handle time-varying covariates, but only for discrete-time survival
data. In this paper, we develop survival forest methods based on log-rank splitting rules for
continuous-time survival data with time-varying covariates, by extending the survival tree meth-
ods introduced in Fu and Simonoff (2016) — LTRC conditional inference tree (referred to as
LTRC ctree) and LTRC survival tree with Poisson splitting rules (referred to as LTRC rtree) —
to survival forests, namely the LTRC conditional inference forests (referred to as LTRC CF) and
the LTRC random survival forests with Poisson splitting rule (referred to as LTRC RSF). The
proposed LTRC forests (LTRC CF and LTRC RSF) can handle data with all combinations of
left-truncation and right-censoring in the survival outcome, as well as time-invariant and time-
varying covariates. In this paper, we focus on right-censored survival data with time-varying
covariates. We also provide guidance on how to choose among various modeling methods for
any given dataset.
2 LTRC forests for continuous-time survival data with time-
varying covariates
To handle survival data with time-varying covariates, we adopt the same counting process
procedure as in Fu and Simonoff (2016), to reformat the data structure to be a list of pseudo-
subjects with LTRC survival times. We then incorporate time-varying covariates into a general
recursive partitioning ensemble framework. This consists of three steps: first, split each subject
into several pseudo-subjects, within which covariates are time-invariant; second, apply the forest
algorithm on those pseudo-subjects to fit a model; third, construct the subject survival curves
based on the outputs of LTRC forests.
2.1 Extending LTRC trees to LTRC forests for continuous-time sur-
vival data with time-varying covariates
2.1.1 Extending the LTRC conditional inference tree
In cforest, B individual ctrees are grown with bootstrapped samples. For any new observation
xnew, in each tree there is one and only one leaf such that xnew falls into it. The aggregation
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scheme works as follows. First, cforest obtains weights for each of the n observations, which
can be viewed as a “distance” or a “similarity” measure based on the number of times the
new observation xnew is assigned to the same terminal node as the i-th observation in the
different trees of the forest. It then averages observation weights extracted from each of the
individual ctrees and estimates the conditional survival probability function by computing one
single estimator of the survival curve based on weighted observations identified by the leaves
of bootstrap survival trees. For a more detailed description of the aggregation scheme, see Yao
et al. (to appear, 2020).
The extension from LTRC ctrees to LTRC CFs is very natural. Let (Li, Ri, δi,xi) denote
the i-th LTRC observation, where Li is the left-truncation time, Ri is the observed survival
time/censored time and δi is the event indicator. As in Fu and Simonoff (2016), we define the
log-rank score for LTRC observation (Li, Ri, δi,xi) as
Ui = 1 + log “S(Ri)− log “S(Li) if δi = 1
and
Ui = log “S(Ri)− log “S(Li) if δi = 0.
Note that “S is the nonparametric maximum likelihood estimator (NPMLE) of the survival
function. Further details can be found in Fu and Simonoff (2016).
2.1.2 Extending the LTRC survival tree with Poisson splitting rule
LeBlanc and Crowley (1992) proposed a survival tree algorithm based on the assumption of
proportional hazards. Suppose the hazard function at time t for an individual with covariates
x is
λ(t|x) = λ0(t)ϕ(x)
where λ0(t) is the baseline hazard and ϕ(x) ≥ 0 is the relative risk function. Let (ti, δi,xi),
i = 1, ..., n be the n independent potentially right-censored observations, where ti is the i-th
observed event/censored time, δi is the event indicator and xi is the vector of covariates.
The splitting criterion is to maximize the reduction in the one-step deviance between the
log-likelihood of the saturated model and the maximized log-likelihood. The deviance residual
for node h is defined as
Dh =
∑
i∈Sh
2
[
δi log
(
δi“Λ0(ti)ϕ̂)− Äδi − “Λ0(ti)ϕ̂ä]
with
ϕ̂ =
∑
i∈Sh δi∑
i∈Sh
“Λ0(ti)
where “Λ0 is the estimated baseline cumulative hazard function using all of the data at the
root node. This is equivalent in form to Poisson regression, treating ϕ as the event rate, Λ0(t)
as the exposure time and δ as the observed event count. Therefore, one can fit the survival
tree by fitting a Poisson regression tree, replacing the exposure time and event count with the
estimated “Λ0(t) and δ in the Poisson splitting statistics.
Similarly to what Fu and Simonoff (2016) did to adapt the Poisson regression tree approach
to LTRC data, we take three steps to implement extension of trees to forests.
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1. First, estimate the cumulative hazard function Λ0(t) based on all of the LTRC data. Note
that the i-th observation (Li, Ri, δi,xi) (which is a pseudo-subject) is only counted as in
the risk set for time t if Li ≤ t ≤ Ri.
2. Next, the “exposure time” for observation i is computed using “Λ0(Ri)− “Λ0(Li) based on
the estimated cumulative function “Λ0(t).
3. Finally, we fit a random survival forest with Poisson splitting rule by incorporating the
calculated “Λ0(Ri)− “Λ0(Li) and δi into the test statistics.
2.1.3 Algorithms to implement the LTRC forests
To extend LTRC ctree and LTRC rtree from Fu and Simonoff (2016) to the corresponding
survival forests LTRC CF and LTRC RSF, we make use of the fast algorithms provided in the
packages partykit (Hothorn et al., 2020) and randomForestSRC (Ishwaran and Kogalur, 2020),
respectively. The LTRC RSF building architecture is based on employing the fast C code
from randomForestSRC. The Poisson splitting rule adapted from LeBlanc and Crowley (1992)’s
algorithm is coded in C and is incorporated by exploiting the custom splitting rule feature in
the rfsrc function. The LTRC CF is built by extending the survival forest algorithms from the
R package partykit with the log-rank score adapted for LTRC data.
2.1.4 Bootstrapping subjects vs. bootstrapping pseudo-subjects
In forest-like algorithms, bootstrapped samples are typically used to construct each individ-
ual tree to increase independence between these base learners. The nonparametric bootstrap
approach is used in all three types of forests being considered here (LTRC CF, LTRC RSF,
and TSF). It places positive integer weights that sum to the sample size on approximately
63% of the observations in any given bootstrap sample. As we split each subject into sev-
eral pseudo-subjects and treat these pseudo-subjects as independent observations on which to
build the forests, we have two bootstrapping options: we can bootstrap subjects or bootstrap
pseudo-subjects.
Note that bootstrapping subjects or bootstrapping pseudo-subjects can both be sensible.
On the one hand, bootstrapping subjects is a natural approach, as it keeps all of the pseudo-
subjects for each subject in the bootstrap sample; on the other hand, one can argue that
since we treat all pseudo-subjects as independent observations in the recursive partitioning
process (Bacchetti and Segal, 1995; Fu and Simonoff, 2016), bootstrapping pseudo-subjects
is just bootstrapping “independent” observations as the first step of any forest algorithm. In
fact, simulations have shown that the two different bootstrapping mechanisms do not result in
fundamentally different levels of performance; see Appendix A.2 for more details. This paper
will focus on forests based on bootstrapping subjects.
2.2 Constructing a survival function estimate for time-varying covari-
ate data
This section discusses the process by which we obtain the estimated survival function for the
proposed LTRC forests. The trained forests are built on “independent” pseudo-subject observa-
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tions with LTRC survival times. As a consequence, to obtain the prediction for any given new
data from the trained forests, one has to reformat the subject’s data into pseudo-subject obser-
vations following the Andersen-Gill method. The output of the predicting algorithm consists
of one prediction function for every pseudo-subject observation, while only one single global
estimated survival function for the subject is needed. In fact, constructing one single estimated
survival curve based on multiple prediction outputs poses a challenge not only for time-varying
survival forests, but also for any other method built upon the Andersen-Gill reformulation.
Below we derive the formula for obtaining a valid estimated survival curve using the Cox model
as an example. The formula can be then generalized to all modeling methods based on the
pseudo-subject reformulation.
Suppose a new subject with covariates’ values Xnew changing at t1, ..., tm, is censored or
has an event occurring at tm+1. Set t0 = 0 when there is no left-truncation. Then we have
m + 1 pseudo-subject observations:
Ä
xj, tj, tj+1
ä
, j = 0, ...,m, meaning Xnew(t) = xj when
t ∈ [tj, tj+1). The estimated survival function from the algorithm for each of these m + 1
pseudo-subjects is a survival function with xj being the value of covariates from t = 0. Denote
the algorithm-estimated survival function as “SA,j(t) = “SA(t|xj), j = 0, ...,m. Intuitively,
as “SA,j(t) is estimated for xj whose value is only valid in the interval [tj, tj+1), one could
propose to connect these functions, each taking values in the corresponding LTRC interval, to
obtain a single survival curve between time 0 and tm+1. We refer to this as the naive method.
Unfortunately, this method is not valid. This is because “SA,j(t) is obtained as if xj are the
values of the covariates at the start and that they never change. Hence, even if we only consider“SA,j(t) in the interval [tj, tj+1), it is still not valid because “SA,j(tj), the value of the function
at the start of the interval, depends on the previous values which are based on inappropriate
covariates values. A further consequence of this is that the naive estimate is not necessarily
non-increasing, which is a basic property of a survival function; see Figure 1 for an illustration.
However, within the interval [tj, tj+1), “SA,j(t) is non-increasing and its relative decrease is valid.
To fix this problem of the naive estimate, we propose the following adjustment, which follows
an idea used in the survfit function in the R package survival (Therneau et al., 2020), which
gives subject’s survival function estimates from a coxph fit with a pseudo-subject data set.
We start with a Cox model with estimated coefficient vector “β and baseline hazard ĥ0. The
algorithm-estimated survival function for the j-th pseudo-subject is“SA,j(t) = “SA(t|xj) = expÇ− exp Ä“βTxjä ∫ t
0
ĥ0(u)du
å
, 0 ≤ t ≤ tm+1. (1)
The general formula for the survival function with time-varying covariates is“SÄt|Xnew(t) = x(t)ä = expÇ− ∫ t
0
ĥ0(u) exp
Ä“βTx(u)äduå , 0 ≤ t ≤ tm+1. (2)
In fact, for any t ∈ [tj, tj+1], j = 1, ...,m, by expanding (2), we can express the estimated
survival function for Cox model in terms of the factors in (1):“SÄt|x(t)ä = expÑ− j−1∑
k=0
exp
Ä“βTxkä ∫ tk+1
tk
ĥ0(u)du− exp
Ä“βTxjä ∫ t
tj
ĥ0(u)du
é
=
j−1∏
k=0
“SA,k(tk+1)“SA,k(tk) · “SA,j(t)“SA,j(tj) . (3)
One can see that the estimated survival function at the j-th interval [tj−1, tj] is the j-th
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algorithm-estimated survival function adjusted by a correction term
1“SA,j(tj) · j−1∏k=0 “SA,k(tk+1)“SA,k(tk) .
With this term, the connections between the two estimated survival function segments become
well-defined. If one computes “SÄtj|x(tj)ä with the formula in the interval [tj−1, tj] and with the
formula in the interval [tj, tj+1], one will find they are equal in values. Indeed, from the formula
computed in the interval [tj, tj+1], we have“SÄtj|x(tj)ä = j−1∏
k=0
“SA,k(tk+1)“SA,k(tk) ,
and from the formula in the interval [tj−1, tj], we have“SÄtj|x(tj)ä = j−2∏
k=0
“SA,k(tk+1)“SA,k(tk) · “SA,j−1(tj)“SA,j−1(tj−1) = j−1∏k=0 “SA,k(tk+1)“SA,k(tk) .
For all other modeling methods that rely on Andersen-Gill reformulation including LTRC
trees, LTRC forests and TSF, (3) gives the general formula for the monotone nonincreasing sur-
vival function estimate. For further mathematical details of constructing the survival function
estimate, see Appendix A.3.
Note that the only change needed in the above analysis when left-truncation is present is
to set t0 = L, were L is the left truncation time.
Figure 1 gives an example of the estimated survival function from the LTRC CF algorithm,
constructed by the naive method, and adjusted as in (3). The naive method gives a non-
monotone estimated survival function, while (3) adjust it into a monotone one.
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Figure 1: Example survival function estimated from LTRC CF, constructed by the naive
method, and adjusted as in (3).
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2.3 Regulating the construction of the LTRC trees in the LTRC
forests
In a forest algorithm, only a random subset of covariates is considered for splitting at each node.
The size of this random set is denoted by mtry. Yao et al. (to appear, 2020) have shown that
for conditional inference forests for interval-censored data, mtry, along with other parameters
such as minsplit (the minimum sum of weights in a node in order to be considered for splitting),
minprob (the minimum proportion of observations needed to establish a terminal node) and
minbucket (the minimum sum of weights in a terminal node), which control whether or not
to implement a split (and thereby regulate the size of the individual trees), can potentially be
essential in avoiding overfitting, and therefore may improve the overall performance. As we
extend the forest framework from right-censored data to LTRC data, we should also consider
rules for choosing tuning parameters. The transformation forests package trtf (Hothorn, 2020)
controls the splitting in a similar way to that in conditional inference forests in the package
partykit, and therefore, the same best choices for these same four parameters should be con-
sidered. In contrast, the rfsrc function in the randomForestSRC package, which implements
random survival forests for right-censored data, has only one parameter to control the splitting
in a similar way, nodesize, which controls the average terminal node size.
The recommended values for these parameters are usually given as defaults to the algorithm.
For example, mtry is usually set to be
√
m, where m is the number of covariates (Hothorn
et al., 2006a; Ishwaran et al., 2008). However, simulation results presented in Yao et al. (to
appear, 2020) show that the choice of these parameters has a non-negligible effect on the overall
performance of the proposed ensemble method. Hastie et al. (2001) suggests that the best values
for these parameters depend on the problem and they should be treated as tuning parameters.
How these parameters affect the performance of proposed LTRC forests and further guidelines
on how to set these values are discussed in Section 3.5.
3 Properties of LTRC forests in time-varying covariates
analysis
In this section, we use simulations to investigate the properties of the proposed LTRC forests
estimation method. The section is organized as follows. Section 3.1 describes the covariates
generation scheme; Section 3.2 lays out the survival times generating schemes with different gen-
erating distributions and different survival relationships; Section 3.3 discusses the implications
of whether all of the changes in the covariates’ values are known or not; the evaluation measure
for comparison is given in Section 3.4; Section 3.5 explores the amount of improvement from
regulating the construction of individual trees in forests with the proposed parameter settings;
Section 3.6 presents the overall estimation performance comparison and guidance for choosing
among different modeling methods is provided in Section 3.7.
3.1 Data generation
In the simulations we consider a dataset with N observations (Xi, ‹Ti,∆i), i = 1, ..., N , where
Xi = Xi(t) = (Xi,1(t), ...., Xi,m(t)), t ≤ ‹Ti denotes a vector of covariates observed up to time ‹Ti,
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‹Ti is the minimum of the survival time Ti and the right censoring time Ci and ∆i = I{Ti ≤ Ci}
is the status (censoring) value indicating whether a subject has its event occurred ∆i = 1 or
was right-censored ∆i = 0.
There are m = 20 covariates in total, with the first six determining the survival times.
Among those six covariates, the first two are time-invariant: X1 is binary, X2 ∼ U(0, 1). The
others are time-varying, resimulated from its distribution at each preset time point: X3 ∈ {0, 1},
X4 ∼ U(0, 1), X5 ∈ {1, 2, 3, 4, 5}; X6, whose initial values are randomly generated from {0, 1, 2},
which will choose to stay at the original value or move one level up but the largest value can
only be 2.
Among the 14 noise covariates, six of them are time-invariant, X7, X10 ∼ U(0, 1), X8 ∼
U(1, 2), X9 ∈ {1, 2, 3, 4, 5}, X11 ∈ {0, 1}, X12 ∈ {0, 1, 2}; eight of them are time-varying,
resimulated from its distribution at each preset time point: the changing pattern of X13 is
always 0 → 1, X14 ∈ {1, 2, 3, 4, 5}, X15, X17 ∈ U(0, 1), X16: 0 → 1 or 1 → 2, X18: 0 → 1 → 2,
X19 ∈ {0, 1}, value of X20 is a linear function of the start time with slope and intercept follows
U(0, 1).
3.2 Model setup
We consider two survival time generating schemes: i) to simulate proportional hazards models
with time-varying covariates; ii) to simulate non-proportional hazards models with time-varying
covariates.
3.2.1 Survival relationships
We consider three simulation setups, a linear survival relationship, a nonlinear survival rela-
tionship and an interaction survival relationship. In each of the setups, the survival time Ti
depends on ϑ, which is a function of the covariates:
1. Linear: ϑ = β1X1 + β2X2 + β3X3 + β4X4 + β5X5 + β6X6 with constants βi, i = 1, ..., 6.
2. Nonlinear:
ϑ = φ1 cos
Ç 6∑
i=1
Xi
å
+ φ2 log(X6 +X3/10 +X5/20 + 1/5) + φ3X1(2X2)
4X4
with some constants φi, i = 1, 2, 3.
3. Interaction: ϑ is determined by the value of time-varying covariate X4 and the value of
time-varying covariate X5. Figure 2 gives an example of the structure of the covariates
driving the interaction survival relationship,
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풯1 풯2 풯3 풯4
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∈Ac
Figure 2: An example of the structure of the covariates driving the Interaction survival rela-
tionship, where set A and B are some sets of values of X4 and X5, respectively.
where T1,T2,T3,T4 are corresponding to
1. ϑ = X1X2 − log(X3 +X4)−X6/X5
2. ϑ = β1X1 + β2X2 + β3X3 + β4X4 + β5X5 + β6X6
3. ϑ = cos(pi(X1 +X5)) +
√
X2 +X6 −X3
4. ϑ = α1X1 + α2X2 + α3X3 + α4X4 + α5X5 + α6X6
with constants {αj}6j=1 and {βk}6k=1.
3.2.2 Generating distributions
Given the above three setups, the survival time Ti again depends on ϑ with different possible
distributions. For proportional hazards models, Austin (2012) derives closed-form solutions to
generate survival times with time-varying covariates for the Exponential distribution, Weibull
distribution and Gompertz distribution. For non-proportional hazards models, closed-form
solution exists for the Weibull distribution, with its nonconstant shape term as a function of
the covariates (note that the proportional hazards relationship is on the scale parameter for
the Weibull distribution).
Proportional hazards setting As in Austin (2012), we assume a proportional hazards
model, and consider the underlying hazard function
h(t) = h0(t) exp (ϑ(t))
where ϑ = ϑ(x(t)), as defined in Section 3.2.1, is a function of time-varying covariates, X(t) =
(X1(t), X2(t), ..., X6(t)) taking values x(t) = (x1(t), x2(t), ..., x6(t)), and the cumulative hazard
function is given by
H(t, ϑx) =
∫ t
0
h0(s) exp (ϑ(s)) ds,
implying survival function
S(t, ϑx) = exp(−H(t, ϑ)).
The four underlying true distributions of event times are as follows.
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1. Exponential: the baseline hazard function is given by
h0(t) = λ,
where λ > 0. Then survival time can be simulated with u ∼ U(0, 1) and
T = − log(u)
λ exp(ϑ)
, if − log(u) < H(t1),
with t1 the first time of change, and so on.
2. Weibull-Decreasing: the baseline hazard function is given by
h0(t) = λνt
ν−1,
where λ > 0 and ν < 1. Then survival time can be simulated with u ∼ U(0, 1) and
T =
Ç
− log(u)
λ exp(ϑ)
å1/ν
, if − log(u) < H(t1),
with t1 the first time of change, and so on.
3. Weibull-Increasing: the baseline hazard function is given by
h0(t) = λνt
ν−1,
where λ > 0 and ν > 1. Then survival time can be simulated with u ∼ U(0, 1) and
T =
Ç
− log(u)
λ exp(ϑ)
å1/ν
, if − log(u) < H(t1),
with t1 the first time of change, and so on.
4. Gompertz: the baseline hazard function is given by
h0(t) = λ exp(αt),
where λ > 0 and α = 0.1. Then survival time can be simulated with u ∼ U(0, 1) and
T =
1
α
log
Ç
1− α log(u)
λ exp(ϑ)
å
, if − log(u) < H(t1),
with t1 the first time of change, and so on.
Non-proportional hazards setting The underlying true distributions of event times is set
to be Weibull-Increasing, defined as follows. The distribution parameters ϑ = ϑ(x(t)) as defined
in Section 3.2.1, are again a function of the time-varying covariates, X(t) = (X1(t), ..., X6(t))
taking values x(t) = (x1(t), x2(t), ..., x6(t)). The hazard function is given by
h(t|ϑ) = λ exp(ϑ)(λt)exp(ϑ)−1,
where λ > 0, and values of ϑ have been scaled to be between 0 and 3. Note that, compared
with the Weibull-Increasing distribution under the PH setting, now the time-varying effects
appear in the shape term instead of the shift term. Then we simulate the survival time with
u ∼ U(0, 1) and
T =
Ç− log(u)
λexp(ϑ)
å1/ exp(ϑ)
, if − log(u) < H(t1),
with t1 the first time of change, and so on.
In the simulation study, we set the parameters as follows
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• Under the PH setting
– When the survival relationship is linear: β1 = 1, β2 = 1, β3 = −1, β4 = −1, β5 = 0.5,
β6 = −0.5
∗ If Weibull-Decreasing is the underlying survival distribution, λ = 0.012, ν = 0.8;
∗ If Weibull-Increasing is the underlying survival distribution, λ = 0.001, ν = 2;
∗ If Gompertz is the underlying survival distribution, λ = 0.008, α = 0.1;
– When the survival relationship is nonlinear: φ1 = 0, φ2 = φ3 = −1
∗ If Weibull-Decreasing is the underlying survival distribution, λ = 0.15, ν = 0.8;
∗ If Weibull-Increasing is the underlying survival distribution, λ = 0.0025, ν = 1.8;
∗ If Gompertz is the underlying survival distribution, λ = 0.02, α = 0.1;
– When the survival relationship is interaction: A = [0.7, 1], B = {2, 5}, β1 = 1,
β2 = 1, β3 = −1, β4 = −1, β5 = 0.5, β6 = −0.5, α1 = −1, α2 = 1, α3 = 1, α4 = −1,
α5 = −0.5, α6 = −0.5
∗ If Weibull-Decreasing is the underlying survival distribution, λ = 0.14, ν = 0.5;
∗ If Weibull-Increasing is the underlying survival distribution, λ = 0.0001, ν = 1.8;
∗ If Gompertz is the underlying survival distribution, λ = 0.015, α = 0.1;
• Under the non-PH setting
– When the survival relationship is linear, λ = 0.001, β1 = 1, β2 = 1, β3 = 1, β4 = 1,
β5 = 10, β6 = 1;
– When the survival relationship is nonlinear, λ = 0.002, φ1 = 1, , φ2 = φ3 = 0;
– When the survival relationship is interaction, λ = 0.001, A = [0.7, 1], B = {5},
β1 = 1, β2 = 1, β3 = 1, β4 = 1, β5 = 10, β6 = −1, α1 = −1, α2 = −1, α3 = −1,
α4 = −1, α5 = −10, α6 = −1.
Note that, we only focus on Weibull-Decreasing, Weibull-Increasing and Gompertz distribu-
tions, and omit discussion of the Exponential distribution. This is because in the simulations
discussed in the following sections performance under the exponential distribution was similar
to that for the decreasing hazard (Weibull Decreasing) distribution.
Histograms of survival times for typical samples with the number of subjects N = 500 in
each scenario are provided in Appendix A.1 to illustrate the data generating processes.
3.3 Knowledge of history of changes in covariates’ values
In practice, it is likely that not all of the changes in the covariates’ values are known to the data
analyst. For example, suppose that a patient’ blood pressure is to be measured at regularly
scheduled examination times. If a patient obeys the schedule then, from the doctor’s point
of view, all changes in blood pressure are known. However, if a patient skips some scheduled
examination times, then not all changes in the blood pressure are known. In the latter case,
this means that whatever modeling method is used to estimate the survival curves is operating
with incorrect values as inputs and therefore its performance would be expected to deteriorate.
Of course, the fact that blood pressure is actually changing continuously is an extreme example
of this phenomenon, but we are limiting ourselves to changes at a finite number of time points.
The simulations are designed to investigate the performance of different modeling methods in
this situation under the following two circumstances:
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Case I. When all changes in values of covariates are known;
Case II. When only some of the changes in values of the covariates are known.
In particular, under Case II, we assume only half of the changes are known. The missing changes
are selected at random. To generate a dataset under Case II, one can start with the dataset
generated under Case I. The following example is given to illustrate how to construct such
datasets. Given a dataset, suppose the baseline covariates’ values of subject i is Xi(0) = x0
(at time t = 0). Then the covariates values Xi change mi times before the subject is censored
or the event occurs, at time t1, .., tmi . For mi = 2, Xi(t1) = x1 and Xi(t2) = x2. Based on the
pseudo-subject reformulation,
Xi(t) = x0, 0 ≤ t < t1;
Xi(t) = x1, t1 ≤ t < t2;
Xi(t) = x2, t2 ≤ t ≤ ‹Ti. (4)
The information of i-th subject under Case I with all covariates’ history of changes in values
known, displays exactly as in (4). For a dataset under Case II when only half of the changes
are known, only one of the {t1, t2} is known. Then
• If only the change at t1 is known, then the observed information is therefore
Xi(t) = x0, 0 ≤ t < t1;
Xi(t) = x1, t1 ≤ t ≤ ‹Ti. (5)
• If only the change at t2 is known, then the observed information is therefore
Xi(t) = x0, 0 ≤ t < t2;
Xi(t) = x2, t2 ≤ t ≤ ‹Ti. (6)
Note that, for all three different cases in (4), (5) and (6), the true survival curve is constructed
using the information as in (4), when all history of changes in values are known.
3.4 Evaluation measures
For the simulations where true survival times are known, which means that one can use the
average integrated L2 difference between the true and the estimated survival curves for a dataset
DN with the number of subjects N to evaluate estimation performance,
L2
Ä“Sä = 1
N
∑
i∈DN
1
τi
∫ τi
0
ï
S
Ä
t|Xi(t)
ä− “SÄt|Xi(t)äò2dt, (7)
is used, where “S(t|Xi(t)) (S(t|Xi(t))) is the estimated (true) survival function at time t for
the ith subject from a particular estimator. For each subject, we have its history of covariates’
values up to its last observed time ‹Ti. To avoid assuming values for unobserved time periods,
we set τi = ‹Ti for each subject, separately. Thus, we define the best modeling method to be the
one that gives us the lowest integrated L2 difference, which is an average value from all subjects;
for each subject, the distance between an estimated survival curve and the true survival curve
up to its last observed time is measured.
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3.5 Regulating the construction of trees in forests
In both the cforest and transformation forest algorithm, a random selection of mtry input
variables is used in each node for each tree. A split is established when all of the following
criteria are met: 1) the sum of the weights in the current node is larger than minsplit, 2) a
fraction of the sum of weights of more than minprob will be contained in all daughter nodes, 3)
the sum of the weights in all daughter nodes exceeds minbucket, and 4) the depth of the tree
is smaller than maxdepth. Default values of mtry, minsplit,minprob, minbucket and maxdepth
have been given in ctree_control of the R package partykit, where mtry is set to be
√
m (where
m is the number of covariates), and the other four parameters are set to be {20, 14, 7,∞}. Since
typically unstopped and unpruned trees are used in random forests, we do not see maxdepth as
a tuning parameter. In contrast, the random survival forest algorithm implemented in the rfsrc
function from randomForestSRC package, has only one parameter in addition to mtry, nodesize,
which regularizes the splitting by controlling the average terminal node size.
In the simulations, we tune the value of mtry based on the “out-of-bag observations,” and
the values of minprob and minbucket are set to change as function of the number of total
pseudo-subject observations. The performance evaluation of the proposed parameter settings
are provided in the following two sub-sections. Note that, since we will be looking at best-case
performance, we will restrict to only Case I, the “known changes” situation in Section 3.3.
3.5.1 Tuning mtry based on the “out-of-bag observations”
The value of mtry can be fine-tuned on the “out-of-bag observations.” Yao et al. (to appear,
2020) gives an mtry tuning algorithm to be used in forests for interval-censored data with
time-invariant covariates. To adapt the same idea to survival forests based on bootstrapping
subjects on a dataset with time-varying covariates, one can define the “out-of-bag observations”
for the b-th tree to be the observations from the subjects that are left out of the b-th bootstrap
sample and not used in the construction of the b-th tree. The response for the i-th subject can
then be predicted by using each of the B trees in which that subject was “out-of-bag,” denoted
as “SOOBÄ · |Xiä. The resulting prediction error is a valid estimate of the test error for the
ensemble method.
The Brier score (Graf et al., 1999), which is the most popular measure of prediction error in
survival analysis, is adapted here for right-censored survival data with time-varying covariates.
For any test set DT , the Brier score (Graf et al., 1999) at time t for modeling method “S is
defined as
B̂S(t, “S) = 1|DT | ∑i∈DT ”W Ät|Xi(t)äï‹Yi(t)− “SÄt|Xi(t)äò2dt (8)
where ‹Yi(t) = I¶‹Ti > t©, ”W Ät|Xi(t)ä = Ä1− ‹Yi(t)ä∆i“GÄ‹Ti − |Xi(t)ä + ‹Yi(t)“GÄt|Xi(t)ä (9)
and “GÄt|Xi(t)ä ≈ PÄCi > t|Xi(t)ä
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is a reverse Kaplan-Meier estimate of the conditional survival function of the censoring times
from the given dataset. The integrated Brier score for a test set DT can be then computed as‘IBSÄ“Sä = 1|DT | ∑i∈DT 1τi ∫ τi0 ”W Ät|Xi(t)äï‹Yi(t)− “SÄt|Xi(t)äò2dt. (10)
In the “out-of-bag” tuning procedure for mtry, “S = “SOOB in (8) and (10), which is the “out-
of-bag” estimate of any subject’s survival function. The general tuning algorithm for any given
forest based on survival datasets of size N with time-varying covariates is given in Algorithm
1. We then use this tuning algorithm with τi = 1.5‹Ti set in (10) to search for an appropriate
Algorithm 1 “Out-of-bag” tuning procedure for mtry
1: procedure tuneF({x, L,R}Ni=1, stepFactor)
2: s← stepFactor
3: r1 ← min{r ∈ N;√m/sr > 1}
4: r2 ← max{r ∈ N;√msr < m}
5: mtrypool← {1,√m/sr1 ,√m/sr1−1, ...,√msr2−1,√msr2 ,m}
6: for mtry in mtrypool do
7: f.obj ← forest(data = {x, L,R}ni=1, mtryTest = mtry)
8: pred.oob ← predict(f.obj, OOB = TRUE)
9: err.oob ← sbrier_tv({x, L,R}ni=1, pred.oob) . calculating IBS defined in (10)
10: end
11: i∗ ← arg min err.oob
12: mtry∗ ← mtrypool[i∗]
return mtry∗.
value of mtry. The discussion and reasoning of setting τi is given in Section 3.7.2.
Figures 3 and 4 give an example of how LTRC CF performs with different values of mtry
under the PH setting and the non-PH setting, respectively. The mtry values are chosen using
stepFactor s = 2 in Algorithm 1. Similar results for LTRC RSF, TSF can be found in Appendix
A.4.1.
In these examples, one can see that the forests using the “out-of-bag” tuning procedure
give relatively good performance overall. This tuning procedure provides a relatively reliable
choice of mtry and it gains in accuracy as the number of subjects N increases. In contrast, the
default value of mtry does not always perform well under both the PH and non-PH settings,
and choosing a different value can sometimes significantly improve performance.
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Figure 3: Integrated L2 difference of LTRC CF with different mtry values, on datasets with
light right censoring rate (20%), survival times generated from a Weibull-Increasing distribution
under PH setting. From the top row to the bottom, are given results for the number of subjects
N = 50, 100, 300, 500. The first column gives results for the linear survival relationship, second
column for the nonlinear survival relationship, and the last column for the interaction survival
relationship. In each plot, 1–LTRC CF with mtry = 1; 2–LTRC CF with mtry = 2; 3–LTRC
CF with mtry = 3; 5–LTRC CF with mtry = 5; 10–LTRC CF with mtry = 10; 20–LTRC
CF with mtry = 20; Opt–LTRC CF with value of mtry that gives the smallest Integrated L2
difference in each round; Tuned–LTRC CF with the value of mtry tuned by the “out-of-bag”
tuning procedure. The default value in cforest is mtry = 5.
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Figure 4: Integrated L2 difference of LTRC CF with different mtry values, on datasets with
light right censoring rate (20%), survival times generated from a Weibull-Increasing distribution
under the non-PH setting. From the top row to the bottom, are given results for the number of
subjects N = 50, 100, 300, 500. The first column gives results for the linear survival relationship,
second column for the nonlinear survival relationship, and the last row for the interaction
survival relationship. In each plot, 1–LTRC CF with mtry = 1; 2–LTRC CF with mtry = 2;
3–LTRC CF with mtry = 3; 5–LTRC CF with mtry = 5; 10–LTRC CF with mtry = 10;
20–LTRC CF with mtry = 20; Opt–LTRC CF with value of mtry that gives the smallest
Integrated L2 difference in each round; Tuned–LTRC CF with the value of mtry tuned by the
“out-of-bag” tuning procedure. The default value in cforest is mtry = 5.
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3.5.2 The proposed tuning parameter settings vs. the default parameter settings
Regarding the values of other tuning parameters, the optimal values that determine the split
vary from case to case. As fixed numbers, the default values may not affect the splitting
at all when the sample size is large, while having a noticeable effect in smaller data sets.
This inconsistency can potentially result in good performance in some data sets and poor
performance in others. By design, values of minsplit and minbucket for conditional inference
forest and transformation forest, or nodesize for random survival forest determine whether a
split in a node will be implemented. Based on extensive simulations, we set minsplit, minbucket
and nodesize to be the maximum of the default value and the squared root of the number of
pseudo-subject observations n. This set of values can automatically adjust to the change in
size of the data set. Along with mtry tuned based on the “out-of-bag observations,” we call
this the proposed parameter settings. Tables 1 and 2 give examples under the PH setting and
the non-PH setting to show the performance comparison between each forest with its default
parameter settings and with the proposed parameter settings. (For results under other survival
relationships, please refer to Appendix A.4.2.) In the future sections, for ease of exposition, we
refer to LTRC CF with default parameter settings as cfD, LTRC CF with proposed parameter
settings as cfP; LTRC RSF with default parameter settings as rsfD, LTRC RSF with proposed
parameter settings as rsfP; TSF with default parameter settings as tsfD, TSF with proposed
parameter settings as tsfP.
Table 1: Comparison between forests with default and proposed parameter settings across
different numbers of subjectsN . Datasets are generated with survival times following a Weibull-
Increasing distribution, linear survival relationship under the PH setting. Each cell value is
computed as the % decrease in integrated L2 difference compared to the Kaplan-Meier fit.
N
Case I. All changes in covariates’ values are known
Cox cfD cfP rsfD rsfP tsfD tsfP
50 0.13 0.15 0.32 −0.03 0.22 0.09 0.27
100 0.57 0.17 0.46 −0.03 0.38 0.12 0.36
300 0.86 0.24 0.65 0.02 0.59 0.15 0.56
500 0.92 0.27 0.71 0.05 0.66 0.23 0.63
N
Case II. Half of changes in covariates’ values are unknown
Cox cfD cfP rsfD rsfP tsfD tsfP
50 −0.03 0.27 0.29 0.22 0.21 0.20 0.21
100 0.30 0.30 0.37 0.26 0.32 0.26 0.27
300 0.55 0.39 0.50 0.34 0.47 0.37 0.42
500 0.59 0.42 0.54 0.38 0.52 0.42 0.47
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Table 2: Comparison between forests with default and proposed parameter settings across
different numbers of subjectsN . Datasets are generated with survival times following a Weibull-
Increasing distribution, linear survival relationship under the non-PH setting. Each cell value
is computed as the % decrease in integrated L2 difference compared to the Kaplan-Meier fit.
N
Case I. All changes in covariates’ values are known
Cox cfD cfP rsfD rsfP tsfD tsfP
50 −1.01 −0.39 −0.06 −0.61 −0.23 −0.19 0.17
100 −0.55 −0.39 0.11 −0.62 −0.04 −0.28 0.35
300 −0.27 −0.27 0.44 −0.51 0.34 −0.40 0.62
500 −0.23 −0.24 0.59 −0.43 0.52 −0.30 0.72
N
Case II. Half of changes in covariates’ values are unknown
Cox cfD cfP rsfD rsfP tsfD tsfP
50 −1.07 −0.14 −0.01 −0.18 −0.13 0.02 0.11
100 −0.51 −0.10 0.08 −0.17 −0.02 0.04 0.21
300 −0.16 0.00 0.22 −0.07 0.19 0.09 0.37
500 −0.11 0.05 0.28 −0.01 0.27 0.15 0.43
In Tables 1 and 2, positive numbers indicate a decrease in integrated L2 difference compared
to a KM fit on the dataset, while negative numbers indicate an increase. The absolute value
of the numbers represents the size of the difference between the integrated L2 difference of the
candidate and that of a KM fit. The two tables show that forests with the proposed parameter
settings can provide improved performance over those with default parameter settings across all
different numbers of subjects N by a substantial amount, under both PH and non-PH settings.
Note that, under the non-PH setting, for datasets with all of the changes in covariates’ history
known, the negative numbers indicate the poor performance of forests with default parameter
settings even compared to a simple KM curve, showing that the default methods can fail
miserably. In contrast, for all forests with the proposed parameter settings, as N increases, the
change in sign and in the absolute value of the numbers indicates better and better performance
in general. Overall, the performance of the proposed parameter setting is relatively stable and
better than that of the default values.
3.6 Estimation performance
We run 500 simulation trials for each setting to see how well the proposed LTRC CF and LTRC
RSF perform compared to the Cox model and TSF. We leave ROCF out of the discussion since
in general its performance lags behind that of the other three forest methods based on the
results of extensive simulation study. Results on performance comparison including ROCF can
be found in Appendix A.5.1. The parameter mtry in all three forests is tuned following the
“out-of-bag” tuning procedure and the values for minsplit, minbucket and nodesize are set to
be the maximum of
√
n and the default values as in Section 3.5. Samples with the number of
subjects N = 50, 100, 300, 500 and light right-censoring rate (20%) are used in the presented
simulation results.
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Figure 5: Boxplots of integrated L2 difference for performance comparison across different
survival relationships and different numbers of subjects N , under the PH setting. Datasets are
generated with survival times following a Weibull-Increasing distribution. The first row shows
results for the number of subjects N = 50, second row for N = 100, third row for N = 300,
bottom row for N = 500; the first column shows results for linear survival relationship, second
column for nonlinear, the third column for interaction. The horizontal red dashed line shows
the median integrated L2 difference of a Kaplan-Meier fit on the datasets. In each of the plots,
the set of boxplots to the left of the vertical blue dashed line shows the performance of different
methods on datasets with history of changes in covariates’ values known; the set to the right of
the blue dashed line shows the performance on datasets with half of the changes in covariates’
values unknown.
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Figure 6: Boxplots of integrated L2 difference for performance comparison across different
survival relationships and different numbers of subjects N , under the non-PH setting. Datasets
are generated with survival times following a Weibull-Increasing distribution. The first row
shows results for the number of subjects N = 50, second row for N = 100, third row for
N = 300, bottom row forN = 500; the first column shows results for linear survival relationship,
second column for nonlinear, the third column for interaction. The horizontal red dashed line
shows the median integrated L2 difference of a Kaplan-Meier fit on the datasets. In each of the
plots, the set of boxplots to the left of the vertical blue dashed line shows the performance of
different methods on datasets with history of changes in covariates’ values known; the set to
the right of the blue dashed line shows the performance on datasets with half of the changes in
covariates’ values unknown.
Figures 5 and 6 give side-by-side integrated L2 difference boxplots on datasets with survival
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times generated following a Weibull-I distribution under the PH setting and under the non-PH
setting, respectively. (For other survival distributions, please refer to Appendix A.5.2.)
The comparative performance of different modeling methods for the cases when the number
of subjects N is small and for the cases when the number of subjects N is large can be very
different. This indicates that the various forest methods can require a large enough sample to
take advantage of their adaptive nature. For example, when N = 50 under the PH setting, cfP
dominates other modeling method for cases under all survival relationships, but other modeling
methods outperforms cfP for larger N under both the linear and interaction survival relation-
ships. For cases under the non-PH setting, the comparative performance of rsfP improves as
N increases; for example, for cases under interaction survival relationship, rsfP rises from the
second worst performing modeling method to the second best performing modeling method as
N increases from 50 to 500. In general, as the number of subjects N increases, the pattern in
terms of comparative performance will look more consistent. Here we focus on N ≥ 100.
Figure 5 shows that under the linear survival relationship under the PH setting, the Cox
model performs the best when all changes in covariates’ values are known, as expected. Cox
relies exactly on the assumption of proportional hazards and a log-linear relationship between
the hazard function and covariates. However, the performance of the Cox model compared
to other modeling methods degrades when there are unknown changes. That is because under
such a circumstance, survival forests, as nonparametric methods, have a more flexible structure,
suffering less from the loss of information. For nonlinear and interaction survival relationships,
all forests outperform the Cox model, showing their advantage in dealing with a relatively
complex survival relationship. For cases under nonlinear survival relationships, cfP performs
the best and rsfP the second, while for cases under the interaction survival relationship, rsfP
performs the best and cfP the second. In addition, cfP and rsfP outperform tsfP across all
different numbers of subjects and survival relationships.
Under the non-PH setting (Figure 6), the Cox model cannot even outperform a simple
Kaplan-Meier fit on the dataset, whether all changes in values of covariates are known or not.
In fact, the presence of non-proportional hazards settings poses great challenges to modeling
methods like Cox, and survival forests like cfP (LTRC CF) and rsfP (LTRC RSF) with the log-
rank splitting rule, which still relies on the proportional hazards assumption to some extent. On
the other hand, tsfP (TSF), which is specifically designed to detect non-proportional hazards
deviations performs the best across all different setups under the non-PH setting.
In both figures, it is not surprising that having all changes in values known gives increasingly
better performance compared to only having half of the changes known as the sample size
increases. As N increases, false information due to unknown changes has a negative effect
on performance of all modeling methods. In particular, this affects Cox more than the forest
methods when the underlying survival relationship is linear under the PH setting, while it
affects Cox less for all other cases. This is simply because the Cox model already performs
poorly in any event in nonlinear and non-PH situations, so the misleading information from
incorrect knowledge of covariates’ values cannot hurt performance very much.
Generally, if the true underlying model setup is known, one should choose cfP or rsfP under
the PH setting, and tsfP under the non-PH setting. However, none of the forest methods can
perform well all of the time. In the next section, we provide guidance on how to choose among
these forest methods.
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3.7 Guidance for choosing the modeling method
This section provides guidance to help data analysts choose from different modeling methods for
a given dataset. Cross-validation methods have been used to deal with over-fitting in situations
where only one data set is available for building the prediction models and for the estimation
of prediction performance (Gerds and Schumacher, 2007). We propose to use one of the most
common methods, K-fold cross-validation, implemented with Brier scores for survival data, to
select the “best” modeling method for a given dataset DN with the number of subjects N as
follows.
For a given modeling methods “S,
1. Split the dataset intoK subsetsDk (k = 1, ..., K), each containing (roughly) equal number
of subjects;
2. For each k = 1, 2, ...K
(a) Modeling methods “Sk are then trained with the data DN\Dk where the k-th subset
is removed;
(b) Test “Sk on data in the k-th Dk (test set) and compute
Ek =
∑
i∈Dk
1
τi
∫ τi
0
”W Ät|Xi(t)äï‹Yi(t)− “SkÄt|Xi(t)äò2; (11)
3. Average it over all K subsets
IBSCVErr(“S) = 1
K
K∑
k=1
Ek. (12)
We then choose the modeling methods which gives the smallest IBSCVErr(“S).
3.7.1 Summary of the performance of the proposed guideline
For the simulation datasets, we use K-fold cross-validation to choose modeling methods with
K = 10 and τi = 1.5‹Ti in (11). Measures pB, rB and rW are used to evaluate the performance,
defined as follows,
pB =
#{xCV = mini∈A xi}
nrep
(13)
rB =
|mini∈A xi − xCV |
mini∈A xi
(14)
rW =
|maxi∈A xi − xCV |
maxi∈A xi
(15)
where nrep denotes the number of simulations (nrep = 500), A denotes the set of modeling
methods, including Cox, cfP, rsfP and tsfP; and x denotes integrated L2 difference of the
corresponding method.
If one gives the lowest integrated L2 difference among all modeling methods, then we call it
the best modeling method; in contrast, if one gives the highest integrated L2 difference, we call
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it the worst modeling method. Based on the formulas shown in (13), (14) and (15), one can see
that pB provides the proportion of the times IBS-based K-fold CV selects the best modeling
method, and rB and rW compute the relative errors from the best and the worst modeling
method, respectively. The smaller rB is, or the larger rW is, the better IBS-based K-fold CV
works.
Table 3: Summary of the performance of IBS-based 10-fold CV rule, on datasets of number
of subjects N = 50: pB denotes the percentage of the rule picking the method with least
integrated L2 difference, as in (13); rB denotes the % increase in integrated L2 difference
relative to minimum ones, as in (14); rW denotes the % decrease in integrated L2 difference
relative to maximum ones, as in (15).
Setting Survival distribution Survival relationship Case I Case II
pB rB rW pB rB rW
PH
Weibull-D
Linear 0.20 0.30 0.17 0.32 0.16 0.24
Nonlinear 0.47 0.20 0.26 0.55 0.15 0.30
Interaction 0.36 0.08 0.30 0.36 0.06 0.31
Weibull-I
Linear 0.28 0.22 0.21 0.38 0.14 0.27
Nonlinear 0.52 0.18 0.28 0.57 0.15 0.31
Interaction 0.30 0.10 0.30 0.33 0.09 0.30
Gompertz
Linear 0.27 0.21 0.21 0.40 0.13 0.27
Nonlinear 0.46 0.16 0.25 0.52 0.15 0.27
Interaction 0.33 0.10 0.31 0.33 0.08 0.31
non-PH Weibull-I
Linear 0.62 0.11 0.54 0.51 0.08 0.53
Nonlinear 0.47 0.07 0.46 0.40 0.07 0.48
Interaction 0.63 0.07 0.46 0.49 0.06 0.45
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Table 4: Summary of the performance of IBS-based 10-fold CV rule, on datasets of number
of subjects N = 100: pB denotes the percentage of the rule picking the method with least
integrated L2 difference, as in (13); rB denotes the % increase in L2 errors relative to minimum
ones, as in (14); rW denotes the % decrease in integrated L2 difference relative to maximum
ones, as in (15).
Setting Survival distribution Survival relationship Case I Case II
pB rB rW pB rB rW
PH
Weibull-D
Linear 0.35 0.40 0.21 0.32 0.16 0.15
Nonlinear 0.63 0.12 0.34 0.68 0.09 0.37
Interaction 0.44 0.08 0.25 0.29 0.07 0.19
Weibull-I
Linear 0.34 0.35 0.21 0.35 0.14 0.16
Nonlinear 0.66 0.11 0.34 0.69 0.09 0.35
Interaction 0.71 0.03 0.33 0.33 0.08 0.21
Gompertz
Linear 0.30 0.41 0.20 0.34 0.15 0.16
Nonlinear 0.66 0.08 0.33 0.67 0.07 0.33
Interaction 0.58 0.05 0.29 0.27 0.07 0.20
non-PH Weibull-I
Linear 0.87 0.04 0.56 0.63 0.06 0.45
Nonlinear 0.53 0.04 0.33 0.47 0.04 0.32
Interaction 0.79 0.04 0.42 0.55 0.05 0.34
Table 5: Summary of the performance of IBS-based 10-fold CV rule, on datasets of number
of subjects N = 300: pB denotes the percentage of the rule picking the method with least
integrated L2 difference, as in (13); rB denotes the % increase in integrated L2 difference
relative to minimum ones, as in (14); rW denotes the % decrease in integrated L2 difference
relative to maximum ones, as in (15).
Setting Survival distribution Survival relationship Case I Case II
pB rB rW pB rB rW
PH
Weibull-D
Linear 0.96 0.12 0.68 0.67 0.06 0.23
Nonlinear 0.78 0.04 0.48 0.72 0.05 0.46
Interaction 0.98 0.00 0.53 0.23 0.10 0.10
Weibull-I
Linear 0.99 0.03 0.69 0.49 0.07 0.19
Nonlinear 0.83 0.03 0.49 0.76 0.04 0.45
Interaction 0.95 0.00 0.58 0.58 0.06 0.19
Gompertz
Linear 0.98 0.06 0.67 0.56 0.10 0.22
Nonlinear 0.85 0.03 0.45 0.67 0.04 0.38
Interaction 0.94 0.00 0.54 0.36 0.07 0.14
non-PH Weibull-I
Linear 0.95 0.01 0.70 0.77 0.04 0.44
Nonlinear 0.59 0.02 0.21 0.42 0.02 0.16
Interaction 0.97 0.01 0.59 0.73 0.03 0.30
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Table 6: Summary of the performance of IBS-based 10-fold CV rule, on datasets of number
of subjects N = 500: pB denotes the percentage of the rule picking the method with least
integrated L2 difference, as in (13); rB denotes the % increase in integrated L2 difference
relative to minimum ones, as in (14); rW denotes the % decrease in integrated L2 difference
relative to maximum ones, as in (15).
Setting Survival distribution Survival relationship Case I Case II
pB rB rW pB rB rW
PH
Weibull-D
Linear 1.00 0.01 0.79 0.87 0.02 0.25
Nonlinear 0.75 0.04 0.57 0.73 0.03 0.53
Interaction 0.94 0.00 0.62 0.59 0.06 0.15
Weibull-I
Linear 1.00 0.00 0.78 0.79 0.03 0.22
Nonlinear 0.80 0.02 0.60 0.78 0.03 0.54
Interaction 0.84 0.01 0.65 0.86 0.03 0.22
Gompertz
Linear 1.00 0.00 0.77 0.81 0.04 0.26
Nonlinear 0.92 0.01 0.57 0.65 0.04 0.45
Interaction 0.80 0.02 0.61 0.65 0.05 0.17
non-PH Weibull-I
Linear 0.94 0.01 0.77 0.80 0.03 0.48
Nonlinear 0.74 0.01 0.22 0.34 0.02 0.12
Interaction 0.99 0.00 0.71 0.82 0.02 0.34
Tables 3 to 6 presents the summary of the performance of the IBS-based 10-fold CV Rule,
under two different cases regarding for Case I when all changes in covariates’ values are known,
and Case II when changes in covariates’ values are known only on the subset of changes from
Case I, on datasets with the number of subjects N = 50, 100, 300, 500, respectively.
It is not surprising that IBS-based 10-fold CV works better under Case I where all changes
in covariates’ values are known in general, with larger values of pB, smaller values of rB and
larger values of rW . The incorrect knowledge of covariates’ values also hurts the performance
of the selection procedure. In general, as the number of subjects N increases, the value of pB
gets larger for most of the scenarios, indicating IBS-based 10-fold CV with τi = 1.5‹Ti is able to
pick up the best modeling method at a higher frequency; even under those scenarios where pB
is lower than 50%, the relative error from the best modeling method rB remains within 10%
for most of the cases when N is greater than 100. Note that more than half of the cases for
N = 100 in Table 4 have the relative error from the best modeling method rB less than 10%
and almost all of the cases for N = 500 in Table 6 have rB under 5%. That means even when
the IBS-based 10-fold CV does not pick the best modeling method, it is still able to pick a
method that works reasonably well, resulting in the integrated L2 difference being not much
higher than that of the best method.
3.7.2 Discussion about setting values of τi
In practice, there are different ways to set τi in (10) and (11). Mogensen et al. (2012) recom-
mends τ to be set to any value smaller than the minimum of the maximum times for which
estimated prediction errors can be evaluated in each fold. That is, if one rewrites (12) by setting
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τi = τ
∗
IBSCVErr
Ä“Sä = 1
τ ∗
∫ τ∗
0
1
K
K∑
k=1
∑
i∈Dk
”W Ät|Xi(t)äï‹Yi(t)− “SkÄt|Xi(t)äò2dt, (16)
where
τ ∗ = min
k=1,...,K
max
i∈Dk
‹Ti. (17)
In practice, other common choices of τ include the largest observed time among the whole
dataset, which is
τi = τ˜ = max
i∈DN
‹Ti. (18)
Note that, for subject i, when the true survival curve S
Ä
t|Xi(t)
ä
is known, we compute the
performance criterion by integrating L2 difference up to the last observed time ‹Ti. However,
this would not be a good option for computing the corresponding measure, the integrated Brier
score, when S
Ä
t|Xi(t)
ä
is unknown. One can see that if τi is set to be ‹Ti in (12) or (10), then
for any t ∈ [0, τi) ‹Yi(t) = I{‹Ti > t} = 1, and ”W Ät|Xi(t)ä = 1“GÄt|Xi(t)ä .
As a consequence, for each subject i, the formula to compute its contribution to the overall
IBS-based CV error is simplified to be
∫ T˜i
0
1“GÄt|Xi(t)äÅ1− “SkÄt|Xi(t)äã2dt, (19)
which will always favor the method that gives highest estimated survival probabilities in the
time domain [0, ‹Ti]. If the subject is censored, then the method selected based on (19) is likely
not the one that minimizes the L2 distance between S
Ä
t|Xi(t)
ä
and “SÄt|Xi(t)ä for t ∈ [0, ‹Ti]. In
other words, we rely on the computation after t > ‹Ti to balance out this undesired preference
when t ∈ [0, ‹Ti].
Suppose one wants to compute the IBSCVErr as in (16) by integrating the Brier scores up
to some τ , such as τ ∗ in (17) or τ˜ in (18). Since the covariates’ valuesXi(t) are not available for
t > ‹Ti, a reasonable solution is to use the covariates’ value at their last observed time, which,
however, is likely to be incorrect at some point due to a changing covariate value. For any
given subject, as the integral covers larger and larger time span, one would expect the effects of
false information accumulate, which eventually may lead to generally very different conclusions.
In addition, the range of last observed times for each subject can be large. Therefore, each
censored subject suffers from the mis-specified covariates’ values differently. On the other hand,
integrated L2 difference is computed up to the last observed time ‹Ti, without using any incorrect
information regarding the covariates’ values. Therefore, to pick the modeling method that gives
the lowest integrated L2 difference by using IBS-based cross-validation errors, setting τi = 1.5‹Ti
seems to be a reasonable compromise choice.
Figures 7 and 8 give an example of how IBS-based 10-fold CV performs with different choices
of τi under the PH setting and the non-PH setting, respectively. For other distributions under
the PH setting, see Appendix A.6. For cases under the PH setting, Figures 7 show that when
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the number of subjects N is small, IBS-based 10-fold CV with different choices of τi perform
similarly in most of the cases; when N gets larger, IBS-based 10-fold CV with τi = 1, 5‹T is
able to choose the best modeling method more often than the other two choices of τi. For
cases under the non-PH models, IBS-based 10-fold CV with three different choices of τi give
very similar performance, and all seem to work reasonably well as we can see that the median
integrated L2 difference from every choice of τi is very close to the one of the best modeling
methods.
3.8 Time-invariant covariate data
We have focused on ensemble methods for survival data with time-varying covariates, as we feel
that this is a very common and important situation that has been understudied in the past.
Having said that, there are certainly many situations in which only time-invariant (baseline)
covariate information is available, and understanding the properties of different methods in that
situation is important. Appendix B describes the results of simulations related to this question.
These are based on the same structure as has been used in the earlier subsections of Section 3.
In Appendix B, Figures 25 and 26 give an example of how cforest performs with different
values of mtry under the PH setting and non-PH setting, respectively. Tables 11 and 12 present
performance comparison between forests with default and proposed parameter settings. Figures
27 through 30 provide side-by-side integrated L2 difference boxplots showing the comparative
performance among the Cox model, cforest, random survival forest with Poisson splitting rule
and transformation forest. These figures also give the performance of the best method among
the four, and the performance of the one selected based on IBS-based 10-fold CV rule.
From these figures and tables, one can see that the results of all comparative performance in
the case of time-invariant covariates are broadly similar to those in the time-varying covariates
cases. That is,
1. The “out-of-bag” tuning procedure can provide a reliable choice of mtry that gives rela-
tively good performance in general;
2. One should also consider adjusting other tuning parameters such as minsplit, minbucket
in cforest and tranformation forest, nodesize in random survival forest, as the size of
dataset grows;
3. The IBS-based CV rule is a good option for choosing among the various methods, as the
comparative performance of methods appears to be different from setting to setting.
This guidance is thus appropriate for right-censored survival data with both time-invariant and
time-varying covariates.
4 Analysis of real data
We will test the proposed time-varying covariates forests on a real data example. Mayo Clinic
Primary Biliary Cirrhosis Data in the R package survival were obtained from 312 patients with
primary biliary cirrhosis (PBC) enrolled in a double-blind, placebo-controlled, randomized trial
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Figure 7: Boxplots of integrated L2 difference for evaluation of IBS-based 10-fold CV with
different choices of τi under the PH setting. Datasets are generated with survival times following
a Weibull-Decreasing distribution. The first row shows results for the number of subjects
N = 50, second row for N = 100, third row for N = 300, bottom row for N = 500; the first
column shows results for linear survival relationship, second column for nonlinear, and the last
column for interaction. In each plot, the set of boxplots to the left of the vertical blue dashed
line shows results on datasets with history of changes in covariates’ values known; the set to
the right of the blue dashed line shows results on datasets with part of history of changes in
covariates’ values unknown. In each set of the boxplots: Opt–The best modeling method in
each round of the simulation; 1–Method chosen by IBS-based 10-fold CV with τi = τ˜ as in
(18); 2–Method chosen by IBS-based 10-fold CV with τi = τ ∗ as in (17); 3–Method chosen by
IBS-based 10-fold CV with τi = 1.5‹Ti.
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Figure 8: Boxplots of integrated L2 difference for evaluation of IBS-based 10-fold CV with
different choices of τi under the non-PH setting. Datasets are generated with survival times
following a Weibull-Increasing distribution. The first row shows results for the number of
subjects N = 50, second row for N = 100, third row for N = 300, bottom row for N = 500;
the first column shows results for linear survival relationship, second column for nonlinear, and
the last column for interaction. In each plot, the set of boxplots to the left of the vertical blue
dashed line shows results on datasets with history of changes in covariates’ values known; the
set to the right of the blue dashed line shows results on datasets with part of history of changes
in covariates’ values unknown. In each set of the boxplots: Opt–The best modeling method
in each round of the simulation; 1–Method chosen by IBS-based 10-fold CV with τi = τ˜ as in
(18); 2–Method chosen by IBS-based 10-fold CV with τi = τ ∗ as in (17); 3–Method chosen by
IBS-based 10-fold CV with τi = 1.5‹Ti.
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Figure 9: Brier scores at each time t up till the last observed survival time for Cox model,
LTRC CF, LTRC RSF and TSF (all forests are with proposed parameter settings) on Mayo
Clinic Primary Biliary Cirrhosis Data (PBC) with time-varying covariates, with scale on the
right-hand side y-axis; Proportion of subjects still at risk at time t is plotted with scale on the
left-hand side y-axis
conducted between January, 1974 and May, 1984 at the Mayo Clinic to evaluate the use of D-
penicillamine for treating PBC. In this dataset, 57% of the subjects are censored. The data were
collected at entry and at yearly intervals on a total of 45 variables. More detailed description
can be found in Dickson et al. (1989). Follow-up was extended to April, 1988, which generated
1,945 patient visits that enable us to study the changes in the prognostic variables of PBC
(Murtaugh et al., 1989).
Dickson et al. (1989) developed a predictive survival model based on the baseline data (time
invariant data collected at entry). They used the Cox proportional hazards model, coupled
with forward and backward stepwise variable selection procedures to build the model. Twelve
noninvasive, easily collected variables that require only clinical evaluation and a blood sample
were included in the modeling: age at entry, alkaline phosphotase (U/liter), logarithm of serum
albumin (g/dl), presence of ascites, aspartate aminotransferase (U/ml), logarithm of serum
bilirubin (mg/dl), serum cholesterol (mg/dl), condition of edema, presence of hepatomegaly or
enlarged liver, platelet count, logarithm of prothrombin time and presence or absence of spiders.
Note that all of the 12 covariates except age are time-varying covariates in the follow-up data.
We fit the proposed LTRC survival forests for the dataset with time-varying covariates
on the follow-up data and compare the results with Cox model. To evaluate the results, we
compute the observed Brier scores at each time t, with DT equaling the entire dataset in (8)
up until the last observed survival time for each individual modeling method “S.
Figure 9 shows that LTRC RSF gives the lowest Brier scores in the middle part of the time
span. LTRC RSF has the lowest Brier score between t = 1000 and t = 3000. Between t = 3000
and t = 4500, LTRC RSF and LTRC CF have the best perfomance. After that, we do not have
enough data, and the variability increases. The Cox model consistently lags behind the forests,
with the gap becoming larger as t increases. Note that since these Brier score values are based
on the same data that are used to fit the models, they should not be viewed as estimates of
true predictive accuracy; rather, the figure illustrates that different forest methods can provide
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noticeably different fits over the meaningful time range.
5 Conclusions
In this paper, we have proposed two new ensemble algorithms – LTRC CF and LTRC RSF that
can handle survival data with time-varying covariates. Two different scenarios are examined,
the first with all changes in covariates’ values known, the second with only half of the changes
being known. Through the use of a simulation study, we find that whether or not all changes
are known affects the performance of the modeling methods differently. In general, for both
scenarios, under the PH setting, the proposed LTRC forests outperform the Cox model and TSF
in case of nonlinear and interaction survival relationships, while they show poorer performance
than the Cox model when the survival relationship is linear; under the non-PH setting, the
proposed LTRC forests give poorer performance than TSF. No method can dominate in all
settings and scenarios. We then provide guidance for choosing the modeling method using
IBS-based 10-fold cross-validation, which is able to pick up the best modeling method most of
the time, or at least select a method that performs not much worse than the best method.
The tuning parameters in the proposed LTRC forests for survival data with time-varying
covariates affect their overall performance. In this paper, we have provided guidance on how to
choose those parameters to improve on the potentially poor performance of LTRC forests with
the default parameter settings. The same guidance applies also to the time-invariant covariates
case. Further investigation of the best way to choose these parameters in a data-dependent
way would be useful. In this paper, we focus on right-censored survival data. Our developed
methodology and algorithms allow for estimation using the proposed forests for LTRC data.
It would be worthwhile to explore if the conclusions reached in this paper concerning the
performance of the proposed forests for right-censored data would be similar for LTRC data.
6 Software
An R package, LTRCforests, which implements LTRC CF and LTRC RSF for LTRC data
with application to time-varying data, is being submitted to CRAN, with a provisional version
available at site https://github.com/ElainaYao/TimeVaryingData_LTRCforests/pkg/LTRCforests.
R scripts for reproducibility of the simulations and real dataset illustrative example analysis
are available from https://github.com/ElainaYao/TimeVaryingData_LTRCforests.
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Appendix A Survival data with time-varying covariates
A.1 Data generating processes
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Figure 10: Histograms of the lower 95% of the survival times generated in typical samples with
no right-censoring, with the number of subjects N = 500. The top row gives results for the
linear survival relationship, second row for the nonlinear survival relationship, and the bottom
row for the interaction survival relationship.
A.2 Bootstrapping subjects vs. bootstrapping pseudo-subjects
Figures 11 and 12 give side-by-side boxplots of integrated L2 difference, showing the perfor-
mance comparison between bootstrapping pseudo-subjects and bootstrapping subjects for each
type of the forests under the PH setting, and under the non-PH setting, respectively.
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Figure 11: Integrated L2 difference of three forest methods with different bootstrap mech-
anisms, on datasets with light right censoring rate (20%), survival times generated from a
Weibull-Increasing distribution under the PH setting. All forests are trained with mtry = 5
by default, and tuning parameters set to be
√
n. From the top row to the bottom, it gives
results for the number of subjects N = 50, 100, 300, 500. First column gives results for the
linear survival relationship, second column for the nonlinear survival relationship, and the last
column for the interaction survival relationship. In each plot, 1–LTRC CF based on bootstrap-
ping pseudo-subjects; 2–LTRC CF based on bootstrapping subjects; 3–LTRC RSF based on
bootstrapping pseudo-subjects; 4–LTRC RSF based on bootstrapping subjects; 5–LTRC TSF
based on bootstrapping pseudo-subjects; 6–LTRC TSF based on bootstrapping subjects.
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Figure 12: Integrated L2 difference of three forest methods with different bootstrap mechanisms,
on datasets with light right censoring rate (20%), survival times generated from a Weibull-
Increasing distribution under the non-PH setting. All forests are trained with mtry = 5 by
default, and tuning parameters set to be
√
n. From the top row to the bottom, it gives
results for the number of subjects N = 50, 100, 300, 500. First column gives results for the
linear survival relationship, second column for the nonlinear survival relationship, and the
last column for the interaction survival relationship. In each plot, 1–LTRC CF based on
bootstrapping pseudo-subjects; 2–LTRC CF based on bootstrapping subjects; 3–LTRC RSF
based on bootstrapping pseudo-subjects; 4–LTRC RSF based on bootstrapping subjects; 5–
LTRC TSF based on bootstrapping pseudo-subjects; 6–LTRC TSF based on bootstrapping
subjects.
One can see that for each type of forest, the results when bootstrapping pseudo-subjects are
very similar to those when bootstrapping the subjects. That is, the two different bootstrapping
mechanisms do not result in fundamentally different levels of performance.
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A.3 Reasoning for constructing a survival function estimate for time-
varying covariate data
In this section, we provide further details on constructing a survival function estimate for
time-varying covariate data as in (3).
Note that after denoting the ratios in (3) by rj(t)
rj(t) =
“SA,j(t)“SA,j(tj) , t ∈ [tj, tj+1], (20)
we can rewrite (3) as “SÄt|x(t)ä = rj(t) j−1∏
k=0
rk(tk+1), (21)
which can be seen as a product of the ratios in (20). In fact, at each t ∈ [tj, tj+1], rj(t) describes
a relative survival term compared to the starting point of the interval tj. The terms rk(tk+1),
k = 0, ..., j− 1 can be viewed as sequential correction factors, and the overall product therefore
represents the adjustment by taking into account the accumulating effect of left-truncation from
each pseudo-subject prediction. For all other modeling methods including LTRC trees, LTRC
CF and TSF, which all rely on Andersen-Gill reformulation, (3), or equivalently (21), gives the
general formula for the survival function estimate.
LTRC RSF was omitted from the above statement because, in contrast to the other methods
in which only one survival function is estimated for each pseudo-subject, LTRC RSF obtains its
final survival function by averaging the estimated survival functions over B trees. This suggests
two ways of estimating a subject’s survival function in LTRC RSF. In fact, LTRC RSF contructs
B×(m+1) estimated survival curves, denoted as “S(b)A,j(t), t ∈ [tj, tj+1], j = 0, ...,m, b = 1, ..., B.
Therefore, for LTRC RSF, one can proceed to calculate “SÄt|x(t)ä in (3) by taking ratios of the
average
j−1∏
k=0
1
B
∑B
b=1
“S(b)A,k(tk+1)
1
B
∑B
b=1
“S(b)A,k(tk) · 1B ∑Bb=1 “S(b)A,j(t)1B ∑Bb=1 “S(b)A,j(tj) := j−1∏k=0 “SA,k(tk+1)“SA,k(tk) · “SA,j(t)“SA,j(tj) := “SRoAÄt|x(t)ä. (22)
Alternatively, one can also compute (21) by averaging the ratios
j−1∏
k=0
 1
B
B∑
b=1
“S(b)A,k(tk+1)“S(b)A,k(tk)  · 1B B∑b=1 “S(b)A,j(t)“S(b)A,j(tj) := j−1∏k=0 rk(tk+1) · rj(t) := “SAoRÄt|x(t)ä. (23)
If we assume independence among
Ä“S(b)A,j(tj), “S(b)A,j(t)ä, b = 1, ..., B for each j (which is the
ideal case but generally not valid for random forest algorithms), then with probability one,“SA,j(t)“SR,j(tj) → Eî“S(1)A,j(t)óEî“S(1)A,j(tj)ó , B →∞, (24)
while with probability one
rj(t)→ E
î
r
(1)
j (t)
ó
, B →∞. (25)
38
This means that “SRoAÄt|x(t)ä and “SAoRÄt|x(t)ä can lead to fundamentally different mathemati-
cal interpretations. Based on the previous discussion, the general formula to compute “SÄt|x(t)ä
for modeling methods other than the Cox model as in (3) is justified by being defined though
the ratios in (20). That means we wish to achieve the limit E
î
r
(1)
j (t)
ó
as in (25), rather than
the limit in (24). Therefore, in this paper, for LTRC RSF, we use the formula of “SAoRÄt|x(t)ä
in (23) to compute the estimated survival probabilities for any new subject with time-varying
covariates Xnew(t) = x(t).
A.4 Regulating the construction of trees in forests
A.4.1 Tuning mtry based on the “out-of-bag observations”
Figures 13 and 14 give an example of how LTRC RSF and TSF perform with different values of
mtry under the PH setting and the non-PH setting, respectively. The mtry values are chosen
using stepFactor s = 2 in Algorithm 1. The results are very similar compared to those for
LTRC CF given in the manuscript.
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Figure 13: Integrated L2 difference of LTRC RSF with different mtry values, on datasets with
light right censoring rate (20%), survival times generated from a Weibull-Increasing distribution
under the PH setting. From the top row to the bottom, it gives results for the number of
subjects N = 50, 100, 300, 500. First column gives results for the linear survival relationship,
second column for the nonlinear survival relationship, and the last column for the interaction
survival relationship. In each plot, 1–LTRC RSF with mtry = 1; 2–LTRC RSF with mtry = 2;
3–LTRC RSF with mtry = 3; 5–LTRC RSF with mtry = 5; 10–LTRC RSF with mtry = 10;
20–LTRC RSF with mtry = 20; Opt–LTRC RSF with value of mtry that gives the smallest
Integrated L2 difference in each round; Tuned–LTRC RSF with the value of mtry tuned by the
“out-of-bag” tuning procedure.
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Figure 14: Integrated L2 difference of LTRC RSF with different mtry values, on datasets with
light right censoring rate (20%), survival times generated from a Weibull-Increasing distribution
under the non-PH setting. From the top row to the bottom, are given results for the number of
subjects N = 50, 100, 300, 500. The first column gives results for the linear survival relationship,
second column for the nonlinear survival relationship, and the the last column for the interaction
survival relationship. In each plot, 1–LTRC RSF with mtry = 1; 2–LTRC RSF with mtry = 2;
3–LTRC RSF with mtry = 3; 5–LTRC RSF with mtry = 5; 10–LTRC RSF with mtry = 10;
20–LTRC RSF with mtry = 20; Opt–LTRC RSF with value of mtry that gives the smallest
Integrated L2 difference in each round; Tuned–LTRC RSF with the value of mtry tuned by the
“out-of-bag” tuning procedure.
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Figure 15: Integrated L2 difference of LTRC TSF with different mtry values, on datasets with
light right censoring rate (20%), survival times generated from a Weibull-Increasing distribution
under the PH setting. From the top row to the bottom, are given results for the numbers of
subjects N = 50, 100, 300, 500. The first column gives results for the linear survival relationship,
second column for the nonlinear survival relationship, and the the last column for the interaction
survival relationship. In each plot, 1–TSF with mtry = 1; 2–TSF with mtry = 2; 3–TSF with
mtry = 3; 5–TSF with mtry = 5; 10–TSF with mtry = 10; 20–TSF with mtry = 20; Opt–TSF
with value of mtry that gives the smallest Integrated L2 difference in each round; Tuned–TSF
with the value of mtry tuned by the “out-of-bag” tuning procedure.
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Figure 16: Integrated L2 difference of TSF with different mtry values, on datasets with light
right censoring rate (20%), survival times generated from a Weibull-Increasing distribution
under the non-PH setting. From the top row to the bottom, are given results for the numbers of
subjects N = 50, 100, 300, 500. The first column gives results for the linear survival relationship,
second column for the nonlinear survival relationship, and the last column for the interaction
survival relationship. In each plot, 1–TSF with mtry = 1; 2–TSF with mtry = 2; 3–TSF with
mtry = 3; 5–TSF with mtry = 5; 10–TSF with mtry = 10; 20–TSF with mtry = 20; Opt–TSF
with value of mtry that gives the smallest Integrated L2 difference in each round; Tuned–TSF
with the value of mtry tuned by the “out-of-bag” tuning procedure.
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A.4.2 The proposed tuning parameter settings vs. the default parameter settings
Tables 7 and 9 give the performance comparison between each forest method with its default
parameter settings and with the proposed parameter settings for the nonlinear survival rela-
tionship under the PH setting and the non-PH setting, respectively. Tables 8 and 10 give the
performance comparison between each forest method with its default parameter settings and
with the proposed parameter settings for the interaction survival relationship under the PH
setting and the non-PH setting, respectively.
Table 7: Comparison between forests with default and proposed parameter settings across
different numbers of subjectsN . Datasets are generated with survival times following a Weibull-
Increasing distribution, nonlinear survival relationship under the PH setting. Each cell value
is computed as the % decrease in integrated L2 difference compared to the Kaplan-Meier fit.
N
Case I. All changes in covariates’ values are known
Cox cfD cfP rsfD rsfP tsfD tsfP
50 0.34 0.45 0.51 0.38 0.39 0.33 0.32
100 0.55 0.53 0.66 0.45 0.56 0.41 0.46
300 0.65 0.64 0.82 0.57 0.78 0.55 0.74
500 0.66 0.68 0.87 0.61 0.84 0.61 0.81
N
Case II. Half of changes in covariates’ values are unknown
Cox cfD cfP rsfD rsfP tsfD tsfP
50 0.31 0.47 0.50 0.45 0.40 0.34 0.29
100 0.52 0.59 0.65 0.55 0.57 0.47 0.45
300 0.63 0.71 0.80 0.69 0.76 0.66 0.72
500 0.64 0.75 0.84 0.73 0.81 0.72 0.78
Table 8: Comparison between forests with default and proposed parameter settings across
different numbers of subjectsN . Datasets are generated with survival times following a Weibull-
Increasing distribution, interaction survival relationship under the PH setting. Each cell value
is computed as the % decrease in integrated L2 difference compared to the Kaplan-Meier fit.
N
Case I. All changes in covariates’ values are known
Cox cfD cfP rsfD rsfP tsfD tsfP
50 −0.19 0.16 0.20 0.08 0.19 0.13 0.18
100 −0.02 0.21 0.26 0.12 0.34 0.15 0.19
300 0.05 0.29 0.41 0.19 0.60 0.17 0.23
500 0.06 0.33 0.55 0.22 0.67 0.22 0.33
N
Case II. Half of changes in covariates’ values are unknown
Cox cfD cfP rsfD rsfP tsfD tsfP
50 −0.24 0.20 0.18 0.20 0.17 0.17 0.14
100 −0.05 0.24 0.19 0.24 0.22 0.19 0.14
300 0.02 0.28 0.16 0.29 0.25 0.23 0.12
500 0.04 0.30 0.16 0.30 0.27 0.24 0.11
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Table 9: Comparison between forests with default and proposed parameter settings across
different numbers of subjectsN . Datasets are generated with survival times following a Weibull-
Increasing distribution, nonlinear survival relationship under the non-PH setting. Each cell
value is computed as the % decrease in integrated L2 difference compared to the Kaplan-Meier
fit.
N
Case I. All changes in covariates’ values are known
Cox cfD cfP rsfD rsfP tsfD tsfP
50 −0.91 −0.30 −0.03 −0.44 −0.20 −0.16 0.03
100 −0.42 −0.33 0.02 −0.50 −0.14 −0.20 0.06
300 −0.13 −0.31 0.08 −0.50 0.01 −0.26 0.11
500 −0.07 −0.25 0.12 −0.45 0.09 −0.18 0.16
N
Case II. Half of changes in covariates’ values are unknown
Cox cfD cfP rsfD rsfP tsfD tsfP
50 −0.99 −0.14 0.00 0.17 −0.15 −0.03 0.02
100 −0.45 −0.16 0.02 −0.20 −0.10 −0.06 0.03
300 −0.13 −0.15 0.04 −0.20 −0.01 −0.08 0.04
500 −0.08 −0.11 0.05 −0.16 0.04 −0.04 0.05
Table 10: Comparison between forests with default and proposed parameter settings across
different numbers of subjects N . Datasets are generated with survival times following Weibull-
Increasing distribution, interaction survival relationship under the non-PH setting. Each of the
cell value is computed as the % decrease in integrated L2 difference compared to the Kaplan-
Meier fit.
N
Case I. All changes in covariates’ values are known
Cox cfD cfP rsfD rsfP tsfD tsfP
50 −0.77 −0.30 −0.04 −0.42 −0.21 −0.10 0.11
100 −0.34 −0.27 0.09 −0.40 −0.03 −0.11 0.25
300 −0.09 −0.14 0.32 −0.27 0.31 −0.11 0.55
500 −0.05 −0.09 0.44 −0.18 0.46 0.00 0.70
N
Case II. Half of changes in covariates’ values are unknown
Cox cfD cfP rsfD rsfP tsfD tsfP
50 −0.82 −0.11 0.00 −0.14 −0.14 0.02 0.07
100 −0.35 −0.07 0.05 −0.11 −0.02 0.05 0.13
300 −0.10 0.01 0.13 −0.03 0.13 0.10 0.25
500 −0.06 0.06 0.17 0.03 0.20 0.17 0.31
A.5 Estimation performance
A.5.1 Performance comparison including ROC-guided forests
Figures 17 to 20 give side-by-side integrated L2 difference boxplots on datasets with survival
times generated following a Weibull-D, Weibull-I, Gompertz distribution under the PH setting,
45
and Weibull-I under the non-PH setting, respectively. In the simulations, ROCF is trained
with 500 trees and other tuning parameters set by default.
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Figure 17: Boxplots of integrated L2 difference for performance comparison across different
survival relationships and different numbers of subjects N under the PH setting. Datasets are
generated with survival times following a Weibull-Decreasing distribution. The first row shows
results for the number of subjects N = 50, second row for N = 100, third row for N = 300,
bottom row for N = 500; the first column shows results for linear survival relationship, second
column for nonlinear, the third column for interaction. The horizontal red dashed line shows
the median integrated L2 difference of a Kaplan-Meier fit on the datasets. In each of the plots,
the set of boxplots to the left of the vertical blue dashed line shows the performance of different
methods on datasets with history of changes in covariates’ values known; the set to the right
of the blue dashed line shows the performance on datasets with part of history of changes in
covariates’ values unknown.
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Figure 18: Boxplots of integrated L2 difference for performance comparison across different
survival relationships and different numbers of subjects N under the PH setting. Datasets are
generated with survival times following a Weibull-Increasing distribution. The first row shows
results for the number of subjects N = 50, second row for N = 100, third row for N = 300,
bottom row for N = 500; the first column shows results for linear survival relationship, second
column for nonlinear, the third column for interaction. The horizontal red dashed line shows
the median integrated L2 difference of a Kaplan-Meier fit on the datasets. In each of the plots,
the set of boxplots to the left of the vertical blue dashed line shows the performance of different
methods on datasets with history of changes in covariates’ values known; the set to the right
of the blue dashed line shows the performance on datasets with part of history of changes in
covariates’ values unknown.
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Figure 19: Boxplots of integrated L2 difference for performance comparison across different
survival relationships and different numbers of subjects N under the PH setting. Datasets are
generated with survival times following a Gompertz distribution. The first row shows results
for the number of subjects N = 50, second row for N = 100, third row for N = 300, bottom row
for N = 500; the first column shows results for linear survival relationship, second column for
nonlinear, the third column for interaction. The horizontal red dashed line shows the median
integrated L2 difference of a Kaplan-Meier fit on the datasets. In each of the plots, the set of
boxplots to the left of the vertical blue dashed line shows the performance of different methods
on datasets with history of changes in covariates’ values known; the set to the right of the blue
dashed line shows the performance on datasets with part of history of changes in covariates’
values unknown.
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Figure 20: Boxplots of integrated L2 difference for performance comparison across different
survival relationships and different numbers of subjects N under the non-PH setting. Datasets
are generated with survival times following a Weibull-Increasing distribution. The first row
shows results for the number of subjects N = 50, second row for N = 100, third row for
N = 300, bottom row forN = 500; the first column shows results for linear survival relationship,
second column for nonlinear, the third column for interaction. The horizontal red dashed line
shows the median integrated L2 difference of a Kaplan-Meier fit on the datasets. In each of
the plots, the set of boxplots to the left of the vertical blue dashed line shows the performance
of different methods on datasets with history of changes in covariates’ values known; the set
to the right of the blue dashed line shows the performance on datasets with part of history of
changes in covariates’ values unknown.
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A.5.2 Performance comparison for two other survival distributions under the PH
setting
Figures 21 and 22 give side-by-side integrated L2 difference boxplots on datasets with survival
times generated following a Weibull-D distribution and a Gompertz distribution under the PH
setting, respectively.
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Figure 21: Boxplots of integrated L2 difference for performance comparison across different
survival relationships and different numbers of subjects N under PH settings. Datasets are
generated with survival times following a Weibull-Decreasing distribution. The first row shows
results for the number of subjects N = 50, second row for N = 100, third row for N = 300,
bottom row for N = 500; the first column shows results for linear survival relationship, second
column for nonlinear, the third column for interaction. The horizontal red dashed line shows
the median integrated L2 difference of a Kaplan-Meier fit on the datasets. In each of the plots,
the set of boxplots to the left of the vertical blue dashed line shows the performance of different
methods on datasets with history of changes in covariates’ values known; the set to the right
of the blue dashed line shows the performance on datasets with part of history of changes in
covariates’ values unknown.
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Figure 22: Boxplots of integrated L2 difference for performance comparison across different
survival relationships and different numbers of subjects N under PH settings. Datasets are
generated with survival times following a Gompertz distribution. The first row shows results
for the number of subjects N = 50, second row for N = 100, third row for N = 300, bottom row
for N = 500; the first column shows results for linear survival relationship, second column for
nonlinear, the third column for interaction. The horizontal red dashed line shows the median
integrated L2 difference of a Kaplan-Meier fit on the datasets. In each of the plots, the set of
boxplots to the left of the vertical blue dashed line shows the performance of different methods
on datasets with history of changes in covariates’ values known; the set to the right of the blue
dashed line shows the performance on datasets with part of history of changes in covariates’
values unknown.
52
A.6 Guidance for choosing the modeling method
Figures 23 and 24 show how IBS-based 10-fold CV performs with different choices of τi when the
underlying survival distribution is Weibull-Increasing and Gompertz, respectively, both under
the PH setting.
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Figure 23: Boxplots of integrated L2 difference for evaluation of IBS-based 10-fold CV with
different choices of τi under the PH setting. Datasets are generated with survival times following
a Weibull-Increasing distribution. The first row shows results for the number of subjects N =
50, second row for N = 100, third row for N = 300, bottom row for N = 500; the first column
shows results for linear survival relationship, second column for nonlinear, and the last column
for interaction. In each plot, the set of boxplots to the left of the vertical blue dashed line shows
results on datasets with history of changes in covariates’ values known; the set to the right of
the blue dashed line shows results on datasets with part of history of changes in covariates’
values unknown. In each set of the boxplots: Opt–The best modeling method in each round of
the simulation; 1–Method chosen by IBS-based 10-fold CV with τi = τ˜ as in (18); 2–Method
chosen by IBS-based 10-fold CV with τi = τ ∗ as in (17); 3–Method chosen by IBS-based 10-fold
CV with τi = 1.5‹Ti.
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Figure 24: Boxplots of integrated L2 difference for evaluation of IBS-based 10-fold CV with
different choices of τi under the PH setting. Datasets are generated with survival times following
a Gompertz distribution. The first row shows results for the number of subjects N = 50, second
row for N = 100, third row for N = 300, bottom row for N = 500; the first column shows
results for linear survival relationship, second column for nonlinear, and the last column for
interaction. In each plot, the set of boxplots to the left of the vertical blue dashed line shows
results on datasets with history of changes in covariates’ values known; the set to the right of
the blue dashed line shows results on datasets with part of history of changes in covariates’
values unknown. In each set of the boxplots: Opt–The best modeling method in each round of
the simulation; 1–Method chosen by IBS-based 10-fold CV with τi = τ˜ as in (18); 2–Method
chosen by IBS-based 10-fold CV with τi = τ ∗ as in (17); 3–Method chosen by IBS-based 10-fold
CV with τi = 1.5‹Ti.
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Appendix B Survival data with time-invariant covariates
The section is organized as follows. Section B.1 describes the model setup, Section B.2 provides
the performance evaluation of the “out-of-bag” tuning procedure for mtry and gives comparative
performance between the proposed parameter settings and the default settings. The overall
performance comparison among the Cox model, the three forests with the proposed setting, as
well as the best method and the method selected by the IBS-based 10-fold CV rule are given
in Section B.3. All results with integrated L2 difference are computed with τi = ‹Ti in (7). The
comparative performance of the different methods was broadly similar when using maxi T˜i.
B.1 Model setup
We generate the right-censored survival time data with time-invariant covariates as follows.
The same scenarios as the ones described in Section 3.1 are used. However, only the baseline
covariates’ values are generated, and they do not change after that. The true survival functions
are obtained from these baseline values.
To be more specific, there are 20 covariates in total, with the first six determining the
survival times. X1, X3 are binary, X2, X4 ∼ U(0, 1), X5 ∈ {1, 2, 3, 4, 5}, X6 ∈ {0, 1, 2}. Among
the rest of the 14 noise covariates, X7, X10, X15, X17, X20 ∼ U(0, 1), X8 ∼ U(1, 2), X11, X13,
X16, X19 ∈ {0, 1}, X12, X18 ∈ {0, 1, 2}, and X9, X14 ∈ {1, 2, 3, 4, 5}.
The survival times generating schemes with different generating distributions and different
survival relationships are the same as in the time-varying cases, described in Section 3.2.
B.2 Regulating the construction of trees in forests
In the simulations the value of mtry is tuned based on the “out-of-bag observations,” and the
values of minprob and minbucket are set to be the maximum of the default value and the square
root of the number of pseudo-subject observations n.
Figures 25 and 26 show how cforest performs with different values of mtry under the PH
setting and non-PH setting, respectively. The datasets are generated with survival times fol-
lowing a Weibull-Increasing distribution, light (right-)censoring rate. The results for random
survival forest with Poisson splitting rule and transformation forests are similar.
Table 11 gives performance comparison between each forest with its default parameter
settings and with the proposed parameter settings on datasets generated with survival times
following a Weibull-Increasing distribution, nonlinear relationship under the PH setting; Table
12 shows performance comparison on datasets with survival times generated following aWeibull-
increasing distribution, linear relationship under the non-PH setting.
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Figure 25: Integrated L2 difference of cforest with different mtry values, on datasets with light
right censoring rate (20%), survival times generated from a Weibull-Increasing distribution
under the PH setting. To compute integrated L2 difference, we use τi = ‹Ti From the top row
to the bottom, are given results for the numbers of subjects N = 100, 300, 500, 1000. The first
column gives results for the linear survival relationship, second column for the nonlinear survival
relationship, and the last row for the interaction survival relationship. In each plot, 1–cforest
with mtry = 1; 2–cforest with mtry = 2; 3–cforest with mtry = 3; 5–cforest with mtry = 5;
10–cforest with mtry = 10; 20–cforest with mtry = 20; Opt–cforest with value of mtry that
gives the smallest Integrated L2 difference in each round; Tuned–cforest with the value of mtry
tuned by the “out-of-bag” tuning procedure. The default value in cforest is mtry = 5.
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Figure 26: Integrated L2 difference of cforest with different mtry values, on datasets with light
right censoring rate (20%), survival times generated from a Weibull-Increasing distribution
under the non-PH setting. To compute integrated L2 difference, we use τi = ‹Ti From the top
row to the bottom, are given results for the numbers of subjects N = 100, 300, 500, 1000. The
first column gives results for the linear survival relationship, second column for the nonlinear
survival relationship, and the last row for the interaction survival relationship. In each plot,
1–cforest with mtry = 1; 2–cforest with mtry = 2; 3–cforest with mtry = 3; 5–cforest with
mtry = 5; 10–cforest with mtry = 10; 20–cforest with mtry = 20; Opt–cforest with value
of mtry that gives the smallest Integrated L2 difference in each round; Tuned–cforest with
the value of mtry tuned by the “out-of-bag” tuning procedure. The default value in cforest is
mtry = 5.
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Table 11: Comparison between forests with default and proposed parameter settings across
different sizes N . Datasets are generated with survival times following a Weibull-Increasing
distribution, nonlinear survival relationship under the PH setting. Each cell value is computed
as the % decrease in integrated L2 difference compared to the Cox model.
N cfD cfP rsfD rsfP tsfD tsfP
100 −0.05 0.22 −0.23 0.02 −0.27 −0.10
300 0.21 0.47 0.12 0.47 0.03 0.27
500 0.35 0.60 0.28 0.60 0.20 0.45
1000 0.50 0.70 0.47 0.72 0.40 0.59
Table 12: Comparison between forests with default and proposed parameter settings across
different sizes N . Datasets are generated with survival times following a Weibull-Increasing
distribution, linear survival relationship under the non-PH setting. Each cell value is computed
as the % decrease in integrated L2 difference compared to the Cox model.
N cfD cfP rsfD rsfP tsfD tsfP
100 0.41 0.46 0.50 0.54 0.65 0.78
300 0.46 0.56 0.58 0.64 0.75 0.87
500 0.51 0.64 0.63 0.71 0.79 0.90
1000 0.59 0.74 0.70 0.80 0.84 0.94
B.3 Performance comparison
Figures 27 to 30 give side-by-side integrated L2 difference boxplots on datasets with light
(right-)censoring rate, survival times generated following a Weibull-D, Weibull-I and Gompertz
distribution under the PH setting, and a Weibull-I distribution under the non-PH setting,
respectively. These figures compare the performance of the four methods, the best method and
the method chosen by IBS-based 10-fold CV rule with τi = 1.5T˜i.
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Figure 27: Boxplots of integrated L2 difference for performance comparison across different
survival relationships and different numbers of subjects N , under the PH setting. Datasets are
generated with survival times following a Weibull-Decreasing distribution. The first row shows
results for the number of subjects N = 100, second row for N = 300, third row for N = 500,
bottom row for N = 1000; the first column shows results for linear survival relationship, second
column for nonlinear, the third column for interaction. In each plot, 1–Cox model; 2–cfP;
3–rsfP; 4–tsfP; Opt–Best method; CV–Method chosen by IBS-based 10-fold CV.
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Figure 28: Boxplots of integrated L2 difference for performance comparison across different
survival relationships and different numbers of subjects N , under the PH setting. Datasets are
generated with survival times following a Weibull-Increasing distribution. The first row shows
results for the number of subjects N = 100, second row for N = 300, third row for N = 500,
bottom row for N = 1000; the first column shows results for linear survival relationship, second
column for nonlinear, the third column for interaction. In each plot, 1–Cox model; 2–cfP;
3–rsfP; 4–tsfP; Opt–Best method; CV–Method chosen by IBS-based 10-fold CV.
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Figure 29: Boxplots of integrated L2 difference for performance comparison across different
survival relationships and different numbers of subjects N , under the PH setting. Datasets are
generated with survival times following a Gompertz distribution. The first row shows results for
the number of subjects N = 100, second row for N = 300, third row for N = 500, bottom row
for N = 1000; the first column shows results for linear survival relationship, second column for
nonlinear, the third column for interaction. In each plot, 1–Cox model; 2–cfP; 3–rsfP; 4–tsfP;
Opt–Best method; CV–Method chosen by IBS-based 10-fold CV.
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Figure 30: Boxplots of integrated L2 difference for performance comparison across different
survival relationships and different numbers of subjects N , under the non-PH setting. Datasets
are generated with survival times following a Weibull-Increasing distribution. The first row
shows results for the number of subjects N = 100, second row for N = 300, third row for N =
500, bottom row for N = 1000; the first column shows results for linear survival relationship,
second column for nonlinear, the third column for interaction. In each plot, 1–Cox model;
2–cfP; 3–rsfP; 4–tsfP; Opt–Best method; CV–Method chosen by IBS-based 10-fold CV.
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