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In the approximation of solutions of some second-order stochastic differential equations, a multistep 
method converges faster than the Cauchy-Euler scheme for usual stochastic differential equations. 
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1. Introduction 
Lorsqu’une sollicitation aleatoire de type houle, vent, seisme agit sur une structure 
dont la reponse n’est pas lineaire, l’equation regissant cette structure prend la forme 
X + 4(X,, X) = r(X)&, 
ou B est un bruit blanc. Tres souvent, la fonction q se decompose en un terme de 
frottement proportionnel a la vitesse X et un terme dh au champ de forces ne 
dependant que de la position X. C’est la cas par exemple du modele propose par 
Langevin pour ttudier le d&placement d’une particule macroscopique soumise a 
des fluctuations irregulieres dues a de multiples chocs infinitesimaux [6]. Si d’autres 
particules de masse comparable sont presentes dans le milieu et s’y meuvent, un 
moyen raisonnable de rendre compte de leurs collisions avec la particule observee 
est d’utiliser un modile poissonnien qui traduira les changements soudains de vitesse. 
Notre objectif est de proposer pour ce modele une approximation simple con- 
duisant a une simulation numerique facile a realiser. Depuis Maruyama [3], de 
nombreux travaux ont port& sur l’approximation des solutions d’equations differen- 
tielles stochastiques, soit trajectoire par trajectoire [lo], soit surtout en moyenne 
quadratique [4,5,9], y compris en presence de discontinuites [2,8]. On sait obtenir 
des ordres de convergence arbitraires, la plupart du temps au prix de la simulation 
d’integrales stochastiques multiples. Un bon panorama de ces questions est donne 
dans [7] ou dans le dernier chapitre de [ 11. Pour notre probleme, nous allons montrer 
qu’un schema a deux pas permet une convergence plus rapide que le schema 
d’Euler-Maruyama pour les equations non dtginerees habituelles. 
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2. Description du modMe 
Soit (Q, ( SC,), P) une espace probabilik filtrC dont la filtration vkrifie les hypothkses 
habituelles de continuit6 A droite et d’augmentation. Sur cet espace on se donne un 
mouvement brownien W de dimension n et une mesure de Poisson stationnaire p 
sur R, x U, oh (U, CBu, F) est un espace mesurable muni d’une mesure a-finie F, 
qui est la mesure caractkristique de p. La mesure p est indipendante de W, et on 
appelle q la mesure-martingale 
q(w; ds, du) =p(w; ds, du) -dsO F(du). 
On note 1x1 la norme euclidienne d’un 61Cment x de Rd. Soient T un rCel> 0, b 
et (~7~; i= 1,. . . , n) des fonctions borkliennes de [0, T] x IWd dans Rd, c une fonction 
mesurable de [0, T] x [Wd x U dans Rd qui vkrifient les conditions suivantes: il existe 
K > 0 tel que pour tout choix de s et t dans [0, T], de x et y dans lRd, on ait 
+ I “I (3 c t x, u)-c(s,x, u)[*F(du)s K(~-t)~(l+)xl~), 
l~~~~X)~b(~~~~12fi~, I~i(t,X)--i(Cy)l* 
(1) 
+ U~c(r,x,u)-c(t,~,u)~2F(du)~K~x-y~2. 
I 
On en dCduit aikment qu’il existe L> 0 tel que pour tout t dans [0, T] et tout x 
dans Rd, on ait 
Jb(t, x)12+,il la;(t, ~ll~+j-~ 146 x, u)l*FW+ L(l+lx12). 
Pour chaque couple (5, 7) d’tltments de L’(C?, So, P; Rd), il existe alors un unique 
couple de processus (X, V) sur [0, T] tels que 
dX,= v, dt, 
(3) 
dV,=b(t,X,)dt+; a,(t,X,)dW’r+ ~(6 X,-y u)q(dt, du) 
r=, u 
de conditions initiales X0 = 5, V, = 7, et le processus X vkrifie 
+vTlx,12] =M<a. 
3. Approximation en l’absence de frottement 
Partageons l’intervalle [0, T] avec la subdivision 
7: (to = 0, t, = h, . . . ) t, = ph, . . . , t, = T), 
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oh T = Nh, et posons 
7, = tp si t,<t<t,+,, p=O ,..., N-l. 
La methode d’Euler-Maruyama appliquee au systeme differentiel stochastique (3) 
conduit a poser 
(4) 
On peut alors montrer qu’il existe une constante C telle que 
et 
sup JV, -?‘I2 s Ch*, 
OS,% T 1 
ce qui assure une rapidite de convergence superieure au cas habituel, oh la majoration 
n’est qu’en Ch. La demonstration ressemble beaucoup a celle du Theoreme 1 
ci-dessous, nous ne l’tcrirons done pas; nous allons en effet utiliser une autre 
approximation, egalement naturelle, qui aura le mcme ordre de convergence et dont 
nous verrons qu’elle peut %re meilleure a l’occasion. Posons done pour tout t dans 
[O, 7-1, 
b(~,, X:r) dr+ i g,(Tr, X:,) dWf+ 
i=, 
+ 
I 
~(7,~ X,, u)ddr, du) II ds. (9 u 
Thkor&ue 1. Sous Zes conditions (l), soit (X, V) la solution de (3). IZ existe alors 
me constante C ne dkpendant que de K, T, A = E ItI*, t.~ = E 17 I* telle que 
sup IX, -X:1’ c Ch*. 
OG,=GT I 
Preuve. Le processus X est solution de 
b(r,X,)dr+ i a,(r,X,)dW’, 
,=I 
+ 4r, L, u)ddr, du) II ds. ” (6) 
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Pour 0 s v < t s T, une integration par parties montre que 
X-x.=n(rv)+~~‘(r-rvV~[b(r,X,)dr+iS~~i(r,X)dW:] 
+ 
II 
’ (t- rv V)c(I; X,-, u)q(dr, du), 
0 u 
oti l’on a posC r v v = max( r, v), et on en dCduit que 
E[~X,-X,~2]~3~(t-v)2+3E t 
[I 
‘(t-rvv)21b(r,Xr)12dr 
0 1 
+ ju Ic(r, X,, u)12F(du)) dr]. 
En utilisant (2), on obtient 
E[IX,-X,(2]sA(f-v)2, 
A 
avec A = 3[p + TL( T+ l)( 1+ M)]. Soit X, le terme obtenu en remplagant XT, par 
X,, dans le membre de droite de (5). On Ccrit 
x,-x:=(x,-&+(k,-Xx:); 
la condition de Lipschitz en x permet d’obtenir 
1 
X7,) - b(~,, XZj) dr ’ dv I 1 
(gi(Tr, XTr)-ai(Tr, XT,)) d W: 
(c(T,,X,~,U)-c(T,,X~,,u))q(dr,du) ‘dv I 1 
s2KT2(T+l) sup IX,-X:1’ dv. 1 
D’autre part, 
1 
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+ i (gi(r, Xr)-ai(Tr, XT)> d WL 
i=l 
2 
+ 
I 
(c(r, X,-, u> - c(T,, &, u)Mdr, du) 
u II II dv 
T 
s4T vE J [J ‘]b(r,X,)-b(r,,X,)I’dr dv 0 0 1 
“lb(~,,X,)-b(~~,X~,)12dr du I 
+4T1,TEK( * & lo;(r, Xl -(Ti(Tr, X)1’ 
+4~ JoWoY+ 
J 
u 
Mr, x,, u> - c(T~, X, u)12F(du)) dr] dv
i$l Iaj(Tr, Xr) - ui(Tr, XT,)I’ 
+ J 
u 
Ic(T,, X, u) - c(T,, X,, u)i’F(du)) r] dv
+U-3[(1+M)(TL+2)+A(T+2)]h2. 
I1 reste a utiliser le lemme de Gronwall pour obtenir la majoration desiree. Cl 
Pour approcher la vitesse, on pose 
v:=r,+ b(T,, XGs) ds+ i ai(Ts, X:,) d Wi 
i=l 
+ C(Ts, X;s, u)q(ds,du) . u I 
G&e au theoritme precedent et a l’inegalite de Doob, on verifie facilement qu’il 
existe une constante C telle que 
E 
[ 
sup 1 V, - V:l’ s Ch*. 
OGfGT I 
On peut remarquer d’apres leur Ccriture m6me que ces approximations X’ et V’ 
de X et V sont exactes lorsque les coefficients b, ui et c sont constants. C’est aussi 
le cas de ‘V, mais non de TX puisqu’un calcul simple montre que si n = d = 1, b = 0, 
(~.=l, c=O, alors 
E[]X, -TXT(2] = +(h2T). 
Mime dans le cas deterministe, oti (T = c = 0, et par exemple b(t, x) = at, alors 
X,-X;=&ahT(3T-h), 
tandis que 
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4. SchBma numbrique 
Precisons maintenant le schema associe a l’approximation obtenue. Nous supposons 
ici F(U) <co. Dans ce cas, 
, 
N, = 
li 
p(ds, du) 
0 u 
est un processus de Poisson d’intensite F(U), et les discontinuites de la vitesse V 
n’ont lieu qu’aux instants de saut de N. Nous allons approcher X aux instants ph 
par des valeurs X, calculees inductivement, qui sont en fait Cgales aux valeurs Xi,, 
precedentes, comme un peu de calcul permet de le montrer. Pour alleger l’ecriture, 
nous poserons 
Corollaire 1. On suppose F( U) <co et on pose 
X,=6, 
+ i u,,p-l 
ph 
(St-h-ph)dWf 
i= I J ph-I, 
+ i ai,, 
,=I J 
phth 
(ph+h-s)dW’, 
ph ph + J (s-th ph) J c,p,(u)p(ds, du) p/,-h u 
J 
ph+h 
+ (ph+h-s) J c,(u)p(ds, du). u 
I1 existe alors me constante C telle que 
Preuve. Par integration par parties, on verifie immtdiatement qm : 
X:=[+nt+ ‘(r-r) b(T,,X:,)dr+ t gi(r,,X:,)dW: J [ 0 ,=I I f + JJ (t -Y)c(~,, XX  u)q(dr, du). 0u 
(7) 
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Comme 
E lc(~r, X:,, u)lF(du) s 
u I 
on peut remplacer l’integrale stochastique poissonnienne par 
(t - ~)c(T,, XZr, u)p(dc du) - ~~(t-r)(~“c(?,,X~“,u)F(du))dr. 
On vtrifie alors immediatement que Xi =X,. Dans le calcul de X&+h -2X;,+ 
Xih-,,, on constate que pour chaque type d’integrale, 
I 
ph+h 
5 
ph ph-h 
(ph+h-r)-2 (@-r)+ (p&h-r) 
0 0 i 0 
ph+h 
= 
5 
ph 
(r+h-p/l)+ 
phbh 5 
(Ph+h-r), 
oh 
11 s’agit clairement d’un schema multipas. Les variables 
I 
ph 
I 
ph (ph-s)dW’, et (s+h-ph) dW: 
phph phph 
sont gaussiennes centrees de variance ih’, de covariance $r’; on peut facilement 
les simuler pour p = 1,. . , N et i = 1,. . . , d g partir dune suite de variables 
gaussiennes centrees independantes. Pour tvaluer les termes poissonniens, on simule 
les instants de saut g&e a un processus de Poisson d’intensite F(U), et a ces 
instants les valeurs dans U du processus ponctuel lie a p suivent la loi F/F(U); 
ces simulations peuvent ctre faites une fois pour toutes, car elles ne dependent pas 
du pas h de discrttisation. 
De son c6tC, l’approximation ‘X fournit le schema 
20=& 
2, = zo+ vh, 
%+I =2&,-&_,+h' c,-,(u)F(du) 
u 
+h ; qp-,(W;h- W;h_,,)+h cp-,(u)p(lph - k @I, du). 
i=l ” 
Apparemment, ce schema est plus simple que celui de X. En realite, il necessite le 
mgme type de simulations et de calculs. Et il presente l’inconvenient d’utiliser pour 
le calcul de _$,+, les valeurs des fonctions a l’instant trop eloigne ph -h ainsi que 
les accroissements browniens ou poissonniens sur le seul intervalle ]ph -h, ph]; 
cela nuit a sa precision, comme on l’a constate plus haut dans des cas particuliers. 
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5. Approximation en prCsence de frottement 
11 reste A introduire une force de frottement, d’amplitude proportionnelle A la vitesse 
de la particule. 
ThCorkme 2. Outre les hypothPses du th&ortme 1, on suppose donnde sur [0, T] une 
fonction a dirivable telle que 
Soit (Y, 
I&(t)-&(s)lGK(t-s) pour O=Gs< tG T. 
R) la solution du sysdme 
dY,= R,dt 
dR,=-Lu(t)R,dt+b(t, Y,)dt+ i a,(t, Y,)dW: 
i=, 
+ c(t, Y,-, u)q(d& du) 
u 
(8) 
de conditions initiales Y,, = 6, R, = 7. Si l’on pose 
P(r)=exp{ [;Fds}, 
Y:=pl(i)[f+(+)Z+rl)r 
il existe alors une conslante C telle que 
E sup lY,- Y:l’ s Ch*. 
OG,S7 I 
Preuve. On pose 
X, =P(t)Y,, 
V, = tc.u(tM(t)Y,+P(t)Rt. 
On vCrifie d’abord que dX, = V, dt. On calcule ensuite 
dV,=$(2&(t)+a*(t))p(t)Y,dt+a(t)p(t)R,dt+p(t)dR, 
= +(2&(t)+cy’(f))X, dt+p(t)(b(t, Y,) dt+ i a,(t, Y,) dW’,) 
I?=, 
+ P(tMc Yr-, u)q(dt, du) 
u 
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Comme Y, = p-‘( t)X,, le couple (X, V) est solution d’une equation du type (3), oti 
b, vi, c sont remplaces par 
d(t,x)=~(2&(t)+~~(r))x+/3(t)b(t,~-’(t)x), 
&i(4 x)=P(f)(Tt(t, P-‘(f)x)~ 
c’( t, x, u) = p( t)c( t, p-‘( t)x, u). 
Les conditions (1) itant encore verifiees, on peut approcher X par un processus 
X’ comme dans le theorbme 1, et il reste a s’assurer que l’approximation XT est 
prtcisement &gale a p(t) Y:. Le caractere borne de P-‘(t) sur [0, T] permet de 
conclure. 0 
Le schema numtrique associe est encore a pas double, il repose sur le calcul des 
valeurs successives de 
P(ph+W,+, -2P(ph)Y,+p(ph-h)Y,-,, 
oti bien sfir Y,, vaut Y&. On obtient ces valeurs en remplaFant dans les formules 
(7) les expressions b,, CT~,~, c,(u) par les valeurs des fonctions 6, gi, E calculees en 
(PkP(PWi;;) ou (PkP(PW,,4. 
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