In this paper, a proposed Group Decision Support Systems model based on Rough Set is presented. The model improves decision making process by using rough set as a tool for knowledge discovery on decision support system, where the same feature may evaluate by one decision maker as good and by another one as medium, in this case inconsistent will appear in decision problem. To cope with this problem, the model will be used to reduce inconsistent after computing lower and upper approximations. Moreover, the classification accuracy of the rough set with a single classifier and multiple classifiers was compared. These results indicate that, the model improve the classification accuracy for data sets, rather than using single and multiple classifiers.
INTRODUCTION
Group Decision Support Systems (GDSSs) [1] technology supports project collaboration through the enhancement of digital communication with various tools and resources. These types of programs are used to support customized projects requiring group work, input to a group and various types of meeting protocols. Making the right decision in business is usually based on the quality of data and the ability to sift through and analyze the data to find trends in which you can create solutions and strategies. Extracting useful information and ironing out inconsistencies from raw data is a challenging task and draws the research interests of computer scientists globally [2, 3] , where decision quality depends on data analysis tools and techniques that used for extracting useful information from vast amounts of data. Often, traditional data analysis tools and techniques cannot be used because of the massive size of a data set. Thus, the data sets cannot be processed using existing data analysis techniques, and new methods need to be developed. Therefore, an efficient and effective information processing and decision-evaluation system becomes necessary. The past GDSSs studies concerned only with graphical representation and data analysis [4, 5] , in which it only focused on the graphical problem representations and a few immediate output dimensions.
Rough set theory proposed by Z.Pawlak in 1982 has been applied to many fields [6] , and it is a valid mathematical method to deal with imprecise, uncertain, and vague information. The basic ideas of rough set have already been explored in many fields, such as soft computing, knowledge discovery, machine learning, GDSSs, and web intelligence. Y. Peng et al. [7] and R. Słowiński et al. [8] have done a lot of work in rough set and its applications including rough set in data mining and decision support systems. Also, rough set theory is a fundamental to many types of rule induction algorithms such as Learning from Examples using Rough set System (LERS) [9] , and algorithms developed by J. Błaszczyński et al. [10] , all based on the theory proposed by Pawlak [6] . Examples of other algorithms and developments in applications and data mining can be found in the edited volumes by Lin and Cecerone [11] . Also, Lim et al. [12] presented an extensive survey of learning algorithms.
Recently, advances in the development of algorithms and increased computing power have led to some of decision support systems projects such as stock market predication, patient symptom diagnosis, telecommunication churner predication and financial bank customer attrition analysis to solve challenging business problems [13] .
In this paper, a proposed Group Decision Support Systems based on Rough Set (GDSS-RS) model for combining decisions using multiple classifiers is presented. The input of the model is the decision table with multiple decision attributes and the output is the combined lower and upper approximations. Also, we implement an application begins with sampling original data into training datasets and assign each set to a classifier that calculate lower and upper approximations from it. These lower and upper calculated from all base classifiers will be combined in a new decision table with low inconsistent. The proposed model has been tested on datasets taken from the Machine Learning Database Repository at the University of California [14] . The main aim of this paper is to improve knowledge discovery on GDSSs by using rough set as a classifier. Further more, we experimentally verify, on several data sets, whether the model can achieve higher classification accuracy than other classifiers. Finally, we generate certain decision rules using MLEM2 algorithm [15] .
The remainder of this paper is organized as follows: Section 2 describes the preliminaries and notations. Model construction is then presented in Sections 3, 4, followed by a description of 
PRELIMINARIES AND NOTATIONS 2.1 Decision Support Systems
Decision Support Systems (DSSs) are defined as interactive computer-based intended systems intended to help decision makers utilize data and models in order to identify and solve problems and make decisions. Some key words associated with DSSs are such as: Decision Theory, Decision Analysis, Operation Research, Management Science and Artificial Intelligence (AI). However, the main problem of DSSs is to find ways of extracting useful information, called decision rules. These rules are something people using for decision making. DSSs [16] also, include a knowledge management component which stores and manages a new class of emerging AI tools such as machine learning and case-based reasoning. Machine learning refers to computational methods/tools of a computer system to learn from experience, data and observations, and consequently alter its behavior, triggered by a modification to the stored knowledge. Therefore, we are using rough set as a mathematical tool for knowledge discovery on decision support system. J. Błaszczyński et al. [10] , introduce a new version of the rule induction system. This system can be used to select decision rules at each stage of decision making, where the decision rules can be store on knowledge base under the control of knowledge management system.
Rough Set
Rough set is a formal framework for the automated transformation of data into knowledge, especially when vague concepts and uncertain data are involved in the decision process. Also, rough set deals with the classificatory analysis of data tables and transformation of data into knowledge in the form of decision rules. These decision rules may be induced from one table that measured by one decision maker or a group of decision makers.
Information System
Any decision problem involves a set of objects; e.g. actions, states, processes, competitors, etc. The objects are described by its attribute, and such sets of data objects and its attribute can be represented by a table its rows represent objects and columns represent attribute values.
Let I= (U,A) be an information system [17] , where U is a nonempty set of finite objects (the universe) and A is non-empty finite set of attributes such that a a: U V  for every a A  and V a is the set of values that attribute a may take. In words, the information system simply assigns a value in V a to each attribute a of each object in universe U.
 Lower approximation
The Lower approximation or positive region is the union of all equivalence classes in [x]p which are contained by the given set. Formally it can be defined as the following:
The upper approximation is the union of all equivalence classes in [x]p which have non-empty intersection with the given set. Formally it can be defined as the following:
The accuracy of the rough set representing of the set X can be given by the following:
Where, |P(X)| is the number of objects contained in the lower approximation of the set X, and | () PX | is the number of objects contained in the upper approximation of the set X.
GDSS-RS MODEL
Determine the best decision maker views at enterprise system is a critical problem, where decision is making by a group of individuals having the necessity and the opportunity to choose between different options. Furthermore, traditional group meetings can take a long time and the resulting decisions may be mediocre. Also, getting group experts together in one place and at one time can be difficult and expensive. Therefore, Group Decision Support Systems based on Rough Set (GDSS-RS) model are introduced as interactive computerbased systems that facilitate the solution of structured and unstructured problems by a set of decision makers working together as a group. They aid groups, especially groups of managers, in analyzing problem, situations and in performing group decision making tasks. Many major decisions in organizations are made by groups as depicted in Fig 1. The proposed model consists of sets of learning machines whose decisions are combined to improve the performance of the overall system. They are also hoping that if some learner failed, the overall system can recover the error. The basic idea to construct multiple classifiers from the original data and then aggregate their predications when classifying unknown examples as shown in Fig 2, Where {D 1 , D 2 ,…,D n } refer to data sets and {C 1 ,C 2 ,…,C n } refer to multiple classifiers and C * is the combiner of all these classifiers outputs. A voting scheme is typically employed to combine the predications, where the class that receives the highest number of votes is assigned to the test instance.
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Fig 1: GDSS-RS architecture.
Decision Tables [18] are a special case of information system. They are characterized by two types of attributes namely, decision and condition attributes. Decision attribute represents the classification or partition of a data have n-lower approximations and n-upper approximations for a subset A of U respectively as the following:
The accuracy measure of a set (A) under n-decision attributes can be characterized by the following coefficient
is the number of objects that belong to lower approximations of a set (A) and, 
GDSS-RS APPLICATION
GDSS-RS application creates classification models by examining already data (expertise) and inductively finding a predictive pattern. This data come from an historical database, such as people who have already undergone a particular medical treatment. They may come from an experiment in which a sample of the entire database is tested in the real world and the results used to create classifier. For example, a sample of a mailing list would be sent an offer, and the results of the mailing used to develop a classification model to be applied to the entire database. Sometimes an expert classifies a sample of the database, and this classification is then used to create the model which will be applied to the entire database. Our application for group decision support systems based on rough set is depicted in Fig 3. It consists of three modules: preprocessing data, extracting decision rules and classification new instances. Dataset presented in tabular form is the input to the system that filtering before entering to the system because imperfect on input data. The goal of our model is to enhance learning, improve performance and generating decision rules from group decision making. Thus, we implement combiner application that combine the outputs of multiple classifiers result in better performance based on rough set theory. our application begins with sampling original data into training datasets and assign each set to a classifier that calculate lower and upper approximations from it. Also, we refer to a sample of our application code in Fig 4, implemented using C# language and SQl server data base management system as tool. The main features of the application:
 Comprehensive set of data pre-processing tools.  Graphical User Interfaces (GUI).  Visualization and pre-processing of data including methods for discretization and missing value completion.  Construction classifiers for both smaller and vast data sets.
Fig 4:
Sample code of our application.
EXPERIMENTAL RESULTS
Data and Materials
We applied our model to data sets in Table 1 , which were coming from machine learning repository [14] at the University of California and others from data sets attached with WEKA [19] and RSES [20] software.
The Discussion of the Results
The aim of GDSSs is to improve performance and make certain decisions; therefore, we employ rough set as a tool for knowledge discovery on GDSSs. Rough set should correctly predicate the class labels of new objects. We evaluate the performance of our model by measuring its classification accuracy. Two groups of tests are conducted in our experiments. In the first group of experiments, classification accuracy for multiple (Bagging) and individual classifiers (Naïve-bayes) running on data sets measured. The results are presented in Tables 2, where we use 10-fold cross validation.
In the second group we calculate the number of certain decision rules derived from data sets. We run 10-fold cross validation with rough set to illustrate the utility of derived rules. We then present number of certain decision rules derived from our experimental data sets. Our results depicted in Fig 5. On the other hand, we compare our results for classification accuracy using rough set against the use of single and multiple classifiers. These results showed that our model improves classification accuracy for data set more than the other classifiers. 
CONCLUSIONS AND FUTURE RESEARCH
We present an application for combining group decisions by aggregating the predications of multiple classifiers based on rough set. All of these approximations sets will be the inputs to our application. Our experimental results indicate that constructing GDSSs based on rough set improve the quality of decision rules which extracting from data. It also, improves the classification accuracy computed by classifiers. In the future work, we will define a new definition for knowledge discovery by using rough set techniques and fuzzy set. So it will be very simple and more powerful than rough set only. Also, we will make algorithm for combining decisions in general.
