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Abstract. Recently, data augmentation in the semi-supervised regime, where un-
labeled data vastly outnumbers labeled data, has received a considerable atten-
tion. In this paper, we describe an efficient technique for this task, exploiting a
recent framework we proposed for missing data imputation called graph impu-
tation neural network (GINN). The key idea is to leverage both supervised and
unsupervised data to build a graph of similarities between points in the dataset.
Then, we augment the dataset by severely damaging a few of the nodes (up to
80% of their features), and reconstructing them using a variation of GINN. On
several benchmark datasets, we show that our method can obtain significant im-
provements compared to a fully-supervised model, and we are able to augment
the datasets up to a factor of 10x. This points to the power of graph-based neural
networks to represent structural affinities in the samples for tasks of data recon-
struction and augmentation.
Keywords: Data augmentation, graph neural network, graph convolution, impu-
tation
1 Introduction
Semi-supervised learning (SSL) studies how to exploit vast amounts of unlabeled data
to improve the performances of a model trained on a smaller number of labeled data
points [5]. Over the years, a large number of solutions were devised, ranging from man-
ifold regularization [3] to label propagation [8]. With the emergence of deep learning
techiques and the increase in datasets’ size, several new methods were also proposed
to leverage end-to-end training of deep networks in the SSL regime, e.g., pseudo-labels
[12] and ladder networks [13].
An interesting line of research recently concerns the exploitation of unsupervised
information to perform data augmentation [7]. Augmented datasets can then be used
directly, or indirectly through the imposition of one or more regularizers on the learning
process, by enforcing the model to have stable outputs with respect to the new points [8].
Several papers have shown that semi-supervised data augmentation has the potential to
provide significant boosts in accuracy. for deep learning models compared to standard
SSL algorithms or equivalent fully-supervised solutions [15,4].
In this light, an essential research question concerns how to devise efficient and
general-purpose strategies for data augmentation. A popular data augmentation strategy,
ar
X
iv
:1
90
6.
08
50
2v
1 
 [s
tat
.M
L]
  2
0 J
un
 20
19
2 Spinelli et al.
mixup [17], builds new datapoints by taking linear combinations of points in the dataset,
but it requires knowledge of the underlying labels and has shown mixed results when
dealing with non-image data. Other popular techniques, such as AutoAugment [6], are
instead especially designed to work in structured domains such as images or audio
samples.
In this paper, we propose a new method to perform data augmentation from general
vectorial inputs. Our starting point is the graph imputer neural network (GINN) [14],
an algorithm we proposed recently for multivariate data imputation in the presence of
missing features. GINN works by building a graph of similarities from the points in the
dataset (similarly to manifold regularization [3]). Missing features are then estimated
by applying a customized graph autoencoder [11] to reconstruct the full dataset start-
ing from the incomplete dataset and the graph information [14]. GINN has shown to
outperform most state-of-the-art methods for data imputation, leading us to investigate
whether its performance can be extended to the case of data augmentation.
The algorithm proposed in this paper is an application of GINN showing its effec-
tiveness for data augmentation. After constructing the similarity graph starting from
both labeled and unlabeled data, we corrupt some of the nodes by removing up to 80%
of their features. After recomputing on-the-fly their connections with the neighboring
nodes, we apply the previously trained GINN architecture for performing imputation,
effectively generating a new data point that can be added to the dataset. Despite its
conceptual simplicity, we show through an extensive experimental evaluation that aug-
menting the dataset in this fashion (up to 5/10 times) leads to significant improvements
in accuracy when training standard supervised learning algorithms.
The rest of the paper is structured as follows. In Section 2 we describe our proposed
technique for data augmentation. Section 3 shows an experimental evaluation on a range
of different datasets. We conclude with a few open research directions in Section 4.
2 Semi-supervised data augmentation with GINN
Fig. 1 shows a high-level overview of our framework. As we stated before, we first build
a similarity graph from the data, used to train a GINN model [14]. Then, we employ
GINN on highly-corrupted points from the dataset to generate new datapoints. We first
describe GINN in Section 2.1, before describing how we use it for data augmentation
in Section 2.2.
2.1 Graph imputer neural network (GINN)
GINN [14] is a graph-based neural network that takes a damaged dataset as input (i.e.,
a dataset with a few missing entries), and is able to reconstruct the missing features by
constructing a similarity graph and exploiting the graph convolution operation [11,2].
Here we summarize the GINN architecture in broad terms, while for a more in-depth
description we refer the interested reader to [14].
Consider a generic dataset X∈Rn×d , where each row encodes one example, defined
by a vector of d features. We would like a model that can reconstruct the original X
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Fig. 1. Overall schema of the proposed framework for data augmentation. In green we show the
GINN method which is optimized from the dataset.
even when a few of its elements are missing, i.e., an algorithm performing missing data
imputation.
In order to train GINN to this end, we first augment the matrix information in X
with a graph describing the structural proximity between points. In particular, we en-
code each feature vector as a node in a graph G. The adjacency matrix A of the graph
is derived from a similarity matrix S of the feature vectors, containing the pairwise Eu-
clidean distances of the feature vectors. In order to keep only the most relevant edges,
we apply a two-step pruning on S. We compute the 97.72nd percentile for each row,
corresponding to +2σ under a Gaussian assumption, and we use this as a threshold,
discarding all the connection below this value. The second step replicates the first one
but acts on all the surviving elements of the matrix S (see the original paper [14] for a
rationale of this technique).
The core of GINN is a graph-convolutional autoencoder described as follows:
H = ReLU(LXΘ 1) , (1)
X̂ = Sigmoid
(
LHΘ 2+ L˜XΘ 3+Θ 4g
)
. (2)
The graph encoder in Eq. (1), maps the input X to an intermediate representation H in
an higher dimensional space, using a graph convolutional operation [11], where L is the
Laplacian matrix associated to the graph and Θ 1 is a matrix of adaptable coefficients.
The decoder in Eq. (2) maps the intermediate representation back to the original dimen-
sional space providing a reconstructed dataset X̂ with no missing values. As can be seen
in Eq. (2), we have two additional terms in the reconstruction process:
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1. The first is a skip connection with parameters Θ 2, which is always a graph con-
volution that propagates the information across the immediate neighbors of a node
without the node itself. L˜ is thus derived from the adjacency matrix A without self-
loops in order to weight more the contribution of 1-hop nodes and to prevent the
autoencoder to learn the identity function.
2. The second additional term models the global properties of the graph, whose inclu-
sion and properties have been described in [2], with trainable parameters Θ 3. We
introduce a global attribute vector g for the graph that contains statistical informa-
tion of the dataset including the mean or mode of every attribute.
Both steps are described in more depth in [14]. The network is trained to reconstruct
the original dataset by minimizing the sum of three terms:
LA = αMSE(X, X̂)+(1−α)CE(X, X̂)+ γMSE(global(X̂),global(X)) . (3)
The loss function in Eq. (3) minimizes the reconstruction error over the non-missing
elements combining the mean squared error (MSE) for the numerical variables and the
cross-entropy (CE) for the categorical variables. In addition, since the computation of
the global information is differentiable, we compute a loss term with respect to the
global attributes of the original dataset. Here, α and γ are additional hyperparameters,
the first is initialized as the ratio between numerical and categorical columns, the second
is a weighting factor. Practically, at every iteration of optimization we randomly drop
a given percentage of elements in X in order to learn to reconstruct the original matrix
irrespective of which elements are missing.
This model can be trained as standalone or paired with a critic network C in an
adversarial fashion [16]. In the latter case we have a 3-layer feed-forward network that
learns to distinguish between imputed (xˆ∼ Pimp) and real (x∼ Preal) data. To train the
models together we use the Wasserstein distance [1]. The objective function of the critic
is:
min
A
max
C∈D
E
x∼Preal
[C(x)]− E
xˆ∼Pimp
[C(xˆ))] , (4)
where D is the set of 1-Lipschitz functions, Pimp is the model distribution implicitly
defined by our GCN autoencoder A, and Preal is the unknown data distribution.
In addition, we use a gradient penalty introduced in [9] to enhance training stability
and enforcing the Lipschitz constraint, obtaining the final critic loss:
LC = E
xˆ∼Pimp
[C(xˆ)]− E
x∼Preal
[C(x)]+λ E
x˜∼Px˜
[
(‖∇x˜C(x˜)‖2−1)2
]
, (5)
where λ is an additional hyper-parameter. We define Px˜ as sampling uniformly from
the combination of the real distribution Pimp and from the distribution resulting from
the imputation Pimp. This means that the feature vector x˜ will be composed by both real
and imputed elements in almost equal size.
The total loss of the autoencoder becomes:
LT = LA− E
xˆ∼Pimp
[C(xˆ)] , (6)
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since it must fool the critic and minimize the reconstruction error at the same time. In
our implementation the GCN autoencoder is trained once for every five optimization
steps of the critic and they will influence each other during the whole process.
2.2 Semi-supervised data augmentation
In order to augment the dataset in the semi-supervised setting, we build the graph with
labeled and unlabeled features and let GINN learn its representation. Rather than learn-
ing the labels, like in a transductive setting [11], we want to generate completely new
nodes in the graph and thus new feature vectors with labels that can be used later for
other objectives. To do so we take all the labeled data and use it to generate a new data
matrix of the size of the desired augmentation level. This means that features vectors
can be repeated in this matrix. We then damage the matrix in a MCAR (Missing Com-
pletely At Random) fashion removing 80% of its elements. These severely damaged
vectors will be the starting point of our data augmentation strategy. We note that in [14]
we have shown already the ability of GINN in imputing vectors having few non-zero
elements.
We inject these new damaged feature vectors in the graph. To recompute their con-
nections on-the-fly, we follow the same procedure described above, without consider-
ing the second pruning step in order to guarantee that every node will have at least
one neighbor. The connections will be computed only with unlabeled nodes in order
to prevent the new nodes to be too similar to the ones they originated from. This time
the similarity has to take into account the fact that the new vectors will have only few
non-zero elements. For this reason we formulate the distance as follows:
Si j = d(xi (mim j),x j (mim j)) , (7)
where  stands for the Hadamard product between vectors, mi and m j are binary vec-
tors describing the missing elements in xi and x j respectively, and d is the Euclidean
distance.
Once the new data is in the graph, we use GINN to impute all missing elements,
and add the resulting vectors to our original dataset. The resulting imputed vectors will
have the label of the node they have been generated from and will be influenced by the
unlabeled nodes in the graph sharing similar features.
3 Experimental evaluation
In this section, we analyze the data augmentation performance of our framework. For
the evaluation we used 6 classification datasets from the UCI Machine Learning Repos-
itory,1 and their characteristics are described in Table 1. These datasets contain numer-
ical, categorical and mixed features in order to show that our framework is capable of
generating realistic feature vectors composed of different types of attributes.
We tracked the performances of 5 different classifiers when using the default and the
augmented datasets. The algorithms used are a k-NN classifier with k = 5, regularized
1http://archive.ics.uci.edu/ml/index.php
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Table 1. Datasets used in our experiments. All datasets were downloaded from the UCI reposi-
tory.
Name observations numerical attr. categorical attr.
abalone 4177 8 0
heart 303 8 5
ionosphere 351 34 0
phishing 1353 0 9
tic-tac-toe 958 9 9
wine-quality-red 1599 11 0
logistic regression (LOG), C-Support Vector Classification with an RBF kernel (SVC),
a random forest classifier with 10 estimators (RF) and a maximum depth of 10 and a
feedforward neural network composed of six layers with an embedding dimension of
128 (MLP). All hyper-parameters are initialized with their default values in the scikit-
learn implementation.
Concerning our framework, we use an embedding dimension of the hidden layer
of 128, sufficient for an overcomplete representation for all the datasets involved. We
trained GINN for a maximum of 3000 epochs with an early stopping strategy for the
reconstruction loss over the known elements. The critic used is a simple 3-layer feed-
forward network trained 5 times for each optimization step of the autoencoder. We
used the Adam optimizer [10] for both networks with a learning rate of 1× 10−3 and
1× 10−5 respectively for autoencoder and critic. All other hyper-parameters are taken
from the original GINN paper [14], whose implementation is available as an open-
source package.2
3.1 Semi-Supervised Classification
In the semi-supervised setting, we divided our data between the training set, 70%, and
test set, 30%. Only 10% of the training set has labels associated with feature vectors.
We augment the dataset with GINN creating 3 different versions of the training set,
respectively having 2x, 5x and 10x more labeled data. We then train the classifiers on
this 4 different training sets and compute the accuracy, averaged over 5 different trials.
Each trial has different splits of training and test sets.
In Table 2 we show the classification results. As can be seen, our method consis-
tently improves classification accuracy. These improvements range from less than a
percentage point up to an increment of 24 percentage points. When we do not improve
the results, our decrease in performance regards at most 6 percentage points for a single
classifier (e.g., LOG in the hearth dataset). In Figure 2 we summarize the results of Ta-
ble 2 and propose a comparison of the times our augmented datasets allows to achieve
a better classification accuracy to the classifiers with respect to the original dataset. As
can be clearly seen this difference increases with the size of the augmentation, showing
that our framework is capable of generating good feature vectors even when creating a
data matrix 10 times the size of the original dataset.
2https://github.com/spindro/GINN
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Table 2. Mean classification accuracy over 5 different trials on different splits of data obtained
using the standard dataset X and the augmented versions with GINN. In Figure 2 we summarize
the results of this table.
Dataset Classifier Baseline Augmented
(2x)
Augmented
(5x)
Augmented
(10x)
LOG 52.87 52.54 52.47 54.50
k-NN 52.07 52.07 52.07 52.07
abalone SVC 52.87 52.87 52.87 52.87
RF 51.53 51.18 52.38 53.67
MLP 50.53 52.66 52.03 54.78
LOG 76.92 70.77 70.77 66.59
k-NN 58.24 64.40 64.40 62.56
heart SVC 55.88 56.04 56.04 56.04
RF 79.56 81.10 80.44 78.02
MLP 65.71 66.81 63.96 61.32
LOG 78.30 80.94 79.06 78.49
k-NN 66.04 90.57 90.57 90.57
ionosphere SVC 64.15 85.09 84.34 85.28
RF 83.96 87.92 85.47 86.23
MLP 90.57 88.87 86.04 86.04
LOG 83.50 82.07 82.02 81.67
k-NN 82.76 84.04 83.55 84.19
phishing SVC 82.51 82.17 81.92 81.92
RF 81.33 81.58 81.08 81.82
MLP 81.38 81.97 83.05 82.91
LOG 77.43 73.89 69.86 70.07
k-NN 73.61 74.10 75.00 78.13
tic-tac-toe SVC 65.28 64.65 67.85 68.47
RF 71.94 75.76 72.36 74.38
MLP 78.40 73.06 78.75 82.01
LOG 53.75 53.25 53.96 54.21
k-NN 45.83 46.21 49.67 49.79
wine-quality SVC 45.63 47.67 52.42 52.38
RF 50.58 50.92 54.96 54.21
MLP 48.83 50.83 51.04 50.38
4 Conclusions
In this paper, we proposed an approach to data augmentation in the semi-supervised
regime by reformulating it as a problem of extreme missing data imputation. To this
end, we employ a novel algorithm for missing data imputation built on top of a graph
autoencoder. Our results on a set of standard vectorial benchmarks show that the method
can significantly improve over using only the labeled information, even when the dataset
is augmented up to ten times its original size.
The method lends itself to a variety of improvements. First of all, we are interested
in evaluating the augmentation strategies not only by directly retraining a supervised
algorithms, but also in the context of several regularization strategies commonly used
today [15]. We would also like to test the algorithm on non-vectorial domains, including
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Fig. 2. Number of times the default and the augmented datasets with GINN had a better classifica-
tion performances over 5 different trials considering all datasets and classifiers in the benchmark.
images and audio, where the challenge is to define a proper metric to build the similarity
graph. As a final remark, we note that the experiments presented here open the way to
a set of interesting additional questions. In particular, viewing data augmentation as
an extreme case of data imputation bridges two different fields with high potential for
cross-fertilization.
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