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Supplementary Materials and Methods

Fitting and projecting boosted regression trees
The use of boosted regression trees incorporates the strengths of tree-based models (which can utilize multiple types of response variables and missing data) and boosting (an adaptive method of sequentially modeling the residuals of each model iteration) (39). Many of the relationships between the distribution of marine species and their environment have proven to be non-linear (26). BRTs have the ability to capture non-linear responses in environmental predictors and to identify the variables with the highest explanatory power. The machine learning dimension of BRTs allows the model to progressively learn the response through boosting which, unlike single regression treqes, averages the outputs of a multitude of simple tree models iteratively placing more emphasis on unfitted observations from the first tree by fitting the residuals to a second tree and so on (39). Another reason why we chose BRTs as our modeling approach is because they incorporate an important element of stochasticity that improves model performance by fitting each new tree to a random subset of the data that is predetermined by the researcher and known as the 'bag fraction'(40); this improves model performance by reducing the variance of the final model. The contribution of each individual tree (hundreds to thousands) is then downscaled by assigning it a 'learning rate' weight. Our final models were the output of the summation of all trees multiplied by the predetermined learning rate (39). The complexity or depth of the tree must also be determined, this controls the number of splits or nodes in each tree. At each splitting point, the variable which has the most explanatory power is partitioned in a way that reduces the prediction error, this is done sequentially for however many splits the tree had or until a predetermined minimum number of observations was reached in a branch of a tree. The learning rate and tree complexity parameters are then used in conjunction to determine the total number of trees that should be built.
When fitting BRTs, we paid special attention to finding a balance between model accuracy and model overfitting. We used the R package 'caret' to optimize the four important parameters affecting BRTs: (1) tree complexity; (2) learning rate (or shrinkage); (3) number of trees; and (4) minimum number of observations in terminal nodes. An exploratory grid was set up where different values for these parameters would be assessed through k-fold cross-validation. These included, four different tree depths, two shrinkage rates, two minimum number of observations at terminal nodes and 10 different number of trees from 500 to 5000 in increments of 500 trees. A 10-fold cross validation of each of the 160 different model combinations was repeated five times to select the parameters that resulted in the highest accuracy rate. There are different opinions about the use and number of background pseudoabsence points in environmental niche models, we selected a number which is consistent with what is recommended in the literature (37) (Table S11 & S12). The optimal combination of parameters was found for each of the 24 individual monthly models and BRTs were fitted to the monthly classified fishing effort data using the generalized boosted model (gbm) function in the R package 'gbm'. The distribution of the models was set to bernoulli given binomial nature of the response. After fitting each of the models, 1⁰ by 1⁰ degree raster layers of each of the environmental variables in ABNJ used in the monthly models were superposed and stacked using ArcGIS 10.4.1 and the 'raster' package on R to project the model results onto two-dimensional geographic space. Through our study, we also address the use of different thresholds by selecting and comparing two cutoff thresholds, which are supported in the environmental niche modeling literature (38). The code used to fit the BRT models is available upon request to the authors.
Environmental niche model assessment and interpretation
The binary (suitable vs. non-suitable fishing habitat) monthly habitat maps were then used to calculate the annual persistence of longline fishing habitat in ABNJ; these were created to identify different levels of intra-annual suitability throughout the high seas ( Fig. 3 & 4) . Persistence is a measure of the number of months that a location was classified as suitable habitat throughout the year. To identify the areas of the high seas with the highest variation in fishing habitat suitability, we calculated the spatial coefficient of variation (Fig. 5 ) using all of the monthly prediction maps. In addition to monthly persistence, estimates of suitable fishing habitat occupancy by the pelagic longline fleet in ABNJ were calculated my measuring what proportion of the monthly environmental niches (determined by the binary maps) were fished each month (Fig. 3 & 4) . This was calculated separately for the maps derived from each of the cutoff thresholds. These outputs were then used to assess how much of the 'fishable' environment in ABNJ is used by the high seas longline fleet each month (Table S6) .
For BRTs, the VI scores are calculated by computing the number of times an environmental predictor is selected for splitting at each node of a tree and is then weighted by the squared improvement of the BRT model that results from each split; this is then averaged for each of the trees that was fitted for the BRT(39). VI scores for each BRT are scaled to add up to 100, these values were obtained for each of the monthly environmental niche models; these scores allow for the identification of important variables within and between years ( Fig. 6 ; Table S7 & S8) . Variables with VI scores >10 were considered meaningful for explaining the distribution of fishing effort.
We generated partial dependence plots for each of the response variables. Partial dependence plots are graphical representations of the relationship between the probability of fishing and an environmental variable. The partial dependence plot of a given variable was calculated by averaging all other predictors in the model except the chosen predictor of interest. Fig. S1 . The proportion of 2015 and 2016 fishing effort (hours) in ABNJ by gear. The fishing effort estimates by gear were calculated by global fishing watch using satellite-based automatic identification system data and neural network classification algorithms. Pelagic longlines are the dominant form of fishing in the high seas as calculated by the number of hours fishing. S5 . The predictive accuracy of the monthly BRTs after projecting them onto future environments. The models were projected at three different time-steps: 1 month (n=23), 6 months (n=18) and 12 months (n=12). The accuracy of the models was highest when predicting the distribution of fishing effort for the following month and for the same month of the following year. 
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