. 3D surface measurements with isogeometric stereocorrelation: Application to complex shapes. Optics and Lasers in Engineering, Elsevier, 2016, 87, pp.146 -155. 10 The aim of the present study is to measure complex shapes of tested objects by using a priori information given by their CAD model via stereocorrelation. To follow a 3D object during its deformation and to determine 3D surface displacement elds, a rst measurement of the object shape is necessary. It is achieved by updating the CAD reference via a global approach to stereocorrelation. Once the 3D shape has been determined, the next step is to measure 3D displacement elds during loading. The kinematics of the deformed shape is assumed to be written within the same isogeometric framework.
Introduction
Many techniques are presently used to measure the 3D external shape of an object. 3D scanners either probe the surface of interest by physical contact (e.g., coordinate measuring machine), emit radiations and detect their reection on the surface (e.g., time-of-ight 3D laser scanners, triangulation-based 3D laser scanners),
or project structured light and analyze the deformation of the fringes [1] . Last, non-contact passive scanners detect reected ambient radiations (e.g., stereoscopic systems [2, 3, 4, 5] ). All these 3D scanners evaluate the position of some points on the surface and this cloud is further interpolated to obtain a continuous representation. These techniques involve multitudinous degrees of freedom during the point cloud evaluation, which is subsequently reduced by interpolation without a posteriori control of the quality. The present approach consists of adding as much a priori information as possible to measure the 3D shape of the surface and assessing the quality of the reconstruction. In the case of industrial parts, the CAD model of the nominal shape is generally available and can be used as a rst estimate. By resorting to global stereocorrelation, this surface can be deformed to t as well as possible (i.e., by minimizing the correlation residuals) the real shape [6] .
Shape reconstruction via stereocorrelation consists of nding the 3D coordinates of a point using its 2D coordinates in 2 (or more) pictures shot by cameras. This reconstruction assumes that the calibration of the stereovision system has already been performed [7, 8, 9] . Classical (i.e., local) approaches perform this operation by resorting to spatial registrations to extract a cloud of 3D points from 2D pictures.
2
The method developed herein does not reconstruct point to point surfaces but uses Non-Uniform Rational Basis Splines (or NURBS [10] ) to measure the 3D shape as a freeform representation without any need for subsequent interpolation.
Once the initial 3D shape has been determined, the next step is to follow its deformation during, say, a mechanical test. Classical stereocorrelation systems provide the user with point clouds from which the 3D displacements are obtained by resorting to temporal registrations [9] . An alternative to the former approach, which will be followed herein, is to describe the surface deformation using a specic parameterization and to determine those parameters in time. Among the many possible representations of surface deformation, a natural choice is the NURBS framework itself, namely, the motion of control points dening the initial 3D shape [11] . Let us note that this choice is not restrictive as it may appear as one can rene the shape description with the introduction of additional control points. In the opposite limit, too many degrees of freedom may lead to ill-conditioning and high noise sensitivity. This issue will be illustrated in the present study. Last, the observed 3D shape may have complex features such as very sharp angles (e.g., see [12] ) or areas with small radii of curvatures (e.g., ribs). In these dicult cases, standard reconstruction methods may fail [12] . This particular point will also be addressed herein to analyze a compression test on the upper diaphragm tube of a landing gear.
The outline of the paper is as follows. First, the isogeometric framework is introduced when surfaces are described by NURBS. The main equations of the global stereocorrelation procedure are detailed to reconstruct the initial 3D shape of the surface of interest. This procedure is rst applied to study a complex shape con-3 taining small scale features with sharp edges and for which not all information is available on both cameras. The stereocorrelation technique is driven through a novel regularization scheme, which limits the eect of the poor conditioning induced by hidden parts, and allows the code to converge toward an acceptable solution. To speed up the computations, a new multiscale algorithm is implemented. Last, 3D displacement elds in a compressed ribbed cylinder are measured when the stereo rig has been moved to a more natural position.
Surface representation with NURBS
In this study, the starting point of the analyzed surface is its nominal CAD model. Its geometry is a freeform surface made of NURBS patches [10] . Nowadays most parts have a CAD representation based on this type of model [13] . The latter provides a generic and standard representation of complex shapes with fewer degrees of freedom than standard meshes.
A NURBS patch is dened by i) its order, ii) a network of control points with associated weights, and iii) its knot vector ( Figure 5(b) ). The surface X(u, v) = (X, Y, Z) is expressed in the parametric space (u, v) as
where N i,p are mixing functions, P ij the coordinates of control points of the surface, ω ij the corresponding weights, (m + 1) × (n + 1) the number of control points and (p, q) the degrees of the surface.
Figure 1(a) shows the CAD model of a landing gear. The red arrow points to the location of the studied part once mounted. A picture of the upper diaphragm that was prepared for correlation purposes (i.e., a random pattern was created by spraying B/W paint) is shown in Figure 1(b) . In the present case it is made of injected PEEK reinforced by short carbon bers. This type of structure is found in landing gears.
It is worth noting that 8 ribs are equally spaced along the circumferential direction.
The measurement of the 3D shape becomes very challenging because of the presence of these ribs. The CAD model of this shape is composed of 18 × 4 control points with fourth order shape functions (see Figure 5 (b)). In the present case all the weights of the control points are chosen to be 1. It is worth noting that there is a large number of points on the rib to be able to describe its sharpness faithfully.
3D shape measurements via isogeometric stereocorrelation
In the following, the calibration and 3D reconstruction of the reference conguration of the studied shape is performed by resorting to a self-calibration procedure [7, 14] . This is of particular interest for structures for which the calibration via targets may become cumbersome if not impossible. The rst step is to calibrate the stereoscopic setup by determining the projection matrices. Once the latter ones are known, the freeform denition of the surface of interest is matched as well as possible to the actual 3D shape. These two steps are controlled by analyzing the correlation 
Calibration of the stereoscopic system
The calibration of the stereoscopic system is achieved by using a global approach to stereocorrelation [6] . In the present case, the object of interest will serve as calibration target since its nominal shape is known. First the projection matrices [15, 9] for the left (i.e., [M l ], which is a 3 × 4 matrix) and right (i.e., [M r ], a second 3 × 4 matrix) cameras are calibrated by resorting to integrated DIC [16] , which consists of minimizing the sum of squared dierences ( Figure 2 ) 
where the dependence on the parametric coordinates (u, v) has been omitted for the sake of conciseness. Consequently, the vectors {δx l,r } gathering all the variations δx l,r when (u, v) span over the parametric space read The previous minimization is achieved by resorting to Newton-Raphson scheme in which linearizations and corrections are performed [18] . The following linear system is solved to determine the corrections {δm}
where
{b M } the stereocorrelation vector (11) {r} the vector gathering all correlation residuals for the considered values (u, v) in the parametric space
and [G M ] the (n u × n v ) × 22 matrix collecting all values of the scalar product of the picture gradients ∇f l,r (u, v) by the sensitivity elds ∂x
Self-Calibration
The rst guess of the 3D shape (i.e., its nominal freeform) is projected onto the 2D space using the previously measured projection matrices [M The global stereocorrelation procedure consists of minimizing the sum of squared system is solved to determine the corrections {δp}
with n p equal to three times the total number of control points, {b M } the stereocorrelation vector (17) {r} the vector gathering all correlation residuals
and [G P ] the (n u × n v ) × n p matrix collecting all values of the scalar product of picture gradients ∇f l,r (u, v) by the sensitivity elds ∂x l,r /∂p i (u, v).
It is worth noting that these two steps (i.e., determination of the projection matrices, 3D shape corrections) are to be repeated until nal converge is observed.
In the present cases, only two iterations were needed.
At convergence, the surface black and white paint speckle pattern that is observed on both views can be transferred to the parametric space. This endows the shape information contained in the CAD model with a texture, which will further allow for the measurement of the surface displacement eld not only along its normal but also in its tangent components. This will be the topic of Section 5.
First application
The previous method is tested on an industrial part with a complex shape (i.e., 
Direct analysis
The theoretical shape used in this case is, on purpose, quite distant from the real one and the rib is very smooth compared to the observed one ( Figure 5(a) ).
To perform an accurate reconstruction of the rib, the surface contains more control points on that specic area than in the cylindrical part. Furthermore, only few points are used in the longitudinal direction (i.e., it is assumed that the 3D shape is close to a cylinder whose nominal directrix is shown in Figure 5(b) ).
In the present case, dierent descriptions of the observed surface could have been used. Instead of adding control points ( Figure 5(b) ), the multiplicity of some of Although an enhanced delity to the actual shape would denitely promote a better solution, the choice is made herein to deal with an approximate description. As will be seen in the sequel, the poor conditioning induced by the presence of small scale features and hidden parts leads to diculties. This calls for a regularization strategy whose benets and limitations will be shown. If a more faithful description had been chosen, the regularization by itself would have been able to achieve an excellent registration, and thus would not be a convincing demonstration of the respective role of stereocorrelation and regularization.
As a side remark, let us also note that other specic mathematical descriptions (i.e., not using NURBS) may have been considered to model the rib (e.g., continuous facets). This may be a very wise choice in practice. However, the present study focuses on a unied isogeometric (i.e., NURBS-based) description of both shapes and displacements, and thus such variants in the description will not be investigated hereafter.
The calibration process of the stereo rig is performed using the self-calibration method described above. It is worth noting that in the present case, two physical dimensions need to be specied because of the particular shape of the object (i.e., invariant along the longitudinal direction). For condentiality reasons, these absolute dimensions are not given and all the results will be expressed in arbitrary units. Figure 6 shows the theoretical shape used as a rst guess during the calibration step. The colors correspond to the residual map prior to (Figure 6(a) ) and after ( Figure 6(b) ) the calibration of the projection matrices. In these maps the gray levels of the registered pictures have been logarithmically re-encoded. As expected, the rib is very distant from the real one so that very high residuals are observed 14 after this rst calibration step. The RMS value of r is equal to 7.4 % of the dynamic range of the reference pictures after the rst step. It is worth noting that even though the initial shape is signicantly smoother than the actual one, the calibration of the stereoscopic system is deemed acceptable. However, the residuals indicate that the shape is not the right one. To understand the reason for the occurrence of such a phenomenon, the conditionning of the stereocorrelation matrix is analyzed. Because of the large number of poles needed to describe the rib (see Figure 5 (b)) and visibility issues the conditioning of the stereocorrelation matrix [C P ] indicates that the raw analysis is very sensitive to acquisition noise [19] . This is particularly true in the present case since part of the rib is not seen by both cameras. On the pictures of gures 4(b) and (c) one notes that the left part of the rib is not visible by any of the two cameras. Since no information is available on this part of the rib, noise sensitivity is very important.
At this stage two decisions can be made. First, the registration is regularized as 16 shown below. Second, the stereoscopic system may be repositioned in such a way that the reconstruction becomes well-posed. This route will be followed later on (Section 6).
Regularized analysis
Because of the poor conditioning of the stereocorrelation matrix [C P ] observed above, a regularized approach is constructed using Tikhonov's procedure [20] to compute the corrections {δp} to the positions of the control points (19) where {p} is the current estimate of the control point coordinates, {p 0 } the rst guess of the control point positions (i.e., those of the nominal CAD model), and λ is a parameter (to be chosen). Figure 8 shows that λ acts as a cut-o length for a low-pass lter when the spectrum of eigen values of the stereocorrelation matrix is analyzed. The higher λ, the closer the reconstructed shape to its nominal model. Conversely, the lower λ, the more freedom is given to the stereocorrelation procedure to match the actual surface. However, it also becomes more sensitive to noise.
The proposed procedure therefore starts with values of λ of the order of one hundredth of the maximum eigen value of [C P ]. After convergence of the minimization scheme, λ is divided by 10 and the procedure is repeated until λ reaches levels less than 10 −10 times the maximum eigen value of [C P ], which is very close to an unregularized procedure (Figure 8 ). This procedure allows the stereocorrelation code to be driven toward the minimum level without being trapped in secondary minima. This is all the more important when studying complex shapes. In this section, the formulation of the 3D displacement eld measurement via isogeometric stereocorrelation is introduced. For the sake of simplicity, it is assumed hereafter that the displacement elds are described in the same setting as the surface itself (i.e., the surface deformation is obtained by moving the control points). Let us stress that this point is not restrictive as an arbitrary dense set of control points 20 could be considered if needed, notwithstanding the issue of actually computing the displacement. Other choices can be made (e.g., nite element descriptions [21, 22] ).
Within an isogeometric framework, motions of the control points will induce physical motions of any point of the analyzed surface that belongs to the parametric space.
Because the surface texture can be transferred into the parametric space, all three components of the displacement are retrieved. A global approach to stereocorrelation consists of minimizing the functional η
with respect to each coordinate motion dP ij of the control points P ij for the nth picture pair. In the present case, f l,r denote the two pictures in the reference conguration, and g l,r the pictures in the deformed conguration ( Figure 11 ). These control point motions induce (true) displacements in the left and right pictures (see Equation (13)). In the present case, x l,r 0 are the 2D positions of 3D points associated with the control points P ij (0) in the reference conguration, and x l,r n those in the deformed conguration (i.e., when the control points have moved by an amount dP ij such that dP ij = P ij (u n ) − P ij (0), see Figure 11 ). The minimization is again performed by resorting to a Newton-Raphson scheme. The following linear system is solved to determine the corrections {δp}
with
21 where [C l,r P ] denotes the (n p × n p ) (left and right) stereocorrelation matrices 
and [G l,r P ] the (n u × n v ) × n p matrix collecting all values of the scalar product of picture gradients ∇f l,r (u, v) by the sensitivity elds ∂x l,r /∂p i (u, v).
This type of approach will be used hereafter to monitor the displacement eld in a compression test of the upper diaphragm tube.
Second Application
In the present case, a new conguration of the stereoscopic system is considered. perfect. One of the reasons is due to the fact that light reection is not identical on the left and right cameras, and also that close to the ribs, information is still missing, to a lesser degree than before, on either of the cameras. Brightness and contrast corrections have not been considered in the present case. It is expected that the nal residuals will be lowered even more with such an additional procedure [23, 24] .
A Multiscale analysis is performed in this study to speed-up the convergence of the registration scheme. First, pictures are coarsened [25, 26] . The mean level of each 2×2-pixel block is used as a superpixel in the next scale. Second, the projection matrices are divided by the power of 2 corresponding to the scale change in order to be consistent with the new image size. Figure 13 shows the change of the RMS correlation residual as a function of the iteration number for scales no. 2 and 1.
The rst iterations at scale 2 are regularized with λ equal to one hundredth of the maximum eigen value of the stereocorrelation matrix. After convergence has been reached (i.e., after 5 iterations), the second part is solved with no regularization and an exponential convergence is observed. Similarly, for scale no. 1, when the system is regularized with a high weight, convergence is very fast (i.e., in one iteration). Had the multiscale approach not been used, many more iterations would have been used (i.e., 260 in the present case). [9] may not be performed easily.
3D Displacement elds
A regularization strategy has been implemented since parts of the surface of interest were not observed by both cameras of the stereo rig. Further, a multiscale approach allows to speed up the iterative scheme of global stereocorrelation. This is of particular interest when the initial guess is not very close to the reconstructed shape. As shown herein, these two features are very useful when dealing with complex 3D shapes.
Once the self-calibration is performed, the system is used to measure the 3D deformation of the analyzed surface during mechanical loading. The 3D displacement eld is parameterized by the motion of the control points used to dene the NURBS patches. The quality of the registrations is given by the correlation residuals, which are elds themselves so that local deviations can be monitored in addition to the global RMS level.
A complex shape with ribs on a cylinder has been reconstructed. This reconstruction does not need per se any subsequent interpolation stage, unless hidden parts exist on at least one camera. Otherwise, the NURBS representation provides a natural and convenient frame for regularization. This method can be applied to shapes of any complexity degree as far as a NURBS formulation is available and a regularization procedure used when the number of unknowns becomes too large to avoid spurious shape uctuations, or when some small parts of the surface of interest is not observable by the camera(s).
Once validated thanks to the correlation residuals, the measured displacement elds give access to the computation of strain elds. The NURBS being very regular, they are very convenient to obtain the surface normals. Further, the determination of the displacement gradients can be evaluated analytically. It is worth noting that isogeometric measurements can be directly coupled with isogeometric simulations [27] . For instance, isogeometric model updating techniques can be considered for parameter identication purposes [23] or for validating the numerical procedures with realistic boundary conditions. Last, the isogeometric setting can be extended to FE-based stereocorrelation, which uses meshes instead of NURBS patches. The principle is very close to the present approach. However, the regularity of the surface will not be as high as freeform descriptions. Consequently, more degrees of freedom will be needed to describe the surface of interest and regularized procedures may also be needed. These two global approaches belong to the class of dense multiview methods [28] . In the case of FE-based approaches, the use of facets dened by triangular elements [29] , Delaunay triangulation [30] or quadrilaterals [21, 22] are currently investigated.
