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Abstract
Meshless solution to differential equations using radial basis functions (RBF)
is an alternative to grid based methods commonly used. Since it does not
need an underlying connectivity in the form of control volumes or elements,
issues such as grid skewness that adversely impact accuracy are eliminated.
Gaussian, Multiquadrics and inverse Multiquadrics are some of the most pop-
ular RBFs used for the solutions of fluid flow and heat transfer problems. But
they have an additional shape parameter that has to be fine tuned for accu-
racy and stability. Moreover, they also face stagnation error when the point
density is increased for accuracy. Recently, Polyharmonic splines (PHS) with
appended polynomials have been shown to solve the above issues and give
rapid convergence of discretization errors with the degree of appended poly-
nomials. In this research, we extend the PHS–RBF method for the solution
of incompressible Navier–Stokes equations. A fractional step method with
explicit convection and explicit diffusion terms is combined with a pressure
Poisson equation to satisfy momentum and continuity equations. Systematic
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convergence tests have been performed for four model problems with two
of them having analytical solutions. We demonstrate fast convergence both
with refinement of number of points and degree of appended polynomials.
The proposed method shows promise to solve fluid flow and heat transfer
problems in complex domains with high accuracy.
Keywords: Meshless method, Radial Basis Function based Finite
Difference, Polyharmonic Spline, Incompressible Navier–Stokes Equation
1. Introduction
Various methodologies exist for the solution of Navier–Stokes equations
in complex domains. Among these are finite volume and finite element meth-
ods (FVM, FEM) on unstructured hexahedral/tetrahedral grids and spectral
element methods. Unstructured FVMs are widely used in commercial fluid
flow software but can at best be second order accurate because of the in-
herent basis of the FVM concept, unless complex reconstruction schemes are
devised. If grid skewness is significant, such methods can even degrade to
first order accuracy. Thus, in problems where highly accurate solutions are
required (for instance, direct numerical simulations of transition or turbulent
flows), the mesh size has to be really small which adds to the computational
cost. Moreover, problems involving moving fronts or interfaces such as so-
lidification, shock fronts and multiphase flows can be solved more accurately
using moving adaptive grids with refined elements near the interfaces and
progressively coarser elements away. Since the unstructured FVM formu-
lation involves geometric entities like faces and control volumes, it is cum-
bersome and expensive to adaptively refine and coarsen the grids at each
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timestep. Spectral domain and spectral element methods are alternatives
to FVM but require placement of grid points at the pre–determined Gauss–
Lobatto points, thus restricting local resolution and also impacting the time
step based on the CFL criterion.
For the last few decades, there has been growing interest into meshless
methods. Smoothed particle hydrodynamics [1–3], generalized finite differ-
ence method [4–6], reproducing kernel particle method [7–9], element–free
Galerkin method [10–12], hp-clouds [13–15], partition of unity [16–18], fi-
nite point method [19–21] and radial basis function based finite difference
(RBF–FD) method are some of the popular meshless methods. Meshless
methods utilize only point clouds as a form of discretization for any do-
main. Connectivity in the form of edges, faces and control volumes is not
required. This gives an elegant numerical formulation with lower process-
ing and memory requirements. Hardy [22] proposed the RBF methodology
for a cartography application which required a scattered node interpolation.
Later, Kansa [23, 24] showed that the RBF interpolants can be used as a
tool to numerically solve parabolic, elliptic and hyperbolic partial differen-
tial equations with a globally connected multiquadric (MQ) function. The
global scheme generated coefficient matrices that were full and became ill-
conditioned as the number of points in the domain increased. Kansa and
Hon [25] addressed this problem by block partitioning strategy with precon-
ditioners which helped reduce the condition number compared to the global
MQ matrix. Shu et al. [26] used a local MQ method in which the derivatives
at any point of interest are approximated using a local cloud of points in
the neighborhood of the point of interest. This strategy made the coefficient
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matrix sparsely connected and led to improvement of its condition number.
Some of the common RBFs are as follows:
Multiquadrics (MQ): φ(r) =(r2 + 2)1/2
Inverse Multiquadrics (IMQ): φ(r) =(r2 + 2)−1/2
Gaussian: φ(r) = exp
(−r2
2
)
Polyharmonic Splines (PSH): φ(r) =r2a+1, a ∈ N
Thin Plate Splines (TPS): φ(r) =r2alog(r), a ∈ N
(1)
where, r is the distance between the RBF central point and any other point
in the domain and  is known as the shape parameter. There is an extensive
literature available which uses the Multiquadrics, inverse Multiquadrics or
Gaussian RBFs for solving PDEs. Several researchers have used RBF cloud
interpolations to solve a variety of flow and heat transfer problems [26–36].
A primary difficulty with the use of MQ, IMQ or Gaussian RBFs is the
need to prescribe a shape parameter [26–28, 30–34]. The shape parameter
is an important quantity for accuracy as well as the condition number of
the matrix. Yet, there is no theoretical basis for its prescription although,
extensive investigations have been carried out to illustrate its effect [28, 37–
39]. In the limit of large shape parameter ( → ∞), the RBFs become flat
and are found to be highly accurate. The problem with this regime of  is
that the matrix becomes ill conditioned and hence, numerically, it is difficult
to solve the linear system. On the other hand, in the small  limit ( → 0),
the RBFs have sharp peaks and the linear system is well conditioned but the
accuracy is poor. There has been research to stabilize the flat RBFs (→∞)
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by techniques such as orthogonalization [40–42]. It is necessary to alter the
shape parameter for each geometry and grid which is difficult for practical
calculations. Further, these RBFs can result in discretization errors reaching
a constant value when the mesh is refined beyond a certain extent. This is
known as stagnation or saturation phenomenon.
In recent years, there has been an effort to use Polyharmonic Splines
(PHS) which do not have any shape parameter dependency. Fornberg and
colleagues [43–47] have pursued this approach with a locally supported cloud
based formulation. They showed that if polynomials are appended to the
PHS, high accuracy can be achieved based on the degree of the polynomial.
Further, adding polynomials to PHS also removes the saturation problem,
which is not seen by adding polynomials to other RBFs such as MQ, IMQ or
Gaussian. They showed that this approach maintains high order accuracy at
interior as well as boundary nodes by solving Poisson and scalar transport
equations and low Mach number compressible flows. Santos et al. [48] com-
pared the performance of stabilized flat Gaussian RBFs with PHS–RBF for
two dimensional Poisson equation and observed that the PHS approach is
more robust and computationally more efficient than the stabilized Gaussian
RBFs. Bayona [49] compared a local weighted least squares approach with
polynomial basis and the PHS–RBF method for interpolation and derivative
approximation. The choice of weighting function is a difficulty in the least
squares approach and was found to fail at high polynomial degrees. Hence
they inferred that the PHS–RBF method is superior. Shankar [50] developed
an overlapped PHS–RBF approach where, the stencil is shared by a portion
of cloud points in contrast to the traditional cloud approach in which each
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point has a separate cloud around it. This method is efficient in computing
the coefficients for discretized differential operators especially for large stencil
sizes at higher polynomial degrees. They showed speedup factors up to 16
and 60 in two and three dimensions respectively. Shankar and Fogelson [51]
further used the overlapped RBF approach to solve advection–diffusion equa-
tions at Peclet numbers upto 1000 by adding artificial hyperviscosity. Jancˇicˇ
et al. [52] used the PHS–RBF method for solution of the Poisson equation in
two and three dimensions and demonstrated the increasing order of accuracy
with polynomial degree. Gunderman et al. [53] solved the advection equation
on spherical geometries using the PHS–RBF method. They added a small
artificial diffusion term to the hyperbolic equation to stabilize the method.
From the above literature survey, we see that there has been significant
amount of research for the solution of fluid flow and heat transfer problems
using RBFs such as Gaussian, Multiquadrics and Inverse Multiquadrics. The
Polyharmonic splines have clear advantages since the shape factor tuning is
not needed, saturation error is not observed and fast convergence is seen
with higher degrees of appended polynomials. The PHS–RBFs have been
applied for the solution of Poisson and scalar transport equations. However,
to the best of our knowledge, a systematic analysis of the utility of PHS–
RBFs for the solution of incompressible Navier–Stokes equation has not been
reported. In this work, we present a time marching Navier–Stokes solver for
incompressible flows and first demonstrate its accuracy in two problems with
analytical solutions. We then apply the algorithm to two other complex flows
for which numerical solutions are first generated by a very fine grid and used
to evaluate the errors at coarser resolutions.
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2. The PHS–RBF Method
In this research, we use a cloud based PHS–RBF approach with appended
polynomials to obtain numerical estimates of the differential operators. For a
problem with dimension d (which can be 1, 2 or 3) and maximum polynomial
degree k, the number of appended monomials m is given by
(
k+d
k
)
. A scalar
variable s is interpolated over q scattered points as
s(x) =
q∑
i=1
λiφi(x) +
m∑
i=1
γiPi(x) (2)
where, φi(x) = φ (||x− xi||2). In this work, we use the PHS–RBF given
by φ(r) = r2a+1, a ∈ N. The RBF (φi) is always a scalar function of the
Euclidean distance between the points irrespective of the problem dimension.
λi and γi are q +m unknowns which have to be determined. Collocation at
the q cloud points gives q conditions. Additional m constraints required to
close the system of equations are given by
q∑
i=1
λiPj(xi) = 0 for 1 ≤ j ≤ m (3)
Writing in a matrix vector form, Φ P
P T 0
λ
γ
 = [A]
λ
γ
 =
s
0
 (4)
where, the superscript T denotes the transpose, λ = [λ1, ..., λq]
T , γ =
[γ1, ..., γm]
T , s = [s(x1), ..., s(xq)]
T and 0 is the matrix of all zeros of appro-
priate size. Sizes of the submatrices Φ and P are q×q and q×m respectively.
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The submatrix Φ is given by:
Φ =

φ (||x1 − x1||2) . . . φ (||x1 − xq||2)
...
. . .
...
φ (||xq − x1||2) . . . φ (||xq − xq||2)
 (5)
For two dimensional problem (d = 2) with maximum polynomial degree 2
(k = 2), there arem =
(
k+d
k
)
=
(
2+2
2
)
= 6 polynomial terms: [1, x, y, x2, xy, y2].
Thus, the submatrix P is formed by evaluating these polynomial terms at
the q cloud points.
P =

1 x1 y1 x
2
1 x1y1 y
2
1
...
...
...
...
...
...
1 xq yq x
2
q xqyq y
2
q
 (6)
Solving the linear eq. (4) gives values of unknown coefficients λi and γi for
interpolating any function: λ
γ
 = [A]−1
s
0
 (7)
Note that the inverse of matrix A in eq. (7) is just used as a notation. Practi-
cally, explicit inverse is never computed to avoid numerical ill–conditioning.
The fluid flow equations involve differential operators such as gradient
and Laplacian. The RBFs can be used to estimate these operators as a
weighted linear combination of function values at the cloud points. Let L
denote any scalar linear operator such as ∂
∂x
or the Laplacian ∇2. When L
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is operated on eq. (2), using its linearity gives:
L[s(x)] =
q∑
i=1
λiL[φi(x)] +
m∑
i=1
γiL[Pi(x)] (8)
Collocating eq. (8) using the L evaluated at the q cloud points gives a rect-
angular matrix vector system:
L[s] =
[
L[Φ] L[P ]
]λ
γ
 (9)
where, L[Φ] and L[P ] are matrices of sizes q × q and q ×m respectively.
L[s] = [L[s(x)]x1 , ...,L[s(x)]xq ]T (10)
L[Φ] =

L[φ (||x− x1||2)]x1 . . . L[φ (||x− xq||2)]x1
...
. . .
...
L[φ (||x− x1||2)]xq . . . L[φ (||x− xq||2)]xq
 (11)
For two dimensional problem (d = 2) with maximum polynomial degree 2
(p = 2), L[P ] is given by:
L[P ] =

L[1]x1 L[x]x1 L[y]x1 L[x2]x1 L[xy]x1 L[y2]x1
...
...
...
...
...
...
L[1]xq L[x]xq L[y]xq L[x2]xq L[xy]xq L[y2]xq
 (12)
The subscripts in eqs. (10) to (12) denote that the functions obtained by
operating L on the RBFs and the appended polynomials are evaluated at
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the cloud points (xi). Substituting eq. (7) in eq. (9) and simplifying, we get:
L[s] =
([
L[Φ] L[P ]
] [
A
]−1)s
0
 = [B]
s
0

=
[
B1 B2
]s
0
 = [B1][s] + [B2][0] = [B1][s]
(13)
In eq. (13), the matrix [B] of size q × (q + m) is split along columns into
two submatrices [B1] and [B2] of sizes q × q and q × m respectively. [B1]
is the matrix of weights in the linear combination to estimate values of the
operator L at the cloud points. [B1] depends only on the co-ordinates of the
cloud points and hence can be precomputed and stored.
3. Properties of PHS–RBF
3.1. Error in Gradient and Laplacian
The PHS–RBF method discussed in section 2 is implemented here on a
test function. The gradients and Laplacian at origin (0, 0) are estimated nu-
merically and compared with analytical values for error analysis. Summation
of multiple sinusoids with different wave numbers is used as test function:
1 + sin(4x) + cos(3y) + sin(2y) (14)
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(a) Polynomial Degree 4 (b) Polynomial Degree 5
Figure 1: Random Points in Two Dimensions (Red: Central Point, Blue: Cloud)
A randomly generated set of points around the origin are chosen as neigh-
boring cloud points. In fig. 1, the central point (origin) where the differential
operators are to be estimated is shown as a red square and the cloud points
are shown as blue circles. As higher degree polynomials are appended, more
points are chosen for interpolation. Typically, the total number of points
in the cloud (including the center) should at least be equal to the number
of terms of the appended polynomials. For example, in this case of two di-
mensional problem (d = 2) with maximum polynomial degree 5 (k = 5),
there are m =
(
k+d
k
)
=
(
5+2
2
)
= 21 terms of appended polynomials. Random
points are generated in a square domain [−1, 1] × [−1, 1] initially and the
inter–point distance is decreased geometrically [2−1, 2−2, ...] until the numer-
ical error reaches close to the roundoff error. Using the exact test function
values at the neighbor points (blue circles in fig. 1), the errors in gradients
and Laplacian are computed at the origin (red square in fig. 1) using differ-
ent number of points in the neighborhood. Here, the number of appended
polynomials is set equal to the number of discrete points.
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(a) Gradient Error: Degrees 4 and 5 (b) Laplacian Error: Degrees 4 and 5
Figure 2: Error for Varying Polynomial Degrees and Grid Spacing (∆x)
Figures 2a and 2b show error in the gradients and Laplacian respectively
at the origin for the test function. The circled lines indicate the absolute
difference between analytical and numerical values. The dotted one is a best
fit line indicating slope of the estimated error. It can be seen that for a
polynomial degree k, the gradient and Laplacian estimations are O(k) and
O(k − 1) accurate respectively. Note that the order of accuracy increases
with addition of points and higher polynomial degree (k), with error reach-
ing the roundoff error shown by the solid black line. For a machine precision
of σ (assumed 10−16 here) and grid size ∆x, the roundoff errors for numerical
estimation of gradient and Laplacian are O(σ/∆x) and O(σ/∆x2) respectively.
The roundoff is a hard limit beyond which the error cannot be further re-
duced. Thus, the PHS–RBF method is seen to reach close to the roundoff
error with the error dropping off exponentially. These results are similar to
those previously reported [44, 46, 47].
12
3.2. Condition Number of the RBF Matrix
To compute the gradient and Laplacian coefficients, a linear system with
RBF matrix A has to be solved (eqs. (7) and (13)). The condition number
of A is important for stable coefficient estimation. In this section, a one
dimensional problem is considered to demonstrate the growth of the condition
number with polynomial degree and PHS exponent.
Figure 3: Effect of Polynomial Degree and PHS Degree (1D) on Condition Number of
RBF Matrix
The condition number for varying degrees of appended polynomial (k)
and PHS degrees (2a + 1) are plotted in fig. 3. Note that with increasing
polynomial degree, more points are added to the cloud. For any PHS degree,
it can be seen that the condition number increases with polynomial degree
as the cloud becomes larger.
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(a) Effect of Shift of Origin (b) Effect of Scaling the Domain
Figure 4: Condition Number of RBF Matrix (1D)
Another interesting property of PHS-RBF interpolations is that the con-
dition number of the A matrix can be improved by scaling and shifting of
the cloud of points. For each discrete point and its cloud, we observe that
the condition number of the RBF matrix decreases significantly if we define
a local origin (at the point in consideration) and temporarily shift the co-
ordinates of the points in the cloud with respect to this origin. Further, we
observe that it is beneficial to scale the local distances in the cloud to lie
within (0,1) in each direction.
To demonstrate this, we consider a uniform one dimensional cloud in the
domain [0, 1] as the base case. This base case is first modified by shifting the
origin i.e., adding a constant to all the points in the cloud. For instance, shift
of origin by 2 implies that the domain is shifted to [2, 3] from [0, 1]. In the
second analysis, the domain is scaled down. For example, a domain length
scale of 0.1 implies that the domain is scaled to [0, 0.1] from [0, 1]. Figure 4
shows the condition number of the RBF matrix (A) for both shifting and
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scaling separately. It can be seen that for all the polynomial degrees, the
condition number is lowest if the origin is at the cloud center and the domain
is scaled to unity. This implies that the coefficient estimation by eq. (13) is
most stable when the cloud lies in the range [0, 1]. Thus, for practical fluid
flow problems the overall domain and position of the local clouds can be
modified as follows:
xt =
x−min(x)
max(x)−min(x) yt =
y −min(y)
max(y)−min(y) (15)
where, x and y are the original co-ordinates of points in cloud and xt and
yt are transformed co-ordinates. The RBF matrix A is first computed for
the transformed co-ordinates and eq. (13) is solved. The transformation
is then accounted for in the eqs. (11) and (12) by chain rule of deriva-
tives. The derivatives are subsequently scaled back to reverse the local non–
dimensionalization of the coordinate axes. The scaling and shifting do not
impact the values of the derivatives.
4. Algorithm for Incompressible Flows
The high order of convergence and the flexibility in representing complex
domains make the PHS–RBF interpolation method of solving partial differen-
tial equations attractive to solve practical fluid flows. Previous works in this
direction have considered the Poisson equation [44], scalar advection equa-
tion and the compressible Navier-Stokes equations [43]. The application of
this method to incompressible flows has been however limited. In this work,
we have developed a flow solver for incompressible flows using a time march-
ing fractional step method [54]. The fractional step method integrates the
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time–dependent flow equations in two steps. First, an intermediate velocity
field is computed by neglecting the pressure gradient term in the momen-
tum equations. In the second step, a pressure–Poisson equation (PPE) is
solved to project this intermediate velocity field to be divergence–free. The
PPE is solved with Neumann boundary conditions obtained from the normal
momentum equation at that boundary. The fractional step method can be
written as follows:
ρ
uˆ− un
∆t
= −ρun • (∇un) + µ∇2un (16)
ρ
vˆ − vn
∆t
= −ρun • (∇vn) + µ∇2vn (17)
∇ • (∇p) = ρ
∆t
(
∂uˆ
∂x
+
∂vˆ
∂y
)
(18)
where, the superscript ‘n’ here refers to the values at the previous time step.
In the above discretization, we have currently used the first order accurate
forward differencing of the time derivative. This will be later changed to
multi–step higher order schemes such as BDFk–EXTk [55] as our current
emphasis is on demonstrating only the spatial accuracy and convergence
to steady state. The advection operator and the diffusion terms can be
computed either explicitly or implicitly. Implicit formulation of the diffusion
term will result in a Poisson equation for a potential function, whose gradient
will project the intermediate velocity to a divergence–free field. The pressure
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and the potential can be shown to be related as
p = φ+∇2φ (19)
Implicit treatment of the advection term will require iterations at a time
step and will permit larger time steps. Currently, for simplicity, we have
considered an explicit formulation for both advection and diffusion and used
an appropriately small stable time step.
The advection and diffusion terms are evaluated with the cloud–based
interpolation scheme described in section 2. Since the velocities are known at
the previous time step, all advection and diffusion operators can be evaluated,
and the intermediate velocities can be updated to the new time step. For
u and v, Dirichlet conditions are currently prescribed at all the boundaries.
The boundary values of uˆ and vˆ are estimated using the exact velocities and
the numerically computed pressure gradient from the momentum equation
at the boundaries. To satisfy the continuity equation, the pressure Poisson
equation is solved with the source term as the local divergence in the uˆ
and vˆ velocity fields. For given velocity boundary conditions, the boundary
conditions on the pressure Poisson equation are all Neumann values, given
by the normal momentum equation at the boundary points.
∇p •N = (−ρ(u • ∇)u+ µ∇2u) •N (20)
where, N is the unit normal at the boundary points facing in the outward
direction. The momentum equations at the boundary points are computed
in the individual Cartesian directions by using the stencils for derivatives
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at the boundary clouds. The expression for the normal pressure gradient
is then discretized and substituted in the equations of the interior nodes.
The pressure Poisson equation with all Neumann boundary conditions is ill–
conditioned. The pressure level is arbitrary because of incompressibility. In
this work, we use the regularization approach in which sum of all the pressures
is set to zero. This improves the condition number of the discrete system as
well as fixes the pressure level [56, 57]. Finally, the discrete equations are
ordered by RCM ordering [58, 59].
In the present work, we have used a sparse LU factorization of the dis-
crete pressure Poisson equation, and stored the factored matrices to be used
repeatedly at every time step. Since the coefficients are not varying in time,
the factorization is done only once and the time for factorization is amor-
tized over the entire time integration. The back substitution step is much
cheaper than the factorization. However, for cases where LU factorization is
expensive (large number of points), we have developed a multilevel iterative
algorithm that uses coarse sets of points to accelerate convergence. Iterative
methods have the flexibility to terminate the convergence at arbitrary levels
of accuracy, and hence can be more efficient if only steady state solution is
desired. The multilevel algorithm and its assessment is reported separately.
5. Results
We have applied the above calculation procedure to four fluid flow prob-
lems. The first problem is the Kovasznay flow [60] with exact solutions to
the Navier–Stokes equations. The second problem considered is the cylin-
drical Couette flow between two cylinders with the inner cylinder rotating
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at a constant angular speed. For these two problems, the numerical solu-
tions are compared with exact analytical solutions that satisfy the governing
equations. These two were chosen to verify the algorithm and demonstrate
the discretization accuracy by systematic testing. After verification of the
code, we applied it to two model flows: flow in an eccentric annulus with
the inner cylinder rotating and flow of a rotating cylinder inside an elliptic
enclosure. For the next two problems, reference solutions are first generated
with a large number of points and high order polynomials. The convergence
of the discretization error is then calculated by comparing solutions of the
varying number of points and degrees of appended polynomials. For each
case, the vertices of an unstructured triangular element grid generated by
the Gmsh [61] software are used as scattered points.
5.1. Kovasznay Flow
The first problem used for demonstrating the algorithm is the flow behind
a two–dimensional grid, known as the Kovasznay flow [60]. Kovasznay flow
has an exact solution to the Navier–Stokes equations. The velocities and
pressure in the Kovasznay flow are given in terms of a parameter λ which is
a function of the Reynolds number:
λ =
Re
2
−
(
Re2
4
+ 4pi2
)0.5
(21)
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The X and Y components of velocity and pressure denoted by u, v and p
respectively, are given as [62]:
u = 1− exp(λx) cos(2piy)
v = λ exp(λx) sin(2piy)/(2pi)
p = p0 − (exp(2λx)/2)
(22)
We consider a computational domain of a unit square with X and Y values
ranging from –0.5 to 0.5, with X as the direction of the flow and Y being the
periodic direction. The boundary conditions for u and v are prescribed from
the exact solutions. In the fractional step procedure, we need the values of uˆ
and vˆ. These boundary conditions are prescribed using the exact velocities
and the numerically computed pressure gradient from the momentum equa-
tion at the boundaries. For the solution of the pressure Poisson equation,
the Neumann boundary conditions are prescribed again by calculating the
pressure gradient from the momentum equations at the boundary points and
resolving the pressure gradients in the normal direction. The equations are
solved to steady state from an initial distribution of zero velocities and pres-
sure. Three sets of points are considered with 1053, 5031 and 10665 points.
As an example, the distribution with 1053 points is plotted in fig. 5a. The
streamlines and contours of pressure are shown in fig. 5b.
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(a) Distribution of 1053 Points (b) Streamlines Superposed on Pressure Contours
Figure 5: Kovasznay Flow
The local differences of pressure and velocity components from the exact
solutions are calculated at the point locations and their L1 norms are plotted
as a function of grid spacings (∆x) in fig. 6. The L1 norm of divergence of
the velocity field is also plotted since it signifies the error in satisfying the
continuity equation for an incompressible flow. Grid spacing is defined as:
∆x =
√
(flow area)/np where, np is the total number of points. For each
polynomial degree, a best fit line is plotted through the 12 errors. Slope of
this line gives the order of convergence. It can be seen that the order of
convergence increases by roughly one order of magnitude with polynomial
degree.
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(a) Degree of Appended Polynomial: 3 (b) Degree of Appended Polynomial: 4
(c) Degree of Appended Polynomial: 5 (d) Degree of Appended Polynomial: 6
Figure 6: Errors for Kovasznay Flow
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5.2. Cylindrical Couette Flow
(a) Distribution of 1073 Points (b) Streamlines Superposed on Pressure Contours
Figure 7: Cylindrical Couette Flow
The cylindrical Couette flow is a simple one dimensional test problem
extensively used to verify a Navier–Stokes solver. It also serves to evaluate
the order of convergence of the discretization error because of the availabil-
ity of an exact analytical solution. Although the flow is one dimensional
in cylindrical polar coordinates, in Cartesian coordinates the flow is two di-
mensional. In our method, the coordinate system is Cartesian with the two
velocity components aligned with the Cartesian axes X and Y . The geom-
etry with the distribution of points is shown in fig. 7a. Because of the two
dimensional computational domain and low rotational Reynolds number, the
formation of longitudinal Taylor vortices is inhibited. We consider the flow to
be steady and laminar with the inner cylinder rotating at an angular velocity
ω. The outer cylinder is kept stationary. With no slip and no penetration
at the boundaries, the analytical value of the tangential velocity (vθ) as a
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function of the radial coordinate (r) is given as [63]:
vθ(r) = r1ω
r1r2
r22 − r21
(
r2
r
− r
r2
)
(23)
where r2 and r1 denote the radii of the outer and inner cylinders respectively.
The Reynolds number is based on inner cylinder’s diameter and its tangential
velocity. Currently, we have used a Reynolds number of 100 although, the
velocity profile is independent of Reynolds number. We have computed this
flow by solving the Cartesian form of the momentum equations with bound-
ary conditions given by the rotating and stationary cylinder velocities. The
solution was started from null fields and marched in time until a steady state
was reached. The momentum equations were first solved for the intermediate
velocity fields (uˆ and vˆ). The pressure Poisson equation was then solved with
Neumann boundary conditions given by the normal momentum equations at
the boundaries.
We considered an aspect ratio A = (r2− r1)/r1 of unity. The streamlines
and contours of pressure are shown in fig. 7b. To investigate the convergence
characteristics, three different sets of points are considered: 1073, 5630 and
10738. For each case, the polynomial degree is varied to investigate the
convergence of error with the degree of polynomial. The L1 norm of the
error between the analytical and numerical solutions is plotted in fig. 8. It
can be seen that the errors decrease rapidly with the mesh size. In this case
as well, we see the improvement in convergence with increasing degree of
appended polynomial.
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(a) Degree of Appended Polynomial: 3 (b) Degree of Appended Polynomial: 4
(c) Degree of Appended Polynomial: 5 (d) Degree of Appended Polynomial: 6
Figure 8: Errors for Cylindrical Couette Flow
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5.3. Eccentric Cylindrical Couette Flow
(a) Distribution of 1076 Points (b) Streamlines Superposed on Pressure Contours
Figure 9: Eccentric Cylindrical Couette Flow
The third problem considered is the flow between two rotating cylinders
with their axes of rotation parallel, but not coincident. The aspect ratio
A = (r2− r1)/r1 and eccentricity e = d/(r2− r1) (where d is the perpendicu-
lar distance between axes of the cylinders) are fixed at 2 and 0.5 respectively.
The Reynolds number based on tangential velocity and radius of the inner
cylinder is set to be 50. Varying numbers of points, as in the case of con-
centric cylinder, are considered (1076, 5014 and 10533). Figure 9a shows an
example of point distribution. The contours of the pressure superposed with
streamlines are plotted in fig. 9b. These are in agreement with a previous
study performed with a ghost fluid Lattice Boltzmann method [64].
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(a) Degree of Appended Polynomial: 3 (b) Degree of Appended Polynomial: 4
(c) Degree of Appended Polynomial: 5 (d) Degree of Appended Polynomial: 6
Figure 10: Errors for Eccentric Cylindrical Couette Flow
The degree of the appended polynomial is varied from 3 to 6. A fine
grid solution is first generated on a set of 55419 points with a polynomial
degree of 6. The solution is further interpolated from the scattered points
using the same PHS–RBF interpolation at 15 points along the vertical line:
X = −0.35. These solutions are documented in table 1. Differences between
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the results with different point sets and the most accurate estimates are then
plotted as a function of grid spacings in fig. 10. It is seen that the error
decreases with refinement. Moreover, the rate of convergence (slope of the
best fit line) increases with the polynomial degree.
X Y u v p
-0.35 -8.0000000E-01 -1.9079592E-02 4.7313446E-03 4.9115286E-02
-0.35 -6.8571429E-01 8.1661301E-03 -1.9183109E-02 4.5560404E-02
-0.35 -5.7142857E-01 6.1684959E-02 -7.5648774E-02 4.0809071E-02
-0.35 -4.5714286E-01 1.2197777E-01 -1.6810504E-01 3.3351733E-02
-0.35 -3.4285714E-01 1.6431517E-01 -2.9251677E-01 2.0851835E-02
-0.35 -2.2857143E-01 1.6299774E-01 -4.3025881E-01 2.5791952E-03
-0.35 -1.1428571E-01 1.0359107E-01 -5.4349940E-01 -1.7126709E-02
-0.35 2.7755576E-17 6.7240764E-04 -5.8731376E-01 -2.9612243E-02
-0.35 1.1428571E-01 -1.0148266E-01 -5.4042011E-01 -3.0062418E-02
-0.35 2.2857143E-01 -1.5882169E-01 -4.2423074E-01 -2.3165751E-02
-0.35 3.4285714E-01 -1.5830580E-01 -2.8515341E-01 -1.7072929E-02
-0.35 4.5714286E-01 -1.1702532E-01 -1.6228223E-01 -1.5428133E-02
-0.35 5.7142857E-01 -6.1749566E-02 -7.3639191E-02 -1.7157194E-02
-0.35 6.8571429E-01 -1.4637270E-02 -2.1045138E-02 -2.0009898E-02
-0.35 8.0000000E-01 1.0178600E-02 1.4208480E-03 -2.2632250E-02
Table 1: Reference Values for Eccentric Cylindrical Couette Flow
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5.4. Flow in an Elliptical Annulus with Rotating Inner Cylinder
(a) Distribution of 1036 Points (b) Streamlines Superposed on Pressure Contours
Figure 11: Flow in an Elliptical Annulus with Rotating Inner Cylinder
The fourth problem considered is the flow in the annular space formed
between an elliptical outer enclosure and an inner circular cylinder with the
two axes coincident (fig. 11a). The flow is generated by the rotation of
the inner cylinder at an angular velocity ω. The flow is similar to that in
section 5.2, except that the outer enclosure is an ellipse, which demonstrates
another application to a complex geometry. Figure 11b shows the contours of
the pressure and streamlines from the finest set of points. The most refined
point set consisting 51412 points with a polynomial degree of 6, is used to
get the reference solution. Three other sets of points are considered (1036,
5057 and 10440), and the degree of appended polynomial is varied from 3 to
6 for each point set. The differences between the reference solution, and the
other calculations are evaluated at 15 points along the vertical axis of the
elliptical annulus (X = 0) by interpolating the solution from the scattered
points. The interpolated values are documented in table 2. Figure 12 plots
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the L1 norm of the errors for the various cases. As before, it can be seen that
the order of convergence improves by approximately unity with increasing
degree of appended polynomial.
(a) Degree of Appended Polynomial: 3 (b) Degree of Appended Polynomial: 4
(c) Degree of Appended Polynomial: 5 (d) Degree of Appended Polynomial: 6
Figure 12: Errors for Flow in an Elliptical Annulus with Rotating Inner Cylinder
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X Y u v p
0.00 5.0000000E-01 -1.0000000E+00 1.2833611E-14 -1.1921286E-01
0.00 5.1785714E-01 -9.4873251E-01 1.5998650E-05 -8.5927834E-02
0.00 5.3571429E-01 -8.9293824E-01 -2.1156478E-04 -5.7615108E-02
0.00 5.5357143E-01 -8.3368481E-01 -8.0766410E-04 -3.3924495E-02
0.00 5.7142857E-01 -7.7184033E-01 -1.6753742E-03 -1.4429810E-02
0.00 5.8928571E-01 -7.0790039E-01 -2.6278077E-03 1.3266544E-03
0.00 6.0714286E-01 -6.4198095E-01 -3.4644281E-03 1.3800200E-02
0.00 6.2500000E-01 -5.7389110E-01 -4.0154090E-03 2.3424082E-02
0.00 6.4285714E-01 -5.0323668E-01 -4.1680020E-03 3.0601974E-02
0.00 6.6071429E-01 -4.2952646E-01 -3.8821536E-03 3.5708587E-02
0.00 6.7857143E-01 -3.5226288E-01 -3.1984837E-03 3.9094469E-02
0.00 6.9642857E-01 -2.7100522E-01 -2.2395268E-03 4.1091713E-02
0.00 7.1428571E-01 -1.8539674E-01 -1.2041977E-03 4.2018226E-02
0.00 7.3214286E-01 -9.5151425E-02 -3.5528821E-04 4.2179153E-02
0.00 7.5000000E-01 -9.5963561E-13 1.4881676E-13 4.1865046E-02
Table 2: Reference Values for Flow in an Elliptical Annulus with Rotating Inner Cylinder
5.5. Composite Plot of Observed Convergence
Section 3.1 demonstrates that when polynomials with maximum degree
k are appended to the PHS–RBF, the gradient and Laplacian estimations
are O(k) and O(k − 1) accurate respectively. Navier–Stokes equations have
terms with both gradient and Laplacian operators. The Reynolds number
determines the relative strengths of the convection and diffusion terms which
have the gradient and Laplacian operators respectively. Hence, order of ac-
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curacy of the fractional step method is expected to lie in between O(k − 1)
and O(k). In this section, the order of convergence (slope of best fit line)
for polynomial degrees of 3 to 6 for all the 4 cases (sections 5.1 to 5.4) is
combined in a single scatter plot. Lines k − 1, k and k + 1 are also plotted
for reference in fig. 13. It can be seen that most of the points follow the ex-
pected trend. All the cases display exponential convergence i.e., monotonous
increase in the order of convergence with the degree of appended polynomial.
Figure 13: Order of Convergence with Polynomial Degree for All Four Problems
6. Conclusions
This paper presents a high order accurate meshless method for comput-
ing incompressible fluid flows in complex domains. Instead of using a finite
difference or finite element method, it uses scattered points to discretize
the partial differential equations. A given variable is interpolated between
scattered points using the polyharmonic splines radial basis functions (PHS–
RBF) with appended polynomials of a high degree. The kernel functions are
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differentiated to calculate first and second derivatives. A fractional step al-
gorithm for incompressible Navier–Stokes equations has been developed with
time marching. The momentum equations are first solved explicitly without
the pressure gradient terms, and a pressure Poisson equation is then solved to
project the intermediate velocities to a divergence–free space. The computed
pressure field is used to correct the velocities, resulting in a divergence–free
field.
A modular computer program has been developed in Python and applied
to four flow problems. The first two are flows with an exact analytical so-
lution, which form verification cases for the software and numerical method.
The last two cases demonstrate the ability of the method to represent com-
plex domains. Systematic computations with increased point resolution and
increased degree of appended polynomials have been done to investigate the
discretization accuracy. Benchmark solutions of two problems have been
generated using large numbers of scattered points and high degree of poly-
nomials. Accuracy is evaluated by comparing the computed solutions with
benchmark values. It is shown that for a fixed number of points, the dis-
cretization error decreases rapidly as the polynomial order increases. Fur-
ther, for a fixed degree of the polynomial, the discretization error decreases
approximately as the average inter–point distance to power of the polynomial
degree (between k and k− 1). The computed flow fields are presented, along
with tabulations of the benchmark profiles at selected lines.
The present discretization procedure and solution algorithm have poten-
tial to solve practical flow problems in complex geometries. We plan to
extend this algorithm to several other flows, including to Direct and Large
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Eddy Simulations of turbulence in complex domains. Implementation on
high–performance computers including GPUs is also being planned.
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