This paper investigates whether the geographic distribution of manufacturing activities depends on the size of plants. Using Italian data we find, as in Kim (1995) and Stevens (2002, 2004), that large plants are more concentrated than small plants. However, considering distance-based patterns via spatial auto-correlation, we find that small establishments actually exhibit a greater tendency to be located in adjacent areas. These apparently contradictory findings raise a measurement issue regarding co-location externalities, and suggest that large plants are more likely to cluster within narrow geographical units (concentration), while small establishments would rather co-locate within wider distance-based clusters (agglomeration). This picture is consistent with different size plants engaging in different transport-intensive activities.
Introduction
Economists, geographers and historians share a considerable interest in analyzing the causes of regional specialization. Among the myriad of determinants which have been explored, particular attention has been paid to regional endowments or raw-material intensity, comparative advantage, localization externalities, or, more recently, transport costs and market potential. In this paper, we focus on one particular aspect of this complex set of mechanisms which has remained relatively unexplored: the size of plants. Our main contribution is to investigate whether the geographic distribution of manufacturing activities is related to plant size, and in particular to look for a separate role for physical distance in explaining location.
We address this question using a number of years of Italian census data on manufacturing industries, at varying geographic and industrial scales. By extending the empirical focus to Europe, we complement the seminal empirical studies of Kim (1995) and Stevens (2002, 2004) , which both focused on North America. Kim (1995) reports a positive correlation between concentration and both average plant size and the intensity of raw materials, across U.S. manufacturing industries. Holmes and Stevens (2002) find strong evidence of the same phenomenon within industries: plants located in areas with higher industry concentration are larger, on average, than those located outside such areas, and this holds especially for the manufacturing sector. Holmes and Stevens (2002) extend Kim's findings by emphasizing that this positive relationship is robust to controlling for the establishment's own size effect on concentration.
We extend the analysis of the relation between plant size and spatial location patterns to include spatial dependence among geographic units. A number of recent papers (for example, Arbia, 2001a , Duranton and Overman, 2005 , and Marcon and Puech, 2003 have underlined significant differences in the concentration patterns obtained from continuous distance-based measures compared to more standard indicators like the index proposed by Ellison and Glaeser (1997) . Since labor productivity is positively related to employment density (Ciccone and Hall, 1996, and Ciccone, 2002) , a clearer picture of how establishment density varies within industries and of how this depends on the number of employees, remains high on the regional policy agenda.
Although our approach builds on this recent revival of distance, we continue to work with a discrete vision of space as a finite number of spatial units (which can be aggregated to various degrees). We can therefore complement the Ellison and Glaeser concentration index, which measures the strength of co-location spillovers within each geographic unit, with an indicator of spatial autocorrelation (the Moran index) that accounts for possible distance-based co-location patterns across geographical units. Spatial auto-correlation exists if, for a particular industry, data on the location of plants in region i is 'linearly' informative about the location of other plants within the same industry in regions 'close' to i. 1 Spatial auto-correlation as a feature of location decisions has received relatively little attention compared to concentration, and can be related to the minimization of transport costs, as in the New Economic Geography (henceforth NEG) literature. In this paper we use the term "agglomeration", which is the term commonly used in the NEG to refer to distancebased location patterns, as a synonym for positive spatial auto-correlation.
Using Italian manufacturing data, we find strong evidence of a significant positive relationship between plant size and concentration, as in Kim (1995) and Holmes and Stevens (2002) . We go further and examine the sensitivity of this result to distance, and find that, on average, small plants exhibit more pronounced agglomeration patterns. Large establishments are therefore more concentrated but less agglomerated (in the sense of spatial auto-correlation), while small establishments are by contrast more agglomerated and less concentrated. These apparently contradictory results raise a measurement issue linked to the spatial magnitude of co-location spillovers by plant size.
This issue is likely related to the properties of the indices used, as discussed below.
Our results suggest that large plants cluster within narrow geographical areas such as local labor markets. By contrast, small plants would rather co-locate within wider areas in which a distance-based pattern emerges. One interpretation is that large manufacturing plants are more export-intensive and thus more oriented towards international markets, as shown for instance by Eaton, Kortum and Kramarz (2004) . As they are less sensitive to domestic distances, they colocate within few dense clusters of activities where they can benefit from particular features, such as Marshallian labor market externalities. By contrast, since small establishments mainly serve local demand, the need to save on domestic transport costs produces a spatial distribution of small plants which corresponds more closely to that of the Italian population (as shown in our data), which is itself spatially auto-correlated. Some exceptions arise, however, for most of the so-called "Italian Districts" industries, which are highly concentrated, but only weakly agglomerated, despite small plant size. 2 Finally, we show that these results are robust to different definitions of space, of plant size, of industries, and of distance, and that they are also robust to industry characteristics. Furthermore, we find that concentration (agglomeration) has slightly decreased (increased) over the period 1981-1996, small plants exhibiting more movement.
The paper proceeds as follows. Section 2 presents the analytical framework relating plant scale, industry concentration and industry agglomeration. Section 3 describes the Italian data we use to investigate the geographic distribution of manufacturing and its relation to plant size. We also discuss briefly how we deal with some well known spatial issues such as the Modifiable Areal Unit Problem. Section 4 provides the results of the cross-section analysis of Italian Local Labor Systems and 3-digit manufacturing industries in 1996. Section 5 checks the robustness of the results and explores long-run trends. Finally, Section 6 concludes and suggests some new lines of research.
Analytical Framework
Various indices can be used to investigate the location patterns of economic activity. 3 A large group of indices used by economists, which we refer to as the "concentration" family, splits space into a certain number of geographic units and looks for relative differences in the number of activities within these units, abstracting from their relative position in space. The second family of measures, generally preferred by geographers, accounts for spatial interdependence between regions. We will call this second set "agglomeration" indices. We illustrate the difference between these two families with an example inspired by Arbia (2001b) , in which we consider the distribution of 12 plants over the 9 cells of a 3x3 grid. In Figure 1 , the activity is unevenly distributed in two different ways. Case b illustrates concentration, a distribution concept which is not affected by the permutation of observations in space.
Measures such as the Hoover-Balassa location quotient, the Gini coefficient or the Ellison and Glaeser (1997) index, indicate spatial concentration as they provide a quantification of how much spatial variability a phenomenon exhibits with respect to some average. As they treat data without considering their relative position in space (i.e. independent of distances between spatial units), their value is actually the same in both cases a and b in Figure 1 . Case a reflects agglomeration 4 because it shows a certain degree of spatial interdependence, in the left corner distance-based cluster. More precisely, there is spatial auto-correlation if, for each industry, the location of plants in region i is 'linearly'
predictive of the location of other plants in the same industry in 'close' regions.
It is not always so simple to distinguish between concentration and agglomeration. As can be seen in Figure 1 , spatial auto-correlation at a given geographic scale translates, to an extent, into concentration at a more aggregated level. This is particularly true when spatial auto-correlation is modeled as a process involving only contiguous locations. In a more complex space (like the real one), with a distance diffusion process (as we consider here), agglomeration is identified because it implies a distance decay pattern which is not obviously related to concentration. This issue of disentangling concentration from agglomeration for different partitions of space is related to the Modifiable Areal Unit Problem which we will discuss in Section 3.1 below.
The patterns of regional specialization produced in these two families of indices rarely concur, unfortunately. As both types of indices have their pros and cons, we look at the relationship between plant size and regional specialization in a framework combining both families.
Measuring concentration
Among the most popular measures of concentration are the location quotient (also known as Hoover's coefficient of localization) and the Gini coefficient. However, such indices are not always appropriate tools for the analysis of plant size and concentration: if, by chance, one area includes a very large plant, a positive correlation would emerge randomly, without revealing any real link between concentration and plant size. It is possible to adapt such indices to correct for random causality, as in Holmes and Stevens (2002) for the location quotient. A more theory-grounded framework has been proposed by Ellison and Glaeser (1997) to purge own plant size from concentration. Our concentration measure builds on their model (henceforth EG), as discussed now. 5
Let M (S) denote the number of spatial geographic units (sectors), s s i = emp s i / M i=1 emp s i area i's employment share in the manufacturing industry s, and
S s=1 emp s i area i's share in total employment. We henceforth omit the industry superscript s, for simplicity.
The EG approach starts from the employment-based index G EG = M i=1 (s i − x i ) 2 , and then controls for differences in industrial structure using the Herfindahl index of concentration. This index results from a rigorous probabilistic model of plant location. Let N denote the number of as this term is now widely used in the field of New Economic Geography (NEG) to actually reflect the location process arising from the interaction between transport costs (and so distance) and increasing returns to scale. For a comprehensive review of NEG theory, see Fujita, Krugman and Venables (1999) . 5 A number of previous empirical studies have adopted Ellison and Glaeser's (1997) framework to study the geographic distribution of activities. See for instance Maurel and Sédillot (1999) for France, and Devereux, Griffith and Simpson (2004) for the UK. Our description of the EG model here builds on the simplified version proposed by Maurel and Sédillot (1999). plants and z 1 , ..., z j , ...z N , the shares of these plants in total industry employment. The fraction of sectoral employment in area i is therefore
where u ji = 1 if business unit j locates in area i, and 0 otherwise. The u ji are non-independent
Bernouilli variables such that the probability for plant j to locate in area i is P (u ji = 1) = x i , which means that a random process of plant location choices will, on average, lead to a pattern of employment shares which matches the aggregate pattern (x i ), which is assumed to be exogenous as is plant size (z j ). More precisely, Ellison and Glaeser model the interaction between the locations of any pair of plants j and k belonging to the same industry as
where γ ∈ [−1, 1] describes the strength of spillovers within the industry. The probability that business units j and k locate in the same area i does not depend on j and k:
The probability P that the two plants co-locate in any of the M locations is therefore a linear function of γ:
Data on plant location can be used to model P , and thus estimate γ.
One of the most appealing ways to interpret this model, as suggested by the authors is to think of plants as darts thrown on a dartboard. Imagine a two-stage process in which nature first chooses to weld some of the darts into clusters (representing groups of plants that are sufficiently interdependent that they will always locate together), and then each cluster is randomly thrown at the dartboard to choose a location. The importance of spillovers is then captured by the parameter γ, which can be viewed as the "fraction" of plants among which co-location occurs.
Ellison and Glaeser propose the following unbiased estimator of γ:
where H = N j=1 z 2 j is a Herfindahl index which controls for industry differences both in the number and the size of plants.
Concentration and the size of plants
The EG index allows us to compare geographic concentration across industries because it is immune to the biases associated with differences in establishment structure. However, the EG location model neglects any possible correlation between plant size and concentration: within each industry, the probability P (i, i) that two plants co-locate is independent of their size. In the same spirit as Holmes and Stevens (2002) , we propose a simple test of non-random correlation between concentration and plant size: if establishment size does not depend on concentration, then all the variability in the geographic distribution of manufacturing should reflect differences in the number of plants.
By comparing the EG employment-based concentration measure to its plant-based counterpart, whose properties are presented in Maurel and Sédillot (1999) , we can identify differences which result from plant size. The employment-and plant-based estimators are equal under the null of a random link between concentration and size, but different if plant size plays a role. The plant-based estimator proposed by Maurel and Sédillot (1999) , henceforth labeled "Un-Weighted" (UW) because it treats all observations identically, isγ
where
x 2 i , and n i N is the share of plants located in i. The Herfindahl indexH = 1/N , which accounts for differences in the number of plants, is the counterpart of that used in the employment-based EG index. Maurel and Sédillot (1999) show that this plant-based concentration index is also an unbiased estimator of the spillover parameter γ. Furthermore, it is easy to show thatγ U W is statistically more efficient than its employment-based counterpartγ EG . 6 A significant difference betweenγ U W andγ EG suggests a non-random relationship between plant size and location choice. If plant concentration does depend on establishment size, then the EG index reflects concentration in large plants, while its UW counterpart is more illustrative of small plants (of which there are a far greater number). We now turn to the issue of spatial auto-correlation and its link to plant size.
Measuring agglomeration
The picture we draw from a partition of space into independent cells will likely change if these latter are spatially linked. Accurate indices have been developed to capture the spatial phenomenon of agglomeration. Among such indicators are those proposed by Cliff and Ord (1981) , Getis and Ord (1992) , and Moran (1950) ; the latter is the one we actually use in this paper. Let us first define a M × M spatial weighting matrix W , whose generic element w il is the relative weight of location l for location i and w ii = 0. w il may either rely on simple contiguity criteria (for instance, a first-order contiguity matrix will give weight one to all contiguous locations and zero otherwise, including to own location), or be inversely related to the distance d il between i and l (with various specifications such as d −τ il or exp −τ d il ). Moran's formula is:
where y i is a measure of economic activity in location i and
As proposed by Anselin (1988) , the weighting matrix can be row-standardized so that S 0 equals to M (each row is therefore divided by the sum of the row elements).
The most intuitive interpretation of Moran's I is in the context of regression. If we regress the spatially weighted variable W y on y (where y is the vector of y i ), then I is the slope coefficient of this regression, which is the ratio of cov(W i y, y i ) to var(y i ), where W i = (w i1 , ..., w il , ..., w iM ) is the i-related row of the weighting matrix W. Therefore, Moran's I is the correlation coefficient between y i and that of its neighbors, which enables us to detect departures from spatial randomness and to determine whether neighboring areas are more similar than would be expected under the null hypothesis.
The issues related to the measurement of agglomeration are to an extent similar to those related to concentration. As in the EG model with no spillovers, if plants were distributed randomly in a way that reproduces, on average, the overall distribution of activities, then the largest regions should have more plants. A simple way to control for this location-size effect is to express the variable y relative to its mean, so that y i = s i − x i , as in the EG model. Under this null, the mean value of the Moran index is E[I] = −1/(M − 1), 7 while under the alternative, it could be either positive or highly negative, depending on the sign of the spatial auto-correlation. We can therefore test for the absence of spatial auto-correlation using the variance of I under the null hypothesis.
7 See Cliff and Ord (1981) for further details.
Agglomeration and the size of plants
In order to be consistent with the concentration framework presented in Section 2.2, we investigate the role of plant size by comparing Moran's I statistics calculated for two different (zero mean) variables, measuring employment and the number of plants: y i = s i − x i and y i = n i N − x i . We obtain the two following agglomeration indices:
For these two Moran indices, we face an issue similar to that in the concentration framework. To perform comparisons between sectors, we have to recognise that extreme agglomeration may occur because, in some industries, there are only a very small number of plants relative to the number of locations. For such industries, strong positive auto-correlation may indicate emptiness surrounded by emptiness. The inclusion of neighboring empty locations may lead to over-estimates of the real number of industrial clusters, so we will check whether the correlation between agglomeration and plant size is not due to industries with very few plants.
A specific issue, to which concentration indices are immune, and which is thus inherent to the Moran index, arises from its regression coefficient nature. As in all regression contexts, the presence of outliers may bias the Moran indicator towards agglomeration that is not representative of the majority of observations. To correct this over-estimation, Anselin (1995) proposes an identification procedure based on conditional randomization. For each location i, Anselin (1995) suggests first computing a local Moran statistic, I i , measuring the correlation between a particular y i and its neighbors, and then testing its local instability. Further, as the Moran index corresponds to the sample average of the I ′ i s, he also suggests using the sample variance of the I ′ i s to identify outliers on a two-sigma rule basis. Extreme values under both tests are actually spatial outliers or, in the terminology of Anselin (1995) , "hot spots". The reason for this double check is the need to test for local instability when the null is not randomization, but some degree of spatial correlation. Under spatial correlation, outliers are more likely to occur than under a random scheme. We will thus pay particular attention to "hot spots", to be sure that the agglomeration indices are representative of the majority of observations, and provide a robust measure of the correlation between agglomeration and plant size.
Data and methodological issues
We use data from the Italian Census of economic activities, provided by the Italian National Statistic Institute (ISTAT), which includes information on the location and employment of the whole population of Italian plants. The data is very detailed in its geographic coverage of manufacturing industries. The geographic scale of observation can be disaggregated up to the 8192 Italian communes and the industrial scale up to the 3-digit NACE nomenclature (revision 1) for the years 1981 and 1991, and up to the 5-digit category for 1996.
Contrary to most of the previous relevant empirical literature (Ellison and Glaeser, 1997 , Maurel and Sédillot, 1999 , and Holmes and Stevens, 2002 , we have no problem of missing data, the only limitation being that, in some cases, plant size had to be recovered from the size-range groups to which data are allocated. Nonetheless, in roughly 90% of the cases, plant size was directly identified and not estimated. Moreover, information on plant size is not necessary forγ U W and I U W , which are less demanding thanγ EG and I W .
Partitioning space and industries
To calculate both the concentration and agglomeration indices, we have first to choose an adequate scale of industry aggregation and an appropriate geographic unit of analysis.
As Kim (1995) notes, the definition of industry aggregation depends on the subjacent phenomenon in question. Spillover effects and incentives for plants to co-locate can operate either within narrowly-defined industry categories such as the 3-digit nomenclature of activities, or more broadlydefined categories such as the 2-digit nomenclature. In the Italian census, the 3-digit category corresponds to 103 different sub-activities within manufacturing, whereas its 2-digit counterpart divides the latter into only 23 sub-industries. In Italy, the 3-digit category highlights industries which underpin some well-known districts, such as 'Preparation and spinning of textile fibres' (3-digit NACE number 171), 'Textile weaving' (172), 'Tanning and dressing of leather' (191), 'Watches and Clocks' (335), 'Manufacturing of Musical instruments' (363), and 'Ceramic tiles and flags' (263).
Although we will emphasise the results obtained with the finer level of industrial disaggregation, to account for the district phenomenon, we will also use the 2-digit disaggregation as a robustness check.
The second issue we have to tackle is the Modifiable Areal Unit Problem (henceforth MAUP), which arises from the partition of space into an arbitrary number of geographic units. The problem, which is well described in Arbia (1989 and 2001b) , concerns both the boundaries and the scale chosen. In Figure 2 below, we see that, enlarging the grid of squares in Figure 1 asymmetrically alters the picture of both agglomeration and concentration. Figure 2 leads to exactly the reverse conclusion to that observed in Figure 1 : Case c, which is the counterpart of case a, now exhibits pure concentration, whereas case d, which is the counterpart of case b, shows agglomeration. The first precaution we take to minimize the MAUP is to choose a partition of space that relies on real economic features. The partition we adopt is that of Local Labor Systems (henceforth LLS on the basis of minimum daily commuting patterns, so as to maximize the coincidence between residential and working areas. The geographic scale of LLS is therefore far less arbitrary than a more standard partition based on simple administrative schemes.
Although the core of the paper will focus on LLS only (Section 4), we will also check that our results hold for other partitions. In section 5, we will check the robustness of the results to the adoption of a more aggregated partition of space. We choose the NUTS3 scale of aggregation (Italian "provincie"), which splits Italy into 95 geographic units. Equally, checking the robustness of the results to a finer partition than LLS -which is already roughly as disaggregated as U.S.
zip-codes -also warrants consideration. However, as such a fine-grained partition would bias the regression-based Moran index, 8 we restrict robustness checks to wider geographic units only.
Partitioning the universe of plants
To explore the role of plant heterogeneity, we must split establishments into at least two groups:
large and small. However, defining a clear frontier between the two is far from trivial. As in Holmes and Stevens (2002), pragmatism leads us to adopt the simple strategy of dividing the sample of 8 A disaggregation into the 8192 municipalities, for instance, requires us to treat 103 x 8192 = 843,716 industry-space observations. As most of the industry-location pairs would attract zero observations, this may bias the Moran index (which was conceived for continuous rather than censored variables) in a way that we cannot correct.
plants according to number of employees. The choice of an employment threshold is arbitrary, but we can appeal to the features of Italian labor markets for help. Two minimum cut-off values arise naturally.
A first threshold of 20 workers makes sense with respect to both the fiscal and legal status of Italian firms. Italian firms with fewer than 20 workers ("piccole imprese") benefit from specific incentives such as tax credits, and lower social contributions and loan interest rates. Further, in order to have an employee board a firm must have at least 20 employees. Finally, the 20-employee cut-off, which was also retained by Holmes and Stevens (2002) for the U.S., allows us to compare our results with theirs, in addition to being the only threshold compatible with the older (1981 and 1991) census data. Table 1 shows summary statistics for the two sub-samples obtained when Italian plants are divided at the 20 worker threshold. Table 1 shows that this cut-off point roughly corresponds to the median plant, which is a further reason to use this division. Nonetheless, a second threshold of 15 workers conforms more closely to Italian dismissal law. 9
When a dismissal is judged to be illegal, a worker has the right to be re-employed by the firm if the latter has more than 15 employees, otherwise the right refers to monetary compensation. This distinction is crucial regarding labor costs because it favors small plants. Furthermore, the 15employee threshold also appears in Italian legislation with respect to many other labor and fiscal issues, such as working overtime, the hiring of the disabled, training, and tax benefits.
Although the first threshold of 20 workers is preferable for cross-section and intertemporal comparisons, the second seems more reasonable from a legal point of view. We will first appeal to the 20-employee cutpoint (Section 4) and then turn to robustness checks. As information on employment is more detailed in 1996 than in earlier years, we can check in Section 5 whether the 1996 results are robust to the threshold size (15 vs 20) and to the particular division adopted (small/large vs small/medium/large plants).
9 See "Statuto dei Lavoratori" art. 18.
Measures of distance and the weighting matrix
In order to compute the Moran statistic, we need a spatial weighting matrix. Following Harris (1954) and the large literature on gravity estimations recently surveyed by Disdier and Head (2005) , we use the inverse of bilateral distance to measure the spatial interdependence of LLS. 10 The only distance measure available at the most disaggregated level of LLS is the great-circle distance. 11 Section 4 thus reports agglomeration indices derived from great-circle distance-based matrices.
However, the geographic scope of agglomeration is likely to depend upon effective rather than great-circle distance. For instance, if mountainous terrain impedes access to a location, as might be the case in the Italian Alps, firms may prefer to locate elsewhere. Likewise, the configuration of real transport networks may also affect firms' location choices. In order to guarantee fast delivery and implement "just-in-time" practices, for instance, plants may prefer to locate alongside highways, as illustrated in Arbia (2001a) for the San Marino Republic. Unfortunately, we have no better measure than great-circle distance at the scale of Italian LLS, which is very fine. Real road distances can be computed at the more aggregated geographic scale of the 95 Italian provinces, and will be used in 10 In Lafourcade and Mion (2003) , we also experimented with first-order contiguity matrices. The results obtained being qualitatively similar, we do not report them here.
11 The great-circle distance is the shortest bilateral distance between the centroids of two geographic units, assuming they would be on a sphere without any physical or network constraint between them. The average great-circle distance between Italian LLS is 467 km.
12 For more details on the methodology, see Combes and Lafourcade (2005). 4.1 Differences between employment-and plant-based indices of concentration and agglomeration Table 2 shows that the correlation between the employment-and plant-based measures of both the concentration and agglomeration measures is quite small. With respect to concentration, both the weighted and unweighted indices suggest that Italian manufacturing activities are highly concentrated. On the two-sigma rule criterion, 13γ EG (γ U W ) is significantly different from zero in 91% (97%) of industries. 14 However, the average weighted estimator is 50% larger than its unweighted counterpart and we estimate that around 60% (25%) of industries exhibit a significant positive (negative) differential. 15 Such discrepancies are large and suggest that concentration is more marked for large establishments (which are over-weighted in the employment-based indices) than for small establishments. The difference in average standard errors is also large, to such an extent (up to 15 times larger) that we suspect significant heterogeneity in the sample of plants. Further, correlations between the weighted and unweighted concentration indices are weak, for both values and ranks.
With respect to agglomeration, the two-sigma rule criterion 16 suggests that 66% (86%) of industries exhibit a significant tendency to agglomeration, as measured by I W (I U W ). These results, which are reminiscent of those in Usai and Paci (2002), illustrate how important spatial auto-correlation is in the location decisions of manufacturing plants. Regarding differences between indices, the average 13 The difference between the index and its expected value under the null of no spillovers (zero) has to be larger than twice its standard error for an industry to be concentrated. 14 Ellison and Glaeser (1997) define the degree of concentration by classifying industries on a scale referring to both the mean and median γ. They find that 25% of the U.S. manufacturing industries are highly concentrated, while 50% show only slight concentration. The corresponding values in Maurel and Sédillot (1999) and Devereux, Griffith and Simpson (2004) are respectively 27% (for France) and 16% (for the UK) of highly-concentrated industries, and 50% (for France) and 65% (for the UK) of slightly-concentrated industries. Our results show the same concentration ranges for Italy. 15 The variance ofγEG andγUW is available only under the null of no spillover effect (γ = 0), so that it is not possible to test properly for differences between two positive values of the estimators. However, assuming normality, we can use the variances to perform a test based on twice the sum of the standard errors. 16 The difference between the Moran index and its expected value under the null hypothesis (-1/(M-1)) needs to be larger than twice its standard error for an industry to be agglomerated. unweighted Moran index is 80% larger than its weighted counterpart, this difference being significantly positive (negative) for around 55% (5%) of the industries. Following from the results found for the concentration indices, this provides further evidence of heterogeneity within the sample of plants. Finally, we note that the correlations between the weighted and unweighted agglomeration indices (around 60%), although much larger than their concentration counterparts (for both values and ranks), are not as high as what we would expect if location choices were independent of plant size.
There are significant differences between the employment-and plant-based indices of both concentration and agglomeration. We therefore ask what lies behind this heterogeneity. The next section considers the role of plant size in explaining these differences. Table 3 shows concentration and agglomeration by plant size (with the threshold at 20 employees). In both cases, the correlation between the weighted and the unweighted indices is far higher, underlining the importance of plant size. This is particularly true for the sub-sample of small establishments, for which the correlation reaches 0.90, for both the concentration and agglomeration indices. The higher correlation in small rather than large plants may result from their relative homogeneity. The ratio of the largest to the smallest in the sample of large plants is around one hundred, which is much higher than 19. We further see in Table 3 that the difference between the unweighted and weighted indices is much lower here than in Table 2 . Last, the sharp fall in data variability is further evidence of a relation between the geographic distribution of manufacturing activities and plant size. For instance, while the unweighted concentration estimator has lower variance, consistent with the underlying EG model, the size of the variance gap likely now reflects simple statistical efficiency rather than plant size heteroscedasticity.
Large vs small plants
Once we recognize that splitting the sample into small and large plants yields consistent results for both indices, it seems reasonable to evaluate concentration and agglomeration patterns by plant size. We see that plant-based concentration indices are about 50% larger for large than for small establishments. More precisely, with a two-sigma rule forγ U W , we find that, in 60% of industries, large plants are significantly more concentrated than are small plants. The reverse is true for only 26% of industries. Holmes and Stevens (2002) find comparable results for the U.S.: the EG index for plants in the fourth quartile (268 employees on average) is twice as large as in the first quartile (25 employees on average). Our results therefore confirm the positive relationship between size and concentration found by Holmes and Stevens (2002) in the U.S. and by Barrios, Bertinelli and Strobl (2003) in Ireland.
On the contrary, small plants are more agglomerated than larger plants, with a mean I value 2-3 times larger for the former. Applying the two-sigma rule for I U W , small plants are significantly more (less) spatially correlated than large plants in 52% (9%) of industries. Small plants are thus more sensitive to distance-based patterns. This result is robust to the exclusion of spatial outliers identified using Anselin's (1995) methodology.
Measures of concentration and agglomeration thus differ by plant size. We explain these apparently contradictory findings when extending our analysis to NUTS3 regions in Section 5.1. In Section 4.3, we instead present selected cross-industry comparisons based on extreme patterns of concentration and agglomeration. This exercise provides concrete industry examples, and yields some insights into the underlying mechanisms behind the spatial distribution of activities. This issue is likely to be key in the design of regional development policies.
Extreme concentration vs extreme agglomeration patterns
Tables 4 and 5, which correspond to detailed 3-digit LLS results available upon request, show the ten manufacturing industries with the highest and lowest indices of concentration and agglomeration for small and large plants respectively. The distinction between unweighted and weighted indices no longer being an issue once plant size is controlled, the following results are based on unweighted indices, because of their efficiency properties.
The first striking feature in Tables 4 and 5 is that extreme concentration and agglomeration patterns correspond to different industries.
The most significantly concentrated industries correspond to activities at the core of Italian plants (under 20 employees), while concentration in other districts seems to be more or less equally associated with both small and large plants (191, 263 and 363) . This is consistent with a primary characterization of Italian districts by their proportion of small plants, as in Sforzi (1990) . However, although concentrated, the industries behind the district structure are only weakly or not at all agglomerated, as shown by the insignificance of both the weighted and unweighted Moran indices.
Despite particularly small plants, Italian districts are an exception to the rule that small plants locate according to national distance-based patterns. This apparently puzzling feature can be explained by 17 For more details on the mapping of Italian Districts see Sforzi (1990) .
the fact that the production of many Italian districts is mainly oriented towards foreign markets, as emphasized by Bagella, Becchetti and Sacchi (1998) .
A clear exception to this trend is found for the 'Manufacturing of Musical Instruments', which is the only district industry that is both concentrated and agglomerated, independently of plant size (industry 363 figures in nearly all of the columns of Tables 4 and 5 ). However, separation between concentration and agglomeration can be restored by showing that agglomeration here is spurious, being triggered by spatial outliers. Figure 3 shows that the manufacturing of musical instruments exhibits some interesting cases of "hot spots", as identified by the procedure described in Section 2.4.
Figure 3: Spatial Outliers in the 'Manufacturing of Musical Instruments' Industry
The left-hand side of Figure 3 shows the number of spatial outliers in the industry, 18 while the right-hand side depicts the "type" of observed spatial correlation. From top to bottom, three non-white areas stand out as outliers. The first is located in the LLS of 'Cremona', where there is extreme concentration of plants virtually surrounded by nothing (High-Low). By contrast, the southern location of 'Marciano di Romagna', where plants are also very concentrated, is neighbored by LLS that share a small proportion of the same activity (High-High, with most of the activity concentrated in the central LLS). Finally, the well-known musical instruments district centered around 'Castelfidardo', which includes the neighboring labor markets of 'Ancona', 'Macerata', 'Osimo' and 'Recanati', has plants which are very concentrated (also High-High, but with both the central and neighboring LLS highly concentrated). Excluding spatial outliers in this industry (which still leaves 110 LLS with non-zero employment), the 'Manufacturing of Musical Instruments' industry is no longer significantly agglomerated (i.e. the Moran index is not significant anymore). Therefore, the extreme agglomeration in the data here is due to only a few outliers (6 LLS out of 116 with non-zero unemployment), and does not reflect any general tendency for the musical instruments industry to be more agglomerated than average.
The most concentrated industries with respect to large plants (See Table 5 These results suggest that extreme concentration patterns occurring in local labor markets, such as those above, reflect dense clusters of economic activity and may therefore generate productivity gains within the related industries and areas. These gains could result from either strong increasing returns to scale (there are few plants, most of which are large) or localized spillovers created through density. These may enable large plants to serve markets located far beyond the boundaries of neighboring markets. Eaton, Kortum and Kramarz (2004) show that larger firms are more productive and are thus able to target a greater number of foreign markets. This is consistent with (i) a geographic distribution of large plants that is highly concentrated but insensitive to domestic distances, and (ii) goods which are designed for the export market.
Food industries are over-represented (152, 153, 154, and 158) among activities with the strongest positive spatial auto-correlation. This is particularly true within the sample of small plants. Other activities related to the final stage of production, such as 'Manufacturing of footwear ' (193) , exhibit the same pattern. Theory suggests that agglomeration patterns are likely to prevail because plants want to save on transport costs (due to either perishability, volume, specific transport types or customers' face-to-face requirements), and therefore locate in close proximity to potential buyers (consumers or downstream industries). Our data do indeed suggest that the distribution of small plants closely matches the distribution of the Italian population. The average (across 3-digit industries) correlation between the number of small (large) plants and population 19 in each LLS is 0.6106 19 The data on population by LLS comes from the 1991 Census of Population provided by the Italian National (0.4394), with population being itself significantly spatially auto-correlated (Moran's I = 0.0084). 20
High transport costs due to face-to-face involvement with domestic customers and demand linkages (final and intermediate) likely explain why small plants are more agglomerated than large plants, which are more export-oriented.
The sharpest exceptions to this trend are the Italian districts formed around small concentrated plants. The fact that such districts do not show any distance-based co-location patterns at the LLS scale is compatible with an underlying criterion defining districts by production oriented mainly towards foreign (and not domestic) markets.
Robustness checks and long-run trends
This section considers the robustness of the positive (negative) correlation found between concentration (agglomeration) and plant size, and suggests some explanations of these apparently contradictory findings in the light of previous work (Section 5.1). It further explores the time dimension of our panel data, investigating the evolution of concentration and agglomeration over the [1981] [1982] [1983] [1984] [1985] [1986] [1987] [1988] [1989] [1990] [1991] [1992] [1993] [1994] [1995] [1996] period. Last, it shows that changes have been triggered by small rather than large plants and that results are robust the inclusion of industry characteristics (Section 5.2).
Robustness checks
We first investigate the robustness of the results presented in Section 4 to changes in geographic, industrial, and plant size definitions.
Controlling for the MAUP and distance bias: The case of Italian 'provincie' Do the trends in Section 4 depend on the geographic partition of Italian space into Local Labor Systems? In other words, is the positive (negative) correlation found between concentration (agglomeration) and plant size robust to the MAUP? We answer by presenting concentration and agglomeration patterns at the scale of 95 Italian NUTS3 regions. The comparison of Table 6 to its LLS counterpart (Table 3) , shows that both concentration and agglomeration indices rise with the geographical scale of the analysis.
The result that concentration is larger in wider spatial units is now well-established. 21 This suggests that concentration is likely to depend on other spillovers than those resulting, for instance, from labor market pooling. Spatial auto-correlation also seems to occur at a larger scale than Statistic Institute (ISTAT). 20 The average (across 3-digit industries) correlation between employment related to small (large) plants and population observed in each LLS is 0.5412 (0.3831).
21 See among others Kim (1995) , Ellison and Glaeser (1997) , Maurel and Sédillot (1999) , Pagnini (2003) and Barrios, Bertinelli, Strobl and Teixeira (2005) . These apparently contradictory results, which are valid for both LLS and NUTS3 regions, raise a measurement issue related to the spatial magnitude of the co-location spillovers of small vs large plants. This issue is likely to be inherent to the indices we use. Maurel and Sédillot (1999) have already shown that the EG index does not provide an accurate estimate of the parameter governing the co-location incentives of plants (γ) at a given geographic scale whenever there are spillovers working at different geographical levels. More intuitively, the EG index at an aggregate spatial level is a kind of "sum" of the co-location incentives operating at both that level (say γ N U T S3 ) and at a finer level (say γ LLS ). The fact that the EG index increases with geographical aggregation in our data, as in previous work, fits in with this intuition.
In the data, we find that large plants are more concentrated than small plants at all geographic scales. However, this does not necessarily mean that the co-location spillovers operating at different spatial levels are greater for large plants. For instance, concentration at the NUTS3 level may just reflect a high value of γ LLS at the scale of LLS. By contrast, spatial auto-correlation is more closely tied to co-location spillovers operating at a given geographical level as it directly measures the degree to which establishments locate close to each other. The greater spatial correlation of location decisions for small establishments across both LLS and NUTS3 regions suggests that co-location incentives are probably larger for big plants "within" LLS only. Large plants therefore benefit more 22 The "real" increase in observed spatial auto-correlation when going from LLS to 'provincie' is underestimated by the change in the Moran index. The expected value of the Moran index, under the null of no spatial auto-correlation, is E[I] = −1/(M − 1), which equals −0.0013 (−0.0106) for LLS ('provincie'). However, when deflating the Moran index by its mean, the increase in spatial correlation at the 'provincie' level is significant for only a few industries. from co-locating within narrow geographical units such as Local Labor Systems than do small plants.
By contrast, small establishments gain from locating in wider distance-based clusters.
Another interpretation of our results relates to the continuous-space concentration analysis of Duranton and Overman (2005) , who develop a methodology for evaluating concentration at any given distance by means of an observed density function of bilateral distances between plants. Contrary to the EG index, concentration is captured by an explicit function of distance. Our opposing findings for small vs large plants may simply show that the two corresponding concentration densities cannot be ranked according to stochastic dominance (i.e. no one density dominates the other over all distances). Duranton and Overman (2005) note that their index of localization (considering large plants only) is slightly above that in the baseline simulations (for all plants) over short distances.
This result is consistent with large plants showing a higher propensity to co-locate within narrow areas. However, they cannot prove the significance of this finding within their framework. Table 7 shows that introducing real road distances between NUTS3 regions instead of bilateral great-circle distances, does not much change the results. The most striking difference between Tables 6 and 7 is the rise in the mean Moran index, which is comparable to that between LLS and NUTS3 regions with great-circle distances. The differences between employment-and plant-based Moran indices fall slightly for the sample of large plants (the correlations in both the levels and ranks rise). However, the agglomeration indices are still around three times larger for small plants than for large establishments. The similarity of the results based on the road and great-circle distances is not surprising: Combes and Lafourcade (2005) show that, for France, great-circle distance is a good proxy for road distance in cross-section analysis. As the distance bias worsens when passing from cross-section to time-series analysis, we will have to be cautious in interpreting the long-run trends in Section 5.2.
Introducing real road distances

Comparison between 2-digit and 3-digit industries
To test whether the results are sensitive to the definition of manufacturing products, we re-calculate our indices using 2-digit industry classification. 23 Although the qualitative relationship between concentration, agglomeration and plant size is not affected, there are changes in the level of these indices. At the LLS scale, the unweighted index of concentration (agglomeration) falls (rises) by 58% (36%) at this broadly-defined level of manufacturing industries. The fact that concentration falls with the level of industry aggregation suggests that spillovers in manufacturing are less likely to operate between 3-digit industries than within each industry. This result does not depend upon the definition of regions. This is not surprising, and has already been underlined by Ellison and Glaeser (1997) , and Maurel and Sédillot (1999) , in the perspective of concentration. Our analysis complements these findings by showing that the distribution of plants within the broad 2-digit category is characterized by stronger distance-based patterns (more agglomeration). However, the variances of the 2-digit indices are so large with respect to the 3-digit classification that these differences are rarely significant.
Plant-size sensitivity
The positive (although reduced) gap between employment-and plant-based indices remaining after correcting for plant size (Table 3) suggests that more complex partition schemes than smalllarge may be preferable. We therefore split Italian plants into three size categories instead of two:
small (under 15 employees), medium (15 to 100) and large (over 100). This has the advantage of respecting the cut-off of 15 employees which, as noted above, may be more relevant for Italy. Table 3 in Section 4, shows that a finer analysis by plant size leaves the results virtually unchanged: large plants are more concentrated than medium establishments, which are in turn more concentrated than small plants; the reverse trend holds for agglomeration.
Our explanation of the correlation between concentration, agglomeration and plant size thus remains unchanged to that in Section 4. The results above suggest however that it may be better to use a continuous framework: The larger (smaller) the employment scale of plants, the greater the tendency to concentrate (agglomerate). 23 The results for 2-digit industries (for both LLS and NUTS3 regions) are available upon request. Table 9 presents the result of the following industry fixed-effects panel regression: for the three census years 1981, 1991 and 1996, the concentration and agglomeration indices are regressed on size=ln(average size of establishments) in each industry, with u s being the industry fixed-effect. The effect of size on concentration (agglomeration) is positive (negative) and significant at the 1% level, as expected. Plant scale has an impact on the spatial distribution of establishments which is not simply driven by (time-invariant) sector specific characteristics such as factor endowments or raw materials.
Changes in concentration and agglomeration over time
With respect to changes in concentration and agglomeration over time, Table 10 (in the Appendix) shows that mean concentration slightly fell, while mean agglomeration rose over the period 1981 -1996 . Kim (1995 finds a similar declining pattern of concentration after the Second World War in the U.S. More recent studies for Europe, such as Brülhart (2001) or Midelfart, Overman, Redding and Venables (2002) lead to more mixed results, with some industries exhibiting increases and others falls in concentration. 24 Disentangling changes over time by plant size (See Tables 11 and 12 in the Appendix), the dynamics mainly result from small plants, with larger plants being more stable.
Conclusions
This paper has analyzed the spatial distribution of manufacturing in Italy with respect to two different features. The first, concentration, can be defined as the degree of variability across data for a given partition of space. The second, agglomeration, explicitly considers distances between observations and thus their spatial dependence. Although much work has focused on concentration, agglomeration has received far less attention.
Examining the influence of plant size on both concentration and agglomeration is useful in a number of ways. While the fact that large plants are more concentrated than smaller plants has already been emphasised, the finding that small plants are more agglomerated than large plants is innovative. Large plants therefore benefit from co-locating within fine geographic units such as labor markets; small establishments, by way of contrast, rather gain from locating in wider distance-based clusters. These results are robust to different partitions of space, industries, plants, and distance. In addition, controlling for time-invariant sector specific characteristics, such as raw materials or natural resources, does not change the results. Our findings highlight some of the underlying economic mechanisms behind plant location choice. Differences in the intensity of transport costs between small and large plants is a plausible explanation of the different location choices. A key determinant of the distance-based patterns found for industries with small plants, such as food processing, is the need to save on transport costs by locating close to domestic demand. By way of contrast, industries with large plants, or which underpin Italian districts, exhibit a higher proportion of international activities. Last, changes over time in the geographic distribution of Italian establishments reveal declining (increasing) concentration (agglomeration), the dynamics being mainly driven by small plants.
With respect to policy, our findings suggest that regional policies may have different impacts on large and small plants, which we show behave differently with respect to location. For instance, Baldwin and Okubo (2005) develop a model in which they combine plants of heterogeneous size and productivity with geography. They show that a policy which increases the share of industry in peripheral regions will drive the largest and most productive firms to move to the core. This result, which they call 'sorting of firms', may explain why modest production subsidies have very little impact on regional welfare, as they only attract a few small and inefficient firms.
A number of further lines of research deserve attention in future work. A first valuable contribution would be to measure both the narrow and large scope spillovers within the same integrated theoretical framework, instead of combining the two. This would enrich the analysis by enabling different types of externalities to be identified. It would also be useful to examine the causality of the relationship between plant size, concentration and agglomeration. As circular causation may be at work, structural econometrics is called for to distinguish between rival theoretical models. Finally, our results underline the importance of models dealing explicitly with both plants' characteristics and location. The emerging literature on heterogeneous firms and international trade seems to be the most promising framework to investigate this issue.
