We describe a real-time video retrieval framework based on short text input queries in which weakly labelled training samples from the web are obtained, after the query is known. Concept discovery methods in such a setting train hundreds of detectors at test time and apply them to every frame in the video database. Hence, they are not practical for use in a text based video retrieval setting. We show that an efficient visual representation for a new query can be constructed on-line that enables matching against the test set in real-time. We evaluate a few combinations of encoding, pooling, and matching schemes that are efficient and find that such a system can be built with surprisingly simple and well-known components. We are not only able to construct and apply query models in real-time, but with the help of a re-ranking scheme, we also outperform state-of-the-art methods by a significant margin.
Introduction
Retrieving relevant videos using only a text query is challenging, because in this setting no training samples are available. One approach to this problem is to train a large concept bank (or a set of pre-trained detectors) and apply them to database videos as a pre-processing step [34, 5, 25] . A distance measure (relevance) is computed between the query and those pre-trained concepts by measuring their semantic similarity (linguistically). Finally, ranking is performed by combining scores of the pre-trained concept detectors weighted by their relevance. A motivtion for having pre-trained concept detectors is that they can be run a priori (e.g., during an indexing step) and when a new query is provided, retrieval can be performed in real-time. However, designing and implementing this so called 'zeroshot' video retrieval pipeline requires significant engineering effort. Current methods select pre-trained concepts (which may be object/action/scene detectors) from multi-*The first two authors contributed equally to this paper. ple strongly annotated datasets like ImageNet [7] , UCF101 [30] , Sports 1 million [21] , or from multiple modalities like OCR, speech recognition.
However, it is not clear which pre-defined concepts will be relevant to some arbitrary query. Since current methods rely on strongly annotated datasets [25, 24, 36, 19] (which are very small compared to weakly labelled data on the web), they would struggle to retrieve relevant results for queries such as 'Inside view of Notre-Dame', or 'Christmas near Rockefeller Center' if inside view of Notre-Dame or Rockefeller Center were not in the set of pre-trained concepts.
Most of these 'zero-shot' methods also assume that the query is a rather lengthy and detailed textual description. The event kit description in TRECVID for a query like "birthday party" contains information including what defines a "birthday party", common scenes or objects found in a birthday party, popular activities performed and even typical audio clips. Such a detailed textual description would rarely be entered by users querying a search engine.
As an alternative to a pre-defined concept bank approach, recent work has also focused on building concepts only after the query is given. These methods [2, 29] crawl the web to discover concepts relevant to the query. Finally, "visualness" verification or concept pruning is performed and concept detectors are applied to database videos to obtain a final ranking. Since training data is collected only after the query is given, the semantic gap between the query and training images is much smaller than it is for pre-trained concepts. Moreover, such methods do not rely on strongly annotated datasets as they automatically obtain weakly annotated data from the web. Although this process is completely automatic, discovering multiple concepts given the query, downloading images related to hundreds of concepts and then training and applying detectors on every database video takes significant time. Thus, these methods are not as efficient as pre-trained concept based methods, which can be used for real-time video retrieval.
To reduce the semantic gap for methods relying on pretrained concepts and the computational time of training and running detectors after the query is known, we propose a simple but effective approach for building a video retrieval system. We first generate visual representations for dataset videos offline, and when the text query is provided, images returned by web search are used to construct a compact visual representation. Real-time video retrieval is performed by computing similarity between representations of web images and database videos. Finally, similarity between video representations is used for re-ranking.
So, we will show that real-time video retrieval can be achieved even if the visual representation for a query is constructed after the query is given (the best of both worlds). Given current high internet speeds, retrieving images from the web for building new models can be accomplished efficiently. Deep neural networks running on GPUs can extract features for an image in less than a millisecond. In contrast, existing methods which do not use pre-defined concepts [2, 29, 23 ] train multiple concept detectors and then apply them to database videos after seeing the query. Note that using multiple concepts to represent a query would scale the computational cost linearly. This part of the pipeline, where matching needs to be performed between web images and video frames, is the major computational bottleneck. To accelerate this process, it is essential to have a compact and generic visual representation for an entire video (which can be constructed a priori) and a single visual representation for the query (instead of using multiple concepts). Since videos can be represented as a bag of frames and web images are a bag of images, we explore different approaches for building their visual representations, and also evaluate several methods to perform real-time matching between them. We show that high-dimensional representations work better as the size of the dataset increases. Finally, we present state-of-the-art retrieval results on 3 different datasets in terms of both accuracy and speed.
Related Work
Most video retrieval methods that do not assume knowledge of the query at training time (and thus do not train for specific queries) pre-train a large set of concept detectors. The corresponding detector confidences on dataset videos are then used to form semantic representations [34, 5, 14, 24] . Wu et al. [34] use off-the-shelf concept detectors and multimodal features to represent a video. The event description and video features are later projected to a high-dimensional semantic space. Finally, the event/video similarity scores are computed in this space to rank videos. By harvesting web videos and their descriptions, Habibian et al. [14] learn an embedding by jointly optimizing the semantic descriptiveness and the visual predictability of the embedding. Mazloom et al. [24] generate concept prototypes from a large web video collection, where each concept prototype contains a set of frames that are relevant to a semantic concept. The similarity between the event description and a video is measured by mapping the video frames in the concept prototype dictionary.
However, it is difficult to decide which concepts should be defined and trained without a priori knowledge of the query. If an event that needs to be retrieved has a large semantic gap between its description and the concept bank, methods that depend on a pre-defined concept bank will have poor performance. To reduce the semantic gap between the video description and the concept bank, some recent works discover the concepts after the event description is given [2, 29] . Chen et al. [2] query the verb-noun pairs in the event description in Flickr, and select visually meaningful concepts based on the tags associated with Flickr images. Then, 2,000 detectors are trained using web images and applied to dataset videos. Based on [2] , Singh et al. [29] build pair-concepts and select the relevant concepts by a series of concept pruning schemes.
Although concepts used to detect the event of interest are closely related (when they are obtained after the query is given), these event-driven concept detectors need to be applied to almost every frame in the test set, which makes this process computationally expensive [2, 29] . Thus, it is useful to have a pre-computed compact representation for videos in the test set and it is also important to build a compact visual representation for the event query. For multiple problems in computer vision, a bag-of-words model has been successful in aggregating features [4] . Perronnin et al. [26, 28] showed that aggregating differences from means in a GMM and encoding second order statistics of features with respect to the means is better than a bag-ofwords model. It was later shown that using only first order statistics is sufficient for many applications [1] . Here, we explore different visual representations which can be constructed for dataset videos beforehand, along with efficient methods of creating visual representations for web images. Further, we evaluate methods which can be employed to measure the similarity between web images and dataset videos, so that retrieval can be performed in less than 1 second for a databased of more than 100,000 videos on a single GPU.
Another challenge to concept-based video representations is that most existing methods need a very detailed event description [2, 34, 6, 19] . This makes them unsuitable for real-world video retrieval. In contrast to these conceptbased methods, we only require the name of the event to be retrieved and use weakly labelled web images to support fast event retrieval.
Web images have also been used in prior work for various tasks like concept discovery, event recognition, etc [8, 9] . Duan et al. [10] use weakly labeled web videos for event recognition by measuring the distance between two videos along with a transfer learning approach. Chen et al. [3] extract visual knowledge by using a semi-supervised ap- Figure 1 . Framework of our event retrieval model. The approach contains two parts: offline feature extraction (right) and online video retrieval (left). Compact representations of frame-level CNN features are built for database videos a priori. Given a new query, an on-line visual representation is constructed efficiently. Using a matching function, we compute the similarity between the query and database videos to obtain a ranked list. For domain adaptation, pseudo-relevance feedback is used to re-rank the initial list.
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proach. Sun et al. [31] use action names as the query and use downloaded web images for action temporal localization in videos. Further, to mitigate the domain shift between web data and the test set, many methods have been proposed using relevance feedback [17] . Jiang et al. [17] use easy samples first to perform re-ranking of the initial video list. For adapting detector weights, Tang et al. [32] gradually update the weights of web-trained detectors as they are applied to videos. Singh et al. [29] use the top ranked videos as positives, train a detector and run it on the dataset videos to do re-ranking. We also invistigate relevance feedback approaches which can be efficiently implemented and, as our experiments will show, leads to significant improvements.
Overview
Our framework is shown in Fig. 1 . As a pre-processing step, a compact visual representation is constructed for every video in the dataset as shown in the right of Fig. 1 . For any given text query, web search is used to collect images relevant to the query. An efficient visual representation for the query is then constructed based on those web images. In this work, we build these representations using CNN features extracted on video frames and web-images. Since both database videos and the text query are now in the same vector space, we consider a number of techniques to compute their similarity. After computing similarity, a ranked list is constructed for the database videos. As the visual representation was built from web images, there will be a slight mismatch between features of the database set and web images -a domain shift. Thus, we construct a new visual representation for the query only on the basis of top ranked video features to re-rank the list. To this end, we will evaluate efficient ways of performing re-ranking on the test set.
Approach

Compact representations for web images and videos
The process of building a visual representation for the query should be efficient, as our goal is real-time video retrieval. The final representation should not depend on the number of images returned by search engines or the number of concepts related to the query. Since a web-search provides us with a set of images and it is effective to represent videos as a set of frames [35] , we generate a compact representation for both videos and web images by treating them both as unordered sets. Note that there can be two different representations for the database videos. The first is used to match web images and videos. The second is used for reranking, i.e., for matching top ranked videos (obtained after computing similarity with web images) to other videos in the dataset. These two representations need not be the same, as it is possible that one representation is a good measure of similarity between web images and database videos while another representation is better for re-ranking. In this section, we discuss methods for building such compact representations for videos or image collections.
Average Pooling. A common way to obtain a vector representation for an image collection is average pooling, i.e., computing an average of feature vectors corresponding to frames in a video or web images for a query and use this as a representation. Formally, the feature vector of a video or an image collection X is computed as f avg (X) = 1 N N i=1 x i , where N is the size of X, and x i is the feature vector of the i th frame or image. Finally, this feature vector is normalized by its L 2 norm.
Max Pooling. An alternative to average pooling, max pooling builds a representation by taking a dimension-wise maximum for frames in a video or an image collection, i.e.,
where N is the size of X, and x k i is the k th dimension feature of the i th frame or image. Again, we apply L 2 normalization to the max pooled feature.
Fisher Vector (FV) Encoding. Fisher Vector encoding first builds a K-component GMM model (µ i , σ i , w i : i = 1, 2, ..., K) from training data, where µ i , σ i , w i are the mean, diagonal covariance, and mixture weights for the i th component, respectively. Given a bag of features {x 1 , x 2 , ..., x T }, its Fisher Vector is computed as,
where, γ t (i) is the posterior probability. Then all G µi and G σi are stacked to form the Fisher Vector. Following previous work [28] , we compute a signed square-root on the Fisher Vector and then L 2 normalization. Computing the Fisher Vector is very efficient, when compared to training a classifier like an SVM (constants in the computational complexity for training even a linear SVM can be large) to represent the image collection. VLAD Encoding. Similar to Fisher Vectors, VLAD encoding also aggregates a bag of features into a single high dimensional generative representation and has been shown to be effective for supervised video event retrieval [35] . VLAD first performs K-means clustering on the training data to obtain K clustering centers (µ i : i = 1, 2, ..., K). For the given features {x 1 , x 2 , ..., x T }, it computes difference to the cluster centers and these features are stacked to construct a long vector:
where N N (x t ) = µ i means µ i is the nearest neighbor of x t among all cluster centers. Finally, signed square-rooting, intra-normalization, and L 2 normalization are applied on VLAD as in [1] . Note that these pooling methods have been widely used to pool features from the same sample to form a vector representation for that sample, e.g., pooling frame-level features for one video, pooling SIFT features in an image, or pooling motion features like MBH in a video. However, for an image collection obtained from the web in response to a query, we use these pooling methods to generate a representation across different images by treating them as a video sample whose frames are visually diverse. The performance of these pooling methods will be evaluated in the experiment section.
Matching web images and videos
After we have the representation of web images and database videos, we compute the similarity between them to perform video retrieval. Matching between a collection of web images and video frames can be performed in many ways. However, we need to ensure that the matching is efficient. If a generative model is not used to represent web images, a discriminative classifier like an SVM can be trained on image level features. Negative samples for a discriminative classifier can be random background images. This classifier can then be applied on max pooled or average pooled features of a video, and the response of this classifier can reflect their similarity. In many cases, when the number of samples are large, training even a linear SVM can take a significant amount of time as the amount of computation required for training to convergence depends on the data distribution. Another problem with such a discriminative approach is that it usually considers each image as an individual training sample, instead of treating it as a collection of images (which seems closer to a video representation).
If we use the encoding schemes mentioned in the previous section, we can obtain a single vector representation for a collection of web images and each database video. Thus, a simple way to measure similarity between the images and a video is to compute a cosine distance between their features; assuming features are L 2 normalized:
where f I , f Vi are the features of the image collection I returned by web search and the frames comprising the video V i , respectively. Thus the database videos can be effectively ranked based on their similarity S i with I. 
Re-ranking by video similarity
Since the visual representation for the query is constructed on web images, there is a domain shift between video and image representations. A common approach to deal with this type of domain shift is pseudo-relevance feedback. Note that while re-ranking, it does not matter which representation was used to compute similarity between web images and video frames. This is because we build a representation for pseudo relevance based on top ranked videos and matching can now be performed between representations which are constructed using similar features.
Pseudo relevance feedback commonly involves training an SVM on top ranked videos as positive samples and bottom ranked videos as negative samples [29] . Although other approaches have been proposed [17, 18] , they take a few We simply average the Fisher Vectors of the top ranked videos to obtain a representation for the query for pseudorelevance. Cosine similarity is then computed with the estimated mean to obtain the final ranked list. This approach is very efficient and is also robust to outliers due to averaging.
Experimental Results
Datasets
We evaluate our method on three challenging event detection datasets.
TRECVID MED 2013 EK0. The TRECVID MED 2013 EK0 dataset consists of unconstrained Internet videos collected by the Linguistic Data Consortium from various Internet video web sites. Each video contains only one complex event or content not related to any event. There are in total 20 complex events in this dataset: "E1: birthday party", "E2: changing a vehicle tire", "E3: flash mob gathering", "E4: getting a vehicle unstuck", "E5: grooming an animal","E6: making a sandwich", "E7: parade", "E8: parkour", "E9: repairing an appliance", "E10: working on a sewing project", "E11: attempting a bike trick", "E12: cleaning an appliance", "E13: dog show", "E14: giving directions to a location", "E15: marriage proposal", "E16: renovating a home", "E17: rock climbing", "E18: town hall meeting", "E19: winning a race without a vehicle", "E20: working on a metal crafts project". These event videos together with background videos (around 23,000 videos), form a test set of 24,957 videos. In the EK0 setting, no ground-truth training videos are available. We apply our method on the dataset videos, and mAP (mean Average Precision) score is calculated based on the video ranking.
Columbia Consumer Videos (CCV) [20] . The CCV dataset contains 9,317 videos collected from YouTube with annotations of 20 semantic categories: "E1: basketball", "E2: baseball", "E3: soccer", "E4: ice skating", "E5: skiing", "E6: swimming", "E7: biking", "E8: cat", "E9: dog", "E10: bird", "E11: graduation", "E12: birthday","E13: wedding reception", "E14: wedding ceremony", "E15: wedding dance", "E16: music performance", "E17: nonmusic performance", "E18: parade", "E19: beach", "E20: playground". This dataset is evenly split into 4,659 training videos and 4,658 dataset videos. Since we focus on the scenario where no training videos are available, we only run our method on the dataset videos and calculate the mAP.
Fudan-Columbia Video Dataset (FCVID) [37] . Since the TRECVID and CCV dataset are relatively small in terms of the number of events, Jiang et al. [37] created FCVID dataset, which contains 239 events covering complex events (e.g., "car racing"), objects (e.g., "train"), scenes (e.g.,"beach"), etc. It contains 45,611 videos for training and 45,612 videos for testing, which makes it one of the largest datasets for video retrieval task. Similar to the CCV dataset, the mAP on the dataset videos is used to measure performance.
Implementation Details
For each category in the dataset, we use the name of the query and download images returned from Flickr and Google. Since TRECVID event queries can be long and complex, Flickr may return very few images. Hence, we only use Google Images for TRECVID. After obtaining the web image collection, we build our web image representation. On average around 300 images for each event are used to build the web image representation. We sample one frame every 2 seconds for TRECVID and CCV dataset, and use the sampled frames provided in [37] for FCVID. The implementation of AlexNet [22] provided in Caffe [16] is utilized to extract 4,096 dimensional fc7 layer features for web images and video frames. For building Fisher Vectors and VLAD, we first reduce the original features to 256 dimension using principal component analysis (PCA), and then use 128 components for Fisher Vectors and 128 centers for VLAD. For the PCA projection, GMM components in FV and centers in VLAD, we learn them based on background videos and arbitrary web images. Finally, VLFeat [33] is used to generate Fisher Vectors and VLAD descriptors.
When computing similarity between Fisher Vectors constructed on the web image collection and video frames, we apply a shrinkage operator on G σi , i.e. threshold them to 0, if they are positive. Since second-order statistics of features for web images and videos would be different due to a domain shift, measuring similarity between second order statistics beyond a threshold would hurt performance.
We also apply another square root normalization on the Fisher Vector built from video frames (when comparing similarity between web images and video frames). This is because a video level Fisher Vector is more unevenly distributed when compared to Fisher Vectors built on web images. We use the top 50 ranked videos in the initial ranking list for re-ranking. When SVM is used for re-ranking, the bottom 1,000 videos are used as negatives. Liblinear [11] is used to train and test all these linear SVMs, and the C parameter is set to 100 for SVMs.
In total, it takes less than a second for our approach to perform retrieval for 100,000 videos. Downloading images from the web takes less than 300 milliseconds (this is a conservative estimate), extracting CNN features on 350 images takes 100 milliseconds (using AlexNet implementation of Nirvana Systems) and feature matching and re-ranking is performed in less than 50 milliseconds when using 60,000 dimensional Fisher Vectors. We use a 16 bit representation for Fisher Vectors which occupies 12 GB memory for 100,000 videos. Computation is performed on a Titan X GPU. The final matching process can be further accelerated by different hashing techniques [27, 15, 12] .
We also explore the possibility of using YouTube thumbnails for TRECVID as it is collected from different video hosting websites. Since it would not be fair to use YouTube thumbnails for CCV and FCVID (as all videos in these datasets are from YouTube), we do not use them for these two datasets. Therefore, in our results, we do not use YouTube thumbnails for CCV and FCVID.
Performance of Different Representations for Videos and Images
We compare different image and video representations in Table 3 and Fig. 3 . For a fair comparison, these results are before the re-ranking step. Wherever SVM is not mentioned (Table 3) , we use cosine similarity to measure distance between the representations of web images and dataset videos. From Table 3 , we can find that Fisher Vector works better than VLAD across all datasets, because it can model second order statistics. Since TRECVID MED13 is an event detection task and contains diverse videos, using a Fisher Vector representation for both web images and videos gives best performance for matching. Even on the FCVID dataset, we observe that Fisher Vector encoding gives the best performance while matching web images and videos. However, on the CCV dataset average pooling performs better. This is because there are only around 4,600 videos in the test set, but for larger datasets, a low dimension representation is not sufficient to distinguish a video from background videos. To verify this claim, we conduct two separate experiments, where we gradually add more background videos from the TRECVID MED13 dataset or videos from other Fig. 2 . From this figure, we observe that Fisher Vector starts performing better than average pooling as more background videos are added. This happens despite the fact we keep all videos in the CCV dataset and only augment it with videos not related to that query. Thus, we conclude that high dimensional representations are useful for representing features in a large dataset.
We also explore discriminative representations which can be used to compare video frames and web images. In this setting, an SVM was trained using the web images as positives and randomly select frames of background videos and web images of other queries as negatives. Note that training an SVM on large number of samples can take a significant amount of time. However, we provide this comparison for completeness. Applying SVM on average pooled video features (Avg + SVM in Table 3 ) leads to similar performance as averaging features of web images and then computing their cosine distance with the average pooled video representation. Using max-pooling in both domains and computing cosine similarity gives reasonable performance. However, when we train SVM on web images and max-pooling performed on video features (Max + SVM), the performance is poorer. This is because max-pooling is a non-convex operation and the video representation may not belong to the convex hull of the original features. Since any classifier learns a half-space supporting the convex hull of a set, applying SVM on features outside the set does not make sense. We should also note that training an SVM detector usually does not even outperform simple cosine distance. We attribute this to the fact that the negative samples of the SVM detectors are randomly selected which hurts performance.
Exploring Re-ranking Methods
We show the effectiveness of re-ranking and compare three different re-ranking strategies in Table 4 . Re-ranking helps in all three datasets. The most efficient and best performing method for this task was computing an average Fisher Vector for top ranked videos and then computing its cosine similarity with rest of the videos in the dataset (FV Similarity). Training an SVM detector using using top ranked videos as positives and bottom ranked videos as negatives based on their Fisher Vectors (FV + SVM) and reranking using SVM reponse of dataset videos can achieve similar performance as FV. However, it takes more than 2 seconds to train the SVM due to high dimensional features. Other methods like [18, 17] take around 2.5 minutes to run. Thus, using methods like SVM for re-ranking is not suitable for fast video retrieval. Apart from computing cosine similarity between Fisher Vectors, we also consider averaging the average pooled features for top ranked videos and using the cosine distance between it and dataset videos for re-ranking (Avg Pooling). Since features of different videos can be very different, averaging the features further in the same vector space could lead to significant loss of information. Table 5 shows the results of our method on TRECVID MED13 EK0 dataset and CCV dataset. Compared with other automatic methods, our method performs favourably. In contrast to all these methods, our method only requires a short query, instead of a long detailed description. Since the semantic gap is large for pre-defined concept based approaches like [34, 24, 25] , their performance is lower when compared to ours. Although methods like [2, 29] discover concepts after the query is given, our method compares favourably because we use a better representation for matching web images and video frames. Our approach is also much easier to implement, with very few hyper-parameters involved when compared to these methods (number of top videos for re-ranking and GMM codebook size are the only hyper-parameters). Note that our pipeline is fully automatic and does not require any manual intervention. Methods like [19, 34, 18 ] also use multimodal features like automatic speech recognition (ASR), OCR or motion features like improved trajectories, etc. Note that for [19] , we only report its automatic version instead of the one with manual inspection for fair comparison. Further, our runtime performance is at least 10,000 times faster than the methods which leverage web data after the query is given, like [2, 29] . In addition to Google images, if we also use the thumbnails retrieved from YouTube, the mAP for TRECVID MED13 dataset improves to 16.7%.
Comparison with other methods
In Table 1 and Table 2 we show the AP scores of all events in TRECVID MED13 and CCV dataset, where our method with and without re-ranking are shown. From these tables, we can find that our method performs better and reranking helps in improving results.
To the best of our knowledge, we are the first one to show results on the FCVID dataset without any using any training videos, so we do not compare our performance with other methods. To demonstrate the effectiveness of our approach, we show frames from top ranked videos on a few multiquery examples in Fig. 4 (a-c) . Frames shown in a single row correspond to the same video. We can see that our method can find visually pleasing results even for complex queries like Egyptian Pyramids + Desert + Camel in videos using a fully automated process. In Fig. 4 (d) also shows the top 16 videos retrieved by our method to the query "flash 
Method
MED13 EK0 CCV Large Concept Bank [5] 2.2% 18.0% Concept Discovery [2] 2.3% -Composite Concept [13] 6.4% -EventNet [36] 8.86% 35.6% MMPRF [18] 10.1% -Pair-Concept [29] 11.8% -Concept Prototypes [24] 11.9% -AutoSQGSys [19] 12.0% -Multi-Modal [34] 12.6% -TagBook [25] 12.9% -SPaR [17] 12.9% -Ours 15.2% 38.2%
mob gathering". Note that we do not use training samples of other classes as negative samples, as we interested in evaluating results when only a single text query is provided.
Conclusion
We proposed a method for video retrieval with only an input text query. Without any pre-defined concepts, this method takes the web images for that query and builds a bag-based scalable representation via standard encoding techniques. A simple matching and a re-ranking strategy that do not require discriminative training are used to perform video retrieval. Moreover, various possible efficient representations were explored for matching a collection of web images and video frames. We also provided an analysis as to how these representations could be more favourable as the size of the dataset increases. Promising results on three datasets demonstrated the effectiveness of our approach.
