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MAXIMAL SINGULAR INTEGRAL OPERATORS ACTING ON
NONCOMMUTATIVE Lp-SPACES
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Abstract. In this paper, we study the boundedness theory for maximal Caldero´n-
Zygmund operators acting on noncommutative Lp-spaces. Our first result is a crite-
rion for the weak type (1, 1) estimate of noncommutative maximal Caldero´n-Zygmund
operators; as an application, we obtain the weak type (1, 1) estimates of operator-
valued maximal singular integrals of convolution type under proper regularity condi-
tions. These are the first noncommutative maximal inequalities for families of linear
operators that can not be reduced to positive ones. For homogeneous singular inte-
grals, the strong type (p, p) (1 < p < ∞) maximal estimates are shown to be true
even for rough kernels.
As a byproduct of the criterion, we obtain the noncommutative weak type (1, 1)
estimate for Caldero´n-Zygmund operators with integral regularity condition that is
slightly stronger than the Ho¨rmander condition; this evidences somewhat an affirma-
tive answer to an open question in the noncommutative Caldero´n-Zygmund theory.
1. Introduction and main results
Motivated by quantum mechanics, operator algebra, noncommutative geometry and
quantum probability, noncommutative harmonic analysis gains rapid development re-
cently and there are many fundamental works appeared (see e.g. [22, 32, 35, 4, 45,
44, 25, 26, 11, 12, 23, 24, 27, 38, 20]). Due to the noncommutativity, many real vari-
able tools or methods such as maximal functions, stopping times etc are not available,
which impose numerous difficulties in developing noncommutative theory. The semi-
commutative (or operator-valued) harmonic analysis seems to be the easiest noncom-
mutative theory, but it requires revolutionary ideas, insights or techniques. Moreover,
together with various transference techniques (see e.g. [34, 4, 27, 38, 18] and references
therein), it has many exciting applications in other research fields or plays important
roles in the more sophisticated noncommutative setting where the explicit expressions
or the estimates of the kernels are absent. For instance, motivated by the theory of non-
commutative martingales [40, 28, 29], Mei [32] developed systematically the theory of
operator-valued Hardy spaces and BMO spaces which incidentally solved an open ques-
tion in matrix-valued harmonic analysis arising from prediction theory. Mei’s theory is
also used to develop harmonic analysis on group von Neumann algebras [25, 27, 38] and
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quantum tori (or quantum Euclidean space) [4, 45, 44, 12]. Motivated by Cuculescu’s
maximal weak (1,1) estimate for noncommutative martingales [8], Parcet [36] formu-
lated a kind of noncommutative Caldero´n-Zygmund decomposition and established the
weak type (1,1) estimate for the operator-valued Caldero´n-Zygmund singular integrals,
which finds its unexpected application in the complete resolution of the Nazarov-Peller
conjecture arising from the perturbation theory [3]. For more related results on weak
type (1, 1) estimates and noncommutative Caldero´n-Zygmund decomposition we refer
the reader to [1, 17, 19, 30, 33].
In the present paper, we study the semi-commutative Caldero´n-Zygmund theory but
focus on the maximal singular integral operators. In the commutative case, the max-
imal function or operator Mf = supn |Tnf | for a sequence of linear operators (Tn)n
acting on some function f is an important instrumental tool in the real variable theory,
and is the main tool to obtain the pointwise convergence result. But it usually requires
much more ideas or tools in estimating maximal inequalities Mf (resp. pointwise con-
vergence) than estimating inequalities of Tnf uniformly (resp. norm convergence). For
instance, the norm convergence of the Dirichlet series is equivalent to the boundedness
of Hilbert transform; but the corresponding pointwise convergence is guaranteed by the
famous Carleson’s maximal theorem which was obtained around 40 years later. In the
noncommutative setting, since the maximal function is not available any more (see [28]),
the maximal inequality is much more difficult to get. The first two non-trivial maximal
inequalities go back 70’s in the last century, that are, Yeadon’s maximal weak type (1,1)
estimate for ergodic averages (see [46]) and Cuculescu’s one for conditional expectations
mentioned previously. However, it took around 30 years to obtain the noncommutative
Lp-maximal inequalities along the line of Cuculescu and Yeadon’s theorems; the for-
mulation of Lp-maximal inequalities was not possible until the appearance of Pisier’s
vector-valued noncommutative Lp-spaces (see [39]) which required the full strength of
the operator space theory. Indeed, the Lp(Ω)-norm of the maximal function Mf must
be understood as the Lp(Ω; `∞)-norm of the sequence (Tnf)n in the noncommutative
case. Motivated by Pisier’s definition of `∞-valued noncommutative Lp-spaces for hy-
perfinite algebra and the noncommutative martingale inequalities in the seminal paper
[40], Junge [21] in 2002 extended Pisier’s definition for general algebras and Doob’s Lp-
maximal inequality for noncommutative martingales with argument based on Hilbert
module theory. A few years later, Junge and Xu [28] obtained Lp-maximal inequalities
for ergodic averages; the key tool was a noncommutative analogue of Marcinkiewicz
interpolation theorem for families of positive maps which allows to deduce results from
Cuculescu and Yeadon’s inequalities.
Even though the noncommutative maximal inequalities for ergodic averages and
conditional expectations have now been established, there appear a lot of difficulties to
obtain maximal inequalities for other families of linear operators. For instance, Mei [32]
has to invent an ingenious idea to show the noncommutative Hardy-Littlewood maximal
inequalities based on Junge’s noncommutative Doob’s inequalities; in [18], Hong et al
exploited the group structure or probabilistic method to show the noncommutative
maximal ergodic inequalities associated with the action of groups of polynomial growth;
since the lack of estimates of Fourier multipliers on group algebras, the first author
and his collaborators [20] invented some quantum semigroup and analyze carefully its
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difference with Fourier multiplier to establish the maximal inequalities and show the
pointwise convergence of noncommutative Fourier series. We refer the reader to the
above mentioned papers and references therein for more results on noncommutative
maximal inequalities.
As far as we know, except some non-sharp results for Bochner-Riesz means in [4, 20],
there does not exist in the literature any other non-trivial noncommutative maximal
inequalities for families of non-positive linear operators, such as the truncated Caldero´n-
Zygmund operators and Dirichlet means.
In this paper, we will establish the noncommutative maximal inequalities for families
of truncated operator-valued singular integrals.
Recall that a (standard) Caldero´n-Zygmund operator (abbrieviated as CZO) T is a
singular integral operator in Rd mapping test functions to distributions associated with
a (standard) Caldero´n-Zygmund kernel k : Rd × Rd \ {(x, x) : x ∈ Rd} → C in the
sense that
(1.1) Tf(x) =
∫
Rd
k(x, y)f(y) dy,
whenever f ∈ C∞c (Rd) a test function and x /∈ suppf , which admits a bounded exten-
sion on L2(Rd). A Caldero´n-Zygmund kernel k is called standard if it satisfies the size
condition
|k(x, y)| ≤ C|x− y|d(1.2)
for x, y ∈ Rd, where and in the sequel, C is a positive numerical constant, and the
γ-Lipchitz regularity condition with γ ∈ (0, 1],∣∣k(x, y)− k(x, z)∣∣+ ∣∣k(y, x)− k(z, x)∣∣ ≤ C|y − z|γ|x− y|d+γ(1.3)
for x, y, z ∈ Rd satisfying |x − y| ≥ 2|y − z|. The distance |x − y| between x and
y is taken with respect to `2 metric throughout the paper. The simplest example of
CZO is the Hilbert transform (or Riesz transform). It is well-known that a standard
Caldero´n-Zygmund operator T admits a bounded extension and thus is well-defined on
Lp for all 1 ≤ p < ∞; moreover, the same conclusions hold still true if the γ-Lipchitz
condition is weakened to some Lq-integral regularity condition with q ∈ (0,+∞) (see
for instance [15])
∞∑
m=1
δq(m) <∞,(1.4)
where
δq(m) = sup
R>0,y∈Rd
|v|≤R
(
(2mR)d(q−1)
∫
2mR≤|x−y|≤2m+1R
∣∣k(x, y + v)− k(x, y)∣∣qdx) 1q .(1.5)
If k satisfies the Lipschitz smoothness condition, then δq(m) ≤ Cd2−mγ (Cd is a
constant depending on dimension d) for any q > 0, which has nice decay property; in
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view of (1.4), the Ho¨rmander condition∫
|x−y|≥2|y−z|
∣∣k(x, y)− k(x, z)∣∣dx <∞, ∀y, z ∈ Rd
can be restated as L1-integral regularity condition
∑∞
m=1 δ1(m) < ∞. In this paper,
our results will be concerned with the case q = 2 which is slightly stronger than the
Ho¨rmander condition. Indeed, by the Ho¨lder inequality, δ1(m) ≤ Cdδ2(m).
Let M be a von Neumann algebra equipped with a normal semi-finite faithful trace
(abbrieviated as n.s.f ) τ and N = L∞(Rd)⊗M be the von Neumann algebra tensor
product equipped with tensor trace ϕ =
∫ ⊗τ . Then we can define the associated
noncommutative Lp-spaces Lp(M) and Lp(N ). The latter can be identified as the space
of Lp(M)-valued p-th integrable functions on Rd. From semi-commutative Caldero´n-
Zygmund theory [32, 36], any Caldero´n-Zygmund operator T with kernel satisfying
the size and the Ho¨rmander conditions admits completely bounded extension and thus
is well-defined on Lp(N ) for all 1 < p < ∞; moreover if the Ho¨rmander condition is
strengthened to the γ-Lipchitz condition, Parcet [36] showed that the extension T⊗idM
is of weak type (1, 1) and thus well-defined on L1(Rd;L1(M)) (see also [1]) and left the
sufficiency of Ho¨rmander condition as an open question. For simplifying the notation,
the extension T ⊗ idM will be still denoted as T , admitting the following expression
(1.6) Tf(x) =
∫
Rd
k(x, y)f(y) dy,
whenever f is a L1(M)∩L∞(M)-valued compactly supported measurable function and
x /∈ −−→suppf which is the support of f as an operator-valued function in Rd.
Given a Caldero´n-Zygmund operator T with kernel k. For any ε > 0, we define the
associated truncated singular integrals Tεf by
(1.7) Tεf(x) =
∫
|x−y|>ε
k(x, y)f(y)dy.
It is well-known that Tε’s are Caldero´n-Zygmund operators with kernels satisfying the
same conditions as those of k.
Our first result is a criterion for the noncommutative weak type (1, 1) estimate of
maximal Caldero´n-Zygmund operators; the reader is referred to Section 2 for the no-
tions of `∞-valued noncommutative Lp spaces Lp(N ; `∞).
Theorem 1.1. Let T be a Caldero´n-Zygmund operator defined as (1.6) associated to
a kernel satisfying (1.2) and (1.4) with q = 2 and let Tε be defined as (1.7). Assume
that there exists one p0 ∈ (1,∞) such that (Tε)ε>0 is of strong type (p0, p0), that is,
‖(Tεf)ε>0‖Lp0 (N ;`∞) ≤ C‖f‖p0 , ∀f ∈ Lp0(N ).(1.8)
Then (Tε)ε>0 is of weak type (1, 1), that is, for any f ∈ L1(N ) and λ > 0, there exists
a projection e ∈ N such that
sup
ε>0
∥∥e(Tεf)e∥∥∞ ≤ λ and ϕ(e⊥) ≤ Cdλ−1‖f‖1.(1.9)
One is able to formulate the weak type (1, 1) estimate (1.9) in a similar way as the
strong type (1.8) if using the `∞-valued weak Lp space Λp,∞(N ; `∞) (for its definition
see (2.1)).
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In the process of showing Theorem 1.1, we observe that the argument essentially
work also for Caldero´n-Zygmund operator itself with L2-integral regularity condition.
As mentioned previously, this solves partially an open question posed in [36, Page 575],
that is, the pointwise γ-Lipchitz condition can be weakened to some integral regularity
condition. We will leave the details of the proof of the following result to the interested
readers and we refer the reader to Section 2 for the definition of weak Lp-space Lp,∞(N ).
Theorem 1.2. Let T be defined as (1.6) associated to a kernel satisfying (1.2) and
(1.4) with q = 2. Assume that T is bounded on Lp0(N ) for some p0 with 1 < p0 <∞.
Then for any f ∈ L1(N ),
‖Tf‖L1,∞(N ) ≤ Cd‖f‖1.
In the commutative case, that is M = C, under the assumption that the kernel
satisfies the γ-Lipchitz regularity condition, conclusion (1.9), as well as assumption
(1.8), can be deduced from the following Cotlar inequality: for all 0 < s < 1,
sup
ε>0
|Tεf(x)| ≤ Cd,γ
[
sup
ε>0
Mε(|f |)(x) + sup
ε>0
(Mε(|Tf |s)(x)) 1s
]
,(1.10)
where Mε is the Hardy-Littlewood averaging operator
(1.11) Mεg(x) =
1
εd
∫
|x−y|≤ε
g(y)dy,
and Cd,γ is a constant depending on d and γ. The Cotlar inequality (1.10) in turn
follows from some pointwise localized argument (see e.g. [14, Theorem 4.2.4]). But the
above pointwise estimate (1.10) and its proof seem impossible to admit noncommutative
analogues. On the other hand, in the commutative case, the L2-integral regularity
condition seems not sufficient for a weak Cotlar inequality, that is, (1.10) with s = 1,
which would be enough for strong type (p, p) estimate for maximal CZOs for all 1 <
p < ∞. In conclusion, under the conditions (1.2) and (1.4) with q = 2, it is not clear
at all whether (1.8) holds for any p0 ∈ (1,∞).
However, when the CZO is of convolution type, that is, k(x, y) = k(x − y), a non-
commutative variant of the weak Cotlar inequality—(1.10) with s = 1—in terms of
norms can be verified under the γ-Lipchitz regularity condition (see (5.1)). This might
be known to experts, but we will formulate it rigorously.
It is well-known (see e.g. [13]) that under the size condition (1.2) and the γ-Lipschitz
condtion (1.3), T is a standard CZO of convolution type if and only if its associated
kernel k satisfies additionally the cancellation condition
sup
0<r<R<∞
∣∣∣ ∫
r<|x|<R
k(x)dx
∣∣∣ <∞.(1.12)
It is also known from classical Caldero´n-Zygmund theory [13] that (1.12) implies that
there exists a subsequence (εj)j∈N ⊂ (0,+∞) with εj → 0 as j → +∞ such that
lim
j→+∞
∫
εj<|x|≤1
k(x)dx exists(1.13)
and for any f ∈ Lp(Rd) with 1 ≤ p <∞,
Tεjf(x)→ Tf(x) a.e., as j → +∞.(1.14)
We state our second result of this paper.
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Theorem 1.3. Let T be a CZO of convolution type with associated kernel satisfying
(1.2), (1.3) and (1.12). Then we have the following conclusions.
(i) For 1 < p <∞, (Tε)ε>0 is of strong type (p, p).
(ii) (Tε)ε>0 is of weak type (1, 1).
(iii) For any f ∈ Lp(N ) with 1 ≤ p <∞,
Tεjf
b.a.u−−−→ Tf as j → +∞,
where (εj)j∈N is the subsequence appeared in (1.13). In other words, the prin-
ciple value Tf exists in the sense of b.a.u. for any f ∈ Lp(N ) with 1 ≤ p <∞.
Here b.a.u. denotes the noncommutative analogue of the notion of almost everywhere
convergence and we refer the reader to Definition 7.1 in the last section for information.
As mentioned previously, even in the commutative case, it is unclear whether The-
orem 1.3 (i) holds if the γ-Lipschitz condition (1.3) is weakened to some integral reg-
ularity condition (1.4). However, if the kernel has further homogeneous property, that
is, has the form Ω(x)/|x|d where Ω is a homogeneous function defined on Rd\{0} with
degree zero
Ω(λx′) = Ω(x′), ∀λ > 0 and x′ ∈ Sd−1(1.15)
and integrable on the sphere Sd−1 with mean value zero∫
Sd−1
Ω(x′)dσ(x′) = 0,
then any regularity condition is not necessary for all the strong type (p, p) estimates of
(TΩ,ε)ε>0, where
TΩ,εf(x) =
∫
|x−y|>ε
Ω(x− y)
|x− y|d f(y)dy.(1.16)
Instead, we only need some integrability condition. For s ≥ 0, we say that Ω ∈
L(log+ L)s(Sd−1) if and only if∫
Sd−1
|Ω(θ)|[log(2 + |Ω(θ)|)]sdθ <∞,
where dθ = dσ(θ) denotes the sphere measure of Sd−1. When s = 1, we use the
convention L log+ L(Sd−1) , L(log+ L)1(Sd−1). It is well-known that the following
inclusion relations hold:
L2(S
d−1) ⊂ L(log+ L)2(Sd−1) ⊂ L log+ L(Sd−1) ⊂ L1(Sd−1).
For the endpoint case p = 1, even in the commutative setting, it is still a conjecture
that the maximal homogeneous singular integral operator with rough kernel is of weak
type (1, 1). Thus at the moment, we are content with getting results by imposing the
so-called L2-Dini assumption on Ω∫ 1
0
ω2(s)
s
ds <∞,(1.17)
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where
ω2(δ) = sup
0<|α|<δ
(∫
Sd−1
|Ω(θ)− Ω(θ + α)|2dθ
) 1
2
.
Now we state the third result of this paper.
Theorem 1.4. Let TΩ be a homogeneous singular integral operator with Ω integrable
on Sd−1 with mean value zero. Then we have the following conclusions.
(i) Let Ω ∈ L log+ L(Sd−1). Then (TΩ,ε)ε>0 is of strong type (p, p) with 1 < p <∞.
(ii) Let Ω ∈ L2(Sd−1) satisfy (1.17). Then (TΩ,ε)ε>0 is of weak type (1, 1).
(iii) Let Ω ∈ L log+ L(Sd−1). Then for any f ∈ Lp(N ) with 1 < p <∞
TΩ,εf
b.a.u−−−→ TΩf as ε→ 0.
Moreover if Ω ∈ L2(Sd−1) satisfies (1.17), then the above b.a.u. convergence
holds for f ∈ L1(N ).
Theorem 1.3 and 1.4, as Mei’s and Parcet’s aforementioned results in the first para-
graph, together with the transference techniques (see e.g. [18]), have applications in
other related topics such as ergodic theory. Indeed, given a trace-preserving automor-
phic action α of Rd onM, then α extends to an isometric automorphism on Lp(M) for
all 0 < p <∞. Let f ∈ Lp(M) with 1 ≤ p <∞. Let k be a complex-valued measurable
function defined on Rd \ {0} satisfying the assumptions in Theorem 1.4 (depending on
the case p = 1 or p > 1), the result in [18] implies that the element of the operator
Tk induced by k acting on f ∈ Lp(M) exists as a principle value in the sense of b.a.u.
convergence, that is,
Tkf = lim
ε→0
∫
|x|>ε
k(x)αxfdx, b.a.u.
If k satisfies the assumptions in Theorem 1.3, then the above limit has to be taken
along (εj)j .
Let us briefly describe the strategy of the proof of Theorem 1.1. As mentioned after
Theorem 1.2, the commutative argument based on the Cotlar inequality (1.10) do not
work in the noncommutative setting. Thus we have to provide a different approach. We
start with two reductions. The first one is to reduce a general CZO to two selfadjoint
ones (see Lemma 3.1); this reduction is not difficult but essential in our argument in
dealing with noncommutative maximal estimates. The second one is to reduce the
desired maximal estimate of (Tε)ε>0 to that of the lacunary subsequence (T
φ
2j
)j∈Z (see
(3.3)) via the noncommutative Hardy-Littlewood maximal inequalities; this reduction
plays a key role in the present noncommutative setting, see Section 3.
With these two reductions, we give our main efforts to the weak type (1, 1) maximal
estimate of lacunary sequence of truncated Caldero´n-Zygmund operators. The main
ingredient is a new noncommutative Caldero´n-Zygmund decomposition communicated
to us by Cadilhac [2]. This decomposition, compared to Parcet’s one [36], admits a
great advantage that the off-diagonal part of the good function vanishes (see Lemma
2.5); recall that in his long paper [36], in order to deal with this part, Parcet had to
exploit a pseudo-localization principle which constitutes a major part of that paper
(see [1] for a simplified proof of this principle). In our present case for noncommutative
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maximal estimate, it is not clear at all that whether there exists a pseudo-localization
principle.
The rest of the paper is organized as follows. In Section 2, we review some facts
on the `∞-valued noncommutative Lp spaces as well as the noncommutative Caldero´n-
Zygmund decomposition found by Cadilhac. Section 3 and 4 are devoted to the proof
of Theorem 1.1. In Section 5 (resp. Section 6), we give the proof of the maximal
inequalities stated in Theorem 1.3 (resp. Theorem 1.4). In the last section, we show
the noncommutative pointwise convergence results stated in Theorem 1.3 and Theorem
1.4.
Notation: Throughout the paper we write X . Y for nonnegative quantities X
and Y to mean that there is some inessential constant C > 0 such that X ≤ CY and
we write X ≈ Y to imply that X . Y and Y . X.
2. Preliminaries
2.1. Noncommutative Lp-spaces. Let M be a semifinite von Neumann algebra
equipped with a n.s.f. trace τ . Denote by M+ the positive part of M and let SM+
be the set of all x ∈ M+ whose support projection has a finite trace. Let SM be the
linear span of SM+, then SM is a w∗-dense ∗-subalgebra of M. Let 0 < p < ∞. For
any x ∈ SM, |x|p ∈ SM and we set
‖x‖p =
(
τ(|x|p))1/p, x ∈ SM.
Here |x| = (x∗x) 12 is the modulus of x. By definition, the noncommutative Lp-space
associated with (M, τ) is the completion of (SM, ‖ · ‖p) and it is denoted by Lp(M).
For convenience, we set L∞(M) = M equipped with the operator norm ‖ · ‖M. Let
Lp(M)+ denote the positive part of Lp(M).
Suppose that M ⊂ B(H) acts on a separable Hilbert space H. Let M′ be the
commmutant of M. A closed densely defined operator on H is said to be affiliated
with M when it commutes with every unitary operator u in M′. If x is a densely
defined selfadjoint operator on H and x = ∫R λdγx(λ) is its corresponding spectral
decomposition, then the spectral projection
∫
I dγx(λ) will be simply denoted by χI(x),
where I is a measurable subset of R. A closed and densely defined operator x affiliated
with M is called τ -measurable if there exists λ > 0 such that
τ
(
χ(λ,∞)(|x|)
)
<∞.
We denote the set of the ∗-algebra of τ -measurable operators by L0(M). For 1 ≤ p <∞,
the weak Lp-space Lp,∞(M) is defined as the set of all x in L0(M) with finite quasi-
norm
‖x‖p,∞ = sup
λ>0
λτ
(
χ(λ,∞)(|x|)
) 1
p <∞.
We refer the reader to [41, 10] for a detailed exposition of noncommutative Lp-spaces.
2.2. Vector-valued noncommutative Lp-spaces. We first recall the column space.
Let (Σ, µ) be a measure space. The column space Lp(M;Lc2(Σ)) consists of the
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operator-valued functions f with finite norm for p ≥ 1 (quasi-norm for 0 < p < 1)
‖f‖Lp(M;Lc2(Σ)) =
∥∥∥(∫
Σ
f∗(ω)f(ω)dµ(ω)
) 1
2
∥∥∥
p
<∞.
We refer the reader to [41] for precise definition and related properties of the Hilbert
valued operator spaces. The most important property for our purpose is the following
Ho¨lder type inequality (see e.g. [32, Proposition 1.1]).
Lemma 2.1. Let 0 < p, q, r ≤ ∞ be such that 1/r = 1/p + 1/q. Then for any
f ∈ Lp(M;Lc2(Σ)) and g ∈ Lq(M;Lc2(Σ))∥∥∥∫
Σ
f∗(ω)g(ω)dµ(ω)
∥∥∥
r
≤
∥∥∥(∫
Σ
|f(ω)|2dµ(ω)
) 1
2
∥∥∥
p
∥∥∥(∫
Σ
|g(ω)|2dµ(ω)
) 1
2 ‖q.
As we mentioned in the introduction, a fundamental objective of this paper is the
`∞-valued noncommutative Lp spaces Lp(M; `∞) introduced by Pisier [39] and Junge
[21]. Given 1 ≤ p ≤ ∞, we define Lp(M; `∞) as the space of all sequences x = (xk)k≥1
in Lp(M) which admits a factorization of the following form: there exist a, b ∈ L2p(M)
and a bounded sequence y = (yk)k≥1 ⊂ L∞(M) such that
xk = aykb, k ≥ 1.
The norm of x in Lp(M; `∞) is defined as
‖x‖Lp(M;`∞) = inf
{∥∥a∥∥
2p
sup
k
∥∥yk∥∥∞∥∥b∥∥2p} ,
where the infimum is taken over all factorizations of x as above. It is easy to verify
that Lp(M; `∞) is a Banach space equipped with the norm ‖ · ‖Lp(M;`∞). As usual,
the norm of x in Lp(M; `∞) is conventionally denoted by ‖supk≥1+xk‖p. However, we
should point out that supk≥1+xk is just a notation since supk≥1xk does not make any
sense in the noncommutative setting. We just use this notation for convenience. More
generally, for any index set I, the space Lp(M; `∞(I)) can be defined similarly.
The following property can be found in [4, Remark 4.1].
Remark 2.2. Let x = (xk)k∈I be a sequence of selfadjoint operators in Lp(M). Then
x ∈ Lp(M; `∞) iff there is a positive operator a ∈ Lp(M) such that −a ≤ xk ≤ a for
all k ∈ I, and moreover,∥∥sup
k∈I
+xk
∥∥
p
= inf
{‖a‖p : a ∈ Lp(M)+, −a ≤ xk ≤ a, ∀ k ∈ I}.
Besides the strong maximal norm which corresponds to the Lp-norm of a maximal
function, we now turn to the weak maximal norm (see e.g. [16]) which corresponds
to the weak Lp norm of a maximal function. Let I be an index set. Given a family
(xk)k∈I in Lp(M) with 1 ≤ p <∞, we define
‖(xk)k∈I‖Λp,∞(M;`∞(I)) = sup
λ>0
λ inf
e∈P(M)
{(
τ(e⊥)
) 1
p : ‖exke‖∞ ≤ λ for all k ∈ I
}
,(2.1)
where P(M) is the set of all projections inM. Finally, we set the quasi-Banach space
Λp,∞(M; `∞(I)) to be the set of all sequences x = (xk)k∈I in Lp,∞(M) such that its
Λp,∞(M; `∞(I)) quasi-norm is finite. We will omit the index set I when it will not
cause confusions.
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Remark 2.3. Let x = (xk)k be a sequence of selfadjoint operators in Lp(M). As
in Remark 2.2, there is a similar characterization of Λp,∞(M; `∞) quasi-norm for a
sequence of selfadjoint operators x = (xk)k,
‖(xk)k‖Λp,∞(M;`∞) = sup
λ>0
λ inf
e∈P(M)
{(
τ(e⊥)
) 1
p : −λ ≤ exke ≤ λ for all k
}
.(2.2)
Indeed, this follows from
−λ ≤ exke ≤ λ⇔ |exke| ≤ λ⇔ ‖exke‖∞ ≤ λ(2.3)
for any k.
Remark 2.4. The equivalence relationships in (2.3) would not be true in general if λ
is replaced by a positive operator. More precisely, considering a positive operator g and
a selfadjoint operator f such that −g ≤ f ≤ g, it is not true that |f | ≤ g in general.
For instance, consider
f =
(
8 0
0 −8
)
, g =
(
10 6
6 10
)
;
then it is easy to see that −g ≤ f ≤ g, while g − |f | is not positive.
2.3. Noncommutative Caldero´n-Zygmund decomposition.
The noncommutative Caldero´n-Zygmund decomposition is based on Cuculescu’s con-
struction for the standard dyadic martingales. Let us recall briefly the related notions.
Given an integer k ∈ Z, Qk stands for the set of dyadic cubes of side length 2−k, σk
be the σ-algebra generated by Qk and Nk = L∞(Rd, σk, dx)⊗M be the associated von
Neumann subalgebra of N , where N = L∞(Rd)⊗M was given in the introduction.
Then it is well-known that (Nk)k∈Z is a sequence of increasing von Neumann subal-
gebras such that the union is weak∗ dense in N , and thus forms a filtration with the
associated conditional expectations (Ek)k∈Z defined as
Ek(f) =
∑
Q∈Qk
fQχQ, ∀f ∈ L1(N )
where χQ is the characteristic function of Q and fQ denotes the mean of f over Q
fQ =
1
|Q|
∫
Q
f(y) dy.
Here |Q| denotes the volume of Q.
Let 1 ≤ p ≤ ∞. A sequence (fk)k∈Z ⊂ Lp(N ) will be called a Lp-martingale
if it satisfies Ek−1(fk) = fk−1; in this case, the martingale difference is defined as
dfk = fk − fk−1.
For further convenience, we make some conventions or definitions. Denote by Q the
set of all standard dyadic cubes in Rd. The notation dist(x,Q) means the distance
between x and Q. For all x ∈ Rd, denote by Qx,k the unique cube in Qk containing x
and cx,k denotes its centre. Let Q ∈ Q and i be any odd positive integer, iQ stand for
the cube with the same center as Q such that `(iQ) = i`(Q), where `(Q) denotes the
side length of Q.
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As in [1, 36], we will construct the Caldero´n-Zygmund decomposition for functions
in the class
Nc,+ =
{
f : Rd →M∩ L1(M)
∣∣ f ≥ 0, −−→suppf is compact},
which is dense in L1(N )+. Recall that −−→supp means the support of f as an operator-
valued function in Rd, which is different from its support projection as an element of a
von Neumann algebra.
Lemma 2.5. Let f ∈ Nc,+, λ > 0 and s ∈ N. Then there exist a projection ζ ∈ N
and a decomposition of f ,
f = gd + goff + bd + boff
such that the following assertions hold.
(i) ϕ(1N − ζ) ≤ (2s+ 1)d ‖f‖1
λ
, where 1N stands for the unit elements in N .
(ii) ‖gd‖1 ≤ ‖f‖1 and ‖gd‖∞ ≤ 2dλ.
(iii) goff = 0.
(iv) bd =
∑
n∈Z bd,n, where each bd,n satisfies the cancellation conditions: for Q ∈ Qn,∫
Q bd,n = 0; and for all x, y ∈ Rd such that y ∈ (2s + 1)Qx,n, ζ(x)bd,n(y)ζ(x) = 0.
Furthermore,
∑
n∈Z ‖bd,n‖1 ≤ 2 ‖f‖1.
(v) boff =
∑
n∈Z bn, where each bn satisfies: for Q ∈ Qn,
∫
Q bn = 0; and for all x, y ∈ Rd
such that y ∈ (2s+ 1)Qx,n, ζ(x)bn(y)ζ(x) = 0.
The above version of noncommutative Caldero´n-Zygmund decomposition was com-
municated to us by Cadilhac [2]. For the sake of completeness, we give a sketch of the
proof.
Proof. Let f ∈ Nc,+ and λ > 0. Denote fk = Ek(f). It was shown in [36, Lemma 3.1]
that there exists mλ(f) ∈ Z such that fk ≤ λ1N for all k ≤ mλ(f). Now we adopt
Cuculescu’s construction [8] to (fk)k∈Z relative to the dyadic filtration (Nk)k∈Z, we can
find a sequence of decreasing projections (qk)k∈Z defined recursively by qk = 1N for
k ≤ mλ(f) and for k > mλ(f)
qk = qk(f, λ) = χ(0,λ](qk−1fkqk−1)
such that
• qk commutes with qk−1fkqk−1;
• qk belongs to Nk and qkfkqk ≤ λqk;
• the following estimate holds
ϕ
(
1N −
∧
k∈Z
qk
)
≤ ‖f‖1
λ
.
In the present semi-commutative setting, qk admits the following expression
qk =
∑
Q∈Qk
qQχQ,
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where qQ is a projection in M with
qQ =
{
1M if k ≤ mλ(f),
χ(0,λ]
(
q
Q̂
fQqQ̂
)
if k > mλ(f),
where Q̂ is the dyadic father of Q. Accordingly these projections satisfy
(2.4) qQ ≤ qQ̂, qQ commutes with qQ̂fQqQ̂, qQfQqQ ≤ λqQ.
Then we define the sequence (pk)k∈Z of disjoint projections by pk = qk−1 − qk such
that ∑
k∈Z
pk = 1N − q = q⊥ with q =
∧
k∈Z
qk.
One can then express the projections pk as
(2.5) pk =
∑
Q∈Qk
(q
Q̂
− qQ)χQ ,
∑
Q∈Qk
pQχQ.
Define
(2.6) ζ =
( ∨
Q∈Q
pQχ(2s+1)Q
)⊥
,
and
(2.7)
gd =
∑
j∈Ẑ
pjfjpj , goff =
∑
i,j∈Ẑ
i 6=j
pifi∧jpj ,
bd =
∑
j∈Ẑ
pj (f − fj)pj , boff =
∑
i,j∈Ẑ
i 6=j
pi(f − fi∧j)pj ,
where i ∧ j = min(i, j), Ẑ stands for Z ∪ {∞}, f∞ = f and p∞ = q.
We are left to verify the properties (i)-(v).
(i) This is an easy consequence of the construction of ζ as justified in [1, Lemma 3.4].
(ii) This assertion has already been proved in [36] (see also [1, Page 19]).
(iii) This is the novel point of the present decomposition compared to Parcet’s one. Let
us justify it. According to the above construction, we know that the projection qj
commutes with qj−1fjqj−1 for all j ∈ Z. Consequently,
pifi∧jpj = pi qi−1fi qi−1pj = qi−1fiqi−1pipj = 0 if i < j;
pifi∧jpj = piqj−1fjqj−1pj = pipjqj−1fjqj−1 = 0 if i > j.
This implies pifi∧jpj = 0 for i 6= j and thus goff = 0.
(iv) Let
(2.8) bd,n = pn(f − fn)pn
for all n ∈ Z. Then bd =
∑
n∈Z bd,n. The two cancellation properties of bd,n have
been justified in the previous literatures such as in [1, Lemma 3.8]; while the size
property was first proved in [36, Page 561].
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(v) Recalling p∞ = q and f∞ = f , then by the Fubini theorem and the definition of pi,
we get
boff =
∑
i
∑
j:j<i
pi(f − fj)pj +
∑
i
∑
j:j>i
pi(f − fi)pj
=
∑
j
∑
i:i>j
pi(f − fj)pj +
∑
i
pi(f − fi)qi
=
∑
j
qj(f − fj)pj +
∑
i
pi(f − fi)qi
=
∑
n∈Z
[
pn(f − fn)qn + qn(f − fn)pn
]
.
Accordingly, we set
(2.9) bn = pn(f − fn)qn + qn(f − fn)pn.
The two cancellation properties of bn follow by the same reason as that for bd,n.

Remark 2.6. For the purpose in this paper (see, e.g. (4.9)), we will fix s = 4[
√
d] in
the rest of the paper, where [l] denotes the integer part of l.
Remark 2.7. Compared with Parcet’s Caldero´n-Zygmund decomposition [36], where
the minimum i∧ j = min(i, j) in (2.7) was replaced by the maximum i∨ j = max(i, j),
one big advantage of Cadilhac’s decomposition is that goff vanishes. Indeed, to treat
goff , Parcet developed a pseudo-localization principle which occupies a large portion of
his long paper [36]. Therefore, from this perspective Cadilhac’s decomposition seems to
be more efficient; in particular, in the present setting for maximal estimates, the pseudo-
localization principle is still unavailable, and thus Parcet’s decomposition may not work.
However, it is worthy to point out that Parcet’s decomposition or his pseudo-localization
might be particularly useful for kernels without regularity where the argument based
on the TT ∗-estimate plays the key role, see for instance [6, 42] in the commutative case
and [19, 30] in the noncommutative setting.
3. Proof of Theorem 1.1: two reductions
To prove Theorem 1.1, we give the two reductions in the present section.
3.1. Reduction to real Caldero´n-Zygmund kernel.
Given a CZO T and its truncated ones Tε with kernel k, the real and imaginary
parts of the kernel are denoted by Re(k) and Im(k) respectively; accordingly, the cor-
responding operators are denoted by
Re(Tε)f(x) =
∫
|x−y|>ε
Re(k)(x, y)f(y)dy
and
Im(Tε)f(x) =
∫
|x−y|>ε
Im(k)(x, y)f(y)dy.
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Due to the following observation, we are able to assume that all the kernels are real,
which will play an essential role in establishing the noncommutative maximal estimates.
Lemma 3.1. Let T be a CZO with associated kernel k satisfying (1.2) and (1.4) with
q = 2 and let Tε be defined as (1.7). Then we have following basic facts.
(i) Both Re(k) and Im(k) satisfy (1.2) and (1.4) with q = 2.
(ii) If (Tε)ε>0 is of strong type (p0, p0) for some p0 ∈ (1,∞), then both (Re(Tε))ε>0
and (Im(Tε))ε>0 are of strong type (p0, p0).
(iii) If (Re(Tε)f)ε>0 and (Im(Tε)f)ε>0 are of weak type (1, 1), so is (Tεf)ε>0.
Proof. (i) Note that max{|Re(k)|, |Im(k)|} ≤ |k|, it is easy to verify that Re(k) and
Im(k) satisfy the conditions (1.2) and (1.4) with q = 2.
(ii) We only consider (Re(Tε))ε>0 since the argument for (Im(Tε))ε>0 is similar. Let
f ∈ Lp0(N ). To estimate Lp0(N ; `∞)-norm of (Re(Tε)f)ε>0, by the triangle inequalities
and the facts that Lp0-norm of Re(f) and Im(f) are dominated by ‖f‖p0 , it suffices to
assume f = f∗. Then the claim follows from Re(Tε)f = 12
(
Tεf + (Tεf)
∗) for any ε > 0
and the fact that the adjoint map is an isometric isomorphism on Lp0(N ; `∞).
(iii) This assertion follows from Tεf = Re(Tε)f + iIm(Tε)f for any ε and the quasi-
norm of Λ1,∞(N ; `∞). 
3.2. Reduction to the maximal estimates of lacunary subsequence.
In this subsection, we reduce the study of (Tε)ε>0 to its lacunary subsequence.
Let φ be a smooth radial nonnegative function on Rd such that supp φ ⊂ {x ∈ Rd :
1/2 ≤ |x| ≤ 2} and ∑i∈Z φi(x) = 1 for all x ∈ Rd \ {0}, where φi(x) = φ(2ix/√d).
This φ will be fixed in the whole paper. Consequently, for a reasonable f ,
Tεf(x) =
∑
i∈Z
∫
|x−y|>ε
k(x, y)φi(x− y)f(y)dy.
For the sake of convenience, let kφi (x, y) denote the kernel k(x, y)φi(x − y) and set
∆i = {x ∈ Rd : 2−i−1
√
d ≤ |x| ≤ 2−i+1√d}. Then supp φi ⊂ ∆i. Note that∫
|x−y|>ε
kφi (x, y)f(y)dy
vanishes if the intersection of x+ ∆i and {y ∈ Rd : |x− y| > ε} is empty. This implies
2−i+1
√
d > ε and thus i < log2(
2
√
d
ε ) by a simple calculation. Set jε , [log2(
2
√
d
ε )].
With these conventions and observations, we may write Tεf(x) as
(3.1) Tεf(x) =
∑
i:i≤jε−1
∫
Rd
kφi (x, y)f(y)dy +
∫
|x−y|>ε
kφjε(x, y)f(y)dy.
For convenience, let us write the second term above as T φε,jεf(x).
Proposition 3.2. Let T be a CZO with kernel k satisfying the assumptions in Theorem
1.1. Then
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(i) (T φε,jε)ε>0 is of weak type (1, 1). More precisely, for any λ > 0 and f ∈ L1(N ),
there exists a projection η ∈ N such that
sup
ε>0
∥∥η(T φε,jεf)η∥∥∞ . λ and ϕ(η⊥) . ‖f‖1λ ;
(ii) (T φε,jε)ε>0 is of strong type (p, p) for all 1 < p ≤ ∞.
Proof. (i) By the quasi-triangle inequality, we can assume that f is positive; by Lemma
3.1, k can be assumed to be real.
Applying the size condition (1.2) of the kernel k as well as the support of φjε , we
find that for any ε > 0
T φε,jεf(x) ≤
∫
|x−y|>ε
|kφjε(x, y)|f(y)dy ≤
∫
|x−y|≤2−jε+1√d
|kφjε(x, y)|f(y)dy
.
∫
|x−y|≤2−jε+1√d
φjε(x− y)
|x− y|d f(y)dy .M2−jε+1
√
df(x),
where Mr is the Hardy-Littlewood averaging operator. On the other hand, note that
T φε,jεf(x) ≥ −
∫
|x−y|>ε
|kφjε(x, y)|f(y)dy,
thus one gets −M2−jε+1√df(x) . T φε,jεf(x). Hence,
−M2−jε+1√df(x) . T φε,jεf(x) .M2−jε+1√df(x).(3.2)
We now appeal to Mei’s noncommutative Hardy-Littlewood maximal weak type (1, 1)
inequality [32]: there exists a projection η ∈ N such that for any ε > 0
ϕ(η⊥) . ‖f‖1
λ
and ηM2−jε+1
√
dfη ≤ λ.
We then deduce that for any ε > 0,
−λ ≤ −ηM2−jε+1√dfη . ηT φε,jεfη . ηM2−jε+1√dfη ≤ λ.
This, by Remark 2.3, gives the desired weak type (1, 1) maximal estimate of (T φε,jε)ε>0.
(ii) By noting Remark 2.2, the strong type (p, p) estimate of (T φε,jε)ε>0 is a con-
sequence of (3.2) and Mei’s noncommutative Hardy-Littlewood maximal strong type
(p, p) (1 < p ≤ ∞) inequality [32]. 
By the quasi-triangle inequality in Λ1,∞(N , `∞) and Proposition 3.2, to establish
Theorem 1.1, it suffices to prove the desired maximal weak type (1, 1) result of the first
term on the right-hand side of (3.1). For convenience, denote the operator T φj by
(3.3) T φj f(x) =
∑
i:i<j
∫
Rd
kφi (x, y)f(y)dy.
Theorem 3.3. Let T be a CZO with kernel k satisfying the assumptions in Theorem
1.1 and let T φj be defined as (3.3). Then the sequence of linear operators (T
φ
j )j∈Z is of
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weak type (1, 1). More precisely, for any f ∈ L1(N ) and λ > 0, there exists a projection
e ∈ N such that
sup
j∈Z
‖e(T φj f)e‖∞ . λ and ϕ(e⊥) .
‖f‖1
λ
.
4. Proof of Theorem 1.1: maximal estimate of lacunary subsequence
(T φj )j
In this section, we will complete the proof of Theorem 1.1 by showing Theorem 3.3.
Via Lemma 3.1, we suppose that the kernel k is real. By decomposing any element
into linear combination of four positive elements and recalling that Nc,+ is dense in
L1(N )+ and by the standard density argument, it suffices to show the maximal weak
type (1, 1) estimate for f ∈ Nc,+. Now fix one f ∈ Nc,+ and a λ ∈ (0,+∞). Without
loss of generality, we may assume mλ(f) = 0. By the noncommutative Caldero´n-
Zygmund decomposition in Lemma 2.5, we can decompose f as f = gd + bd + boff .
Thus it suffices to find a projection e ∈ N such that
∀j ∈ Z, max
{
‖e(T φj gd)e‖∞, ‖e(T φj bd)e‖∞, ‖e(T φj boff )e‖∞
}
≤ λ and ϕ(e⊥) . ‖f‖1
λ
,
which will follow from, by setting e = e1 ∧ e2 ∧ e3, the existences of three projections
e1, e2 and e3 such that
sup
j∈Z
‖e1T φj gde1‖∞ ≤ λ and ϕ(e⊥1 ) .
‖f‖1
λ
,(4.1)
sup
j∈Z
‖e2T φj bde2‖∞ ≤ λ and ϕ(e⊥2 ) .
‖f‖1
λ
,(4.2)
and
sup
j∈Z
‖e3T φj boff e3‖∞ ≤ λ and ϕ(e⊥3 ) .
‖f‖1
λ
.(4.3)
4.1. Estimate for the good function gd: (4.1).
The following lemma will be used in estimating (T φj gd)j∈Z.
Lemma 4.1. The sequence of operators (T φj )j∈Z is of strong type (p0, p0).
Proof. From (3.1), for any j ∈ Z, there exists one ε = εj such that j = jε and
T φj = Tεj − T φεj ,jε .
Note that the strong type (p0, p0) of (Tεj )j∈Z (resp. (T
φ
εj ,jε
)j∈Z) follows from the cor-
responding assumption (resp. conclusion (ii)) in Theorem 1.1 (resp. Proposition 3.2).
Thus by the triangle inequality, we finish the proof. 
Now we are ready to prove estimate (4.1).
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Proof of estimate (4.1). The desired maximal weak type (1, 1) estimate for the diagonal
part of the good function can be deduced from conclusion (ii) in Lemma 2.5 and Lemma
4.1. Indeed, since gd is positive by (2.7) and k is real-valued, T
φ
j gd is selfadjoint.
Applying Lemma 4.1 and Remark 2.2, we can find a positive operator a ∈ Lp0(N ) such
that for any j ∈ Z,
−a ≤ T φj gd ≤ a and ‖a‖p0 . ‖gd‖p0 .
Set e1 = χ(0,λ](a). Then for any j ∈ Z,
−λ ≤ −e1ae1 ≤ e1T φj gde1 ≤ e1ae1 ≤ λ.
On the other hand, by the Chebyshev and Ho¨lder inequalities,
ϕ(e⊥1 ) = ϕ(χ(λ,∞)(a)) ≤
‖a‖p0p0
λp0
. ‖gd‖
p0
p0
λp0
≤ ‖gd‖1‖gd‖
p0−1∞
λp0
. ‖f‖1
λ
,
where in the last inequality we used conclusion (ii) stated in Lemma 2.5. This, by
Remark 2.3, provides the desired estimate for (T φj gd)j∈Z. 
4.2. Estimate for the diagonal part of the bad function bd: (4.2).
Using the projection ζ constructed in (2.6), we decompose T φj bd in the following way
T φj bd = ζ
⊥T φj bdζ
⊥ + ζ T φj bdζ
⊥ + ζ⊥T φj bdζ + ζ T
φ
j bdζ.
Then taking e2,1 = ζ, we are reduced to finding a projection e2,2 such that
sup
j∈Z
‖e2,2ζT φj bdζe2,2‖∞ ≤ λ and ϕ(e⊥2,2) .
‖f‖1
λ
.(4.4)
Indeed, taking e2 = e1,2 ∧ e2,2, then we obtain for any j ∈ Z
‖e2T φj bde2‖∞ ≤ ‖e2,2ζT φj bdζe2,2‖∞ ≤ λ.
Together with (4.4), conclusion (i) in Lemma 2.5 and recalling that s = 4[
√
d] an-
nounecd in Remark 2.6, we get
ϕ(e⊥2 ) ≤ ϕ(e⊥2,1) + ϕ(e⊥2,2) .
‖f‖1
λ
.
Thus we get estimate (4.2).
Define the operator Tφ,i as
Tφ,if(x) =
∫
Rd
kφi (x, y)f(y)dy,(4.5)
then T φj =
∑
i:i<j Tφ,i. For i, n ∈ Z and x, y ∈ Rd, we define
kφi,n(x, y) =
(
kφi (x, y)− kφi (x, cy,n)
)
.(4.6)
Lemma 4.2. For i < n− 1 and 1 ≤ q <∞, the following estimate holds
sup
y∈Rd
∫
Rd
|kφi,n(x, y)|qdx . 2id(q−1)
(
δqq(n− i) + δqq(n− i+ 1) + 2q(i−n)
)
,(4.7)
where δq was defined in (1.5).
18 G. HONG, X. LAI, AND B. XU
Proof. To see this, note that∫
Rd
|kφi,n(x, y)|qdx .
∫
Rd
|k(x, y)− k(x, cy,n)|q|φi(x− y)|qdx
+
∫
Rd
|k(x, cy,n)|q|φi(x− y)− φi(x− cy,n)|qdx.
We first claim ∫
Rd
|k(x, cy,n)|q|φi(x− y)− φi(x− cy,n)|qdx
.
∫
|x−cy,n|≈2−i
|k(x, cy,n)|q2iq|y − cy,n|qdx.
(4.8)
Indeed, fixing y ∈ Rd, it suffices to consider, in the integral above of (4.8), those x such
that φi(x − y) − φi(x − cy,n) 6= 0. By the support of φi, at least one of the following
conditions hold
(1) 2−i−1
√
d ≤ |x− y| ≤ 2−i+1√d;
(2) 2−i−1
√
d ≤ |x− cy,n| ≤ 2−i+1
√
d.
If (2) holds, then we get |x− cy,n| ≈ 2−i. If (1) holds, then by the definition of cy,n, we
see that |y − cy,n| ≤ 2−n−1
√
d. Moreover, since i < n− 1,
|y − cy,n| ≤ 2−i−2
√
d <
1
2
|x− y|.
Thus we deduce that
|x− cy,n| ≤ |x− y|+ |y − cy,n| < 3
2
|x− y| < 2−i · 3
√
d.
On the other hand,
|x− cy,n| ≥ |x− y| − |y − cy,n| > 1
2
|x− y| > 2−i−2
√
d.
Therefore, in this case we still have |x−cy,n| ≈ 2−i, where the constant only depends on
the dimension d. Now we use the relation obtained above and the mean value theorem
to get (4.8). This is precisely the claim.
Finally, by the smoothness condition (1.5) and size condition (1.2) of the kernel k,
the support of φi and (4.8), we find∫
Rd
|kφi,n(x, y)|qdx .
∫
2−i+n2−n−1
√
d≤|x−y|≤2−i+n+12−n−1√d
|k(x, y)− k(x, cy,n)|qdx
+
∫
2−i+n+12−n−1
√
d≤|x−y|≤2−i+n+22−n−1√d
|k(x, y)− k(x, cy,n)|qdx
+
∫
|x−cy,n|≈2−i
|k(x, cy,n)|q2iq|y − cy,n|qdx
. 2id(q−1)
(
δqq(n− i) + δqq(n− i+ 1) + 2q(i−n)
)
,
since |y − cy,n| ≤ 2−n−1
√
d. This gives the desired estimate. 
Now we are at a position to show estimate (4.4).
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Proof of estimate (4.4). Since mλ(f) = 0, we have pn = 0 for all n ≤ 0. By conclusion
(iv) in Lemma 2.5, bd =
∑∞
n=1 bd,n where bd,n = pn(f − fn)pn as in (2.8).
We claim that ζTφ,ibd,nζ = 0 unless i < n − 1. Fix one x ∈ Rd. Recalling that
s = 4[
√
d] in Remark 2.6 and by the second cancellation property of bd,n-conclusion
(iv) in Lemma 2.5, one has
ζ(x)Tφ,ibd,n(x)ζ(x) =
∫
Rd
kφi (x, y)χy/∈(8[√d]+1)Qx,nζ(x)bd,n(y)ζ(x)dy.(4.9)
Indeed, recalling the definition of kφi , it suffices to consider those y in the integral above
such that φi(x − y) 6= 0 and y /∈ (8[
√
d] + 1)Qx,n. Note that the support of φi implies
2−i−1
√
d ≤ |x−y| ≤ 2−i+1√d; while y /∈ (8[√d] + 1)Qx,n implies that |x−y| > 4
√
d·2−n.
Thus ζ(x)Tφ,ibd,n(x)ζ(x) may be equal to 0 unless 2
−i+1√d > 4√d · 2−n, that is,
i < n− 1. This is precisely the claim.
Taking these observations into consideration, we deduce that for any x ∈ Rd,
ζ(x)T φj bd(x)ζ(x) = ζ(x)
∞∑
n=1
∑
i:i<j;i<n−1
∫
Rd
kφi (x, y)bd,n(y)dyζ(x).
Furthermore, by applying the first cancellation property of bd,n-conclusion (iv) stated
in Lemma 2.5, we get
ζ(x)T φj bd(x)ζ(x) = ζ(x)
∞∑
n=1
∑
i:i<j;i<n−1
(∫
Rd
kφi,n(x, y)bd,n(y) dy
)
ζ(x),
where kφi,n(x, y) was given in (4.6). Note that∫
Rd
kφi,n(x, y)bd,n(y) dy
is a selfadjoint operator. Consequently,
ζ(x)T φj bd(x)ζ(x) ≤ ζ(x)
∞∑
n=1
∑
i:i<j;i<n−1
∣∣∣ ∫
Rd
kφi,n(x, y)bd,n(y) dy
∣∣∣ζ(x)
≤ ζ(x)
∞∑
n=1
∑
i:i<n−1
∣∣∣ ∫
Rd
kφi,n(x, y)bd,n(y) dy
∣∣∣ζ(x)
, ζ(x)F1(x)ζ(x).
Thus for any j ∈ Z
−ζ(x)F1(x)ζ(x) ≤ ζ(x)T φj bd(x)ζ(x) ≤ ζ(x)F1(x)ζ(x).(4.10)
In the following, we show that
‖F1‖1 . ‖f‖1.(4.11)
To see this, by using the Fubini theorem and the Minkowski inequality, we arrive at
‖F1‖1 = τ
∫
Rd
∞∑
n=1
∑
i:i<n−1
∣∣∣ ∫
Rd
kφi,n(x, y)bd,n(y)dy
∣∣∣dx
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=
∞∑
n=1
∑
i:i<n−1
∫
Rd
∥∥∥∫
Rd
kφi,n(x, y)bd,n(y)dy
∥∥∥
L1(M)
dx
≤
∞∑
n=1
∑
i:i<n−1
∫
Rd
∫
Rd
|kφi,n(x, y)|‖bd,n(y)‖L1(M)dydx.
Now exploiting (4.7) in Lemma 4.2 and the Fubini theorem, we find
‖F1‖1 ≤
∞∑
n=1
∑
i:i<n−1
∫
Rd
‖bd,n(y)‖L1(M)
∫
Rd
|kφi,n(x, y)|dxdy
.
∞∑
n=1
∑
i:i<n−1
[δ1(n− i) + δ1(n− i+ 1) + 2−n+i]
∫
Rd
‖bd,n(y)‖L1(M)dy
≤
∞∑
n=1
∞∑
m=1
[2δ1(m) + 2
−m]
∫
Rd
‖bd,n(y)‖L1(M)dy
.
∞∑
n=1
∞∑
m=1
[2δ2(m) + 2
−m]‖bd,n‖L1(N ),
where in the last inequality we used the Ho¨lder inequality. Now we use (1.4) with q = 2
and conclusion (iv) announced in Lemma 2.5 to get
‖F1‖1 .
∞∑
n=1
‖bd,n‖1 . ‖f‖1,
which establishes (4.11). As a consequence, set e2,2 = χ(0,λ](ζF1ζ). Then estimate
(4.10) implies for any j ∈ Z
−λ ≤ −e2,2ζF1ζe2,2 ≤ e2,2ζT φj bdζe2,2 ≤ e2,2ζF1ζe2,2 ≤ λ;
moreover, by the Chebyshev inequality and (4.11), we find
ϕ(e⊥2,2) ≤
‖ζF1ζ‖1
λ
≤ ‖F1‖1
λ
. ‖f‖1
λ
.
This gives the desired estimate (4.4) thanks to Remark 2.3. 
4.3. Estimate for the off-diagonal part of the bad function boff : (4.3).
Let us now turn to the off-diagonal term boff . Using the same argument as for T
φ
j bd
and taking e3,1 = ζ, we are reduced to finding a projection e3,2 ∈ N such that
sup
j∈Z
‖e3,2ζT φj boff ζe3,2‖∞ ≤ λ and ϕ(e⊥3,2) .
‖f‖1
λ
.(4.12)
Lemma 4.3. For i < n− 1, the following estimates hold for any Q ∈ Qn,∫
Rd
∥∥∥∫
Q
|kφi,n(x, y)|2pQf(y)pQdy
∥∥∥ 12
L 1
2
(M)
dx
.
(
(δ22(n− i) + δ22(n− i+ 1) + 22(i−n))τ(pQ)ϕ(fpQχQ)
) 1
2
,
(4.13)
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Rd
∥∥∥∫
Q
|kφi,n(x, y)|2pQfQpQdy
∥∥∥ 12
L 1
2
(M)
dx
.
(
(δ22(n− i) + δ22(n− i+ 1) + 22(i−n))τ(pQ)ϕ(fQpQχQ)
) 1
2
.
(4.14)
Proof. Fix i < n− 1 and Q ∈ Qn. We first consider (4.13). Let x ∈ Rd. We claim that∫
Q
|kφi,n(x, y)|2pQf(y)pQdy =
∫
Q
|kφi,n(x, y)|2pQf(y)pQdyχdist(x,Q)≈2−i .
Indeed, the left integral may not be 0 only if there exists y0 ∈ Q such that kφi,n(x, y0) 6= 0.
By the definition of kφi,n, the support of φi implies that at least one of the following
cases holds
(1) 2−i−1
√
d ≤ |x− y0| ≤ 2−i+1
√
d;
(2) 2−i−1
√
d ≤ |x− cy0,n| ≤ 2−i+1
√
d.
If (1) holds, then we use i < n− 1 to get
dist(x,Q) ≥ |x− y0| −
√
d`(Q) ≥ 2−i−1
√
d− 2−i−2
√
d = 2−i−2
√
d.
On the other hand, it is easy to see
dist(x,Q) ≤ |x− y0| ≤ 2−i+1
√
d.
Thus we obtain dist(x,Q) ≈ 2−i. The same reason applies to case (2). This is precisely
the claim.
Now we apply the Ho¨lder and Cauchy-Schwarz inequalities to get∫
Rd
∥∥∥∫
Q
|kφi,n(x, y)|2pQf(y)pQdy
∥∥∥ 12
L 1
2
(M)
dx
≤
∫
Rd
∥∥pQχdist(x,Q)≈2−i∥∥ 12L1(M)∥∥∥∫
Q
|kφi,n(x, y)|2pQf(y)pQdy
∥∥∥ 12
L1(M)
dx
≤
(∫
Rd
∥∥pQχdist(x,Q)≈2−i∥∥L1(M)dx) 12(∫Rd
∥∥∥∫
Q
|kφi,n(x, y)|2pQf(y)pQdy
∥∥∥
L1(M)
dx
) 1
2
.
Since i < n− 1 and `(Q) = 2−n, it is easy to verify that(∫
Rd
∥∥pQχdist(x,Q)≈2−i∥∥L1(M)dx) 12 . 2− id2 (τ(pQ)) 12 .(4.15)
We then consider another term. The Fubini theorem implies∫
Rd
∥∥∥∫
Q
|kφi,n(x, y)|2pQf(y)pQdy
∥∥∥
L1(M)
dx = τ
∫
Q
(∫
Rd
|kφi,n(x, y)|2dx
)
pQf(y)pQdy.
By Lemma 4.2, this gives rise to∫
Rd
∥∥∥∫
Q
|kφi,n(x, y)|2pQf(y)pQdy
∥∥∥
L1(M)
dx
. 2id(δ22(n− i) + δ22(n− i+ 1) + 22(i−n))ϕ(fpQχQ).
(4.16)
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Finally, exploiting (4.15) and (4.16), we find∫
Rd
∥∥∥∫
Q
|kφi,n(x, y)|2pQf(y)pQdy
∥∥∥ 12
L 1
2
(M)
dx
.
(
τ(pQ)
) 1
2
(
(δ22(n− i) + δ22(n− i+ 1) + 22(i−n))ϕ(fpQχQ)
) 1
2
=
(
(δ22(n− i) + δ22(n− i+ 1) + 22(i−n))τ(pQ)ϕ(fpQχQ)
) 1
2
.
This is the desired estimate (4.13). It is easy to see that the same argument works for
the estimate (4.14). 
Now we are ready to show estimate (4.12).
Proof of estimate (4.12). By the assumption mλ(f) = 0, conclusion (v) in Lemma 2.5
yields boff =
∑∞
n=1 bn, where bn = pn(f−fn)qn+qn(f−fn)pn as in (2.9). On the other
hand, applying the similar argument in dealing with the diagonal term bd (see (4.9)),
we can deduce that ζTφ,ibnζ = 0 unless i < n− 1. Consequently, for x ∈ Rd,
ζ(x)T φj boff (x)ζ(x) = ζ(x)
∞∑
n=1
∑
i:i<j;i<n−1
∫
Rd
kφi (x, y)bn(y)dyζ(x).
Using the cancellation property of bn announced in Lemma 2.5 and the fact that bn is
selfadjoint, we obtain
ζ(x)T φj boff (x)ζ(x) = ζ(x)
∞∑
n=1
∑
i:i<j;i<n−1
∑
Q∈Qn
∫
Q
kφi,n(x, y)bn(y) dyζ(x)
≤ ζ(x)
∞∑
n=1
∑
i:i<j;i<n−1
∑
Q∈Qn
∣∣∣ ∫
Q
kφi,n(x, y)bn(y) dy
∣∣∣ζ(x)
≤ ζ(x)
∞∑
n=1
∑
i:i<n−1
∑
Q∈Qn
∣∣∣ ∫
Q
kφi,n(x, y)bn(y) dy
∣∣∣ζ(x)
, ζ(x)F2(x)ζ(x).
Thus for all j ∈ Z
−ζ(x)F2(x)ζ(x) ≤ ζ(x)T φj boff (x)ζ(x) ≤ ζ(x)F2(x)ζ(x).(4.17)
Apparently, the proof of estimate (4.12) would be completed if the following estimate
were verified:
‖F2‖1 . ‖f‖1.(4.18)
Indeed, set e3,2 = χ(0,λ](ζF2ζ). Then for any j ∈ Z, estimates (4.17) and (4.18) give
‖e3,2ζT φj boff ζe3,2‖∞ ≤ λ and ϕ(e⊥3,2) ≤
‖F2‖1
λ
. ‖f‖1
λ
,
which is the desired estimate (4.12).
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It remains to show (4.18). By using the Fubini theorem, we clearly have
‖F2‖1 = τ
∫
Rd
∞∑
n=1
∑
i:i<n−1
∑
Q∈Qn
∣∣∣ ∫
Q
kφi,n(x, y)bn(y)dy
∣∣∣dx
=
∞∑
n=1
∑
i:i<n−1
∑
Q∈Qn
∫
Rd
∥∥∥∫
Q
kφi,n(x, y)bn(y)dy
∥∥∥
L1(M)
dx.
The Minkowski inequality and the definition of bn imply that ‖F2‖1 can be controlled
by the sum of the following four terms
‖F2,1‖1 ,
∞∑
n=1
∑
i:i<n−1
∑
Q∈Qn
∫
Rd
∥∥∥∫
Q
kφi,n(x, y)pQf(y)qQdy
∥∥∥
L1(M)
dx,
‖F2,2‖1 ,
∞∑
n=1
∑
i:i<n−1
∑
Q∈Qn
∫
Rd
∥∥∥∫
Q
kφi,n(x, y)qQf(y)pQdy
∥∥∥
L1(M)
dx,
‖F2,3‖1 ,
∞∑
n=1
∑
i:i<n−1
∑
Q∈Qn
∫
Rd
∥∥∥∫
Q
kφi,n(x, y)pQfn(y)qQdy
∥∥∥
L1(M)
dx,
‖F2,4‖1 ,
∞∑
n=1
∑
i:i<n−1
∑
Q∈Qn
∫
Rd
∥∥∥∫
Q
kφi,n(x, y)qQfn(y)pQdy
∥∥∥
L1(M)
dx.
Therefore, this leads to show
max
{
‖F2,1‖1, ‖F2,2‖1, ‖F2,3‖1, ‖F2,4‖1
}
. ‖f‖1.
Consider ‖F2,1‖1 firstly. For convenience, we set
Gi,n,Q(x) ,
∫
Q
kφi,n(x, y)pQf(y)qQdy.
To estimate ‖Gi,n,Q(x)‖L1(M), we use Lemma 2.1 to find that
‖Gi,n,Q(x)‖L1(M) ≤
∥∥∥(∫
Q
|kφi,n(x, y)|2pQf(y)pQdy
) 1
2
∥∥∥
L1(M)
∥∥∥(∫
Q
qQf(y)qQdy
) 1
2
∥∥∥
L∞(M)
=
∥∥∥∫
Q
|kφi,n(x, y)|2pQf(y)pQdy
∥∥∥ 12
L 1
2
(M)
∥∥∥(|Q|qQfQqQ) 12∥∥∥
L∞(M)
.
Now applying the properties (2.4) in the proof of Lemma 2.5 to the second term above,
we get
‖Gi,n,Q(x)‖L1(M) ≤
∥∥∥∫
Q
|kφi,n(x, y)|2pQf(y)pQdy
∥∥∥ 12
L 1
2
(M)
(|Q|λ) 12 .
This provides us with the estimate
‖F2,1‖1 ≤
∞∑
n=1
∑
i:i<n−1
∑
Q∈Qn
∫
Rd
∥∥∥∫
Q
|kφi,n(x, y)|2pQf(y)pQdy
∥∥∥ 12
L 1
2
(M)
(|Q|λ) 12dx.
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Now we apply (4.13) stated in Lemma 4.3, (1.4) with q = 2 and the Fubini theorem to
deduce that
‖F2,1‖1 .
∞∑
n=1
∑
i:i<n−1
∑
Q∈Qn
(δ2(n− i) + δ2(n− i+ 1) + 2i−n)
(
τ(pQ)ϕ(fpQχQ)|Q|λ
) 1
2
≤
∞∑
n=1
∑
Q∈Qn
∞∑
m=1
(2δ2(m) + 2
−m)
(
τ(pQ)ϕ(fpQχQ)|Q|λ
) 1
2
.
∞∑
n=1
∑
Q∈Qn
(
τ(pQ)ϕ(fpQχQ)|Q|λ
) 1
2
.
Furthermore, the Cauchy-Schwarz inequality implies∑
Q∈Qn
(
τ(pQ)ϕ(fpQχQ)|Q|λ
) 1
2 ≤
( ∑
Q∈Qn
τ(pQ)|Q|λ
) 1
2
( ∑
Q∈Qn
ϕ(fpQχQ)
) 1
2
=
(
λϕ(pn)
) 1
2
(
ϕ(fpn)
) 1
2
.
Then applying the Cauchy-Schwarz inequality once more, we finally get
‖F2,1‖1 .
∞∑
n=1
(
λϕ(pn)
) 1
2
(
ϕ(fpn)
) 1
2
≤
( ∞∑
n=1
λϕ(pn)
) 1
2
( ∞∑
n=1
ϕ(fpn)
) 1
2
=
(
λϕ(1− q)
) 1
2
(
ϕ(f(1− q))
) 1
2 . ‖f‖1.
This finishes the estimate of ‖F2,1‖1.
The same arguments work also for other three terms ‖F2,2‖1, ‖F2,3‖1 and ‖F2,4‖1 by
(4.13), (4.14) in Lemma 4.3 and noting ϕ(fnpn) = ϕ(fpn). Thus we finish the proof. 
Remark 4.4. It is worthy to point out that by showing the weak type (1, 1) of (T φj )j∈Z,
we see that Theorem 1.1 still holds true if we weaken the assumption of the strong type
(p0, p0) of (Tε)ε>0 to the weak type (p0, p0) of (Tε)ε>0. The details are left to the
interested readers.
5. Proof of Theorem 1.3: maximal inequalities
In this section, we prove the maximal inequalities announced in Theorem 1.3. By
Theorem 1.1, the weak type (1, 1) result is a consequence of the strong type (p, p) of
(Tε)ε>0. While to show the strong type (p, p) of (Tε)ε>0, as mentioned in the intro-
duction, it suffices to show the following Cotlar inequality in terms of norm: for all
f ∈ Lp(N )+ with 1 < p <∞,∥∥sup
ε>0
+Tεf
∥∥
p
.
∥∥sup
ε>0
+Mε(Tf)
∥∥
p
+
∥∥sup
ε>0
+Mεf
∥∥
p
.(5.1)
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Indeed, by Mei’s noncommutative Hardy-Littlewood maximal inequalities [32] and the
fact that T is bounded on Lp(N ) under the kernel conditions (1.2), (1.3) and (1.12)
(see e.g. [36, Theorem A]), (5.1) implies∥∥sup
ε>0
+Tεf
∥∥
p
. ‖Tf‖p + ‖f‖p . ‖f‖p, ∀ f ∈ Lp(N ).
We need the following lemma, which should be well-known to experts, see e.g. [4,
Theorem 4.3].
Lemma 5.1. Let ψ be a non-negative radial function on Rd such that ψ(x) . 1
(1+|x|)d+δ
for x ∈ Rd with some δ > 0. Let ψε(x) = 1εd ψ(xε ) for x ∈ Rd and ε > 0. Let 1 < p ≤ ∞.
Then ∥∥sup
ε>0
+ψε ∗ f
∥∥
p
.
∥∥sup
ε>0
+Mεf
∥∥
p
, ∀f ∈ Lp(N ).
Now we are ready to prove the Cotlar inequality (5.1).
Proof of estimate (5.1). Let ϕ be a smooth, radial, radially decreasing non-negative
function which is supported in the ball B(0, 12) and
∫
Rd ϕ(x)dx = 1. We will use the
notation ϕε(x) =
1
εd
ϕ(xε ) for x ∈ Rd. Fix f ∈ Lp(N )+, now we express Tεf as
Tεf = ϕε ∗ (Tf) + (Tεf − ϕε ∗ (Tf)).(5.2)
By Lemma 5.1, we trivially have∥∥sup
ε>0
+ϕε ∗ (Tf)
∥∥
p
.
∥∥sup
ε>0
+Mε(Tf)
∥∥
p
.
On the other hand, we rewrite the difference in (5.2) as
Tεf(x)− ϕε ∗ (Tf) = (kχ|·|>ε − ϕε ∗ k) ∗ f.
It is easy to verify that (see e.g. [13, Theorem 5.3.4] )
|kχ|·|>ε − ϕε ∗ k| . ψε,
where
ψ(x) =
1
(1 + |x|)d+γ
with γ being the regularity index of the kernel. By decomposing kχ|·|>ε −ϕε ∗ k into a
linear combination of four positive functions, one gets∥∥sup
ε>0
+(Tεf − ϕε ∗ (Tf))
∥∥
p
.
∥∥sup
ε>0
+|kχ|·|>ε − ϕε ∗ k| ∗ f
∥∥
p
.
∥∥sup
ε>0
+ψε ∗ f
∥∥
p
.
∥∥sup
ε>0
+Mεf
∥∥
p
.
Combining the above estimates, we get the desired Cotlar inequality (5.1). 
6. Proof of Theorem 1.4: maximal inequalities
In this section, we prove the maximal inequalities stated in Theorem 1.4. We start
with the strong type (p, p) estimate of (TΩ,ε)ε>0.
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6.1. Strong type (p, p) estimate of (TΩ,ε)ε>0. For convenience, we denote kΩ(x) ,
Ω(x)/|x|d. Without loss of generality, we may assume that Ω (and thus kΩ) is real-
valued. Since Ω on Sd−1 can be decomposed into its even and odd parts,
(6.1) Ωe(x) =
1
2
(Ω(x) + Ω(−x)), Ωo(x) = 1
2
(Ω(x)− Ω(−x)),
it suffices to consider Ω with the cases of being odd and even, respectively. We begin
with the case of being odd.
6.1.1. Case: Ω is odd. As in the commutative case, the method of rotation will play
a crucial role in the study of TΩ and (TΩ,ε)ε>0. We first study the directional Hilbert
transforms. Given a unit vector θ in Rd, the directional Hilbert transform in the
direction θ is defined as: for f ∈ C∞c (Rd)⊗ SM,
(6.2) Hθf(x) = p.v.
1
pi
∫
R
f(x− tθ)dt
t
.
Likewise, we define the associated directional truncated Hilbert transform for ε > 0,
(6.3) Hθ,εf(x) =
1
pi
∫
|t|>ε
f(x− tθ)dt
t
.
Lemma 6.1. Let Hθ and Hθ,ε be defined as in (6.2) and (6.3), respectively. Then for
all f ∈ Lp(N ) with 1 < p <∞∥∥Hθf∥∥p . ‖f‖p and ‖sup
ε>0
+Hθ,εf‖p . ‖f‖p.
The above result should be known to experts, and for the sake of completeness, we
give a sketch of the proof.
Proof. Let e1 = (1, 0, · · · , 0) be the unit vector. Then it is easy to see that the operator
He1 can be written as H⊗ idL∞(Rd−1) the tensor product of the usual Hilbert transform
with identity map on functions on Rd−1. Thus, He1 is bounded on Lp(N ) with norm
equal to the completely bounded norm of the usual Hilbert transform on Lp (see e.g.
[36, Theorem A]). Observing that for any orthogonal matrix A, the following identity
holds
(6.4) HA(e1)f(x) = He1(f ◦A)(A−1x).
This implies that the Lp boundedness of Hθ can be reduced to that of He1 , which proves
the first inequality.
Next, we consider the second inequality. Clearly, identity (6.4) is also valid for Hθ,ε.
Consequently, it suffices to show that (He1,ε)ε>0 is of strong type (p, p). Let f ∈ Lp(N ).
Without loss of generality, we may assume that f is positive. Fixing x2, ..., xd ∈ R, we
consider f(·, x2, ..., xd) as a function in Lp(L∞(R)⊗M)+. By Theorem 1.3, we know
that for 1 < p <∞∥∥sup
ε>0
+Hεf(·, x2, ..., xd)
∥∥
Lp(L∞(R)⊗M) . ‖f(·, x2, ..., xd)‖Lp(L∞(R)⊗M).
This implies that, by Remark 2.2, there exists a positive function F (·, x2, · · · , xd) ∈
Lp(L∞(R)⊗M) such that for any ε > 0
−F (x) ≤ (Hε ⊗ idL∞(Rd−1))f(x) = He1,εf(x) ≤ F (x),
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τ
∫
R
|F (x1, x2, · · · , xd)|pdx1 . τ
∫
R
|f(x1, x2, · · · , xd)|pdx1.
Then it is easy to see that
‖F‖Lp(N ) . ‖f‖Lp(N ).
Therefore, we conclude that (He1,ε)ε>0 is of strong type (p, p). 
Proposition 6.2. If Ω is odd and integrable over Sd−1, then (TΩ,ε)ε>0 is of strong
type (p, p) for all 1 < p <∞.
Proof. By switching to polar coordinates and the fact that Ω is odd, we get the following
identities: ∫
|y|>ε
kΩ(y)f(x− y)dy =
∫
Sd−1
Ω(θ)
∫ ∞
ε
f(x− rθ)dr
r
dθ
= −
∫
Sd−1
Ω(θ)
∫ ∞
ε
f(x+ rθ)
dr
r
dθ,
where the second equality is a consequence of the first one via the change of variables
θ → −θ based on the fact that Ω is an odd function . Thus we obtain∫
|y|>ε
kΩ(y)f(x− y)dy = 1
2
∫
Sd−1
Ω(θ)
∫ ∞
ε
f(x− rθ)− f(x+ rθ)
r
drdθ
=
pi
2
∫
Sd−1
Ω(θ)Hθ,εf(x)dθ.
Now by the triangle inequality and Lemma 6.1, we get that∥∥∥sup
ε>0
+TΩ,εf
∥∥∥
p
.
∫
Sd−1
|Ω(θ)|
∥∥∥sup
ε>0
+Hθ,εf
∥∥∥
p
dθ . ‖f‖p.
Therefore, we obtain the announced result. 
6.1.2. Case: Ω is even. In this case, we need the directional Hardy-Littlewood maximal
inequality.
Lemma 6.3. Let 1 < p ≤ ∞ and θ be a unit vector in Rd. Then for any f ∈ Lp(N ),∥∥∥sup
ε>0
+fθ,ε
∥∥∥
p
. ‖f‖p,
where
(6.5) fθ,ε(x) =
1
2ε
∫
|r|≤ε
f(x− rθ)dr.
This result can be obtained by the same argument as that for directional Hilbert
transform, which should be also known to experts. We omit the details.
Proposition 6.4. Let Ω be an even function on Sd−1 with mean value zero and Ω ∈
L log+ L(Sd−1). Then for any f ∈ Lp(N ) with 1 < p <∞,∥∥∥sup
ε>0
+TΩ,εf
∥∥∥
p
. ‖f‖p.
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Proof. Let ϕ a smooth radial function such that ϕ(x) = 0 for |x| ≤ 14 , ϕ(x) = 1 for
|x| ≥ 34 , and 0 ≤ ϕ(x) ≤ 1 for all x ∈ Rd. Fix f ∈ Lp(N ); without loss of generality, we
may assume that f is positive. We define the smoothly truncated singular integral as
T˜Ω,εf(x) =
∫
Rd
kΩ(y)ϕ
(y
ε
)
f(x− y)dy.
By the support of ϕ, we deduce that
T˜Ω,εf(x)− TΩ,εf(x) =
∫
ε
4
≤|y|≤ 3ε
4
kΩ(y)ϕ
(y
ε
)
f(x− y)dy
≤
∫
Sd−1
|Ω(θ)|[4
ε
∫ 3
4
ε
ε
4
f(x− rθ)dr]dθ
.
∫
Sd−1
|Ω(θ)|fθ,ε(x)dθ.
On the other hand, we have
−
∫
Sd−1
|Ω(θ)|fθ,ε(x)dθ . T˜Ω,εf(x)− TΩ,εf(x).
Thus by Lemma 6.3, one gets∥∥∥sup
ε>0
+(T˜Ω,εf − TΩ,εf)
∥∥∥
p
. ‖Ω‖1
∥∥sup
ε>0
+fθ,ε
∥∥
p
. ‖f‖p.
Thus, to finish the proof, by rewriting
TΩ,εf(x) = TΩ,εf(x)− T˜Ω,εf(x) + T˜Ω,εf(x),
it suffices to consider the required strong type (p, p) estimate for the smoothly truncated
singular operator (T˜Ω,ε)ε>0.
The identity property of the Riesz transforms −∑dj=1R2j = I will play a key role.
Let sj (resp. kj) be the j-th Riesz transform of kΩϕ (resp. kΩ). The identity property
implies
T˜Ω,εf(x) =
∫
Rd
1
εd
kΩ
(y
ε
)
ϕ
(y
ε
)
f(x− y)dy = −
( d∑
j=1
1
εd
sj
( ·
ε
)
∗Rjf
)
(x),
where in the second equality we also used the homogeneity of Rj . Therefore, we are
able to decompose T˜Ω,εf(x) as
−T˜Ω,εf(x) =
d∑
j=1
∫
Rd
1
εd
sj
(x− y
ε
)
Rjf(y)dy , N1,εf(x) +N2,εf(x) +N3,εf(x),
where
N1,εf(x) =
d∑
j=1
1
εd
∫
|x−y|≤ε
sj
(x− y
ε
)
Rjf(y)dy,
N2,εf(x) =
d∑
j=1
1
εd
∫
|x−y|>ε
[
sj
(x− y
ε
)
− kj
(x− y
ε
)]
Rjf(y)dy,
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N3,εf(x) =
d∑
j=1
1
εd
∫
|x−y|>ε
kj
(x− y
ε
)
Rjf(y)dy.
We first deal with N2,εf . It follows from the definitions of sj and kj that
sj(z)− kj(z) = cd lim
ε→0
∫
|y|≥ε
kΩ(y)
(
ϕ(y)− 1) zj − yj|z − y|d+1dy
= cd
∫
|y|≤ 3
4
kΩ(y)
(
ϕ(y)− 1){ zj − yj|z − y|d+1 − zj|z|d+1}dy
whenever |z| ≥ 1. By using the mean value theorem, we see that the last expression
above can be controlled by
cd
∫
|y|≤ 3
4
|kΩ(y)| |y||z|d+1dy = c
′
d‖Ω‖1|z|−(d+1),
whenever |z| ≥ 1. By applying this estimate, we get that the j-th term in N2,εf(x) is
bounded by
c′d
‖Ω‖1
εd
∫
|x−y|>ε
|Rjf(y)|dy( |x−y|
ε
)d+1 ≤ c′d 2‖Ω‖12−dεd
∫
Rd
|Rjf(y)|dy(
1 + |x−y|ε
)d+1 .
Clearly, the j-th term in N2,εf(x) also has the lower bound
−c′d
2‖Ω‖1
2−dεd
∫
Rd
|Rjf(y)|dy(
1 + |x−y|ε
)d+1 .
Applying Lemma 5.1 and the fact that the Riesz transform Rj is bounded on Lp(N ),
we get
(6.6) ‖sup
ε>0
+N2,εf‖p .
d∑
j=1
‖|Rjf |‖p =
d∑
j=1
‖Rjf‖p . ‖f‖p.
Next we consider the term N3,εf . It is already shown in [13, Theorem 5.2.10] that
for any 1 ≤ j ≤ d
kj(x) = Ωj(x)/|x|d,
where Ωj is some homogeneous integrable odd function on S
d−1 satisfying
‖Ωj‖1 ≤ cd
(∫
Sd−1
|Ω(θ)| log+ |Ω(θ)|dθ + 1
)
,
where log+ s = log s if s ≥ 1 and log+ s = 0 if 0 ≤ s < 1. Consequently,
N3,εf(x) =
d∑
j=1
∫
|x−y|>ε
Ωj(x− y)
|x− y|d Rjf(y)dy.
Now we use Theorem 6.2 and the fact that the Riesz transform is bounded on Lp(N )
to conclude that
(6.7)
∥∥∥sup
ε>0
+N3,εf
∥∥∥
p
.
d∑
j=1
‖Rjf‖p . ‖f‖p.
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Finally, we turn our attention to the term N1,εf . By [13, Theorem 5.2.10], for each
1 ≤ j ≤ d, there exists a non-negative homogeneous of degree zero function gj on Rd
satisfying
(6.8) |sj(x)| ≤ gj(x) when |x| ≤ 1
and
(6.9)
∫
Sd−1
|gj(θ)|dθ ≤ cd
(∫
Sd−1
|Ω(θ)| log+ |Ω(θ)|dθ + 1
)
.
Therefore, we get
N1,εf(x) .
d∑
j=1
1
εd
∫
|z|≤ε
|sj(z)||Rjf(x− z)|dz
=
d∑
j=1
1
εd
∫ ε
0
∫
Sd−1
|sj(rθ)||Rjf(x− rθ)|rd−1dθdr
≤
d∑
j=1
∫
Sd−1
|gj(θ)| 1
εd
∫ ε
0
|Rjf(x− rθ)|rd−1drdθ
≤
d∑
j=1
∫
Sd−1
|gj(θ)|1
ε
∫ ε
0
|Rjf(x− rθ)|drdθ.
where the second inequality follows from the homogeneity of sj and (6.8). On the other
hand, it is easy to verify that
−
d∑
j=1
∫
Sd−1
|gj(θ)|1
ε
∫ ε
0
|Rjf(x− rθ)|drdθ . N1,εf(x).
Hence by Lemma 6.3, (6.9) and the Lp boundedness of Rj , we arrive at
(6.10) ‖sup
ε>0
+N1,εf‖p .
d∑
j=1
‖|Rjf |‖p =
d∑
j=1
‖Rjf‖p . ‖f‖p.
Finally, combining (6.6), (6.7) and (6.10), we get the desired strong type (p, p) estimate
of (T˜Ω,ε)ε>0. This completes the proof. 
Combining Proposition 6.2 and Proposition 6.4, we get Theorem 1.4 (i).
6.2. Weak type (1, 1) estimate of (TΩ,ε)ε>0.
Lemma 6.5. The kernel kΩ given in Theorem 1.4 satisfies the smoothness condition
(1.4) with q = 2. More precisely,
∞∑
m=1
δ2(m) .
∫ 1
0
ω2(s)
s
ds+ ‖Ω‖L2(Sd−1).
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Proof. Let R > 0, |u| ≤ R and m ∈ N+. Then∫
2mR≤|x|≤2m+1R
|kΩ(x+ u)− kΩ(x)|2dx
.
∫
2mR≤|x|≤2m+1R
|Ω(x+ u)− Ω(x)|2|x+ u|−2ddx
+
∫
2mR≤|x|≤2m+1R
|Ω(x)|2||x+ u|−2d − |x|−2d|dx
, J1(m,R) + J2(m,R).
(6.11)
We first consider J1(m,R). Since |u| ≤ R and 2mR ≤ |x| ≤ 2m+1R, we see that
2m−1R ≤ |x + u| ≤ 2m+2R. By a change of variable x = rθ, then using the fact that
the kernel Ω is of zero homogeneity, we get
J1(m,R) . (2mR)−2d
∫ 2m+1R
2mR
rd−1
∫
Sd−1
|Ω(θ+u/r)−Ω(θ)|2dθdr . ω22(2−m)(2mR)−d.
For the second term J2(m,R), using the mean value theorem, it is not difficult to
get that
J2(m,R) . ‖Ω‖2L2(Sd−1)2−m(2mR)−d.
Hence combining the estimates of J1(m,R) and J2(m,R), we see that δ2(m) .
ω2(2
−m) + 2−m/2‖Ω‖L2(Sd−1). Therefore we obtain that
∞∑
m=1
δ2(m) .
∫ 1
0
ω2(s)
s
ds+ ‖Ω‖L2(Sd−1),
where we used the fact that ω2(s) is monotone increasing. 
Finally, we are ready to show the weak type (1, 1) estimate of (TΩ,ε)ε>0.
Proof of Theorem 1.4 (ii). Lemma 6.5 ensures that kΩ satisfies the required regularity
condition needed in Theorem 1.1. As a consequence, we can finish the proof of the
weak type (1, 1) estimate in the similar way as in the proof of Theorem 1.1. The only
difference is that when reducing to the lacunary subsequence in (3.1), Mei’s Hardy-
Littlewood maximal inequalities should be replaced by the generalized ones for rough
kernels
‖(MΩ,rf)r>0‖Λ1,∞(N ;`∞) . ‖f‖1, ‖(MΩ,rf)r>0‖Lp(N ;`∞) . ‖f‖p(6.12)
for 1 < p ≤ ∞, where
MΩ,rf(x) =
1
rd
∫
|x−y|≤r
Ω(x− y)f(y)dy.
These maximal inequalities (6.12) have been established by the second author in [30]
for the rough kernels which include the L2-Dini assumption in Theorem 1.4 (ii). Thus
using the same argument as for Theorem 1.1, we complete the proof of Theorem 1.4
(ii). 
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7. Proof of pointwise convergence results
In this section, we deal with the noncommutative pointwise convergence results
stated in Theorem 1.3 and Theorem 1.4. To this end, we recall first the definition
of bilaterally almost uniform convergence which can be viewed as the noncommutative
analogue of almost everywhere convergence. The following definition of almost uniform
convergence was introduced by Lance [31].
Definition 7.1. LetM be a von Neumann algebra equipped with a n.s.f trace τ . Let
xk, x ∈ L0(M).
(i) (xk) is said to converge bilaterally almost uniformly (b.a.u. in short) to x if for
any δ > 0, there is a projection e ∈M such that
τ(e⊥) < δ and lim
k→∞
‖e(xk − x)e‖∞ = 0.
(ii) (xk) is said to converge almost uniformly (a.u. in short) to x if for any δ > 0,
there is a projection e ∈M such that
τ(e⊥) < δ and lim
k→∞
‖(xk − x)e‖∞ = 0.
Obviously, xk
a.u−−→ x implies xk b.a.u−−−→ x. Note that in the commutative case on
probability space, both convergences in Definition 7.1 are equivalent to the usual almost
everywhere convergence in terms of Egorov’s theorem.
In the following, we prove conclusion (iii) in Theorem 1.3, while the treatment of
conclusion (iii) stated in Theorem 1.4 is similar.
Proof of Theorem 1.3 (iii). Let (εj)j∈N be the subsequence appeared in (1.13). Let f ∈
Lp(N ). It is already known from the uniform boundedness principle that Tεjf → Tf
in Lp(N ) (in L1,∞(N ) if p = 1). Thus we only need to show the b.a.u convergence of
(Tεjf)j as j → ∞, since then the limit must be Tf (see e.g. [4]). Then it is known
that equivalently (see e.g. [5, Proposition 1.3]) it suffices to show that for any δ > 0,
there exists a projection e ∈ N such that
ϕ(e⊥) < δ and ‖e(Tεkf − Tε`f)e‖∞ → 0 as k, `→∞.(7.1)
By the density of C∞c (Rd)⊗SM in Lp(N ), for each ε > 0, there exists g of the form∑
i ϕi ⊗mi with finite sum of i, ϕi ∈ C∞c (Rd) and mi ∈ SM such that
(7.2) ‖f − g‖p ≤ ε.
Fix δ > 0. For each n ≥ 1, by (7.2), there exists gn such that ‖f − gn‖pp ≤ δ2nnp . Next
applying that (Tεj )j∈N is of weak type (p, p) (1 ≤ p < ∞), there exists a projection
en ∈ N such that
sup
j
‖enTεj (f − gn)en‖∞ <
1
n
and ϕ(e⊥n ) < n
p‖f − gn‖pp ≤
δ
2n
.
Let e = ∧nen. Then we have
ϕ(e⊥) < δ and sup
j
‖eTεj (f − gn)e‖∞ <
1
n
, ∀ n ≥ 1.(7.3)
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On the other hand, we claim that
lim
`,k→+∞
‖Tε`gn − Tεkgn‖∞ = 0, ∀ n ≥ 1.(7.4)
Indeed, for gn =
∑
i ϕi ⊗mi with finite sum of i and ε` < εk, one has
Tε`gn(x)− Tεkgn(x) =
∑
i
∫
ε`<|y|≤εk
k(y)ϕi(x− y)dy ⊗mi
=
∑
i
∫
ε`<|y|≤εk
k(y)
(
ϕi(x− y)− ϕi(x)
)
dy ⊗mi
+
∑
i
∫
ε`<|y|≤εk
k(y)ϕi(x)dy ⊗mi,
which tends to 0 as `, k → +∞ by simple calculation using the size/cancellation con-
dition (1.2)/ (1.13) of the kernel.
The uniform convergence (7.4) implies that for any n ≥ 1, there exists a positive
constant Nn such that for any `, k > Nn
‖Tε`gn − Tεkgn‖∞ <
1
n
.
Then together with (7.3), for any `, k > Nn,
‖e(Tε`f − Tεkf)e‖∞ ≤ ‖Tε`gn − Tεkgn‖∞ + ‖eTε`(f − gn)e‖∞ + ‖eTεk(f − gn)e‖∞
<
3
n
,
which yields
lim
`,k→∞
‖e(Tε`f − Tεkf)e‖∞ = 0.
This completes the proof. 
Remark 7.2. It is worthy to point out that at the moment of writing we have no
idea how to strengthen the b.a.u. convergence in Theorem 1.3 and Theorem 1.4 to a.u.
convergence. One reason is that Caldero´n-Zygmund operators are not positive.
Acknowledgements We are very grateful to Le´onard Cadilhac and E´ric Ricard for
communicating to us the present version of Caldero´n-Zygmund decomposition as in
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