Abstract-Text Categorization, which consists of automatically assigning documents to a set of categories, usually involves the management of a huge number of features. Most of them are irrelevant and others introduce noise which could mislead the classifiers. Thus, feature reduction is often performed in order to increase the efficiency and effectiveness of the classification. In this paper, we propose to select relevant features by means of a family of linear filtering measures which are simpler than the usual measures applied for this purpose. We carry out experiments over two different corpora and find that the proposed measures perform better than the existing ones.
INTRODUCTION
N OWADAYS, with the wide availability of text documents in electronic form, it is of great importance to develop methods for the automatic processing of large collections of text files.
One of the main tasks in this processing is that of assigning the documents of a corpus to a set of previously fixed categories, what is known as Text Categorization (TC) [1] . This process involves some understanding of the contents of the documents and/or some previous knowledge of the topics. For this reason, this task has been traditionally performed by human readers. However, this approach is infeasible when a huge number of documents is involved. In the last decade, there has been a great effort in the research of algorithms that automatically label new documents into a set of prefixed categories, perhaps using knowledge acquired from a smaller set of documents already classified [1] .
Thus, documents need to be represented in a way suitable for automatic processing. The most widely adopted representation is the bag of words [2] , where each document is identified with a vector of real numbers. Each component corresponds to a word occurring in the corpus and its value measures the importance of the word in the document.
Obviously, the number of different words appearing in the collection tends to be very large, and the task of processing such document vectors can become infeasible. Also, it is known that most words are irrelevant for the classification task and some of them even introduce noise that may decrease the overall performance [2] .
Hence, it is usual to reduce the number of words used to represent the documents in order to increase both the efficiency and the effectiveness of the classification [1] . In addition to elimination of stop-words and stemming [2] , feature reduction is usually performed.
A common approach for feature reduction is Feature Selection (FS), which consists in choosing a subset of the original features for the document representation. According to John et al. [3] , there are two main approaches to FS: filtering and wrapping. In the former, a feature subset is selected independently of the learning method that will use it. In the latter, a feature subset is selected using an evaluation function based on the same learning algorithm that will consider this subset of features. Although wrapper approaches have been shown to perform better [3] , they can be rather time-consuming and it is sometimes infeasible to use them. For this reason, the use of filtering measures is prominent in TC. It is based on scoring the features with some relevance measures and selecting a predefined number from the top ranked [4] .
In this paper, we introduce a new family of filtering measures for FS in TC. They are simpler than most existing measures, but the experiments carried out show that they perform equal or better than the most promising ones up to the moment (see Section 6) .
The rest of the paper is organized as follows: In Section 2, some of the approaches adopted for FS in the past are summarized. The new measures are introduced in Section 3 at the same time that some of their properties are studied. Section 4 is devoted to describe the system used for TC, including the document preprocessing and the classifier chosen. In Section 5, the settings of our experiments, the document collections taken, and the way of quantifying the performance are described. In Section 6, we present and discuss our results and, finally, in Section 7, some conclusions and ideas for further research are detailed.
PREVIOUS WORK
FS is a widely adopted approach for feature reduction in TC [1] . It is based on selecting a subset of features from the original set of words. FS can be performed by keeping the words with highest score according to a predetermined measure of word relevance, or filtering measure. In the rest of the section, the filtering measures previously applied for FS in TC are described. 
Term Frequency, Document Frequency, and tfidf
The most simple filtering measures are the term frequency (tf) and the document frequency (df). They measure the relevance of a word by means of its total number of appearances and by the number of different documents in which it appears, respectively. They can be combined into tfidf defined by
where N is the number of documents in the corpus. Notice that words appearing in all the documents are considered noninformative, independently of its absolute frequency and, in general, a word occurring in many documents will have tfidf smaller than others, with the same tf, but appearing in less documents. Despite their simple appearance, these measures perform well in many situations [5] .
Information Theory Measures
Measures taken from Information Theory (IT) have been widely used because it is interesting to consider the distribution of a word over the different categories. Among these measures, information gain (IG) takes into account the presence of the word in a category as well as its absence and can be defined by (see, for instance, [4 
])
IGðw; cÞ ¼ P ðwÞP ðcjwÞ log P ðcjwÞ P ðcÞ þ P ðwÞP ðcjwÞ log P ðcjwÞ P ðcÞ
;
where P ðwÞ is the probability that the word w appears in a document, P ðcjwÞ is the probability that a document belongs to the category c knowing that the word w appears in it, P ðwÞ is the probability that the word w does not appear in a document, and P ðcjwÞ is the probability that a document belongs to the category c if we know that the word w does not occur in it. Usually, these probabilities are estimated by means of the corresponding relative frequencies. In the same direction, expected cross entropy for text (CET ) [6] only takes into account the presence of the word in a category. It is defined by CET ðw; cÞ ¼ P ðwÞ Á P ðcjwÞ Á log P ðcjwÞ P ðcÞ :
Yang and Pedersen [4] introduced the statistic 2 for feature reduction, which measures the lack of independence between a word and a category. A modification of this measure is S À 2 , proposed by Galavotti et al. [7] , who defined it by S À 2 ðw; cÞ ¼ P ðw; cÞ Á P ðw; cÞ À P ðw; cÞ Á P ðw; cÞ:
It has been shown that it performs better than 2 (see [7] ).
Machine Learning Measures
In [8] , [9] , we proposed several measures taken from the Machine Learning (ML) environment. Specifically, they are measures previously applied to quantify the quality of the rules induced by an ML algorithm. In order to be able to adopt these measures for FS in TC, we have proposed to associate to each pair of word w and category c, the following rule: If the word w appears in a document, then that document belongs to category c.
We denote this rule by w ! c. In this way, the quantification of the importance of a word w in a category c was reduced to the quantification of the quality of the rule w ! c.
Some notation must be introduced in order to define this family of measures. For each pair ðw; cÞ, a w;c denotes the number of documents of the category c in which w appears, b w;c denotes the number of documents that contain the word w but do not belong to the category c, c w;c denotes the number of documents of the category c in which w does not appear and, finally, d w;c denotes the number of documents which neither belong to category c nor contain the word w.
In general, rule quality measures are based on the percentage of successes and failures of its application. A measure of this kind is the Laplace measure. Basically, this measure modifies the percentage of success and it is defined by
where s is the number of classes in the classification problem. Since we will be dealing with binary problems, we will use s ¼ 2.
Another measure of this kind is the difference (D). It establishes a balance between documents of the category c and the rest, both containing the word w:
This measure is a simplification of the accuracy, defined in [10] . It penalizes those words which appear in documents of the category c by means of subtracting from them the number of documents of the rest of categories which contain the word w.
Besides, there exist other rule quality measures that also take into account the number of documents of the category in which the word occurs and the distribution of the documents over the categories. An example of these kind of measures is the impurity level (IL) studied for FS in [8] , [9] .
With this measure, the distribution of documents over the categories is considered by introducing the concept of canonical or unconditional rule (denoted by ! c), which says that any document belongs to the category c. This rule is used as a reference for the rest of rules of the same category. The measure IL is calculated by taking into account the times that the rule is applied (n) and its successes (m). The confidence interval of its percentage of success is determined by
where CI l stands for the left extreme of the interval, CI r for the right one, z is the value of a standard normal distribution at the significant level (which in this paper was chosen to be ¼ 95 percent), and p is the percentage of success defined by
Then, IL is defined by the degree of overlapping between the rule confidence interval and the correspondent canonical rule confidence interval:
On the other hand, for selecting a term w, it can be helpful to measure the number of documents of a category c in which w does not appear, that is, to consider the value c w;c (for instance, in [9] , it is shown that this helps in classifying the Reuters collection, although is has less impact on Ohsumed). Hence, we obtain L ir (respectively, D ir ) from adding the parameter c in (1) (respectively, (2) in (3), the measure IL ir is obtained. We could also add to D, L, and IL the parameter d w;c . However, the resulting measures behave as D in the sense that the ordering of the words they produce is exactly the same.
LINEAR FILTERING MEASURES
If a category is fixed and the notation given in Section 2.3 is adopted, many of the measures defined in Section 2 accept simple expressions. For instance, if we denote by N the number of documents in the category c and by M the number of documents not in c, we can write
where a w ¼ a w;c and b w ¼ b w;c for simplicity. Let us identify each word w with the pair of integer numbers ða w ; b w Þ. Then, we can study the words that receive identical score under a filtering measure which depends only on ða w ; b w Þ, by means of the level curves defined by the measure (when it is considered as a bidimensional surface).
In two of the cases above (D and df ), the calculation of the level curves is extremely easy. In fact, we have that
a w ¼ Àb w þ df ðwÞ; and, consequently, the level curves of D are straight lines with slope equal to 1 and those of df are also straight lines but with slope À1.
We are interested only in points of the form ða w ; b w Þ with a w and b w integer (since they represent occurrences of words), and every such point can be conveniently considered isolated from the rest. Thus, this situation can be made general, as the following theorem states (the proofs of the theorems can be found in Appendix A).
Theorem 1.
If m is a filtering measure and N and M are natural numbers, then the level curves passing through the words with a w N and b w M can be considered as straight lines.
However, it is not the case that every measure whose level curves are straight lines has exactly one for each value that it attains. For instance, the measure mðwÞ ¼ ja w À b w j has for each integer value k 6 ¼ 0 the two level curves
Hence, in general, for each value of a measure can exist several nonintersecting level curves.
Then, an interesting special case is that of measures m which have just one level curve for each value. That is, the measures m that satisfy For these kind of functions, something more can be said, as Theorem 2 shows (see Appendix A for the proof). In the light of these two theorems, it is interesting to study which are the filtering measures (and which is their behavior in FS) satisfying a w ¼ pðmðwÞÞb w þ qðmðwÞÞ at least when the degree of p and q is low. In the most simple case, the family of measures obtained is described below (notice that it is not possible that the degrees of p and q are both zero).
When degreeðpÞ ¼ 0 and degreeðqÞ ¼ 1, we have
for some constants c 1 ; c 2 , and c 3 with c 2 6 ¼ 0 and, thus,
The value of c 2 can be set to 1, since the ordering produced among the words will always be the same whatever the value of this constant is. Then, we have
but now we can make c 3 ¼ 0 since, again, the ordering will be unaffected by the value of this constant. Then, we have the parametric family of measures given by
with c 1 any real number. Some members of this family are
, and the df of w in the category c (when c 1 ¼ 0).
As we have seen, some of these measures have already been studied in the literature and some have gotten good results in FS for TC. Then, it would be interesting to study the general behavior of this family in the filtering task.
For simplicity, we will work with an equivalent, but slightly modified, expression of the family. We will call linear filtering measure to any measure of the form
These measures have a nice geometrical interpretation which is stated in the following theorem:
Theorem 3. If w 1 and w 2 are two different words of the same category, then
where is the angle between the points ðb w 1 ; a w 1 Þ and ðb w 2 ; a w 2 Þ.
The family of linear filtering measures depends on the parameter k which can take any real value. However fixed a category, only a finite number of these measures are nonequivalent, in the sense that they produce different orderings of the words (there exist only finitely many such orderings). In fact, the following theorem shows the expression of the number of measures that should be taken into account. where k e is defined recursively by
with ' M ðNÞ being the quantity of natural numbers between 1 and M (both included) which are relative prime to N.
Obviously, this number of measures is the maximum possible, attained when, for every ða; bÞ in ½0; M Â ½0; N, there exists at least one word in the category with a w ¼ a and b w ¼ b. If it is not the case, then the number of nonequivalent measures will be lower.
THE SYSTEM
In this section, we describe the details of the system that we will apply for TC. This includes the document preprocessing and the way the classification task is tackled.
Document Preprocessing
As we have already mentioned in Section 1, among the different views of a document, the bag of words [2] model is the most widely adopted in TC. It consists in regarding a document as a sequence of terms assuming their independence and ignoring ordering and text structure.
This representation can use Boolean features indicating whether a specific word occurs in a document or not. In addition, it can use the absolute frequency of a word (tf ) in order to weight its importance in the document. Another measure for this purpose is tfidf, which takes into account the distribution of the words in the documents, or its variant tf c (see [11] ), which also considers the different lengths of the documents. In this paper, tf is chosen because it is one of the most used [1] , [6] .
In the document representation, different sets of words can be used. One consists of words that belong to each category isolated from the rest, which is known as local lexicum. On the other hand, the global lexicum considers the words from all categories. In this work, the local lexica are considered, since they offer better results [1] (for instance, with the measure D, which is also a linear measure, the best F 1 obtained with global lexica is 82:16 percent in Reuters and 55:11 percent in Ohsumed, much worse than the values obtained with local lexica, as shown in Sections 6.1 and 6.2).
FS will be applied to these lexica (notice that there exists a different one in each category) by means of the measures introduced in Sections 2 and 3.
Additionally, two kinds of feature reduction are performed. The first one consists of removing the stop words because they are useless for the classification. The second one involves mapping words with the same meaning to one morphological, which is known as stemming [2] . The Porter algorithm [12] is used in this paper for this purpose. This algorithm strips common terminating strings (suffixes) from words in order to reduce them to their roots or stems. A list of suffixes to be removed is specified together with some conditions (for instance, the minimum length of the remaining stem). When the conditions are met, the suffix is stripped or replaced by another suffix.
The Classification
The aim of TC consists in finding out whether a document is relevant to a category or not. Typically, the task of assigning a category to a document from a finite set of m categories is commonly converted into m binary problems, each one consisting of determining whether a document belongs to a fixed category or not (one-againstthe-rest) [13] . This transformation makes possible the use of binary classifiers for the multicategory classification problem [11] .
In this paper, the classification is performed using Support Vector Machines (SVM) [14] , since they have been shown to perform fast [15] and well [16] in TC. The key of this good performance is that SVM are able to handle many features and to deal well with sparse examples. SVM are universal binary classifiers able to find out linear or nonlinear threshold functions to separate the examples of a certain category from the rest. They are based on the Structural Minimization Risk principle from computational learning theory [17] . The idea of structural risk minimization is to find a hypothesis h for which it is guaranteed the lowest true error. The true error of h is the probability that h will make an error on an unseen and randomly selected text example. In this case, the hypothesis that is sought for is a hyperplane which separates the positive training examples from the negative ones leaving the maximum possible margin.
We adopt this approach with a linear threshold function since most TC problems are linearly separable [11] .
THE EXPERIMENTS
In this section, we describe the settings of the experiments carried out with the linear filtering measures, including the corpora chosen, the way of selecting the parameter k and the measures applied to evaluate the performance.
The Corpora
In this section, the corpora used in the experiments are described and analyzed. They are the Reuters-21578 collection and the Ohsumed collection.
Reuters-21578 Collection
The Reuters-21578 1 corpus is a set of economic news published by Reuters in 1987.
We chose the Apté split [13] in test and train. After eliminating some documents which contain no body or no topics, we obtained 9,805 documents of which 7,063 are training documents and 2,742 are test ones.
The distribution of documents into the categories is quite unbalanced. In fact, the relative dispersion of the number of documents of the categories is 336:31 percent in the interval [1, 2709] for training documents and 339:86 percent in [1, 1044] for test documents. In addition, 76:40 percent (in train) and 78:65 percent (in test) of the categories have less than 1 percent of the documents.
The words in the corpus are little scattered, since almost half (49:91 percent) of the words appear in only one category and 16:25 percent in only two categories.
Ohsumed Collection
Ohsumed 2 is a clinically oriented MEDLINE subset formed by 348,566 references of 270 medical journals published between 1987 and 1991.
The stories have been manually classified according to the MeSH structure tree (Medical Subjects Headings) [18] .
In this work, we considered the first 20; 000 documents of Ohsumed from 1991 with abstract. The first 10; 000 have been labeled as training documents and the rest as test documents. They have been split into the 23 subcategories of diseases (category C) of MeSH (C1, C2,...,C23) [11] .
Again, a statistical analysis of this collection was performed. It was found that the distribution of documents over the categories is much more balanced than in Reuters. In fact, the relative dispersion of the number of documents of the categories is 86:91 percent in the interval [ The words in this collection are quite more scattered than in Reuters, since 19:55 percent of the words (in average) appear just in one category (against 49:91 percent in Reuters).
Selection of k
To apply the filtering linear measures, we have to select the value of the parameter k. Since we are interested in testing the performance of the family, we will use several values of k and also adopt several ways of selecting them.
The first one will consist in using the same value of k for filtering in all the categories. For instance, when we apply D or D ir , we are using this approach since the value of k (1 and 2, respectively) is the same for all the categories. We will call these kind of values absolute values and we will study their behavior when k ranges in a certain interval. From the results of the measures with k in that interval, we will decide which new values of k are promising and set a new interval of values for study. We will repeat this process until an optimum (possibly local) is found.
However, from the proof of Theorem 4 (see Appendix A), we know that values of k of the form b w a w with w a word of the collection are important. Thus, the second way of selecting the values of k will take into account these values: For each category c, we will compute k w ¼ b w a w for every w in the lexicum of c and we will order the values k w . Then, we will select the deciles of that distribution and study the corresponding linear measures. From the results obtained, we will refine the search (taking into account the centiles) as explained for the absolute values. Notice that, in this latter case, the value of k will be different in each category, so we will call these values the relative values.
We will be interested in determining whether the use of absolute or of relative values offers better results.
Evaluation of the Performance
Two measures of effectiveness commonly used in IR [1] are adopted in this paper. Those are precision (P) and recall (R). The former quantifies the percentage of documents that are correctly classified as positives (they belong to the category) and the latter quantifies the percentage of positive documents that are correctly classified. Due to the trade-off existing between precision and recall [1] , it makes no sense to consider these parameters on their own. Among the several ways of combining them, F 1 is one of the most popular. It gives equal relevance to both precision and recall and it is defined by
To compute the global performance over all the categories in this work, it is used microaveraging which is based on averaging the F 1 of each category in proportion to its number of documents [1] .
THE RESULTS
In this section, we present the results of the experiments described in Section 5 for both corpora under study.
Reuters-21578
First, we present the results obtained with absolute values of the parameter k (see Section 5.2) and then those obtained with relative values. In each case, we show the results when different numbers of words are filtered out (from 0 percent to 98 percent). Fig. 1 . The results obtained with these measures are poor, since no improvement is achieved with regard to no filtering. However, the higher the value of k is, the better the results are (in fact the highest F 1 of this series of experiments is obtained with LM 10 ). Hence, we have performed a new set of experiments, this time with k ¼ 10; 20; . . . ; 100. The results are presented in Table 2 and in Fig. 2 .
These results are much better, and from LM 30 on, we obtain measures which can be used for filtering with an improvement of the overall performance for several filtering levels. The best F 1 is achieved by LM 70 , so we have explored the measures with k between 60 and 70 (see Tables 3 and 4 and Fig. 3) .
The highest F 1 is obtained with LM 66 which attains a value of 85:72 when the 85 percent of the words are filtered.
On the other hand, as Table 2 shows, the measure LM 100 offers promising results, so it may be interesting to study the behavior of the measures with k ¼ 100; . . . ; 1; 000. We have conducted experiments similar to the previous ones with these measures and the results are summarized in Table 5 and in Fig. 4 . However, none of these measures obtain better results than LM 66 .
Relative Values
In this section, we present the results of the experiments performed with values of k relative to each category (see Section 5.2).
The first experiments are performed with the values of k corresponding to the deciles of distribution of bw aw in each category. The results are shown in Table 6 and in Fig. 5 .
Again, the bigger the value of k, the better results obtained. The highest values of microaveraged F 1 are achieved with the values of k corresponding to the 9th and 10th deciles, so we have performed experiments with the centiles between the 90th and the 100th. The results are shown in Table 7 and in Fig. 6 .
The best results are obtained when the value of k is set to the 99th centile.
Comparison with Other Measures
In this section, we compare the best linear measures using absolute and relative values of k (see the two previous sections) with those measures which had obtained the best results in previous studies on FS for TC (see [9] ). The results are summarized in Table 8 and graphically presented in Fig. 7 . We denote by LM c99 the linear measure obtained with values of k corresponding to the 99th centile of the relative values.
The only previously existing measure which outstands the comparison is IG. It is better than LM c99 , but LM 66 obtains the highest results of them all (although IG is more stable when aggressive filtering levels are applied).
Ohsumed
As with Reuters-21578 (see Section 6.1), we present in first place the results obtained with absolute values of the parameter k and then those obtained with relative ones. Finally, we compare the performance of linear measures with that of the best filtering measures so far.
Absolute Values
Again, we begin studying the absolute values k ¼ 1; 2; . . . ; 10, whose microaveraged results of F 1 are shown in Table 9 . The highest F 1 achieved by each measure is represented in Fig. 8 .
With all these measures, we obtain results that improve the overall performance of the classification in relation to the case when no filtering is applied. The highest F 1 is achieved by LM 2 (which is D ir ), so we explore other measures with values of k near 2:0. The results are shown in Tables 10 and 11 and in Fig. 9. 
Relative Values
Now, we present the results of the experiments performed with linear measures whose values of k are relative.
As we did with Reuters-21578, we first experiment with the values of k corresponding to the deciles of b w a w in each category. We present the results in Table 12 and in Fig. 10 .
The best values are obtained when k takes the values of the 1st and 2nd decile, so we have performed new experiments with measures whose values of k correspond to the centiles from 10th to 20th. The results are shown in Table 13 and in Fig. 11 .
Clearly, the best choice is the measure which corresponds to the 18th centile.
Comparison with Other Measures
As we did in the case of Reuters-21578, this section is devoted to comparing the best linear measures (both with absolute and relative values of the parameter k) to those ones which had offered the best performance in previous studies on FS for TC (see [9] ). Table 14 presents the results, where LM c18 is the measure corresponding to the 18th centile. The performance of the measures is graphically represented in Fig. 12 .
It is clear from Table 14 and Fig. 12 that both linear measures perform better than any other measure and that LM c18 is the best of both. In fact, many of the measures studied in the previous sections also outperform the existing ones on Ohsumed (see Tables 11 and 13 ). Thus, the family of linear measures seems to be a very appealing choice for performing FS on this collection.
On the Values of the Parameter k
We have noticed in the previous sections that the linear measures can perform better than previously existing measures both on the Reuters-21578 collection and on the Ohsumed collection. However, the parameters that work well in them are different from one corpus to the other.
While in Reuters-21578, the best choice is a measure with a high absolute value of k (LM 66 ), in Ohsumed, lower values of k chosen relatively in each category seem to be preferable (the best performing measure is LM c18 ).
These differences may be caused by the different properties of the corpora (see Section 5.1). In Reuters-21578, there exist many words which are specific to a category and hence have low b w . Thus, the parameter a w is more discriminative and should be given more relevance (value of k high). On the other hand, in Ohsumed, the words are much more scattered and the importance of a w and b w is much more balanced. Consequently, the value of k should not be very high.
CONCLUSIONS AND FURTHER RESEARCH
We have introduced a new family of filtering measures for FS in TC which have a simple expression in terms of the appearance of the word in the different documents. We have also shown that these measures have interesting properties (for instance, an appealing geometrical interpretation).
The experiments conducted show that these measures perform at least as well as previously existing measures and, even better, on corpora with different properties (we have used Reuters-21578 and Ohsumed). In fact, in the Ohsumed collection, many linear measures clearly outperform the results obtained with previously existing measures and, in Reuters-21578, the highest F 1 is also obtained by one of the linear measures.
We have also proposed two different methods (the use of absolute and relative values) for the selection of the parameter k on which the family depends. The former (relative values) performs better on Ohsumed, while the latter (absolute values) is better for Reuters-21578.
This selection of the parameter k is a critical point in the practical application of these measures. The experiments show that the characteristics of the corpora greatly influence this selection. If the words are little scattered (as in the case of Reuters-21578), the importance of the value a w is bigger and the best overall performance is obtained with high values of k. On the other hand, if the words are more scattered (for instance in Ohsumed), the values of k should be chosen to be lower. We are interested in exploring further this relationship between the optimum value of k and the characteristics of the corpus. Additionally, we plan to develop methods for the automatical determination of the optimal value of k.
We also want to perform a deeper study of the properties of the linear measures as well as to explore further the performance of this family of measures, carrying out experiments on other corpora of similar characteristics to check whether the trends remain the same.
Finally, we are interested in studying other families of measures which can be expressed in a way similar to that of the linear measures. 
APPENDIX A PROOFS OF THE THEOREMS
and the result follows. t u
Proof of Theorem 4. The main point in the proof consists in showing that k e ðN; MÞ is the number of measures which assign equal value to at least two points in ½0; M Â ½0; N and that, in fact, this coincides with the number of measures that assign value 0 to the point ð0; 0Þ and, at least, to another different point in ½0; M Â ½0; N. If this is so, then it is clear that the total number of nonequivalent measures will be 2k e ðN; MÞ À 1. In fact, if we take two measures which assign the value 0 to at least one point different from ð0; 0Þ and their k 0 s (namely, k 1 < k 2 ) are the closest possible, then all the measures with k between k 1 and k 2 form an equivalence class.
Then, we have to show:
. That any measure which assigns the same value to two different points in ½0; M Â ½0; N in fact assigns the value 0 to a point different in ½0; M Â ½0; N different from ð0; 0Þ. . That the number of such measures is given by k e ðN; MÞ. To prove the first point, consider a measure mðwÞ ¼ ka w À b w which assigns the same value to the points ðb 1 ; a 1 Þ and ðb 2 ; a 2 Þ. We have several cases: 
and, hence,
But, a 1 À a 2 > 0 and k > 0, so b 1 À b 2 > 0 and the point ða 1 À a 2 ; b 1 À b 2 Þ belongs to ½0; M Â ½0; N is different from ð0; 0Þ and, obviously, attains the value 0. Now, we have to prove that the number of measures which assign 0 to a point different from ð0; 0Þ is given by We proceed by induction on N. If N ¼ 1, then there exists exactly M þ 2 two different measures of that kind, M þ 1 corresponding to each straight line from ð0; 0Þ to the points ð0; 1Þ; ð1; 1Þ; ð2; 1Þ; . . . ; ðM; 1Þ and the other one corresponding to the straight line from ð0; 0Þ to ðM; 0Þ. If N > 1, then we have to sum up the lines assigning 0 to points of the form ði; jÞ with 0 i M and 0 j < N, which is given by k e ðN À 1; MÞ (induction hypothesis) and the lines assigning 0 to points of the form ði; NÞ with 1 i M which are not included in the lines counted by k e ðN À 1; MÞ (notice that the line joining ð0; 0Þ and ð0; NÞ is already included).
But, a line ka À b which assigns 0 to a point ði; NÞ also assigns 0 to a point ðb; aÞ 6 ¼ ð0; 0Þ with a < N if and only if
Then, we can deduce that
and, thus,
Then, ai is divided by i and N and, hence, d, the least common multiple of i and N is less than or equal to ai. But, since a < N, it follows that d ai < iN and, thus, i and N are not relative primes.
Similarly, it is easy to prove that if i and N are not relative primes, then there exists ða; bÞ 6 ¼ ð0; 0Þ with a < N and b M such that ai ¼ bN. Then, the line joining ð0; 0Þ and ði; NÞ is already counted in k e ðN À 1; MÞ.
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