The influence of relative wealth on fairness considerations is analyzed in a series of ultimatum game experiments in which proposers and receivers are given large and widely unequal initial endowments. Subjects initially demonstrate a concern for fairness. With time however, the dynamics of behavior become at odds with both subgame perfection and fairness. Evidence of learning is detected for both proposers and receivers in the estimation of a structural reinforcement learning model. The estimation results suggest that, guided by foregone best responses and an acquired sense of deservingness, rich subjects become more selfish, while poor subjects, influenced only by their past plays and outcomes, learn to tolerate this behavior.
Introduction
During the last two decades, experimental economics has clearly demonstrated that agents do not maximize only their monetary payoffs. 1 In particular, players in ultimatum games are willing to sacrifice their own payoffs and often refuse "free money". 2 Such behavior is widely believed to be motivated by equity or fairness concerns. 3 Experimental studies have also established that behavior in ultimatum games may be affected by learning, as well as cultural, social, psychological and/or environmental factors. The present paper is an attempt to analyze the influence of one such factor. Namely, a series of ultimatum games experiments is conducted to try to determine whether fairness considerations, and in particular their stability over time, are affected by observed wealth differences between subjects.
The analysis of observed wealth differences in ultimatum games, although challenging, is important as it may help us better understand the nature of fair behavior. In particular, it offers the possibility to test the robustness of recently proposed fairness models compared to the more traditional game theoretic approach constructed around self-interested agents. In addition, the influence of relative wealth on fairness considerations may have important, and not yet well determined, real life consequences. Indeed, traditional ultimatum games do not explicitly account for wealth differences that typically exist between participants in most real life bargaining situations such as wage negotiations, international trade between developed and less developed countries, or pre-trial settlements between (e.g.) a patient and a hospital in a malpractice case. The analysis of wealth differences as one of the determinants of bargaining outcomes and fairness perception, is therefore of academic and practical interests.
The ultimatum game corresponds to the last round of a two player bargaining process, in which a proposer offers an ultimatum in the form of a share of a given pie. This offer can be either accepted or rejected by a receiver. If the offer is accepted, then an agreement is reached and the pie is shared according to the offer. If the offer is rejected, then the bargaining process stops and players receive no payoff. If players are assumed to maximize their own monetary payoff, then subgame perfection predicts that proposers offer the smallest possible positive portion of the pie and receivers always accept. In sharp contrast with this theoretic prediction, the following facts have been consistently observed in ultimatum experiments, independent of the experimental design: most offers lay between 40% and 50% of the pie; there are almost no offers above 50% and below 15%; the probability of rejection decreases with the offer; and offers below 20% are rarely accepted.
These experimental results were originally perceived as anomalies since it is traditionally assumed that the Homo economicus is self-interested (see Camerer and Thaler 1995) . In the wake of mounting experimental evidence, some models incorporating static fairness considerations have been recently developed. 4 These models are able to organize a large part of experimental data. However, they do not account for social, psychological, and learning effects that have be shown to influence behavior in the ultimatum game. For instance, anonymity (Hoffman et al. 1994) , chivalry (Eckel and Grossman 2001) , and deservingness or morally justifiable entitlement (Hoffman et al. 1994 , Eckel and Grossman 1996 , Ruffle 1998 have be shown to affect behavior, either toward or away from the subgame perfect equilibrium. In addition, we shall see in section 2 that evidence of learning has been detected in ultimatum game experiments, suggesting that fairness considerations may not be stable over time.
A previously unexplored psychological factor that may affect the outcomes in ultimatum games is the observed wealth difference between players. Indeed, one may expect subjects to act more fairly when it is known that they are wealthier. Alternatively, wealth may also provide some bargaining power that will be used to extract more favorable and possibly more inequitable outcomes. The present paper proposes an exper-4 See e.g. Rabin (1993) , Levine (1998) , Fehr and Schimdt (1999) , or Bolton and Ockenfels (2000) .
iment in an attempt to test these hypotheses, and to verify whether fairness preferences are stable over time in the presence of wealth inequalities. As we shall see however, the analysis of relative wealth in experimental economics is non-trivial and presents a number of challenges. The experiment proposed to address these challenges consists in three treatments. Treatment 0 is similar in nature to the traditional ultimatum experiments. In treatment 1 (respectively 2) proposers (respectively receivers) are initially endowed with a large amount of money. Then, they play the same ultimatum game as in treatment 0. The allocation of the endowments by the experimenter is common knowledge and purely arbitrary. It is therefore difficult to justify it morally. In addition, the endowment is substantial enough that it can be assumed to create adequately wealth differences between participants.
In a nutshell, the results are as follows: Subjects initially attempt to reach an egalitarian division of their overall earnings (i.e. the initial endowment plus the revenue from the ultimatum game); with experience, however, rich (poor) proposers make smaller (larger) offers, while rich (poor) receivers are more likely to reject (accept) small offers.
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In other words, the dynamics of behavior not only contrast with previous ultimatum game experiments, but they are also at odds with both subgame perfection, and the notion that fairness preferences at stable over time. To explain the dynamics of behavior, a structural reinforcement learning model accounting for experience and foregone best responses is estimated. The estimation results suggest that both proposers and receivers learn to adjust their strategies. This result is remarkable since evidence of learning on the part of receivers has rarely been collected in traditional ultimatum games. The estimation results also suggest that the evolution of strategies may be essentially explained by a combination of four factors: first, rich subjects acquire most bargaining power as their opponents lose their ability to punish greedy behavior; second, the rich players' learning process is mainly driven by foregone best responses rather than the actual payoff received; third, unlike their opponents, the monetary expectations of rich subjects 5 To simplify, subjects (not) receiving the large initial endowment will be labelled as "rich" ("poor").
increase with time; fourth, poor players select their strategies based on their past payoffs and actions. In other words, the dynamics of behavior in the experiment was affected by wealth differences, as rich subjects appeared to become more selfish, while poor players learned to tolerate their opponents increasingly aggressive behavior.
The paper is organized as follows: the related literature is summarized in section 2; the design of the experiment is presented in section 3, and discussed in section 4; the experimental outcomes are analyzed in section 5; the general reinforcement model is briefly explained in section 6; the estimation results are commented in section 7; finally, section 8 concludes.
Related Literature
To the best of our knowledge, the effect of observed wealth differences on the behavior of subjects in bargaining experiments has never been explicitly analyzed. Equal initial endowments, however, are often implicitly provided to experimental subjects in the form of a participation fees. 6 Such fees usually vary between $3 and $10, which may represent up to 100% of the pie to be divided in the bargaining game. No significant treatment effect has been observed in bargaining experiments when participation fees are equally provided to both parties. In other words, these experiments suggest that behavior in ultimatum games is not affected by traditional absolute wealth effects. It may be argued, however, that the participation fees may have been too modest to represent adequately wealth. Although the object of the present paper is to concentrate on observed wealth differences, it has to be acknowledged that the question of absolute wealth effects has not been fully resolved.
Wealth differences between participants have rarely been introduced in bargaining experiments. Güth et al. (1992) tried to induce behavior conforming to subgame perfection by providing receivers in ultimatum experiments with modest initial endowments.
The data suggested that initial endowments appeared to lower slightly offers, but no significant support was provided in favor of either fairness or subgame perfection. However, the authors concluded that the experimental outcomes may be explained by the combination of two factors: first, the roles of proposers and receivers were auctioned prior to the ultimatum game, and second, subjects only played one round. In the present paper, positions are randomly attributed and the experiment consists of 60 periods which provides ample opportunity to learn. Goeree and Holt (2000) use small asymmetric endowments in a two stage bargaining model to differentiate fair from random behavior. They find a prevalence of fair proposals that tend to equalize the overall earnings. Subjects, however,
were not given the opportunity to learn. Finally, Eckel and Grossman (1996) analyze a dictator game where proposers face "needy" and/or "deserving" responders such as the American Red Cross. 7 The authors find that altruism is more common than usual, but non-negligible greedy behaviors are still observed. Unlike Eckel and Grossman (1996) , the differences in wealth, and the needs of participants are difficult to justify morally in the present study.
The first wave of bargaining experiments yielded conflicting results regarding the importance of learning in ultimatum games. Indeed, Binmore et al. (1985) found an effect of experience, while Güth and Tietz (1988) , as well as Neelin et al. (1988) , did not find any evidence of learning. More recent studies however, clearly indicate that proposers learn to lower slightly their offers (e.g. Slonim and Roth 1998). On the other hand, with the notable exception of Cooper et al. (2003) , very little evidence of learning on the part of receivers has been collected. Erev and Roth (1998) argue that this stylized fact is consistent with the prediction of a choice reinforcement learning model, since accepting or rejecting small offers provide basically the same amount of reinforcement. As we shall see in section 5.1, this observation may also be partially explained by the fact that the receivers' strategies are typically imperfectly observed in traditional ultimatum experiments. 7 The dictator "game" is similar to the ultimatum game except that the receiver has no alternative but to accept the proposal.
The Experimental Design
We present in this section the different experimental treatments. The main differences with traditional ultimatum experiments are then discussed in a subsequent section.
The experiment was conducted with volunteers at the State University of New York at Stony Brook. There were three experimental sessions, one for each treatment and each with 60 subjects and 60 rounds. No subject participated in more than one session. Prior to any session, the pool of 60 subjects was equally divided in two groups of proposers and receivers. To preserve anonymity, each group was asked by E-mail to meet in a different laboratory located in separated buildings. A small number of additional subjects were also invited in each group in order to anticipate any potential withdrawal. At the beginning of the session, players were assigned to an isolated computer and informed of their role as receivers or proposers. Subjects remained in the same role for the entire session. Subjects were told in advance how many rounds would be played, and they knew that the experiment would not exceed 2 hours. Instructions were then read aloud, followed by participants' questions, and two dry runs in which the outcome did not count toward the players' final earnings. 8 The analysis of the data begin with the first round involving cash payoffs. At the beginning of each round, players were randomly matched in pairs. To avoid reputation building, the subjects were informed that the assignment was such that it was not possible to identify the other member of the pair, and no pair was identical in two successive rounds.
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The design of treatment 0 is a hybrid between the ultimatum game in strategic and extensive forms. As further discussed below, this design enables the experimenter to observe fully the receiver's strategy, while preserving subgame perfection as a relevant equilibrium concept. In each round, each proposer and receiver participated in a two stage game. In stage 1, the proposer makes an offer in cents between 0 and $50 while 8 The complete list of instructions are available at this web address: http://www.sunysb.edu/economics/research/workpap.html.
9 During the course of the experiment, each proposer was matched twice with each receiver. However, the one-shot nature of the game was essentially preserved since the probability of playing against a given player in a given period was negligible.
the receiver simultaneously announces a minimum acceptable offer (hereafter MAO) corresponding to the smallest offer he is willing to accept. At the beginning of stage 2, the proposer's offer is revealed to the receiver. The receiver is then given the opportunity to revise his strategy by accepting (rejecting) an offer below (above) the MAO he announced in stage 1. To promote truthful announcements in stage 1, the revision is only randomly approved by the computer with probability 0.5. In other words, a receiver could reject (accept) in stage 2 an offer he originally declared he would accept (reject), but the revision had only a fifty percent chance of being implemented.
The money is allocated exactly according to the proposer's offer under two scenarios.
In the first scenario, the offer exceeds the MAO and either no revision takes place in stage 2, or a revision to reject the offer is not approved. In the second scenario, a revision to accept the offer is approved. As we shall see, to ensure that the hybrid and traditional ultimatum games have the same (subgame) perfect equilibrium, we have to impose that, although considered accepted, an offer exactly equals to the MAO yields only half of the offer to the receiver, while the proposer receives his entire share of the proposed division (i.e. $50 minus his offer). In such cases, the receiver could still revise his strategy by rejecting the offer in stage 2, in order to try to deprive both players of their payoffs. 10 Finally, in all situations not previously mentioned, neither players receives any money for this round.
After choices are made, both members of the pair are informed of each others actions (offer, MAO and possible revision) and payoffs. In addition, the computer screen displayed the subject's own history of plays for the last five rounds. At the end of the session a round and six pairs of subjects who were matched during that round were drawn randomly. Each selected player was paid in cash the amount of money earned during the selected round. In addition, every subjects received $5 just to participate.
The experimental design was slightly modified in treatments 1 and 2. The object of these treatments is to analyze the effect of known wealth differences between pro-10 Given the wide range of offers and MAOs available to subjects, a situation in which the proposer's offer equal the receiver's MAO never arose in the subsequent experiments. posers and receivers. This implies that, prior to the ultimatum game, both players should have positive but unequal levels of wealth. Therefore, the experimental design remained identical to treatment 0, except that widely unequal endowments were now allocated at the beginning of each round. Namely, proposers (receivers) received $50 in treatment 1 (2) while receivers (proposers) were given only $10. 11 The distribution of initial endowments, as well as the rules of the game were common knowledge. The payment method was identical to treatment 0, except that the selected players received their initial endowments for the randomly chosen round in addition to their earnings from the ultimatum game. In addition, every subject received $5 just to participate.
Note also that rich players (if selected) received a more than adequate remuneration for their participation in the experiment, even when the ultimatum game resulted in a disagreement. The difference in initial endowments is therefore assumed to represent adequately wealth inequality between players.
Each session lasted approximately an hour and a half. Although no time limit was imposed on subjects, the length of a round (roughly a minute) was constant within and across sessions, suggesting that subjects exercised the same amount of introspection at the beginning and the end of each experiment. On average, the selected proposers 
Comments on the Experimental Design
The design of an ultimatum game experiment to analyze relative wealth effects and learning presents a number of challenges. We now discuss some of the solutions proposed to address these challenges.
The first challenge consists in artificially creating in a laboratory wealth differences between subjects. The solution adopted is to provide half of the subjects with an initial 11 The initial endowment should not be confused with an outside option which is allocated only after a negotiation breakdown (e.g. Binmore et al. 1989 or Kahn and Murnigham 1993) .
12 These amounts include the initial endowments and the ultimatum game outcomes.
endowment sufficiently large to represent adequately wealth inequality. However, the potential profits of rich players in the ultimatum game must remain commensurate to their initial endowment, in order to promote rational-like behavior, and avoid the so called "satiety effect" (see Friedman and Sunder 1994) . Moreover, a pilot experiment indicated that providing poor subjects with no initial endowment was perceived as to unfair, which led a substantial number of poor subjects to either refuse to participate in the experiment, or to act in an apparently random manner. 13 It was therefore decided to conduct the experiment with i) unequal but strictly positive endowments for both types of subjects, and ii) a large amount of money to be divided in the ultimatum game.
The second challenge is to design an experiment that may be financed with a reasonable research budget. Indeed, it would be extremely costly to provide every subjects with sufficiently large initial endowments to create artificially wealth differences. To address this problem, a random payment approach was adopted, in which only 1 out of 5 subjects received a payment associated with his performance. 14 This payment method, however, differs from most ultimatum games where subjects are either paid their cumulative payoffs during the entire session (e.g. Zwick 1995 or Abbink et al. 2001b ), or one round is drawn at random and every subject receives the payoff he earned for this specific round (e.g. Ochs and Roth 1989 or Slonim and . Although the payment mechanisms have not been found to generate a significant treatment effect in ultimatum games, one may still wonder whether the random payment method may affect how subjects behave in the experiment. 15 Indeed, a potential drawback of this method is that subjects may become unmotivated realizing that their decision in each period has in fact little bearing, in expectation, on their final earnings. Although this issue has not been fully resolved in experimental economics, Bolle (1990) , Straub and Murnighan (1995) , as well as Murnighan and Saxon (1998) found no treatment effect in ultimatum game experiments when adopting a random payment method similar to the one used here. 16 Likewise, we shall see in the next section, that the outcomes observed in treatment 0 are consistent with previous ultimatum game experiments. Note also that subjects were allowed to leave the experiment with the show-up fee of $5 immediately after they were informed of the payment method, or at any point during the experiment.
Only two subjects out of 182 decided to do so before the experiment started. Finally, a post-experiment survey, and the statistical analysis of the data in the subsequent section, did not provide any evidence of boredom, lack of motivation, or random behavior on the part of subjects.
The third challenge consists in finding a proper balance between conducting a sufficient number of periods per subject to analyze adequately learning, and preserving the one shot nature of the ultimatum game. To avoid reputation building stemming from rematching the same subjects together, it has been decided to conduct a single session per treatment, consisting of a large number of periods, and including all the subjects recruited for that treatment. The number of rounds played in the present experiment may appear large by traditional standards, but it is not unprecedented (see e.g. Winter and Zamir 1997 , Duffy and Feltovich 1999 , Cooper et al. 2003 . Likewise, it is infrequent but not uncommon to group all subjects in a single session (see e.g. Ochs and
Roth 1989 or Bolton and Zwick 1995 for examples in the ultimatum game literature).
However, multiple sessions per treatment are preferred in general, as it may be argued that the behavior of subjects interacting within the same session cannot be assumed to be fully independent. Indeed, with a small pool of symmetric players frequently matched together, the actions of a participant may have a lasting effect on the behavior of the other subjects, after they are paired with him, and then with each other. However, the risk of propagation is lower in the present context, as the number of subjects is large, and the same participants are rarely matched with each other. Note also that the players facing each other in the ultimatum game (i.e. the proposers and receivers) are not symmetric. Therefore, the contamination of the proposer's (respectively receiver's) population is more difficult in this context, as it can only be carried out indirectly (e.g. from a proposer, to a receiver, back to a proposer). As we shall see, this intuition is confirmed by an econometric analysis which provides no evidence of a systematic dependency in the data collected in each treatment.
The fourth challenge consists in designing an experiment producing data that enables to analyze adequately learning. The overwhelming majority of ultimatum experiments have been conducted under the extensive form of the game, in which the receivers observe the offer before making a decision. A drawback of this approach is that it creates a data imbalance since, unlike the proposer strategy, the receiver's actions are not observed for all possible offers but only for the actual offer made by the proposer. This data restric-
tion makes it difficult to analyze properly the dynamics of the strategies for each type of players, and it prevents in particular the estimation of structural models such as adjustments or learning models. The implementation of the strategic form of the game enables one to correct the data imbalance. Indeed, both players' strategies are fully observed by the experimenter, as offers and MAOs are stated simultaneously. However, the timing of the ultimatum game is modified from a two stage game to a one-shot simultaneous move game. As a consequence, subgame perfection is lost as a solution concept. In addition, Roth (1995) argues that the strategy method may generate different behaviors, as receivers may regret their choice when they observe the actual proposer's offer. In fact, a recent comprehensive study of thirty two published papers on ultimatum games, indicates that the strategic implementation does not affect the actions of proposers, but it influences how responders behave (see Oosterbeck et al. 2001 ). This study therefore reinforces the need to use the hybrid design, as it appears to offer the advantages of both the strategic and extensive approaches, without some of the obvious drawbacks. Indeed, both players strategies should be fully observable, since subjects have a strict incentive to make truthful announcements in stage 1. In particular, the receivers must reveal his strategy in stage 1 in order to avoid the potential cost associated with the revision lottery in stage 2. However, receivers also have an incentive to correct any mistake or regret in stage 2. 17 In addition, subgame perfection remains a relevant equilibrium concept in this two stage game. Indeed, if subjects are self interested, then receivers have a strictly dominant strategy consisting in announcing a MAO strictly smaller than the offer. In addition, an offer equal to the MAO is strictly dominant for proposers. Therefore, the (subgame) perfect equilibrium consists for proposers to offer the smallest possible share of the pie in stage 1, and for receivers to always accept this offer by setting a MAO of zero in stage 1, and by accepting any strictly positive offer in stage 2. 18 In other words, the hybrid model has the same (subgame) perfect equilibrium, and the same equilibrium payoffs as the ultimatum game.
Experimental Results
The experimental results are summarized in Graphs 0.1 to 2.6 and Tables 1 to 4.   19 For the analysis to be consistent with previous studies (in which the pie is often $10) offers and MAOs have been divided by 5. Therefore, the players' strategies may also be interpreted as deciles of the total pie.
[ Table 1 Here]
Before describing the experimental outcomes, we conduct a statistical analysis of the data collected in each treatment to verify whether i) conducting a unique session per treatment generated a significant correlation between subjects' actions; ii) the random payment method, and/or the large initial endowments led some subjects to behave in a random manner. To capture potential systemic effects across individuals, the regressions conducted in this section will rely on a random-effect specification. This reduced-form approach, enables to exploit the panel structure of the data to account for possible correlations between the strategies selected by a subject across time.
The strategy s t i selected by subject i in period t is modelled as a function of the subject's past plays, as well as the past plays of his previous opponents:
are the strategies of subject i in the two previous periods; s
are the strategies in the two previous periods of subject j, where subject j was the opponent of subject i in period t − 1; s t−2 j is the strategy in period t − 2 of subject j , where subject j was the opponent of subject i in period t − 2; s
is the strategy in period t − 2 of subject i , where subject i was the opponent of subject j in period t − 2; ν i is the individual random-effect parameter; and finally, ε it is an error term. In other words, the econometric model accounts for all the strategies in the history tree of player i, backing up two periods. Note in particular that subject i and i are of the same type (i.e. both proposers, or both receivers). In other words, δ 6 significantly different from zero will indicate that a subject's actions contaminate his entire population. Moreover,
.., 6} will indicate that subjects acted randomly, and did not adjust their strategy over time.
To gain efficiency, the model is estimated with the general method of moment approach developed by Blundel and Bond (1998) . Table 1 reports the regressions results for the sample of proposers and receivers in each treatment. 20 For both types of players in each treatment, the parameters associated with the actions played beyond the previ-ous period, and in particular δ 6 , are not significantly different from zero. In other words, it appears that a subject's current choice depends only on the previous period actions, and in particular, it is not directly affected by decisions taken by other subjects in his own population. To confirm this result, the regression in (5.1) has been estimated after excluding the previous period actions (i.e. imposing δ 1 = δ 3 = 0). The results in Table   1 indicate that in this case, a player's strategy in period t can only be explained by his own action in period t − 2. In other words, we cannot detect any dependency within the samples of proposers and receivers, and the correlation between proposers and receivers actions does not appear to extend beyond the previous period.
Moreover, to test for random-like behavior (i.e. δ k = 0, ∀k = 1, ..., 6) we apply the extension to the general method of moment framework of the Wald test to each sample of proposers and receivers in each treatment (see e.g. Newey and West 1987) . The
Wald statistics vary between 45.694 and 59.464, which correspond to P-values ranging from 3.406E-8 to 5.782E-11. In other words, there is no indication that subjects, and in particular rich proposers in treatment 1 and rich receivers in treatment 2, acted randomly during the experiment. To verify whether subjects became un-motivated by the end of the experiment, we test the same hypothesis on the samples collected during the last ten periods of each treatment. The Wald statistics now vary between 38.852 and 53.264, which correspond to P-values ranging from 6.751E-7 to 1.038E-9. In other words, subjects did not exhibit any apparent random-like behavior, even by the end of the experiment. To summarize, we find no evidence that the experimental design created a significant dependency in the data, or generated random behavior on the part of subjects.
Treatment 0
The sole objective when analyzing the experimental outcomes in treatment 0 is to verify whether the introduction of the design modifications outlined in the previous section created a significant treatment effect compared to traditional ultimatum games. Several approaches may be considered to address this issue. The most thorough approach would consist in conducting a control treatment with the traditional ultimatum game design, and to compare it with alternative treatments in which the design modifications would be individually or jointly incorporated. The indispensability of a control treatment may be questioned, since the main behavioral characteristics of the traditional ultimatum game have been well established in the multiple experiments conducted over the years.
Moreover, we are in fact only interested in knowing whether the combination of all design modifications produced a significant effect on behavior. Therefore, we adopted an alternative approach consisting in comparing the outcomes in a treatment including all the design modifications, with those observed traditionally in ultimatum game experiments.
The experimental outcomes in treatment 0 are summarized in Table 2 . Pooling data over all periods, the average offer is 4.38 while the average MAO is slightly below with a mean of 3.42 (see Table 2 ). These actions resulted in an overall rejection rate of 23%.
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There are few offers above 6 (3.94%) and below 2 (2.06%). Graph 0.4 shows that offers and MAOs slightly decrease over time, but they mostly remain within a narrow interval (see also the comparison of the first and last 10 periods in Table 2 ). To confirm this observation, let us run the following random-effect regression separately for each sample of proposers and responders:
The regressions results in Table 3 indicate that the time trend parameters in treatment 0 are small, but significantly smaller than 0 in both samples. This suggests that both proposers and receivers slowly adjust their strategies over time by announcing smaller offers and MAOs. As noted previously, the finding of adjustments on the part of receivers is remarkable since it has rarely been detected in ultimatum experiments, even when subjects participated for a large number of rounds. This result should be essen- 21 The overall rejection is rather high, but it is consistent with previous studies (see e.g. Roth et al. 1991 , Abbink et al. 2001b , Slembeck 1999 . 22 This specification has been preferred over alternatives on the basis of a test of the over-identifying restrictions.
tially credited to the strategic implementation of the ultimatum game, as it allows the experimenter to observe fully the strategy of receivers.
[ Tables 2 and 3 However, the general shapes of the strategy distributions are essentially preserved.
The evolution of the rejection rate is volatile, and a series of regressions confirms that it does not exhibit any obvious trend (see Graph 0.5). Graph 0.1 also indicates that the rate of rejection decreases rapidly with the offer made. 23 For instance, offers above 4 have a 91.2% chance of being accepted, while offers below 2.5 are rejected 85.2% of the time.
Following Slembeck (1999) , let us define a measure of the proposers' bargaining power as the income difference (in percentage of the pie) between proposers and receivers. Graph 0.5 indicates that this measure of the proposers bargaining power is slightly positive, and remains roughly stable over time.
Finally, receivers revise their strategy in stage 2 of the game only 5.61% of the time.
The curve in Graph 0.6 indicates that most of these revisions (54%) occur within the first 10 periods of plays. The number of revisions as a function of the difference (in dollars)
between the offer and the MAO announced in stage 1 is also plotted in Graph 0.6.
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This bar graph is concentrated around zero, indicating that most receivers revise their strategy when the proposer's offer is close to the MAO originally announced. Notice, 23 The rejection rate for low and high offers should be interpreted with caution through the paper because they are often based on few observations. 24 This graph should be read as follows: the highest bar indicates that 25 receivers decided to revise their strategy in order to accept an offer to divide the $50 they initially declined, that was between $0 and $1 smaller than the MAO they originally announced. Note also that unlike the other graphs and tables, Graphs 0.6, 1.6, and 2.6 have not been constructed with the offers and MAOs divided by 5, but with the actual dollar values.
however, that the revisions are not symmetrically distributed around zero. Indeed, the five bars to the right, representing the rejections of offers originally accepted, account only for 1/4 of the total number of revisions. In contrast, 58.4% of the revisions consist of receivers deciding to accept an offer that was between $0 and $5 smaller than the MAO announced in stage 1. In other words, after a few periods of practice receivers learn to make few and only small mistakes in stage 1, and they appear to have very few regrets in stage 2. 25 To conclude, the outcomes appear to be consistent, both qualitatively and quantitatively, with previous ultimatum game experiments. More specifically, the distribution of offers, the probability of rejection, the distribution of payoffs, and the evolution of behavior is analogous to what is typically observed in traditional ultimatum games.
In addition, the low rate and the distribution of strategy revisions suggest that, with experience, the extensive and strategic implementations of the game generate similar behavior from experimental subjects. In other words, not only the experimental design modifications did not change the theoretic predictions, but they also did not appear to create any significant treatment effect compared to the traditional ultimatum game experiment. Nevertheless, it cannot be excluded that in a different context the two designs may produce different behaviors. To test whether the modified design is in general behaviorally equivalent to the traditional ultimatum game is beyond the scope of the present paper. What is truly important for the purpose of our study is that we have established that, like in an ultimatum game, subjects in treatment 0 appear to express a concern for fairness that is sustained over time.
Treatment 1: Rich Proposer
The overall average offer (4.29) and MAO (3.11) are slightly smaller than in treatment 0. These figures, however, only tell part of the story. Indeed, Table 2 indicates that, 25 The tables, graphs, and econometric estimations in this section are based on the MAO announced, and they do not account for possible strategy revisions by receivers in stage 2. However, given the small number and the distribution of the revisions, the tables, graphs and econometric estimations differ only slightly, and the nature of the results presented is preserved when the revisions are taken into account. compared to treatment 0, both players strategies are higher (lower) in the first (last) 10 periods. As illustrated in Graph 1.4, and confirmed by regressions of the form (5.2) (see Table 3 ), strategies now sharply decrease during the course of the experiment. MAOs still have a mode in the usual range 3-4 but they are now much more uniformly distributed (Graph 1.1). Note that a substantial number of receivers initially make large demands (i.e. between 4 and 6 in Graph 1.2). By the end of the session however, most receivers are willing to accept very small offers (i.e. lower than 2 in Graph 1.3). The mode of the offers is still in the interval 4-5 but larger (smaller) offers are now much more frequent in the early (late) periods of the game (see Graphs 1.1 to 1.3).
The rejection rate is slightly larger than in treatment 0, but it still does not reveal any specific trend (Graph 1.5). Graph 1.1 indicates that small offers are much more likely to be accepted than in treatment 0. For instance, offers below 2.5 are now accepted almost one third of the time. Graph 1.5 also indicates that the bargaining power is initially on the receiver's side, but it is increasingly captured by proposers over time. Finally, the number of revisions made by receivers increases slightly compared to treatment 0, but its distribution over time and offers remains similar (Graph 1.6).
To confirm the presence of a treatment effect the following regression was conducted after merging the two samples of proposers (respectively receivers) in treatments 0 and 1: Table 4 indicate that the parameters associated with Early T 0 t i (respectively Late T 0 t i ) are significantly smaller (respectively larger) than zero for both proposers and receivers. In other words, compared to treatment 0, rich proposers (poor receivers) are initially asking less (more) for themselves, but with time, they end up making larger (smaller) demands.
Treatment 2: Rich Receiver
The results in treatment 2 are almost the opposite image of those in treatment 1. Compared to treatment 0, offers and MAOs are initially smaller but they rapidly increase over time (Table 3 and Graph 2.4). The distribution of offers is now bi-modal (Graph 2.1) with a first mode in the range of 3-4, and a second mode in the range of 6-7. The first (second) mode is the result of low (high) offers in early (late) periods (see Graphs 2.2 and 2.3). Proposers are now willing to make offers above 6 more than one third of the time overall, and a surprising 54% of the time during the last 10 periods (Table   2 ). This is a striking difference with treatment 0, and behavior observed in traditional ultimatum game experiments. Note that the distribution of offers in the last 10 periods is also bi-modal with a first mode in the interval 6-7, and a smaller mode in the range 3-4. An inspection of individual data reveals that subjects cannot be divided in two subsamples of "greedy" and "generous" proposers. Instead, it appears that the same players alternate between small and larger offers with a clear predominance of large offers. The distribution of MAOs still has its usual mode in the range 3-4, but receivers become much more demanding with experience (see Graphs 2.1 to 2.3). As an illustration, the MAOs of 6 and above increase to 26.1% in the last 10 periods.
The evolution of the rejection rate remains as volatile as in the previous two treatments (Graph 2.5). Graph 2.1, however, indicates that small offers are rejected more often, while large offers are not always accepted. For instance, offers above 4 are now only rejected 15.1% of the time. The initial bargaining power of proposers shifts rapidly in the receivers' hands, in sharp contrast with traditional ultimatum games experiments (Graph 2.5). Moreover, the number and the distribution of the revisions made by receivers are once again comparable to treatment 0. Finally, the results of the regression (5.3) presented in Table 4 confirm the presence of a treatment effect. Indeed, compared to treatment 0, the offers and MAOs are significantly smaller in the early periods, but they become substantially larger by the end of the experiment.
Interpretation of the results
It is usually accepted that subjects behavior when they begin an experiment is predominantly influenced with real life experiences with comparable games. In real life bargaining situations, agents are typically not anonymous, the game is often repeated, the outcomes are frequently observed by others, and traditional norms as well as conventions apply. It has been demonstrated in several experiments that the combination of these factors is likely to generate fair or egalitarian outcomes in ultimatum games.
This may therefore explain the wealth egalitarian selection of strategies observed in the first periods of the different treatments.
On the other hand, the evolution of behavior is at odds with subgame perfection, and existing fairness models. Indeed, according to subgame perfection, wealth differences should not affect the players' decision process. In other words, the behavior of participants should remain the same across the three treatments. This prediction is strongly rejected by the data, since we have just established that the introduction of large and unequal initial endowments creates a significant treatment effect on the dynamics of plays. It has to be noted however, that behavior in treatment 1 is leaning toward the game theoretic prediction. This result is remarkable, as it has been notoriously difficult to induce subjects in ultimatum game experiments to conform to subgame perfection (see e.g. Weg and Smith 1993) .
The predictions of inequality aversion and altruistic models (see e.g. Fehr and Schimdt 1999 and Bolton and Ockenfels 2000) depend on how wealth differences are perceived by agents. If the arbitrary distribution of initial endowments is not seen as unfair by subjects, then behavior should remain constant across treatments. Otherwise, these models predict that the differences in initial endowments will result in more generous behaviors on the part of the rich players. More specifically, rich (poor) proposers should make larger (smaller) offers, and rich (poor) receivers should (not) be willing to accept small proposals. Such a wealth egalitarian approach appears to be a good predictor of initial behavior. Indeed, proposers tend to offer some amounts that would equalize, or at least reduce the difference between both players total earnings. The distribution of MAOs in the first periods of plays suggests that the wealth egalitarian outcome is also initially expected by the receivers. With time however, the experimental outcomes in treatments 1 and 2 become at odds with the fairness predictions. Indeed, rich players ask more for themselves, while poor subjects are willing to accept widely unequal divisions.
The reciprocity approach (see e.g. Rabin 1993) roughly assumes that agents are willing to punish hostile behavior, but they are inclined to reward other agents who intend to reward them. Such predictions are not consistent with the dynamics of behavior observed in the present experiment. Indeed, poor receivers are unfairly treated after a limited number of periods, but nevertheless, they accept to lower their demands over time. In addition, reciprocity suggests that revisions to reject an offer in stage 2 should be more frequent after the receiver observes an unequal proposal. Such behavior however, is rarely observed since most revisions consist in accepting an offer initially declined.
In addition, revisions essentially occur at the beginning of the session, when offers are arguably more equitable.
It has to be noted however that the inequality aversion, altruistic, and reciprocity models have not been developed to predict how behavior may evolve, since they implicitly assumed that fairness preferences are stable over time. Therefore, failure to explain the dynamics of behavior in the experiment should not be seen as a definitive rejection of fairness models. Indeed, fairness still appears to play a significant role, since offers and MAOs remain non-negligible, even at the end of each treatment. The present experiment may therefore only suggest that in certain environments, fairness preferences may be quite unstable over time, and that existing fairness models may need to be generalized to account for learning and/or other dynamic aspects. To do so however, one would first need to identify the determinants affecting the stability of fairness considerations. In the next section, we will estimate a learning model in an attempt to address this issue.
Before closing this section, let us mention a number elements revealed through postexperiment interviews, that provide an insight into the subjects' motivations when se-lecting their strategy. Several authors have suggested that the outcomes in ultimatum experiments may be explained by the combination of three factors: a fear of disagreement on the proposers' side, an ability for receivers to punish greedy behavior, and a desire for receivers to prove their "toughness" by rejecting free money. Interviews conducted after the experiments suggest that these factors may have some explanatory power in the present context. Indeed, the majority of poor receivers declared that they could not punish proposers since rejections felt relatively more costly to themselves. Rich receivers, on the other hand, said that their initial endowments led them to punish proposers by rejecting free money if their initial demands were not met. Some even added that, although they understood that the next subject they would be matched with would be different, they rejected positive and sometime large amount of money to demonstrate their determination to the proposer. A large number of rich proposers reported that they did not fear rejection, since they felt satisfied with only the initial endowment even when the ultimatum game resulted in a disagreement. As a consequence, they were willing to take some risks by making small offers. On the other hand, poor proposers felt like they lost their first mover advantage and that they could only acquiesce to the receivers requests.
It is important to note that these interviews do not explain the evolution of strategies in the experiment. For instance, were poor receivers willing to accept less money, and proposers reacted accordingly? Or were rich proposers making smaller offers, which constrained receivers to lower their demands? These questions are addressed in the next section by estimating a structural learning model.
General Reinforcement Learning Model

Preliminaries
The object of this section is to develop a learning model to estimate how behavior evolved in the experiment. A potential drawback of this structural approach however, is that subjects are assumed to behave according to the learning model considered.
As we shall see, several competing models of learning have been proposed in recent years. The strategy adopted therefore consists in estimating a comprehensive structural model, capturing most relevant features of these learning models, in order to identify the determinants explaining the dynamic of plays in each treatment.
To analyze learning, we must also decide whether to use a model for continuous or discrete strategies. In the experiment, players had access to 5,000 different strategies, since they could make choices in cents between 0 and $50. Focal point strategies, such as integers, half dollars and offers ending in $.99, were used more frequently but they accounted only for 16.8% of subjects overall choices. Within the range of strategies se- We adopt the general reinforcement learning approach developed by Armantier (2003) .
This model not only explicitly accounts for continuous strategies, but it has also been shown to capture most relevant aspects of existing learning models. In addition, the general reinforcement learning model is sufficiently flexible, yet parsimonious, to be considered for a structural estimation. We now summarize the main features of the model.
The model
The general reinforcement learning model combines L different observational and experiential reinforcement rules, such as for instance choice reinforcement learning (Bush 
where t is the last period played; R(. | .) denotes the reinforcement rule; s ∈ [s, s]; m l i,k is the strategy reinforced in rule l by player i at any period k ≤ t based on a reinforcement factor r The reinforcement rule R(. | .) adopted here is based on a normal probability density
where
In this simple model β l = α l , where 0 < α ≤ α l ≤ α < 1. Note that the negative reinforcement rule in expression (6.2) is always positive, which guarantees that g t+1 i (.) is a density function.
Heuristically, the purpose of the reinforcement rule R(.) is to add some mass to the strategy density g t+1 i (.) around or away from the strategy reinforced, m l i,k , depending on the reinforcement factor r l i,k .
27 For instance, if the reinforcement factor is positive (negative), then the reinforcement rule has the shape of a (an inverse) normal density function centered on m l i,k ; as a result, player i is more (less) likely to play strategies around m l i,k in the future. As the reinforcement factor r l i,k increases (decreases), the positive (negative) reinforcement rule becomes more concentrated, and more mass is added (subtracted) around m l i,k . There is no experiential learning when the reinforcement factor is zero, as the strategy distribution stays unchanged. Finally, σ k i (t) becomes larger as k moves further away from the current period t, which implies that the reinforcement rule R(.) becomes flatter and less influential with time. In other words, the exponent of α l acts as a discount or forgetting parameter that reduces the influence of past reinforcements.
To illustrate how this general reinforcement learning model captures different forms of learning, consider the traditional choice reinforcement learning model as presented by Erev and Roth (1998) . Players reinforce every strategy s 
, and x t i is the payoff of player i at period t.
Estimation of the General Reinforcement Learning Model
Estimation Procedure
From an econometric perspective learning models have two interesting features. First, the actions observed during the experiment are neither identically nor independently distributed, since the strategy distributions are updated individually based on previous periods plays and outcomes. Second, learning models may converge toward a pure strategy equilibrium, in which case the asymptotic strategy distribution g ∞ i (.) is degenerate. These two characteristics are such that the analysis of learning model estimators is nontrivial and rarely addressed in the literature, with the notable exception of Cabrales and Garcia-Fontes (1999) and Armantier (2000) . The Maximum Likelihood is a popular method to estimate learning models with a finite number of strategies (e.g. Ho 1999, or McKelvey and Palfrey 1995) . However, as noted by Stahl (1996) and Armantier (2000) , the application of the Maximum Likelihood to continuous strategies may be hazardous. Indeed, as behavior converges toward an equilibrium, the strategy distribution becomes more concentrated, and later observations are much more influential on the likelihood function. This imbalance may result in a disproportionate contribution of later observations on the parameter estimate.
To circumvent this convergence problem Armantier (2000) proposes a moment esti-mator β corresponding to an objective function of the form:
where β is the parameter vector to be estimated, and η p i,t (β) is the theoretic moment of order p = 1, 2 of player i's strategy distribution at period t. Instead, we will consider traditional Wald tests based on the unconstrained optimization of the objective function (7.1). The Wald test possesses the appropriate asymptotic properties, since the moment estimator is consistent and asymptotically normally distributed. The covariance matrix involved in the determination of the test statistic is evaluated with a Bootstrap technique based on the estimated parameter β.
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To conclude, it is important to note that the structural estimation procedure i) relies on individual observations, and ii) fully accounts for the interdependency in the data 28 Higher moments may be included in the objective function. Monte Carlo simulations, however, suggest that the first two moments are sufficient in general to obtain precise estimates. 29 The Bootstrap is a statistical technique consisting in repeatedly resampling the original data from the estimated distribution in order to make inferences from the resamples on parameters such as the standard deviation of the estimated parameters. For details on the Bootstrap technique see Shao and Tu (1995). under the learning models assumptions.
Estimation Results
We first estimate a benchmark model including the traditional choice reinforcement learning, the reinforcement of foregone best responses, as well as a dynamic reference point. Alternative learning and adjustment models will be compared and tested against this benchmark in the next section.
Before we proceed, let us discuss how foregone best responses are approximated in the ultimatum game. At the end of each period, the foregone best response of a proposer consists in the MAO announced by the receiver with whom he was matched. In the rare cases in which a receiver decides to revise his strategy, the proposer's foregone best response is approximated by his own offer. This approximation has no significant consequence on the estimated parameters, since revisions are rare and typically occur when offers and MAOs are close. If the responders only maximize their own profits, then they always have a (weakly) dominant strategy consisting in announcing a MAO of zero. As we shall see later on, the experimental data clearly reject any attraction toward the subgame perfect equilibrium strategy. Instead, we assume that the foregone best response of a receiver may be represented by the proposer's offer, since it is the highest MAO that would have resulted in an agreement. This assumption appears reasonable for a group of boundedly rational subjects repeatedly playing the ultimatum game, since it is the best compromise for receivers between reaching an agreement and showing their determination.
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The positions of the proposers and receivers are not symmetric in the ultimatum game, and their learning process may therefore differ. Likewise, it has been shown that the environment in which a game is played may affect the way subjects learn. Consequently, we first estimate a general learning model with a specific set of parameters for proposers and receivers in each of the three treatments. The vector of parameters to estimate for each treatment is β j = β , γ 0,j , γ 1,j , γ 2,j ) is the vector of coefficients of the reference point law of motion; and µ j , σ 2 j are the parameters of the initial strategy distribution function. Proposers (receivers) are initially considered symmetric, and strategies in period 1 are assumed to be generated from a normal distribution truncated on [0, 50] with parameters µ j , σ 2 j j ∈ {p, r}. The histograms of both proposers and receivers strategies in the first period of play tend to support this assumption.
Results of the moment estimation method introduced in section 7.1 are presented in Table 5 . As expected, the first moment of the proposers and receivers initial propensity distributions (which is slightly different from µ j due to the truncation) are significantly larger (smaller) in treatment 1 (2) than in treatment 0.
31 This result confirms that subjects initially attempt to reach an egalitarian agreement that equalizes final wealth.
[ Table 5 Here]
Let us examine first the parameters associated with the choice reinforcement learning model. The forgetting parameters α CRL j , j ∈ {p, r}, are close to, but significantly smaller than one in all three treatments. This confirms that both types of players learn to adjust their strategies in all three treatments as the result of their own past plays and outcomes. The values of the forgetting parameters also imply that experiential learning occurs at a slow pace, as past and recent experience have almost the same influence on the current strategy selection. The forgetting parameter is, however, significantly larger for receivers than for proposers, and it is also significantly larger when subjects are rich.
Therefore, the behavior of proposers and poor subjects can potentially change somewhat more abruptly as the result of new experiences. The fact that proposers and receivers both appear to learn from their own past plays and outcomes is consistent with previous studies (see e.g. Slonim and Roth 1998, as well as Cooper et al. 2003) .
Let us now turn to the estimation of the parameters associated with the reinforcement of best strategies. The pair α is significantly larger than 1 for rich subjects. This indicates that rich players reinforce their foregone best response strategy with even more intensity than the strategy they actually played. Note that the magnitude of this effect is remarkably larger than in previous studies such as Camerer and Ho (1999) or Armantier (2003) .
This difference may be partially explained by the additional bargaining power provided by large initial endowments.
Finally, let us examine the parameters governing the evolution of the reference point.
Except for the receivers in treatment 0, most parameters of the reference points laws of motion are significantly different from zero. As suggested by (e.g.) Erev and Roth (1998) , this result reflects the key role played in the reinforcement learning mechanism by a reference point, transforming payoffs into reinforcement factors. Note that the sums of the proposers and receivers initial reference points ρ 1 p + ρ 1 r in all three treatments are roughly equal to the size of the pie to be divided (i.e. $50). In other words, both types of players have realistic and matching initial expectations. This indicates also that rich players do not immediately feel that they deserve most of the pie. As expected, poor (rich) subjects have significantly higher (smaller) initial expectation in treatment 1 (2) than in treatment 0. The parameters γ 1,j and γ 2,j , j ∈ {p, r}, in treatment 0 are small, and only significantly different from zero for the proposers. Therefore, the reference points, and the players expectations, barely evolve over time in treatment 0.
In the other two treatments, however, both γ 1,j and γ 2,j , j ∈ {p, r}, are positive and highly significant. Given the profile of payoffs observed in these treatments, this implies that the reference point of a rich (poor) subject rises (declines) rapidly over time, as she sees her payoffs in the successive ultimatum games increase (decrease). In other words, a feeling of entitlement grows over time within rich subjects, while poor participants come to the realization that they should expect less.
These estimates provide an insight into the way known wealth differences affected the dynamics of behavior in treatments 1 and 2. Indeed, the estimated parameters suggest that guided by foregone best responses, and an acquired sense of deservingness, rich subjects increased their demands. In contrast, poor players only appear to react to their opponents increasingly aggressive behavior by scaling down their demands, since the strategy selection of poor players was essentially influenced by their own past plays and outcomes.
Alternative Specifications
The object of this section is to test whether alternative models may better explain the dynamics of behavior. The different hypotheses can be nested within the general reinforcement model, and comparisons will be conducted on the basis of Wald tests.
Results are presented in Table 6 .
We first verify whether subjects learn to behave homogeneously from their own experience and observation. To test for the presence of heterogeneity across proposers (receivers) within the same treatment we estimate the benchmark model with a different parameter β i,j , j ∈ {p, r} , i = 1, ..., N, for each player. Then, we can test the restric- Table 6 indicate that one cannot reject the null hypothesis at the usual significance levels. Therefore, we do not find conclusive evidence of heterogeneity across players. In other words, as mentioned in section 5, it is not obvious that we can differentiate subjects into two sub-samples of "fair" and "greedy" players. Rich players may alternate between generous and greedy offers, but they all appear to learn to behave in a more selfish manner. This test also illustrates the ability of the general reinforcement learning model to describe the behavior of each proposer (receiver) in a treatment equally well.
We now test whether proposers (receivers) adjust their strategies according to the same learning model in all three treatments. Under this hypothesis, the difference in the dynamics of plays, would be essentially explained by the specific events experienced and observed by subjects in each treatment. The benchmark model is estimated jointly with the data observed in the three treatments, and we test the restriction
, where
is the vector of all parameters common to subjects of type j ∈ {p, r} in treatment t ∈ {0, 1, 2}. 32 The p-values in Table 6 indicate that one can reject the null hypothesis at the usual significance levels. Therefore, it appears that subjects in each Table 6 indicate that these three hypotheses are always rejected, except for the receivers in treatment 0 for which the choice reinforcement learning model cannot be rejected at a 5% significance level. In other words, the behavior of receivers in treatment 0 may be explained solely by a simple choice reinforcement learning model. However, a proper modelization of the dynamics of plays in all other cases requires the combination of learning rules included in the benchmark model.
We now verify whether the experimental outcomes may be equally explained by an exogenous adjustment mechanism. Learning is typically assumed to occur when the strategy selection of a player at a given period is influenced by his own or any other players past actions and/or outcomes. In contrast, the general reinforcement rule can be modified to represent a completely exogenous adjustment of strategies. Indeed, if Table 6 indicates that both hypotheses are strongly rejected by the data. In other words, it appears that i) the adjustment process observed in each treatment is not exogenous;
ii) the subgame perfect equilibrium does not act as an attractor; and iii) the evolution of strategies may be attributed to learning.
Learning direction theory (Selten and Buchta 1999) offers a potential alternative to explain the dynamics of behavior observed in each treatment. Indeed, according to this model, subjects may have simply adjusted their behavior in the direction of strategies that were, or would have been successful. To illustrate the concept of direction learning consider a proposer in the ultimatum game and the choice reinforcement learning model. When an agreement is not reached, the proposer should realize that his offer was too low; he should also understand that a smaller offer would not have improved his situation, while larger offer could have generated a better payoff. As a result, instead of symmetrically reinforcing strategies around the strategy played s doing so, the proposer is more likely to generate a strategy larger than s t i , and get a better payoff in the future. The notion of direction learning may also be applied to foregone best responses, in which case s subjects in each treatment:
where s t j is the average strategy played during a given treatment by subjects in group j ∈ {p, r} at period t, and η 1 t β j is the average strategy in group j ∈ {p, r} at period t simulated with the general reinforcement model, and the estimated parameter β j .
33 The F tests in Table 7 indicates that one cannot reject at a 5% significance level the null hypotheses H 0 : {δ 0 = 0, δ 1 = 1}. In addition, the R 2 's reported in Table 7 illustrate that the learning model explains almost entirely the variation in the aggregated experimental data. In other words, the average path of strategies simulated with the general reinforcement learning model fits well the average behavior observed in the experiment.
Moreover, to evaluate individual fit, the following regressions have been estimated for each player in each treatment:
where s t i is the strategy of player i in period t, and η 1 i,t β j is the simulated expected strategy in period t, conditional on the history of plays observed for player i up to period t. Table 8 indicates that the F tests for the null hypothesis H 0 : {δ 0 = 0, δ 1 = 1}
could not be rejected for the wide majority of subjects in each of the three different treatments. In addition, the average R 2 's in Table 8 suggest that the benchmark model explains between 76% and 89% of the variance in the individual subjects decisions during the experiment. In other words, the general reinforcement learning model, along with the estimated parameters, replicate fairly well the individual behavior of the wide majority of subjects.
Discussion
The present paper was an attempt to analyze the important but challenging issue of the effect of known wealth differences on fairness considerations, and in particular on the stability of fairness preferences over time. To address this issue, an ultimatum game experiment was conducted by providing proposers and receivers with large and widely unequal initial endowments. The experimental outcomes indicate that subjects initially attempt to reach an egalitarian agreement that would equalize final wealth. With time, however, rich (poor) proposers make smaller (larger) offers, while rich (poor) receivers are willing to reject (accept) larger (smaller) offers. In other words, rich players become more greedy, and this behavior is tolerated by poor subjects.
The estimation of a general reinforcement learning model accounting for experience and foregone best responses indicates that i) independently of wealth differences, there is a clear evidence of learning by proposers and, which is even more remarkable, by receivers; ii) the monetary expectations of rich (poor) subjects increase (decrease) with time; iii) the strategy choices of rich players are mainly influenced by foregone best responses; and, iv) poor players essentially learn from their own past plays and outcomes.
In other words, it appears that, guided by foregone best responses and an acquired sense of deservingness, rich subjects became more selfish, while poor subjects learned from their personal experience to accept this increasingly aggressive behavior.
We are now in a position to propose an answer to the question raised in the title of the paper. Indeed, the present study suggests that subjects start by adjusting their strategies in presence of known wealth inequalities, in a way that initially appears to leave fairness considerations unaffected. With time, however, relative wealth seems to modify the dynamics of behavior in a direction opposite to the fairness prediction.
These conclusions, however, should be interpreted with caution, and, as is often the case in experimental economics, the generality of the experimental results presented would need to be confirmed. Indeed, one cannot exclude that the experimental design adopted in order to enable the joint analysis of relative wealth and learning, partially drove behavior. If it is premature to claim that our conclusions extend to other games, and in particular to the traditional ultimatum game, we have nevertheless constructed an experiment in which wealth differences had a significant impact on the stability of fairness preferences. Additional experiments may need to be conducted within the same, and/or slightly different environments, in order to verify whether our findings are robust, or to identify the factor(s) that drove behavior away from the fairness prediction in the present experiment.
If confirmed, the conclusions reached may be significant from a practical perspective.
Indeed, there typically exist known wealth differences between the negotiating parties in real life bargaining such as wage negotiations or pre-trial settlements. The present paper suggests that a proper analysis of these situations may require one to take into consideration the bargaining power provided by wealth. The outcomes of the experiment may also partially explain and/or justify the success of class action lawsuits, as well as the intervention of a third party negotiator such as a mediator or a union representative.
Indeed, this may, among other things, level the differences in bargaining power between the negotiating parties.
Finally, the present paper provides an insight into the notion of bargaining power.
Economists typically define bargaining power by its effect (it allows agents to extract more favorable outcomes for themselves), and by the psychological or environmental factors from which it is derived (e.g. gender, entitlement, social status or wealth). However, the following questions have essentially been left unanswered: why do certain factors create bargaining power? How does bargaining power change a player's perspective of the game so that she modifies her behavior? The present paper sheds some light on the second question. Indeed, we have shown that the bargaining power provided by known wealth differences results in larger monetary expectations, and that the learning process of players with bargaining power is essentially driven by foregone best responses rather than personal experience.
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