Knowledge resource reuse is becoming a widespread approach in the ontology engineering ¯eld because it can speed up the ontology development process. In this context, the NeOn Methodology speci¯es some guidelines for reusing di®erent types of knowledge resources (ontologies, nonontological resources, and ontology design patterns). These guidelines prescribe how to perform the di®erent activities involved in any of the diverse types of reuse processes. One such activity is to select the best knowledge resources for reuse in an ontology development. This selection activity is a complex decision-making problem involving con-°i cting objectives, like understandability, integration or reliability. We propose a multiattribute utility theory (MAUT) approach to deal with the selection of the best domain ontologies for reuse, stressing the identi¯cation of attributes to measure ontology performances. We take advantage of the sensitivity analysis tools provided by the GMAA system, a PC-based decision support system based on an additive multi-attribute utility model, to exploit imprecise information on the inputs. An example concerning the selection of a subset of ontologies for reuse in the development of a new ontology in the sports domain illustrates the approach.
Introduction
Ontologies are formalized vocabularies of terms that cover a speci¯c domain of interest and are shared by a community of users. One of the better known de¯nitions follows: \An ontology is a formal, explicit specification of a shared conceptualization.
Conceptualization
refers to an abstract model of some phenomenon in the world by having identified the relevant concepts of that phenomenon. Explicit means that the type of concepts used, and the constraints on their use are explicitly defined. Formal refers to the fact that the ontology should be machine-readable.
Shared reflects the notion that an ontology captures consensual knowledge, that is, it is not private of some individual, but accepted by a group" .1 A great many of ontologies have been developed to date by di®erent groups, taking di®erent approaches and using di®erent methodologies, methods and techniques. A series of methods and methodologies for developing ontologies from scratch have been reported in Ref. 2 . As opposed to custom-building new ontologies from scratch, a new approach is now being followed in the ontology engineering ¯eld,3 emphasizing: (1) knowledge resource (ontologies, nonontological resources, and ontology design patterns) reuse and subsequent reengineering, (2) collaborative and argumentative ontology development, and (3) construction of ontology networks. If applied e±ciently, this approach is able to reduce the time and costs associated with ontology development, because it avoids the re-implementation of existing ontologies. Additionally, this approach has the potential to (a) spread good practices and (b) increase the overall quality of ontological models.
Di®erent approaches have been proposed to support the ontology reuse process: Fernandez-Lopez and colleagues5 and Uschold and colleagues6 propose di®erent activities and tasks for reusing domain ontologies. Pinto and Martins 7 propose some activities for reusing ontologies as part of the integration process. Finally, Paslaru and Mochol 8 propose an incremental reuse process.
Most of the above methods recommend high-level steps but do not provide detailed guidelines explaining how to perform each step. However, the NeOn Methodology 3, 9 sets out some prescriptive methodological guidelines for reusing general and domain ontologies. These guidelines cover the following activities: (1) search repositories and registries for candidate ontologies that could satisfy the needs of the ontology network under development; (2) assess whether the set of candidate ontologies are useful for building the ontology network; (3) select the best candidate ontologies for developing the ontology network on the basis of a set of criteria; and, (4) integrate the selected ontologies into the ontology network under construction. Note that the NeOn Methodology is one of the main outcomes of the NeOn project (Life Cycle Support for Networked Ontologies), which was funded by the European Commission's Sixth Framework Programme under grant number FP6-027595.
The NeOn Methodology is a scenario-based methodology that provides guidance for all main processes and activities in ontology engineering projects. The ONTO-COM model c provides information about how many people should be involved in a particular ontology network development. This is a cost estimation model, whose goal is to predict the costs (expressed in person months) of typical ontology engineering processes and activities.
Additionally, several researchers have already suggested series of criteria for ranking and selecting ontologies. Pinto and Martins, 10 for example, focus on a set of criteria related to what knowledge is missing, what knowledge is super°uous; what knowledge should be relocated, and which knowledge sources, documentation, terminology, de¯nitions, and practices should be changed. Lozano-Tello and GomezPerez11 de¯ne a detailed set of 117 criteria, organized in a three-level framework, for selecting the best ontology. Alani and Brewster12 propose AKTiveRank, a system for ranking ontologies that aggregates several measures related to structural features of ontology concepts. The measures used in AKTiveRank are ontology coverage for given terms, concept centrality in a hierarchy and in the ontology, structural density, and semantic similarity between concepts. Park and colleagues 13 present OntologyRank, an approach for selecting and ranking ontologies based on semantic matching as well as lexical matching. The total score is calculated by aggregating the values from three-criteria measures (semantic similarity, topic coverage, and richness). Each measure has a weight that depends on the domain and context, thus they use the regression model to ¯t such weights. Finally, Martínez-Romero and colleagues 14 propose an approach for automatic ontology recommendation. This approach is based on measuring the adequacy of an ontology to a given context according to three independent criteria: (a) the coverage of the ontology in the requested context, (b) the semantic richness of the ontology in the context, and (c) the popularity of the ontology.
All the above criteria focus mainly on analyzing particular ontology viewpoints (knowledge features in Ref. 10 ; structural features in AKTiveRank; and semantic and lexical issues in OntologyRank), but they do not normally combine di®erent dimensions like coverage, semantic richness and reliability as in Ref. 14 or the complex framework proposed in Ref. 11 . For these reasons, a manageable collection of criteria and their associated measurement attributes that together consider di®erent dimensions is needed to help ontology developers choose the best ontologies for reuse in a new ontology development.
Thus, the selection of the best ontologies for reuse in the development of a new ontology is a complex decision-making problem where di®erent con°icting objectives have to be taken into account simultaneously. Several multicriteria decision analysis methodologies could be used to tackle this selection problem. We propose using the GMAA decision support system to facilitate this selection task. GMAA is based on multi-attribute utility theory (MAUT).
Section 2 summarizes the methodological guidelines proposed in the NeOn Methodology for reusing domain ontologies in the development of a new ontology. In Sec. 3, multicriteria decision analysis approaches for reusing ontologies are overviewed. In Sec. 4, we propose a MAUT approach for selecting domain ontologies for reuse in the development of a new ontology network. We illustrate the proposed approach for selecting the best sports ontologies for reuse in the development of a new ontology in the sports domain. Finally, some conclusions and future research lines are provided in Sec. 5.
Guidelines for Reusing Domain Ontologies in the NeOn Methodology
The goal of reusing domain ontologies is to ¯nd and select one or more domain ontologies that can be reused to develop a new ontology. In accordance with the methodological guidelines proposed in the NeOn Methodology, this reuse process is composed of four activities, 3, 9 which are explained in detail as follows. Activity 1. Domain Ontology Search. The objective of this activity is to search libraries, repositories, and registries for candidate domain ontologies that could satisfy the needs of the ontology network under development. The terms speci¯ed in the pre-glossary included in the ontology requirements speci¯cation document (ORSD) 15 are the input for this activity.
Activity 2. Domain Ontology Assessment. The objective of this activity is to ¯nd out if the set of candidate domain ontologies are useful for developing the ontology network. The input for this activity is the set of domain ontologies output in Activity 1. In this activity, the ontology development team should remove the domain ontologies that are unsuitable for reuse from the set. To carry out this activity, the methodological guidelines recommend analyzing the domain coverage in order to decide whether a particular domain ontology is useful. This means studying whether the domain ontology totally or partially covers the requirements identi¯ed in the ORSD of the ontology network that is being developed. To do this, the methodological guidelines propose the following actions:
. Check whether the purpose established in the ORSD and the purpose of the candidate domain ontology are similar. The results of this informal checking can be `Yes' if both purposes are similar (e.g., when the purpose of both ontologies is to provide a consensual knowledge model of the employment domain that can be used by public e-Employment services), `No' if both purposes are not comparable (e.g., when the candidate ontology was conceived for use for job searching purposes and the new ontology is going to be used for gathering employment statistics), or `Unknown' if information about the purpose of the candidate ontology is unavailable.
. -Partially, by analyzing if the essential terms for the new ontology development appear in the candidate domain ontology to be reused. 16, 17 -Again partially, by calculating the precision and coverage of the terminology of the candidate domain ontologies with respect to the terminology included in CQs.
* Precision 18 is de¯ned as the proportion of the retrieved material that is actually relevant. To adapt this measure to the ontological context, it is necessary to de¯ne CandidateDomainOntologyTerminology as the set of terms included in the candidate domain ontology and ORSDTerminology as the set of identi¯ed terms included in the ORSD. Thus, within the ontological context, precision is de¯ned as the ratio of candidate domain ontology terms listed in the terms identi¯ed in the ORSD to candidate domain ontology terms. * Coverage is based on the recall measure used in information retrieval. 18 Recall is de¯ned as the proportion of relevant material actually retrieved to answer a search request. To adapt this measure to the ontological context, the above mentioned de¯nitions of CandidateDomainOntologyTerminology and ORSDTerminology are used. Thus, in this context, coverage is the ratio of the terms identi¯ed in the ORSD that are listed in the candidate domain ontology terms to terms identi¯ed in the ORSD.
-Totally, by determining whether the candidate domain ontology is able to answer the CQs listed in the ORSD.
The ontology development team analyzes the set of candidate domain ontologies according to the above-mentioned criteria. As an output of this analysis, the team should ¯ll in an assessment table modeled on the template shown in Table 1 . 
MCDA Approaches for Selecting Ontologies
As mentioned in Sec. 1, the selection of the most suitable domain ontologies for reuse in the development of a new ontology is a complex decision-making problem where di®erent con°icting objectives, like understandability e®ort, integration e®ort, and reliability, have to be taken into account simultaneously. There is no agreement about which is the best methodology for all decisionmaking situations. As it is hard to determine which aspects should be considered to select an appropriate approach, see Ref. 30 , the decision usually depends on the problem in question, the model that decision makers are most comfortable and familiar with or like most. According to Linkovet al., 31 selecting an approach from the available methods may be itself an expression of subjective values or a purely pragmatic choice (such as familiarity or perceived ease of implementation). The ¯ndings concerning experiences gathered about the application of MCDA methods over the years to various domains and cases follow:
. Outranking methods do not always take into account whether over-performance in one criterion can make up for under-performance in another, see Ref. 32 . . In the mid-1980s, MCDA researchers began to compare the AHP to MAUT. They found that AHP does not adhere to the basic von Neumann and Morgenstern axiomatic structure of normative utility theory as incorporated in MAUT, and they raised other concerns. For example, Dyer 33 reviewed the criticism of the AHP and concluded that the AHP is \°awed", and Smith and von Winterfeldt 34 reviewed past Management Science papers on decision analysis and stated: \. . .many in the decision analysis community (ourselves included) follow Dyer in believing the AHP to be fundamentally unsound, . . ." . Wang et al. compare MAUT and PROMETHEE and reach the conclusion that \MAUT takes any di®erence in any criterion into account and is able to provide completely preference order of all alternatives simultaneously. The impacts of any changes in values can be revealed by sensitivity analysis". 35 In view of the above ¯ndings and MCDA guidelines, we have decided to use MAUT-based decision analysis methodology taking into account that we are experts on MAUT and that this methodology has not been applied until now for selecting ontologies for reuse.
Decision analysis (DA) is aimed at structuring and simplifying the task of making hard decisions as well and as easily as the type of decision permits. 19, [36] [37] [38] DA is developed on the assumption that the alternatives will appeal to experts depending on how likely the possible performances of each alternative are and what preferences experts have for the possible performances. What sets DA apart is how these factors are quanti¯ed and formally incorporated into the problem analysis. Existing information, collected data, models and professional judgments are used to quantify the likelihoods of a range of performances, and utility theory is used to quantify preferences. DA can be divided into four steps: (a) structure the problem; (b) identify feasible strategies, their impact and uncertainty (if necessary); (c) quantify preferences; and (d) evaluate alternatives and analyze sensitivity.
The Generic Multi-Attribute Analysis System 39,40 (GMAA) is a user-friendly PCbased decision support system that is intended to allay the operational di±culties involved in the DA methodology. The GMAA system d has been used by the authors to support di®erent complex decision-making problems. [41] [42] [43] It accounts for uncertainty 44, 45 about alternative performances and for incomplete information about DM preferences, which leads to classes of component utility functions and weight intervals. Moreover, it checks inconsistencies in DM responses when assessing their preferences. The alternatives are evaluated by means of an additive multi-attribute utility function, which is used to assess, average overall utilities, on which the ranking of alternatives is based, and also, minimum and maximum overall utilities, which give further insight into the robustness of this ranking. As in most cases, the information obtained is not meaningful enough so as to de¯nitively recommend an alternative (very overlapped utility intervals are output), the system provides several tools for sensitivity analysis that take advantage of the imprecise input to reach further insight into the robustness of the ranking of alternatives.
A MAUT Approach for Selecting Ontologies
In this section, we propose a MAUT approach for selecting domain ontologies for reuse in the development of a new ontology network. In this general approach, we use the GMAA system to support the selection.
As already mentioned in Sec. 2, the aim of the domain ontology selection activity is to ¯nd out the most appropriate domain ontologies for reusing in the development of a new ontology network. To identify the most suitable domain ontologies, several con°icting objectives have to be taken into account simultaneously. That is, the candidate ontologies should be analyzed with respect to a set of criteria and attributes. After such an analysis, a table with the ontology performances is obtained. The values in this table are then introduced in the GMAA system, which should be con¯gured with the particular preferences depending on the situation (which attributes are most important and which nature have them). GMAA obtains a ranking of the candidate ontologies. The approach we propose is to select those domain ontologies that (a) have better score in the ranking and (b) cover the largest possible number of requirements, having the set of selected ontologies as minimal as possible. Thus, this approach involves a trade-o® between the number of selected ontologies and the percentage of requirements covered by such ontologies.
We illustrate how the proposed approach and the GMAA system are used to select the best sports ontologies for reuse in the development of a new ontology in the sports domain.
Criteria and corresponding attributes
An initial collection of criteria to be taken into account for domain ontology reuse was explained in Ref. 3 . The collection included 14 criteria organized in four dimensions (reuse cost, understandability e®ort, integration e®ort, and reliability). This initial set of criteria was modi¯ed in Refs. 46 and 47. In this paper, we have manually analyzed both set of criteria and decided (a) to delete some of the criteria due to the di±culty of measuring them in an objective way (e.g., development team reputation) and (b) to merge other criteria because they were slightly overlapped (e.g., availability of tests and former evaluation). As a result of this analysis, we have obtained a set of 11 criteria organized according to four main objectives, as shown in Fig. 1 . In addition to the update in the quantity, we have improved the collection of criteria by means of de¯ning associated attributes to measure criteria in an objective fashion.
Reuse cost refers to the ¯nancial cost of accessing and using the candidate ontology. A continuous attribute representing the possible cost (in euros or dollars) of the di®erent ontology licenses is associated with this criterion. If the candidate ontology has a free license, then the value should be zero. Otherwise the value for this criterion should be the cost of purchasing or using the license.
Note that in the ontology engineering area most ontologies are currently available free of charge (that is, have a free license). However, the ontology engineering community is discussing licensing issues, and this criterion will probably have to be taken into account in the future when there are di®erent types of ontology licenses.
Understandability e®ort (Understand.) is an estimate of the workload involved in understanding the candidate ontology. It has been split into two subcriteria, documentation availability and quality and code clarity. Documentation availability and quality (A/Q Document) refers to whether there is any communicable material used to describe or explain di®erent aspects of the candidate ontology, as well as the enacted development process. The documentation should explain the statements contained in the ontology for a novice target audience. 10 A discrete attribute with three possible values has been established to measure this criterion:
• low, when the candidate ontology has no documentation;
• medium, when the candidate ontology has documentation (in the form of web page, wiki, and/or paper) detailing the ontology; and • high, when the candidate ontology has documentation (in the form of web page, wiki, and/or paper) detailing both the candidate ontology and its development process (ORSD, modeling decisions, etc.).
Code clarity refers to whether the code is easy to understand and modify, that is, if the knowledge entities follow uni¯ed patterns and are intuitive.10 It is advantageous to use the same pattern for sibling de¯nitions, thus improving ontology understanding and making it easier to include new de¯nitions. 48 Clarity also refers to whether the code is well documented, that is, if it includes clear and coherent de¯nitions and comments for the knowledge entities represented in the candidate ontology. The di®erence between this criterion and the documentation availability and quality is that code clarity refers to the element de¯nitions and comments inside the ontology code, whereas the documentation availability and quality of the documentation refers to external documentation (papers, manuals, etc.).
Code clarity has been split into the following three subcriteria: naming understandability, code documentation and pattern conformance. Naming understandability (Nam. Underst) refers to the clarity of the ontology element names. A binary attribute has been associated with this subcriterion accounting for the name intuitiveness (0-not intuitive, 1-intuitive). Code documentation (Code Documen) refers to whether the ontology code is documented. A continuous scale within [0,100] was used to measure this attribute, computed as follows:
where # CommentedOntologyElements is the number of elements commented in the ontology (rated by searching the code for the \rdfs:comment" string) and #Onto-logyElements is the number of elements in the ontology (#OntologyElements = 1+ #Classes + #ObjectProperties + #DatatypeProperties + #Instances). Finally, pattern conformance (Patterns) refers to whether the ontology has been developed using ontology design patterns (ODPs). reasoning patterns (RP). The other patterns listed in the ODP catalogue are not taken into account, because they cannot be directly located in the ontology. For each of the three pattern types, we check whether the ontology uses at least one pattern of each type, leading to the following discrete attribute values (no patterns, LP, CP, RP, LP+CP, LP+RP, CP+RP, LP+CP+RP). For instance, LPþRP means that the ontology uses at least one logical pattern and one reasoning pattern but it does not use any content pattern. Integration e®ort (Integration) is an estimate of the workload for integrating the candidate ontology into the ontology under development. We consider the adequacy of knowledge extraction, the adequacy of naming conventions and the adequacy of the implementation language.
The adequacy of knowledge extraction (Know Extract) refers to whether it is easy to identify parts of the candidate ontology to be reused. This is basically concerned with whether a modular approach has been used to develop the candidate ontology, i.e., whether the ontology is composed of di®erent modules. A binary attribute, indicating whether or not the ontology is modular (0-no, 1-yes), was used to measure this criterion. Note that there are tools for extracting modules if the ontology is not modularized.
The adequacy of naming conventions (Naming Conv) refers to whether the two ontologies (the candidate ontology and the ontology under development) follow the same rules for naming the di®erent ontology components (e.g., one possibility is that concept names start with capital letters and relation names start with noncapital letters). This criterion can be measured using a binary attribute with value 1 when the candidate ontology and the ontology under development follow the same naming conventions and value 0 when they do not.
The adequacy of the implementation language (Imp Language) refers to whether the languages (of the candidate ontology and the ontology under development) are the same or are at least able to represent similar knowledge with the same granularity. A discrete attribute with three possible values was established to measure this criterion:
. low, when the transformation between the language of the candidate ontology and the language of the ontology to be developed is not easy; . medium, when the transformation between the language of the candidate ontology and the language of the ontology to be developed is easy; and . high, when the candidate ontology and the ontology to be developed are in the same language.
Finally, reliability refers to an analysis of whether ontology developers can trust the candidate ontology for reuse. Reliability is rated by ontology evaluation, purpose of use and popularity.
Ontology evaluation (O Evaluation) refers to whether the ontology has been properly evaluated. If there is no information on this issue, OOPS! f should be used to f http://www.oeg-upm.net/oops.
evaluate the candidate ontologies in order to determine whether candidate ontologies contain errors or anomalies. OOPS! is a web application that helps ontology developers to detect some of the most common pitfalls in ontologies. 49 OOPS! detects 21 common pitfalls and reports the number of times each pitfall appears in the analyzed ontology. Examples of pitfalls are: (a) creating synonyms as classes (when several classes whose identi¯ers are synonyms are created and de¯ned as equivalent); (b) creating unconnected ontology elements (when some ontology elements are created that bear no relation to the rest of the ontology); (c) de¯ning wrong inverse relationships (when two relationships are de¯ned as inverse relations and are not necessarily so); (d) missing disjointness 50 (when axioms between classes or between properties that should be de¯ned as disjoint are omitted from the ontology); and (e) missing domain or range in properties (when the ontology includes relationships and/or attributes without domain or range (or either)). This criterion should be measured using a discrete attribute based on the number of pitfalls present in the candidate ontology. Thus, the attribute range would be [0, 21] .
Purpose of use (Purpose Use) refers to the (subjective) idea that the candidate ontology's end use can a®ect the perception of the ontology's reliability. A discrete attribute with three possible values was established to measure this criterion:
. low, when the candidate ontology was developed for internal and/or academic use; . medium, when the candidate ontology was developed as a part of a national research project and . high, when the candidate ontology was developed as a part of a European or international research project.
Finally, popularity refers to whether there are any projects, applications or ontologies reusing the candidate ontology. 51 This criterion can be measured using the following discrete values:
. low, when the candidate ontology has been reused zero times;
. medium, when the candidate ontology has been reused between 1 and 3 times;
. high, when the candidate ontology has been reused between 4 and 7 times and . very high, when the candidate ontology has been reused 8 or more times.
Note that there is no need to set apart projects, applications and ontologies that reuse the candidate ontology to analyze this criterion.
Candidate ontologies and their performances
Nowadays, the sports domain is receiving growing attention from broadcasters and producers, sponsors and viewers. People are continuously consuming multimedia contents in di®erent formats and from di®erent sources using Google, Flickr, Picasa, YouTube, and so on. In most cases, people want to quickly locate multimedia contents giving a natural language description of what they want (e.g., videos about the London Olympic Games, or videos about the 2010 FIFA World Cup featuring Iker Casillas and Andres Iniesta). To do this, multimedia contents need to be semantically described for interpretation by both human agents (users) and machine agents (computers). In particular, multimedia contents about sports can be described semantically using sport ontologies.
In this respect, an ontology network called M3g is being developed as part of Buscamedia project. This ontology network covers three perspectives: it should be a multimedia, multilingual and multidomain ontology network. Within the multidomain perspective, we have developed a sports ontology network following the NeOn Methodology. In this paper, we describe the reuse process performed during the development of such a sports ontology.
First we searched for ontologies in the sports domain using two semantic search engines (Swoogle and Watson j ) and a general-purpose search engine (Google) • Rissen ontology describes the world of football, including concepts such as competition, round, match, goal and team. It is implemented in OWL and available at http://www.r4isstatic.com/linkeddata/ontologies/football/football.owl.
• Soccer ontology describes the basic concepts of soccer. The ontology de¯nes actions during a match (player action, spectator action), types of players (central defender, goal keeper, etc.) or types of pass (chip pass, penetrating pass, push pass, etc.) and so on. It is implemented in DAML+ OIL and available at http://www. atl.lmco.com/projects/ontology/ontologies/basketball_soccer/soccer.daml.
• Soccer Tsinakari ontology models agents, objects, events, places, time points and periods involved in soccer games. It is available directly from the author (Chrisa Tsinaraki) and implemented in OWL.
• SoccerV2 ontology describes most of concepts that are speci¯c to soccer: players, rules, ¯eld, supporters, actions, etc. It is used to annotate videos in order to produce personalized summaries of soccer matches. It is implemented in it DAM L+ OIL and available at http://www.lgi2p.ema.fr/^ranwezs/ontologies/soccerV2.0.daml.
• UNSPSC (United Nations Standard Products and Services Code) ontology rep-
resents the Electronic Commerce Code Management Association UNSPSC code de¯nition. This ontology includes an equipment-based taxonomy of sports. It is available at http://www.cs.vu.nl/^mcaklein/unspsc/unspsc84-title.rdfs and implemented in RDF(S).
These candidate sports ontologies were analyzed with respect to the set of criteria and measurement attributes de¯ned in Sec. 4.1 as part of the domain ontology selection activity. Table 2 shows the sports ontology performances for the 10 criteria under consideration. Note that DMs were allowed to use performance intervals (continuous attribute) or several discrete performances (discrete attribute) to enter imprecise performances. Table 2 does not include reuse cost because the nine candidate ontologies under consideration were available for free. Thus, this attribute was omitted from the analysis.
We also accounted for missing performances for ontology evaluation. The performances of two ontologies, OntoSem and UNSPSC, for this attribute were unknown. Consequently, the attribute range ([0, 21]) was considered as a missing performance, as explained in Ref. 52.
Quantification of DM'S preferences
Quantifying preferences involves assessing single attribute utilities that represent DM preferences concerning the possible ontology performances. We accounted for imprecise information in the assessment process. This led to classes of k http://www.eccma.org/. OntoSem and UNSPSC are not implemented using the standard RDF understood by JENA, which is the Java framework for building semantic web applications that supports OOPS!. For this reason, OOPS! was not able to evaluate such ontologies. Experts provided imprecise values to assess the component utility function for code documentation, see Fig. 2 , whereas a decreasingly precise linear utility function was assigned to ontology evaluation. Table 3 shows the imprecise component utilities identi¯ed for attributes on a discrete scale, excluding pattern conformance.
Regarding pattern conformance we considered that logical and content patterns are equally important and both more important than reasoning patterns. Table 4 shows the utilities for the discrete attribute values.
Quantifying preferences also involves eliciting weights that represent the relative importance of criteria. Weights were elicited along the branches of the hierarchy using a method based on trade-o®s, 19 accounting for imprecise responses to the probability questions put to DMs. This leads to intervals rather than precise weights. Figure 3 shows the average normalized weights across the objective hierarchy. Then, the attribute weights used in the multi-attribute additive utility model are assessed by multiplying the elicited weights in the path from the overall objective to the respective attributes. Figure 4 numerically and graphically shows the average normalized weight and normalized weight intervals for the 10 attributes established in the lowest-level objectives for the selection of sport ontologies.
Documentation availability and quality is the most important attribute, followed by adequacy of knowledge extraction and adequacy of implementation language and ontology evaluation, respectively. This situation conforms to previous works 3, 46 where the most important criteria are related to the understandability e®ort, adequacy of knowledge extraction and ontology evaluation.
Note that the accuracy of weight elicitation methods decreases with the increase of the number of criteria. However, this is not the case for the problem under consideration since only 10 criteria were considered and weights were hierarchically 
Evaluating ontologies and sensitivity analysis
The additive model is considered a valid approach in most real decision-making problems for the reasons described in Refs. 54 and 55. The additive model is j=1
where x^j is the performance of ontology O; for attribute Xj; Uj(xij) is the utility associated with value x^j, and Wj are the weights of each attribute. As we have accounted for imprecise information about the DM preferences and uncertainty about the ontology performances, the additive model is then used to assess average overall utilities and minimum and maximum overall utilities, see Fig. 5 . Average overall utilities (vertical line) are obtained by taking into account the mid-points of the performance intervals in the respective attributes (or the precise performance if applicable), their respective average component utilities and the average normalized attribute weights. To assess the minimum overall utilities, the system takes the lower end-points of the imprecise attribute weights, the lower endpoint of the performance intervals if the respective component utility function is increasing, or the upper end-point if it is decreasing (or the precise performance if applicable), and the lower utilities in the imprecise utilities corresponding to the above performances. The ranking of alternatives is based on the average overall utilities, and the minimum and maximum overall utilities provide further insight into the robustness of this ranking.
Note that according to the methodological guidelines on ontology reuse speci¯ed in NeOn Methodology, we have to select a subset of the top-ranked sports ontologies that simultaneously account for many of the CQs identi¯ed for the ontology under development.
Although Tsinaraki is the top-ranked sports ontology, its maximum utility is lower than for OntoSem and very similar to the value for Baseball and UNSPSC. Additionally, there is a big overlap of overall utility intervals of these ontologies. On other hand, the other sports ontologies appear to be inferior to the four topranked ontologies since their maximum overall utilities are clearly lower. Sensitivity analysis (SA) could provide further insight into the selection of the subset of sports ontologies.
The GMAA system provides tools to perform what is known as decision making with partial information.
56,57
Decision making with partial information intends to take advantage of imprecise information about the decision-making problem.
Speci¯cally, the GMAA system computes which of the nondominated alternatives are potentially optimal, 58^60 that is, which are the top-ranked alternatives for at least one combination of imprecise parameters, i.e., weights and component utility functions. As Soccer is the only dominated ontology, it is the only alternative that can be discarded on the basis of this SA, and further analysis is required to make a ¯nal selection.
The GMAA system also provides Monte Carlo simulation techniques. 61, 6 2 Monte
Carlo simulation performs risk analysis by building models of possible results by substituting a range of values -a probability distribution -for any factor that is inherent uncertain. In the GMAA system, attribute weights are randomly assigned values taking into account the elicited weight intervals, see Fig. 4 . While the simulation is running, the system computes several statistics about the rankings of each sports ontology (mode, minimum, maximum, mean, standard deviation and the 25th, 50th and 75th percentiles) and outputs a multiple boxplot for the alternatives. Figure 6 shows the resulting multiple boxplot (the respective statistics are shown in Fig. 7) . Looking at the box-plot corresponding to Athlete (Fig. 6) we ¯nd that the best rank for this ontology throughout the simulation is fourth, whereas its 25th percentile is sixth, its 75th percentile is eighth and its worst percentile is eighth. Mode is seventh and the mean ranking is 6.9 (Fig. 4) .
Only three sports ontologies ranked best across all 10,000 simulations: Baseball, OntoSem and Tsinaraki. These matches up with the results of the average overall utilities since the three top-ranked ontologies are the same as shown in Fig. 5 . Their worst ranking is fourth, third and fourth, respectively. Also, the best ranking for UNSPSC is second but the worst is seventh, whereas the best ranking for the other ontologies is fourth. Consequently, we can conclude that the ranking is robust.
Taking into account the trade-o® between number of selected ontologies and the percentage of covered requirements explained in Sec. 4, the set of selected ontologies are Baseball, OntoSem and Tsinaraki. This set of ontologies covers eight out of the 25 originally stated CQs. It is important to note that the next ontology in the ranking (UNSPSC) increases the number of CQs covered by only one. For this reason we decided not to include it in the ¯nal set of selected ontologies.
Conclusion
We have proposed a MAUT approach to deal with the selection of domain ontologies for reuse in the development a new ontology within the NeOn Methodology framework. As part of this approach, we have suggested the use of the GMAA decision support system to support the selection.
We have identi¯ed new attributes for measuring the performances of the candidate ontologies for the di®erent criteria under consideration. Most are objective rather than subjective attributes and are easier for experts to measure. For instance, ontologies are evaluated using OOPS! to detect pitfalls. This is an advantage over earlier research on ontology reuse that tended to use subjective attributes.
The approach has been illustrated in a use case from the Buscamedia project concerning the development of an ontology in the sports domain. The GMAA has proved to be a very useful tool. It helps DMs to think about the problem in more depth, and accounts for imprecision in the inputs. This makes the process less stressful for experts and suitable for group decision making. Moreover, sensitivity analyses have proved to be especially useful for exploiting imprecise information about the input parameters to select a set of sports ontologies for reuse.
Note that the approach presented in this paper can be easily adapted for the selection of nonontological resources (e.g., thesauri, glossaries) and ontology design patterns. Preliminary adaptations have been performed as part of the Buscamedia project.
As a future research line, we propose to undertake a further analysis of the criteria and attributes used to measure the candidate ontology performances. For instance, the 21 common pitfalls detected using OOPS! may not be equally important, and the number of times each pitfall appears in the ontology is another factor to be taken into account. Thus, it might be worthwhile considering a weighted aggregation of the number of the di®erent types of pitfalls, where it would be necessary to elicit the relative importance of the pitfalls. A simpler approach would be to build pitfall subsets that account for equally important pitfalls, eliciting the relative importance of each subset and counting the number of times pitfalls from each subset appear.
Additionally, taking advantage of the fact that the OEG research group m is involved in many EU projects on ontology development and collaborates with numerous ontology engineering experts around the world, interviews and questionnaires could be administered to build a consensus on such attributes, i.e., to come up with a collection of criteria created with ontology community agreement.
Moreover, consensus could also be reached on weights representing the relative importance of criteria. Additionally, we have planned an experiment with ontology m Ontology Engineering Group (OEG), http://www.oeg-upm.net. experts to contrast the results of our approach with the results of experts selecting the set of ontologies themselves.
Finally, we are also going to analyze the possibility of providing RDF-based annotations (as an OMV extension or similar approach) for the ontologies analyzed following the approach presented in this paper.
