We give a proof of the Khintchine inequalities in non-commutative L p -spaces for all 0 < p < 1. These new inequalities are valid for the Rademacher functions or Gaussian random variables, but also for more general sequences, e.g. for the analogues of such random variables in free probability. We also prove a factorization for operators from a Hilbert space to a non commutative L p -space, which is new for 0 < p < 1. We end by showing that Mazur maps are Hölder on semifinite von Neumann algebras.
The Khintchine inequalities for non-commutative L p -spaces were first proved by Lust-Piquard in [16] . They play an important rôle in the recent developments in non-commutative Functional Analysis, and in particular in Operator Space Theory, see [24] . Just like their commutative counterpart for ordinary L p -spaces, they are a crucial tool to understand the behavior of unconditionally convergent series of random variables, or random vectors, in non-commutative L p ( [27] ). The commutative version is closely related to Grothendieck's Theorem (see [20, 21] ). Moreover, in the non-commutative case, Random Matrix Theory and Free Probability provide further ground for applications of the non-commutative Khintchine inequalities. For instance, they imply the remarkable fact that the Rademacher functions (i.e. i.i.d. ±1-valued independent random variables) satisfy the same inequalities as the freely independent ones in non-commutative L p for p < ∞. See [8] for a recent direct simple proof of the free version of these inequalities, which extend to p = ∞.
In the most classical setting, the non-commutative Khintchine inequalities deal with Rademacher series of the form S = k r k (t)x k where (r k ) are the Rademacher functions on the Lebesgue interval (or any independent symmetric sequence of random choices of signs) where the coefficients x k are in the Schatten q-class S q or in a non-commutative L q -space associated to a semifinite trace τ . Let us denote simply by . q the norm (or quasi-norm) in the latter Banach (or quasi-Banach) space, that we will denote by X. By Kahane's well known results, this series converges almost surely in norm iff it converges in L q (dt; X) (and in fact in L p (dt; X) for any 0 < p < ∞, but for obvious reasons we prefer to work in the present context with p = q). Thus to characterize the almost surely norm-convergent series such as S, it suffices to produce a two sided equivalent of S Lq (dt;X) , and this is precisely what the non-commutative Khintchine inequalities provide: For any 0 < q < ∞ there are positive constants α q , β q such that for any finite set (x 1 , . . . , x n ) in X = S q (or X = L q (τ )) we have closely related to the "little non-commutative Grothendieck inequality" in the sense of [26] (first proved in [23] ): actually, one of the proofs given for that case in [18] shows that it is essentially "equivalent" to it. More recently, Haagerup and Musat ( [9] ) gave a new proof that yields the best constant (equal to 2) for q = 1 for the complex analogue (namely Steinhaus random variables) of the Rademacher functions. In [25] the first named author proved by an extrapolation argument that the validity of this kind of inequalities for some 1 < q < 2 implies their validity for all 1 ≤ p < q, but the case q < 1 remained open. However, very recently the second named author noticed that the method proposed in [25] actually works in this case too. The latter method reduced the problem to a certain form of Hölder type inequality which could not be verified because the required ingredients (duality and triangular projection) became seemingly unavailable for 0 < q < 1. In [25] a certain very weak form of the required Hölder type estimate was identified as sufficient to complete the case q < 1. It is this form that the second named author was able to establish by an a priori ultraproduct argument (see Remark 1.6). Although his argument failed to produce explicitly a quantitative estimate, it showed that some estimate does exist. The goal of this paper is to produce an explicit estimate, and a reasonably self-contained proof of the case q < 1. In fact, it turns out that a certain version of Hölder's inequality (perhaps of independent interest) does hold, thus we can produce an explicit estimate, similar to the case q ≥ 1 but with unexpected exponents. This inequality, namely (2.2) below, may prove useful in the theory of means developed in [12, 13] .
In the rest of the paper we will consider only the case 0 < q ≤ 2. In that case, our inequalities reduce to this : There is β q such that for any finite sequence (x k ) in an arbitrary non-commutative L q -space, we have
where |||x||| q is as in (0.1).
In this paper, as in [25] , we will show that the validity of (0.2) for some fixed q with 1 < q < 2 implies its validity (with another constant) for all value of q in (0, q) (and in particular for all q in (0, 1)). For that deduction the only assumption needed on (r k ) is its orthonormality in L 2 ([0, 1]). Thus our approach yields (0.2) also for more general sequences than the Rademacher functions. For instance, we may apply it to free Haar unitaries in the sense of [36] or to the "Z(2)-sequences" considered in [11] .
In §3 we prove an extension to the case 0 < q < 1 of the "little Grothendieck inequality", i.e. a (Maurey type) factorization for bounded linear maps from a Hilbert space to a non-commutative L p -space.
In §4 we extend to the case 0 < p < 1 some of the results of [29] giving Hölder exponents for the Mazur map M p,q :
relative to a semifinite von Neumann algebra (M, τ ).
For convenience, we recall an elementary fact: if X is an L p -space (commutative or not) and if 0 < p ≤ 1, the quasi-norm of X satisfies the "p-triangle inequality":
Actually, it will be convenient to invoke a consequence of the triangle inequality, valid, this time, for all 0 < p ≤ ∞:
where
In this section, we review (and partly reproduce) the previous attempt from [25] to explain the contribution of the present paper. Here, L 2 ([0, 1]) can be replaced by any non-commutative L 2 -space L 2 (ϕ) associated to a semifinite generalized (i.e. "non-commutative") measure space, and (r k ) is then replaced by an orthonormal sequence (ξ k ) in L 2 (ϕ). Then the right-hand side of (0.2) is replaced by
More precisely, by a (semifinite) generalized measure space (N, ϕ) we mean a von Neumann algebra N equipped with a faithful, normal, semifinite trace ϕ. Without loss of generality, we may always reduce consideration to the σ-finite case. Throughout this paper, we will use freely the basics of non-commutative integration as described in [22] or [33, Chap. IX] . Let us fix another generalized measure space (M, τ ). The inequality we are interested in now takes the following form:
In the Rademacher case, i.e. when (ξ k ) = (r k ), we refer to these as the non-commutative Khintchine inequalities.
We can now state the main result of [25] for the case q ≥ 1.
Here is a sketch of the argument in [25] . We denote
where · q is the norm in L q (ϕ ⊗ τ ) and the infimum runs over all sequences y = (y k ) in L q (τ ) for which there is f in D such that
Note that C p (x) = S p . The proof of Theorem 1.1 is based on a variant of "Maurey's extrapolation principle" (see [20] ) This combines three steps: (here C ′ , C ′′ , C ′′′ , . . . are constants independent of x = (x k ) and we wish to emphasize that here p remains fixed while the index q in C q (x) is such that p < q ≤ 2).
Step 1. Assuming (K q ) we have
Step 2.
Actually the converse inequality also holds (up to a constant), see [25] .
Step 3.
where θ is defined by
The three steps put all together yield
and hence
Only the proof of Step 3 required p ≥ 1 in [25] . Note that actually it suffices that, for some 0 < θ ′ < 1, we have
and we will show that this essentially holds in §2, but with a rather surprising exponent given by
where R is any number such that 0 < R < p. As will be explained below in Remark 1.5, the bound in (1.2) can be deduced from the following variant of Hölder's inequality, that will be proved in §2:
There is a constant c such that
When p ≥ 1 this holds (see [25] ) with θ ′ = θ. In the commutative case (or if there is only one term), when θ ′ = θ this reduces to Hölder's inequality for L p -norms (just write f α(1−θ) x = (f α x) 1−θ x θ and recall
, so this holds (with c = 2 θ ) for 0 < p < ∞. When p < 1 we do not know whether (1.2) or (1.3) holds with θ ′ = θ. Remark 1.2. In Theorem 1.1, the assumption that (ξ k ) is orthonormal in L 2 (ϕ) can be replaced by the following one: for any finite sequence
We will need the following fact. Results of this kind originate in Arazy and Friedman's memoir [1] and can also be found in Junge and Parcet's paper [14] (see also [13] for related inequalities).
Lemma 1.3 ([30]
). Let Q j (j = 1, . . . , n) be mutually orthogonal projections in M and let λ j (j = 1, . . . , n) be non-negative numbers. There is a constant C so that for any 1 ≤ q ≤ ∞ and
When 1 < p < ∞, we have by [25] , δ(ε) ≤ C p ε 1−θ . This estimate can already be found in [1, Ch. 3] for Schatten classes. We will show that (1.5) can be substituted to Step 3. Indeed, setting w(ε) = 2δ(ε)ε −1 , by homogeneity this implies
We will again denote S = ξ k ⊗ x k , and we set Y = ξ k ⊗ y k . Let us assume that (M, τ ) is M n equipped with usual trace (the argument works assuming merely that f has finite spectrum). We will use the orthonormal basis for which f is diagonal with coefficients denoted by (f i ). We have then
Then the above inequality, with Y in place of x, yields
We will now compare the elements T and Z defined by
Using Lemma 1.3 twice, we find
and since the inf of Y 2 over all factorizations of the form
by Step 1 and 2, for some c
and hence choosing ε small enough we again conclude
The preceding arguments, up to (1.8), work just as well if we merely assume that f has finite spectrum. We now use this to complete the proof in the general semifinite case. Let (y k ) and f ∈ D be such that x k = (f α y k + y k f α )/2 and (
Step 2, we have (
Fix ε ′ > 0. Let g be a density with finite spectrum such that g − f 1 < ε ′ . We can find such a g by approximating the spectral decomposition of f so that the spectral decomposition of g commutes with that of f . Then, for any β > 0, we have clearly a bound
, and hence, if we wish, we can find a density g such that we actually have
By the proof of (1.8) applied with g in place of f we find
By
Step 1 we have
) and hence by (1.10)
But clearly by Hölder and (1.9), we have an estimate x k − x ′ k p ≤ o(ε ′ ) and hence we have both |||x − x ′ ||| p ≤ o(ε ′ ) and S − S ′ p ≤ o(ε ′ ). Thus, letting ε ′ → 0, we deduce from (1.11) that
and we conclude as before that
Remark 1.6. We give a sketch of a proof of (1.5) using an ultraproduct argument. Clearly by a 2 × 2 trick, we may assume that x = x * . Assuming (1.5) does not hold gives some ε > 0, a sequence of elements x n ∈ L 2 (M, τ ), f n ∈ D with x n 2 = 1,
We use the theory of ultrapowers from [28] . In the latter, Theorem 3.6 explains that given a free ultrafilter U on N, there is a general (type III) von Neumann algebra A so that there are natural identifications U L p (M, τ ) = L p (A) for p > 0. Of course, taking powers and products commutes with the ultrapower construction (see Theorems 3.6 and 5.1 in [28] ).
Consider
We have x = x * with x 2 = 1, f ≥ 0 with
From the definition of L p -spaces associated to a type III von Neumann algebra (see [27, 34] ), f and x can be seen as τ -measurable operators associated to the coreÃ of A which is semifinite with trace τ . Recall that the τ -measurable operators L 0 (Ã, τ ) form a topological * -algebra, we have f α x = −xf α . Hence f 2α x = −f α xf α = xf 2α , as x = x * so that f 2α and x strongly commute (see Lemma 2.3 in [15] ). Thus x commutes with any spectral projection of f α . But spectral projections of f and f t coincide for any t > 0, we get that x and f t commute. We have 2xf α p = 0, but for any spectral projection p = 1 (a,b) (f ) with 0 < a < b < ∞, there is some v ∈Ã with
The trace τ on M does not play any rôle in the above argument. Thus (1.5) holds for any type III von Neumann algebra M with f ∈ L 1 (M ) + and f 1 = 1.
The new case
The proofs in this section are valid for 0 < p < 2 but are really pertinent only for 0 < p < 1. For simplicity, to avoid distinguishing the normed case from the p-normed one, we assume 0 < p < 1 throughout. We will compensate for the lack of convexity with subharmonicity. Indeed, it is well known that on an L p -space, commutative or not, the norm, as well as the function x → x p p , is subharmonic. We will use moreover certain inequalities which express its "uniform subharmonicity", in analogy with the uniform convexity of L p when p > 1.
Let 0 < p < s ≤ ∞. In this section, we set
The previous section corresponds to the particular value s = 2. Let x be in L s (τ ), and let f ∈ L + 1 with f 1 = 1. Note that f α r = 1. Let 0 < θ < 1. Let q be determined by 1
Our main result is a new form of non-commutative Hölder inequality:
Theorem 2.1. Let 0 < p < q < s ≤ ∞. Let α, θ be as above. Then for any 0 < R < p there is a constant C such that for any x ∈ L s (τ ) and f ∈ L 1 (τ ) + with f 1 = 1, and for any unitaries V, W ∈ M commuting with f we have
In particular for any choice of sign ±1 we have
Since this implies that (1.5) holds with δ(ε) = O(ε R 2
(1−θ) ) (with s = 2), by Remark 1.5 we have Corollary 2.2. The implication K q ⇒ K p remains valid for any 0 < p < 1. In particular the non-commutative Khintchine inequality (0.2) holds for any 0 < q < 1.
any bounded linear operator. Then there is a constant C(p(1), p(2)) such that for any finite sequence
Proof. Since this is clear when |||(x j )||| p(1) and |||(u(x j ))||| p(2) are replaced by the corresponding Rademacher averages, this corollary follows from the Khintchine inequalities, now extended to the whole range 0 < p < ∞. Note that it is well known that the Kahane inequalities remain valid for quasi-normed spaces.
We denote by U = {z ∈ C | 0 < ℜ(z) < 1} the classical vertical strip of unit width of the complex plane.
Remark 2.4. It seems worthwhile to start by a rough outline of the proof of Theorem 2.1. The natural way to prove (2.1) (and we will use this in the end) is to introduce the analytic function G 0 (z) = xW f α(1−z) + V f α(1−z) x defined for z ∈ U and to use some form of the 3-line lemma, as in (2.4) below, to estimate G 0 (θ) q . In order to do so, we need to have bounds on the two boundary vertical lines. The bound for z = 1 + it of the form G 0 (1 + it) s ≤ c x s is straightforward. The problem is the missing bound
which seems highly unrealistic. However, it turns out that using the complex uniform convexity (and the simple algebraic form of G 0 ) as in (2.7), we will be able to majorize, for any fixed γ > 1, the function
so that we have for 0 < ω < 1 and 0 < R < p such that
Thus, applying the 3-line type argument (see (2.4) below) to the function G, we obtain a bound of the form
which yields (2.1).
We will use the well known fact that complex interpolation remains valid for the L p (τ ) spaces in the range 0 < p < 1. We will need just one direction. (Note however that the argument given for this fact for Schatten classes at the end of [6] is erroneous.) For simplicity we restrict the discussion here to the finite case. For any 0 < θ < 1, let p θ be such that
. Let P θ U denote the probability measure which is the harmonic measure associated to θ with respect to U . We have then
Let Q 0 θ (resp. Q 1 θ ) be the probability on {ξ ∈ C | ℜ(ξ) = 0} (resp. {ξ ∈ C | ℜ(ξ) = 1}) such that
Sketch. We freely use conformal equivalence with the disc to justify the technical points. The inequality (2.3) is well known when p 0 ≥ 1. We will show that if it holds for a pair p 0 , p 1 then it also holds for the pair
2 . This clearly suffices to cover the whole range 0
Following a well established tradition, we claim that G admits a factorization as a product of analytic functions on U :
Indeed, by the classical operator valued analogue of Szegö's theorem (see e.g. Th. 8.1 in [27] and the Remark (i) after it), there is a bounded analytic function F with values in L 2p 1 (τ ) such that
Moreover, since w ≥ ε1, the function z → F (z) −1 is well defined and bounded on U . Let then G 1 = GF −1 and G 2 = F . Let G = u|G| be the polar decomposition. Then, as is classical, we have GG * = u|G| 2 u * and |G * | = u|G|u * . Moreover, since λ → λ 
This proves our claim.
. Assume the Lemma holds for the pair p 0 , p 1 . Then G 1 and G 2 satisfy (2.3). Therefore since by Hölder
and also
and
, if we add the two inequalities (2.3) written for G 1 and G 2 we obtain
Letting ε → 0, we obtain (2.3), and (2.4) follows, as in the classical case, using the convexity of the exponential function.
We will use a certain form of uniform convexity inequalities for Hardy spaces with values in non-commutative L p -spaces for 0 < p ≤ 1, extending the case p = 1 which is treated in [10] . See [7] for more on complex uniform convexity (and in particular Haagerup's inequality included as Th. 4.3 in [7] ). We refer the interested reader to [35] for early estimates of the moduli of uniform convexity of the Schatten classes S p for 1 < p ≤ 2. See also [2] and more recently [31] for optimal constants in the associated martingale inequalities. The next result appears as Th. 3.1 in [37] .
There is a constant δ p > 0 such that for any function
.
Remark 2.7. A similar inequality holds for the values F (ζ) of F at another point ζ of D. Indeed, using a Möbius map as conformal equivalence taking 0 to ζ, we find (2.6)
where µ ζ denotes the Poisson probability (harmonic) measure on ∂D associated to ζ ∈ D.
Remark 2.8. By conformal equivalence, a similar inequality holds with the unit strip
in place of the unit disc D. For any 0 < θ < 1, recall that P θ U denotes the probability measure which is the Poisson or harmonic measure associated to θ with respect to the strip U . Then (2.6) becomes
Proof of Theorem 2.1. First we reduce the situation where x = x * , indeed let us assume the result hold in this situation and consider the 2 × 2-matrices
Those elements satisfy the assumptions in M 2 (M ) andx is selfadjoint. But one has
So that (2.1) for x, f, V, W follows from that ofx,f ,Ṽ ,W . Next we reduce the proof to finite von Neumann algebras. To see that, assume the result is true for finite von Neumann algebras. Let p n = 1 ( 1 n ,∞) (f ). Note that p n commutes with f and V . We have p n → p ∞ = 1 (0,∞) (f ) in M for the strong operator topology. This implies that for any t < ∞ and y ∈ L t (τ ) p n yp n − p ∞ yp ∞ t → 0 (and p n yp n ∞ ≤ y ∞ if y ∈ M ). As p n M p n is finite, we can apply the result to p n xp n , f p n and V p n and let n → ∞. Note that
There is a remaining term of the form (1 − p ∞ )xW f α(1−θ) p ∞ + p ∞ V f α(1−θ) x(1 − p ∞ ) which is easy to handle, it splits in two terms that can be treated using basic one sided estimates.
Next we reduce the proof to the technically easier case when f has a finite spectrum. Fix ε ′ > 0. Let g ∈ L + 1 with finite spectrum such that g − f 1 < ε ′ . We can find such a g by approximating the spectral decomposition of f so that spectral decomposition of g commutes with f . Then, for any β > 0, we have clearly a bound g β − f β 1 β ≤ o(ε ′ ), from which it follows, by Hölder, that for any y ∈ L s (τ ) we have y(
From this last inequality it becomes clear that we may reduce the proof of (2.1) to the case when f has a finite spectrum and x = x * , so we assume this in the rest of the proof. Fix 1 < γ. We will apply (2.7) to the analytic function F : U → L R (τ ) defined by
,
s + αγ and we replace θ in (2.7) by 1 γ . We have
Note that
so that by Hölder, multiplication by f α(γ−1) (left or right) is of norm 1 from L p (τ ) to L R (τ ). As x = x * , the right hand side of (2.7) is exactly xf αγ 2 R = f αγ x 2 R . The R-triangle inequality gives (note that R < p ≤ 1):
Let us assume for the moment that xW f α + V f α x p ≤ xf αγ R , so that by convexity of t → t 2 R :
Thus, we get
Let u t = f γαit . By (2.7), we have (a fortiori)
We now introduce the analytic function G : U → L R (τ ) defined by
We apply (2.4) at the point ω = γ+θ−1 γ ∈ U with p 1 = s and p 0 = R. Easy computations give
Note that for any t ∈ R we have (recall χ p = max{2
For t ∈ R, we also have
We want to estimate G(it) R R Q 0 ω (dt) in order to be able to apply (2.4). We will distinguish between two cases: either xW f α + V f α x p is larger than xf αγ R or not. If xW f α + V f α x p > xf αγ R = f αγ x R , then clearly (by the R-triangle inequality) (2.10)
Otherwise with the Hölder inequality, the R-triangle inequality and (2.9):
But, by the explicit formula for the Poisson kernels on the strip (see [5] page 93), namely
we know that Q 1 1 γ (t)dt and Q 0 ω (t)dt are equivalent symmetric measures. Thus, in the second case, by (2.8) we can find some constant M γ with
Since xW f α + V f α x p ≤ x s , by (2.10) a similar bound also holds in the first case (and hence in both cases). By (2.4) there is a constant C γ depending on γ (and p, q and s) so that:
The theorem is obtained by letting γ → 1 (note that C γ → ∞).
Remark 2.9. Using a 2 × 2-trick as above, in Theorem 2.1 with the same notation, one can also get for x ∈ L s (τ ) with f, g ∈ L 1 (τ ) + also of norm 1 and V a unitary commuting with f and W a unitary commuting with g xg
(1−θ) p . 3 Maurey's factorization of operators with values in L p , 0 < p < 1
In this section we attempt to give a non-commutative version of the following result of Maurey [21] : Let (Ω, µ) be any measure space and let 0 < p < 1. For any bounded linear operator u : H → L p (µ) with u ≤ 1 there is a probability density f such that (with the convention
where C is a constant depending only on p and where, as before, α = Then there is a net (λ i ) of finitely supported probability measures on S such that
for any ultrafilter U refining the net.
It will be convenient to use the following notation: Let f be any element in (M * ) + , and as before α = . Moreover, this mapping preserves self-adjointness. In addition, if f has full support (i.e. if f is a faithful normal state on M ) then the mapping J(f α ) : L 2 (τ ) → L p (τ ) is injective. We essentially already observed this (see Remark 1.6). Indeed, if J(f α )(x) = 0 for x ∈ L 2 (τ ) then the same is true for the real and imaginary parts of x, so we may assume x = x * . Then J(f α )(x) = 0 implies f 2α x = xf 2α and hence, since x is self-adjoint, f α x = xf α . But then J(f α )(x) = f α x, and since f has full support, f α x = 0 implies x = 0.
In this section, we will assume that M is σ-finite. Then (see [32, p. 78] ) there is a faithful normal state f 0 on M . It will be convenient to invoke the following elementary Lemma. . Then g is faithful and τ (g) ≤ 2. Moreover
and for any y ∈ L 2 (τ ) we have
