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It is well known that energetic particles can penetrate deep into the atmosphere and
initiate a chain of chemical reactions, ultimately leading to enhanced production rates
of HOx and NOx molecules and the depletion of local ozone abundances. This, in turn,
alters Earth’s radiation balance and might influence winter climate. In recent years, nu-
merous studies have been conducted in order to examine the extent of ozone depletion
due to precipitation of energetic protons during solar proton events (SPEs), which is
mostly restricted to polar cap regions. The significance of a second source of energetic
particles during these events, namely energetic electron precipitation (EEP) originating
from the outer radiation belt, has however not been established yet. A key element
regarding the necessary investigations is to obtain an estimate on the incoming electron
flux from the MEPED detectors on board the NOAA POES satellites. Previous efforts
have faced various obstacles including detector degradation and cross contamination.
In order to correct the measured electron flux for falsely measured protons, the con-
taminating proton flux is determined and subtracted. During this process, statistical
uncertainties arise making it necessary to test the remaining electron flux for signifi-
cance.
The three objectives of this study are motivated by the community’s lack of success in
disentangling the EEP contribution, in particular during SPEs. Firstly, a novel criterion
for the statistical significance of corrected electron fluxes is presented and implemented
in order to improve the POES MEPED losscone dataset. Improvements resulting from
the new criterion and general limits set by proton contamination and other technical
issues are discussed. By applying a newly developed analysis technique, the losscone
fluxes are estimated. Secondly, the improved losscone dataset is compared to the Ap-
based EEP flux parametrization used in CMIP6. The modelled fluxes are tested with
respect to their ability to reproduce general flux levels as well as temporal and spatial
variability. The third aim of this work is to investigate the applicability of corrected
electron fluxes measured by the MEPED instrument during periods of high contamina-
tion. Therefore, six SPEs are investigated with the aim to establish the degree of data
rejection and data coverage throughout the events. Even after introducing a less strict
contamination criterion, data rejection is high in regions of large proton fluxes. Low
latitudes and MLTs corresponding to the post-midnight and morning sector, however,
show promising data coverage and are used to determine whether SPE electron fluxes
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Whereas Northern lights presented a basis for countless spiritual theories and tales for
many centuries, their scientific relevance was first noted in the end of the 18th cen-
tury. More and more scientists committed to the new topic and research around the
mysterious phenomenon blossomed. A large variety of theories regarding its origin and
mechanisms were suggested, some of which were later confirmed by experiments while
others were found out to be ill-founded in retrospect. The ample range of new theo-
ries and degree of disagreement between researchers at the time is nicely portrayed in
a review booklet published in 1903 by German meteorologist Dr. A. Nippoldt. While
the scientific community reached unity on Northern lights being glowing gases in the
atmosphere that are excited by electric currents, the very origin of this electricity was
still heavily debated. One explanation mentioned in the booklet was suggested by Nor-
wegian physicist Kristian Birkeland who claimed electrically charged particles from the
Sun caused the excitation of atmospheric gases leading to observable Northern lights.
Figure 1.1: Photograph of Northern lights. Courtesy: Jouni Jussila.
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He later reinforced his statement by constructing his famous Terrella experiment, which
consisted of a metallic sphere with a dipolar magnetic field, representing Earth, and an
impinging beam of electrons which were redirected in the magnetic field forming glowing
circles close to the surface around the magnetic poles. These discoveries, which were
considered highly controversial in the beginning of the 19th century, are forming the
very basis of today’s knowledge in space science. Surprisingly enough, the little book-
let from 1903 contained many theories and suggestions known to be justified by later
research. The dependence of Northern light intensities on the 11-year solar cycle was
resolved already in the beginning of Northern lights research and perturbations in the
geomagnetic field were measured and associated with Northern lights occurrences. The
book even reports on studies targeting the height of gas excitement in the atmosphere
during a particularly strong auroral event on the 9th of September in 1898. Via par-
allax measurements, the heights of Northern lights observations throughout the event
were found to range from 30 to 200 km, numbers which seem realistic based on modern
measurement techniques (yielding > 90 km for visible aurora).
Years and years of research contributed to the vast resource of knowledge available to-
day. In the year 1951, Biermann proposed the existence of a constant flow of plasma
originating from the Sun, called the solar wind. The contained particles travel through
space while the so-called Interplanetary Magnetic Field (IMF) is frozen into them. At
a distance of one Astronomical Unit (AU), the solar wind and IMF hit Earth’s magne-
tosphere. The mechanisms via which the IMF and geomagnetic field couple, allowing
charged particles to fill Earth’s magnetosphere, were introduced by Dungey in 1961 and
details on the reconnection between the two magnetic systems are still subject to exten-
sive research. The interaction between IMF and geomagnetic field leads to the transfer
of energy from the ambient solar wind into the Earth magnetic field, resulting in the
acceleration of particles. During periods of high geomagnetic activity, vast numbers of
energetic particles penetrate into the atmosphere and deposit their energy by ionizing
molecules and forming Northern lights. During very strong events, protons are known
to penetrate as low as 30 km while electrons rarely reach altitudes below 50 km. As the
booklet rightly claims, the found altitudes suggest meteorological impacts of the precip-
itating particles on the atmosphere. Due to limited knowledge and technological access,
however, this idea was soon to be declared dead. Based on today’s understanding of
the atmospheric system, a measurable particle effect in the atmosphere does not seem
that unlikely any more. Depending on the particles’ energy deposition depth, different
ionized molecules are produced. In an altitude corresponding to the middle atmosphere,
locally increased HOx and NOx production rates can be the consequence of particle
precipitation. The comparatively long NOx life-span during high-latitude winter dark-
ness and downward transport can lead to the depletion of stratospheric ozone. Ozone,
however, is known to play a major role in stabilizing our planet’s radiation balance and
climate system by absorbing incoming solar short-wave and emitting long-wave infra-
red radiation. Changes in ozone concentration will eventually lead to local changes in
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temperature and stratosphere dynamics which may map onto surface climate.
The strength of this effect obviously depends on geomagnetic activity and the amount of
particles reaching the atmosphere. Predominantly during solar maximum, spikes of high
energetic solar protons are likely to reach stratospheric altitudes altering ozone concen-
trations both directly and indirectly, while the more continuous electron precipitation is
restricted to higher altitudes and impacts ozone via secondary effects. Geomagnetic in-
dices have long been used as proxies for geomagnetic activity but lack necessary spectral
and spatial resolution. A needed remedy was provided by new technologies in the 1970s
enabling in-situ measurements involving satellites. Detectors were mounted on space-
craft in order to measure electron and proton fluxes directly including their separation
into different energy channels. While this presents a powerful tool when assessing par-
ticle precipitation, new obstacles continue to appear. In the end, electron fluxes during
so-called solar proton events (SPE) are claimed to be highly unreliable due to possi-
ble proton contamination of the electron measurements. Whether nevertheless some
information can be drawn from satellite data during these events and how truthful a
predictive model solely based on the geomagnetic Ap index can be considered, are ques-
tions investigated in this work. Due to the particles’ different origins, detector responses
and atmospheric impacts, the background to this work is quite interdisciplinary, involv-
ing detector physics, space science and meteorology.
The objective of this work is to develop a statistically based criterion in order to judge
the statistical significance of corrected electron fluxes. The introduction of a new proton
contamination criterion reduces data rejection and thus improves the current electron
losscone dataset. Subsequently, the improved dataset of the Northern Hemisphere (NH)
will be used for inter-comparison with an electron flux parametrization which is solely
based on one geomagnetic index (Ap). The predictive power of the Ap index with re-
spect to electron fluxes will be judged by analysing general modelled flux levels as well
as temporal and spatial flux variability. NH data rejection rates in different locations
and time periods will give information on the applicability of the improved losscone
dataset during SPEs and associated high contaminating proton fluxes. Data which is
considered reliable can then be used in order to investigate whether the Ap index indeed
evokes similar electron flux responses during SPE-related storms compared to regular




In order to understand how the Sun not only influences Earth’s climate system via
emitted radiation but also by constant ejection of plasma particles, it is important
to look at the coupling between Sun and Earth magnetic fields. A short outline of the
basic processes will illustrate the "bigger picture" and give a hint on how different plasma
systems interact. In following sections, more details on the involved components, such
as the Sun, solar wind and Earth, will be given.
Starting from information on the Sun and solar processes leading to plasma ejections,
solar wind characteristics will be explained. A short description of near Earth space
including the structure of the geomagnetic field will yield basic knowledge necessary
for understanding how the solar wind couples to Earth’s magnetic field. Terms like
the Interplanetary Magnetic Field (IMF), the Dungey cycle and losscone fluxes will be
defined. Subsequently, different regions of the Earth magnetosphere (e.g. radiation belts
and plasmasphere) and the characteristics of particles they contain will be introduced
leading to the topic of particle precipitation and energy deposition into the atmosphere.
A description of different types of geomagnetic storms follows and basic geomagnetic
indices are introduced as means of assigning quantitative values to geomagnetic activity.
The final section covers the general atmospheric structure and describes the different
mechanisms allowing solar variability to impact Earth climate.
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2.1 The Sun
As the main source of energy, the Sun influences Earth’s climate and nature, and thus
the life and existence of every one of us. The largest part of the incoming energy is
transported by radiation and originates from the approximated black-body spectrum of
the Sun. A second part arrives in the form of a magnetized plasma, the solar wind. To
which degree do the solar wind and incoming particles affect our climate and technolog-
ical systems? In order to find answers to this question, the Sun presents a central object
of interest. Understanding the mechanisms of ejection and acceleration turns out to be
essential for any attempts of classifying and forecasting solar wind behaviour.
2.1.1 Structure and properties
Primarily, the Sun can be seen as a hot ball of plasma consisting mostly of hydrogen
(∼ 73 %) and helium (∼ 25 %) as well as small abundances of heavier elements (Basu
and Antia, 2008). Its radius, R, of approximately 700000 km exceeds the Earth radius
by a factor of 100 and consequently its volume is roughly one million times the volume
of the Earth. While the Sun is rotating, the plasma it consists of does not behave like
a rigid body comparable to the Earth or its moon. This leads to a latitudinal depen-
dency of the rotation velocity, so that plasma close to the solar equator rotates faster
compared to polar regions (Newton and Nunn, 1951). This differential rotation gives
rise to a twisting of magnetic field lines and results in spatial and temporal variations
of magnetic flux and field topologies. Accordingly, the so-called solar activity oscillates
between maxima and minima in an 11-year cycle. During the minimum of solar activity,
Figure 2.1: The temperature profile of the Sun within one solar radius. The different layers
and their positions are indicated as well. From Christensen-Dalsgaard et al. (1996).
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the Sun’s magnetic field can be assumed to resemble a dipole configuration to a good de-
gree. Increasing distortion of this initial field strengthens an overlaying quadrupole field
and peaks at the maximum of solar activity (Banaszkiewicz et al., 1998). A subsequent
period of relaxation back to a dipolar field and associated minimum in solar activity
completes the cycle. It is worth noting, that the 11-year cycle describes the oscillation
of the solar activity. When looking at the magnetic field configurations, a complete cycle
comprises 22 years, as maxima occur with alternating polarities (positive/negative). In
addition, the maximum solar activity of the 11-year solar cycle is subject to long-term
variations with a periodicity of approximately 90 years, the so-called Gleissberg cycle
(Gleissberg, 1939).
When it comes to the inner composition of the Sun and the structure of its atmosphere,
researchers have faced many challenges. Without the possibility of in-situ measurements,
models solving plasma equations of state could be combined with radiation measure-
ments to determine three major layers within the Sun. Located at the very centre and
extending to approximately 0.25 solar radii, R, is the core where the Sun’s energy
production takes place (Di Mauro et al., 2002). Nuclear fusion of highly abundant hy-
drogen to helium and further to carbon releases energy due to the equivalence of mass
and energy (Russell, 2001). Since these processes are related to the heating of the core,
heat has to be transported away towards the surface.
Between the core and surface, two further layers lie embedded like shells around the
centre of the Sun. The innermost layer extends from 0.25 to about 0.75 R (Basu and
Antia, 2004) and consists of hot plasma which allows for the transport of heat via ra-
diation. Accordingly, this region is called radiative zone. As the temperature decreases
with distance from the core, the plasma becomes more opaque leading to decreasing effi-
ciency of radiative transport. Below a temperature of roughly 3 million K (Figure 2.1),
convective transport can be considered the dominating process, which marks the second
layer called convection zone. This region is characterized by transport processes where
hot plasma bubbles rise towards the cooler surface and colder plasma sinks down in
return.
The visible surface of the Sun is called photosphere and its temperature of roughly
5700 K (Christensen-Dalsgaard et al., 1996) corresponds to the black-body radiation
spectrum observed on Earth. With a thickness of only 100 km, the photosphere also
represents the lowest layer of the solar atmosphere. The following atmospheric layer,
the chromosphere, is characterized by a rise of temperature to approximately 20000 K
leading to emission of red light by hot ions. The transition region acts as the junction
between chromosphere and solar corona. With a temperature of well above 1 million K,
the corona is extremely hot and the transition region is mainly characterized by a very
steep temperature gradient (Hansteen, 1992).
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2.1.2 Solar wind, coronal holes and sunspots
The existence of a continuous stream of charged particles from the Sun was first postu-
lated by Biermann (1951) who linked the presence of a solar wind to the acceleration
of molecules in comet tails. A later-on observed pattern consisting of slow and fast
solar wind streams shows a 27-day periodicity indicating fixed and co-rotating source
regions (Neugebauer and Snyder, 1966) and results from the Skylab mission in 1973
established so-called coronal holes (CH) as the sources of fast solar wind streams (Nolte
et al., 1976). The light emitted by the corona usually falls within the EUV and X-Ray
range. Coronal holes, however, appear dark in those frequencies as depicted in Fig-
ure 2.2, which shows a soft X-ray image of the Sun. Most coronal holes are located
in high latitude regions where the coronal magnetic field lines are open and have only
one footpoint in the photosphere (Figure 2.3a) but occasional low-latitudinal extensions
occur predominantly in the declining phase of the solar cycle (Tsurutani et al., 2006).
From coronal holes, high-speed solar wind can stream directly out into space carrying
the magnetic field with it. Regarding slow solar wind, the low-latitudinal streamer belt
could be established as source region (Gosling, 1997). Its position with respect to the
ecliptic plane is shown in Figure 2.3b. Due to the Sun’s rotation, the interplanetary
magnetic field (IMF) embedded in the solar wind is formed like an Archimedian spiral,
called Parker spiral (Parker, 1958; Thomas and Smith, 1980).
Also images of the photosphere can exhibit dark spots, so-called sunspots, where mag-
netic field lines bulge under increasing pressure during solar maxima. Due to the sup-
pression of convection, sunspot plasma is colder in comparison to the surrounding pho-
tospheric plasma which makes sunspot regions look darker. Their polarity depends on
which hemisphere they are located in and the assignment of polarities to hemispheres
changes with each solar cycle (Hale, 1924). Sunspots do often occur in pairs in which
case they show opposite magnetic polarity. The number of sunspots is indicative of the
solar activity and was initially used to study the 11-year solar cycle and the occurrence
of magnetospheric storms (Cortie, 1912). Groups of sunspots are called solar active
Figure 2.2: Soft X-Ray image of the Sun from Tsurutani et al. (2006). The dark regions at
high latitudes are coronal holes.
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(a) (b)
Figure 2.3: (a) Sketch of the solar coronal magnetic field with open field lines in high latitudes
and closed field lines in low latitudes. Modified from Low and Hundhausen (1995). (b) Schematic
showing the position of the IMF and streamer belt with regard to the ecliptic plane. From Russell
(2001).
regions to which the occurrence of many secondary phenomena is linked.
In addition to the continuous solar wind originating from the corona, singular plasma
ejections can occur when the magnetic pressure of sunspot field lines reaches a breaking
point and magnetic field lines reconnect. The gain of electromagnetic energy is converted
to kinetic energy by the radical acceleration of particles producing electromagnetic ra-
diation as a side-effect (“Accelerated Particle Composition and Energetics and Ambient
Abundances from Gamma-Ray Spectroscopy of the 1991 June 4 Solar Flare”). This
burst of plasma through the chromosphere and corona is called solar flare. The acceler-
ated particles continue propagating through space at high speeds and can reach Earth
after approximately two days. Often but not always, solar flares are accompanied by
Coronal Mass Ejections (CMEs) (Zhang et al., 2007), where plasma bursts out into
space directly from the solar corona in a vast explosion. The occurrence rate of solar
flares and CMEs peaks at solar maximum and follows in general the solar cycle, since
their appearance is linked to sunspots and solar active regions.
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2.2 Near Earth space
After having explained the Sun’s structure and mechanisms responsible for the ejection
of plasma in the previous section, this section’s focus will lie on describing near Earth
space, i.e. the geomagnetic field, magnetospheric currents and features as well as the
mechanism leading to energy transfer from the solar wind to the magnetosphere. One
also has to examine particle acceleration, trajectories and losscone distributions in order
to account for the energy deposition in the upper atmosphere. Particle precipitation
can originate from different sources and vary in latitude and energy spectra.
2.2.1 Bow shock, magnetosheath and magnetopause
The flow of solar wind is both supersonic and superalfvénic, which means that in case
of a solid obstacle being located in its path neither acoustic density waves nor magnetic
Alfvén waves could travel fast enough to deflect the solar wind flow around the obstacle
(Baumjohann and Treumann, 1997, p. 164). As it is, Earth presents such an object and
in order to redirect the solar wind flow around the planet, the bow shock forms in front
of it (Baumjohann and Treumann, 1997, p. 181). Where in general, plasma exhibits
a fluid-like behaviour which is described by magnetohydrodynamical (MHD) equations,
its properties jump drastically in the vicinity of the shock. Thus, the solar wind be-
comes slower, denser and bent in its trajectory after passing the bow shock. The layer of
compressed solar wind behind the bow shock is called magnetosheath and the border be-
tween the geomagnetic field and the IMF in the solar wind is the magnetopause. Figure








Figure 2.4: Schematic drawing of the bow shock, magnetopause and solar wind flow. Modified
from Kivelson and Russell (1995, p. 229).
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shock and the altered flow after passing it. The plasma flows around the magnetopause
towards the night-side. The exact location and shape of bow shock and magnetopause
are highly variable and depend first and foremost on properties of the impinging solar
wind. The bow shock will adapt to the solar wind dynamic pressure, IMF and Mach
numbers as necessary in order to adequately redirect the flow of plasma (Peredo et al.,
1995). At the magnetopause the flow is tangential so that the dynamic pressure van-
ishes compared to the thermal pressure of the compressed plasma. The magnetopause
location and shape follow therefore from the force balance between magnetic force and
thermal pressure force. As a consequence, a current sheet on the magnetopause develops
(Figure 2.4) resulting in an oppositely directed J× B force (Bothmer and Daglis, 2007,
p. 113). A different and simplified way of explaining the magnetopause current is to
look at what happens when electrons or protons penetrate the magnetopause due to
their thermal movements. In such a case, they will suddenly be exposed to the Lorentz
force of the geomagnetic field and reflected from the magnetopause. At the same time,
electrons will be deflected towards dawn and protons towards dusk giving rise to a net
current as shown in Figure 2.4. During periods with average solar wind conditions, the
magnetopause and bow shock locations are given by approximately 10 and 13 Earth
radii distance from the day-side surface, respectively (Gombosi, 1998, p. 283).
A sudden increase in large-scale solar wind dynamic pressure at the bow shock is of-
ten related to an arriving interplanetary shock front or high speed solar wind stream
(HSSWS). The magnetopause will be pushed inwards resulting in a sudden increase of
the magnetopause current (Gombosi, 1998, p. 308). In case of a following geomagnetic
storm, this initial phase feature is called storm sudden commencement (SSC), otherwise
one speaks of a sudden impulse (SI).
2.2.2 The geomagnetic field and Dungey cycle
It is basically the coupling of the IMF to the geomagnetic field that enables energy
transfer from the ambient solar wind to magnetospheric particles. The geomagnetic
field close to the surface can be approximated by a dipole field generated by a dynamo
L = 4L =
 4
Figure 2.5: Plot of a magnetic dipole field. The magnetic field lines associated with the L = 4
shell are indicated as well.
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inside the Earth core (Figure 2.5) (Merrill and McElhinny, 1983). It is worth noting
that the corresponding dipole axis is shifted by 11◦ with regard to the Earth rotational
axis. Thus, the geomagnetic North pole does not coincide with the geographic North
pole and one differentiates between two different coordinate systems. One common
method of visualizing the polar caps and auroral zones are azimuthal projection plots
as shown in Figure 2.6. The plots are centred at the respective North poles and project
the three-dimensional Earth surface on a flat circle. It can also be instructive to intro-
duce local times (LTs) for geographic and magnetic local times (MLTs) for geomagnetic
coordinates (Figure 2.6). The local time noon (12) always faces the Sun while local time
midnight (00) lies on the night-side. The landmasses then rotate underneath the local
time coordinate systems around the geographic axis.
A more correct model compared to the dipole approximation is given by a multipole
expansion with a dominating dipole term and parameters fitted to the actual measured
field. This approach reproduces the lower geomagnetic field with an accuracy of 0.05 %
(Kallenrode, 2004). From the dipole approximation however, it is possible to define so-
called L shells. The L value states the distance of a magnetic field line from the surface




One L shell therefore includes all magnetic field lines that have been assigned a certain
L value and thus form a shell around Earth (McIlwain, 1961). It is also possible to
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Figure 2.6: Azimuthal projection plots of the geographic (left) and geomagnetic (right) north
pole including visualization of different local times.
































Figure 2.7: Not in scale drawing of the Dungey cycle and geomagnetic field. The lower drawing
shows the movement of magnetic footlines throughout one pass of the Dungey cycle. Modified
from Kivelson and Russell (1995, p.243).
Obviously, shells with a lower L value are located closer to Earth and intersect at lower
latitudes, whereas shells with increasing L can be assigned to higher geomagnetic lat-
itudes as shown in Figure 2.5. Deviations from the simple dipole-based models begin
to arise at distances of few RE from the Earth centre due to ionospheric and magneto-
spheric currents and the influence of the ambient solar wind (Kivelson and Russell, 1995,
p. 289). The dynamic pressure of the solar wind compresses the geomagnetic field on
the day-side and elongates it on the night-side, forming the magnetotail. A schematic
drawing of the resulting field is shown in Figures 2.4 and 2.7. Please note, however, that
neither depicts the geomagnetic field in scale for reasons of presentability. For example,
the point in the magnetotail in Figure 2.7, where the field lines denoted by 6 and 6′
intersect, may lie as far as 100 RE away from Earth (Slavin et al., 1985). Asymmetries
of the geomagnetic field may arise due to the tilt of the dipole axis with respect to
the ecliptic plane and depend on the angle in which the solar wind hits the bow shock.
In addition, the approximated dipole axis is not centred in Earth but slightly shifted,
leading to an area of smaller magnetic flux density in the south Atlantic called South
Atlantic Anomaly (SAA) (Heirtzler, 2002).
The question as to which mechanisms are responsible for driving geomagnetic dynamics
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has been subject to heavy debates for a long time. The commonly accepted picture
nowadays is the one introduced by Dungey in 1961 (Dungey, 1961), which states that
energy transfer from the solar wind is enabled by magnetic reconnection on the day-side
magnetopause and in the magnetotail. When the magnetic pressure between two oppo-
sitely directed field lines overcomes the thermal pressure of the plasma, the field lines
will reconnect. In the case of day-side reconnection at the magnetopause, this means
that a previously closed geomagnetic field line will open up and reconnect to an inter-
planetary field line, forming a so-called open field line (points 1 and 1′ in Figure 2.7).
The IMF does not necessarily have to be southward directed in order to reconnect to the
geomagnetic field, because reconnection for a northward IMF is still possible in higher
latitudes. However, it is important to note, that the reconnection rate and efficiency of
energy transfer peak for a strongly southward directed IMF. The new open field lines
exhibit a strong curvature in the points where they reconnected which leads to the ac-
celeration of local plasma and transport of the field line towards higher latitudes (points
2 and 2′). In general, the magnetic energy of a field line can be assumed proportional to
its length, a contraction thus referring to a transfer of magnetic energy to kinetic energy
and associated acceleration of plasma. Outside of the magnetopause, the magnetic field
lines are still frozen into the ambient solar wind and transported towards the night-side
corresponding to points 3 and 3′ as well as 4 and 4′, respectively. The footpoints of
open field lines lie in the ionosphere where conductivity is high and field line mobility
rather low due to friction with the local ions. The open end of the field line, however,
is dragged further towards the night-side by the movement of the ambient solar wind
bending the field line (visible in points 3 and 4). The resulting kink is transported
downwards by Alfvén waves until the magnetic stress of the curvature exceeds the fric-
tional force in the ionosphere and the footpoint moves towards the night-side. After
having passed the geomagnetic poles, open field lines are stretched extensively (points
5 and 5′) with the associated necessary magnetic energy originating from the ambient
solar wind kinetic energy. The more open field lines are stretched on the night-side,
the closer oppositely directed lines are located in the magnetotail. On the one hand,
this results in a magnetotail current sheet which is oriented from dusk to dawn as de-
picted in Figure 2.4. On the other hand, magnetic flux accumulates in the magnetotail
until its density leads to magnetic reconnection and the conversion back to closed field
lines (points 6 and 6′). Again, the arising curvature at the reconnection point leads to
particle acceleration and dipolarization of the magnetic field topology (points 7 and 7′,
8 and 8′). This corresponds to the respective closed field line moving closer to Earth
associated with a footline movement towards lower latitudes. From there, closed field
lines migrate back to the day-side where there is lower magnetic pressure due to prior
reconnection (points 9 and 9′). The footline movement associated with a magnetic field
line passing once through this so-called Dungey cycle is depicted in the small drawing
of Figure 2.7. Open field lines move across the polar cap from noon to midnight where
they are reconnected. The formed closed field lines move back towards noon at lower
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latitudes below the auroral oval, which is indicated by the shaded area. As a net effect,
kinetic energy is transferred from the ambient solar wind into the geomagnetic field and
magnetosphere which is why the Dungey cycle acts as a magnetic dynamo.
2.2.3 The magnetosphere
The previous section described the mechanisms that couple the solar wind to the mag-
netosphere and allow for energy transfer and particle injections. In this section, we will
take a closer look on the magnetosphere itself, i.e. how particle motion leads to the
formation of current systems along with the internal magnetospheric structure and local
particle populations.
Particle trajectories and magnetospheric currents
When charged particles move through electric and magnetic fields they can experience
a variety of forces depending on the exact field configurations, e.g. the Lorentz force
(Baumjohann and Treumann, 1997, Chapter 2). These forces can alter the direction
of the particles’ movements and in some cases their kinetic energy. Flows of charged
particles can in turn lead to charge separation which creates electric fields, currents
and magnetic fields. Therefore, particle motion and fields are strongly coupled, each
influencing the other. A set of equations describing the behaviour of a plasma in the
presence of electromagnetic fields is given by MHD. These equations are, apart from
some exceptions, valid in the upper magnetosphere and can be used in order to in-








Figure 2.8: Schematic drawing indicating the losscone with respect to the background geo-
magnetic field and the pitch angle of a particle with velocity v.
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momentum equation, all electromagnetic forces are summarized in the J× B - force and
the Maxwell stress tensor. It is, however, instructive to examine single particle motion
in simplified settings to gain a good understanding of the basic processes happening
when former solar wind particles move through the geomagnetic field.
A constant magnetic field, for example, will lead to a gyration motion of charged par-
ticles around the magnetic field lines, where positively and negatively charged particles
gyrate in opposite directions. The resulting current resembles a magnetic dipole and
an associated diamagnetic behaviour of this particle population is in fact measurable at
the surface (see ring current). In addition, currents can be generated by other configu-
rations, i.e. a gradient or curvature of the magnetic field. In terms of particle motion in
a dipole field, one can differentiate between three categories of movements, each associ-
ated to different time scales and adiabatic invariants: the gyration of charged particles
around magnetic field lines, a bounce motion between the two hemispheres due to the
converging magnetic field and an azimuthal drift around the Earth (Baumjohann and
Treumann, 1997, p. 22). Taking a closer look on the bounce motion, the particles
move on a helix-like trajectory from one hemisphere to the other. The altitude at which
particles are mirrored is differing depending on their energy and equatorial pitch angle.
The equatorial pitch angle defines the angle between the particle velocity vector and
the magnetic field in the equatorial plane as indicated in Figure 2.8. The smaller the














Figure 2.9: Schematic drawing of the magnetospheric current system showing the magne-
topause current, ring current, tail current and neutral sheet current with coloured arrows. The
auroral electrojet connects the field aligned currents in the ionosphere. Modified from Russell
(1993).
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Once a particle reaches the upper atmosphere, it can collide with neutrals, deposit its
energy and be lost. The so-called losscone contains all pitch angles for which particles
can be lost in the atmosphere. According to the conservation of magnetic momentum,
the losscone is smaller in the equatorial plane and wider towards the poles. Following
the logical conclusion, the losscone should be empty at all times because all contained
particles will be lost in the atmosphere. On the contrary, the losscone is constantly re-
filled by pitch angle diffusion and interaction between particles and background plasma
waves that can severely alter pitch angle distributions.
Figure 2.9 illustrates the major magnetospheric currents and their positions in near
Earth space (Russell, 1993). The magnetopause current and neutral sheet current result
from the impinging solar wind and long stretched magnetic field lines in the magnetotail,
respectively, as described in the previous section. The tail current results from a process
similarly to the magnetopause current as depicted in Figure 2.4 and closes the neutral
sheet current. The ring current consists mainly of trapped electrons and ions that have
an azimuthal drift while bouncing from one hemisphere to the other. The drift results
in first order from the curvature and gradient in the magnetic field, which evokes oppo-
site movements for electrons (eastward) and positive ions (westward) (Baumjohann and
Treumann, 1997, p. 43). When calculating the magnetic field generated by the ring cur-
rent, one also has to take into account the diamagnetic contribution from the particles’
gyration. The existence of field-aligned currents was first postulated by Kristian Birke-
land in 1908 (Birkeland, 1908). In general, they form a link between ionospheric and
magnetospheric currents and arise partially from the junction between open and closed
magnetic field lines. The strongest ionospheric currents are the eastward equatorial elec-
trojet on the day-side and the auroral electrojets located further towards the night-side.
The latter result from the convection of plasma as the footpoints of magnetic field lines
move in the ionosphere. Electrons are generally more mobile and follow the moving field
lines more easily, which leads to charge separation and an associated current opposite
to field line movement (Hall current). At mid-latitudes, where closed field lines move
towards the day-side, this leads to a westward current at dusk and eastward current
around dawn. During strong magnetospheric storms and substorms, the field aligned
currents can couple the ionosphere quite effectively to the neutral current sheet which
strongly enhances the eastward electrojet. Magnetograms in the respective latitudes can
be used in order to detect the transition from westward to eastward electrojet and its
severity.
Magnetospheric structure
The magnetosphere consists of a number of different plasma regions as depicted in
Figures 2.10 and 2.11. Located in the innermost part is the plasmasphere, a torus-
shaped region around Earth which contains cold high-density plasma. The magnetic
field in the plasmasphere consists of closed, dipole-like field lines. The existence of the
plasmasphere was first discovered in 1963 by Don Carpenter who was studying Whistler
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waves and the associated electron density in the magnetosphere (Carpenter, 1963). A
drop in the plasma density by roughly one order of magnitude marks the edge of the
plasmasphere, the so-called plasmapause. Chappell et al. (1970) found that the plasma-
pause location is strongly dependent on geomagnetic activity, i.e. it moves closer to
Earth with increasing activity. In general, its position varies between 4 - 7 Earth radii,
depending on local time and activity.
The plasmasheet is located around field lines with footpoints in higher geomagnetic lati-
tudes corresponding to the auroral zone (Figure 2.10). It is populated by low energy par-
ticles with electron energies lying in the keV range (Kivelson and Russell, 1995, p. 291).
A continuous drizzle of particles emanating from the plasmasheet precipitates into the
atmosphere and creates visible aurora (indicated by green arrows in Figure 2.10). The
intensity of this so-called auroral precipitation has been found to vary in terms of local
time and geomagnetic activity (Thorne, 1980) and short-term pulsations have been reg-
istered as a quite common phenomenon (Royrvik and Davis, 1977).
A very central magnetospheric structure are the Van Allen radiation belts which consist
of trapped electrons and protons. The theoretical existence of magnetically trapped
particles was suggested by a variety of space scientists and could indeed be confirmed in
Plasmasheet
















Figure 2.10: Schematic drawing depicting the different plasma regions within the magneto-
sphere. Green arrows indicate low energy auroral precipitation from the plasma sheet and blue
arrows show relativistic electron precipitation originating from the outer radiation belt. General
access regions for solar protons and cosmic rays are indicated by red arrows. Modified from
Thorne (1980).
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1958 by the Explorer 1 and Explorer 3 missions (Van Allen et al., 1958; Van Allen and
Frank, 1959). The general radiation belt configuration as shown in Figure 2.11 consists
of one inner belt, an empty slot region and one outer belt which supposedly splits up
sporadically during strong solar events (Baker et al., 2013a). The high energy particle
radiation contained in the belts is of great importance, not least since it presents a ma-
jor source of potential radiation hazard for spacecraft and astronauts (e.g. Webb and
Allen, 2004; Lopez et al., 2004). In addition, the outer radiation belt can be identified
as one of the source regions for energetic particle precipitation (EPP) which influences
atmospheric dynamics with impacts being transported all the way to the surface. In
order to gain a better understanding of the inner magnetosphere, ongoing research deals
with radiation belt dynamics, production and loss mechanisms and ambient particle
populations.
The inner belt is located between 1.2 and 3 RE in the inner zone of Figure 2.10 (Ganushk-
ina et al., 2011) and reaches a minimum altitude of 250 km at the SAA. It contains
mostly protons with an energy spectrum that has been determined to vary between 10
and several hundreds MeV (Freden and White, 1960). Albedo neutron decay is treated
as the main source for energetic protons in the inner belt, including neutron production
from both Galactic Cosmic Ray (GCR) and more transient solar protons in the upper
atmosphere (Singer, 1958; Dragt et al., 1966). Incident GCRs interact with the Earth’s
atmosphere to create neutrons which are deflected towards higher altitudes, where they
in turn decay into protons. Losses occur due to radial outward diffusion. The particle
population can be considered rather stable and variations become visible out-of-phase








Figure 2.11: A cross section of the magnetosphere showing the Van Allen radiation belts
in green and the plasmasphere in red. Based on an ESA illustration (http://www.esa.int/
spaceinimages/Images/2016/06/Illustration_showing_Van_Allen_radiation_belts) and
Rodger and Clilverd (2008).
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1996). This is due to the better shielding of GCRs by the solar wind and upper atmo-
sphere during high solar activity, leading to smaller neutron production rates as fewer
GCRs reach the necessary altitudes. The outer radiation belt consists mainly of en-
ergetic and relativistic electrons with energies ranging between 200 keV and up to 20
MeV (Baker et al., 2013b). It is subject to large spatial and temporal variations as it is
strongly influenced by geomagnetic activity and the impinging solar wind. Its location
varies between 3 - 7 RE (Ganushkina et al., 2011) and a correlation between its inner-
most edge and the plasmapause position has been found, supporting the alleged role of
geomagnetic activity (Li et al., 2006). When evaluating potential electron sources, one
has to take into account radial movement from the ionosphere (with particle energies
< 1 eV) and the plasmasheet (energies of roughly 1 keV). Comparison with typical ra-
diation belt energies shows, however, that neither of the two source regions is able to
sufficiently explain the high energetic electrons trapped in the radiation belt. Possible
acceleration mechanisms have been heavily debated during previous decades. Acceler-
ation by radial diffusion (e.g. Falthammar, 1965) seemed to be the theory which found
most acceptance within the scientific community until Horne et al. (2005) showed that
radial inward motion does not provide sufficient energies. Instead, interaction with elec-
tromagnetic waves (e.g. Chorus waves) propagating through plasma was suggested as
the sought-for mechanism. In this case, particle injections during substorms form a seed
particle population in the radiation belt, while the necessary wave activity is related to
high-speed solar wind (Cully et al., 2008). The wave-particle interaction approach also
accounts for observed depletion and fast reformation behaviour of the outer radiation
belt (Horne et al., 2005; Chen et al., 2007). Due to the scattering process, electrons in
the outer belt are accelerated and their pitch angle distribution is altered. Once they
attain sufficient energy and the right pitch angle, they can penetrate into the atmosphere
and deposit their energy at latitudes equatorward of regular auroral precipitation. This
so-called Energetic Electron Precipitation (EEP) presents one of three different con-
stituents of EPP with a distinct source region and energy spectrum. The presence of
the empty slot region between the two radiation belt is still not completely understood,
but wave-particle interaction is likely to be the key to the depletion of this region (Lyons
et al., 1972).
The ionosphere, which has been mentioned in different contexts already, is strictly speak-
ing not a magnetospheric region but the upper part of the atmosphere, located below
the plasmasphere. In general, it presents the key link between space weather effects in
the different regions, and its variability manifests itself in the form of changing conduc-
tivity and neutral winds. While only the general facts will be stated here, the interested
reader is recommended a more comprehensive review of ionospheric physics provided by
Hagfors and Schlegel (2001).
The otherwise neutral atmosphere is partially ionized above an altitude of roughly
60 km, mainly due to photo-ionization by solar radiation. A different source of ion-
ization is given by particle precipitation and the associated bremsstrahlung, also called
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Figure 2.12: Ionization profiles of protons and electrons with kinetic energies ranging from
1 - 1000 MeV and 4 - 10000 keV, respectively. Adapted from Turunen et al. (2009).
impact ionization (Kivelson and Russell, 1995, p. 183). Whereas photo-ionization is
largely restricted to the illuminated day-side, impact ionization affects also the night-
side. Ion losses result from various recombination processes (radiative, dissociative) and
may differ depending on altitude and local time. The different source and loss terms
balance and yield equilibrium ion concentrations. The presence of neutrals and parti-
cle precipitation alters the local plasma conductivity and plays therefore an important
role when investigating the motion of charged particles, for example due to field line
movement in the Dungey cycle. The quiet-time ionosphere can be divided into different
altitude regions according to its distinct electron density profile (Figure 2.17, right plot),
starting with low density in the D-region and continuing upwards toward higher electron
densities in the E-, F1- and F2-region (Gombosi, 1998, p. 176). During geomagnetic
storms, precipitating particles change local ionization rates and smear out the otherwise
regular electron density profile. Figure 2.12 shows the altitude dependent ionization
rates of electrons and protons, separated in terms of their kinetic energy. As can be
seen, ionization rates increase and peak ionization altitudes decrease with increasing
particle energy. Comparing electrons and protons with the same energy, electron peak
ionization is located lower. Typical upper proton energies, however, exceed electron en-
ergies significantly, rendering energetic protons as potentially dominant species at lower
altitudes.
22 Chapter 2. Theoretical Background
2.3 Geomagnetic storms
During the presence of a southward component in the IMF, magnetic reconnection with
the Earth magnetic field is particularly strong and day-side reconnection rates are en-
hanced. The magnetic field is effectively opened up and open field lines are transported
towards the night-side by the ambient solar wind. Once the magnetic pressure on the
magnetotail becomes too large, open field lines reconnect and magnetic energy is con-
verted to kinetic energy by the acceleration of local solar wind particles. The closed
reconnected field lines are transported back towards the day-side, closing the Dungey
cycle (Dungey, 1961). The trajectories of magnetospheric charged particles are deter-
mined by magnetic and electric fields. Differences in the motions of the ion and electron
fluid result in the formation of a current system. According to Maxwell’s equations, ev-
ery current generates a magnetic field which is superimposed on the background Earth
magnetic field and thus alters field strengths measured with ground-based magnetome-
ters. For example, the magnetic field resulting from the ring current is opposite to the
background geomagnetic field, leading to a negative deviation from the initial field. Dur-
ing geomagnetic storms, many particles are injected into the ring current which makes
it stronger and increases its signature in magnetograms. Indices measuring the geo-
magnetic activity aim to reflect the extent of energy transfer into the geomagnetic field
and thus categorize geomagnetic storm strengths. Although the general driver for the
initial day-side reconnection relates to the velocity of solar wind particles and the direc-
tion of the Bz component, different features and phenomena can be responsible for the
commencement of a geomagnetic storm. Essentially, one differentiates between storms
driven by Co-rotating Interaction Regions (CIRs) and CME-driven storms (Zhang et al.,
2007).
2.3.1 Definition of geomagnetic indices
Historically, scientists had to rely on ground-based measurement techniques to study
geomagnetic activity. In-situ measurements were not possible for various reasons and
many current systems were not entirely understood. In order to be able to interpret
large datasets in a comparative and understandable fashion, a large number of geomag-
netic indices was defined. This section will present the most common ones, which are
still in use to classify geomagnetic storms, based on a review of Rostoker (1972).
The Kp index is a measure of the global geomagnetic activity which was first introduced
in 1938 (Bartels et al., 1939). Thirteen different observatories located in sub-auroral
latitudes measure the maximum variation of the horizontal magnetic field component
throughout 3-hour intervals using magnetometer data. The obtained number is then
corrected for natural latitudinal and diurnal variations and translated into an integer
number between 0 (low) and 9 (high geomagnetic activity). In order to obtain a finer
division, stages with "+", "-" and "0" are included for each number.
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The daily Ap index is obtained by converting 3-hour Kp indices according to a set con-
version scheme and taking daily averages.
Due to the locations of the observatories, the Kp and Ap index can not yield infor-
mation on one particular source of geomagnetic deviation, because their measurements
are influenced by at least two current systems, i.e. the ring current and the auroral
electrojet (Figure 2.9). In order to get a better measure of the auroral-zone activity,
i.e. the eastward and westward electrojets, the Auroral Electrojet (AE) index (Davis
and Sugiura, 1966) is used. Observatories which are located in auroral latitudes record
the perturbation of the horizontal magnetic field component in 1-minute intervals and
normalize it to quiet-day values. From the results, the AU index can be defined as the
maximum positive perturbation measured by any observatory for a given universal time
and the AL index represents the lowest deflection, including mostly negative amplitudes.
In a superimposed plot of all observatory measurements, the AU and AL act as upper
and lower envelopes. The AU and AL can also be interpreted as estimates for the east-
ward and westward electrojet strengths, respectively. The total perturbation amplitude
is then given by the AE index which is defined as AE = AU−AL.
In order to get a grasp on the ring current strength, the Dst index is used (Sugiura,
1964). During a geomagnetic storm, injected particles enhance the ring current and the
associated magnetic field which is directed oppositely to the undisturbed Earth mag-
netic field for ground-based measurements. Four low-latitude observatories measure the
perturbation of the horizontal magnetic field component during 1-hour intervals. The
Dst index is calculated as the average of the four measurements. In some cases it might
be necessary to correct the Dst value for the disturbance originating from magnetopause
currents, e.g. during SSCs. Most approaches for correction are based on a simple rela-
tionship provided by
Dst∗ = Dst− bpa + c (2.3)
with the corrected Dst value, Dst∗, and the solar wind pressure, p. The constants a, b
and c are determined from data analysis and different studies yield different values, for
example
a = 0.5, b = 15.8 nT nPa−0.5 and c = 20 nT (Burton et al., 1975).
2.3.2 CIR-driven storms
Low-latitudinal CH extensions and a slight tilt of the streamer belt enable an interaction
between streams of fast and slow solar wind. In this case, the fast solar wind stream
(∼ 750 - 800 km s−1) overtakes the preceding slow solar wind (∼ 300 - 400 km s−1) as
shown in Figure 2.13 leading to both plasma and magnetic field compressions (Tsurutani
et al., 2006). Especially during the declining phase of the solar cycle, CH structures ex-
hibit equatorward extensions which can be considered quite steady leading to a periodic
occurrence of CIRs as CHs rotate with the Sun, where the rotational period close to
the equator is given by approximately 27 days. Amongst others, Borovsky and Denton
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(2006) managed to link periods of elevated geomagnetic activity measured in Kp during
declining phases to a 27-day recurring pattern. For reasons discussed later, CIR-driven
storms are rather weak and strengths of Dst < −100 nT were considered impossible for
a long time. Richardson et al. (2006), however, analysed in total 79 geomagnetic storms
with a minimum Dst < −100 nT from the period 1996 - 2004 and found nine cases,
where the storm was exclusively generated by a CIR. In general, a CIR-driven storm
can be divided into three phases, the initial, main and recovery phase, each having dis-
tinct features and differences from CME-driven storms. Upstream of the CIR, i.e. closer
to Earth, propagates the Heliospheric Current Sheet Plasma Sheet (HCSPS), which is
characterized by slow but high-density solar wind. Its impact on the magnetopause
compresses the magnetosphere and moves magnetospheric currents closer to Earth re-
sulting in a positive increase of the Dst during the initial phase (Tsurutani et al., 2006).
In the main phase, the CIR itself impinges the Earth. Although the compression of the
magnetic field generally leads to large field strengths, the Bz component remains highly
variable. This means, that magnetic reconnection occurs rather sporadically associated












Figure 2.13: Schematic drawing showing the interaction between a fast solar wind stream
(grey) and the ambient slow solar wind. Solar wind velocities are indicated by black arrows.
When the fast solar wind catches up with the slow solar wind, a region of compression with high
density and magnetic field strengths develops. Modified from Russell (2001).
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Figure 2.14: Example stack plot of a CIR-driven storm from January 1974. From Tsurutani
(2000).
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storms result in quite weak geomagnetic activity and irregular Dst profiles. The subse-
quent recovery phase is initiated by a sudden decrease in the magnetic field strength as
the CIR passes Earth. Its duration, however, can easily exceed 24 hours. Occasionally,
especially long recovery phases can lead to an elevated geomagnetic activity for several
days, a so-called High-Intensity Long-Duration Continuous AE Activity (HILDCAA).
In order to count as a HILDCAA, the AE index must exceed 1000 nT for more than two
days and must not fall below 200 nT for more than two hours. During a HILDCAA,
the magnetic Bz component is highly variable leading to small injections of particles
and a coinciding increase in AE as well as decrease in Dst (Tsurutani et al., 2006). An
example of a typical CIR-driven storm is given in Figure 2.14, which depicts solar wind
properties measured by the ACE satellite and the Dst index. The panels show from
top to bottom the solar wind velocity, proton density, temperature, magnetic x-, y- and
z-component, absolute magnetic field strength and Dst. Looking at the upper panel,
it can be nicely seen how the initial solar wind velocity ranges at roughly 350 km h−1,
followed by an increase to 800 km h−1 at approximately 1800 UTC (coordinated uni-
versal time) on January 25th. This presents the junction between slow and fast solar
wind stream. Prior to this, early on January 25th, the initial phase starts, marked by
an increase in Dst (lower panel). As explained above, the high-density HCSPS drives
the initial phase and an associated high proton density is evident from the second panel
coinciding with the initial phase. During the main phase, where the CIR hits the mag-
netosphere, Figure 2.14 depicts a visible decrease in Dst and a strong absolute magnetic
field strength. As previously claimed, the z-component is subject to strong variability.
The beginning of the recovery phase is marked by the drastic drop in magnetic field
strength at approximately 1800 UTC and the arrival of the fast solar wind stream. The
Dst index remains negative for at least 1.5 days, even though the varying magnetic Bz
component allows only short injections of plasma.
Due to their 27-day periodicity and long recovery phases, weak CIR-driven storms
present a major source of energy input into the magnetosphere during declining phases.
Also, they seem to play a significant role in the production of magnetospheric relativistic
electrons during the recovery phases. Whereas the exact accelerating mechanism has
not been accounted for yet, wave-particle interactions breaking either the first or third
adiabatic invariant are considered (Tsurutani et al., 2006).
2.3.3 CME-driven storms
CME-driven storms form the second category of geomagnetic storms. When plasma is
ejected from the Sun by a CME, it propagates through interplanetary space in different
configurations, potentially crossing Earth’s orbit and causing perturbations in the mag-
netosphere. In fact, roughly 87 % of catalogued geomagnetic storms during 1996 - 2005
with a minimum Dst < −100 nT were associated with either one or multiple CMEs ac-
cording to Zhang et al. (2007). Although the general development of a CME-driven
storm resembles that of a CIR-driven storm, as depicted in Figure 2.15a, initial, main
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and recovery phases are caused by different processes and drivers.
CME ejecta in interplanetary space can appear in various configurations and are gen-
erally called interplanetary coronal mass ejections (ICMEs). The ICME speed at 1 AU
ranges from 350 km s−1 up to 1350 km s−1, depending on their solar source region and
ambient solar wind properties (Wang et al., 2004). Slow ICMEs are pushed by the faster
solar wind downstream, whereas fast ICMEs are blocked upstream, leading to different
compression regions and angles of deflection. Still, ejecta from front-side CMEs exhibit
the highest probability of intersection with Earth including an east-west asymmetry
from central meridian due to deflections mentioned above (Wang et al., 2004). With
respect to source region longitudes, ICMEs usually originate from closed solar field lines,
transporting a magnetic flux rope away from the Sun (“Coronal Mass Ejections and Mag-
netic Flux Ropes in Interplanetary Space”). A constant flux of electrons along these flux
ropes suggests that they remain connected to the Sun at their footpoints (“Coronal Mass
Ejections and Magnetic Flux Ropes in Interplanetary Space”). Assuming the ICME’s
velocity exceeds the ambient solar wind speed, magnetized plasma drapes around the
ICME fluxtube forming a sheath region upstream of the ICME ejecta. If, in addition,
the relative velocity between ICME and solar wind is larger than the present Alfvén
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Figure 2.15: (a) Schematics of geomagnetic storms driven by an ICME (top) and a CIR
(bottom). Lines mark SSC and storm onset (SO) times. (b) Schematic of an ICME in space
with magnetic cloud, upstream sheath and shock. Based on Tsurutani (2000).
28 Chapter 2. Theoretical Background
Approximately 30 % of ICMEs at 1 AU contain a so-called magnetic cloud (MC; “Coro-
nal Mass Ejections and Magnetic Flux Ropes in Interplanetary Space”), a structure first
proclaimed by Burlaga et al. (1981). It is characterized by a strong rotating magnetic
field, which either forms closed loops or helix-like internal structures. The plasma den-
sity and temperature is very low inside the cloud, resulting in a dominating magnetic
pressure. Strong magnetic fields both in the magnetic cloud and in the preceeding sheath
present possible drivers of a geomagnetic storm. Although the sheath magnetic field is
very turbulent, sheath-driven storms reach a maximum intensity similar to cloud-driven
storms (Pulkkinen et al., 2007). As mentioned earlier, the number of CME-driven storms
peaks during the maximum of the solar cycle (e.g. Webb, 1991), concurring with the
relation between CMEs and solar active regions.
Figure 2.15a depicts schematic developments of a CIR-driven storm (bottom) and a
CME-driven storm (top). Although both categories of magnetic storms can be divided
into initial, main and recovery phase, their generators and features differ distinctively.
In 70 % of Kp > 4+ CME-driven storms, the initial phase commences with a SSC
(Borovsky and Denton, 2006), which describes a sudden increase in Dst as the CME
shock arrives at the magnetosphere and compresses it. In general, CIR-driven storms
lack this feature because they do not form an upstream shock and hence their initial
phases depict a rather gradual increase in Dst. The CME-driven main phase is then
characterized by long periods of a strong southward directed IMF (Tsurutani et al.,
2006) resulting in a smooth and steep decrease of the Dst index as particles are injected
into the ring current. During the recovery phase, particle losses in the ring current due
to wave-particle interactions, Coulomb collisions and convection lead to an increase in
Dst towards the zero line.
So far, it has been mentioned that CIR- and CME-driven storms differ in various aspects,
i.e. their occurrence pattern, drivers, influence on the ring current and magnetosphere
as well as general storm features. In addition, CME-driven storms are occasionally as-
sociated with strong solar proton events (Borovsky and Denton, 2006). SPE occurrence
is usually linked to the presence of strong interplanetary shocks, so that CIR rarefaction
shocks contribute only to very few and weak energetic protons (Mason and Sanderson,
1999).
2.3.4 Solar proton events
The term solar proton event describes a period of elevated energetic proton flux with
at least 10 particles cm−2 s−1 sr−1 of kinetic energies E ≥ 10 MeV (Bothmer and Daglis,
2007, p. 143). SPEs are known by a variety of names, amongst others solar cosmic rays,
polar cap absorption (PCA) and solar energetic particle (SEP) events, where historically
each name refers to a specific observed phenomenon (Shea and Smart, 1990). The term
"solar cosmic rays" originates from enhanced cosmic ray measurements in muon chambers
due to radiation produced by precipitating energetic ions, whereas "PCA" stems from
high latitude radio disturbances. SEP events describe the more general phenomenon
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of sub-relativistic and relativistic ions, including protons (Borovsky and Denton, 2006).
Wild et al. (1963) suggested two categories of SEP events which are defined by different
source regions and acceleration mechanisms. One therefore has to differentiate between
impulsive and gradual SEP events. Impulsive events are related to solar flare eruptions
where ions and electrons are strongly accelerated during reconnection and result mostly
in the population of individual fluxtubes. Thus, their spatial extents and durations
are rather limited. Gradual events on the contrary can fill up to half of the inner
heliosphere with energetic particles and lead to long-lasting high intensities at 1 AU
(Reames, 2013). The acceleration of particles takes place in the presence of strong
interplanetary shocks, e.g. upstream of ICMEs, and ion abundances correspond in the
widest sense to coronal compositions (Breneman and Stone, 1985) with protons being
the dominating species. Since solar proton events describe a period of high energetic
proton flux related to a gradual SEP, they form a subgroup of SEPs. Obviously, SPEs
are connected to coronal and solar activity, so that the number of corresponding events
mostly follows both the solar cycle (Shea and Smart, 1990) and the Gleissberg cycle
(Reames, 2004). The occurrences and strengths of SPEs during the period 1975 - 2016
are shown in Figure 2.16. In addition, the diagram depicts the F10.7 radio flux, which
is often used as a proxy for solar UV activity and the 11-year solar cycle. Although a






































Figure 2.16: Diagram showing SPE occurrences and strengths (red stems) from 1975
to present. In addition, the F10.7 radio flux which is used as a proxy for solar ac-
tivity is shown as monthly data (blue curve) and smoothed line (black curve). Data
was obtained from ftp://ftp.swpc.noaa.gov/pub/indices/SPE.txt for SPE flux val-
ues and ftp://ftp.ngdc.noaa.gov/STP/space-weather/solar-data/solar-features/
solar-radio/noontime-flux/penticton/penticton_observed/listings/listing_drao_
noontime-flux-observed_monthly.txt for monthly F10.7 radio flux data.
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large part of strong SPEs falls within times of solar maximum, their occurrence is clearly
not restricted to them. Especially during the declining phase it seems as if a significant
amount of SPEs was registered.
In general, the occurrence and strength of an SPE depends on a number of factors.
Kahler and Reames (2003) found that the angular width of a CME seems to influence
the formation of shocks, so that narrow CMEs do not produce energetic protons. In
addition, the CME has to be fast enough to create a sufficiently strong shock, which is
accomplished only by the fastest 1 - 2 % according to Reames (2013). The peak intensity
and maximum energy depend on the speed of the shock and the size of the seed particle
population (Kahler, 2001). Thus, strong SPEs can also be related to acceleration by
several consecutive shocks.
The acceleration mechanism involving interplanetary shocks is based on equilibrium
theories by Bell (1978) and Lee (1983) and is described in detail in Jones and Ellison
(1991). Protons with sufficient energy can travel away from the shock and create Alfvén
waves both upstream and downstream of the shock. Ions are then scattered back and
forth between the resonant Alfvén waves, gaining energy each time they cross the shock.
Eventually, their accumulated kinetic energy allows them to escape and travel away
from the shock, which in turn amplifies the resonant Alfvén waves. Trapped ions are
thereafter scattered even more effectively and reach higher speeds before escaping the
shock. This circle of wave amplification and particle acceleration can lead to proton
energies of up to 20 GeV (Kahler, 1994), which is enough to penetrate into spacecraft
walls and deep into the polar atmosphere, where the magnetic field lines are open as
shown in Figure 2.10 (Reames, 2004). Depending on the maximum energy, energetic
proton precipitation can also affect latitudes with closed magnetic field lines down to
approximately 55° magnetic latitude. Less energetic protons can act as seed particles
for potential downstream shocks and intensify subsequent SPEs.
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2.4 The atmosphere
After having discussed how the Sun couples to near Earth space via the solar wind and
IMF, a new focus will lie on how solar variations present a driver for both global and
local terrestrial climate variability. In order to account for atmospheric responses on
solar variability, it is necessary to understand the underlying structures, dynamics and
coupling mechanisms. Afterwards, different solar forcing and models for the feedback
mechanisms they initiate will be presented. Although irradiance variations and particle
forcing should ideally be treated separately, superposition and aliasing of effects present
some of the major challenges when trying to assign observations to one specific forcing.
2.4.1 Atmospheric structure
Extensive descriptions of the vertical atmospheric structure and dynamics can be found
in many basic climatology and meteorology publications (e.g. Marshall and Plumb,
2016). This summary of the most important features is based on a review provided by
Smith (2012). In general, the vertical structure of the neutral atmosphere is defined by
its temperature profile as depicted in Figure 2.17. In the left plot it is evident that the
temperature decreases with altitude at first, but this behaviour reverses several times,
at approximately 10, 50 and 100 km, respectively. The lowermost region, which extends
from the surface to approximately 10 - 18 km, is called the troposphere followed by the
stratosphere (up to ∼ 50 km), mesosphere (up to ∼ 90 - 100 km) and thermosphere
(above ∼ 90 - 100 km). The respective transitions are called tropopause, stratopause
and mesopause. Their exact positions exhibit a strong seasonal and latitudinal depen-
dence. As additional terminology, the so-called middle atmosphere is here referred to
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Figure 2.17: The temperature profile of the atmosphere (left) and electron density curve of
the ionosphere for day and night. Adapted from Kelley (2009).
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by EPP. It is also worth noting that the mesosphere and lower thermosphere region
is often assigned the acronym MLT in professional literature. In this work, MLT will
solely stand for magnetic local time and to prevent confusion, no abbreviation will be
introduced for the mesosphere and lower thermosphere.
The troposphere is the atmospheric region where day-to-day weather takes place. Its
high variability can in general be explained based on its characteristic temperature pro-
file. The main heating mechanism in the troposphere is when a large part of the incoming
solar radiation reaches the ground where it is either reflected or absorbed. This, in turn,
leads to both evaporation and heating, impacting air temperatures close to the surface.
Diabatic heating can be the cause of convective instability dependent on the ambient
temperature gradient, ∂T∂z (Smith, 2012, Equation 1). The general stability conditions
are based on wet and dry adiabatic cooling (depending on the air’s humidity) and the
associated expansion of rising air parcels. The convective upward acceleration continues
until the stability condition is fulfilled again by the ambient temperature profile. The
presence of convective instabilities is closely linked to the negative temperature gradient
in the troposphere. As this gradient reverses in the stratosphere, the tropopause forms
a boundary for convective upward motion. Although the troposphere can be considered
well mixed, especially with regard to vertical chemical distributions, local variability
is present due to different heat capacities of land and ocean as well as varying ground
albedo, i.e. reflectivity.
In contrast to the troposphere, where heating occurs first and foremost in connection
with the surface, heating of the middle atmosphere happens internally. Different strato-
spheric layers are dominated by different atomic and molecular species which all own a
unique response to incoming short-wave and outgoing long-wave radiation. The overall
heating and cooling rate is therefore a superposition of the single species rates. As one of
the dominating effects in the stratosphere, solar ultraviolet (UV) radiation is absorbed
by ozone (O3) which leads to local heating (Matsumi and Kawasaki, 2003). Strato-
spheric heating rates are therefore closely linked to ozone concentrations in different
altitudes. The more ozone which is present in a certain layer, the higher the probability
of short-wave absorption. Thus, the observed temperature profile is strongly affected
by the vertical ozone distribution. Molecular oxygen (O2) is a not quite so effective
absorber but turns out to play an important role in the formation process of ozone,
called Chapman cycle (F.R.S., 1930). Radiative cooling due to CO2, water vapour and
ozone is common in the stratosphere as well (Oinas et al., 2001). Due to the positive
lapse rate, the stratospheric layers can be considered very stable.
In the mesosphere, absorption of solar UV radiation by atomic oxygen (O) and water is
the main source of heating. The photolysis of water does not contribute to the heating
directly but via secondary effects caused by the associated products. Depending on their
stability, potential transport has to be kept in mind so that heating does not necessarily
occur at the site of absorption (Smith, 2012). Another example is the production of
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atomic oxygen in the thermosphere. Transport of O into the mesosphere can be con-
sidered quite common and the chemical reactions converting 2O into O2 lead to local
heating in the mesosphere. In contrast to the stratospheric composition, the mesosphere
and thermosphere have to be considered part of the heterosphere where gases separate
into their constituents according to their respective molecular masses. Atomic oxygen
lifetimes increase with height giving it a central role in vertical energy redistribution.
Heating in the mesosphere and lower thermosphere is dominated by species involving
hydrogen and oxygen where many of the associated reactions cause heating of the ambi-
ent gas (Smith, 2012). As evident from Figure 2.17, concentrations of ions and charged
particles begin to rise in the mesosphere and increase towards to thermosphere.
2.4.2 General circulation
To the very first degree, global temperature distributions may be ascribed to the ra-
diative balance between absorption of incoming short-wave and emission of outgoing
long-wave radiation. Observations, however, clearly contradict this simplified approach
and suggest a more complex system of balance. Heating does occur largely in equatorial
regions which are exposed to sunlight, while cooling and emission of long-wave radiation
exhibits a more even latitudinal distribution (Figure 2.18). In order to achieve a merid-
ionally balanced temperature distribution, heat and air masses must be transported
from tropical regions towards higher latitudes. Otherwise low latitudes would contin-
ually heat up while higher latitudes would be characterized by constantly decreasing






























Figure 2.18: Annual mean absorbed short-wave and emitted long-wave radiation. In equatorial
latitudes absorption exceeds emission leading to a surplus of energy (red). Closer to the poles
more radiation is emitted than absorbed corresponding to an energy deficit (blue). Accordingly
energy in the form of heat is transported from the equator towards the poles. Adapted from
Marshall and Plumb (2016, Figure 5.5).
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orography and pseudo forces, such as the Coriolis force, complicate the picture.
In order to describe the general circulation on Earth, reducing the variables to zonal
means and a local perturbation term (Eulerian mean) turns out to be highly instructive.
In case of the zonal velocity u, u corresponds to the background flow while u′ presents
the local deviation from the mean due to the presence of eddies and waves, which in turn
implies the occurrence of different meridional circulations (Holton and Hakim, 2012).









linking vertical wind shear to a meridional temperature gradient with the universal gas
constant, R, atmospheric scale height, H, and Coriolis term, f, (Marshall and Plumb,
2016, p. 126, Equation 7-24). The latter accounts for the different strengths of the Cori-
olis force at different latitudes as it acts on the azimuthal projection. From the thermal
wind balance it follows that high temperatures at the equator and low temperatures in
higher latitudes will lead to westerly winds in both hemispheres with increasing speed
at higher altitudes. Actual observed circulations in the different atmospheric regions
can be resembled by this basic principle but deviate due to other influences.
Tropospheric circulations and the North Atlantic Oscillation
Figure 2.19 illustrates the circulations present in the troposphere. As can be seen,
air rises in the tropics due to diabatic heating at the surface creating a high pressure
region. In high altitudes, air will therefore flow towards regions of lower pressure at
roughly 30◦ latitude creating a high pressure system at the surface and backflow of
air towards the equator, closing the so-called Hadley cell (Marshall and Plumb, 2016,
p. 73). As the air travels meridionally, it is deflected due to the Coriolis force creating








Figure 2.19: Illustration of the troposphere circulation. The Hadley cell is located in the
tropics, followed by the Ferrel cell and the polar cell in higher latitudes. The tropopause altitude
(red) decreases with latitude and the formation of jets (green) leads to tropopause foldings. Based
on a figure from the U.S. National Weather Service (http://www.srh.noaa.gov/jetstream/
/global/images/jetstream3.jpg).
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the subtropical westerly jets, surface trade winds and Intertropical Convergence Zone
(ITCZ). In addition, air at approximately 60◦ latitude rises, creating a high pressure
region in tropopause altitudes and divergence both towards polar latitudes and the
equator. Adiabatic warming by downward motion compensates the cooler temperatures
in the polar regions and leads to a flow back towards the original convergence latitude.
This polar cell, also called polar vortex, is mostly identified by a strong low pressure
system at the poles, causing the presence of polar jet streams at mid-latitudes. These
are particularly stable during winter and can be assigned different modes, depending on
the strength of the westerly jet. One differentiates between the Arctic Oscillation (AO),
which includes the entire polar jet and is measured with the AO index, and the North
Atlantic Oscillation (NAO), which focuses on the westerly wind between the Iceland low
and Azores high, reflected in the Northern Annular Mode (NAM) index. In addition, the
60◦ latitude up-welling is linked to the Hadley cell 30◦ latitude down-welling by the Ferrel
cell (Holton and Hakim, 2012). As mentioned above, the troposphere can be considered
well mixed whereas stratospheric layers are quite stable. In general, coupling between
different atmospheric regions is rather weak. The presence of the three cells mentioned
above, however, leads to tropopause foldings close to the jets which present efficient

















Figure 2.20: Illustration of circulations above the tropopause. Modified from Proedrou et al.
(2016).
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Circulations in the Stratosphere, Mesosphere and lower Thermosphere
When moving towards higher altitudes classifying as stratosphere and mesosphere, the
major circulation drivers are gravity and planetary waves. Planetary waves, also known
as Rossby waves, are large scale systems originating from the motion of air masses on the
rotating planet, for example meanders of the jet streams. The phase velocity of planetary
waves is always easterly but the observed group velocity can vary. Gravity waves emerge
whenever gravitational or buoyant forces try to restore a displaced air parcel, while
inertia and overshooting will lead to oscillations. Varying surface orography is a common
generator for gravity wave activity but they may also result from air displacement in
higher altitudes due to strong convection in the tropics. In order to quantify and track
eddie heat and momentum flux, it is beneficial to shift to the Transformed Eulerian
Mean formalism which separates advective and diffusive components in the eddy flux
(Holton and Hakim, 2012). In general, wave amplitudes increase with altitude due to the
decreasing air density. Limits for the propagation of waves are given by their amplitude
and the background zonal wind. It can be assumed that background winds are not
influenced by an ordinary linear wave, but that the interaction with the background
flow requires the wave to break and deposit its momentum and energy. According
to the Charney-Drazin criterion for atmospheric wave breaking (Charney and Drazin,
1961), a wave ceases to propagate when
i) it reaches a critical layer where the background flow equals the wave speed,
ii) the wave amplitude becomes too large leading to instabilities in the wave,
iii) its wave number is too large.
The propagation and subsequent breaking of a wave implies that the deposition of its
energy and momentum occurs in a region different to its origin. Via this mechanism,
convective instabilities in one atmospheric region can impact dynamics in a different
region without chemically coupling to it. Thus, a planetary wave originating from the
troposphere can propagate upwards until it breaks in the middle atmosphere altering
the present circulation. Vice versa, zonal winds can act as wave filters. Depending on
the background flow in a certain atmospheric layer, some waves are forced to break while
others pass through it without effect. In the stratosphere, the equator-pole temperature
gradient and thermal wind balance yield a certain initial background flow, which in
turn acts as a wave filter for planetary waves. The associated planetary wave breaking,
also called resolved wave forcing, drives and reinforces the Brewer-Dobson (BD) circu-
lation with up-welling in the tropics, a flow towards the poles and down-welling there
(Figure 2.20 below the stratopause). Breaking of gravity waves, i.e. unresolved wave
forcing, turns out to be the main driver of the Murgatroyd-Singleton (MS) circulation
in the mesosphere and lower thermosphere which transports air from the summer to the
winter pole and presents a unique coupling between the two hemispheres (Figure 2.20
above the stratopause).
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2.4.3 Solar forcing
As explained above, incoming solar radiation is one of the driving forces governing Earth
climate. Solar activity, however, varies over a range of time scales, e.g. the 11-year solar
cycle, and can exhibit single distinct perturbations like the Maunder minimum (Shin-
dell et al., 2001). These variations can lead to three different categories of solar forcing
(Gray et al., 2010, and references therein). Although sunspots appear dark, the total
solar irradiance (TSI) peaks during solar maximum. An increase in TSI affects mainly
surface heating rates. This in turn influences the formation of high convective clouds
which are a possible generator for planetary waves. Thus, surface temperature anoma-
lies can couple to higher atmospheric dynamics via wave forcing, resulting in a so-called
bottom-up mechanism (Kodera and Kuroda, 2002). An increase in TSI will, for exam-
ple, lead to higher temperatures and evaporation rates in the tropics. As more moisture
is transported by the trade winds, the Hadley cell is significantly strengthened affecting
wave filtering by the trade winds and wave breaking in higher altitudes. Increased up-
welling in the ocean is also likely to decrease sea surface temperatures (SST).
The second form of solar forcing can be identified as variations in the solar spectral
irradiance (SSI). In general, the frequency spectrum emitted by the Sun complies to a
good degree with a black-body spectrum. During solar maximum, however, the percent-
age of UV radiation is significantly elevated. Such SSI variations affect primarily the
stratosphere due to altered absorption by ozone and O2 photolysis, leading to a warming
Figure 2.21: Altitude depenedent ionization rates of different forms of radiation, such as
solar photons (violet), low energetic auroral electrons (green), relativistic electrons (red),
solar protons (blue) and galactic cosmic rays (grey). Courtesy: LTPA Observer Project
(http://www.ltpaobserverproject.com/).
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effect at approximately 50 km altitude during solar maximum. Those elevated heating
rates affect the meridional temperature gradient and the associated thermal wind bal-
ance (Holton and Hakim, 2012). The present circulation adapts to the new conditions
by altering the meridional flow which is accompanied by zonal wind anomalies. Due to
different interaction with planetary waves and changes in the BD circulation, subtropi-
cal anomalies propagate towards the winter pole where they alter local wave forcing as
well as the polar vortex and AO strength. Thus, stratospheric dynamics might have an
impact on surface winter climate via top-down mechanisms (Gray et al., 2010).
Last but not least, EPP provides a source of energy input that has long been unaccounted
for. Solar protons during SPEs can reach altitudes of down to 30 km while direct EEP
impacts range between 50 and 120 km. Precipitating particles ionize molecules and alter
the local chemistry. Due to differences in energy, species, temporal and spatial features,
one commonly differentiates between SPEs, EEP and auroral precipitation (Matthes
et al., 2017). Figure 2.21 shows ionization rates of different forms of radiation, including
solar high energy radiation, different types of particle precipitation and galactic cosmic
rays, which increase ionization rates in the troposphere. During SPEs, a vast number
of energetic protons can enter the magnetosphere directly over the polar caps penetrat-
ing deep into the atmosphere (blue curve). Energetic (relativistic) electrons originating
from the radiation belts precipitate also at lower latitudes during more frequent but
shorter events. Low energetic auroral electrons are even more common, yet barely able
to penetrate into the mesosphere and lower thermosphere. When reaching the middle
atmosphere, EPP increases the local production rates of HOx and NOx molecules (H,
Figure 2.22: Pole to pole cross section showing direct and indirect impacts of energetic particle
precipitation (EPP) in the atmosphere. Enhanced production and downward transport of HOx
and NOx molecules in high latitudes lead to depletion of stratospheric ozone and zonal wind
anomalies. Subsequent dynamical coupling enables alterations of surface temperatures. From
Seppälä et al. (2014).
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HO, HO2 and NO, NO2, NO3) as well as members of the NOy family, which act as
a reservoir for NOx (Thorne, 1980; Rozanov et al., 2012). While HOx molecules are
rather short-lived, NOx and NOy can survive long enough during winter to be trans-
ported towards lower altitudes where they can break down stratospheric ozone (Funke
et al., 2014). The depletion of ozone leads to a top-down mechanism similar to the SSI
mechanism described above where altered heating rates lead to zonal wind anomalies in
the altitude of ozone depletion. As a result, vertical planetary wave propagation is al-
tered affecting winds in the higher stratosphere and lower latitudes, effectively launching
a stratospheric dynamical response between wave propagation and zonal wind anoma-
lies that maps down to lower altitudes. Eventually, winter season oscillations such as
the NAO and AO might be influenced leading to a strengthening of the NAO/AO and
positive NAM (Seppälä et al., 2013). As winter continental climate and temperatures
strongly depend on the air transported by the NAO, redistributions of local tempera-
tures are the result. The impact of EPP on local surface temperatures is considered
strongest during positive NAM and strong AO (Seppälä et al., 2013). These conditions
correspond to a strong polar vortex which first enables the necessary stable downward
transport of HOx and NOx molecules and reservoirs. Therefore, occurrences of other
stratospheric forcing, which influence the formation and upholding of the winter polar
vortex, can both affect the efficiency of EPP forcing and create an imprint on surface
climate on their own. During the quasi-biennial oscillation (QBO), stratospheric zonal
winds reverse, altering wave propagation and favouring either strong or weak AO (Yang
et al., 2011). Although the QBO is confined to latitudes close to the equator it impact
stratospheric wind stability in general. Sudden stratospheric warmings (SSWs) can lead
Figure 2.23: GOMOS Northern hemisphere winter NO2 and O3 mixing ratios from 2002 to
2006 during October - February. Data was averaged over 5 days and northward of 60◦ latitude.
From Seppälä et al. (2007).
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to an intermediate or even final break-down of the polar vortex due to a strong en-
hancement of the BD circulation (Limpasuvan et al., 2004). This can ultimately limit
the downward transport of EPP generated HOx and NOx during the SSW itself and
influence transport velocities after the polar vortex is restored (Turunen et al., 2009).
Figure 2.23 shows spectrometer measurements of Northern hemisphere (NH) NO2 and
O3 mixing ratios during winter months (October to February). NO2 concentrations were
clearly elevated after big SPEs in October/November 2003, called the Halloween event,
February 2004 and December 2005. The subsequent downward propagation of the ini-
tial NO2 anomaly initiates a visible depletion of stratospheric ozone at approximately
40 km.
2.5 Recent research
The impact of solar protons during SPEs on atmospheric ozone concentrations has been
extensively studied with the conclusion that alterations in ozone can persist for several
months after the SPE. According to Jackman et al. (2009), a long-term ozone effect
is visible both in the mesosphere and the stratosphere, where stratospheric alterations
are mainly caused by reservoir molecules from the NOy family. Especially during the
very active periods spanning years 2000 - 2004, the WACCM model suggested exten-
sive ozone depletions in the polar stratosphere and mesosphere up to five months after
SPE occurrence. Despite their short life-span, HOx are named as dominating drivers
for mesospheric effects. The point being made about SPEs, i.e. solar protons, causing
major disruptions in the middle atmosphere, research on particle forcing extended by
taking into account auroral electrons and EEP as well. In recent years, an increasing
awareness of the importance of each particle group’s specific effects has led to attempts
of separating observed impacts. In Turunen et al. (2009), the SIC model was used to
estimate NOx production rates caused by solar protons, auroral electrons and relativistic
electrons (EEP) in the NH winter in 2003/2004. According to the study, primary peak
effects of solar protons (down to 50 km) are largest while EEP causes in turn higher
initial NOx production rates (roughly 70 km) than auroral precipitation (above 100 km).
However, only the combination of all three effects reproduced observations by GOMOS
to a satisfying degree.
While SPEs lead to a tremendous deposition of energy in quite low altitudes, their effect
is limited to their sporadic occurrences. In comparison, auroral and energetic electrons
might seem to yield only minor effects but several studies showed that the accumulated
energy due to their higher repetition rate might well compete with the significance of
SPEs (Turunen et al., 2009; Seppälä et al., 2013; Andersson et al., 2014). Andersson
et al. (2014) showed, that the longitudinal distribution of mesospheric OH compares
well to electron flux distributions measured by MEPED and falling into the range of
EEP. In addition, decadal variability in the OH hotspot strengths follows geomagnetic
activity variations. In Funke et al. (2014), EPP-produced NOy was studies based on
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measurements by MIPAS. During winter, a peak in NOy production lies in the meso-
sphere and analysing NOy concentrations in vertical columns allows for the tracing of its
downward transport. During spring-time, EPP-related NOy peaks in the stratosphere,
pointing out the significance of secondary effects. In Seppälä et al. (2013), re-analysis
data was separated into years of high and low geomagnetic activity and differences in
NH temperature and mean zonal wind during November - March months indicated that
years of high geomagnetic activity exhibit a stronger polar vortex and positive NAM
anomaly.
Although many studies which are based on the use of models only yield indications on
the relevance of EEP in terms of surface air temperature patterns, its non-zero effect
on atmospheric chemistry is well established. Efforts in a recent study (Verronen et
al., 2015) were made to separate mesospheric electron and proton effects during two
SPEs (Halloween event in 2003 and September 2005 event). The main focus in other
SPE-related studies used to lie on impacts caused by solar protons, neglecting elevated
electron flux levels completely. Compared to the extra-ordinarily large energy deposi-
tion by protons, electron effects might indeed seem minor in the stratosphere. In higher
altitudes, however, electron fluxes may be able to compete with proton fluxes, at least
during periods of moderate SPE strength. A combination of different models was used
in order to reproduce fractions of electron and proton precipitation in the mesosphere
as measured by EISCAT. The study’s conclusion was, that electron precipitation during
SPEs is the dominating driver for chemical alterations in altitudes higher than 90 km
and that it contributes in the upper mesosphere in periods of moderate proton fluxes. As
the used electron fluxes are strongly contaminated during peak SPE strength, EEP ef-
fects could not be studied during these periods.
Whereas SPE proton fluxes are included in most common chemistry climate models
(CCMs) nowadays, technical issues like proton contamination complicate the use of
satellite measured electron fluxes. Auroral precipitation is usually parametrized based
on the Kp index (Matthes et al., 2017), but introducing geomagnetic indices as proxies
for EEP is still somewhat debated. An attempt was made in Van de Kamp et al. (2016)
which provides both a Dst and an Ap based parametrization for the EEP flux. In fact,
the Ap based parametrization will be used as EEP input in the upcoming CMIP6 climate




For many years, geomagnetic indices have been used as a measure for geomagnetic
activity. Despite their many advantages, two of their major drawbacks are the spatial
and temporal resolution. Although some local indices exist, the most common indices
merely yield information valid on global scales, e.g. the global ring current strength.
Details on for example precipitating particles, their energy and associated fluxes are,
however, not reflected in the indices. Moreover, possible drivers of geomagnetic activity
can vary with storm type and thus, signatures in the indices do not necessarily comply
in a uniform manner with the particle precipitation input to the atmosphere. With the
beginning of the space age, new possibilities arose as satellites and spacecraft could carry
measurement devices into near Earth space in order to carry out in-situ measurements.
Any measurements will, however, have their own limitations, e.g. noise thresholds and
contamination, which present potential biases for the average data series.
3.1 The MEPED instrument on board the NOAA POES
satellites
As part of the aim of this work is to assess the significance of EEP during SPEs, de-
tailed information on the incoming particle fluxes are crucial. Ideally, one should be
able to differentiate between different kinds of particles and energy ranges. A dataset
which theoretically allows for exactly that is provided by the Medium-Energy Proton
and Electron Detector (MEPED) which is mounted on board the National Oceanic and
Atmospheric Administration Polar Orbiting Environmental Satellite (NOAA POES)
and the European Organisation for the Exploitation of Meteorological Satellites (EU-
METSAT) MetOp satellites. In the first part of this section, technical details on both
satellite and detector telescopes will be given, followed by a concise description of the
working principle of a solid state detector. As the usage of MEPED measurements has
faced a number of challenges, methods of data correction and analysis will be presented
towards the end of the current section.
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3.1.1 Technical details
The MEPED instrument has so far been launched on 14 different satellites throughout
the past four decades, whereof 12 were part of the NOAA POES programme and two
belong to EUMETSAT MetOp (Ødegaard et al., 2016). Figure 3.1 shows the opera-
tional periods of all successfully launched MEPED instruments. The main focus of this
work lies on years 2003 to 2008 where up to four NOAA POES spacecraft (15 - 18) and
one EUMETSAT MetOp (2) were simultaneously active.
The NOAA POES and EUMETSAT MetOp satellites orbit Earth in an altitude of ap-
proximately 800 - 850 km on Sun-synchronous orbits, meaning that they stay in roughly
constant LT zones. With a circulation time of approximately 100 minutes, the satellites
circle around Earth 14 times per day (Evans and Greer, 2004). The MEPED detec-
tor, which is used to measure intensities of charged particle fluxes in the radiation belt
regions, is one of the instruments of the so-called Space Environment Monitor (SEM).
Other instruments included in the SEM are a Total Energy Detector (TED) and a de-
vice for measurements of alpha particles, which was only operating on board early POES
satellites (Hill et al., 1985). The newer SEM-2 replaced its predecessor SEM-1 with the
launch of NOAA 15 as shown in Figure 3.1. The two versions distinguish themselves
with regard to the MEPED instrument mainly through the orientation of certain detec-
tors and an additional proton channel.
The MEPED instrument in turn consists of three different detection systems. Two pro-
ton telescopes measure intensities of proton fluxes with energies ranging from 30 keV to

















Operational Liftetime of the MEPED on board NOAA POES and MetOp
SEM-1
SEM-2
Figure 3.1: Figure depicting operational periods of successfully launched MEPED instruments.
Dashed lines stand for satellites carrying SEM-1, solid lines indicate SEM-2 satellites. For
comparison, the solar cycle is shown as well. From Ødegaard et al. (2016).
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6.9 MeV in six differential energy bands. Two electron telescopes account for electron
flux intensities covering a nominal energy range from 30 keV to 2.5 MeV in three integral
energy channels (Evans and Greer, 2004). The nominal energy ranges of the different
electron and proton channels are stated in Table 3.1. The optimized integral energy
limits for channels E1, E2 and E3 are noted in brackets and the associated geometric
factors found by are stated in the right column. The in total four detectors are arranged
in a 0◦ and a 90◦ telescope, each consisting of one electron and one proton detector.
Orientation-wise, the 0◦ telescope points radially outward along the Earth-satellite con-
necting axis. The 90◦ detectors are mounted perpendicular to the 0◦ telescopes. In case
of SEM-1, the 90◦ detectors were orientated perpendicular to both the 0◦ telescope and







P1 30 - 80 - 0.01 (0.0095)
P2 80 - 240 > 7000 0.01 (0.0095)
P3 240 - 800 > 7000 0.01 (0.0095)
P4 800 - 2500 - 0.01 (0.0095)
P5 2500 - 6900 - 0.01 (0.0095)
P6 > 6900 > 100 0.01 (0.0095)
E1 > 30 (> 43) 210 (223) - 2700 0.01 (0.0101)
E2 > 100 (> 114) 280 (294) - 2700 0.01 (0.0112)
E3 > 300 (> 292) 440 (432) - 2700 0.01 (0.0088)
Table 3.1: Nominal detector responses in the different channels of the SEM-2 MEPED electron
and proton detectors (Evans and Greer, 2004). Optimized integral energy limits and geometric
factors for channels E1 - E3 are noted in brackets (Ødegaard et al., 2017). Optimized geometric
factors for channels P1 - P6 are provided by Yando et al. (2011) and stated in brackets as well.
The third column states energy ranges of contaminating particle species, i.e. protons for the
electron detectors and vice versa (Yando et al., 2011).
0o
90o
Figure 3.2: Sketch visualizing the satellite’s position in the geomagnetic field. Field of view
centres of the 0◦ and 90◦ MEPED telescopes are indicated by blue and red arrows, respectively.
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field of view, however, lies anti-parallel to the direction of travel (Evans and Greer,
2004). A rotation of both telescopes by 9◦ away from the described axes is supposed to
ensure a clear field of view (Evans and Greer, 2004). Figure 3.2 visualizes the SEM-2
set-up with respect to the background geomagnetic field. As explained earlier, charged
particles gyrate around the magnetic field lines. Therefore, the 0◦ telescope will measure
preferentially atmospheric losscone particles when the satellite crosses high geomagnetic
latitudes (Rodger et al., 2010) while the 90◦ telescope measures high-latitude trapped
radiation belt particles and equatorial losscone particles (Galand and Evans, 2000). A


















Figure 3.3: Schematic drawing of the SEM-2 MEPED proton detector. Modified from Evans
and Greer (2004).
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3.1.2 Solid state detectors
Both SEM-2 electron and proton detectors consist of an arrangement of solid-state detec-
tors which is described in detail in Evans and Greer (2004). The basic working principle
of a solid-state detector is that of a diode in reverse bias. Voltage is applied in a way
that creates a depletion zone and prevents the flow of any current across. Incoming
radiation can create electron-hole pairs in the depleted area which then travel to the
respective electrodes and create a signal. The amount of created charge carriers is on
the one hand dependent on the detector material. On the other hand, the energy of the
incoming radiation determines the signal strength as well.
A schematic drawing of the proton telescope is shown in Figure 3.3. A 30◦ wide collima-
tor restricts the field of view. Magnets in the aperture create a 0.2 T strong magnetic
field in order to deflect electrons of energies less than 1 MeV. An aluminum and tung-












Figure 3.4: Schematic drawing of the SEM-2 MEPED electron detector. Modified from Evans
and Greer (2004).
48 Chapter 3. Methods
protons with energies less than 90 MeV from penetrating the detectors. The proton tele-
scopes contain two 200 microns thick totally depleted silicon surface barrier detectors.
Protons which are stopped in the front detector are assigned to one of five differential
channels according to an electronic pulse height analysis. When a proton is stopped in
the back detector after having passed the front detector it is sorted into a sixth (inte-
gral) energy channel. In each telescope, data is accumulated over a period of 1 second
but as 0◦ and 90◦ telescopes share accumulation electronics, a total data set requires
2 seconds. Via the electronic pulse height, the telescopes determine an energy dependent
count rate. In order to convert between count rate C (in particles s−1) and directional




(Yando et al., 2011). This factor takes into account the telescope’s field of view and
detector sensitivities. For the proton telescopes, a value of G = 0.0095 cm2 sr is used
(Yando et al., 2011).
Figure 3.4 depicts a schematic cross-section of the electron telescope. In analogy to the
proton telescope, an aluminum and tungsten layer shields the detector against electrons
and protons of energies less than 6 and 90 MeV, respectively. The collimator restricts the
field of view to 30◦ and the aperture is covered with a thin nickel foil in order to prevent
low energy protons from entering the detector. The telescope contains a 700 microns
thick totally depleted silicon surface barrier detector. Pulse height analysis of the created
electrical pulses allows for the classification of three integral energy channels. Anti-
coincidence with one upper discriminator level limits the measurement population to
electrons to below 2500 keV. A full data set containing data from both the 0◦ and
90◦ detector requires 2 seconds of accumulated measurement, 1 second per telescope.
The nominal geometric factor for the electron telescope is 0.01 cm2 sr (Evans and Greer,
2004). Ødegaard et al. (2017) found, however, that the geometric factor is dependent on
the incoming energy spectra and optimized values and associated energy limits differ as
shown in Table 3.1. Since the electron detectors measure count rates in integral energy
channels, responses from E1 must be checked to be greater than responses in E2 and E3
(Evans and Greer, 2004).
3.1.3 Challenges and previous efforts
Research based on POES MEPED data has faced a number of challenges throughout the
past decades. Discrepancies in a study from 1984 based on proton data from NOAA 6
hinted on a possible underestimation of fluxes in the 90◦ detector (Lyons and Evans,
1984). Following studies confirmed decreasing detector responses in both proton de-
tectors due to radiation damage (Galand and Evans, 2000). The degradation proceeds
significantly faster in the 90◦ detector compared to the 0◦ detector. This is probably due
to the higher fluxes measured by the 90◦ detector, while measuring the trapped particle
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population. The rate of degradation depends also on the time of satellite launch with
respect to the solar cycle (Ødegaard et al., 2016). The damage in the detector originates
from the development of a dead layer where incoming particles are slowed down, and are
not being measured to their full extent. In addition, created free electrons become less
mobile in old detector material so that the likelihood for recombination on their way to
the electrodes increases.
Although the nominal lifespan of a POES satellite is three years, most satellites remain
operational much longer. NOAA 15, for example, has been operational for 19 years. The
challenges with degradation become especially important when satellites remain oper-
ational after their nominal lifespan expired. For a long time, proton data from older
NOAA satellites were considered untrustworthy and not fit for use. By now, different
methods for correction have been developed (Asikainen and Mursula, 2011; Asikainen
et al., 2012; Sandanger et al., 2015; Ødegaard et al., 2016). POES data used in this
work are corrected for degradation using a method described in detail in Sandanger
et al. (2015) and Ødegaard et al. (2016). The underlying principle is to compare mea-
surements of a degraded satellite and a recently launched satellite while the temporal
and spatial distances of the measurements are small. The factor by which the proton
fluxes differ is fitted with regard to the accumulated flux of the degraded satellite and
the Ap index. Knowing the two predictors, it is possible to determine the correction
factor α for any POES satellite at any time.
As already mentioned, MEPED consists of a 0◦ and a 90◦ telescope, both measuring
electron and proton fluxes. Depending on the satellite’s location in terms of geomag-
netic latitude, a given detector either measures losscone particles, trapped particles or a
combination of both. Especially when analysing energy deposition into the atmosphere,
it is of interest to know the exact electron losscone flux. A method to reconstruct the
losscone flux using both the 0◦ and the 90◦ measurements is described in Nesse Tyssøy
et al. (2016). The flux distribution inside the losscone is by no means constant but
follows a curve which depends on pitch angle diffusion and scattering by wave-particle
interaction. The ratio of the measured fluxes in the 0◦ and 90◦ detector can be used to
determine the correct theoretical distribution function. The geomagnetic field strength
of the respective latitude and longitude is provided by the International Geomagnetic
Reference Field (IGRF) model. Knowing the resulting losscone width allows for the
reconstruction of the losscone flux. Restrictions are given in situations where the two
detectors measure the same part of the losscone and in magnetic latitudes greater 75◦
due to the used magnetic field model and exceeding computational efforts.
Another issue researchers had to face when working with MEPED data is potential
cross-contamination in electron and proton detectors (Yando et al., 2011). In addition
to detector shielding, the proton telescopes are largely insensitive to medium-energy elec-
trons as the collimator magnets deflect electrons < 750 keV. The integral P6 channel,
which normally measures > 6.9 MeV protons, however, shows a non-negligible response
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to > 750 MeV electrons. This relativistic electron flux can be assigned to a fourth in-
tegral electron channel E4 in times when no protons are measured in the P5 channel.
These events are selected by an empirical condition presented in Nesse Tyssøy et al.
(2016)
P6 > 10 · P5 ·∆P5 (3.2)
with the total flux measured in the P6 channels, the flux per keV in the P5 channels
and the nominal bandwidth of the P5 channel, ∆P5, which is equal to 4400 keV (Nesse
Tyssøy et al., 2016). Whenever the fluxes comply with the condition, the measured
P6 flux is assumed to consist exclusively of relativistic electrons.
Also the electron detector is sensitive to contaminating protons in several energy chan-
nels. According to Rodger et al. (2010), proton contamination increases with increasing
geomagnetic activity. The nominal contaminating energy ranges are stated in Table 3.1
and include 210 to 2700 keV protons. Since these energies are covered by the proton tele-
scopes, it is possible to calculate and subtract contaminating proton fluxes and subtract
them from the E1 - E3 fluxes so that only the portions originating from electron counts
remains. The measured differential fluxes from the proton telescopes are converted
to integral fluxes so that a piecewise cubic hermite interpolating polynomial (PCHIP)
interpolation can be applied. PCHIP estimates a third degree polynomial function inter-
polating between each data point which provides a means to calculate fluxes in arbitrary
energy ranges. Thus, the contaminating fluxes for each electron channel E1 - E3 can
be determined and subtracted from the measured electron fluxes after accounting for
different geometric factors. The measurements from the electron and proton telescopes
must, however, be treated as two independent measurements of potentially the same
quantity. Therefore, conditions as to when corrected electron fluxes can be considered
reliable are vital. So far, a proton contamination of 50 % presented the limiting value
and corrected fluxes must not have negative values (Nesse Tyssøy et al., 2016).
To sum up, the usual data evaluation routine consists of the conversion of measured
count rates to directional fluxes using geometric factors stated in Table 3.1, followed
by the application of α factors in order to correct proton measurements for detector
degradation. Afterwards, 32-second averages and contaminating proton fluxes are cal-
culated. Applying the criteria for maximum permitted proton contamination and check-
ing the resulting electron energy spectrum, electron measurements are either corrected
or discarded. This means, that after correcting for contaminating protons, the energy
spectrum must still fulfil the requirement E1 > E2 > E3. The presence of a relativistic
electron signal in P6 is checked and where appropriate registered as an E4 measure-
ment. In cases where corrected electron measurements exist in both the 0◦ and the
90◦ detector, losscone fluxes are determined. In order to account for the detector noise
level, LC fluxes are discarded whenever the associated corrected 0◦ electron flux drops
below 250 cm−2s−1sr−1.
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3.2 Statistical evaluations
In this work, the criterion for contaminating proton correction is investigated further.
As explained above, the electron flux and the proton flux which is subtracted to correct
the electron flux are two independent measurements of potentially the same quantity.
In order to prevent false electron measurements, the current requirement is that the
contaminating proton flux in the electron detector, Jpe, does not account for more than
50 % of the total flux measured in the electron detector, Jte. In the following, the first
subscript letter of fluxes, count rates and geometric factors will refer to the measured
species (p for proton, e for electron and t for total), whereas the second letter specifies the
detector (p for proton detector and e for electron detector). Due to different geometric
factors for measurements in the electron and proton detector, the contaminating proton





where the geometric factor for protons in the electron detector, Gpe, can be assumed
to be equal to the geometric factor for protons in the proton detector, Gpp (stated in
Table 3.1) (Yando et al., 2011). With this, the current requirement can be written as
Gpp
Gee
Jpp < 0.5 · Jte. (3.4)
This requirement has to be fulfilled simultaneously in each electron channel E1 - E3
using the respective geometric factor, Gee. For obvious reasons, the inequality 3.4 will
from now on be referred to as the "50%"-criterion. Drawbacks of this criterion are, that
it has no physical basis and it is therefore difficult to interpret its statistical significance.
It is also unclear which errors it permits and if its application results in an unequal
treatment of different flux intensities. For example, in case of both high electron and
proton fluxes during SPEs, the current criterion might reject statistically significant
corrected electron fluxes and reduce the amount of data available to study these events.
3.2.1 Basic hypothesis testing
In order to obtain a statistically justified criterion, the statistical nature of the detection
process is used in basic hypothesis testing. Given a Gaussian distributed dataset, hy-
pothesis testing presents a means of determining whether the empirical mean or measure-
ment outcome is likely to represent the true mean of the distribution. The comparison
of two datasets or data points (defined by means µ1 and µ2 and standard deviations σ1
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and σ2) is possible by examining their difference. Given normally distributed data
N1 ∼ N(µ1, σ1)
N2 ∼ N(µ2, σ2)






their difference follows a Gaussian distribution as well. If, indeed, N1 and N2 are out-
comes from identical distributions, the mean difference should be zero as illustrated in
Figure 3.5a. Whether or not an obtained positive, non-zero difference, Nd, is significant
or not can be determined based on an one-sided hypothesis test (Figure 3.5) with the
hypotheses
H0 : Nd = 0
Ha : Nd > 0.
(3.6)
The null hypothesis H0 assumes equality whereas the alternative hypothesis Ha presents
the case where µ1 > µ2. Given a certain measurement outcome Nd, the null hypothesis
will be rejected in favour of the alternative hypothesis if the measurement lies within the
rejection zone (dark grey in Figure 3.5c). The basic principle is to assume that the null
hypothesis is true and use the associated probability distribution to calculate a critical
value with a set confidence level α
zcrit = µd + zα · σd (3.7)
where zα can be obtained from a standard normal table. For a case as it is described
by definitions 3.6, the null hypothesis is rejected if the obtained measurement outcome
lies above the critical value, i.e.
Nd > µd + zα · σd. (3.8)
A typical value for the confidence level is 5 %. This would correspond to falsely rejecting
the null hypothesis in on average 5 % of all cases. This type of error is called type-I or
α error in hypothesis testing. Its probability is given by α itself. The type-II or β error
corresponds to retaining H0 although Ha is true. In order to calculate the probability
for a type-II error, the true mean value µd must be known, which one rarely does in
praxis.
3.2.2 Hypothesis tests using count data
During data processing, 16 data points are added in order to calculate 32-second mean
values (a measurement is taken every other second). The total number of counts used for
averaging has thus been acquired over a measurement time span of 16 seconds. Assum-
ing a true mean 16-second proton count, statistical temporal and spatial fluctuations
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throughout the measurement cycle are likely. The electron and proton detectors will al-
ways measure different selections of the overall proton population described by the same
mean count rate (per 16 seconds). Therefore, it is quite unlikely that both detectors
would measure the exact same amount of protons throughout one averaging cycle. The
desired criterion must therefore meet several demands. If the number of electrons is
close to zero, it must secure that falsely registered electron counts are improbable. This
could happen if, by chance, the number of protons measured in the electron detector
exceeds the number of counts in the proton detector. Subtraction would then result in
a non-zero electron count rate although no electrons were present. On the other hand,
if electrons are present, the criterion must minimize the chance of falsely rejecting the
electron measurement. These demands are met by applying a hypothesis test defined
by Equation 3.6.
In the following, the number of counts in the electron and proton detector, which has
been accumulated throughout the averaging span of 16 seconds, will be compared. From
Appendix A, it becomes clear that performing the statistical analysis based on the 16-
second sum or the 16-second average yields identical results. The measured electron and














Npp, respectively. It should be noted for the record that
if N is the sum of 16 independent Poisson distributed measurements (Ni, i = 1, ... , 16),
N will still follow a Poisson distribution. The same logic applies for the total electron
detector count rate which consist of electron and proton counts, each following a Poisson
distribution.
As hypothesis testing is based on normal distributed data, a Gaussian approximation
of the Poisson distributions is necessary which is legit for mean counts larger than
30. This condition is fulfilled for the fluxes considered in this study. A count rate of
30 counts/16 s would correspond to a flux of approximately 200 cm−2s−1sr−1 which lies















An example case is shown in Figure 3.5. Figure 3.5a depicts the case where no electrons
are present. Consequently, both electron and proton detector distributions follow the
same curve. Here, different measurement outcomes can occur: i) both detectors measure
exactly the same number (not necessarily the true proton number) and the subtraction
yields the true electron value (zero); ii) by chance, the proton detector measures a larger
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value than the electron detector, thus rendering a negative electron number (this value is
rejected by default); iii) the proton detector measures a smaller value than the electron
detector and subtraction yields a positive electron count rate although no electrons exist.
A situation where the electron count rate differs from zero is shown in Figure 3.5b. Now,
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(a) Electron and proton detector statistics if the
true electron count rate is equal to zero.
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(b) Electron and proton detector statistics if the
true electron count rate is different from zero.
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(c) Visualization of the associated hypothesis test.
Figure 3.5: Example for electron (blue, dashed) and proton (red, solid) detector statistics for a
true proton count Np = 40 and true electron count Ne = 10. (A) When the true electron count
rate is equal to zero, probability distributions are equal for the electron and proton detectors.
(B) With a non-zero electron count rate the electron and proton detector distributions differ.
(C) Example for the associated hypothesis test. The case where no electrons are present (A)
is depicted by the red line. The null hypothesis is rejected with a confidence level of α = 5 %
if the actual measured difference between electron and proton detector exceeds a value of 14
as indicated by the rejection zone (α). The type-II (β) error zone is indicated using the case
presented in (B) with a non-zero electron count of 10.
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the electron detector distribution deviates from the proton detector distribution as it
is likely to measure a larger number of counts. Again, negative values can occur after
correction. In the remaining cases, subtraction will either yield the exact electron count
rate, overestimations or underestimations. In order to judge the statistical significance
of the corrected electron flux value via hypothesis testing, the probability distribution
yielded by the subtraction must be investigated. As this evaluation is based on the
amount of particle counts which is accumulated over 16 s, this averaging time has to be
considered when converting between counts and fluxes. Equation 3.1 therefore has to
be adapted by adding the time span ∆t = 16 s yielding
J = N∆t ·G (3.11)
with the measured number of counts N.
Since the only requirement for applying hypothesis testing, i.e. normality of the under-
lying distributions, is fulfilled, a general condition for the electron detector measurement
can be established based on Equation 3.8 which was deduced earlier. The difference of
electron detector and proton detector measurements corresponds to the allegedly mea-
sured electrons in the electron detector and is therefore denoted by Nee. In order to
statistically assess whether the obtained value for Nee is trustworthy, the null hypothe-
sis claims a zero electron count. Thus, Nee is assumed to follow a Gaussian distribution
Nee = Nte −Npp ∼ N (0, σee) . (3.12)
In order to obtain an expression for the standard deviation σee, the following assumptions







where the necessity of the second approximation will be elaborated later-on. Based
on Equations 3.7 and 3.14, it is possible to formulate a statistical condition for the
retention of the electron detector measurement Nee. The condition for rejecting the null
hypothesis and considering the electron measurement trustworthy can be written as
Nee > 0 + zα ·
√
2Npp
⇐⇒ Nte −Npp > zα ·
√
2Npp






Thus, the second approximation in Equation 3.14 yields a means of judging the electron
detector measurement solely based on the simultaneous proton detector measurement
and its associated statistical error. The confidence level will be determined by the
chosen zα. This would mean that in α% of all measurements an electron measurement
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would be assumed even if there were no electrons present whatsoever. It is instructive
to merge
√
2 and zα in order to introduce the constant cσ which contains information
on the confidence level and states, how many σ the electron measurement must diverge
from the proton measurement.
A numerical example is shown in Figure 3.5c, where the true electron count rate lies at
10 counts, corresponding to the situation depicted in Figure 3.5b. Given the normalized
measurement outcome of the accumulated 16 s electron and proton count rate, Nte
and Npp, respectively, it is instructive to assume the measurements coincide with the true
mean values of 50 and 40 counts, respectively. Hence, regarding the difference, the true
electron count rate would be measured. The next step is to calculate the corresponding
critical value for a given α of 5 %, which leads to a zα of 1.64. The red line in Figure 3.5c
indicates the probability distribution belonging to the null hypothesis. Its mean lies
at zero (µd = 0) and Equation 3.14 is used in order to find its standard deviation.
As Nte and Npp are only measurement outcomes and not true means, the true standard
deviations are unknown. Further calculations yield a critical value of 14.7 counts/16 s.
Thus, although the true count rate is measured, the null hypothesis would not be rejected
based on a 5 % confidence level, as 10 lies not within the rejection zone. The probability
for this type-II (β) error can be determined by calculating the probability for obtaining
an electron count Nee which lies below the critical value based on the true electron
probability distribution. This corresponds to the light grey area indicated in Figure 3.5c.
The true mean value and associated probability distribution is in praxis, however, mostly
unknown. The β error has therefore no role in the derivation of new criteria which is
solely based on an appropriate α error. In order to determine how large the β error is
for different flux levels, simulations where the true mean value is known are required.
3.2.3 Simulated datasets
Simulated datasets contain random data generated from Poisson distributions stated in
Equation 3.9. If not declared otherwise, the datasets have a sample size of ten million
data points. Generally, different true electron and proton count rates (per 16 seconds)
can be chosen. In cases where the electron count rate is supposed to be equal to zero, two
random datasets are generated from the same mean proton count rate, one resembling
the proton detector measurement and the other relating to the measured counts in the
electron detector. Whenever the true electron count rate differs from zero, the dataset
resembling the electron detector measurements consists of the sum of random data from
an electron and a proton Poisson distribution. As explained earlier, the sum of the two
Poisson distributed datasets will form a quantity which is in turn following a Poisson
distribution. Rejection rates and α errors can be obtained by comparing the electron
and proton datasets while applying the respective criterion.
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Figure 3.6: Calculated behaviour of the type I error probability (α) with respect to the simu-
lated true proton number for different constants cσ. The lower x-axis gives the proton flux while
the upper x-axis states the corresponding count rate per 16 seconds. Conversion follows from
Equation 3.11 and the geometric factor of the proton detector from Table 3.1.
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Figure 3.7: Evolution of the simulated (dashed line) and calculated (circles) α error for the
2σ-criterion. The upper x-axis states count rates (per 16 seconds) and the lower x-axis shows
the corresponding proton fluxes.
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3.2.4 Evaluating different σ-constants cσ
The final step for obtaining new criteria is to determine which σ-constants, cσ, should
be considered. Figure 3.6 shows a case were the electron count rate was assumed to
be zero under data simulation. Thus, the simulated electron and proton detector mea-
surements stem from the same Poisson distribution. Comparing two data points at a
time while applying different cσ yields a specific rejection rate of the null hypothesis,
i.e. the α error, for a given true proton count rate. Figure 3.6 depicts how the α error
evolves with increasing simulated true proton flux for different values of cσ. The lower
x-axis states the true proton flux while the upper x-axis shows the associated simulated
proton count rate per 16 seconds. Equation 3.11 and the geometric factor for the proton
detector stated in Table 3.1 were used for conversion.
As can be seen in Figure 3.6, the error probability is quite high for low true count rates
due to the inappropriateness of the Gaussian approximation and the standard deviation
approximation in Equation 3.14. Both assumptions, however, become more accurate
with increasing count rates. This results in a convergence of the error probability to-
wards the theoretical value already at flux values corresponding to the detector noise
level (∼ 250 cm−2s−1sr−1). The depicted values for cσ (1.8, 2, 2.32 and 3) were chosen
such that they correspond to confidence levels, i.e. minimal error probabilities, of 10,
8, 5 and 1.7 % for the proton counts, respectively. For a given true count rate N, the




P (k;N) · (1− F (k + cσ · k;N)) (3.16)
with the Poisson probability function P(k; N) and the cumulative probability func-
tion F(k; N) for the outcome k.
Evaluating the curves of the different cσ values, it is visible that the "1.8σ"-curve stays
above the limiting value of 10 %. The corresponding criterion is therefore consid-
ered not strict enough. The "3σ"-curve obviously corresponds to a quite strict con-
dition and the "2σ"-curve falls below 10 % already at count levels that classify as
noise (∼ 250 cm−2s−1sr−1), more specifically at Npp ≥ 27. Figure 3.7 shows how the
2σ error approaches levels as low as 8.5 % for only moderate fluxes which makes the
"2σ"-criterion a promising candidate.
In the following Chapter 4, the 2σ- and 3σ-criterion are analysed and compared to their
predecessor, the 50%-criterion introduced in Equation 3.4. A theoretical analysis based
on the equations themselves and simulated data will show, which flux regions might be
favoured by a certain condition and which might be treated more strictly. Later-on, the
three criteria will be used during the complete POES data evaluation routine and it will
be possible to examine how the different criteria influence the actual data rejection.
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3.3 EEP parametrization used in CMIP6
POES MEPED data which is generated applying the new criteria will also be compared
to datasets which result from an alternative approach. The newest chemistry-climate
model CMIP6 will - besides radiative solar forcing - also include particle forcing to ac-
count for atmospheric ionization rates (Matthes et al., 2017). Instead of using POES
data directly as input for EEP, electron flux data will be provided by a parametrization
based on the Ap index. This model is described in detail in Van de Kamp et al. (2016).
An alternative parametrization which is based on the Dst index is presented as well. The
general principle of the model is to use modified POES electron data acquired in the
period 2002 - 2012 to fit equations for the integral F30 (> 30 keV) electron flux and the
spectral power law gradient k. The acquired 11-year dataset of experimental values is
fitted using either Ap or Dst as predictor. Since a simple power law is assumed to yield
the spectral density (Van de Kamp et al., 2016, Equation (1)), knowing both k and F30
allows for the determination of any desired integral or differential electron flux.
The modified POES dataset is based on electron data from the MEPED 0◦ detector
which measures parts of the losscone while the satellite is located in the auroral zone.
Under the assumption of a uniform losscone flux distribution, 0◦ data can be treated as
losscone data. This assumption is known to work well during strong geomagnetic activ-
ity while underestimated fluxes are likely during moderate or low disturbances (Rodger
et al., 2013). Counts are converted to fluxes based on geometric factors stated in Evans
and Greer (2004). Data is corrected for proton contamination based on a method de-
scribed in Lam et al. (2010) and entries which are likely to be contaminated by protons
during SPEs are removed from the dataset. Note, however, that the proton measure-
ments used for correction are not corrected for detector degradation.
The remaining flux data is binned with respect to their L value including L= 2 - 10
with a resolution of 0.5 in 3-hour UT intervals. There is no distinction between different
MLT sectors. Median electron fluxes are determined for each bin and linearly averaged
in order to calculate daily fluxes. This is done for each energy channel E1, E2 and E3.
Proceeding from here, data points from the three channels are replaces by zero when-
ever the respective E1 electron flux lies below the noise level, which is identified to be
250 electrons cm−2s−1sr−1. The remaining data points can be used to fit a power law
spectral function to the three integral electron fluxes for each day and L bin. Based
on the obtained spectral gradient k, the F30 flux can be calculated. Data points with
unphysical spectral gradients are removed in the process as well. Thus, the modified
POES data consists of the "experimental" values for k and F30 for each day and L bin,
covering a total of 11 years.
In the next step, two different models using either Ap or Dst as predictor are fitted
to the obtained k and F30 data points by a simple least squares fitting routine. The
fitting functions describe k and F30 entirely based on the respective daily geomagnetic
index and the chosen L shell. The resulting equations and fit parameters which link
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F30 and k to the Dst index are given in Equation (6) and (7), respectively in Van de
Kamp et al. (2016). The model equations based on the Ap index are presented in
Equations (8) and (9) in Van de Kamp et al. (2016) and given below:
F30 =
exp(A)







d = 2.7563 · 10−4Ap2.6116
Spp = L− Lpp
Lpp(t) = −0.743 ln(maxt−1,tAp) + 6.5257
and
k = −1
E exp(−bSpp) + 0.3045 cosh(0.20098(Spp − s))
− 1, (3.18)
with
E = 3.3777Ap−1.7038 + 0.15
b = 3.7632Ap−0.16034
s = 12.184Ap−0.30111
and Spp as defined in Equation 3.17. It is important to mention that the Dst model
is only defined for negative Dst values and yields zero electron flux otherwise. General
advantages of the Ap- and Dst-based models are their long temporal coverage of up to
one hundred years. Ambiguous situations, e.g. during SPEs when proton contamination
of the original data is likely, are bypassed by relying on geomagnetic indices.
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3.4 Datasources
Data of geomagnetic indices is general openly accessible and provided by different insti-
tutions. 3-hour Kp and Ap data is available on the NOAA web page (ftp://ftp.ngdc.
noaa.gov/STP/GEOMAGNETIC_DATA/INDICES/KP_AP/) where it is also possible to obtain
data on SPE occurrences and strengths (ftp://ftp.swpc.noaa.gov/pub/indices/
SPE.txt) as well as the monthly F10.7 radio flux (https://www.ngdc.noaa.gov/stp/
space-weather/solar-data/solar-features/solar-radio/noontime-flux/penticton/
penticton_observed/listings/listing_drao_noontime-flux-observed_monthly.txt)
which is used as a proxy for the solar cycle. Hourly Dst values are provided by the
World Data System for Geomagnetism in Kyoto (http://wdc.kugi.kyoto-u.ac.jp/
dst_final/index.html).
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3.5 Reference model for auroral oval positions
After applying the various criteria throughout the data processing routine, the overall
data rejection rate (RR) is likely to vary with different latitudes, MLTs and time periods.
Especially during SPEs, temporarily and locally high rejection rates can be expected.
Obviously, this influences the data coverage throughout these events and might result
in gaps whenever the rejection rates grow too high. In order to obtain information on
whether and to which extent POES data is available during SPEs in regions of elevated
electron precipitation, it is important to estimate the auroral oval position and width.
In periods of high rejections rates cases might occur where the dataset does not cover
the entire oval and then it is beneficial to assess whether gaps are present close to
the maximum or rather in regions of low flux intensity. The model used to obtain the
electron flux intensities in the auroral oval is based on the Kp index and it provides global
energy flux levels for any desired MLT or magnetic latitude. A detailed description
can be found in Zhang and Paxton (2008). Four years (2002 - 2005) of auroral far
ultraviolet (FUV) data measured by the Global Ultraviolet Imager (GUVI) on board
the Thermosphere Ionosphere Mesosphere Energetics and Dynamics satellite (TIMED)
were used to determine the mean energy and flux of precipitating electrons. A clear
advantage with the chosen time period is that it contains a wide range of storm types,
including strong SPEs. The TIMED satellite is located at an altitude of 630 km and
moves on a circular orbit that covers all local time sectors with a period of 60 days. The
available flux and energy data was then binned according to the concurrent Kp index
into six bins (0 - 1.5, 1.5 - 3.0, 3.0 - 4.5, 4.5 - 6.0, 6.0 - 8.0, 8.0 - 10.0), where the authors
Figure 3.8: The auroral oval positions as predicted by the model in the six Kp categories.
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assure a statistically significant amount of data in each MLT and magnetic latitude bin.
In order to account for different equatorward and poleward slopes in the auroral oval,













with the magnetic co-latitude x.
MLT dependent fitting parameters (A, B, C, D) where introduced as sixth order Fourier


















The Fourier coefficients are Kp-dependent and provided by the publication (Zhang and
Paxton, 2008).
Figure 3.8 depicts the different auroral oval flux intensities in the six Kp categories
as an interpolated colour-coded map with a longitudinal and latitudinal resolution of
7.5 and 0.5◦, respectively. The intensity is shown relative to the maximum flux in the
respective meridional band, as day-night flux level asymmetries are of no concern in
this application (night-side fluxes tend to exceed day-side fluxes by up to one order of




So far, two new criteria for testing the statistical significance of corrected electron fluxes
have been derived. In the following analysis, these new criteria are evaluated in terms
of α errors (assuming false electron fluxes), β errors (rejecting a true electron mea-
surement) and data rejection rates. Ideally, rejection rates should be minimized while
sustaining a certain degree of data significance in order to prevent false data points.
The criterion which turns out to deliver the best performance will be implemented in
the data processing routine in order to obtain an improved losscone dataset.
In the next part, this LC dataset will be applied in a comparison to the proposed CMIP6
EEP parametrization which is based entirely on the Ap index as predictor for electron
fluxes. The flux dataset yielded by the Ap model will be evaluated in terms of general
flux strength, temporal and spatial variability and its aptitude for reproducing specific
storm events will be tested.
The basic assumption upon which proxy-based models for electron fluxes rely is that
the chosen proxy is equally indicative for fluxes during all types of geomagnetic events.
In the case of the Ap model, it is assumed that a specific Ap value is connected to the
same flux levels during an SPE and a regular, non-SPE related storm. In order to judge
the adequacy of this assumption, the applicability of MEPED LC data during SPEs
and associated high contaminating proton fluxes is tested. In regions which qualify as
reliable, SPE fluxes are compared to equivalent non-SPE storms.
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4.1 Evaluation of the new proton contamination criteria
In Chapter 3, statistically based criteria for corrected electron fluxes were derived. As
the proton flux measured in one detector is subtracted from the contaminated electron
flux of a different detector, statistical fluctuations throughout the measurement process
may lead to varying statistical significance of the corrected fluxes. For example, in
some cases higher proton fluxes might by chance be measured in the proton detector
leading to an underestimation of the corrected electron flux in the electron detector
after subtraction. As excessive data rejection leads to issues regarding data coverage
and increasing biases, rejection should be minimized while sustaining a sufficient level
of confidence for corrected data. In the following, different criteria will be compared
theoretically by applying them to simulated datasets in order to assess their α and
β errors. The α error corresponds to falsely assuming electrons where none are present
while the β error corresponds to falsely rejecting real electron fluxes. Afterwards, the
investigated criteria will be applied to real MEPED datasets from 2003 and their effects
on data rejection throughout different time periods will be discussed.
4.1.1 Theoretical comparison of the proton contamination criteria
In the previous chapter, the 50%-criterion as well as the 2σ- and 3σ-criterion were
introduced as means to compare contaminating proton count rates and the total count
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Figure 4.1: Simulated alpha errors of the three conditions (50%, 2σ and 3σ) for different true
proton fluxes (lower x-axis) and count rates (upper x-axis).
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rate measured in the electron detector. The respective criteria based on counts
Nte > 2 ·Npp (4.1)
Nte > Npp + 2 ·
√
Npp (4.2)
Nte > Npp + 3 ·
√
Npp (4.3)















α errors: keeping false electron measurements
Figure 4.1 depicts a simulation of how the α error (Equation 3.16) of these three cri-
teria evolves with increasing true proton fluxes. Two Poisson distributed datasets are
generated based on the true proton fluxes shown on the x-axis and the three conditions
specified in Equations 4.4 - 4.6 are applied in order to find out how often a corrected
electron measurement is discarded or kept. As both datasets are generated entirely from
the proton fluxes with no electrons present, the number of kept data points corresponds
to falsely registered electrons and thus to the α error of the respective condition.
For very low fluxes both the 2σ- and 3σ-criterion are stricter than the 50%-criterion.
However, this changes for higher fluxes as the 50%-criterion approaches an α error of
0 % already for low to moderate fluxes, whereas the other criteria settle at their re-
spective limits (approximately 8 and 2 %, respectively). Consequently, the two new
criteria would be more likely to overestimate the electron flux by considering electron
measurements reliable when no electrons could be measured.
In order to investigate this potential overestimation of electron fluxes and possibly set
a limit to it, the characteristic normal distribution of the measured difference between
electron and proton detector is exploited. The dashed lines in Figure 4.2 link the true
proton flux on the x-axis to a limit for the falsely measured corrected electron flux (on
the y-axis). The red dashed line depicts the border which only 5 % of all falsely registered
electron fluxes surpasses. This means that with a certainty of 95 %, a wrongly registered
electron measurement will lie below this line. Analogously, the blue dashed line depicts
the 0.3 % border, meaning that 99.7 % of all false electron fluxes will lie below this limit.
In addition, Figure 4.2 shows the limits set by the 2σ- and 3σ-condition in yellow and
violet, respectively. By definition, all measurements located below the respective lines
are discarded. The false fluxes which are not rejected by the conditions correspond to
the α errors shown in Figure 4.1 and are located between the respective solid line and
68 Chapter 4. Results and Discussion
the blue dashed line. As an example, given a true proton flux of 2 · 104 cm−2s−1sr−1
there is an 8 % chance that electron fluxes between 600 and 1400 cm−2s−1sr−1 are
falsely registered when using the 2σ-criterion. The probability of measuring an electron
flux > 1400 cm−2s−1sr−1, however, is approximately equal to zero.
β errors: rejecting real electron fluxes
Whereas relying on false electron fluxes leads to an overestimation of the true electron
flux, rejection of real data results in an underestimation, which is related to the β er-
ror. For Figure 4.3, one dataset corresponding to the proton detector measurement was
generated based on a true proton count number. A second dataset which is meant to
resemble the electron detector measurements consists of two sub-datasets, one gener-
ated with the true proton count number and the other based on the true electron count
number. The actual simulated measurement of the electron detector consists of the
point-wise sum of the two sub-datasets. For each combination of true electron and pro-
ton count number shown in Figure 4.3 the rejection rate was determined by comparing
the two datasets while applying the different rejection criteria. Note that in this case,
the rejection rate corresponds to the β error. Subsequently, count rates were converted
to particle fluxes using the geometric factors stated in Table 3.1 (channel E1 was used
for the electron fluxes). The resulting β errors for each true electron and proton flux are
shown in Figure 4.3 for every criterion in a separate panel. Note that the y-axes depict
mere the true electron flux without the portion of measured protons (for measurements,
this would correspond to the corrected electron fluxes). Data generated from the true


































Figure 4.2: Approximated limits to overestimation based on a 5 and 0.3 % confidence. re-
spectively (dashed lines). Limits as defined by the two new criteria (Equations 4.5 and 4.6) are
indicated as well (solid lines).
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values will have a certain spread, and thus it might happen that some data points are
rejected even if the true values themselves would fulfil the condition and not be dis-
carded. When comparing the three plots in Figure 4.3, the most prominent difference
can be found for high proton fluxes. Here, the 50%-criterion is very strict and rejects
electron fluxes of up to 106 cm−2s−1sr−1 quite distinctly. In reality, these high pro-
ton fluxes would be related to SPEs, meaning that in these cases simultaneous electron
fluxes would have to be extremely high in order to be considered trustworthy. The less
strict 2σ- and 3σ-criterion exhibit an ambivalent (cyan) area where measurements orig-
inating from these particular flux combinations are both rejected and kept, depending
on the statistical outcome of the measurement. Even for very high proton fluxes of up
to 106 cm−2s−1sr−1 most measurements of electron fluxes larger than 104 cm−2s−1sr−1
fulfil the conditions and are sustained. Therefore, the new criteria present a clear ad-
vantage with respect to keeping reliable electron measurements during e.g. SPEs. From
mere visual inspection, the 2σ- and 3σ-criteria differ not considerably in the fluxes they
reject but more in their severity. Whereas the 3σ-criterion rejects low electron fluxes
quite strictly as indicated by the bright yellow area in the lower plot of Figure 4.3, the
corresponding plot of the 2σ-criterion exhibits a darker yellow and lower rejection rates.
In conclusion, the rejection of low electron fluxes is enhanced independently from the
applied proton contamination criteron compared to high flux levels, resulting in a prob-
able bias towards overestimated fluxes. In order to assess how strong this bias in praxis
really is, the actual particle populations which are represented in the data have to be
taken into consideration. In addition, it has to be considered whether ignoring rejected
Figure 4.3: Simulated β error (colour-coded) of the three conditions (50%, 2σ and 3σ) for
different true proton and electron fluxes (on x- and y-axis, respectively). For conversion between
electron count rate and flux, the E1 geometric factor was assumed.
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data or setting these values to zero reflects real fluxes levels best.
Applying the different criteria during the data processing routine will yield quantita-
tive results on whether data is gained by introducing new criteria and if there are any
temporal, latitudinal or longitudinal aspects which have to be considered.
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4.1.2 Impact of the different criteria on POES MEPED data
The three different proton contamination criteria were tested on POES MEPED data
from satellites NOAA 15 - 17 from the year 2003. A strong SPE in October/November
of this particular year secures the presence of a variety of different proton flux strengths.
The upper panel of Figure 4.4 shows the distribution of NOAA 15 0◦ detector E1 data
during DOY (Day of Year) 302 - 304 in 2003 with respect to different contaminating
proton and uncorrected electron fluxes. Clearly, two populations of protons become
visible. The left population is characterized by unphysically low fluxes (< 1 proton/16s).
The origin of this proton population is explained in Appendix B. The right population
is real and will be considered further here.
The two lower panels inspect how often data points are rejected in each bin using different
criteria. Data in a dark blue bin is not rejected and the corresponding electron flux is
considered trustworthy whereas a yellow bin indicates the rejection of all contained
data points. In a transition area between the blue and yellow regions, rejection rates
between 0 and 100 % occur. In all three panels, the black dotted line indicates equal
uncorrected electron and contaminating proton fluxes. This means, all data points
located below this line correspond to negative corrected electron fluxes and are rejected
by default, independently from the used criterion in Equations 4.4 - 4.6. In accordance
to the blue dashed line in Figure 4.2, the upper red dashed lines in Figure 4.4 show where
the probability of an α error, i.e. falsely registering electron fluxes where no electrons
are present, lies at approximately 0 %. The mid-panel depicts rejection rates based on
the 50%-criterion and the lower panel presents rejection rates based on the 2σ-criterion.
As can be seen, the former is less strict for lower fluxes where blue bins are located well
below the upper red dashed line. Moving to higher fluxes it becomes stricter to the
point where many yellow bins lie above the upper red line. Here, many data points are
rejected although they should be considered trustworthy based on statistical estimations.
The junction between rejected and sustained data points in the lower panel, however,
orientates itself quite closely along the upper red line rejecting statistically doubtful
electron measurements while ensuring that reliable measurements are kept. The 3σ-
criterion is not included in this figure due to its similarity to the 2σ-criterion.
A critical remark must be made, however, with regard to the complete validity of the
statistical considerations. Besides the made approximations during the deduction of
the new criteria, the nature of the measurement error itself must be questioned. All
calculations are based on the assumption that differences between measurements in the
electron and proton detector arise exclusively due to statistical fluctuations. If this was
indeed the case, the rejected data points located below the dotted black line in Figure 4.4
should not exhibit as large a spread as they do. The lower red dashed line illustrates
a lower statistical limit for all obtainable electron fluxes. It must be emphasized that
some data points lie below that limit indicating additional systematic aspects which are
not covered by the deduced criteria. Possible origins of this potential bias are discussed
in Appendix C.
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Figure 4.4: Data amount and rejection rates using the 50%- and 2σ-criterion (colour-coded) of
different uncorrected electron and contaminating proton fluxes (on y- and x-axis, respectively).
The plot is based on data from the E1 channel of the 0◦ detector on board NOAA 15 and
covers DOY 302 - 304 in 2003. In addition, lines marking equal fluxes (black dashed) and the
3σ-confidence level (red dashed) are depicted.
Figure 4.5: Data amount and rejection rates using the 50%- and 2σ-criterion (color-coded)
of different corrected electron and contaminating proton fluxes (on y- and x-axis, respectively).
The plot is based on data from the E1 channel of the 0◦ detector on board NOAA 15 and covers
DOY 302 - 304 in 2003.

















































Figure 4.6: Daily mean rejection rates of the three investigated criteria (50%, 2σ and 3σ) of
the NOAA 15 0◦ detector during DOY 274 - 365 in 2003. Rejection rates in each energy channel
were superposed to form the daily mean rejection rate. The lower panels show the corresponding

















































Figure 4.7: Daily mean rejection rates of the three investigated criteria (50%, 2σ and 3σ) of
the NOAA 15 LC flux during DOY 274 - 365 in 2003. Rejection rates in each energy channel
were superposed to form the daily mean rejection rate. The lower panels show the corresponding
temporal evolution of the 3-hour Kp index and the hourly Dst.
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Figure 4.5 shows corrected electron flux data from the NOAA 15 0◦ detector, again
during DOY 302 - 304 in 2003 (analogous to Figure 4.4). A clear difference between the
50%-criterion and the 2σ-criterion is visible which is especially pronounced at higher flux
levels. Thus, the previously used 50%-criterion potentially leads to unnecessary rejection
of high electron fluxes leading to a bias and avoidable data gap during SPEs. Comparison
with Figure 4.3 shows equal developments of the rejection rates for simulated and real
data. Figure 4.3 was in the first place used to assess the β errors, i.e. the rejection of true
data. Rejection of data points located in the rejection areas (yellow) might lead to an
overestimation of the corrected flux given the rejected value was true. The upper panel
in Figure 4.5, however, indicates that these rejection areas are barely covered by the
satellite data. Especially for the 2σ-criterion, rejected data points are located at lower
flux levels minimizing rejection of high flux data. Assuming that variations throughout
the measurements are entirely based on statistical fluctuations, a possible bias would
be reduced by applying the 2σ-criterion instead of the 50%-criterion. Rejection of data
and the associated bias would therefore be a lesser issue with the 2σ-criterion.
Temporal behaviour of data rejection rates
An interesting aspect in the comparison of the different criteria is their temporal be-
haviour. Figure 4.6 depicts daily mean rejection rates of the NOAA 15 0◦ detector
throughout DOY 274 - 365 in 2003 including all geomagnetic latitudes. Note that this
rejection rate consists of the superposed rejection rates in all three energy channels. In
order for a measurement to be kept, it must fulfil the chosen condition in each of the
three energy channels as the final purpose is to create an energy spectrum. The three
lines in the upper panel represent the different criteria while the lower panels show the
3-hour Kp and the hourly Dst index. During quiet periods, i.e. the beginning and end of
the chosen time period, the 50%- and 2σ-criterion behave similarly while the 3σ-criterion
yields higher rejection rates. This results from the fact that it is stricter at lower flux
levels as shown in e.g. Figure 4.1. This behaviour changes completely during more active
periods. Increased Kp values and a sharp drop in Dst indicate both the Halloween SPE
and a second event at DOY 325. Both cases of elevated geomagnetic activity are accom-
panied by a sharp increase in the 50%-criterion rejection rates to values of almost 70 %.
The 2σ- and 3σ-criteria, however, do not surpass 40 and 50 %, respectively. Thus, large
differences between the new criteria are visible especially in the peak regions.
As described in Chapter 3, however, the proton contamination criteria are not the only
conditions which have to be fulfilled in order to secure a measurement’s validity. In
addition, simultaneous measurements in the three electron energy channels must form
a physically reasonable energy spectrum. So far, rejection rates in a single MEPED de-
tector have been regarded. During the data processing routine, both the 0◦ and the
associated 90◦ detector measurement must fulfil the criteria. The actual losscone flux
rejection rate is composed of a superposition of all single requirement rejection rates
and may therefore differ from the mere proton contamination condition rejection rate
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in the 0◦ detector as shown in Figure 4.6. In analogy to Figure 4.6, LC flux rejection
rates are depicted in Figure 4.7. During quiet times the three criteria render almost
equal rejection rates and the large differences between the criteria during elevated ge-
omagnetic activity persists. The 2σ-criterion yields clearly the best performance in
minimizing the data rejection rate during storm time. However, all rejection rates are
significantly increased when compared to the 0◦ rejection rates. The rejection rate from
the 2σ-criterion, for example, increases by up to 15 percentage points for the losscone
flux highlighting the obviously important role of the other requirements.
Spatial behaviour of data rejection rates
The same conclusion can be drawn from Figures 4.8 and 4.9 which show Northern Hemi-
sphere azimuthal projections of the 0◦ detector and losscone rejection rates, respec-
tively, using Corrected Geomagnetic (CGM) coordinates. Again, data from the three
NOAA satellites during DOY 302 - 304 in 2003 was used. As can be seen, the satellites
cover quite different MLT ranges which is beneficial when investigating potential longi-
tudinal effects. In general, rejection rates in the 0◦ detector are low both equatorward of
60◦ CGM latitude and poleward of 70◦ CGM latitude. An increase at approximately 60
to 70◦ CGM latitude results in the apparent formation of a ring where the auroral oval
can be assumed to be located. Comparing how the three criteria influence the 0◦ rejec-
tion rates in Figure 4.8, differences are most visible in the mid-latitude high rejection
rate areas. There, local rejection rates are decreased by up to 50 percentage points for
the two new criteria. Differences between the 2σ- and 3σ-criterion are harder to spot
and mainly restricted to latitudes lower than 60◦.
Analysis of how the actual LC flux rejection rates are influenced by applying different
proton contamination criteria yields smaller yet clearly visible differences than evalu-
ations of the 0◦ detector data. Figure 4.9 does not show any data coverage over the
polar cap because LC electron data is only available in latitudes < 75◦ CGM latitudes.
In latitudes lower than 75◦, Figure 4.9 at first exhibits high rejection rates, followed
by a decrease approximately southward of the auroral oval and a second increase at
even lower latitudes. It is important to keep in mind that the time interval shown in
Figures 4.8 and 4.9 are centred in the Halloween SPE in 2003, where the polar cap and
high latitudes are filled with large amounts of protons. Naturally, this will influence
the performance of both the proton contamination criteria and the requirements on the
electron energy spectrum. High rejection rates in low latitudes are expected as electron
fluxes are low in this region. Statistical fluctuations when the E2 and E3 channel reach
the noise level can lead to the rejection of a considerable amount of data points as they
yield unphysical energy spectra.
Where Figure 4.8 showed quite strong improvements for the two new criteria in auro-
ral oval regions, improvements in the LC flux availability in Figure 4.9 are still visible,
however less sharp. E.g. the bright yellow area in the 50% plot of NOAA 15 which is
located at roughly MLT 18 in latitudes ranging from 55 to 75◦, exhibits a significantly
76 Chapter 4. Results and Discussion
Figure 4.8: Azimuthal projections showing the geomagnetic latitude and longitude dependence
of the E1 - E3 superposed rejection rate based on measurements by the 0◦ detector on board
NOAA 15 - 17 during DOY 302 - 304 in 2003. The latitudinal and longitudinal resolutions are
0.5 and 7.5◦, respectively.
Figure 4.9: Azimuthal projections showing the geomagnetic latitude and longitude dependence
of the E1 - E3 superposed LC flux rejection rate based on measurements by NOAA 15 - 17
during DOY 302 - 304 in 2003. The latitudinal and longitudinal resolutions are 0.5 and 7.5◦,
respectively.
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darker colour on the corresponding 2σ and 3σ maps. In compliance with the conclu-
sions drawn from Figures 4.6 and 4.7, the role of the other requirements seems to be
central when judging improvements of the proton contamination requirement. If, for
example, certain electron populations exhibit unphysical energy distributions, LC fluxes
of all channels are discarded regardless of whether they fulfil the proton contamination
criterion. The performance of the spectrum criteria therefore sets a limit to the possible
improvement of data availability through adapting the proton contamination criterion.
More azimuthal projections for rejection rates during other time periods are shown in
Appendix D.
Quantitative numbers on the improvement of rejection rates due to the new criteria are
given in Table 4.1, which states the mean rejection rates for the 0◦ and 90◦ detectors of
the different satellites during DOY 302 - 304 in 2003 using the three criteria. This par-
ticular time period was chosen as it is located in the centre of the Halloween SPE which
presents a challenging situation in terms of proton contamination and the associated
correction of electron fluxes. In addition to 0◦ and 90◦ rejection rates, Table 4.1 states
rejection rates derived from LC flux data as well. Again, substantial improvements are
visible when comparing the 50%-criterion to the new criteria. In the 0◦ detector on
board NOAA 15, for example, the rejection rate drops from 54.6 to 15.2 % when using
the 2σ-criterion instead of the 50%-criterion. Even applying the stricter 3σ-criterion
leads to a significant decrease down to 29.0 % which suggests improved applicability of
the newer criteria with focus on SPEs. In addition, rejection rates in the 90◦ detector
are probably smaller as it generally measures higher electron fluxes. Both Figure 4.8
and Table 4.1 suggest a worse performance of the criteria for NOAA 17 data. This
might partly be due to its trajectory crossing the pre-midnight sector where electron
fluxes are generally low leading to higher rejection rates in periods of elevated proton
fluxes. When considering LC fluxes, rejection rates are significantly higher and the
improvements made by the new criteria are, while still present, not as distinct as for
the single detectors. This happens partly due to additional requirements on corrected
electron data. Another cause are difficulties during the calculation of losscone fluxes,
for instance when 0◦ and 90◦ measurements overlap.
In conclusion, a final limit to how far the rejection rates of the POES MEPED data can
Satellite
0◦ detector 90◦ detector LC
50% 2σ 3σ 50% 2σ 3σ 50% 2σ 3σ
NOAA 15 54.55 15.18 28.98 36.15 2.09 2.94 75.64 46.82 50.05
NOAA 16 50.50 19.39 21.10 38.95 3.34 4.15 73.69 58.56 60.00
NOAA 17 62.80 35.16 37.57 49.54 15.58 17.81 83.69 71.55 73.31
Table 4.1: Different data rejection rates (in percent) during DOY 302 - 304 in 2003 separately
for the 0◦ and 90◦ detector as well as the satellites NOAA 15 - 17. The shown rejection rates
are composed of the single rejection rates in each energy channel. Rejection rates derived from
losscone data are shown as well.
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be improved, is not only given by the proton contamination requirement subject to this
work but also by the various other requirements applied throughout the processing of
flux data.
LC fluxes and other data quality requirements
During the processing routine, the condition for the correction of electron data with
respect to contaminating protons is called Requirement 2. This implies, that simulta-
neous measurements in all three channels of one detector E1 - E3 fulfil either the 50%-,
2σ- or 3σ-criterion. Requirement 1 checks for the presence of relativistic electrons in
the P6 channel which would be transferred to the fictional E4 channel. This require-
ment is not compulsory. Requirement 3 examines the energy spectrum of the corrected
data in the integral channels E1 - E4 and is split into three sub-requirements 3.1 to 3.3.
Requirements 3.1 to 3.3 check whether E4 < E3, E3 < E2 and E2 < E1, respectively.
Requirement 3 unites the sub-requirements 3.1 to 3.3 in a way that makes Require-
ment 3.1 compulsory when relativistic electrons are present, i.e. Requirement 1 is ful-
filled. Whenever this is the case, Requirements 3.1 to 3.3 have to be simultaneously
fulfilled. Otherwise only Requirements 3.2 and 3.3. are necessary. The rejection rates
associated with Requirements 1, 3.1, 3.2, 3.3 and 3 are shown in Table 4.2 for the 0◦ and
90◦ detector on NOAA 15 - 17. Again, the analysis is based on data from DOY 302 - 304
in 2003. Relativistic electrons are registered in only 13 - 16 % of all cases and Require-
ment 1 rejection rates do not differ largely for the two detectors. The requirements on
the energy spectrum, however, are violated more often in the 0◦ detector when com-
pared to the 90◦ detector. The determination of losscone fluxes requires the existence
of simultaneous measurements in both detectors, such that cases where only one detec-
tor measurement fulfilled the previous requirements are rejected as well. In addition,
losscone fluxes can only be calculated in CGM latitudes smaller than 75◦ and even then
cases can occur where small flux measurements are impeding the reliability of the needed
Sat Det Req 1 Req 3.1 Req 3.2 Req 3.3 Req 3
NOAA 15
0◦ 87.48 49.91 12.33 4.74 18.22
90◦ 84.06 20.02 0.09 0.28 0.57
NOAA 16
0◦ 87.38 41.84 10.00 4.78 16.77
90◦ 85.39 17.67 0.27 0.54 0.81
NOAA 17
0◦ 88.50 57.24 21.24 14.29 28.01
90◦ 84.42 35.16 0.56 0.83 2.04
Table 4.2: Rejection rates (in percent) during DOY 302 - 304 in 2003 of other criteria through-
out data processing for different satellites (Sat) and detectors (Det). Requirement 1 (Req 1)
checks for the presence of relativistic electrons and is not crucial for data retention. Require-
ment 2 checks for the trustworthiness of corrected electron data and is stated in Table 4.1.
Requirement 3 examines the energy spectrum and is split up in three sub-requirements. Re-
quirement 3.1 is only necessary during the presence of relativistic protons.
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Figure 4.10: Maps showing the median corrected E1, E2 and E3 LC fluxes during
DOY 302 - 304 in 2003 binned according to geomagnetic latitude and longitude (0.5 and 7.5◦
resolution, respectively). During proton correction, the 2σ-criterion was used.
ratio between 0◦ and 90◦ measurements. These additional requirements and challenges
during LC flux calculations lead to the increased rejection rates of the losscone fluxes
compared to the mere Requirement 2 rejection rates in the 0◦ and 90◦ detectors. Con-
sidering this, an improvement of the LC flux rejection rates of 12.1 - 28.8 percentage
points during the example SPE in 2003 seems like a good achievement.
Concluding remarks on the considered proton contamination criteria
Concluding the evaluation of the different criteria for proton corrected electron data,
it can be stated that both newly introduced criteria yield better results during SPEs
than the previously applied 50%-criterion. Under quiet conditions, the 3σ-criterion
seems overly strict suggesting the 2σ-criterion as the best candidate both during el-
evated and low geomagnetic activity. It appears to adequately reject false electron
measurements while ensuring that reliable measurements are kept. Overestimation of
electron fluxes is limited based on statistics as shown in Figure 4.2 and comparison
with data distribution in Figure 4.5 shows that the maximum overestimation only ac-
counts for a small fraction of the actually measured corrected electron flux. For a
proton flux of 106 cm−2s−1sr−1, overestimation of the corrected electron flux is limited
to 104 cm−2s−1sr−1. When checking which corrected electron fluxes occur in association
with a 106 cm−2s−1sr−1 proton flux, the minimal corrected electron flux turns out to
be approximately 105 cm−2s−1sr−1. This flux is one order of magnitude larger than the
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potentially over- or underestimated fraction. As the proton contamination criterion af-
fects predominantly low electron fluxes, rejection of these fluxes might introduce a bias
towards overestimated flux levels. In order to prevent this bias, rejection electron fluxes
could be set to zero to force a bias towards underestimated electron fluxes.
Figure 4.10 shows electron LC fluxes in all three electron channels after applying the
2σ-criterion during DOY 302 - 304 in 2003. Data from NOAA 15 - 17 was binned ac-
cording to CGM latitude and MLT value. Afterwards, the median flux in each bin was
calculated. In general, a certain amount of gaps persists but the overall coverage seems
balanced and satisfactory. In addition, typical structures like the stronger E1 fluxes in
the midnight-dawn sector and its weakening in the other channels are visible. As can be
seen, fluxes with higher energies exhibit a more symmetric longitudinal (MLT) distri-
bution than lower energy fluxes. Analogous flux projections during other time intervals
can be found in Appendix D.
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4.2 Inter-comparison of the POES/MEPED LC dataset
with the CMIP6 parametrization
After concluding in the previous section that the 2σ-criterion seems to be the best ap-
proach for minimizing data rejection rates while maintaining a good degree of reliability,
a 10-year POES/MEPED LC data set (2003 - 2012) is generated using the 2σ-criterion
during correction for contaminating protons. So far, evaluation of data rejection rates
has been focused on the Halloween SPE in 2003 which presents a worst case scenario
with respect to proton contamination. In the general case, however, contaminating pro-
ton fluxes are lower than during sporadic SPEs, so that the associated rejection rates
are more beneficial as well.
In this section, the 10-year LC dataset is used for comparison to the CMIP6 EEP
parametrization described in Chapter 3.3. The applied model is based on modified
0◦ POES fluxes scaled by the Ap index as a proxy for geomagnetic activity. The aim
of the following analysis is to examine how well the model reproduces the overall flux
strength and flux variabilities at different latitudes, altitudes and MLT sectors. It will
conclude with an investigation of model performances throughout different kinds of
storms, i.e. CIR and CME storms, where the latter are often related to SPEs.
4.2.1 Overall flux strength
In the first step, the overall performance of the Ap model with regard to reproduing gen-
eral flux strengths is tested. In this case it is important to keep in mind that the model
derivation was based on MEPED 0◦ detector data while the dataset used for comparison
contains losscone fluxes. The 0◦ detector measures only a portion of the losscone flux.
Thus, during times of isotropic fluxes, 0◦ measurements resemble the actual losscone
flux to a good degree. Issues, however, arise whenever the fluxes are distributed an-
isotropically leaving the losscone centre depleted. In these cases, the 0◦ measurements
underestimate the true losscone flux while the 90◦ flux tends to overestimate. The de-
gree of isotropy in the distribution is obviously affected by the strength of the refilling
process. Electrons within the losscone are lost to the atmosphere, but wave-particle
interactions can lead to pitch angle diffusion, effectively refilling the losscone with elec-
trons. However, wave activity in the magnetosphere varies with different locations and
times and the strength of the interaction between electrons and waves is very dependent
on the electrons’ energies. Thus, the basic assumption that the 0◦ flux can be used as
an estimate for the losscone flux may not apply for all geomagnetic latitudes, longitudes
and electron energies.
The left column of Figure 4.11 illustrates the electron flux distribution with respect to
different L shells and Ap values as given by the CMIP6 EEP parametrization. The
lower limit of the integral flux was increased to 43 and 114 keV in order to match the
MEPED optimized energy thresholds using the energy spectral gradient provided by
the model. As can be seen, modelled fluxes grow stronger with increasing Ap values
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reaching deep red colours. In order to compare the MEPED LC fluxes with the model,
daily fluxes were determined in accordance with the approach described in Van de Kamp
et al. (2016). Data was binned into 3-hour intervals and L shell bins (with a bin width
of 0.5). For each bin, the median flux was calculated, corresponding to zonal averag-
ing. Subsequently, eight 3-hour median fluxes were linearly averaged in order to obtain
daily flux values. In the right column of Figure 4.11 the daily fluxes retrieved from the
10-year MEPED LC dataset are binned according to L shell values and Ap strengths.
The median flux in each bin is determined and colour-coded in Figures 4.11b and 4.11d
for the E1 and E2 channel, respectively. As can be seen, the overall colour distributions
seem quite similar, with the model well reproducing the region of lower fluxes for low Ap
and high L in the E2 channel. However, it is important to point out the different colour
scales used for the model and the LC data. LC fluxes surpass modelled fluxes by one
order of magnitude in high flux regions and the ratio between them is apparently not
constant for high and low fluxes. In the low flux region, for instance, modelled fluxes
are approximately two orders of magnitude smaller than low LC fluxes. Again, this re-
lates to the different degrees of pitch angle diffusion depending on geomagnetic activity.
(a) Ap model. (b) MEPED E1 LC flux.
(c) Ap model. (d) MEPED E2 LC flux.
Figure 4.11: Comparison between the Ap model and MEPED LC fluxes in the E1 and E2 chan-
nel based on data from all MLT sectors of years 2003 - 2012. Note the different colour scaling
of model and MEPED data plots.
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Thus, both in the E1 and E2 channel, LC fluxes exceed modelled fluxes significantly
while the degree of underestimation varies with different flux levels.
4.2.2 Temporal variability
With the performance of the model being dependent on the general level of geomagnetic
activity, i.e. the Ap index, there might exist tendencies in the model related to different
periods within the solar cycle (decadal variability). In addition, it is important to
establish how well the model includes short-term (day-to-day) variability and whether
model and LC data evolve coherently. The model’s ability to capture variations over
multiple solar cycles will be analysed as well.
Decadal variability
In order to assess whether the modelled fluxes behave differently during periods of high
and low geomagnetic activity, i.e. solar maximum and minimum, fluxes during 2003, 2005
and 2008 are examined separately and compared. The year 2003 was located in a solar
(a) 2003. (b) 2005.
(c) 2008.
Figure 4.12: Comparison between MEPED E1 LC fluxes in different years (2003, 2005 and
2008) based on data from all MLT sectors of the respective year. Note the different colour-scaling
compared to Figure 4.11.
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cycle peak whereas 2005 and 2008 lay in the declining and minimum phase, respectively.
Figure 4.12 shows POES/MEPED E1 LC data binned according to Ap index and L shell
separately for the three years. One striking feature is the strong difference in available
Ap values in 2008 compared to the other two years. Whereas the Ap index reaches
values of up to 200 in 2003 and 100 in 2005 it does not surpass a value of 40 in 2008.
The general colour distribution is almost undistinguishable in 2003 and 2005. In 2008,
however, maximum flux values are already reached for rather low Ap values (< 37)
whereas in 2003 and 2005 higher Ap values are as high as 50 and 60 before the same
flux levels are obtained. In addition, low Ap fluxes in high L shells seem to be stronger
in 2008 where they exhibit a strong red colour in Figure 4.12c. Furthermore, the dark
blue area of low fluxes in low L shells stretches to significantly higher Ap values in 2008
compared to the figures showing 2003 and 2005.
As stated earlier, the general Ap level is significantly lower in 2008 than in 2003 and 2005.
Since the modelled fluxes rely only on simultaneous daily Ap values, different flux levels
can be expected in the three years. Table 4.3 contains values for median flux levels for
the zero-mean E1 LC dataset and the Ap model fluxes in the different years. Indeed, the
general flux level decreases from 2003 to 2008, but where the modelled F43 fluxes in 2008
are almost two orders of magnitude lower than in 2003, POES LC E1 fluxes decrease by
only one order of magnitude. Table 4.3 also states the flux ranges of the two datasets
as well as their median absolute difference (MEPED LC fluxes - Ap model fluxes) and
ratio (Ap model fluxes/MEPED LC fluxes). As expected due to higher general flux
values, the MEPED LC dataset contains fluxes with a significantly wider range than
the Ap model dataset.
A noticeable feature is that the Ap model range for F114 electron fluxes is constant
Year
POES LC flux (fu) Ap model flux (fu) Difference
(fu)
Ratio
Median Range Median Range Median Median
E1/F43
2003 135480 1650000 61750 290000 73300 0.32
2005 59066 1000000 5400 220000 35000 0.12
2008 21671 800000 1040 190000 20800 0.08
E2/F114
2003 11789 423000 6200 13000 6300 0.34
2005 4424 160000 1020 13000 2600 0.26
2008 1587 110000 338 13000 1100 0.26
Table 4.3: Median fluxes and flux ranges (max - min) of the POES and Ap model datasets
in years 2003, 2005 and 2008 shown for channels E1 and E2. Median absolute differ-
ences (POES - model) and ratios (model/POES) are shown as well. The Ap model integral
fluxes corresponding to E1 and E2 are F43 and F114. Data from shells defined by an L value be-
tween 5 and 5.5 were considered. All MLT sectors were included. fu = flux units (cm−2s−1sr−1).
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throughout all three investigated years despite their large differences in geomagnetic
activity and maximum Ap values. This observation will be referred to and explained
later when the flux response with respect to Ap values is analysed. So far, it can be
stated that the constant flux range in the E2/F114 channel is not confirmed by the LC
dataset.
Analysing the median ratio between Ap model and LC fluxes in each year also confirms
what has been hinted at earlier. Whereas both datasets contain a clear drop in flux
levels from 2003 until 2008, LC fluxes do not decrease as strongly as suggested by the
Ap model. Whereas the modelled fluxes were on average 30 % of the LC fluxes in 2003,
they are approximately one order of magnitude lower in 2008. This might be explained
by the differing colour features in Figure 4.12. If higher flux levels are obtained for lower
Ap values in 2008 than during average years, the Ap model flux, which is based on a
11-year average in each bin, would give a larger underestimate compared to the 2008
LC flux. Hence it exaggerates the flux level difference between solar maximum and solar
minimum.
Whereas until now only the general flux levels were discussed, it is likely that differences
are present on other time scales as well. The strong and especially non-linear sensitivity
of the model with respect to the Ap index will lead to different responses of modelled
fluxes towards changes in Ap depending on the Ap level itself at which these changes
are happening. Whether this short-term variability is affected by the position in the
solar cycle will be covered in the next section.
Short-term variability
In order to assess the Ap model’s ability to reflect day-to-day flux variations, the tempo-
ral evolution of modelled fluxes are compared to MEPED LC fluxes on different L shells
(4.25, 5.25 and 7.75 corresponding to 61, 64 and 69◦, respectively) in the three years
2003, 2005 and 2008. Figure 4.13 contains separate plots showing fluxes in 2003, 2005
and 2008. The three upper panels in each sub-figure depict fluxes (on the y-axis) on the
different L shells, with 4.24 in the upper panel and 5.25 and 7.75 in the middle and lower
panel, respectively. The daily Ap index of the respective year is shown in the lowest
plot of each figure. All panels share a common x-axis stating DOY in the three years.
The black line depicts fluxes obtained from applying the Ap model to the respective
daily Ap index. MEPED LC flux variations are depicted by two lines, one blue and
the other red, called "nan-median" and "zero-mean", respectively. This differentiation
is related to different approaches during data processing. At first, rejected data was
ignored during further analyses by removing rejected values from the datasets. How-
ever, as the majority of rejected data corresponds to low electron fluxes, this might lead
to an unfortunate bias towards overestimated electron fluxes. Pulling the bias into the
safer direction yielding potentially underestimated electron fluxes can be obtained by
replacing rejected data points by zero. In this case, calculating 3-hour median fluxes be-
fore converting them into daily fluxes proves troublesome as a zero median is returned






















































































































































Figure 4.13: Comparison between POES/MEPED E1 LC electron fluxes and Ap model fluxes
in years 2003, 2005 and 2008 for three different L shell values (4.25, 5.25 and 7.75). The daily
Ap index is shown in the lower panel.
whenever the majority of data points in a bin is equal to zero. On a physical basis,
however, continuing with a zero median neglects the non-zero effects of the minority
high-flux data which are entirely ignored by applying the median. Therefore, determi-
nation of daily fluxes based on the dataset replacing rejected data by zero uses daily
means instead of first calculating 3-hour medians which then are linearly averaged. The
two approaches correspond to "nan-median" (removing data points and applying the
median) and "zero-mean" (replacing data points by zero and continue with applying em-
pirical means). A more detailed analysis of the potential flux strengths of data points
rejected by the different criteria is given in Appendix E.
Apart from the general offset in flux levels, the fluxes shown in Figure 4.13 seem to
evolve quite coherently. Short-term variability during high Ap which is not captured
by the model can be seen in the two middle panels in Figure 4.13a which depicts fluxes
in 2003. The entire year is characterized by high Ap values and strong geomagnetic
activity. Especially during the Halloween SPE centred around DOY 300 long periods of
strongly elevated Ap are present. Nonetheless, clear Ap peaks are visible. Examination
of modelled fluxes in these periods shows plateau-like features with little variability. The
corresponding MEPED LC fluxes, however, show variations both for the "nan-median"
and the "zero-mean" dataset, which is a good indication of the reliability of the observed
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2003 0.65 0.72 0.47 0.74 0.49 0.43 22
2005 0.77 0.75 0.49 0.77 0.65 0.41 13
2008 0.80 0.80 0.72 0.82 0.76 0.52 7
Table 4.4: Correlation coefficients between modelled and MEPED LC fluxes in different years,
latitudes and energy channels. The mean Ap index of each year is stated as well.
feature. The reason for this behaviour lies with the non-linearity of the Ap-dependence
in the model. For elevated Ap values, modelled fluxes saturate which suppresses varia-
tions that are clearly observed in the LC data. Thus, the same flux levels in the 5.25
L shell are obtained for all Ap values above approximately 40. Looking specifically at
the rise in Ap around DOY 285 in 2003, fluxes in this L shell reach maximum values
and saturation immediately and stay there for many days despite a sudden drop of the
Ap index by 50 % directly after the peak. This issue is less present in 2005 as the
Ap index exhibits rather single peaks followed by drastic drops than extended periods
of elevated activity. Due to the low Ap level in 2008, flux saturation does not occur at
all.
In order to obtain numbers that state the degree of coherence between modelled and
zero-mean LC flux data, the correlation coefficient for the two datasets is calculated
for different years, latitudes and energies. The resulting values are stated in Table 4.4
together with the mean Ap index of the respective years. As the correlation coefficient
is insensitive to constant offsets between two datasets and merely inspects how simulta-
neous they evolve in time, the general flux level offset between modelled and LC data
is not contained in the correlation. Confirming a tendency visible in Figure 4.13, the
correlation increases from 0.72 in 2003 to 0.80 in 2008 at the 5.25 L shell. Although
the model generally captures short-term variability to a satisfactory degree, it yields
better performances in doing so during solar minimum compared to solar maximum for
all investigated L shells and energy channels.
As shown so far, model performances with respect to general flux levels and short-
term variations seem to depend heavily on the Ap level itself. Whereas periods of high
Ap level, i.e. during solar maximum, are characterized by a better general flux level,
they exhibit damped short-term variability. During solar minimum and related lower
Ap levels, a higher correlation confirms better flux variability, but flux levels are strongly
underestimated.
Ap sensitivity on different L shells
The non-linearity between modelled flux and Ap index has been mentioned before as a
possible origin for discrepancies between modelled and LC fluxes. Figure 4.14a shows
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(a) Logarithmic F43 flux dependent on Ap value.





































(b) Absolute F43 flux response dependent on changing Ap value.
Figure 4.14: Illustrations of the Ap sensitivity of the flux levels themselves (a) and their
response to changes in Ap (b).
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how the modelled F43 flux depends on the Ap index on different L shells. It is evident
that fluxes reach a limiting value for high Ap values, meaning that their sensitivity to
variations in Ap is diminished. In order to investigate which Ap levels are concerned at
different CGM latitudes, Figure 4.14b illustrates absolute flux responses to changes in
the Ap index on a linear y-axis. As can be seen, fluxes on L shell 5.25 barely respond
to changes in Ap which happen above a limiting Ap value of 40. Fluxes on lower
L shells (4.25) respond on Ap levels higher than 40 but are ignorant of variations in
high Ap levels (above 70). For high L shells (7.75), the amplitude of the peak response
is strongly decreased and its location relates to very low Ap levels of approximately
Ap 5. Its response falls off very flatly towards higher Ap values.
Analysing similar plots for the F114 electron flux yields an explanation for the constant
range observed for the L shell 5.25 in Table 4.3. For all three years, 2003, 2005 and 2008,
the modelled F114 fluxes exhibited equal ranges on this L shell. E2 electron fluxes from
the LC dataset, however, had quite varying flux ranges with the 2003 range exceeding
the 2008 range by one order of magnitude.
Figure 4.15 shows how modelled F114 depend on the Ap index for different L values
analogous to Figure 4.14a depicting F43 fluxes. In this case, however, fluxes do not
just saturate and reach a limiting flux level but show a decrease after passing a certain
Ap value. The red dashed line, for example, depicts fluxes on the 5.25 L shell. At first,
fluxes increase with increasing Ap until the index reaches a value of approximately 30.
For higher Ap values than 30, modelled fluxes start to decrease again, meaning that a
maximum flux level is reached for Ap 30. As this is a common value during both solar






















Figure 4.15: Logarithmic F114 flux dependent on Ap value.
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Figure 4.16: Number of days during each year with a daily Ap index > 40 from 1970 - 2016.
The black dotted line indicates the solar cycle and the grey area marks years considered in the
Ap model derivation.
maximum and solar minimum years, the maximum flux and flux range of the modelled
F114 flux are equal in all three investigated years. Whether this behaviour, in addition to
observed oscillations in the flux responses to changing Ap for higher energies, is adequate
for describing real flux behaviour, remains quite doubtful.
Multiple solar cycles
One of the advantages of the Ap model is that it provides electron fluxes for as long
into the past as the Ap index is available (∼ 1850 according to Matthes et al. (2017)).
The model itself, however, is only based on parts of solar cycle 23 and 24. As these
are relatively weak cycles compared to previous solar cycles, the evident dampening of
variability at times of high Ap index might impact the model’s performance considering
multiple solar cycles. The dampening effect appears for Ap values roughly larger than
40. This value is supported by the limit to flux response for the 5.25 L shell found from
Figure 4.14b.
Figure 4.16 shows the number of days in each year from 1970 to 2016 with a daily
Ap index > 40. These would be the days affected by dampened model sensitivity. The
black dotted line indicates the solar cycle. As menationed earlier, the Ap model is
based on MEPED electron data from 2002 to 2012. This time period is marked by the
grey area. As can be seen, only few days throughout the whole period 2002 - 2012 are
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associated with Ap values > 40. Previous solar cycles, however, exhibit a larger amount
of these days and are thus stronger affected by dampened short-term variability. Hence,
it should be noted that parameters like flux strength and variability are not adequately
represented by the Ap model in a long-term perspective.
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4.2.3 Spatial variability
While establishing how well the model is able to capture temporal variability on different
time scales, analyses was mainly focused on the E1 energy channel, a specific latitude
and zonally averaged data. Whether or not there exist differences in model performance
for different locations can be crucial with regard to judging the overall goodness of the
model. It is also extremely important to be aware of local effects if using modelled fluxes
at a specific height or location.
Energy impact in different altitudes
As explained earlier, electrons with higher energies will deposit their energies at lower
altitudes than electrons with lower energies. Typical altitudes for peak ionization by
electrons measured in the E1 channel (> 43 keV) range around 90 km as shown in Fig-
ure 2.12. The E2 channel, however, measures electrons with energies > 114 keV which
lead to peak ionization at approximately 70 km. Energy deposition in these two regions
will have different effects on atmospheric composition and dynamics. F43 fluxes (in-
tegral fluxes of electrons with energies > 43 keV) will impact the upper mesosphere,
i.e. the D-region, altering D-region chemistry. When running a model including D-region
parametrization, direct effects will be visible throughout the D-region and mesosphere.
Due to downward transport, upper atmosphere observations will consist of a superposi-
tion of direct high energy electron impacts and secondary effects originating from higher
altitudes. In order to separate the origins of superposed effects to understand dynamics
and direct impacts on chemistry, it is important to have reliable information on which
fluxes affect the different altitudes. In the Ap model, the F30 (> 30 keV) flux is fitted
directly to the Ap index, all other integral fluxes, however, have to be calculated via the
fitted spectral gradient. Assuming a given degree of uncertainty for the F30 flux, apply-
ing an estimated energy spectrum is likely to increase uncertainties for higher energy
fluxes. According to Table 4.3, the median ratio between modelled data and zero-mean
LC fluxes are higher in the E2 channel compared to the E1 channel. This means that
E2 fluxes in general are captured better by the model, on the other hand, the previously
named pitch angle diffusion might be stronger for electrons with higher energies. This
would then lead to a distortion of the energy spectrum. Low energy fluxes would be
underestimated by relying on 0◦ detector fluxes whereas higher energy fluxes apprar-
ently comply better with losscone fluxes. Using an underestimated E1 flux for fitting a
power law based on three data points (E1, E2 and E3) might result in a too flat energy
spectrum which is used to predict the energy deposition throughout the atmosphere.
Correlation coefficients for the E2/F114 fluxes are stated in Table 4.4 and do not differ
significantly from E1/F43 values. In some cases, however, there is a tendency towards
lower correlation which is probably related to Ap sensitivities and the general model
set-up, i.e. decreased sensitivity and even reduction of fluxes for high Ap.
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Latitudinal variations
Already from mere visible examination of Figure 4.13, different behaviour of modelled
fluxes in different latitude regions becomes obvious. The general flux level is captured
best for high latitudes with large gaps being visible in low latitudes. The flux response to
varying geomagnetic activity, however, tends to be overestimated in low latitudes while
it seems to be underestimated in high latitudes. In the L = 7.75 panels of Figure 4.13,
the modelled fluxes vary extremely little compared to variations visible in the LC flux
data. This feature is also visible in numbers stated in Table 4.4, where the correlation
decreases with increasing latitude in all three years and both energy channels. As both
the nan-median and the zero-mean dataset exhibit these degrees of variability, it can be
assumed to be an actual feature and not an artefact resulting from data processing.
MLT variations
The main drawback of the Ap model is that it provides zonally averaged electron fluxes.
When, however, taking into account electron drift directions and regions of increased
wave-particle interaction, different levels of electron fluxes are to be expected in dif-
ferent MLT sectors. During geomagnetic storms, particle injections into lower L shells
(a) MLTs 00 - 06. (b) MLTs 06 - 12.
(c) MLTs 12 - 18. (d) MLTs 18 - 24.
Figure 4.17: Comparison between the MEPED E1 LC fluxes in different MLT sectors based
on data from years 2003 - 2012.
Chapter 4. Results and Discussion 95
originate from the plasmasheet and are restricted to the night-side. While gyrating
around field lines and bouncing between the two hemispheres, protons will drift west-
wards around Earth while electrons have an eastward drift, i.e. from midnight towards
the morning sector. On their trajectory, wave activity increases, first in lower L shells
and with increasing MLT also in higher L shells refilling the losscone and securing elec-
tron precipitation. Due to day-night asymmetries of the magnetic field (compression on
the day-side, elongation on the night-side), particles on higher L shells are lost on the
day-side (noon). A considerable amount of electrons is either lost in the atmosphere
or drifted off on the day-side leading to lower ambient electron fluxes in the post-noon
and evening sectors. Although wave activity is present, the electron population dimin-
ishes, leading to lower precipitating fluxes in the evening and night sector. Therefore,
significantly lower fluxes are to be expected e.g. in the pre-midnight sector than in the
pre-noon sector.
In order to establish how large these differences are, the 10-year MEPED E1 LC data,
i.e. zero-mean daily fluxes, were binned according to the MLT value of their measurement
into four different MLT categories: 00 - 06, 06 - 12, 12 - 18 and 18 - 24. The effective
range of the fourth category end at 22 instead of 24 as no satellite covers MLTs 22 - 24.
(a) MLTs 00 - 06. (b) MLTs 06 - 12.
(c) MLTs 12 - 18. (d) MLTs 18 - 24.
Figure 4.18: Relative differences between MLT-separated fluxes and superposed-MLT fluxes
associated with Figure 4.17.
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Afterwards, data in each MLT sector was binned according to Ap and L shell and me-
dian fluxes in each bin were determined as done previously e.g. in Figure 4.11 or 4.12.
The results as shown in Figure 4.17 confirm suspicions of different flux levels in different
MLT sectors. The post-midnight/morning sector in Figure 4.17a shows high fluxes in
lower L shells as wave activity there is strongest and starts earlier. Electrons in higher
L shells have to drift further towards the day-side in order to experience wave-particle
interaction resulting in lower fluxes in regions of high L value. In the second MLT sector,
pitch angle diffusion is present in all investigated L shells. After crossing noon, particles
in the upper L shells are lost leading to the observed decrease in fluxes in Figure 4.17c.
Simultaneously, the general flux level decreases as less electrons are present. Thus, the
electron flux is minimal in the evening sector as shown in Figure 4.17d, where barely
any losscone electrons are present in high latitudes and also lower L shell fluxes are quite
low. The visible strong fluxes between Ap values of 70 and 80 are likely to result from
a distortion in the particle injection during high activity. Although injected particles
originate from the night-side plasmasphere, this does not mean that injections are neces-
sarily centred at midnight. Depending on field asymmetries in the y-direction, primary
particle injections can be pushed towards the evening sector. A good confirmation that
these high fluxes do not result from contaminating protons is that this feature persists
even after removing SPE data.
The relative deviations of each MLT sector with respect to the analogous superposed
MLT illustration in Figure 4.11b
Fluxspecific MLT − Fluxall MLT
Fluxspecific MLT
(4.7)
are shown in Figure 4.18. The relative difference is positive, when the flux in a specific
MLT exceeds the zonally averaged flux.
In the night/morning sector, high latitude fluxes are lower than the zonal average. Areas
corresponding to high Ap and low L shells exhibit higher fluxes. Electron flux levels are
generally higher in the pre-noon sector while zonally averaged fluxes exceed post-noon
and evening fluxes significantly in all L shells and Ap bins. As the relative differences
are given in absolute numbers, large parts of the MLT-separated plots deviate from their
zonally averaged counterpart by at least 100 %. Assuming averaged electron fluxes in
the noon to midnight sector will for example drastically overestimate electron fluxes.
Another issue is that satellite trajectories are not distributed evenly over all MLTs
but overlap in many cases. Fluxes of MLT sectors that contain more satellites than
others will thus get a larger weight during averaging. In addition, the model derivation
was based on MEPED measurements from 2002 until 2012. In the period 2002 - 2005,
however, only three quite evenly distributed satellites were available (NOAA 15 - 17).
With the launch of NOAA 18 in 2005 this number increased to four available satellites.
The trajectory of NOAA 18, however, largely coincides with the NOAA 16 trajectory in
the post-noon and post-midnight sector. This means that after the NOAA 19 launch,
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a heavier weight lay on small flux levels in high L shells and stronger flux levels during
high geomagnetic activity as the positive relative deviation in Figure 4.18a exceeds the
negative deviations in Figure 4.18c. With the launch of NOAA 19 in 2009 this tendency
became even stronger as its trajectory coincides with the NOAA 18 trajectory as well.
However, NOAA 16 had drifted significantly towards later MLTs somewhat damping
but not annihilating this effect.
Thus, the goodness of the modelled fluxes can be expected to vary strongly with the
investigated MLT sector and it is likely that they do not reflect proper zonal averages.
In this respect the model can easily be improved by introducing a weighing function
for data points originating from similar MLT sectors. In general, a model including an
MLT resolution would present a very beneficial tool.
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4.2.4 Model performance during different types of storms
As explained in Chapter 2, different types of geomagnetic storms exist and dominate
during different periods in the solar cycle. While CME-driven occur predominantly
during solar maximum, CIR-driven storms are more accentuated in the declining and
minimum phase. Due to their differing origins and onset mechanisms, CIR and CME
storms exhibit different characteristics in storm evolution, flux levels and magnetosphere
states. Whether the Ap model, being based on solely one geomagnetic index, is able
to capture the predominant storm behaviour for different types of storms will present a
core issue when judging its applicability.
CME storms
An example for a typical CME-driven storm is shown in Figure 4.19. Strong geomag-
netic perturbations lead to very high peak Ap values. The model (black line) which is
based on the Ap index indicates therefore a comparatively high flux level during the
CME which at peak storm times approaches nan-median and zero-mean daily LC fluxes
(blue and red lines) consistent with more isotropic pitch angle distributions. During
quiet conditions before and after the storm when the Ap is relatively low, the mod-
elled fluxes are pulled towards lower flux levels due to their increased sensitivity at low
Ap values. Although the correspondance between modelled and LC fluxes is improved
during peak storm time, model fluxes are still underestimating losscone fluxes by a fac-
tor of approximately three. Even an Ap value surpassing 100 on DOY 254 does not


















































Figure 4.19: F43 Ap model, nan-median and zero-mean fluxes during a CME storm in 2005
(DOY 248 - 268) on the L shells 5 - 5.5. Daily Ap values are illustrated on the right-hand y-axis.
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activate a significant increase in modelled fluxes, again underlining the central role of
Ap sensitivity. In contrast, both nan-median and zero-mean fluxes clearly react to this
large increase in Ap. Instead modelled fluxes saturate and the plateau-like flux level
becomes visible during peak storm times.
As CME occurrence is often related to SPEs, the model’s incapability of capturing el-
evated fluxes and their short-term variability during peak storm time will influence its
overall performance during SPEs. In fact, the storm shown in Figure 4.19 is one of the
stronger SPEs in the period 2003 - 2012 which was closely related to the arrival of an
ICME. Although later discussion will show that LC fluxes exhibit larger uncertainties
in connection with SPE proton contamination, both the zero-mean and the nan-median
flux can be seen as lower estimates of the actual electron flux.
Statements valid with regard to both SPE-related CME storms and non-SPE related
storms are that the same maximum flux level is reached for modelled fluxes indepen-
dently from storm strength. During weaker storms (measured in Ap roughly < 45 - 50)
modelled and LC flux levels seem to comply but whereas LC fluxes increase with in-
creasing Ap index, modelled fluxes are limited to their saturation level.
CIR storms
In contrast to CME-driven storms, CIR storms are characterized by significantly lower
geomagnetic perturbations and lower Ap values. When taking into account the non-
linear sensitivity of the model with respect to the Ap predictive values, an increased
















































Figure 4.20: F43 Ap model, nan-median and zero-mean fluxes during a CIR storm in 2008
(DOY 112 - 132) on the L shells 5 - 5.5. Daily Ap values are illustrated on the right-hand y-axis.
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sensitivity can be expected for CIR storms. Figure 4.20 illustrates F43 Ap model
fluxes (black line) and E1 nan-median and zero-mean LC fluxes (blue and red lines)
during a typical CIR-driven storm in 2008. As expected, the peak Ap value of approxi-
mately 27 is rather low, but as the Ap model is sensitive to Ap variations on this level,
modelled fluxes follow the rise in Ap on DOY 114. Differences in peak flux levels be-
tween the Ap model and MEPED LC measurements persist but are expected due to the
likely underestimation of losscone fluxes by the 0◦ detector. One issue occurring during
CIR-driven storms which is visible in Figure 4.20, are quite elevated fluxes during the
recovery phase although the Ap index has already restored itself to quiet time values.
Bound to the Ap index, the modelled fluxes are drawn towards lower electron fluxes
whereas both nan-median and zero-mean fluxes stay on higher flux levels and exhibit a
slower decrease.
As this is difficult to observe in Figure 4.20 due to the logarithmic y-axis scale, a short
evaluation routine was implemented which sorts out geomagnetic storms based on vari-
ations of the Ap index and examines the corresponding storm length of the elevated
fluxes. Only storms which were preceded by a 2-day long quiet period were considered.
The start and end of a storm were defined by the times fluxes dropped below values one
order of magnitude lower than the storm peak fluxes (after removing flux base-lines).
This routine worked well in terms of picking out and examining single storms in 2005
and 2008. The year 2003 was, however, marked by very elevated geomagnetic activity,
eliminating most storms as they did not exhibit a quiet period in advance.
Applying the routine to Ap model and zero-mean LC fluxes in 2008 (nan-mean fluxes
exhibit data gaps during quiet times and do not qualify) yields in total 18 identified
storms one of which is the one depicted in Figure 4.20. According to the previously ex-
plained definition of storm length, LC fluxes imply a four day longer storm length than
modelled fluxes in this case. As this corresponds to a 114 % longer period of elevated
flux levels, significant differences in the overall energy input by EEP are to be expected.
Indeed, LC fluxes suggest a 50 % longer storm time when averaging all 18 identified
storms in 2008. For the L shell 5 - 5.5, eleven storms could be identified in 2005, yield-
ing on average a 34 % longer storm time for LC fluxes than for modelled fluxes. It seems
as if the increased Ap sensitivity forces modelled fluxes towards lower levels resulting in
an underestimation of the integrated energy impact during the heavy tail CIR recovery
phase. The effect is less present in the Dst-based model as the Dst index has longer
recovery phases than the Ap index but the associated Dst model flux dataset contains
many gaps due to positive Dst values in 2008. This behaviour is especially intriguing
as this underestimation of EEP impact arises during the declining and minimum phase
in the solar cycle, periods in which electron precipitation is of utter importance as it
presents the dominant particle input into the atmosphere.
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4.2.5 Discussion of model performances
As suggested by previous analyses, the presented Ap model which will be implemented as
EEP parametrization in CMIP6 exhibits a number of issues which ought to be addressed.
• A difference in basic flux strength arises from utilizing 0◦ detector electron fluxes
instead of actual losscone fluxes. This could be accounted for by modelling electron
fluxes based on losscone fluxes instead of 0◦ detector measurements.
• The degree to which the model is able to reproduce general flux levels and short-
term variabilities is very dependent on the chosen phase of the solar cycle.
• Flux levels are in all cases underestimated, but correlations between modelled
datasets and LC flux datasets are generally high. The model succeeds in capturing
short-term variations of E1/F43 fluxes, the range of the variability, however, are
often underestimated. This might as well partly stem from the assumption of
equivalent 0◦ detector and LC fluxes, as its precision varies with different L shells
and energies.
• Answering how well the model works for higher energy fluxes is a difficult matter.
Fluxes tend to be more evenly distributed in terms of longitude but the correlation
between high energy fluxes and geomagnetic indices generally decreases. Trying
to predict these fluxes using geomagnetic indices might therefore prove difficult.
In addition, fluxes of energies higher than 30 keV have to be calculated using a
modelled power law spectrum. Whether or not energy spectra always correspond
to power laws, however, is still somewhat unclear and some studies also consider
exponential spectra (Ødegaard et al., 2017), leaving the applicability of the power
law gradient somewhat uncertain. The low range variability found in Table 4.3
and the saturation level found for low Ap values in Figure 4.15 suggest that there
is room for improvements at higher energies.
• Taking zonally averaged fluxes as a basis might introduce a bias towards MLT re-
gions with more traversing satellites and different (F43) fluxes have to be expected
in different MLT sectors. This issue can be eliminated by introducing a weighing
function or modelling different MLT regions separately.
• A different issue are cases where the model struggles to reproduce storm features
due to the incapability of the Ap index which it is based on and its non-linear
Ap sensitivity. Clear examples are peak flux times during CME-driven storms
where the Ap model fails to reproduce elevated flux levels and flux variability or
typically heavy storm tails during the recovery phase of CIR-driven storms. Adapt-
ing the Ap sensitivity could improve model performances during CME storms
by compensating for the lack of variability at high Ap levels as well as during
CIR storms. It is also possible to add a longer Ap memory to the model in or-
der to increase fluxes in CIR storm tails. Due to its longer recovery phase, the
Dst index presents a better means of capturing CIR storm tails, and issues with
data gaps during positive Dst index could be eliminated by using the pressure
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corrected Dst∗ (Equation 2.3). This would, however, restrict the dataset to years
after ∼ 1960.
• The decreased Ap sensitivity for Ap levels above approximately 40 might also
question the model’s applicability to previous solar cycles which were associated
to generally higher Ap values throughout the entire cycle.
• In addition, contaminating proton fluxes were not corrected for detector degrada-
tion which would not be complicated to implement.
Given that the Ap-based parametrization is the first model to attempt ascribing electron
fluxes to Ap (and Dst) values, its overall performance can be considered successful.
It shows great potential with regard to improvements of temporal and longitudinal
resolutions if some of its cavities are addressed. Its major advantage compared to satellite
measurements is its very long time-span as the Ap index can be reconstructed until
1850 (Matthes et al., 2017), whereas satellite measurements cover merely the past four
decades.
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4.3 Applicability of POES/MEPED LC electron fluxes dur-
ing SPEs
One of the main reasons why implementing a proxy-based parametrization as input
for EEP in models might be preferable is the presumed unreliability of POES/MEPED
fluxes during SPEs. Increased contamination of the electron detectors by medium energy
protons presents a difficult issue that leaves corrected electron data unreliable and leads
to data gaps and uncertainties. A basic assumption when using a parametrization like
the Ap model instead of actual real-time flux data is that SPE electron fluxes behave
identically to regular storm electrons. The Ap index, however, reflects the geomagnetic
activity on a planetary scale. If increased SPE impact on the magnetosphere and the
polar cap accounts for large parts of the Ap increase, electron fluxes might be effectively
lower during SPEs when compared to a regular geomagnetic storm or sub-storm with
identical Ap. In this section, the applicability of the POES/MEPED LC dataset during
SPEs will be judged. The implementation of the new criterion for sorting out unreliable
data points after correction for contaminating protons should improve the dataset’s
coverage and quality.
4.3.1 POES/MEPED LC data coverage during SPEs
During the investigated time period of 2003 - 2012, six strong SPEs occurred as stated
in Table 4.5. The Halloween event, SPE1, has been mentioned before and SPE3
during September 2005 was shown in Figure 4.19. Two other SPEs took place in
January 2005 (SPE2) and December 2006 (SPE4) and two strong SPEs occurred in
2012 (SPE5 and SPE6). The dates of the six SPEs’ maximum strength as well as their
overall strength are listed in Table 4.5 as well. As can be seen, the Halloween event
is by far the strongest event in the examined time period followed by the two SPEs in
2012. During SPE5, NOAA 15 data was not available on DOY 24 and 25 and there is




Strength (pfu) mean Ap mean Kp
SPE1 302 in 2003 29500 170 6.86
SPE2 17 in 2005 5040 67 5.39
SPE3 254 in 2005 1880 73 5.50
SPE4 341 in 2006 1980 19 3.07
SPE5 24 in 2012 6310 14 2.59
SPE6 68 in 2012 6539 44 4.00
Table 4.5: List of investigated SPEs and their characteristics (maximum, strength, mean Ap,
mean Kp).
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Four-day mean rejection rates during SPEs
In order to obtain first information on the degree of data rejection during the six SPEs, 4-
day mean rejection rates were determined for different latitudes and longitudes. The four
days cover one day prior to SPE maximum until two days after maximum strength. Data
from these periods was binned according to CGM latitude (0.5◦ bin width) and longitude
(7.5◦ width) for each of the six SPEs. In each bin, data rejection rates were calculated
and plotted on azimuthal projections of the NH as shown in Figure 4.21. Yellow regions
represent high degrees of data rejection whereas in blue areas most electron flux data
points are considered reliable (analogous to e.g. Figure 4.9). The six SPEs exhibit in
general similar patterns with higher rejection rates in low latitudes as electron fluxes
are low in these regions. All six SPEs show a blue band where rejection rates are below
10 %. This band, however, is slightly weaker in the evening sector compared to the
day-side. Also, the Halloween event seems to have generally higher rejection rates than
the other, weaker SPEs. At high latitudes, yellow colours dominate as proton fluxes
become increasingly strong towards the polar cap. In magnetic latitudes above 75◦, the
determination of LC fluxes is not possible, leaving the polar cap yellow. Differences
in satellite coverage are visible when comparing the first four SPEs with the two 2012
events. Whereas NOAA 17 covers the pre-midnight sector in earlier years, a large gap
spanning MLTs 19 - 01 is visible for 2012. Based on Figure 4.21, it seems as if rejection
rates were generally low in the auroral zone, but analysing 4-day mean values might
be a crude approximation. In order to get a better grasp on data coverage during the
different SPEs, the varying auroral oval position should be taken into consideration and
shorter time periods should be investigated.
Six-hour rejection rate timelines and associated auroral oval position
Geomagnetic activity is known to vary in shorter time scales than four days and satellite
coverage might change throughout one SPE. In addition, it is important to gain intel-
ligence on data coverage specifically in the auroral oval, where electron fluxes are high.
For this purpose, the Kp parametrization for the auroral oval position (Section 3.5)
yields an estimate for the location of high electron fluxes which are the actual subject of
interest. If, for instance, rejection rates are high outside of the auroral oval, little harm
is done.
For inter-comparison between rejection rates and the current auroral oval positions, 6-
hour mean Kp values are used to assign each 6-hour interval to a Kp category. Based
on the Kp parametrization, NH azimuthal plots of the auroral intensity relative to its
meridional peak intensity, similar to Figure 3.8, are obtained. The relative auroral in-
tensity is colour-coded with yellow standing for high electron fluxes and blue regions
presenting low fluxes. In order to get a direct comparison, data rejection rates originat-
ing from NOAA 15, 16 and 17 are overlaid in the satellites’ trajectories. Like before,
blue stands for low rejection rates and yellow for high data rejection. This is done for
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Figure 4.21: NH azimuthal projections of the 4-day mean LC flux rejection rate (in percent)
during the six investigated SPEs. The CGM latitudinal and longitudinal resolutions are 0.5◦
and 7.5◦, respectively.
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(a) DOY 302 - 304 in 2003.
(b) DOY 17 - 19 in 2005.
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(c) DOY 254 - 256 in 2003.
(d) DOY 341 - 343 in 2005.
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(e) DOY 24 - 26 in 2012.
(f) DOY 68 - 70 in 2012.
Figure 4.22: Time-line through the six SPEs showing the estimated auroral oval position
overlaid by the LC flux rejection rate on the satellites’ trajectories with a temporal resolution of
6 hours, a longitudinal bin width of 7.5◦ and a latitudinal resolution of 0.5 and 1◦ for the auroral
oval position and rejection rate, respectively. A time period of three days after SPE onset is
covered.
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6-hour intervals starting on the day of maximum SPE strength covering in total three
days. The resulting timelines for each of the six SPEs are shown in Figure 4.22. The
Kp parametrization is shown with a CGM latitudinal and longitudinal resolution of 0.5
and 7.5◦, respectively. For rejection rates, the latitudinal resolution was increased to 1◦.
White-coloured bins mark locations the satellites did not pass or at which no measure-
ments were taken.
Ideally, data rejection should be low in areas of high auroral intensities. The wanted
configuration in Figure 4.22 is therefore blue rejection rates on yellow auroral intensity.
When examining the six timelines, large spread of data is visible where satellites cross
different MLTs. Although 6-hour intervals and 1◦ latitudinal resolution were chosen,
many white bins appear where no measurements are available. This results partly from
taking 32-second averages during data processing to eliminate statistical fluctuations.
As expected, rejection rates are quite high in lower latitudes but as the auroral oval is
located north of these regions, no significant electron data is lost. Investigating rejection
rates in the auroral oval, large variability between satellites and time intervals is visible.
Satellites located in the evening sector seem to struggle more with large rejection rates
compared to satellites in the morning sector due to high abundances of contaminating
protons and lower electron fluxes. The morning sector, however, exhibits blue patches
in the lower half of the auroral oval also during strong disturbances, whereas rejection
rates rise with increasing latitudes.
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Meridional rejection rate profiles for different satellites
The question how data rejection rates from different satellites, i.e. different locations,
vary with latitude and Kp index is central to answering whether POES/MEPED electron
fluxes can entirely or at least partly be considered usable during SPEs. Concerns are
justified for evening or day-side measurements where contamination by protons is likely
to be relatively high compared to the electron flux strength, but measurements from the
morning sector might show potential as electron fluxes peak in these MLTs. Figure 4.23
shows meridional rejection rate profiles for pre-noon NOAA 15, post-midnight NOAA 16
and pre-midnight NOAA 17 data in the 3-hour Kp category 5. This corresponds to
Kp values ranging from 6.0 to 8.0 which classifies as strong disturbances. Accordingly,
the auroral intensity profile is located quite close to the equator. Note that due to the
fact that NOAA 15, 16 and 17 pass different MLT sectors, the chosen auroral profile
is estimated as the average of the single MLT profiles. Data from all six SPEs was
superposed in order to increase data coverage in each latitude. This means that data
originating from all six SPEs - considering a 3-day interval beginning with the SPE
maximum day - was used. Whenever a 3-hour Kp value fell into one of the categories,
the available satellite data was considered.
As can be seen, NOAA 17 rejection rates are equally high over the whole auroral oval

























































NOAA 15 - pre-noon
NOAA 16 - post-midnight
NOAA 17 - pre-midnight
Figure 4.23: Kp category 5 rejection rates (3-hour mean) binned into 1◦ latitudinal bins
and averaged. This is done for NOAA 15 pre-noon, NOAA 16 post-midnight and NOAA 17
pre-midnight data and shown together with the estimated auroral oval intensity from the
Kp parametrization.
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and beyond ranging at approximately 80 % in the centre of the profile. They drop at
roughly 53◦ geomagnetic latitude just to rise again for lower latitudes and lower electron
fluxes. NOAA 15 and 16 rejection rates, however, look acceptable being less than 10
and 30 %, respectively, in the equatorward half of the auroral oval despite the strong
geomagnetic disturbance. As expected, rejection rates rise for higher latitudes where
solar protons are able to penetrate open and closed field lines. Figures similar to the
one shown in Figure 4.23 can be found in Appendix F for all six Kp categories. As
can be seen there, NOAA 15 and 16 rejection rates in the auroral oval are relatively
high during weak disturbances but their performance improves for higher Kp values
and categories because the increase in Kp index is likely accompanied by rising electron
fluxes. NOAA 17 datasets on the other hand seem to struggle with high rejection
rates regardless of CGM latitude or Kp level. Whereas pre-noon NOAA 15 and post-
midnight NOAA 16 rejection rates fall below 50 % for large portions of the auroral oval,
pre-midnight NOAA 17 rejection rates barely reach values below 50 %.
Integrated rejection rates in the equatorward half of the auroral oval
One could argue that analysing the six SPEs simultaneously might distort the picture
as all six events differ somewhat with regard to strength, year and Kp range. As a
way of treating the investigated SPEs separately in a synoptic way, equatorward half
auroral oval rejection rates and their evolution throughout the storms were examined.
The equatorward half of the auroral oval was defined to range from the intensity peak
to the equatorward position were the relative intensity dropped below 0.1. Afterwards,
rejection rates in 3-hour intervals were integrated over the equatorward half of the
current auroral oval position. This was done separately for pre-noon NOAA 15, post-
midnight NOAA 16 and pre-midnight NOAA 17 data covering in total 24 three-hour
time intervals per SPE, i.e. three days including the day of maximum strength. In
addition, one treatment examined the equatorward half rejection rate of data from all
available satellites. Then it was checked for how long the rejection rate stayed below
SPE
RR < 30 % RR < 50 % RR < 70 %
N15 N16 N17 all N15 N16 N17 all N15 N16 N17 all
SPE1 0.17 0.08 0.00 0.04 0.25 0.21 0.08 0.21 0.50 0.50 0.17 0.42
SPE2 0.46 0.33 0.13 0.25 0.71 0.54 0.33 0.58 0.96 0.79 0.67 0.83
SPE3 0.17 0.13 0.04 0.04 0.58 0.25 0.21 0.21 0.75 0.83 0.42 0.67
SPE4 0.63 0.08 0.17 0.21 0.96 0.54 0.29 0.75 1.00 0.83 0.88 1.00
SPE5 0.00 0.00 0.00 0.00 0.17 0.00 0.04 0.08 0.33 0.21 0.17 0.67
SPE6 0.25 0.04 0.04 0.04 0.50 0.08 0.08 0.33 0.75 0.42 0.21 0.71
Table 4.6: Absolute fraction of time during the central three days of SPEs 1 - 6 when inte-
grated rejection rates in the equatorward half of the auroral oval were below 30, 50 and 70 %,
respectively. Fractions were determined for post-midnight NOAA 15, pre-noon NOAA 16, pre-
midnight NOAA 17 and a superposition of all available data.
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30, 50 and 70 %, respectively. The resulting fractions with respect to total investigated
time, i.e. three days, are stated in Table 4.6.
• During the Halloween event, for example, the equatorward half rejection rate of
pre-noon NOAA 15 data stayed below 30 % for 17 % of the time. Considering
data from all available satellites (NOAA 15 - 17) in all MLTs, this was the case
only 4 % of the time. When asking for the rejection rate to stay below 50 %,
pre-noon NOAA 15 data meets this demand 25 % of the time during SPE1. In
general, post-midnight NOAA 16 rejection rates do not reach equally low levels
as NOAA 15 rates. However, rejection rates from both satellites stay below 70 %
throughout half the event.
• Numbers look entirely different for SPE2 while the general trend - NOAA 15
being most promising while pre-midnight NOAA 17 being the satellite struggling
most with high rejection rates - is preserved. Pre-noon NOAA 15 rejection rates
stay below 30 % alomost during half of the investigated event.
• SPE3 rejection rates look quite similar to numbers describing SPE1. Rejection
rates are barely below 30 % for any of the three satellites but pre-noon NOAA 15
rejection rates are below 50 % throughout half of the event. In contrast to SPE2,
where rejection rates based on all available data seemed promising, these numbers
look worse for SPE3 (now NOAA 15 - 18). During 80 % of the investigated time,
global rejetion rates were higher than 50 %.
• SPE4 was one of the weaker SPEs regarding proton flux strength compared to the
other five examined events while also being accompanied by quite low geomagnetic
indices. As this would suggest low geomagnetic activity and electron fluxes, high
rejection rates could be the consequence. Values shown in Table 4.6, however, show
that pre-noon NOAA 15 rejection rates are below 30 % for 63 % of the time and
below 50 % almost throughout the whole event. Whereas post-midnight NOAA 16
rejection rates do not fall below 30 % much, they lie below 50 % throughout the
better part of the event. Pre-midnight NOAA 17 seems to struggle as seen in other
events, reaching rejection rates below 50 % only one third of the time.
• When interpreting numbers referring to SPE5, it is important to keep in mind
that NOAA 15 exhibits a data gap covering DOY 24 and 25. Thus, pre-noon
NOAA 15 rejection rates stated in Table 4.6 are forced to higher values. None
of the satellites measured a 3-hour interval in which the rejection rate fell below
30 % and rejection rates were barely below 50 % either. While rejection rates
stayed below 70 % one third of the time for pre-noon NOAA 15 and roughly one
fifth of the time for post-midnight NOAA 16 and pre-midnight NOAA 17, global
rejection rates seem more promising. Although these rejection rates stay below
70 % for 67 % of the time, they barely fall below 50 % at all. Keep in mind
that the NOAA 15 value for rejection rates below 70 % of 0.33 means that all
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3-hour intervals for which measurements were available fall into this category (as
data is not available 67 % of the time).
• Although comparably strong as SPE5, SPE6 is related to better numbers for pre-
noon NOAA 15 which measures with rejection rates below 50 % half of the event.
Post-midnight NOAA 16 rejection rates, however, barely fall below 50 % at all.
As suggest earlier, Table 4.6 demonstrates the widely differing performance of different
satellites in different SPEs. There seems to be a number of local effects which can lead
to lower rejection rates in one satellite’s path (confined to a certain MLT sector) while
rejection intensifies in other regions.
Comparison between global LC and Ap model fluxes at 61◦ CGM latitude
The results shown in Table 4.6 indicate that the use of MEPED/POES electron fluxes
during SPEs should be performed with caution. If data is predominantly rejected,
investigated time intervals might contain only few actual measurements which might
not be representative for the average flux level. One would therefore prefer to keep
analyses to regions with increased abundance of reliable data such as middle latitudes,
i.e. the equatorward part of the auroral oval, ideally avoiding the use of evening sector
fluxes.
A different way of securing the reliability of measured fluxes is to evaluate the zero-mean
and nan-median fluxes simultaneously. As rejected values are replaced by zero in one
and ignored by the other, their impact can be considered small whenever the two lines
comply. The inverse conclusion, that a difference between zero-mean and nan-median
fluxes implies high rejection rates, however, is not true because differences can also
result from low electron measurements in the 0◦ detector leading to a replacement of
associated LC fluxes by zero.
An attempt was made to compare global LC electron fluxes to the Ap model fluxes. As
the Ap model only yields zonal averaged fluxes, the LC dataset should not be restricted
to fluxes from a certain MLT sector. Comparing modelled fluxes to only a selection
of satellites and MLTs would imply a systematic bias towards e.g. higher LC fluxes
and bigger differences between model and measurement, in the morning-noon sector (as
discussed in Section 4.2.3).
Figure 4.24 shows the temporal evolution of modelled as well as zonally averaged nan-
median and zero-mean LC fluxes in the 4 - 4.5 L shell throughout the six investigated
SPEs. A 9-day period is covered in each plot, starting three days in advance of the
SPE maximum and ending five days after maximum intensity. The LC dataset consist of
all available data during the respective SPE not excluding any satellites or MLT sectors.
The right y-axis and orange line indicate the rejection rate associated to the chosen
L shells. The analysis was limited to low L shells (4 - 4.5), i.e. latitudes, as rejection
rates and data coverage are more fortunate in these regions when compared to higher
latitudes. Modelled fluxes are provided on a daily basis whereas LC fluxes were chosen
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Figure 4.24: Timelines showing the Ap model and corrected zonal mean POES E1 LC fluxes
during the four investigated SPEs in the L shell bin 4 - 4.5. The 3-hour averaged data rejection
rate is depicted by the dashed line.
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as 3-hour median and mean fluxes, respectively. Gaps in the nan-median LC flux occur
in connection with incidents when the rejection rate approaches 100 % or whenever
0◦ fluxes qualify as noise. Comparing the six events, only SPE1 (Halloween event)
exhibits extended periods of elevated rejection rates. For SPE2, SPE3, SPE5 and SPE6,
rejection rates stay below 50 % for the better part of the main phase and rejection rates
during SPE4 do not even reach 50 %. This indicates that the chosen latitudes are
quite beneficial for examination as they are related to generally low rejection rates.
As suggested by Table 4.6, rejection rates increase immediately when also taking into
account higher latitudes up to the location of maximum auroral intensity.
The previously mentioned data gap in 2012 covering DOY 60 - 67 is visible in the lowest
panel in Figure 4.24. SPE2, which took place during January 2005, was succeeded by a
number of additional SPEs later that month, one of which is visible in increased rejection
rates starting DOY 22.
Apart from deviations associated with the general underestimation of quiet time fluxes
previous to the initial phases of SPE1, SPE2 and SPE3, LC flux levels during the
associated main phases are captured well by the modelled fluxes. In the SPE6 main
phase, modelled and LC flux levels comply as well. Short-term variability which is visible
in both nan-median and zero-mean LC data, is however not reproduced by modelled
fluxes which seem to saturate. During SPE4 and SPE5, which were weak events based on
geomagnetic activity, a systematic difference between modelled and LC fluxes persists.
In these cases Ap model fluxes lie at least one order of magnitude below both nan-
median and zero-mean LC fluxes which is related to the low Ap index associated with
SPE4 and SPE5.
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4.3.2 Comparison of electron fluxes during SPEs and regular storms
Having learnt about limitations to the application of LC fluxes during SPEs, the ques-
tion remains whether electron fluxes during SPEs are of equal strength compared to
electron fluxes during regular storms defined by the same level of geomagnetic activ-
ity. In order to minimize the effect of contaminating protons, only low L shell (5 - 5.5)
and morning MLT (00 - 09) LC data was used during analysis. For each SPE, the 3-
day mean Ap and Kp index were calculated (including the day of maximum strength
until two days afterwards). The resulting values are listed in Table 4.5 along with other
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Figure 4.25: Comparison of E1 fluxes on L shells 5 - 5.25 during SPE2 - SPE6 with periods
that were defined by equal 3-day running means. Six-hour and 3-hour SPE fluxes are shown
(red and blue lines, respectively) on top of a grey background depicting regular storm variation.
The dotted black line indicates the regular storm mean flux. Six-hour data rejection rate for the
SPE data is shown as the orange dashed line.
characteristics. As mentioned earlier, SPE4 and SPE5 are by far the weakest events
with regard to geomagnetic activity.
In order to assess if SPE electron flux levels are comparable to regular storm flux levels
where the examined storms are defined by similar geomagnetic index values, 3-day run-
ning mean Ap and Kp values were determined for the period 2003 - 2012. A storm was
considered regular as long as it was not listed as an SPE and 3-day periods were defined
as similar to one of the six SPEs whenever their 3-day running means lay within a 10 %
interval around the SPE’s mean Ap or a 20 % interval around its mean Kp. Due to
very high mean Ap and mean Kp values, no such events could be found for SPE1. The
mean Ap value associated with SPE1 lies at 170 which is more than twice as high as the
second largest mean Ap of 73 (SPE3). In fact, no non-SPE related 3-day period yielded
an Ap value > 100 during the available 10-year time period.
However, the chosen regulations yielded six comparable 3-day intervals for SPE2, four
for SPE3, 198 for SPE4, 309 for SPE5 and 55 for SPE6. As SPE4 and SPE5 were also
defined by the lowest mean Ap and Kp, naturally more time periods qualified as com-
parable than for the other SPEs. Having found a list of comparable storms for SPE2 -
SPE6, the 3-day intervals whose running mean index qualified them were separated
into 24 three-hour intervals. For each interval, the mean flux was calculated. In order
to obtain a boundary which reflects the spread of non-SPE related fluxes within each
3-hour interval, the maximum and non-zero minimum fluxes were chosen. Figure 4.25
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contains similar timelines for each investigated SPE (2 - 6). The 3-hour zero-mean
LC flux during the three central days of the SPE is indicated by the red line. Since it
can contain gaps, i.e. zero fluxes, when rejection rates are high or electron fluxes are
considered below the noise level, the 6-hour zero-mean LC flux is depicted as the blue
dashed line as well. The underlying grey area marks the variability of the determined
comparable regular storms. Their 3-hour mean flux is shown as the dotted black line
and the grey area spans from the maximum flux to the non-zero minimum flux in each
time interval. Of course, the considered regular storm fluxes were restricted to the same
local region as the examined SPE fluxes. The data rejection rate associated with the
chosen satellite data (L shells 5 - 5.5 and MLTs 00 - 09) is indicated by the orange line
(right y-axis).
As can be seen, rejection rates can be considered rather manageable during all SPE
central phases. 3-hour SPE fluxes are visibly smoothed by also taking into account
6-hour mean fluxes and data gaps are successfully filled. For all five SPEs the shown
LC fluxes lie well within the upper and lower boundary of the grey area indicating regu-
lar storm behaviour. According to the LC data considered in this comparison, electron
fluxes related to SPEs are not provably lower than flux levels during comparably strong
storms. There are some cases where SPE flux peaks exceed the upper grey boundary
which might be due to strong but distinct particle injections during the SPEs whose
effect is averaged out by considering 3-day running mean activity.
Investigating fluxes at L shells 4 - 4.5 yields the same results, whereas considering
L shells 7.5 - 8 proves difficult due to appearances of data gaps even for the 6-hour mean
fluxes during SPE2. In the other cases, SPE LC electron fluxes lie well within the reg-
ular storm borders in these latitudes, as well. Data coverage is also very good when
increasing the energy of the investigated electrons to E2 channel levels. Also for the
E2 channel, SPE fluxes comply nicely to regular storm fluxes in low L shells (4 - 5.5)
but exhibit too many data gaps in order to interpret flux levels in higher latitudes.
Thus, from the current analysis no evidence exists for SPE electron fluxes to be sig-
nificantly lower than flux levels during regular storms with comparable geomagnetic
indices. The very basic assumption upon which the Ap model and proxy-based electron
flux models in general are based can therefore not be disproved. With regard to the
usage of POES/MEPED fluxes during SPEs, contamination of electron fluxes by mea-
sured protons presents a serious restriction and should be handled with caution. If used
at all, analysis should be restricted to regions of low contamination, i.e. low latitudes




This project’s first objective was to find a way to improve the POES/MEPED dataset
containing losscone electron fluxes by introducing a statistically based criterion for reli-
ability of corrected electron data. The formerly used empirical criterion turned out to
treat high flux data too strictly, rejecting statistically significant data. Data availability
could indeed be improved by implementing a new criterion with an asymptotic confi-
dence level of 8.5 %, but general limits to data coverage are set by other requirements
and statistical uncertainties in periods of high proton fluxes. Nonetheless, LC flux avail-
ability during the strong Halloween SPE in 2003 (DOY 302 - 304) could be increased
by up to 28 percentage points for NOAA 15.
In the study’s second part, the obtained MEPED LC dataset was applied for inter-
comparison with the EEP flux parametrization proposed for CMIP6. The modelled L
shell dependent fluxes are solely predicted by the daily Ap index. Comparison with the
LC dataset was focused on the general flux strength and the model’s ability to repro-
duce both spatial and temporal variability on different scales. In conclusion, modelled
fluxes exhibit a significantly lower flux level which is likely caused by the fact that the
model is based on data from the MEPED 0◦ detector instead of losscone fluxes. As the
0◦ detector usually underestimates the actual losscone flux, this result is not entirely
surprising.
Day-to-day variability in electron fluxes are well captured by the Ap model which man-
ifests itself in good correlation coefficients. There seems, however, to be varying per-
formance on a decadal basis with better flux levels but poorer variability during solar
maximum and vice versa. Better resemblance of flux levels is owed to higher predicitive
Ap values but as the model’s sensitivity regarding changes in Ap decreases with increas-
ing Ap and flux, it provides poorer fits concerning short-term variability. In addition,
flux levels are captured better at higher latitudes, but short-term variability seems to
be dampened.
One significant drawback of the model is that it does not contain any resolution in
the longitudinal direction since it yields zonally averaged fluxes. Inter-comparison of
LC data from different MLT sectors, however, clearly indicates the necessity of differ-
entiating between fluxes in different MLTs. Evening fluxes are significantly lower on a
general basis while local differences occur on the morning and day-side.
In addition, LC and modelled fluxes were compared regarding different types of storms.
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During CME-driven storms, the Ap model struggles with capturing elevated flux levels
in magnetic latitudes poleward of 64◦ where flux underestimations of half an order of
magnitude are common. In addition, modelled fluxes saturate for the high Ap values as-
sociated with CME-driven storms forming plateau-like features during peak storm time
and failing to reproduce short-term variability seen in losscone data. During CIR-driven
storms, which are dominating in the declining and minimum phase of the solar cycle,
the two dataset yield different storm lengths leading to an underestimation of model
storm times by 50 % in 2008.
Eventually, the LC dataset’s applicability during six SPEs was investigated. The risk
of proton contamination is high during these events making the use of electron data
a troublesome venture. Although the introduction of the new proton contamination
criterion improved data coverage severely, large data gaps persist in certain MLTs and
latitudes. The extent of data rejection in the vicinity of the auroral oval was examined
by matching local data rejection rates to an estimated auroral oval position provided by
a Kp-based model. As a result, evening and night-time electron rejection rates are high
over the entire oval width, while post-midnight and pre-noon coverage is satisfying at
least in the equator-ward half of the auroral oval. Data from corresponding MLTs and
latitudes ranging between 61 and 64◦ was chosen in order to compare SPE electron flux
behaviour to regular storm fluxes with similar accompanying geomagnetic indices. As
the CMIP6 EEP parametrization relies on the assumption that the Ap index has the
same predictive power for SPE and regular storm electron fluxes, studies supporting this
assumption are vital. Indeed, based on the POES/MEPED LC fluxes investigated in
this work, no significant differences could be established. Atmospheric impacts of SPE
electrons should therefore be comparable to effects during regular storms. Although
POES/MEPED electron data should be handled with care during SPEs and in regions
of high proton fluxes, it is suitable for use in certain experiments. Due to high data
rejection, in particular in high latitudes and the evening sector, it is adviced to restrict
the application of this dataset to local regions, for example low latitudes or the morning
sector. The evident issues with MEPED data on a global scale underline the necessity
and importance of alternative approaches basing electron fluxes on proxies, such as e.g.
an Ap model.
As mentioned in Chapter 4, the Ap model could easily be improved by using the
LC dataset instead of data from the MEPED 0◦ detector. This would probably ac-
count for the evident differences in flux level and might counteract tendencies related
to latitudinal, spectral and decadal variability. The evident issues with capturing CIR-
storm lengths could be accounted for by introducing an Ap memory. It would also be
important to test the differences in atmospheric ionization rates the two datasets evoke.
Ionization does not necessarily exhibit a linear relation to flux strengths so that dif-
ferences in flux levels might not be reflected by equally strong differences in ionization
rates.
In addition, a model based on the pressure corrected Dst∗ (Equation 2.3) could account
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for issues which the current models exhibit during CIR-related storms.
The dataset upon which the Ap model is based consists of modified MEPED 0◦ fluxes
from both hemispheres. The LC dataset used for comparison, however, containes only
NH data. It would be instructive to check whether differences exist between the two
hemispheres regarding latitudinal and spectral variability.
As the Ap model will be widely utilized via CMIP6, it is important to spread the results
obtained from comparison with losscone fluxes. Researchers using EEP input in CMIP6
should be aware of potential biases due to local effects when studying the impact of EEP
on the atmosphere and climate. Also results concerning the applicability of MEPED
electron fluxes during SPEs are to be shared publicly as this is a topic which has been
heavily debated throughout the past. The present study, however, is the first to put
numbers on reliable data coverage in different polar regions. Data availability might
still be improved in the lowest energy channel by allowing E1 data points to be kept
although E2 and E3 fluxes identify as noise. Issues related to the calculation of losscone
fluxes based on 0◦ and 90◦ measurements can lead to additional data rejection but can
be accounted for by adapting the analysis routine, e.g. to differences in losscone width.
In conclusion, the MEPED LC dataset was successfully improved and used in order to
identify drawbacks in the Ap model. The question as to whether MEPED data can
be used during SPEs was answered and restrictions on the application of the dataset
were proposed. Future work based on the obtained results will focus on the further im-
provement of data coverage, hopefully softening restrictions during SPEs, and spreading
these results within the scientific community in order to suggest ways of improving the






CCM Chemistry Climate Model
CGM Corrected GeoMagnetic
CH Coronal Hole
CIR Corotating Interaction Region
CME Coronal Mass Ejection
DOY Day Of Year
EPP Energetic Particle Precipitation
EUMETSAT European Organisation for the Exploitation of Meteorological Satellites
fu f lux units
FUV Far Ultraviolet
GCR Galactic Cosmic Rays
GUVI Global Ultraviolet Imager
HCSPS Heliospheric Current Sheat Plasma Sheet
HILDCAA High-Intensity Long-Duration Continuous AE Activity
HSSWS High Speed Solar Wind Stream
ICME Interplanetary Coronal Mass Ejection
IGRF International Geomagnetic Reference Field
IMF Interplanetary Magentic Field
ITCZ Intertropical Convergence Zone
LC Losscone
LT Local Time
MEPED Medium Energy Proton and Electron Detector
MHD Magnetohydrodynamics
MLT Magnetic Local Time
MS Murgatroyd Singleton
NAM Northern Annular Mode
NAO North Atlantic Oscillation
NH Northern Hemisphere
NOAA National Oceanic and Atmospheric Administration
pfu proton f lux units
POES Polar Orbiting Environmental Satellite
PCA Polar Cap Absorption
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PCHIP Piecewise Cubic Hermite Interpolating Polynomial
QBO Quasi Biennial Oscillation
RR Rejection Rate
SAA South Atlantic Anomaly
SEM Space Environment Monitor
SEP Solar Energetic Particles
SI Sudden Impuls
SO Storm Onset
SPE Solar Proton Event
SSC Storm Sudden Commencement
SSI Solar Spectral Irradiance
SST Sea Surface Temperature
SSW Sudden Stratospheric Warming
TED Total Energy Detector
TIMED Thermosphere Ionosphere Mesosphere Energetics and Dynamics
TSI Total Solar Irradiance
UTC Coordinated Universal Time
UV Ultraviolet
Appendix A
Explanatory note on 16-second
accumulated counts and averages
Section 3.2.1 contains a statistical evaluation of the measurement process in the MEPED
electron and proton detectors. During data processing, 16 measurements are added in
order to calculate 32-second means. A full measurement requires 2 seconds because
measurements are obtained every other second, which means that the resulting mea-
surement period is 16 seconds. The temporal resolution of the calculated mean fluxes
will however be 32 seconds. The 16 measurements used for averaging Ni each follow a
Poisson distribution P(N1s) where N1s is the true count rate per one second. The sum





As all 16 single measurements can be considered independent, it is valid that
N ∼ P (16N1s = N16s) (A.2)
with the true particle count number per 16 seconds, N16s. Applying the Gaussian
approximation renders
N ∼ N(µ = N16s, σ =
√
N16s) . (A.3)
The assumption that the electron detector count number, Nte, and the proton detector
count number, Npp, follow the above described normal distribution is valid for the
investigated flux levels and equation 3.15 yields the condition
Nte > Npp + cσ ·
√
Npp . (A.4)
The corresponding criterion for particle fluxes instead of counts can be obtained by
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As the statistical behaviour of a Poisson distributed quantity is not conserved under
multiplication with a constant, a normal approximation is necessary before investigating
the underlying distribution of the mean fluxes. For sufficiently high count rates, N
will follow a normal distribution with mean N1s and standard deviation
√
N1s
16 . It is
important to note that the standard deviation has been improved compared to the
original measurements Ni. The resulting criterion based on count rates













which is identical to the criterion deduced from the 16-second accumulated counts. As
long as the correct conversion between count rate and flux is chosen, the two approaches
yield identical results.
Appendix B
Origin of unphysically small
contaminating proton fluxes
In Section 4.1.2, the impact of the different contamination criteria on POES/MEPED
data was investigated. In this context, the distribution of flux data with respect to dif-
ferent electron and proton flux levels was illustrated in Figure 4.4 and Figure 4.4. Both
clearly show a population of low proton fluxes which would correspond to less than one
proton per 16-second measurement. As this is unphysical, the origin of these low pro-
ton fluxes has to be accounted for. During data processing, the contaminating proton
flux is determined by applying a PCHIP interpolation to the integral proton fluxes in
each of the five channels P1 - P5. PCHIP imposes a third degree polynomial between
Figure B.1: Integral proton energy spectrum in a case that yields an unphysically low con-
taminating proton flux. Circles indicate the measurement positions, the line corresponds to
the applied PCHIP interpolation and the vertical black line marks the proton contamination
threshold in channel E1.
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each measurement point. The obtained function corresponds to the presumed energy
spectrum of the measured protons and might in some instances look like the case shown
in Figure B.1. Since the higher energy channels do not measure any proton flux at the
time, measurements in the two low-energy channels correspond to present low-energy
protons. The lower energy threshold for contaminating protons in the E1 channel is
marked in Figure B.1 by the black vertical line. Using the PCHIP value of this position
and subtracting the PCHIP value of the upper limit will then render the contaminating
proton flux. As the lower threshold is located between the P2 measurement of approxi-
mately four protons per 16 seconds and the P3 measurement which states zero protons
per 16 seconds, the true proton number at the threshold is unknown but has to lie be-
tween zero and four. Since the slope to the right of the P2 measurement is quite steep
and the PCHIP is not restricted to integer proton numbers, it claims a contaminating
proton flux of 0.179 cm−2s−1sr−1 which corresponds to 0.03 protons per 16 seconds. In
cases like this, the proton thresholds lie within the non-zero tail of the integral spectrum.
Whether or not the true integral flux at the threshold position is equal to zero or not is
not possible to answer, as it only can be restricted to lying between the fluxes measured
in the P2 and P3 channel. However, the occurrence of these low contaminating proton
fluxes is mainly restricted to low P2 fluxes so that the true contaminating proton flux
can also be considered low.
Appendix C
Possible origins of negative
corrected flux values
Figure 4.4 exhibits the occurrence of measurements that will lead to negative corrected
electron fluxes. To some extent, this has to be expected when electron fluxes are low
and statistical variations can lead to higher proton fluxes in the electron detector com-
pared to the proton detector. However, a certain number of measurements lies below
the red dashed line which is supposed to set a lower limit on the statistically based
negative values. As visible in Figure C.1, the occurrence of these measurements is not
restricted to periods of enhanced fluxes, as unstatistical values are evident both in high
activity years such as 2003 and years of lower geomagnetic activity, e.g. 2008. This is
supported by values shown in Table C.1, which shows the fraction of unexplained data
points with regard to the whole dataset in different time periods. The three upper rows
correspond to SPEs and elevated flux levels of both protons and electrons. The lowest
row shows the fraction for the whole year 2003. However, none of the values show a
significant difference to each other. In addition, they occur both in the 0◦ and 90◦ de-
tector, while to a lesser extent in the 90◦ detector. This suggests that the phenomenon
does not depend entirely on differences in directionality. It is not an artefact from a
single satellite as these negative values are observed for all satellites and their amount
does not vary significantly between older and newer satellites. An example is shown in
Figure C.2 depicting NOAA 19 measurements in 2010, one year after satellite launch.
Thus, a defect in the correction for proton degradation can be ruled out as a potential
cause as well. According to Figure C.3, influences by the energy level can be neglected
Time period Fraction of unexplained negative data
points
DOY 299 - 310 in 2003 2.3 %
DOY 15 - 21 in 2005 1.5 %
DOY 250 - 257 in 2005 1.4 %
DOY 1 - 365 in 2003 2.4 %
Table C.1: Fraction of unexplained negative data points of all available satellites in different
time periods.
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Figure C.1: The two upper panels correspond to data amount in the E1 channel of the 0◦
detector while the lower panel depicts the 90◦ detector of the MEPED instrument channel on
board NOAA 15. The upper panel covers the time period of DOY 302 - 304 in 2003 and the two
lower panels show DOY 1 - 365 in the same year.
Figure C.2: Data amount and distribution in the E1 channel of the 0◦ detector on board
NOAA 19 during DOY 1 - 365 in 2010.
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as well, since similar amounts of unstatistically negative values are obtained in the E2
and E3 channel.
Another possibility concerns the geometric factors associated with the detectors’ energy
channels which are used during conversion from count rates to fluxes. Geometric factors
are assumed to be constant on the energy interval where the detectors are sensitive to
electrons and protons, respectively. If, indeed, the applied geometric factors were in-
accurate, this could lead to an overestimation of the contaminating proton flux or an
underestimation of the uncorrected electron flux resulting in a systematic bias towards
smaller corrected electron fluxes. The geometric factors for electrons in the MEPED
detector have been subject to extensive studies and are fairly well known (Yando et al.,
2011). It is evident that the geometric factors will depend somewhat on the energy
spectrum of the incident particles. Ødegaard et al. (2017) introduces optimized energy
thresholds and associated geometric factors, shifting the threshold up in E1 and E2
(43 and 114 keV, respectively) and down in E3 (292 keV). The comparison of data
distributions in E1, E2 and E3, however, does not suggest a underestimated electron
flux in any particular channel. The geometric factor for protons in the electron detector
investigated by Yando et al. (2011) coincides with its counterpart in the proton detector
(0.0095 cm2sr) for most proton energies. Differences persist in the lower end of the en-
ergy spectrum, where the geometric factor is lower than 0.0095 cm2sr. Protons in these
energy regions could then lead to an overestimation of the subtracted contaminating
proton flux. This effect would be large for steep proton energy spectra and smaller for
smaller slopes. The upper panel in Figure C.4 shows the data distribution in the E1
channel of the 0◦ detector on board NOAA 15 during 2003. The lower panel depicts
the ratio between the proton fluxes measured in the P2 and P3 channel, respectively. A
steep spectrum would be related to a large ratio. However, the ratios in the problematic
bins is not significantly different from ratios of positive corrected electron fluxes.
When checking for characteristic behaviour with regard to flux levels, MLTs and lati-
tudes, it turns out that high contaminating proton fluxes are more likely to be linked to
these negative values. Also quite high uncorrected electron fluxes of up to 105 cm−2s−1sr−1
can be affected. The occurrence is mainly restricted to the pre-midnight sector and the
day-side where proton fluxes are highest and electron fluxes decrease.
In conclusion, no clear origin of the unaccounted for negative data could be established.
In case of a systematic error that leads to the overestimation of the contaminating proton
flux or the underestimation of the uncorrected electron flux, the bias would be towards
lower fluxes. This secures that the LC fluxes contained in the POES dataset are a lower
estimate of the true fluxes, eliminating an overestimation of possible atmospheric effects.
134 Appendix C. Possible origins of negative corrected flux values
Figure C.3: Analoguous to Figure 4.4 for the E2 and E3 channel.
Figure C.4: The data amount in the E1 channel of the 0◦ detector on board NOAA 15 during
DOY 1 - 365 in 2003 (upper panel) and associated ratio of the P2 and P3 proton fluxes in each
bin (lower panel).
Appendix D
Maps showing local rejection
rates and electron fluxes
throughout different time periods
in 2003
In Section 4.1 data rejection rates in the 0◦ detector and in the LC fluxes resulting
from different proton contamination criteria (Requirement 2) were investigated during
DOY 302 - 304 in 2003. Rejection rates are in general higher in the 0◦ detector when
compared to the 90◦ detector due to different flux levels. This is evident from Table 4.1
and visible in Figure D.1 which shows 90◦ detector rejection rates during the same time
Figure D.1: Azimuthal projections showing the geomagnetic latitude and longitude dependence
of the E1 - E3 superposed rejection rate based on measurements by the 90◦ detector on board
NOAA 15 - 17 during DOY 302 - 304 in 2003. The latitudinal and longitudinal resolutions are
0.5 and 7.5◦, respectively. (Analogous to Figure 4.8 and Figure 4.9.)
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Figure D.2: Azimuthal projections showing the geomagnetic latitude and longitude dependence
of the E1-E3 superposed rejection rate based on measurements by the 0◦ detector on board
NOAA 15 - 17 during DOY 1 - 365 in 2003. The latitudinal and longitudinal resolutions are 0.5
and 7.5◦, respectively.
Figure D.3: Azimuthal projections showing the geomagnetic latitude and longitude dependence
of the E1 - E3 superposed LC flux rejection rate based on measurements by NOAA 15 - 17 during
DOY 1 - 365 in 2003. The latitudinal and longitudinal resolutions are 0.5 and 7.5◦, respectively.
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period as shown in Figure 4.8 for 0◦ fluxes and in Figure 4.9 for LC fluxes. Especially for
NOAA 15 and 16 rejection rates are close to zero when applying the introduced criteria
as marked by the large blue areas. The new criteria clearly profit from the higher flux
levels measured by the 90◦ detector while the old criterion exhibits a weakness in treating
high flux levels too strictly.
The rejection rate projections shown in Figures D.2 and D.3 are based on data from the
whole year 2003 for the 0◦ and LC flux, respectively. As expected, rejection rates in
the 0◦ detector are lower when averaged over a whole year compared to the Halloween
SPE event. A region of elevated data rejection is still visible in the pre-midnight sector
where proton populations are strong due to particle injections from the magnetotail and
plasmasheet. As electrons drift eastwards and protons westwards, the percentage of
present electrons compared to protons can be considered rather low. The comparison
of LC rejection rates during the two chosen periods yields lower rejection rates in high
latitudes when considering a whole year. During SPEs, solar protons precipitate over
the polar cap and can also penetrate latitudes with closed field lines. The abundance of
precipitating protons in high latitudes is therefore elevated during SPEs, presenting a
challenge during electron flux correction and naturally leading to higher rejection rates
in these regions.
In addition to the LC electron flux projections presented in Chapter 4, Figure D.4 shows
electron fluxes in different locations averaged over the whole year 2003. While flux
intensity distributions are similar, with a stronger asymmetry in lower energy channels,
Figure D.4: Maps showing the median corrected E1, E2 and E3 LC fluxes during DOY 1 -
365 in 2003 binned according to geomagnetic latitude and longitude (0.5 and 7.5◦ resolution,
respectively). During correction for contaminating protons, the 2σ-criterion was used.
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the general flux strength is weaker compared to Figure 4.10 and the auroral oval is
narrower. After all, Figure 4.10 concentrates on a SPE, which is a time period of
generally elevated geomagnetic activity and higher fluxes.
Appendix E
Elaboration on "nan-median" and
"zero-mean" fluxes
In order to establish that most rejected data points are related to low electron fluxes,
the single requirements given in Table 4.1 and 4.2 are examined more detailed. The
first requirement under investigation is Requirement 2, i.e. the 2σ-criterion, used after
correction for contaminating protons. By definition of the criterion, lower electron fluxes
are more likely to be rejected than higher fluxes. Although rejected fluxes might well
exceed the noise level, the reason for rejection is that the probability of the measurement
being related to a zero electron flux is considered too high. Referring to Figure 4.3, high
electron fluxes are mainly rejected during periods of very elevated proton fluxes, for
example during SPEs. During normal conditions, the probability of falsely rejecting a
high or moderate electron flux are zero.
In the next step, fluxes rejected due to unphysical energy spectra are analysed (Re-
quirement 3). Here, the integral energy spectrum is investigated and whenever a flux
in a higher energy channel exceeds the flux measured in a lower energy channel, e.g.
E2 > E1, all simultaneous measurements in E1, E2 and E3 are rejected. These cases oc-
cur when fluxes are as low as the noise level so that by chance the higher energy channel
measures a larger flux than the lower energy channel. Thus, fluxes in the affected energy
channels are very low and can be replaced by zero flux. However, with e.g. the E3 flux
Tested statement DOY 1 - 365 in 2003: rate
of fulfilment (%)
DOY 302 - 304 in 2003:
rate of fulfilment (%)
I: E1 > E2 97.1 95.3
II: E2 < E3 13.5 11.3
III: I ∧ II 11.5 9.7
III while E1 > 250 fu 4.1 9.0
III while E1 > 1000 fu 2.2 8.2
Table E.1: Examination of the energy spectrum criterion: How often are E1 data points from
the 0◦ detector rejected due to noise level fluxes in E2 and E3 and which flux levels can the
rejected data points be assigned to. Two periods with different average geomagnetic activity are
tested. (fu = flux units).
139
140 Appendix E. Elaboration on "nan-median" and "zero-mean" fluxes
exceeding the E2 flux, the electron flux measured in the E1 channel is not necessarily
small. Table E.1 states how often certain statements are fulfilled (in percent) in two
different time periods. Statement I checks whether the integral electron flux measured
in the E1 channel is indeed larger than the flux measured by the E2 channel. More than
95 % of all considered data points fulfil this statement in both time periods. Statement
II then checks, how often measured fluxes are bigger in the E3 channel than in the E2
channel. Data points fulfilling this statement are cause for the complete rejection of
all three fluxes from E1, E2 and E3. Therefore, statement III tests, how often data is
rejected due to low fluxes in E2 and E3 while the simultaneous flux measurement in E1
would fulfil the spectral requirement. Here it is important to note that the percentages
for statements II and III do not differ significantly when comparing the two time peri-
ods. In addition, statement III accounts for almost all cases of statement II, meaning in
85 % of cases where measurements are rejected because E2 < E3, the E1 measurement
would have fulfilled the requirement. The next two statements continue to investigate
these "falsely" rejected E1 data points. During average conditions, 4.1 % of all E1 data
points are "falsely" rejected and lie above the noise level. During the 2003 Halloween
SPE, 9 % of all E1 data was affected in that manner. Checking for rejected E1 fluxes
above 1000 cm−2s−1sr−1 renders values of 2.2 and 8.2 % during average and elevated
geomagnetic activity, respectively. Thus, while the overall fraction of rejected E1 data
points remains fairly similar, rejected E1 fluxes are probably much higher during SPEs.
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Figure E.1: Example for different averaging outcomes in a data bin where the "nan-median"
flux exceeds the "zero-mean" flux by at least one order of magnitude.
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The final cause for data rejection during processing occurs during losscone flux calcu-
lations. The best-fitting pitch angle distribution is chosen based on the ratio of the
90◦ and 0◦ detector fluxes. Whenever pitch angle diffusion is very low and the centre
of the losscone is depleted, it can happen that the 0◦ detector measures zero flux. In
these occasions, no losscone flux can be determined. A very depleted losscone may still
contain some particles at its edges resulting in a non-zero losscone flux, but these flux
levels can be assumed to be very low.
Having established that most rejected electron fluxes correspond to low flux values, the
different interpretations of the mean and median are to be discussed. When for exam-
ple analysing the most commonly appearing fluxes in a certain time bin or dependant
on another variable, applying the median to the selection of data point will yield the
answer. Thus, figures similar to Figure 4.11 where data is binned according to two
variables (L shell and Ap index), calculating the median in each bin gives information
on the flux most probable in the respective bin. When, however, analysing electron
fluxes and their effect in the atmosphere over a certain time, it is misleading to apply
the median. Very high fluxes will yield strong atmospheric effects, but are completely
neglected by the median as long as they do not account for more than 50 % of the data.
The same argumentation holds true for very low fluxes. With respect to their effect,
all fluxes are of equal importance and one should therefore use a statistical method
that reflects the whole flux spectrum. When calculating daily fluxes, linear averaging
should be preferred. As the calculation of daily fluxes also implies zonal averaging, the
0 0.5 1 1.5 2 2.5 3 3.5





























Figure E.2: Example for different averaging outcomes in a data bin where the "zero-mean"
flux exceeds the "nan-median" flux by at least one order of magnitude.
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determination of a zonal median in a 3-hour interval and a subsequent linear averaging
to obtain daily fluxes is reasonable as well. The latter is, however, difficult to combine
with the replacement of rejection fluxes by a zero flux. An example is given in Figure
E.2. E1 LC data from NOAA 15 was binned according to time (DOY 299 - 310 in 2003
with a temporal resolution of six hours) and L shell (bin width of 0.5). After binning,
four different data treatments were conducted. The median and mean were applied to
both the dataset ignoring rejected data ("nan") and the dataset replacing these values
by zero ("zero"). In 94 % of all investigated bins the "nan-median" and "zero-mean"
values lie within one order of magnitude from each other. In 0.7 % of the bins the
"nan-median" exceeds the "zero-mean" by at least one order of magnitude. Figure E.1
gives an example for the flux distribution of the "zero" dataset within such a bin. This
dataset was chosen as it visualizes the number of rejected data as well. It is obvious
that this particular been is characterized by a high rejection rate of 93 % which leads
to a clear peak in data occurrences at zero flux. Zero flux data points can either result
from the noise level correction which applies for both the "zero" and the "nan" dataset
or from replacing rejected data points in the "zero" dataset. In addition, there exists
only one flux measurement unlike zero. As the majority of data points is zero, applying
the median to the "zero" dataset yields zero flux. Since apparently all zero flux data
points originate from rejected data, they are ignored by applying the mean and median
to the "nan" dataset. Thus, both the "nan-median" and "nan-mean" are centred in the
one non-zero flux measurement. The mean value of the "zero" dataset however is located
at approximately 1.5·104 cm−2s−1sr−1 reflecting the whole spectre of fluxes within the
bin.
Whereas bins with very high rejection rates lead to higher "nan-medians", low and mod-
erate rejection rates give rise to higher "zero-mean" values. In approximately 5 % of
the examined bins, the "zero-mean" exceeds the "nan-median" by at least one order of
magnitude. An example for flux data in such a bin in shown in Figure E.2. While there
is a clear peak at zero flux, six flux measurements of higher fluxes are contained as well.
Since the "nan-median" is not centred at zero, not all zero fluxes result from rejected
data and the rejection rate in this bin lies at 35 %. Due to the large amount of small flux
data however, both median values lie within the low flux region, completely neglecting
the significantly higher fluxes at roughly 104 cm−2s−1sr−1. Both mean values, however,
are pulled towards higher flux levels, reflecting the non-zero effect these fluxes would
cause.
Appendix F
Meridional rejection rate profiles
Three-hour intervals from the three peak days of the chosen SPEs are binned according
to their 3-hour Kp value into categories specified in Table F.1. For each Kp bin, the
latitudinal dependence of the data rejection rate is investigated. This is done for the pre-
noon NOAA 15, post-midnight NOAA 16 and pre-midnight NOAA 17. An estimated
auroral oval position is shown in Figure F.1 (orange line). Data in each Kp category
and latitude bin is superposed in order to calculate rejection rates. The latitudinal
resolution is 1◦. The number of 3-hour intervals in each Kp bin is stated in the right
column of Table F.1. As can be seen in Figure F.1, rejection rates are quite high in the
auroral oval for all three investigated satellites during low Kp. In the Kp category 2,
NOAA 15 and 16 rejection rates in the oval are decreasing to a value of approximately
50 %. A further increase in Kp is accompanied by lower NOAA 15 and 16 rejection
rates, where especially NOAA 15 seems to yield good data coverage in the auroral oval.
In the highest Kp category an increase in the rejection rate can be noticed. In general,
rejection rates are lower in the equatorward end of the auroral oval profile and increase
towards the polar end. NOAA 17 rejection rates are quite high in the whole oval.
Kp category Included Kp values Number of 3-hour
intervals
1 [0.0, 1.5[ 5
2 [1.5, 3.0[ 27
3 [3.0, 4.5[ 39
4 [4.5, 6.0[ 33
5 [6.0, 8.0[ 31
6 [8.0, 10.0[ 9
Table F.1: Amount of 3-hour intervals in each Kp category throughout the six chosen SPEs.
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NOAA 15 - pre-noon
NOAA 16 - post-midnight
NOAA 17 - pre-midnight
(a) Kp category 1.


























































NOAA 15 - pre-noon
NOAA 16 - post-midnight
NOAA 17 - pre-midnight
(b) Kp category 2.
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NOAA 15 - pre-noon
NOAA 16 - post-midnight
NOAA 17 - pre-midnight
(c) Kp category 3.

























































NOAA 15 - pre-noon
NOAA 16 - post-midnight
NOAA 17 - pre-midnight
(d) Kp category 4.
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NOAA 15 - pre-noon
NOAA 16 - post-midnight
NOAA 17 - pre-midnight
(e) Kp category 5.

























































NOAA 15 - pre-noon
NOAA 16 - post-midnight
NOAA 17 - pre-midnight
(f) Kp category 6.
Figure F.1: Kp category 1 - 6 rejection rates (3-hour mean) binned into 1◦ latitudinal bins
and averaged. This is done for NOAA 15 pre-noon, NOAA 16 post-midnight and NOAA 17
pre-midnight data and shown together with the estimated auroral oval intensity.
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