ABSTRACT The purpose of signal restoration is to acquire a clean signal from the degraded signal which contains blur and noise. In this paper, a modified Tikhonov regularization method based on the standard Tikhonov regularization matrix is proposed, and the corresponding preconditioner is designed to accelerate the convergence of the proposed algorithm. The proposed method shows the best performance than several competitive methods. In addition, the convergence speed is improved significantly.
I. INTRODUCTION
Signal restoration is an active field recently, and it is to recover a clear signal from a degraded one. In general, the degraded signalb ∈ R n×1 is formed by the following equation,b
where A ∈ R n×n is a known ill-conditioned matrix which can be regarded as a blur matrix, and x ∈ R n×1 is the unknown clear signal. In fact, the degraded signalb may be mixed with additional gaussian noise e ∈ R n×1 , thus the final degraded model is as follows,
where b ∈ R n×1 is the degraded signal which is observed. Actually, this paper attempts to obtain the clean signal x from the degraded signal b. Due to the ill-conditioned matrix A, the solutionx can not be accurately closed to the clear signal, even if the noise e is quite small. Therefore, the regularization methods, like [1] , [2] , are utilized to get a better solution.
To solve the discrete ill-posed problem, there are many iterative methods, such as Tikhonov regularization methods [3] - [5] and TV methods [6] , [7] . Moreover, there are many researches on Krylov subspace to solve these illposed problems, like the CGLS method [8] , [9] . However, an undesirability of CGLS is the semi-convergent phenomenon, which often leads to an instable solution relying on the iteration numbers intensively. That is to say, this method can converge to the clean signal x at first k-th steps, but after the k-th step, the error will be bad rapidly.
Fuhry et al. [10] , have proposed a new Tikhonov regularization (NTR) method based on the following optimization model,
where the regularization matrix L µ depends on a regularization parameter µ in a nonlinear fashion, and we denote that x 2 = i x 2 i . Actually, if L µ = µI, the NTR optimization model will become the standard Tikhonov regularization (STR) optimization model. However, different from the STR method which tries to cluster the whole singular values around 1, the NTR method only pay special attention to the large singular values of the singular spectrum for discrete illposed problems.
The Lanczos preconditioner is an efficient tool to raise the convergence rate. With the increase of Krylov subspaces in the Lanczos process, the approximated solutions in these subspaces are computed by solving small-dimensional linear systems gradually. For discrete ill-posed problems, the Lanczos bidiagonalization preconditioner (LBpre) has been proposed by Rezghi and Hosseini in [3] . Compared with singular values decomposed (SVD) method [11] , the preconditioner-based methods significantly reduce the cost of computation. Many special preconditioners have been proposed, such as circulation matrix and Kronecker product approximate [12] - [15] , structured matrices like Toeplitz [16] , [17] . Therefore, we introduce a new preconditioner which can also be applied to general situations. The aim of the preconditioner is to improve the small singular values without changing the rest of singular spectrum.
Actually, the large singular values represent the main components of the signal, that is to say, low-frequency informantion is an extremely important part for the restoration of a signal. Conversely, the high-frequency mainly contains noise components. Thus many studies divide a signal into signal subspace and noise subspace according to the large and small singular vectors, respectively, like [18] and [19] . It only needs to calculate the large singular values and the corresponding singular vectors by Lanczos bidiagonalization process. In the discrete ill-posed signal deconvolution problems, the signal is always mixed with the noise that contaminates the exact solution. Nagy et al. [12] introduce a suitable preconditioner to improve the position of large singular values, and it does not change the position of other singular values.
In this paper, we propose a modified Tikhonov regularization method and the new preconditioner reduces the computational cost significantly. We design a modified regularization matrix based on standard Tikhonov regularization matrix, as well as it can recover the degraded signal more accurately. In addition, we utilize the so-called discrepancy principle (DP) to estimate the regularization parameter µ automatically, since DP can be more accurately than L-curve method in [20] and [21] . Moreover, the proposed method is also applied to signal and image restoration. Numerical experiments show the effectiveness of the proposed method. The contributions of this paper mainly include two aspects. First, we develop the modified Tikhonov regularization (MTR) method by designing a new regularization matrix, and this method can be more accurate to recover the clean signals or simple images. Second, we design a corresponding preconditioner to MTR method to greatly accelerate the convergence and ensure the stability of the algorithm.
The outline of this paper is organized as follows. In section II, we will review the related works, including STR, NTR and Lanczos preconditioner. In section III, we present the proposed method that combines the MTR with a preconditioner and analyse the stability of the algorithm. We introduce that how to choose the parameter and show the corresponding quantitative and visual results in section IV. Finally, some conclusions will be shown in section V.
II. RELATED WORKS A. THE STR METHOD
Assuming the SVD of A is
where U and V are unitary matrices, = diag(σ 1 , . . . , σ n ), σ i are the singular values of A. The original problem (1) can be solved by least squares method generally. However, the results by least squares method usually take some bad effects such as ring artifacts, due to the ill-condition of A. We need to utilize the regularization (e.g., Tikhonov regularization, TV, 1 regularization) to find an approximate solutionx rather than to solve the problem (2) directly. The STR model is as follows,
where µ ≥ 0 is a regularization parameter. Here the model is a special form of Eq. (3) by setting L µ = µI. The least square problem is equivalent to solve the linear system (A T A + µ 2 I)x µ = A T b, so the solution of Eq. (5) is
B. LANCZOS BIDIAGONALIZATION PROCESS
Due to the limitation of the convergence rate, the preconditioned technique is usually used into the solving process. In [22] , fully considering the expensive cost of SVD of A ∈ R n×n , Björck et al. utilize Lanczos bidiagonalization technique to compute the singular values. After k steps, we have the decomposition form as follows
where
, and
The general SVD of B k is
where k = diag(σ 1 , . . . , σ k ). From the Eq. (7), we have
Since CGLS is a semi-convergence method, it sometimes requires a suitable preconditioner to the normal equation A T Ax = A T b to overcome the semi-convergence phenomenon. Rezghi et al. [3] propose a method which apply LBpre to CGLS algorithm to increase the speed of convergence and get a stable solution. More details of CGLS method can be seen in [23] . In this section, we first review the preconditioner that is applied to the STR model. From Eq. (4), we have
Thus, a preconditioner can be introduced as follows
It is rewritten as
thus, the preconditioner P can be represented only by V 1 and 1 . From the Eq. (8), it shows that the matrices V 1 and 1 can approximate X k and k , respectively, where
Then the Eq.(10) will have the following form approximation
Thus the Lanczos bidiagonalizaiton process can construct an effective preconditioner, denoted to as M, for large linear problems with the first k (k n) steps (see more details in [3] ),
According to this precondition process, the large singular values of A T A will be exactly equal to 1, and the other smaller singular values keep the same. In particular, the matrix M can be used as a left or right preconditioner for CGLS method (see more details about CGLS method in [1] and [23] ).
III. THE PROPOSED METHOD
In this section, we give two proposed methods, one is the MTR method that designs the modified Tikhonov regularization matrix, the other is applying the Lanczos bidiagonalization preconditioner (LBpre) to the CGLS method.
A. THE MTR METHOD
The STR matrix can have an excellent result, but it sometimes get the oversmooth signal. Furhy et al. [10] have proposed a new Tikhonov regularization (NTR) matrix L µ that ensures the solution components v j with small indices do not change and the components v j with large indices are suppressed efficiently.
The NTR matrix L µ is defined as follows
here
and
when µ > 0 and Eq. (11) is a positive definite matrix, thus the solution x µ exists (more details see [10] ). However, the above new regularization matrix in Eq. (16) actually can not suppress the noise (i.e, the singular vectors with small singular values) efficiently. Thus, we here design the following the MTR matrix D µ based on it to suppress noise more efficiently, where
, we can adaptively suppress the noise of T + D 2 µ . Since the singular vectors of the smaller singular values contains more noise, we should suppress noise effectively by adaptively increasing the singular values. The smaller singular values contains more noise information, so more need to suppress. For instance, for the n-th value in the diagonal matrix (18), we utilize larger element µ 2 + σ 2 k+1 to suppress the noise rather than only µ 2 just like the NTR matrix in Eq. (16) .
Similar to Eq. (6), the model Eq. (3) can be solved as
B. PRECONDITIONED MTR (PMTR)
In this subsection, we will apply a preconditioner to the proposed MTR in order to raise the convergence of the Lanczos preconditioned method in [3] , that is apppied to CGLS method (here we denote it as LBpre-STR). According to the definition of LBpre, we can design the corresponding preconditioner P µ . According to [3] , we assume σ k+1 = . . .
we can obtain the following formula:
Thus we has the following equation
where P µ is the left preconditioner as follows,
The Eq. (21) can be rewritten as
In particular, the proposed PMTR algorithm can be found in Algorithm 1.
Algorithm 1 The PMTR Method

Require:
A degraded matrix A ∈ R n×n , and an observed signal or image b ∈ R n . Input an initial vector v 0 = 0,
Step 2. Use the discrepancy principle to choose the parameter µ.
Step 3. Form the preconditioner matrix P µ as Eq. (21).
Step 4. Solve the Eq. (20) by CGLS method.
Step 5. k = k + 1; endwhile return The solution x * of Eq. (20) .
In Algorithm 1, the parameter µ is automatically selected, and tol represents the positive tolerance value. Then, the CGLS-based Algorithm 1 guarantees the global optimal solution.
C. CONVERGENCE OF THE PROPOSED METHOD
Here, we discuss the convergence of PMTR. Actually, the iteration number of CGLS is far less than the size of the A. The PMTR method can reach an optimal solution x * .
Lemma 1 (Fundamental Theorem of Linear Programming [24] ): Let P be a polyhedral set that has at least one extreme point. A linear function that is bounded below over P attains a minimum at some extreme point of P.
Lemma 2 [24] : If X is a convex subset of R n and f : R n → (−∞, ∞] is a proper convex function, then a local minimum of f over X is also a global minimum of f over X . If f is strictly convex, then there exists at most one global minimum of f over X .
Lemma 3 (Quadratic Programming [25] ): In the study of nonlinear optimization, much attention is given to the special case of a quadratic objective funtion
where c ∈ R, b ∈ R n , A ∈ R n×n . Let us take c = 0 for convenience and suppose that A is positive definite. Since Theorem 1: The problemP(A T A +L TL )x * =Pb has a same optimal solution x * as the problem Ax = b with an inverse matrixP by CGLS method. Moreover, the optimal solution x * is also the global minimum solution x * .
Proof: Here, we can rewrite Eq. (3) with MTR matrix as
Note that, it is a global convex function respect to x ∈ R n . Thus Eq. (24) has at least one extreme point, and a local minimum of f (x) over R n is also a global minimum based on the Lemma 1 and 2. From Lemma 4, then Eq. (24) is equivalent to
For a positive definite matrix A, the solution of Eq. (23) is the solution of the linear system Ax = b. In another hand, the solution of linear system Ax = b is also the solution of Eq. (23) .
From the Eq. (6), Eq. (8) and Eq. (18), we have 
Ax has a minimum value at a point of x * , then x * will also be the minimum solution
According to the Lemma 3, the CGLS method can reach the minimum point x * of Eq. (3). Moreover, the preconditioner P, which is an inverse matrix (21), does not change the existence of solution in a large linear problem. In conclusion, the proposed method can be convergent to the solution x * in Eq. (20) .
IV. RESULTS
In this section, we mainly compare the proposed method with some related works (e.g., [3] , [10] ) for two perspectives of signal and image deconvolution problems. First, the MTR method is compared with the NTR method to demonstrate the effectiveness and the reasonability of the proposed regularization matrix, such as STR and LBpre-STR. Second, we compare the PMTR method with some recent methods, such as STR and LBpre-STR, to showthe superiority of the PMTR method. All experiments are done in MATLAB(R2012a) on a laptop with 4GB RAM, ADM A10-5757M CPU and @2.50 GHz. The parameter µ is estimated by the discrepancy principle [27] for all experiments. In the experiments, We can stop iteration when x k+1 − x k 2 2 / x k 2 2 < tol, where tol = 10 −6 .
Since the DP method is a very classical and efficient approach to choose the regularization parameter, and we may find more details from the literature [28] . Here, we do not introduce it detailedly, readers can easily find more details from the literature [28] .
We utilize two indices to estimate the performance of different methods. One index is the relative error (ReErr) that is shown as follows,
and the other index is the peak signal-noise ration (PSNR),
where N is the dimensions of a signal, and the h, h are the true signal and the computed signal, respectively. For the fairness of comparisons, we present ReErr and PSNR by the average result of 500 runs. We also employ another index (denoted as ''Ration'') to test the numbers of better performance of a method (here, we use ReErr to measure the better performance) for 500 runs. It is defined as
where R 1 is the proportion of better performance of the first method in 500 runs and R 2 represents that of the second method in 500 runs, where R 1 + R 2 = 1. For instance, if Ration = 0.6/0.4, it means the first method (300 times of smaller ReErr) performs better than the second method (200 times of smaller ReErr).
A. COMPARE TIKHONOV REGULARIZATION-BASED METHODS
Fully considering the universality of experiments, we take the common examples as others researches to show the results more intuitively. In the section, we employ three examples that discretize the following Fredholm integral equations of the first kind
where κ is the integral kernel. In particular, the discretization is carried out by Galerkin or Nyström methods and yields the linear ill-posed problem Eq. (1). Different integral kernels κ will get different examples. Here, we employ three different kernels to generate some different examples that can be found from [29] , i.e., ''phillips'', ''gravity'' and ''heat''.
Example 1: First, we generate the example''phillips'' by considering the following function,
Thus, the kernel κ(s, t), the true solution x(t) of the integral equation Eq. (27) , and the right-hand side function g(s) are respectively given as follows
Example 2: Second, we generate the example ''gravity'' by considering the following kernel function when setting a = 0,
where d = 0.25 in the experiment. In addition, the true signal x(t) is given as follows,
The problem is discretized by means of the midpoint quadrature rule with n points, leading to the ill-posed system Eq. (1).
Example 3: Third, we also consider the other type integral equation, named volterra integral equation, to generate the example ''heat''. The volterra integral equation is with one form of
. We obtain the discretization example ''heat'' by the following kernel
. By the discretization of the integral equation, we then can get the ill-posed problem Eq. (1).
Example 4: Next, we introduce another example which is often applied to show the performance of signal restoration problem. The discretization example ''deriv'' by the following kernel
Then we can get the ill-posed problem Eq. (1).
Example 5: Finally, different with the example ''gravity'', we employ another function of x(t) which is a piecewise constant function (see more detail in one research). 1 Here, we denote it as ''gravity2''. The problem is discretized by means of the midpoint quadrature rule with n points, leading to the ill-posed system Eq. (1).
For the fairness, we present the quantitative results by the average of 500 runs. In this subsection, we compare the proposed MTR with some classical and related works, i.e., truncated singular value decomposition (TSVD), STR and NTR. In Fig. 1 and Fig. 2 , we denote that the vertical axis represents the signal value, and the horizontal axis represents the dimension index of the signal. From the Tab. 1, 3, 5, we know that the proposed method outperforms TSVD, STR and NTR methods on ReErr and PSNR for almost all cases. According to the definition of Ration in Eq. (26) , If the ration is larger than 0.5, it means the proposed method gets more times of smaller ReErr within 500 runs. In particular, from Tab. 2, 4, 6, the proposed method also gets better ''Ration'' values except the cases of ''gravity'' TABLE 1. The averaged ReErr and PSNR by different methods for the example ''phillips'' (500 runs for average). for 1% noise. From the left column in Fig. 1 , the proposed method is more accurately than others. For better visualization, readers are recommended to zoom in all figures. Thus, we also show some close-ups in the right column of Fig. 1 for the left ones of 1, respectively.
From Fig. 1 , we can see that the proposed method recovers a more accurate signal from the degraded signal (for the three examples). To see more details of the recovered signal, we also show some dose-ups in the right column of Fig. 1 . For better visualization, readers are recommended to zoom in all figures.
For the Example 4 and 5, since the proposed method show the better performance than the other compared methods as before examples, we do not display the restoration signal results of these methods. We show the performance visually by the quantitative results in Table 7 and 8. In Table 7 , we restore the signal with two slow noise level as 1% and 5%. The proposed method always have good results. In Table 8 , different methods are applied to three higher noise level as 5%, 10% and 50%. We can see that the proposed method show a better performance than the other compared methods in the first two experiments. When the noise level is 50%, although the STR method better than ours, ours method also show a better performance than others.
B. COMPARE PRECONDITIONER-BASED METHODS
In this subsection, we compare the proposed PMTR method with a similar Lanczos bidiagonalization preconditioner-based standard Tikhonov regularization (LBpre-STR) method [3] . Moreover, we also compare them with the STR method. In particular, the PMTR method and LBpre-STR apply the CGLS method to get the final restoration results. From the Tab. 9-11, the proposed PMTR method gets the better ReErr and PSNR than STR and LBpre-STR for almost all examples. In the case of ''heat'' with 5% Gaussian white noise, the LBpre-STR method performs better than ours, maybe due to the randomness of Gaussian noise. Furthermore, Fig. 2 shows the results of STR, LBpre-STR (see in [3] ), MTR (ours) and PMTR (ours), the details of these methods also demonstrates that the proposed PMTR method gets better visual results in the right column of Fig. 2 . The results also display to zoom in the figure for better visualization. From the Fig. 3 , we can see that the preconditioned methods, LBpre-STR and PMTR, can overcome the semiconvergence of CGLS significantly. In addition, the PMTR method can get faster convergence than LBpre-STR method. Furthermore, due to the superiority of the regularization and preconditioner, the proposed PMTR method can get smaller ReErr than LBpre-STR method, and the ReErr results of these methods have been shown in Fig. 3 .
C. AN IMAGE EXAMPLE
Here, we present an image example blur to test the performance of different methods. The image blur is degraded by 1% Gaussian white noise and a blurring function that sets the parameters σ = 4 and band = 6, as well as the blurring function can be found from the regularization tool package by Hansen et al. [28] . From the Fig. 4 , the PMTR method outperforms the other methods on the visual and quantitative results. Moreover, we show the relation error results of these methods in the noise level 5% and 10% in Table 12 . Note that we choose the 95th step to show the visual and quantitative results for STR, LBpre-STR and PMTR, since there are no semi-convergence after applying the regularization method to CGLS (see Fig. 4 ). The CGLS-direct method is to only directly apply CGLS method which is semi-converged to the ill-posed problem Ax = b, i.e., Eq. (2). From the Fig. 5 , we can see that STR, LBpre-STR and PMTR can overcome the semi-convergence of the CGLS method. In addition, the proposed PMTR method reaches the minimum fastest with the smallest ReErr results.
V. CONCLUSION
In this paper, we have proposed a simple but efficient method based on Lanczos preconditioner technique and modified Tikhonov regularization. Then, we design a PMTR algorithm based on CGLS method to solve the ill-posed problem. Results on signal and image all demonstrated the good performance. The quantitative results, such as PSNR, ReErr and Ration, also showed a stable performance. In addition, the proposed method could significantly overcome the semiconvergence of CGLS method, and obtain better results than others. In the future, we will extend the proposed method to more image restoration with other characters, such as sparse and low-rank priors.
