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This thesis aims at analyzing the determinants of residential demand in two coun-
tries that have experienced a significant economic downturn in recent years. Therefore, 
the research expands upon a lengthy literature review on empirical energy demand mod-
elling that gradually focuses on the study of residential electricity demand using time-
series data. Accordingly, the explanatory power of income and price elasticities in the 
context of a widely applied log-linear equation provides a parsimonious specification in 
order to test the electricity demand of the Cypriot and Greek households. The two coun-
tries were chosen in the context of the research’s explicit motivation towards identifying 
the impact of the latest severe economic recession on income elasticities. In this respect, 
this work complements recent studies in the residential electricity demand of Cyprus and 
Greece that utilized data prior to the recession. For this purpose, the Autoregressive Dis-
tributed Lag Model (ARDL) Bounds Testing approach to cointegration was chosen to run 
the appropriate regressions and deliver the long run estimates. Moreover, the correspond-
ing significance of the variables is made available after establishing an equilibrium rela-
tionship between them. The findings vary considerably between the two countries and a 
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1 Introduction  
There has been a considerable amount of papers written on energy demand re-
sponse to changes in income and price. These researches have drawn their conclusions 
based on calculations of income and price elasticities both in a time series and a panel 
data framework.  Researchers have been interested in observing the growth rates of energy 
demand as well as projecting future trends and constructing robust forecasts that are useful 
for policy formulation. These policies can vary from a tax increase in fossil fuels produc-
tion or a subsidy towards renewable energies to environmental regulations.  
Although there have been arguments favoring a de-coupling between energy con-
sumption and GDP, many researchers have contradicted this assumptions and by building 
considerable proof have concluded that there is a very strong correlation between energy 
consumption and GDP especially when energy quality is taken into account [1]. The tight-
ness of this association is largely depended on the structure of a country’s economy and 
the quality of its primary uses of energy. However, the bond between energy and the 
economy tends to be more evident in the developing economies that are characterized by 
more energy intensive producing economies (China, India) and that usually a large portion 
of people’s income is directed towards necessary energy sources.   
 The major oil shock in the seventies, as a result of a supply constrain from the 
OPEC producing countries, triggered the expansion of Energy Economics as a branch of 
studies. It prompted many authors to study the energy shocks and their consequences in 
the structure of an economy. Therefore extensive research took place in order to locate 
the direction of causality of such outliers; did the oil shocks damage the economies di-
rectly or the monetary policies that were subsequently applied were the real cause of the 
economic downturns [2, 3]? 
However, the recent worldwide economic crisis has affected countries throughout 
the world in different scales. The strongest economies, with a considerable industrial pro-
duction were able to defend themselves better than the smaller. In this respect, economies 
based on agriculture and/or tourism were the ones that witnessed significant drops in their 
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annual growth rates and thus some of them are still going through a prolonged recession. 
In Europe the weakest part of the chain were predominantly the southern countries such 
as Greece, Cyprus, Spain and Portugal which suffered devastating consequences from the 
recession with their citizens experiencing substantial drops in their income.   
 Although there is a number of ways to investigate the impact of a recession to 
energy demand, this research is focused on drawing conclusions by studying the energy 
demand response to changes in income and prices. Up to this moment, similar research 
has focused predominately in the response of energy demand to price by particularly em-
phasizing on oil, its derivatives and their demand response to price shocks; particularly 
for the developed countries [4, 5]. This tendency can find two explanations. Firstly, the 
developed economies haven’t experienced a similar financial crisis since the Second 
World War in order for researchers to take interest on the investigation of income elastic-
ities of energy demand and their response to periods of recession. Furthermore, for most 
of the developed economies energy consumption data prior to the 60s is very difficult to 
extract in order to investigate the impact of recessions on energy demand such as the Great 
Depression or the 2nd World War.  Finally, a substantial decline on energy intensity (see 
literature review) has been observed and therefore has given considerable ground to the 
de-coupling theory. However, it is likely that this trend has been reversed for the last 5-6 
years since the recession took off, at least for a number of countries.   
 In order to study the impacts of a recession to energy demand it is important to 
incorporate in the model any historical shocks that have been observed; both price shocks 
and monetary shocks that influence an economy. It is therefore important to examine each 
country’s historical shocks individually since for instance the impact of an oil shock dif-
fers between countries both in duration and magnitude (exporters-importers). In this re-
spect, an economy that is highly industrialized would most likely be more resilient in a 
monetary shock (latest recession) but it would go through a substantial contraction in the 
case of an energy-derived price shock.  
 Following the need to study business cycles and the potential patterns that can be 
observed between expansions and contractions in an economy, researchers have devel-
oped algorithms that could replicate historical shocks and therefore attempt to predict the 
upcoming ones [6]. Similar algorithms are used by the National Bureau of Economic Re-
search that offers a detailed account of the expansions and contractions of the US econ-
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omy for the last 158 years [7].  In accordance, the Organization for Economic Co-opera-
tion and Development (OECD), based on various and different component series, has 
developed a set of indicators that cover numerous countries and regions in the world. In 
this respect, the OECD composite leading indicators were proven useful in this research 
for the identification of the major exogenous shocks, their types, magnitudes and suita-
bility in order to be used for empirical testing [8]. 
 This thesis and the research associated with it, is primarily concerned with the 
impact of the latest major financial crisis on residential electricity demand with emphasis 
given on two countries that suffered significant drops in their national accounts; namely 
Cyprus and Greece. Accordingly, chapter 2 provides a thorough look into the current lit-
erature written on energy demand. As such, it begins by setting the theoretical framework 
that most of the existing studies are based on and finishes with a detailed account of the 
different approaches that can empirically estimate energy demand; both as a dependent or 
an explanatory variable. Later on, chapter 3 defines the research questions and the pro-
posed chosen methodology to solve them. Consequently, chapter 4 asserts the specific 
regressions to be used and provides the interested party with the experimental results that 
stemmed from the appropriate econometric software. In this context, the contribution of 
the project is stressed.  Finally, chapter 5 consists off the conclusion that offers an evalu-
ation of the measured values and a robust description of future work related to the research 
that draws upon the aspects of novelty in the project.  
 
2 2. Literature Review 
 
2.1 Some theory behind Energy demand  
 
2.1.1 Energy Intensity 
Economic growth in the developed countries has been following a specific pattern 
of structural changes in the economies involved. In this respect, there is a widespread 
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belief that economies in constant growth, after reaching a peak in their energy consump-
tion levels, they tend to move away from heavy industry towards a less energy intensive 
production [9].   
However, opinions tend to differ regarding the most important factors and the as-
sociated assumptions that reflect the observed drop in energy intensity. Sue Wing based 
on an econometric model of producer’s behavior and by using price energy data for in-
dustries, reaches the conclusion that between 1958 and 1973, structural changes, in the 
US economy, were mainly responsible for the substantial drop in energy use per GDP. 
Nevertheless, after the major oil shock, this tendency was reversed and energy efficiency 
improvements caused the larger share of the decline [10]. 
Moreover, it is important to address the issue of quality of fuel as an important 
factor that drives the energy-economy relationship. It is evident, that countries tend to use 
different fuels as the primary mover of their economy. In addition, some countries are 
exporters and others are importers of energy sources. Another driving factor is technical 
change that leads to the adaptation of better quality fuels (electricity) mainly from the 
developed countries. Therefore, the indicator of energy intensity, as it does not take into 
account the diverse economic structures of the economies, is associated with doubts re-
garding its validity [11]. 
 
2.1.2 Elasticities  
When researchers study the effects of energy on economic output from the pro-
duction-side they are mainly concerned about the substitutability between energy, capital 
and labor as well as among different fuel inputs for the industries [12]. In this respect the 
elasticity of substitution of energy demand determines whether energy and capital are 
complements or substitutes [13]. 
However, other measures, such as the price and income elasticity, are of high im-
portance for explaining the changes in energy demand that are caused from income fluc-
tuations or changes in prices respectively. Accordingly, calculations of the price elastici-
ties have dominated the literature in an attempt to assess the major energy price shocks 
during the 70s and 80s. As mentioned in the introduction, it can be observed that while 
emphasis is given on price elasticities, income elasticities are less often calculated in the 
more recent literature. This can be partly attributed to the fact that most of the scientific 
work concerns the developed economies for which the majority of the studies during the 
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70s and 80s concluded that income elasticities tend to stay relatively constant (0.5-0.7) in 
the long run [14]. However, that is an observation that applies only to developed econo-
mies, differs between importing and exporting countries and in most of the cases assumes 
symmetric energy demand responses on income or price changes.  
James D. Hamilton observes that income elasticity of oil demand has gradually 
dropped for the period between 1949-2007 for the US [15]. He points out that during the 
decade between the mid-80s and 90s, although the oil prices dropped at almost 50% the 
income elasticity kept decreasing. However, based on a different empirical framework, 
an attempt to measure the short run income elasticity of gasoline demand for the periods 
of 1975-80 and 2001-06 that were characterized by high oil prices yielded to a more elas-
tic demand to income changes for the latter period in the US [16]. 
In another example which contradicts the argument that energy demand in devel-
oped economies is income inelastic, Hondroyannis after conducting an investigation of 
the residential demand for electricity in Greece for the period between 1986-99, he calcu-
lates a highly elastic electricity demand in respect to income [17]. More specifically, he 
tests the residential demand of electricity as a function of income, prices and weather 
conditions and comes up with a long run income elasticity in the order of 1.56. In simple 
words, when income shows a 1% increase, energy demand for electricity will increase at 
the order of 1.56%, thus the electrical energy intensity would increase [11]. 
This variation between studies indicates that elasticity estimations differ consid-
erably. It is therefore evident that the results are highly depended on the country’s struc-
ture and condition of the economy, fuel type, sector under investigation as well as the 
methodology and specifications that were applied.  
 
2.1.3 Modelling economic output and energy demand 
The need to assess the impact of the fluctuations of basic economic variables on 
energy demand (e.g. income, price) became apparent to the developed world, after two 
major oil crisis took place during the seventies. 
Therefore the energy crises triggered the development of Energy Economics as an 
autonomous branch of studies and consequently focused on energy demand modelling. 
Analysis of energy demand became a necessity in order to mitigate the impact of price 
shocks to the economies. This analysis has been primarily following two research path-
ways. First the need to assess the impact of basic economic variables (e.g. income, price) 
6 
 
on energy demand from the side of the consumer. Secondly, the need to investigate the 
economy as a whole by assessing energy as a factor of production and consumption be-
came apparent. The later was achieved by studying a country’s output within a production 
function dependent on labor, capital, energy and materials. On the contrary, the study of 
energy demand from a microeconomic perspective requires a single or a system of equa-
tions based on the utilization of expenditure functions [18]. 
For the production-side approach, both macroeconomic and microeconomic ap-
proaches have been developed. The mathematical tools used are focused on three tech-
niques. The first is a top-down technique that uses econometric methods based on histor-
ical data and its primary target is to assess the impact of energy price and economic shocks 
on various economic variables. In this light, a considerable portion of the literature ex-
pands upon the causality relationship between energy and GDP since such an assessment 
can be crucial for the implementation of energy policies. Therefore, emphasis is given to 
the role of energy in the economy by assessing the elasticity of substitution between en-
ergy, capital and labor, technological improvements, fuel shifts and structural changes 
that distinguish a state’s economy [19]. 
On the other hand, bottom-up techniques are not associated with historical data 
but rather attempt to incorporate in a model the ongoing structural and technical changes. 
In this respect, bottom-up energy system models are used to provide a better representa-
tion of the conversion technologies by using sophisticated engineering tools. Although a 
detailed disaggregated approach according to consumer preferences is used, it is often 
followed by a lack of data availability, since all technological data can be hard to find. 
Another important drawback is that bottom-up methodologies do not take into account 
the price effects on energy demand [20]. 
Finally, hybrid models have been developed that use macroeconomic top-down 
methods to operate an energy system sub-model that captures the end-use demand inside 
an empirical analysis framework.  These models are often used together with the General 
Equilibrium Models (GEM) for forecasting CO2 reduction levels by switching between 
different scenarios as well as estimating rebound effects [21]. 
A top-down econometric approach can moreover involve methods that derive en-
ergy demand as a system of equations usually based on a production function such as the 
Cobb-Douglas or translog ones. However, a more atheoretical approach to estimate the 
changes in energy demand is applied by estimating price and income elasticities by using 
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a single equation model. This approach, which is the one utilized for this work, can be 
more efficient for forecasting applications and it is flexible to include and expand on var-
ious specifications.  
Early static equations have received much criticism for failing to account for the 
dynamic nature of the coefficients that determine the change in income, price and other 
critical variables. In other words a deviation between the short run and the long run esti-
mations was observed. These differences were attributed to the lag of capital accumula-
tion since investing to more energy efficient technologies will shift energy demand to a 
new equilibrium but in the long run. Therefore the necessity of including lagged values 
of energy consumption as explanatory variable in the single equation models became ap-
parent.  However, the incorporation of lagged values when using time series data gave 
birth to issues of autocorrelation that is observed among the explanatory variables or be-
tween the dependent variable and its own lags [18]. These specifications and their appli-
cations in the existing literature are analyzed in the following part of this chapter. 
 
2.2 Single equation Energy demand Modelling  
 
2.2.1  Technical Change 
Introduction 
A widely applied approach by researchers is that instead of modelling the econ-
omy as whole, they use a single equation to explain energy demand by incorporating dif-
ferent variables that vary from the energy prices and income to weather conditions and 
capital stock of appliances.  
Technological changes often occurs in response to energy price shocks by adjust-
ing the capital stock of production; a process that does not take place instantly but rather 
often requires several years. Therefore, short run estimations of price and income elastic-
ities of energy demand are usually smaller than the long-run ones  
 
Asymmetric responses  
A considerable portion of the literature is based on asymmetric responses of en-
ergy demand to price changes that was first introduced to energy demand testing from 
Dermot Gately and Hilard G. Huntington in 2002 [22] . In more detail, the authors argue 
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that by decomposing the price variable one takes the asymmetric responses into consid-
eration and by partially adjusting the model, technical and other structural changes are 
fairly considered. The theory behind such a method is based on the assumption that when 
energy prices rise consumers will invest on more energy efficient equipment. On the con-
trary, when prices decrease, the more efficient equipment will remain installed and merely 
its usage might increase but in a lower grade than it was decreased before the equipment 
was changed, thus creating an asymmetry. Following the same logic, when consumer’s 
income increases it is very likely that he will purchase a more efficient equipment, while 
when his income declines he is bound to keep the appliance and merely limit its usage. In 
this respect, it is evident that energy demand responses to price and income fluctuations 
tend to respond differently according to the origin of the shock that takes place (recession, 
supply shifts or structural changes), although eventually shock is commonly transmitted 
to both income and prices.     
Technical change with panel data  
 There has been some criticism on the asymmetric response of energy demand to 
price and income changes. In this respect, Griffin and Shulman, argued that in order to 
better measure energy demand response it is not necessary to account for asymmetric 
responses to price changes since the asymmetries observed by the later, is in fact the ex-
ogenous effect of technical change [23]. However, it is important to emphasize that the 
two studies differ significantly since Griffin and Shulman uses an index of prices based 
on retail prices that unlike the world price of crude oil, they better represent oil data (ac-
count for the variation in tax systems between countries). Moreover, this improvement 
was followed by a necessary decrease in the number of countries under investigation, 
which dropped down from 96 to 16, since the retail price data are difficult to retrieve. 
They conclude that the best model can be realized by incorporating fixed annual dummy 
variables to act for technical change in a panel data framework. 
 Following the very same debate, Huntington tested the energy demand response 
of the 16 OECD countries used for the GS paper by using 3 different models [24]. He 
then proves that the changes in income elasticities and other variables that were observed 
by decomposing price changes are solely a result of the set of yearly dummy variables 
that Griffin and Schulman incorporated in their model that serve as an accurate represen-
tation of exogenous technical change. Thus he verifies that a set of dummy variables is a 
good interpretation of exogenous technical progress but rejects the idea that asymmetric 
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responses on price changes can be disregarded by suggesting their complementary signif-
icance. On the other hand Adeyemi et al, when investigating only the industrial sector for 
the same 16 OECD countries by utilizing both time series and panel data, concludes that 
the two approaches fail to work together and that the price decomposition better “satis-
fies” their model. However they stress the importance that when panel data is used the 
required model should be adjusted according to the type of data available [25].  
 
Structural changes in time series data 
A similar approach to the incorporation of fixed dummy variables in a panel data 
has been applied for time series data using the regression tools. According to Hunt et al, 
there are several underlying trends that drive energy demand and can be attributed to ex-
ogenous and endogenous factors (e.g. income, price) [26]. Hunt argues against an applied 
technique that takes into account technical progress by adding dummy variables at fixed 
timestamps. On the contrary he supports the opinion that both the exogenous and endog-
enous explanatory variables affect energy demand in a random manner. He therefore ex-
pands his argument by distinguishing between the price and the income effect. When price 
increases, consumers purchase more efficient appliances. In this respect, a long run price 
effect (endogenous) can be distinguished from the technical progress effect that stems 
from exogenous factors such as substitution of energy by other factors of production, con-
sumer behavior or CO2 abatement schemes. Accordingly, non-linear equations are 
formed that are based on the application of stochastic dummy variables to account for the 
various underlying factors [26]. For this purpose the Structural Time Series Model was 
utilized which is based on the Structural Time Series Model developed by Harvey in the 
early 90s to account dynamic structural changes [27].  
 
Exogenous effects or/and the asymmetric response effect  
Following their work for the industrial sector and a sample of 16 OECD countries, 
Adeyemi et al developed their research by testing both for exogenous effects and price 
decomposition. Therefore by separately utilizing panel and time series data they at-
tempted to conclude regarding the complementarity or substitutability between the two 
approaches. For this purpose, statistical tests (an F-test and a likelihood test) are used to 
evaluate if the two methods can be applied together in a set of data or one replaces the 
other. Finally, they find that when testing the countries as a panel set the results suggest 
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that adding a set of fixed dummy variables when using panel data has a significant impact 
to the model, while checking for asymmetric energy demand responses to price changes 
was found insignificant. In contrast, when using time series data the results suggest that a 
stochastic exogenous trend and the asymmetric price responses can be used together or 
individually according to the country and data set in question [25]. 
Complementarily, Van Benthem and Romani adds on the same strand of literature 
by estimating the price and income elasticities for a set of developing countries [28]. Their 
work forms a proof of the significant differences in energy demand response between 
developing and developed countries. Their results indicate that for most of the emerging 
economies energy intensity rises since highly elastic energy responses to income changes 
were documented.  
Both of the aforementioned studies remarkably demonstrate the variation of esti-
mated elasticities and specifications applied according to the sectors used, energy type, 
type of price data (retail, international etc.) and structure of the economy. Accordingly, 
the importance to consider the emerging economies separately, especially those that are 
going through their industrialization period, is stressed. In these countries, apart from very 
high income elasticities of energy demand, their energy sectors are found extremely ven-
erable to price changes with resulting elasticities close to unity. These high price elastic-
ities are measured when end-use prices are utilized in the model For these cases the use 
of asymmetric price changes do not appear significant whereas the incorporation of fixed 
dummy variables to account for technical change are significant additions [28]. 
 
2.2.2 Electricity demand  
A large portion of the literature is focused on explaining electricity demand based 
on a single equation or a system of equations model. The data that has been used for 
research are panel or time series data.  In accordance with total energy and oil demand 
modelling, with electricity researchers undertake investigations focused either on aggre-
gated or disaggregated sectoral data. More specifically a portion of the literature looks 
solely at Residential demand by utilizing time series [17, 29 and 31] or panel data [30]. 
Others have modelled only the industrial electricity demand [32] and a considerable 
amount of papers have been written based on a disaggregated approach that aims to in-
vestigate all the sectors or the most electricity consuming sectors under investigation [33, 
34 and 35].   
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The aforementioned studies do not differ considerably in terms of the explanatory 
variables they used in order to study the changes in electricity demand. The most im-
portant explanatory variables remain the same; they are income and price.  These can be 
expressed as time series historical data of country’s GDP or alternatively, proxies such as 
the household private income or industrial and tertiary value added data can be used to 
test the residential, industrial and energy services electricity demand response respec-
tively. In addition, price of electricity is added in the majority of studies. In this respect, 
price data for electricity can be difficult and challenging to retrieve since electricity utili-
ties rarely publish historical retail price data.   
     Besides income and price variables, another parameter that researchers usually 
choose to explain electricity demand are weather fluctuations. As such, a weather variable 
can be distinguished between a set of temperature data extracted from dispersed meteor-
ological stations [17] or heating and cooling degree days over a year depending on the 
country’s climate conditions [34, 36]. Some studies also focus in the strong relationship 
between electricity and gas prices since in some cases they are considered as substitute 
goods, thus these studies tend to use the price of gas as an additional explanatory variables 
into their model [30, 35]. 
In the case of electricity demand, unlike total energy demand, asymmetric price 
effects in a panel data context are not deployed by researchers. However, structural time 
series analysis is undertaken by the Surrey Energy Economics Centre in two papers ex-
plaining electricity demand [32, 37]. For this purpose, a stochastic trend is incorporated 
in order to capture the various exogenous effects such as technical change and consumer’s 
behavior. However, the majority of studies insist on the utilization of cointegration meth-
ods in testing electricity demand response  In this context, the next chapter is focused on 
the predominant time series econometric methodologies that have been used up to this 
moment by researchers.  
Conclusively, as is the case with total energy and oil demand, electricity consump-
tion patterns vary across countries since the economies differ considerably. Therefore, 
recessions and energy-derived shocks offer different effects, weather conditions are di-







2.2.3 Cointegration methods for time series data   
A summary of econometric methodologies is very well asserted in a paper written 
by H.A Amarawickrama and L.C Hunt for Shri Lanka’s electricity sector [37]. In all coin-
tegration methods the very first test concerns a unit root test by usually using the Aug-
mented Dickey Fuller method which determines the stationarity properties of the depend-
ent and the explanatory variables. It is a pre-condition for proceeding towards establishing 
a long run relationship, since most cointegration methods require the variables are of the 
same unit root order. Therefore, if when testing a variable, the null hypothesis cannot be 
rejected in the levels form, then the first differences of the variables are also tested.  
After the unit root testing is conducted, the cointegration methods must take place 
in order to discover if the variables move together in the long run or in other words if a 
long run relationship is established between them. In the case that all variables are found 
to contain one unit root, which means that they have a trend and are not stationary, an 
equilibrium relationship exists between them only if their residuals are proven to be sta-
tionary (I(0)). Such an estimation was first made by Engle and Granger [38]. However, 
as the cointegration methods later developed a significant drawback was associated with 
the Static-EG method when it comes to estimate energy demand responses. This disad-
vantage is found in the inability of the method to incorporate the dynamic nature of the 
variables. Thus, the resulting t-statistics are not reliable enough and the probabilities that 
confirm the significance of each variable cannot be used in order to reach robust conclu-
sions.    
 Another widely applied method to assess long run relationships in a time series 
context is the Autoregressive Distributed Lag model (ARDL). This is a dynamic approach 
that is characterized by the incorporation in the equation of the lagged dependent and 
independent variables. This approach provides very accurate estimates of the long run 
coefficients and calculates precise p-values for each coefficient. Accordingly, Pesaran et 
al [39] developed an approach they named “bounds testing” that can estimate cointegra-
tion relationships from an unrestricted ARDL model by calculating an F-value and com-
paring it with  specific tabulated ‘bounds’ that have been previously derived and confirm 
an equilibrium relationship.  For this purpose a Wald test is run that tests the hypothesis 
of all lagged coefficients being equal to zero. In case the null hypothesis is rejected there 
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is a long run relationship between the variables. The ARDL approach according to Pe-
saran’s Bounds Testing has been utilized as part of the empirical testing conducted for 
this work. Hence, it will be further analyzed in a subsequent section.  
Other multivariate cointegration methods can be used for estimating long run re-
lationships. One of these approaches, based on the maximum likelihood statistical tool, is 
the Johansen method to cointegration [40]. In this method, a system of equations is used 
according to the Vector Autoregressive Model (VAR) in order to take into account more 
than a dependent variable and therefore test for all possible cointegrating relationships. 
For this purpose, when explaining energy/electricity demand, income, price and en-
ergy/electricity consumption are regarded as endogenous parameters.  
All the above cointegration techniques can be used to estimate the Error Correc-
tion Model (ECM) by deriving the Error Correction Term (ECT) which stems from the 
residuals of the confirmed long run cointegration equations. Consequently, the Error Cor-
rection term is used to form the short run equation which requires that all the independent 
variables are differentiated at first order since the ECT is always stationary (derived from 
the residuals of a confirmed long run relationship). Correspondingly, the coefficients of 
the differentiated independent variables represent the short run elasticities of the model. 
And the Error Correction Term coefficient represents the model’s speed of adjustment, 
meaning the amount of time that the system requires to reach a new equilibrium. In other 
words the speed in which the consumers are adjusting their energy consumption patterns 
in price or income fluctuations.   
In the case of the multivariate models, elasticities are calculated from the Vector 
Error Correction Model that follows the same structure except that in this case it concerns 
a system of equations. Finally in order for the model to be characterized as reliable and 
therefore one to be able to draw concrete conclusions, it is necessary to run a series of 
diagnostic tests. These statistical tests are assessing the system in terms of its stability, 
serial correlation, the presence of heteroscedasticity and finally normality tests take place 
that measure the magnitude of skewness and kurtosis of the distribution. These tests con-
cern the residuals of the equation. Additionally, it is possible to determine short run and 
long run causal relationships between the variables, such as estimating the corresponding 
Granger causality between the variables.  
After a thorough investigation in all the applied cointegration methods, the next 
chapter will begin by justifying the chosen methodology for the purposes of this research. 
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At this stage, it is important to stress out the novelty of this project. In this respect, this 
work aims to expand in two directions. Firstly, the long run income and price elasticities 
in the countries of Cyprus and Greece will be calculated based on historical data in which 
the substantial national income drops will be included.  In this light, the work attempts to 
add to the current literature by assessing the impact of the crisis to the electricity demand 
in the Cypriot and Greek households by testing the income elasticities response to the 
shock. 
 
3 Problem Definition 
3.1 Chosen methodology  
 A large portion of the literature that is focused on studying energy demand re-
sponses is based on utilizing panel data. As thoroughly described in the literature review 
researchers have been focused on a large sample of countries that provide specific ad-
vantages to their study.  In this way, panel data increases the degrees of freedom due to 
the amount of information available and allows for heterogeneity among the countries 
that are investigated by assigning different intercepts for each country [22] or estimating 
an average value between the intercepts. 
However, the construction of a sample of panel data from two countries cannot pro-
vide any useful results. Therefore, time series data has to be used that can be examined 
via cointegration methods or a Structural time Series Model.  The later offers an accurate 
representation of exogenous factors by utilizing a combination of a maximum likelihood 
estimation and a Kalman filter to derive a random stochastic trend [41]. However, such a 
model, apart from the complexity of its in-depth understanding, is more suited for fore-
casting via long run estimations which is not the scope of this research [37]. 
Thus, in accordance with the majority of the studies on electricity demand, this work 
uses a cointegration method. Accordingly, between the various methods,  the Engle 
Granger method was avoided since it does not provide credible p-values for the respective 
coefficients and the Johansen method was not chosen since it requires all variables to be  
of the same unit root order as well as it involves the risk of over-parameterization. Con-
sequently, based on the specification and methodology to be used for this study, the Au-
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toregressive Distributed Lag method has been chosen according to Pesaran’s Bounds test-
ing cointegration technique.  This methodology was found more suitable for the purposes 
of this research for a number of reasons: 
 
1) The ARDL method provides robust results by utilizing a single equation cointe-
gration approach that is convenient to interpret by giving to the researcher the 
ability to avoid over parameterization that would occur inevitably with the usage 
of a VAR model and the Johansen’s approach to cointegration.  
 
2) The variables used for the regressions can be both stationary (I (0)) and non-sta-
tionary (I (1)) rendering ARDL the ideal approach for such circumstances.  
 
3) Different lag lengths can be assigned to the dependent or explanatory variables.  
 
4) Provides the ability to estimate long run elasticities with great accuracy which are 
critical for energy demand studies.  
 
5) Accordingly, the statistical significance of the long run elasticities is given by run-
ning t-tests and providing p-values. A feature that can give the researcher the lux-
ury of creating a parsimonious model if regarded necessary. 
 
6)  Short run elasticities and the long-run adjustment to equilibrium can be easily 
derived. 
 
7) The final short term model derived provides evidence for causality testing between 
the dependent variable and the explanatory ones. 
 
Conclusively, for the number of reasons stated above the usage of the ARDL Bounds 
testing approach on cointegration was regarded as the most suitable for the purposes of 
studying electricity demand and specifically the income elasticities response to the latest 




3.2 Unit root testing  
In order to construct a valid long run relationship via the majority of cointegration 
methods, it is required that all variables included in the long run equation are non-station-
ary, meaning they contain a single unit root. However, as mentioned before, the ARDL 
cointegration method allows more flexibility on this matter. As a result, in order to test 
each variable for stationarity, the Augmented Dickey Fuller test has been widely applied 
[42]. The ADF is an expansion of the Dickey Fuller’s derived regression:  
 
𝛥𝑦𝑡 =  𝑦𝑡+1 – 𝑦𝑡  =  𝑎𝑦𝑡  +  𝑏 + 𝑒𝑡  (1) 
 
After the null hypothesis cannot be rejected and the coefficient of a is found sta-
tistically significant, y is stationary. On the contrary, if the null hypothesis (a=0) cannot 
be rejected then the variable contains a unit root and thus follows a “random walk” be-
havior.  Consecutively, the Augment Dickey Fuller test additionally checks for serial cor-
relation and time trend integrated in the variable in question:    
    
𝛥𝑦𝑡 =  ∑ 𝑏𝑖𝛥𝑦𝑡−𝑖
𝐿
𝑖=1
+ 𝑎𝑦𝑡 +  𝑏1𝑡 + 𝑏2 + 𝑒𝑡  
Where,   y is the dependent variable 
   b, a are the coefficients of the differenced and in level form  
                                    variables  
   L is the number of lags  
and    t is the trend  
 
According to the same principle if the null hypothesis (bi=0) is rejected (p-value 
< 0.05) the variable is stationary and vice versa. In the case that the coefficient is not 
statistically significant there is a unit root in the variable and it must be differentiated in 
the first order in order to proceed towards identifying the number of unit roots in the 
variable.  After verifying that there are no I (2) variables involved one can proceed with 




3.3 Estimating the appropriate Lag Length  
There are two methods that are commonly used in order to estimate the lag length 
criteria that will eventually form the appropriate long run equation.  The first method is 
based on estimating an unrestricted Vector Autoregressive model (VAR), by setting the 
explanatory variables of the ECM as exogenous regressors [43].  Accordingly, most econ-
ometric software are set to provide a table with the number of lags and 5-6 different In-
formation criteria followed by a suggestion of the appropriate lag length according to each 
criterion. Usually the Akaike or Schwarz criteria are considered more trustworthy.  
Another way to determine the number of lags is simply running multiple regres-
sions on the unrestricted ECM with different number of lags and storing the Akaike or/and 
Schwarz value each time. The appropriate lag order will be the one that provides the 
smallest value of information criteria. For this work, since annual time series data are used 
the number of determined lags was limited to 1.  
 
3.4 Unrestricted ECM  
 After checking that all the variables are either I (1) or I (2) the unrestricted Error 
Correction Model (ECM) can be compiled. This equation is much similar to a conven-
tional ECM equation together with the lagged variables in their level forms in the place 
of the Error Correction Term.  Thus assuming that the regressors are 𝑥1 and 𝑥2 and the 
dependent variable is 𝒚𝑡 the equation would be written as the following: 
 
𝛥𝑦𝑡 = 𝑏0   +  𝛴𝑏𝑖𝛥𝑦𝑡 − 𝑖 +  𝛴𝑐𝑗𝛥𝑥1𝑡−𝑖 +  𝛴𝑑𝑘𝛥𝑥𝟐𝑡−𝑘 +  𝜃0𝑦𝑡−1 +  𝜃1𝑥𝟏𝑡−1 +
 𝜃2𝑥𝟐𝑡−1 +  𝑒𝑡         (3) 
 
 After creating the “unconventional” ECM, the optimum number of lags for the 
ADRL model must be determined. This procedure can take place by initially assigning a 
large number of lags and decrementally advancing towards the most appropriate number 
by checking the various associated information criteria, such as the Akaike and the 
Schwarz criteria available in various econometric software. Once the number of lags are 
determined according to the lowest Akaike or Schwarz value, the residuals need to be 
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tested for serial correlation and the entire model needs to be characterized stable. Accord-
ingly, the most common tests for assessing serial correlation and stability of the residuals 
are the Langrange Multiplier Test and the CUSUM test respectively.  
 
3.5 Bounds Testing  
After formulating the Unrestricted Error Correction Model, one can test for the ex-
istence of a long run relationship between the variables. For this purpose an F-test is run 
based on the hypothesis that all lagged variables in the level form are equal to zero. The 
magnitude of the F-stat will determine the existence of the equilibrium relationship. In 
this respect, since the distribution is non-standard the resulting value needs to be com-
pared with Pesaran’s tabulated values [39]. The tabulate critical values are organized ac-
cording to the number of variables, if they are I (1) or I (0) and if an intercept and/or a 
time trend is included in the model. Accordingly three possibilities can be distinguished:  
 If the F-statistic value is lower than the lower bound critical value, there is 
no long run association between the variables. 
 If the estimated F-statistic results in between the upper and lower bound, 
no robust estimation can be concluded. 
 Finally in case that the value of the F-statistic is higher than the upper 
bound tabulate critical value, a long run association between the variables 
has been proven. 
 
3.6 Short run dynamic equation 
After establishing the long run relationship between the variables, the “conven-
tional” ECM model can be estimated. For this purpose the Error Correction Term needs 
to be calculated that can be derived from the residuals that result out of the estimation of 
the long run model. In this respect the ECM model will be:   
   
𝛥𝒚𝑡 = 𝑏0  +  𝛴𝑏𝑖𝛥𝒚𝑡−𝑖  +  𝛴𝑐𝑗𝛥𝒙𝟏𝑡−𝑗 +  𝛴𝑑𝑘𝛥𝒙𝟐𝑡−𝑘 + 𝜑𝜠𝑪𝑡−1 +  𝑒𝑡  (3) 
 




and:   𝛽1 = −(𝜃1/𝜃0) and 𝛽2 = −(𝜃2/𝜃0) the long run coefficients derived 
from the unrestricted ECM. 
Consequently the φ coefficient of the Error Correction Term must be found nega-
tive and significant in order to verify the existence of a long run relationship. As it will be 
extensively examined in the empirical results section to follow, this coefficient provides 
information on the time that the model requires to absorb a short term deviation from the 
mean. Similar to the previously defined unrestricted ECM model, the conventional ECM 
needs to go through a set of diagnostic tests. More specifically the system’s errors need 
to satisfy the conditions of stability, normality, homoscedasticity as well as be serially 
independent.   
 
4 Contribution 
4.1 Residential Electricity Demand Response in 
Cyprus  
 
4.1.1 Data sources  
 Four are the chosen variables which are used in this research, each one of them 
contributing on explaining the residential electricity consumption in Cyprus. These vari-
ables consist of the residential electricity consumption, the real private final consumption 
which is used as an approximation of household income, domestic prices of electricity 
and a variable representing the weather variations.1   
 Residential electricity consumption data is expressed in Kilowatt-hours (kWh) and 
was obtained from the Statistical service of the Republic of Cyprus. Moreover from the 
same source, electricity retail prices together with macroeconomic data were extracted. 
Price of electricity had to be converted from pound cents to eurocents for the years be-
tween 1961 to 2008 in order to achieve uniformity throughout the data series.  As the 
                                                 
1 Both for Cyprus and Greece, substitutes for electricity such as gas and oil were not considered to 
be significant for explaining the residential demand for electricity. 
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macroeconomic data is concerned, the household income proxy that was utilized is ex-
pressed in million euros. Both variables were deflated to real prices of the year 2000 by 
dividing with the appropriate consumer’s index that was taken from the World Indicators 
data source [44].  
 Appropriate weather variables have been proven significant in similar studies of 
electricity consumption [17, 29, 34 and 35]. Many of these studies have utilized weather 
average data weighted by population that was extracted from different meteorological 
centers based on disperse regions that simulate the different climate zones for the country 
in question. In this case, Cyprus can predominately be distinguished in two different cli-
mate zones with the Cypriot population divided between them. These regions are Nicosia 
in the center-north of the island which suffers from extreme temperatures and Larnaca 
and Limassol which are characterized by milder temperatures. In this respect, and due to 
different usage patterns of heating and cooling appliances between the summer and winter 
seasons, the sum of heating and cooling degree days were chosen as a more accurate 
measure to explain the effect of climate variations on electricity consumption [34].  
 However an estimation of such a variable in countries with varying climates be-
tween their regions requires considerable data mining. Donatos and Mergos [36] obtains 
heating degree days data  from 44 different areas of Greece for the years 1961 and 1986, 
only to find out that the variable was statistically insignificant since at the time of inves-
tigation heating in Greece was predominately based on diesel oil and not electricity. Con-
versely, in a subsequent study, after deciding not to use Cooling degree days due to the 
limited usage of such applications in Greece, Heating degree days resulted to be a signif-
icant explanatory variable for their model [29].  
In the case of Cyprus, due to the vary high temperatures during several months 
there is a considerable use of air condition devices and therefore both HDD and CDD 
should be taken into account. Although two variables representing the Cooling and Heat-
ing degree days separately could have been used, this was avoided in order to keep the 
model parsimonious and not to lose additional degrees of freedom (since annual data are 







4.1.2 Testing for Stationarity-Augment Dicky fuller Test 
 At this point, electricity consumption, the real gross domestic product (GDP) or 
private income and the prices of electricity have to be tested for stationarity. For this pur-
pose the Augment Dicky Fuller test was applied. In Figures 1, total electricity consump-
tion and price of electricity plotted against time are demonstrated. From a first rough em-
pirical examination of the graphs, one can draw a set of conclusions that can direct the 
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Figure 1: A graphical representation of electricity price and electricity consumption data for  
Cyprus between the years 1961-2013 
 
One can observe that both variables are not stationary since they are not mean-
reverting which means that the time series data in both cases do not fluctuate around zero. 
However, one can witness that their trends vary significantly as the non-stationarity ob-
served stems from different characteristics of their data.  In the case of electricity con-
sumption there is a clear time trend to be observed throughout the series. On the contrary, 
price consumption data fluctuates around a constant.  
These preliminary assumptions can be verified by applying the Augmented 
Dickey Fuller test. The results show that when a unit root test runs on electricity con-
sumption, the trend is statistically significant at 10% (p-value=0.0867) while the constant 
is insignificant. As anticipated, the null hypothesis which states that the variable contains 
a unit root cannot be rejected. Regarding the electricity price data, the time trend proves 
to be insignificant while the constant should be added as an exogenous determinant since 
it is statistically significant (p-value=0.0849) at 90%. Moreover, the null hypothesis can-
not be rejected, thus the price variable contains a unit root at levels.  
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In order to examine if the variables cointegrate in the long run and/or the short run 
it is necessary to test again for the existence of unit roots in their first difference form. In 
this light, figure 2 demonstrates the consumption and price variables differentiated in the 
first order. It is obvious that the variables are stationary since both them fluctuate around 
the mean. Consequently, after applying the same methodology, the income variable fol-
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 Figure 2: The electricity consumption and price of electricity variables in first difference form. 
 
On the contrary the degree days (DD) regressor, as seen in figure 3 was found 
stationary at levels. Hence, since the null hypothesis could be rejected, the variable does 
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Conclusively, table 1 summarizes the Augment Dickey fuller tests. The lag length 
was based at the Schwarz information criterion and was automatically determined by the 
econometric software for each variable. The mixture of I (0) and I (1) variables in the 
model dictated that the use of ARDL as the cointegration method for proper analysis with 
the existing data. In this respect, since it was concluded that none of the variables are I(2), 
the investigation proceeded in the formulation of the necessary equations.  
    
        Table 1: Augment Dickey Fuller Unit root tests 
 
 Note: The indications *, **, *** show the significance level at 1, 5 and 10% respectively.  
  
Using the aforementioned techniques for capturing the appropriate number of lags 
(section 3.3), since annual data are used, only one lag was proved necessary based on the 
Schwarz values. Accordingly the Unrestricted model was formed:    
 
𝛥𝛦𝑡 = 𝑏0 +  b1Δ𝐸𝑡−1 +  c1Δ𝐼𝑁𝑡−1 +  d1Δ𝑃𝑡−1 + e1Δ𝐷𝐷t−1 + 𝜃0𝛦(𝑡−1) +
 𝜃1𝐼𝑁(𝑡−1) +  𝜃2𝑃(𝑡−1) +  𝜃3𝐷𝐷(𝑡−1) + 𝑒𝑡   (4) 
2 
 
Where: E is the residential electricity demand measured in kWh; 
 IN is the household income in €; 
 P is the price per kWh in €; 
 DD are the degree days measured in degrees Celsius; 
                                                 
























Electricity demand  -2.3984 0.2725 -6.1711***  -6.8229*** 
Income -2.5117 -0.0646     -6.7955***     -7.6132*** 
Price -1.6384 -1.2082 -5.9650***  -6.0154*** 
HDD+CDD     -6.8969***     -7.0105*** -8.2742***  -5.9106*** 
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 θ represents the coefficients of the single lagged variables in level form. 
 b, c, d, e represent the coefficients of the variables in first difference form 
and       𝑏0 is the intercept 
  
All variables have been converted to their natural logarithmic values. These values 
bring together the “Bounds Test” equation which is constructed in order to run tests for 
cointegration. In this respect testing for a long run relationship involves an F-test. Ac-
cordingly, the coefficients of the lagged values in level form are brought equal to zero. 
The null hypothesis can be rejected if at least one of the coefficients is found different 
from zero. Then, the alternative hypothesis is accepted and a long run relationship be-
tween the variables is implied. In order to verify that the variables cointegrate, due to the 
asymptotic distribution of the F-statistic, the F-stat values need to be compared with Pe-
saran’s or the subsequently postulated Narayan’s tabulated values [45].  
 
4.1.3 F-tests and exogenous factors  
The tests summarized in table 2 are the single equation regressions that examine 
the electricity demand response explained by household income (IN), price of electricity 
(P) and degree days (DD). In this context, table 2 demonstrates a portion of the specifica-
tions tested to account for the major exogenous effects. The lag number for all endogenous 














          Table 2: F-statistics   
Specifications Lags F-val-
ues 
1: 𝐸𝑡 = 𝑎0 + 𝑏𝑡𝐼𝑁 + 𝑐𝑡𝑃 + 𝑑𝑡𝐷𝐷 + 𝑡𝑡 + 𝜀𝑡 (1,1,0,0) 6.0393  
2: 𝐸𝑡 = 𝑎0 + 𝑏𝑡𝐼𝑁 + 𝑐𝑡𝑃 + 𝑑𝑡𝐷𝐷 + 𝑒𝑡𝐷𝑠ℎ𝑖𝑓𝑡  + 𝑡𝑡+ 𝜀𝑡 (1,1,0,0) 10.543  
3: 𝐸𝑡 = 𝑎0 + 𝑏𝑡𝐼𝑁 + 𝑐𝑡𝑃 + 𝑑𝑡𝐷𝐷 + 𝑒𝑡𝐷𝑠ℎ𝑖𝑓𝑡  + 𝜀𝑡 (1,1,0,1) 11.896  
4:𝐸𝑡 = 𝑎0 + 𝑏𝑡𝐼𝑁 + 𝑐𝑡𝑃 + 𝑑𝑡𝐷𝐷 + 𝑒𝑡𝐷𝑠ℎ𝑖𝑓𝑡  + 𝑓1𝐷2013𝐼𝑁 + 𝑡𝑡 + 𝜀𝑡 (1,1,0,1) 8.7016  
5: 𝐸𝑡 = 𝑎0 + 𝑏𝑡𝐼𝑁 + 𝑐𝑡𝑃 + 𝑑𝑡𝐷𝐷 + 𝑒𝑡𝐷𝑠ℎ𝑖𝑓𝑡  + 𝑓1𝐷2013𝐼𝑁 + 𝜀𝑡 (1,1,0,1) 9.2948  
6: 𝐸𝑡 = 𝑎0 + 𝑏𝑡𝐼𝑁 + 𝑐𝑡𝑃 + 𝑑𝑡𝐷𝐷+ 𝑓1𝐷2013 + 𝜀𝑡  (1,0,0,1) 8.1150  
Notes: Dshift is a level shift dummy that takes the value of 1 for all the years after 1974 and 0 other-
wise. D2013IN is a dummy constructed as a multiplication of a dummy that takes the value of 1 only 
for 2013, with the Household expenditure variable. Moreover, specification 6 concerns the time span 
between 1975 and 2013.  
  
 The first specification contains an intercept and a trend without the use of dummy 
variables.  Moreover, the following two specifications (2, 3) are based on the inclusion of 
a level shift dummy variable that attempts to represent a structural change that followed 
the Turkish invasion in Cyprus in 1974. The two specifications differ only by the inclusion 
of the trend to the equation. The incorporation of trend was applied interchangeably due 
to the serial correlation that was observed in the specification that involved only an inter-
cept. After including the trend, the model could pass successfully all the mandatory diag-
nostic tests.    
 In addition, table 2 offers a summary of the extensive testing that has been con-
ducted throughout the research. Many specifications were omitted. Namely, the ones that 
didn’t result in an F-value larger than Pesaran’s critical values or the arrangements that 
didn’t include an intercept were considered unnecessary to be part of the presented data 
since they led to spurious regressions.  
 The progressive addition of the level-shift and spike dummies serves the purpose 
of testing the model’s response to the exogenous factors that had a decisive impact in the 
Cypriot economy. In this respect, one can verify the necessity of incorporating the exog-
enous factors as well as the direct impact of the exogenous shocks in the formulation of a 
cointegration relationship between the explanatory variables. However, the ultimate and 
most reliable specification was selected after checking the diagnostic tests as well as the 
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long and short run coefficients associated with each of the specifications. These estima-
tions are demonstrated in the three tables that complete this section. 
  
4.1.4 Diagnostic Tests    
To proceed in testing the long run and short run effects, the residuals of each se-
lected specification need to pass specific diagnostic tests. More specifically the error term 
needs to be checked for serial correlation, normality, stability and for the presence of 
heteroscedasticity.  Table 3 summarizes this diagnostic tests according to the Langrange 
Multiplier version of results. 
 The statistical tools used are the Langrange Multiplier test and Ramsey’s RESET 
test for serial correlation and functional form respectively. Moreover, skewness and kur-
tosis levels are checked for normality and a regression of squared residuals on square 
fitted values is applied in order to test for heteroscedasticity.  For this purpose, out of the 
extensive testing that took place and can be partly visualized in table 2, only four specifi-
cations were considered credible enough for further investigation.  
The selected arrangements are the ones that passed all the necessary statistical 
tests successfully. The rest of them, that were in most cases serially correlated, were con-
sidered non trustworthy and would have potentially led to spurious regressions.  
 
      Table 3: Diagnostic tests 
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4.1.5 Stability Tests  
In order to assess if the models are stable, their residuals have to be tested for 
structural breaks to which ARDL tends to be extremely sensitive. For this purpose the 
Cumulative Sum (CUSUM) tests are used which are based on the cumulative sum of the 
regression residuals. Furthermore, this test is usually used together with the Cumulative 
Sum of Squares test (CUSUMQ) which applies the same principle but in the square of the 
regression’s errors.  
In Figure 4, the CUSUM graphs are presented for a number of regressions applied 
in this work. However, the graphs were available for the majority of the regressions but 
not for all.  
While regressions 1 and 2 could be tested for stability via a CUSUM and a 
CUSUMQ technique, specifications 4, 6 were inconsistent with such an estimation. How-
ever the utilization of CUSUM tests was maintained in order to offer a visual demonstra-












Figure 4: The CUSUM and CUSUMQ test results are plotted. The two upper graphs repre-
sent a regression without structural shift adjustments, while the bottom graphs demonstrate the tests 
for stability after the inclusion of the appropriate dummy variable to account for the shift. Both tests 
are run for the data sample between 1961 and 2013. 
 
By observing the graph, the necessity of using the level shift dummy variable is 
evident.  As one can visualize, after running the CUSUM tests for the 2nd regression which 




4.1.6 Long run estimations 
 Residential electricity demand responses to changes in income, price and weather 
can provide robust conclusions on how electricity demand patterns in households devel-
oped through time and how significant fluctuations of the variables caused by exogenous 
parameters affected this progress.  In table 4, the long run estimations for the four speci-
fications used are presented.  
 These results were derived from the Unrestricted Error Correction Model. In this 
respect, although, the appropriate econometric software can produce the long run esti-
mates automatically, one can derive them manually by using equation 4.  In order to derive 
the long run elasticities, one needs to divide each lagged coefficient of the independent 
variables with the corresponding lagged coefficient of the depended variable. Accord-
ingly, the appropriate equations are presented in a subsequent section.  
 Apart from examining the long run elasticities for each variable  exclusively, there 
are also valuable conclusions to be drawn by comparing the results in the context of their 
varying arrangements; hence the reason of the step by step demonstration of the most 
important parts of the empirical testing that took place throughout the research.   
 More specifically, two distinctive comparisons can provide a useful insight to the 
problem. Firstly, one can compare the differences in the long run elasticities between the 
two different samples used in terms of their validity and robustness of results. In this 
respect, the sample that spans between the years of 1961 and 2013 will arguably provide 
more robust long term estimations. However, as Zachariadis et al [46], who applied a 
rolling regression to the commercial and residential electricity demand for the purposes 
of forecasting commented, a smaller sample between 1994-2013 is characterized by the 
technological innovation and the widespread utilization of electrical appliances in Cypriot 
households (especially the usage of air-condition appliances). Nevertheless, such a small 
sample that spans only throughout the last 20 years was regarded to small to provide ro-
bust results. 
However, a sample between 1975 and 2013 was chosen in order to assess the ro-
bustness of the level-shift dummy variable that was applied to account for the structural 
change occurred in 1974. Following G. De Vita et al work for Namibia [47] work, by 
checking the similarities between the large sample (Specification 4) and the smaller sam-
ple that takes place after the structural change (Specification 6), one can derive valuable 
conclusions regarding the applicability of the dummy variable used to account for the 
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structural change in the model.   In this case, the long run coefficients of household ex-
penditure, price and Heating-Cooling degree days are indeed similar for both regressions. 
Consequently the Dshift variable was rightly applied.  
 
                                       Table 4: Long run elasticities 
 
Note: Specification 6 concerns a sample between the years 1975-2013 
 
A number of conclusions can be derived by observing table 4 and the two different 
samples used individually. Therefore, since the ultimate goal of this work is to study the 
impact of the final recession on the income elasticity, most of the attention should be 
drawn by the arrangements 4 and 6 that include the exogenous variable D2013IN. This 
variable aims to detect the long run changes in income elasticity of residential electricity 
demand caused by the recession after 2009. In this respect, the negative sign and signifi-
cance of the coefficients confirms that the income elasticity of residential electricity is 
directly influenced by the latest economic shock that took place in Cyprus. Specifically, 
the recession negatively effects the income elasticity as it can be concluded from the 
dummy’s sign (-). 
   Furthermore, income elasticity is between 1.25 and 1.44 suggesting that a 1% 
decrease in private household income would trigger a 1.25-1.45% decrease in residential 
electricity demand in the long run. On the other hand, electricity demand is inelastic to 
price fluctuations in a way that if prices increase by 1%, electricity consumption will be 
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 Focusing on the same specifications, it is worth noting that the per capita3 residen-
tial consumption was not found sensitive to weather fluctuations in the long run. Con-
versely, the short run estimations that are presented in the next subdivision of the chapter 
4 provide proof for a short run relationship.  
Overall, the negative sign and significance of the shift dummy together with the 
similar long run elasticities of income, price and weather of the post invasion sample, 
render the inclusion of this exogenous parameters essential. The recessionary dummy 
proves that it lowers down the income elasticities of residential electricity demand. Fi-
nally, the long run elasticities correspond to the most recent study that has tested the res-
idential electricity demand for the same sample of years in Cyprus using the ARDL 
method [46]. 
  
4.1.7 Restricted Error Correction Model  
 As in most cointegration methods, Bound Tests provide robust results by formu-
lating the restricted Error Correction Model (ECT). This model is derived by using the 
lagged variables in the first difference form together with the residuals of the estimated 
regression that were extracted from the long run relationship in the levels form.   In this 
context and by using the previously established cointegrating relationship, one can derive 
the Error Correction Term (ECT):         
 
 
𝛥𝛦𝑡 = 𝑏0 +  b1Δ𝐸t−1 +  c1Δ𝐼𝑁t−1 +  d1Δ𝑃t−1 + e1Δ𝐷𝐷t−1 + 𝜑𝐸𝐶 𝑡−1 + 𝑒𝑡  [5] 
 
Where:             𝐸𝐶𝑡−1 = 𝐸𝑡−1 − 𝛽0 − 𝛽1𝐼𝑁t−1 − β2𝑃t−1 − β3𝐷𝐷t−1 
 
 
Where: 𝛽1 =  − (
𝜃1
𝜃0
),    𝛽2 =  − (
𝜃2
𝜃0
)  𝑎𝑛𝑑 𝛽3 =  − (
𝜃3
𝜃0
)   
β1, β2, β3 are the long run income, price and degree days elasticities respectively and can 
be derived from the unrestricted model estimated from the equation (4). 
                                                 




 The Error Correction Model can provide valuable estimates such as short run elas-
ticities and the model’s speed of adjustment. The latter is a measure with which one can 
test the time needed for the model to reach back to an equilibrium level after a shock has 
been realized.  
 
4.1.8 Short run elasticities and speed of adjustment  
 In contrast with other studies for the residential electricity demand for Cyprus 
[34], the results of this work show that the majority of short run coefficients are signifi-
cant. However in most of these papers Johansen’s  cointegration methodology is applied 
and the degree days variable is regarded as exogenous;4 hence the most significant ad-
vantage of an ARDL approach which is the ability to look for cointegration by processing 
I(1) and I(0) variables in the same model.  Moreover in the case of Cyprus, the sample 
differs since the investigation takes place based on different time series data, prior to the 
latest economic recession.  
 As expected, the income elasticities drop below the unit and hence residential 
electricity demand becomes income inelastic in the short run (table 6). On the other hand, 
price elasticities are very close to zero and degree day’s elasticities remarkably coincide 
around 0.25 with the maximum significance. Unlike the long run estimates, short run 
elasticities between the different regressions applied do not vary and their results seem to 










                                                 
4 An exemption to this can be found in paper by Dergiades and Tsouridis [29] where an extension 
of Johansen’s method was used that could incorporate both I(1) and I(2). However, such a model has run 
only for Greek data so far. 
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             Note: Regression #6 uses a data sample between the years 1975-2013, after the 
 structural change 
 
 The results that draw the primary focus for the purposes of this research are in-
cluded in specifications 4 and 6 that include the dummy variable that account for the 
recession. More specifically, for the short run estimations, emphasis is given on specifi-
cation 4 as the most reliable arrangement based on the largest sample (1961-2013) and 
takes into account all the possible exogenous shocks. In this respect supporting conclu-
sions about the long run evolution of the system can be drawn by observing the coefficient 
of the Error Correction Term that represents the time that the system needs to reach back 
the equilibrium after a shock takes place. In this case, the speed of adjustment is negative 
and statistically significant. Furthermore its magnitude shows a 28% change for the first 
year after a shock has occurred. 
 It is evident that the influence of the recession in the short run is equally important 
to the previous estimation. In this respect, as a robust conclusion to be derived from the 
results, it is apparent that the recession has negatively affected the short run income elas-
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4.2 Residential Electricity Demand Response in 
Greece 
 
4.2.1 Data sources  
In the case of Greece specific data was more challenging to find and thus required 
a number of different sources and the subsequent harmonization of the data in order to 
reach the most concrete representation possible.  
More specifically, data for the residential electricity consumption were obtained 
by the Greek ministry of development up to 2006 and from 2006 to 2013 from the Eurostat 
database [48]. Moreover, household consumption expenditure data, in constant prices of 
the year 2005, was extracted from the World Indicators database in US dollars and con-
verted to euros for the shake of uniformity [44]. Both indicators were subsequently con-
verted to per capita figures by dividing with the population series that was obtained from 
the same source.  
The nominal average electricity prices were obtained from the Greek Public Power 
Corporation (PPC) in drachmas until 2001 and from the Eurostat database until 2013 [49]. 
All data was converted to drachmas by using the exchange rate of 340.75 and deflated by 
dividing with the appropriate consumer’s price index.  
Finally, a weather variable was considered appropriate to be incorporated in the 
model. In this respect, the heating degree days (HDD) between 1980-2013 were used as 
an accurate representation of the days throughout each year that the temperature dropped 
more than a reference temperature and thus electrical heating appliances  were most likely 
used. However, cooling degree days were not used since they are measured to express a 
very small portion of electrical consumption in Greek households that was regarded un-
necessary to be included in the model.  Subsequently, the HDD variable is necessary to 
be calculated as a weighted average of the Greek population in order to better represent 
the different consumption patterns across the country. Such an estimation was derived 
from the Eurostat database until 2010 and the Odyssee (Enerdata) database was used for 
the three very last years [50, 51]. Finally all variables were converted to natural loga-
rithms. 
After collecting the data, it is worth taking a very first glance on the graphical 
representations depicted on figure 5. By observing the plots, one can witness the severe 
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recession that initiated in 2008 and its impact in Greece’s gross domestic product; a drop 
that in turn significantly decreased the household income. However, surprisingly enough, 
the residential electricity consumption doesn’t seem to follow the same pattern. In this 
respect, a number of preliminary conclusions can be drawn by examining both plots. Nev-
ertheless, such preliminary assumptions can be credible only after the subsequent econo-
metric testing occurs. This research aims to further explain this initial understanding of 



















1970 1975 1980 1985 1990 1995 2000 2005 2010
Household Expenditure
Figure 5: The Residential electricity consumption and Household expenditure for the years 1970 – 
2013 are demonstrated    
 
 
4.2.2 Unit root testing -Augmented Dickey fuller Test  
 Although the Autoregressive Distributed Lag method can be applied both with 
variables that contain a unit root and stationary ones; unit root testing is still necessary 
since having an I (2) independent variable involved would potentially result in a spurious 
regression.  Similarly to the case of Cyprus, the variables of electricity consumption, 
household expenditure and price of electricity failed to reject the null hypothesis and 
therefore contain a unit root. Subsequently, it is necessary to test if the first differences of 
the variables are stationary.   
 Table 7 depicts the results of the Augmented Dickey Fuller tests at level and first 
difference forms of all variables in question depicting the results with trend and intercept 
at the left hand side and only the ones with trend at the right hand side. It is worth noting 
that the household expenditure variable was found stationary at 10% level of significance 
and only after being differenced. 
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     Table 7: Augmented Dickey Fuller Test 
Note: HDD was tested for the period 1980 – 2013. Moreover, the indications *, **, *** show the sig-
nificance level at 1, 5 and 10% respectively. 
 
Accordingly, figure 6 offers the ability to visualize the time series of the household 
expenditure variable both in level and first difference form and thus further investigate 
the issue. It is evident from the graphs that any lack of perfect stationarity is an outcome 
of the latest economic shock between the years 2009-20135.  
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5 For this, it might be necessary to conduct different unit root tests that take into account one or 
























Electricity demand      -5.3577*** -2.0399     -1.1326 -7.6717*** 
Income -1.7517 -2.7318     -2.8746  -3.1867* 
Price -2.3443 -0.2513  -4.0049***  -4.6440*** 
HDD*     -3.9091***     -4.9824*** -4.2184***  -4.1779** 
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After the number of lags is determined (Chapter 3.3) and the unit tests eliminated 
the case that a variable contains two unit roots (I (2)), the Unrestricted Error Correction 
Model can be formed by the following equation:    
 
𝛥𝛦𝑡 = 𝑏0 +  b1Δ𝐸t−1 +  c1Δ𝐼𝑁t−1 +  d1Δ𝑃t−1 + e1Δ𝐻𝐷𝐷t−1 + 𝑧0𝛦(𝑡−1) +
 𝑧1𝐼𝑁(𝑡−1) +  𝑧2𝑃(𝑡−1) +  𝑧3𝐻𝐷𝐷(𝑡−1) + 𝑒𝑡   (6) 
6 
 
Where: E is the residential electricity demand measured in kWh; 
 IN is the household income in Euros; 
 P is the price in Euros per kWh; 
 HDD are the heating degree days measured in degrees Celsius;7 
 z represents the coefficients of the single lagged variables in level form. 
and       b, c, d, e represent the coefficients of the variables in first difference form.  
 
 All variables were converted to natural logarithmic values.  Furthermore, electric-
ity demand, price and household expenditure were divided by the population in order to 
obtain per capita values. In practical terms, equation 6 serves the purpose of constructing 
the null hypothesis in which the level variables are tested to be equal to zero. In this re-
spect, a Wald test is applied based on the null hypothesis that all coefficients are equal to 
0. This hypothesis has to be rejected in order to confirm that a long run relationship exists 
between the variables.  
  
4.2.3 F-tests, dummies and trend 
After extensive testing with various specifications that could best explain residen-
tial electricity demand in Greece, only one arrangement could provide the desirable out-
come of an equilibrium relationship between the variables. In this respect, table 8 includes 
                                                 
6 The exogenous factors used for testing where omitted from the equation with the exception of 
the intercept. Heating degree days are not included in the estimation results since cointegration could not 
be verified  
7 Heating degree days were tested in a smaller sample that spanned between the years 1980-2013 
due to the lack of data availability.  
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the chosen specification together with the selected lags according to previous calculations; 
the F-statistic value is added which is well above the lower and upper tabulated values. 
 
                                         Table 8: F-statistics 8 
Specification ARDL Lags F-stat 
 𝐸𝑡 = 𝑎0 + 𝑏𝑡𝐼𝑁 + 𝑐𝑡𝑃 + 𝐷𝑐𝑟𝐼𝑁 + 𝜀𝑡 (1,0,1) 11.259  
Note: 𝑫𝒄𝒓𝑰𝑵 represents the multiplication between the dummy variable, that gets the value of 1 be-
tween 2009 and 2013 and 0 otherwise, and the income variable. 
 
In terms of other arrangements that were applied in order to sufficiently explain 
the residential electricity demand in Greece, they were found inadequate due to the low 
F-statistic values that proved the lack of cointegration. More specifically, the low F-values 
were calculated when the trend and/or a smaller data sample was used. Moreover, when 
the heating degree days variable was applied, cointegration could not be verified as and 
the variable kept being insignificant regardless the length of the sample. Therefore, it was 
decided to omit the heating degree days (HDD) variable and proceed the experiment with 
household expenditure, price and the exogenous dummy which represents the severe eco-
nomic downturn. For the later, it is intended to observe how the recession, specifically 
between the years 2009 and 2013 has influenced the income variable by observing the 
income elasticities as well as the sign and significance of the dummy. For this purpose, 
the variable used is a multiplication of a dummy, that takes the value of 1 for the years 
2009-2013 and 0 otherwise, and the income variable expressed via the proxy of household 
expenditure.  
 
4.2.4 Diagnostic Tests 
 To proceed with the calculation and evaluation of the long and short run coeffi-
cients, it is necessary that the model satisfies a set of statistical diagnostic tests; namely 
the equation needs to be tested for non-normality, serial correlation, heteroscedasticity as 
well as instability. The necessary tests have been briefly descripted in the section 4.1.2. 
                                                 
8 All results of specifications that included the heating degree days and trend are not included in 
this table in order to isolate the equations that cointagrated. However the rest of the experimental results are 
available upon request.   
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Accordingly, table 10 provides results based on each statistical test together with their 
respective probability values.  
 







      
It is beyond doubt that the model is homoscedastic as well as that the hypothesis 
of serial correlation, non-normality and functional form can be rejected at 10% of statis-
tical significance according to the langrange multiplier version9 of tests.   
 
4.2.5 Long run estimations  
 As highlighted for the case of Cyprus, there are two ways to derive the long run 
coefficients. Firstly, one can utilize equation 6 and formulate the following relations:  
 
                                      𝛿1 =  − (
𝑧1
𝑧0





Where,                           𝛿1 is the long run income elasticity  
                           
and                                                      𝛿2 is the long run price elasticity 
 
 As a second and a considerably quicker option, one can derive the results auto-
matically from the corresponding econometric software (table 11).   
                                                 
9 The Microfit 5 econometric software that was applied throughout most of this research, provide 
together with the ARDL regression results, the diagnostic tests in detail. For the later it calculates two 
versions results, the LM test and the F-test ones.  
Diagnostic Tests   

























 The income long run coefficients corresponds to a previous similar study for 
Greece, it is in the order of 0.80 and highly significant. On the contrary, the price elasticity 
was found statistically insignificant. Moreover, the long run coefficient of the dummy 
variable that represents the recession period, although it was calculated with the expected 
negative sign, provided a very low t-statistic value.  
 Consequently, the dummy doesn’t affect the long run income coefficient of resi-
dential electricity demand. In this respect, a 1% decrease in the consumer’s income will 
be followed by a 0.77% decrease in the electricity that he uses in the long run. This income 
elasticity value corresponds to studies that took place before the recession and therefore 
do not take into account the latest economic downturn [29].  
 
4.2.6 Error Correction Model 
The Error Correction Model (ECM) is constructed by using the lag values of the 
differenced variables. It is a mathematical representation of the long run equilibrium re-
lationship and serves the purpose of providing short run elasticities as well as the Error 
Correction Term (ECT) that offers a reliable estimation of the time that the system re-
quires to revert to the mean after a shock has taken place.  
 
𝛥𝛦𝑡 = 𝑏0 +  b1Δ𝐸t−1 +  c1Δ𝐼𝑁𝑡−1 +  d1Δ𝑃𝑡−1 + e1Δ𝐻𝐷𝐷𝑡−1 + 𝜅𝐸𝐶𝑡−1 + 𝑒𝑡  
[7]10 
                                                 
10 The heating degree days are included for reasons of uniformity but are not included in the results. 




Electricity   
 
 
 coefficient  
  [p-value] 
Income 
      0.7722 
     [0.033] 
Price 
      0.11888 
[0.450] 
DcrIN 





Where:                        𝐸𝐶𝑡−1 = 𝐸𝑡−1 − 𝛿0 − 𝛿1𝐼𝑁𝑡−1 − δ2𝑃𝑡−1 − δ3𝛨𝐷𝐷𝑡−1 
 
And:    δ1 is the long run income elasticity  
   δ2  is the long run price elasticity 
   δ3 is the long run weather elasticity 
 
Table 12 presents the calculated short run coefficients as well as the speed of adjustment: 
 










 The results show that there is no short run relationship between income, price and 
the per capita electricity residential demand in the case of Greece. Moreover, the speed of 
adjustment although it has the appropriate sign, it fails to establish a long run relationship 
since it is not statistically significant. The influence of the recession on the income elas-
ticity of electricity demand cannot be verified since the appropriate dummy variable is 
not significant; Such a result coincides with more proof that have been met throughout 
testing the residential electricity demand for Greece and highlight an apparent lack of 
explanatory power in the independent variables of price and income (as well as their elas-
ticities). However, this is observed only when the recession is included in the data since 
regressions prior to the shock provide the anticipated results11 
                                                 
11 The regression results for the samples prior to the recession are available upon request. 
 
Residential 
Electricity   
 
 
 coefficient  
  [p-value] 
Income 
     0.10971 
      [0.242] 
Price 
    -0.12497 
      [0.164] 
DcrIN 
    -0.00169 
[0.397] 
ECT  
    -0.14208 




5.1 Introduction  
This thesis has been focused on explaining the residential electricity demand for 
the countries of Cyprus and Greece inside an empirical framework that was characterized 
by the collection of the necessary historical data together with their utilization via the 
appropriate econometric methodology. Accordingly, the variables chosen for this purpose 
have been highlighted in previous studies on residential electricity demand and include 
the household income, price of electricity and the heating and cooling degree days12. 
The chosen econometric methodology is the ARDL Bounds Testing approach to 
cointegration. The reasons that this method was selected are its specific advantages that 
perfectly satisfied the research questions. Primarily, the ability to accommodate both I(0) 
and I(1) variables made it possible to include the weather parameter that was initially 
found stationary. Furthermore, the ability to provide quick and robust estimations of long 
run and short run elasticities was essential for the purposes of the research since the em-
phasis was given to the evaluation of income elasticities. Other cointegration methods, 
such as the Static Engle and Granger, the Fully Modified Ordinary Least Squares 
(FMOLS) and the Johansen method, were regarded inappropriate for two reasons. More 
specifically, the EG method  suffered from the absence of credible t-statistic values (p-
values) for the long run coefficients, whereas the  FMOLS and Johansen methods required 
all the variables to be of the same unit order [37]. 
A primary motivation of this work was to identify the impact of exogenous factors 
in residential electricity consumption with an emphasis in the latest recession. More spe-
cifically, the innovative part of this research that adds to the current literature is an inves-
tigation on how the severe economic downturn manifested itself in residential electricity 
demand by observing the response of the income elasticities. For this purpose, a careful 
selection of the appropriate dummy variables took place resulting in the utilization of a 
dummy that receives the value of 1 for the years of recession and 0 otherwise. This dummy 
is then multiplied with the income variable in order to investigate the income elasticity 
response to the recession.  
                                                 
12 See Zach 2007 for the widely accepted definition of degree days [34] 
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5.2 Evaluation of the results-The case of Cyprus   
 Cyprus and Greece produced different results when applied the same methodology 
since the structure of their economies differ considerably. Hence, the impact of the reces-
sion varied between them. Different samples were taken based on the availability of data; 
for Cyprus, annual data were collected from 1961 to 2013, whereas for Greece, a time-
span for the years 1970-2013 was maintained.  
 The results are projected in three tables that follow specific reasoning. The first 
table includes the specifications which shared an equilibrium relationship between the 
variables. Furthermore, the specifications that successfully passed all the diagnostic tests 
are included in a subsequent table and finally, the long and short run elasticities are pre-
sented together with their corresponding p-values.  
In the case of Cyprus, based on specification 4 (which was considered more reli-
able), one can draw a number of conclusions. Specifically, the long run income elasticity 
appears to be statistically significant with its magnitude in the order of 1.25. This result 
points out a relatively elastic electricity demand response to changes in income and sig-
nifies that a 1% decrease in the household income is followed by a quarter more of a 
reduction in residential electricity consumption. This rate of decrease (1.25%) will not 
manifest itself instantaneously, but it will rather be partially adjusted in the long run fol-
lowing a rate of 28.11% for the first period. This is an outcome of the capital accumulation 
of electrical equipment that leads to a partial adjustment towards equilibrium as indicated 
by the lagged term of the depended variable. On the contrary, demand is inelastic to 
changes in price and the weather variable. Accordingly, price elasticity was calculated at 
-0.35 and the weather elasticity at a similar magnitude. However, unlike price, weather 
was found insignificant in the long run. On the contrary, in the short run, the rate of change 
of the sum of heating and cooling degree days is a primary driver of the residential elec-
tricity demand in Cyprus. This holds since the consumers respond to weather changes 
instantly.  Furthermore, as expected income and price elasticities are considerably lower 
in the short run than they appeared to be in the long term; emphasizing once again that 
the capital stock adjustment cannot be “discharged” instantaneously.  
In terms of the impact of the recession to the income elasticities, the dummy var-
iable used was found significant at 5% in the long run and at 1% in the short run followed 
by a negative sign. This indicates that income elasticity of residential electricity demand 
44 
 
was indeed affected by the peak of the recession in Cyprus at 2013. Therefore, the signif-
icance of the recessionary dummy variable as well as its negative sign indicates a lower 
income elasticity when the recession is taken into account.  
 
5.3 Evaluation of results-The case of Greece  
After the formulation of the Error Correction Model using historical data for 
Greece, cointegration could be established between electricity consumption, household 
expenditure and price of electricity. Moreover, income elasticity in agreement with pre-
vious studies [29] was found close to unity and statistically significant; while price elas-
ticity doesn’t affect electricity demand in the long run.  
In the short run there is no instantaneous reaction of the residential electricity de-
mand to percentage changes in the household income or the price of electricity. This find-
ing can be empirically explained by a graphical representation in figure 5 (at the start of 
section 4.2.1) where a profound negative growth rate in the household income between 
the years 2009-2013 did not trigger any response to the electricity consumption in house-
holds.  Moreover, the same years of recession have been characterized by an unprece-
dented rise in the electricity prices with an average annual growth close to 6%13; the res-
idential electricity consumption didn’t decrease but on the contrary it increased for the 
period 2011-2012.  Therefore, a first glance at the graphs together with the conducted 
experimental regressions, justify the lack of significance of the income and price elastic-
ities in the short run and therefore support the reliability of the regression estimates.  
Moreover, the dummy variable that represented the exogenous influence of the 
recessionary years (2009-2013) to the income elasticity of residential electricity demand 
in Greece was found insignificant. Accordingly, neither in the long run nor in the short 




                                                 
13 When all taxes and levies are included, this number reaches a 10% annual growth rate.  
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5.4 Future work 
This work offers the flexibility to expand on several of its aspects and therefore 
exceed the boundaries of a masters’ thesis. The most profound expansion in such works 
is to investigate the electricity demand response to income, price and weather variables 
of the rest of the countries in Europe that experienced an economic stagnation. Moreover, 
the electricity demand of the industrial and tertiary sectors can be investigated and provide 
a more comprehensive point of view from the demand as well as the supply side of elec-
tricity in the countries in question.  
Above all, in terms of technical enhancements, there is much ground for improve-
ment that can produce results in the short term.  Firstly, in the current technical frame-
work, unit root testing needs to take account one or two structural breaks when testing for 
the stationarity properties of each variable. Specifically in the case of household expendi-
ture, data obtained for Greece require the identification of structural breaks in the variable 
via a Lee and Strazicich or a Zivot-Andrews test [52, 53] that could potentially lead to 
more than one unit roots in the variable and thus re-direct the research.  
In addition, by maintaining the computational framework that was utilized in this 
paper and in order to verify the applicability of the single equation approach, one needs 
to confirm that a long run relationship exists only when residential electricity consump-
tion is the dependent variable. Therefore, two approaches can be implemented. A simpli-
fied approach is to run an F-test to all the available equations by interchangeably assigning 
each regressor as the depended variable and proving that all alternative specifications 
yield an F-stat lower than the Bounds Test’ tabulated values [39, 45]. Further, a more 
sophisticated and mathematically correct approach would be to use an extension of Jo-
hansen’s method that utilizes both I (0) and I (1) variables and runs a hypothesis of a 
single equilibrium relationship in order to establish the uniqueness of the specification 
[54]. 
Other tests, that will considerably complement the results (especially in the case 
of Greece), concern the investigation of the direction of causality between the variables. 
The ARDL method doesn’t provide strong evidence of causality other than an intuition 
of the short run direction of causality (by observing the error correction term). In this 
respect augmented Granger causality test could potentially explain the weak explanatory 
power of specific regressors that was observed in the case of Greece. 
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In addition the collection of historical retail price data for electricity that include 
all taxes and levies could establish a better insight on the explanation of income and price 
elasticities of residential electricity demand for the years of the recession (network 
charges, taxes and levies and VAT grew more than 13% for the same period) [55]. Ac-
cordingly, additional endogenous or exogenous parameters (price decomposition or dum-
mies) can be applied to account for the sharp price increases between 2008 and 2014, 
while testing its impact on price elasticities of electricity demand.  
In the long term, the asymmetric responses of electricity demand to changes in 
price (see literature review) can be investigated. In this respect, expanding this research 
can involve the utilization of asymmetric price and income by retaining the ARDL 
Bounds testing cointegration method or attempting to apply the non-linear ARDL exten-
sion proposed by Shin [56]. Moreover, a decomposition of price and income variables can 
be utilized by an Autoregressive Conditional Heteroskedasticity (ARCH) model and run 
F-tests to test for the existence of a cointegration relationship. The results will be com-
pared with a symmetric approach of the same data run on a Johansen or ARDL cointegra-
tion method [55].   However, in all contexts the innovative characteristic of this research 
needs to be maintained and thus this research should ultimately draw conclusions from 
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