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Abst rac t - -The  optical flow is an important tool for problems arising in the analysis of image 
sequences. Flow fields generated by various existing solving techniques are often noisy and partially 
incorrect, especially near occlusions or motion boundaries. Therefore, the additional information on 
the scene gained from a sequence of images is usually worse. In this paper, discrete wavelet ransform 
has been adopted in order to enhance the reliability of optical flow estimation. A generalization f 
the well-known dyadic orthonormal wavelets to the case of the dilation scale factor M > 2 with N 
vanishing moments has been used, and it has proved to be a useful regularizing tool. The advantages 
in the computations have been shown by experimental results performed on real image sequences. 
(~) 2003 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
The analysis of image sequences i one of the more actively studied areas of computer vision and 
image processing. A fundamental problem in the process of image sequences i  the computation 
of the velocity vector field of apparent motion of brightness patterns usually referred to as optical 
flow [1,2]. It was Gibson [3] who, in the context of human vision, art iculated the notion of 
optical flow and stated its importance in space perception speaking of the flow of projected 
surfaces to each point of which he associated speed and direction. Studies regarding optical flow 
computations are currently motivated by many applications and are important  prerequisites when 
visual tasks are considered. Applications ranging from passive scene interpretation to autonomous 
active exploration usually adopt optical flow measurements [4]. Furthermore, the velocity vectors 
are quite successfully used as an intermediate step in problems of 3D object reconstruction and 
3D scene analysis for computing information such as depth, surface orientation, and motion 
parameters [1,5-7]. In recent years, many techniques for the computat ion of the optical flow have 
been developed, and the approximation depends on the constraints used and on the resolution 
mode adopted [8-16]. It is evident hat  several types of optical flow can be obtained, each of which 
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exhibits different properties and different behaviour according to the computational gorithm 
and the closeness criteria [4,17]. Hence, many vectors with an inconsistent direction or magnitude 
can be generated, and a smoothing of the flow is often needed to remove the altered vectors giving 
more precise and robust information for the successive computational steps [18,19]. In this paper, 
the multiresolution analysis (MRA) has been used to preserve the most interesting information 
and to enhance the structure to noise ratio. The algorithm adopted as optical flow estimator is the 
well-known Horn and Schunck's method [20] that relates the spatial-temporal derivatives of the 
image intensity at every point to the optical flow field in a linear fashion and uses an additional 
constraint o achieve a unique solution. The M-band orthonormal wavelets [21] with M > 2 
have been employed as a regularizing tool for the optical flow estimator. The most important 
feature of the M-band is the generation of M - 1 wavelets corresponding at a scaling function so 
that the corresponding decomposition allows us to zoom high frequency components of signals 
onto narrow bands [22]. Furthermore, by applying the M-band discrete wavelet ransform, fewer 
decomposition levels than the dyadic one are required. Moreover, by fixing with N the number of 
vanishing moments, the approximation error of the M-band wavelet decomposition goes to zero 
as  M -N  [23], so that the M-band wavelet decomposition is more compact han the wavelet one. 
In this paper, the value of M = 4 has been used. The filtered optical flow appears to be more 
regular than the starting one by varying the number of vanishing moments. The remainder of 
the paper is organized as follows. Section 2 deals with the notations of the perspective projection 
and the optical flow model adopted. Section 3 briefly reviews selected preliminaries on M-band 
wavelets for the one- and two-dimensional case. Section 4 regards experiments outperformed by 
means of two-dimensional four-band wavelets with various vanishing moments. Section 5 contains 
a summary. 
2. OPT ICAL  FLOW EST IMATOR 
Dynamic visual information can be produced by a sensor moving through the environment 
and/or by independently moving objects in the visual field. The most common approach for 
the analysis of visual motion is based on the computation of the optical flow field composed of 
vectors describing the instantaneous velocity of image elements and resulting from the apparent 
motion of the image brightness over time. In the following, the optical flow at location (x, y) 
will be referred as u(x, y), v(x, y), or u, v, and the image brightness will be indicated as I(x, y) 
or in a simpler way as I. In this paper, the differential solving technique proposed by Horn and 
Schunck [20] expressed as spatial and temporal derivatives of the image brightness function has 
been taken as the optical flow estimator. Differential techniques [16,24,25] try to relate local 
changes in image brightness function, and the basic idea behind it is the assumption that the 
function I of a moving object remains approximately constant at least for a short duration of 
time. This position leads to a linear equation in the unknowns u and v, respectively, taking into 
account only the first-order derivatives of the function I, i.e., 
Zxu + I~v + I~ = 0. (1) 
This constraint known as the optical flow constraint equation (OFCE) relates the spatial and 
temporal derivatives of the image brightness I at each point of the optical flow. Horn and 
Schunck minimized a functional derived from the OFCE and considered a smoothness penalty 
term [17] 
fro fro ~ + v2~ + v~) dxdy. (2) (zxu + I~v + z~) ~ + ~ (u~ + ~ 
The magnitude of the parameter A reflects the influence of the smoothness term. It is often set 
empirically based on the given problem. The minimization problem (2) involves an algebraic 
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equations ystem, and an iterative process is used to obtain image velocity 
u~+l = ak Ix ( I .~ * + I~o k + h)  
~ + I~ + I~ ' 
vk÷i = 0h _ IN (xx~ k + s~ k + x~) 
~+I I+q ' 
(3) 
(4) 
where k denotes the iteration number, and ~k and O k denote neighbourhood averages of u k 
and v k. The initial velocity estimates u° and v ° are set to zero [17]. In order to enhance the 
structure to noise ratio due to sensor noise or poor approximation ofderivatives in the differential- 
based scheme, the Horn and Schunck's optical flow estimator has been handled by convolving the 
motion vector components with wavelet functions. First, the vector values have been decorrelated 
during the decomposition steps, and then the most significant information was correlated uring 
the reconstruction steps. The M-band wavelet ransform has been used as a regularization tool, 
and in the next section the theoretical aspects are briefly summarized. 
3. D ISCRETE M-BAND WAVELET TRANSFORM 
Recently compactly supported orthonormal M-band wavelet bases, N regular, have been 
constructed. They represent the generalization of the better known two-band orthonormal 
wavelets [26,27] to the case of the dilation scale factor M > 2 and gives rise [22,28,29[ to one 
scaling function and M - 1 wavelet functions. 
3.1. M-Band Scaling and Wavelet Functions 
A function ¢0 belonging to L2(R) is called an M-band scaling function if a sequence of closed 
spaces 
is such that 
... c V_2 c V_~ c Vo c V~ c V2 c ... (o) 
and constitutes a multiresolution analysis (MRA) for L2(R). 
Let {W(p)__ }M__~I__ be the orthogonal complementary spaces of Vj in Vj+I, the functions {~pp }M__~I 
such that 
W~') : span{M3/2¢p(M3x-k ) ,M,k~Z}. ,  p= 1 , . . . ,M-1 ,  (7) 
are called M-band wavelets. 
In this paper, the orthonormal M-band scaling and wavelet functions for which the families 
{MJ/2¢0 (M ix -  k) , M,k E Z} (8) 
and 
{MJ/2¢p (M ix -  k), M,k E Z},  p = 1 , . . . ,M-  1, (9) 
are orthonormal bases for V~ and {W)P)}M=] 1 have been used. 
The M-band scaling and wavelet functions verify the following two scale relations: 
¢0(x) = ~ E ho(k)¢o(Mx - k), (10) 
kEZ 
Cp(x) = ~ E hp(k)¢o(Mx - k), p = 1, . . . ,  M - 1, (11) 
kEZ 
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Figure 1. M = 4 and N = 4. 
where {ho(k )}kez  and {hp(k )}kez  are called unitary scaling and wavelet filters of degree N,  and 
in the case of a compact support these sequences are finite (k = 0 , . . . ,  z - 1). The number N, 
usually referred to as the vanishing moments number, is the maximum polynomial order for which 
the approximation is exact whilst the filter's length z is such that  z > MN.  The scaling and 
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Generally, unlike the two-band orthogonal case, there is not a simple relationship between 
the scaling and wavelet filters sequences. In [21,30,31], the scaling and wavelet filters have been 
characterized, and an explicit formula to evaluate an M-band unitary scaling filter of degree N 
has been reported. Moreover, a method generating a full wavelet matrix has been given starting 
from its first row (scaling sequence) and from a Haar wavelet matrix of order M. This kind 
of construction has been employed in the paper, and in the Appendix the scaling and wavelets 
filters generated have been reported. Taking into account hat the approximation improves by 
increasing N, the scaling and wavelet functions with N = 4 and N = 5 have been constructed. 
Figures 1 and 2 show the scaling and wavelet functions when M = 4 with N = 4 and N = 5. 
respectively, and the corresponding moduli of the Fourier transform. It is interesting to note that 
the shape of an M-band N-regular scaling function is strongly determined by its regularity. 
3.2. Decompos i t ion  and Reconstruct ion Schemes 
The properties of a multiresolution analysis permit us to represent a function f(x) c L2(R) by 
means of the M-band coefficients. For the sake of simplicity, let f(x) be equal to fj+l E Vj+I 
then 
fj+l fj ~_ g~l) __ (2) (M-l) = -~ gj + . . .  + gj (13)  
The functions fj and " (p)~M-1 tgj tp=l are the projections of f(x) onto the spaces 1/3. and {w~P)}M=-ll 
and can be expressed as follows: 
kCZ 
g~P) :Ec~(k)~p(MJ /ex-k) ,  p: l , . . . ,M-1 .  (15) 
kEZ 
As in the two-band case, the M-band coefficients can be efficiently determined by exploiting the 
MRA properties. Starting from the coefficients cd+l(k) of f j+l and {c~+l(k)}M__] 1 of tgj+l(k)}p=~" (p) M-l,
cd(k) and {4 M-1 (k)}p=x , can be recursively computed by means of the following decomposition 
scheme: 
e~(k) = E ho(l - -  Mk)cJ+l(l), 
~ez (16) 
g(k) = Ehp( l -  Mk)c~+l(l), p = 1 , . . . ,M-  1. 
lEZ 
It is possible to prove [23] that if the wavelet functions {~bp}M__~ 1 have N vanishing moments, the 
coefficients sequence has an exponential decay by increasing the scale j; that is, 
]<f(x), g,p (Mix - k)}[ <_ pM -iN /lylNl¢p(y)[ dy, p=l , . . . ,M-1 .  (17) 
From this last relationship, it is evident hat the approximation error of a signal goes to zero 
as M -N, so that the M-band wavelet decomposition is more compact han the wavelet dyadic 
one. From the coefficients sequence {c~(k)}keZ and {c](k)}kez it is possible to recover fj+l. By 
using the complementary structure of the multiresolution spaces and the two scale relations, the 
following reconstruction scheme needs to be iteratively applied: 
M-1 ] 
cJ+l(k) = E ho(k- Ml)cg(l) + E hp(k - Ml)e~(l) . 
lEZ p=l 
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3.3. Two-D imens iona l  D isc re te  Transform 
The decomposition and reconstruction algorithm can be easily generalized for a MRA in 
L2(R 2) [32]. By taking into account he tensor product of two MILks of L2(R), each space 
can be decomposed as 
V~ = Vj~ ® Yj~, (19) 
where 
and 
Vj z _ V j _ I  = rr~ 17J( 1 ) rr~ 17J(2) (20) 
Vju --  V j _ I  v ~rr~ W(  1 ) , ,  j - l v  {~) W(2)j-lv ~ ' ' "  ~ w(M:  1). (21) 
Table 1 shows the subspaces in which a function f(x, y) E L2(R 2) is decomposed. By working 
with a function f(x, y), known in a sampled form into n 2 points, the computational cost for a 
decomposition level is equal to 3/2zn 2 where z is the filter's length. 
The decomposition outperformed by the M-band wavelets can be compared with the wavelet 
packets one [33]. In fact, the last one employs the same partitioning numbers but requires two 
decomposition levels computing the second decomposition level four times. In this case, the 
computational cost is 4z'n 2, where z' is wavelet packets filters' length and z' ~ z. Regarding 
the reconstruction process, the one-dimensional formulas can be easily extended to the two- 
dimensional case. 
Table 1. Two-dimensional M-band decomposition of the space V s . 
... w(M-1) - • "j-l~ ® wj(My 1) 
4. EXPERIMENTAL  RESULTS 
The estimated optical flow is expressed by means of two functions u(x, y) and v(x, y) computed 
as just reported in Section 2. The four-band wavelet ransform has been applied to u(x, y) and 
v(x, y) in order to reduce the altered information in the flow field, and the results for real image 
sequences are reported in this section. The experimental results presented are performed on 
selected sequences of images, all of which are taken by Barron [17]. The flow fields obtained with 
Horn and Schunck's algorithm have been computed by employing the source code available at 
f tp .  csd.uwo, ca in the d i rectory/pub/v is ion.  
4.1. Trees Sequence 
In this sequence, the camera translates parallel to the ground plane and perpendicular to its 
line of sight in front of clusters of trees (Figure 3). This is a particularly challenging sequence, 
because of the relatively poor resolution, the amount of occlusion, and the low contrast. Image 
velocities are as large as two pixels/frame. Figure 4a shows a rather noisy optical flow computed 
with Horn and Schunck's estimator by fixing the smoothness parameter A = 20 and by running 
it = 10 iterations. Figures 4b-d show the filtered flows obtained by applying the four-band 
wavelets previously described. Only a decomposition level has been used, and the value of ~- = 0.5 
has been fixed as threshold. The results are self-evident. The wavelet ransform applied to the 
initial flow generates more reliable flow estimates: improvements have been obtained with N = 1, 
and better results are carried out by using N = 4 and N = 5. It is interesting to note that the 
moduli of the Fourier transform of the wavelets functions when N = 5 have more sidelobes than 
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Figure 3. One frame from trees sequence. 
the case N = 4 (Figures 1 and 2) so that the best performances in the cases studied are usually 
obtained with N = 4. 
In Table 2, the performances for the computed flows shown in Figure 4 are reported as signal 
to noise ratio (SNR) 
SNR¢ = 10 log -~¢ 
and 
SNRt = 10log ( -~) ,  (23) 
where Me and Mt are, respectively, the mean value regarding direction ¢ and modulus l of the 
velocity vectors and a¢ and at are the corresponding standard deviations. 
The performances of Table 2 confirm the observer judgment. The four-band with N = 4 has 
the best behaviour: an appreciable increasing of the SNR ratio is obtained, and a good density 
level is preserved. 
4.2. Hamburg Taxi Sequence 
In this street scene (Figure 5), there were four moving objects: 
(1) a car in the lower left driving from left to right, 
(2) a taxi turning the corner, 
(3) a van in the lower right driving right to left, 
(4) a pedestrian in the upper left. 
Image speeds of the four moving objects are approximately 3.0, 1.0, 3.0, 0.3 pixels/frame, respec- 
tively. In Figure 6, the complete flows of the sequence in use are reported. Figure 6a shows the 
Horn and Schunck's flow computation i  which ,~ = 20 and it = 50. Figure 6b-d regards the flow 
handled by using four-band wavelets with different vanishing moments N = 1, 4, 5, respectively, 
and adopting T = 0.1 as threshold. 
In order to better analyze the scene, the performances have been tested on selected small 
windows in which a single motion is present. 
WINDOW 1. The car in the lower left, driving from left to right with 3.0 pixels/frame velocity, is 
captured in a window centered on the car. In Figure 7, the flows regarding the window explored 
are reported. 
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(c) Flows obtained by using four-band wavelets 
with N -- 4 and T ---- 0.5. 
(d) Flows obtained by using four-band wavelets 
with N -- 5 and ~- = 0.5. 
Figure 4. 
Table 2. SNR for trees sequence. 
SNR¢ SNR l Density 
Horn and Schunck -8 .53  1.69 93.4% 
N = 1 -3 .19  2.75 82% 
N = 4 -1 .62  4.13 85.6% 
N = 5 -2 .12  3.20 89.2% 
WINDOW 2. The taxi  turn ing the corner with 1.0 p ixe ls / f rame as velocity is captured in a 
window. In F igure 8, the flows for the window explored are reported. 
As for the tree sequence, the four-band wavelet ransform yields more accurate results as tested 
in Tables 3 and 4. Regard ing the other  two objects present in the scene, i.e., the van in the lower 
r ight corner and the  pedestr ian,  analogous results have been performed. 
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Figure 5. One frame from Hamburg taxi sequence. 
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(a) Horn and Schunck's flow A=20, it=50. (b) Flows obtained by using four-band wavelets 
withN--  1 andT=0.1. 
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(c) Flows obtained by using four-band wavelets 
with N = 4 and T = 0.1. 
(d) Flows obtained by using four-band wavelets 
with N=5andT=0.1 .  
Figure 6. 
4.3. Rotat ing  Rub ik ' s  Cube Sequence 
This sequence shows (Figure 9) a Rubik's cube rotating counterclockwise on a turntable. It 
is pr imari ly a rotational motion field. Velocities on the turntable are between 1.2 and 1.4 pix- 
els/frame, whereas on the cube they are between 0.2 and 0.5 pixels/frame. 
Figure 10 shows the optical flow obtained by applying the Horn and Schunck's method and 
the regularized flow. In order to better estimate the velocity vectors of the turntable, the per- 
formances have been tested in the window reported in Figure 11. The improvements in the flow 
are evident and are confirmed by the performances reported in Table 5. As in the other case, the 
best advantages are outperformed with four-band wavelets with N -- 4. 
Regarding the cube, any other observation can be carried out for the original and regularized 
flows. The optical flows of Figure 10 are just as good for a quMitative observer judgment. 
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(c) Flows obtained by using four-band wavelets, (d) Flows obtained by using four band wavelets, 
N = 4, for Window 1 N = 5, for Window I 
Figure 7 
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(a) Horn and Schunck's flow for Window 2. (b) Flows obtained by using four-band wavelets, 
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(c) Flows obtained by using four-band wavelets, (d) Flows obtained by using four-band wavelets, 
N = 4, for Window 2. N = 5, for Window 2. 
Figure 8. 
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Table 3. SNR for the Hamburg taxi sequence (Window 1). 
SNR~ SNRI Density 
Horn and Schunck -8.46 -0.74 100% 
N = 1 -3.60 -0.63 72.6% 
N = 4 -2.24 2.36 68.5% 
N ---- 5 -2.01 1.23 71.8% 
Table 4. SNR for the Hamburg taxi sequence (Window 2). 
SNR~ SNRz Density 
Horn and Schunck -3.70 -3.63 100% 
N = 1 -0.22 -1.73 81.4% 
N = 4 0.09 -0.92 74.3% 
N --- 5 -0.11 -1.12 80.7% 
Figure 9. One frame from rotating Rubik's sequence. 
Table 5. SNR in the flow field for the turntable of Rubik's sequence. 
SNR¢ SNR I Density 
Horn and Schunck -8.34 -2,35 88.2% 
N ---- 1 -5.40 -1.84 81% 
N = 4 -4.28 -0.27 48.6% 
N = 5 -5.22 -1.04 55.5% 
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(a) Horn and Schunck's  flow for the  turntab le .  (b) Flows obta ined by using four-band wavelets, 
N = 1, for the  turntable .  
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(c) F lows obta ined  by using four-band wavelets,  
N = 4, for the  turntab le .  
(d) Flows obta ined  by us ing four-band wavelets, 
N = 5, for the turntab le .  
F igure 11. 
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5. CONCLUSIONS 
In this paper, the discrete wavelet transform has been adopted as a regularizing tool for the 
optical flow derived from a sequence of images. The traditional gradient based approach developed 
by Horn and Schunck has been adopted as an optical flow algorithm estimator. The wavelet 
transform has been applied to the computed values of the image velocities. To be precise, four- 
band orthonormal wavelets are taken into account, and starting from N = 1 the filters' coefficients 
for N = 4 and N = 5 have been generated. Various experimental results have been carried out on 
well-known real sequences. The filtered optical flow appears to be more regular than the starting 
one by approximately preserving a good flow density. The final performances how the four-band 
wavelets to be a suitable regularizing tool for the optical flows studied. 
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Scaling Filters Wavelet Filters hi(k) Wavelet Filters h2(k) Wavelet Filters h3(k) 
0.08571412050958 -0.1045077208872764 0.2560949331395561 0.184001439580765 
0.19313899295294 0.1183251423951174 -0.2048080458577079 -0.6622909125067336 
0.34917971394336 -0.1011019260636975 -0.2503447740533763 0.6880074126654922 
0.56164878348085 -0.01155567256491472 -0.2484278880590567 -0.1379521024338075 
0.49550221952707 0.6005915445341249 0.4477496683955419 0.04464761644522222 
0.41456599638527 -0.2550376286852261 0.00102659935934503 -0.08232647503484151 
0.21903222760227 -0.4264312181645628 -0.06218677485538108 -0.09238716050274975 
-0.11453658682193 -0.08273996773838043 0.5562312451170977 -0.02333597966927055 
-0.09529322382982 0.07220105083369545 -0.2245616131571639 0.02906489723170388 
-0.13069539487629 0.2684938412047472 -0.3300536341718065 0.07029356256472856 
-0.08275002028156 0.1691537785654569 -0.2088642053333453 0.04435501729418968 
0.07198039995437 -0.443704223484837 0.2202953011210769 -0.09183515843593396 
0.01407688379317 0.08499660795755462 0.02071701162206611 0.01288409681000748 
0.02299040553808 0.1388166951584601 0.03383508067016942 0.02104234253865805 
0.01453807873593 0.08778131558970487 0.02139575424210244 0.0133062129812564 
-0.0190925966133 -0.1152816186500567 -0.02809865817911785 -0.01747480953408653 
Scaling and wavelet filters (M= 4, N= 5). 
Scaling Filters Wavelet Filters hi(k) Wavelet Filters h2(k) Wavelet Filters h3(k) 
0.04916991424487 0.01764427472813551 0.08749420687470133 0.236537835430874 
0.12913015554835 -0.005935594431225751 -0.04179117849590956 -0.682961465032000 
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Scaling Filters Wavelet Fi~ers hi(k) Wavelet Filters h2(k) Wavelet Filtersh3(k) 
0.26140970524347 -0.347895766536920 0.107786889946189 0.611232111605156 
0.46212341604513 -0.274951820325942 -0.03273644763391913 -0.215465773365015 
0.50348969444395 0.637241501160692 01514608439388446 0.01121206079962024 
0.49742757908607 -0.06186587324646724 -0.143558548683727 -0.07080259783629163 
0.35826639102137 -0.152118570131361 -0.429950015588378 -0.01862287233410621 
0.02935921939015 0.271537733409917 -0.263944944450219 0.152988153571289 
-0.06205420421862 0.01987571262718493 -0.111180319957861 0.02929840057876325 
-0.17204166252712 0.16481980751146'3 0.009906919543534506 0.03356101121344717 
-0.16539775306492 0.103541792319726 0.04807219689952243 0.01269954364902286 
0.03112914045751 -0.413582885492224 0.359715576281036 -0.117308744775197 
0.01081024188105 -0.003029104774305579 -0.02776096890030541 0.00080112415054 
0.01081024188105 0.161568818026726 -0.30057640039205 0.062201170902224 
0.05420808584699 0.112007597638172 -0.198222819637363 0.04252295339353514 
-0.02997902951088 -0.217295521522548 0.399052769598339 -0.08334892879031895 
-0.00141564635125 -0.01845088374170712 0.03683864259501892 -0.007251320959804785 
-0.00864661146505 0.01201094213950381 -0.02398079197184811 0.004720380752620159 
-0.00848642904691 0.01386684671038326 -0.02768625161997032 0.005449763686392333 
0.00736725361809 -0.01898900606920395 0.03791304620476285 -0.0074628066407587141 
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