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In traditional watermarking algorithms, the insertion of watermark into the host signal inevitably introduces some percepti-
ble quality degradation. Another problem is the inherent conflict between imperceptibility and robustness. Zero-watermarking
technique can solve these problems successfully. Instead of embedding watermark, the zero-watermarking technique extracts
some essential characteristics from the host signal and uses them for watermark detection. However, most of the available zero-
watermarking schemes are designed for still image and their robustness is not satisfactory. In this paper, an eﬃcient and ro-
bust zero-watermarking technique for audio signal is presented. The multiresolution characteristic of discrete wavelet transform
(DWT), the energy compression characteristic of discrete cosine transform (DCT), and the Gaussian noise suppression property
of higher-order cumulant are combined to extract essential features from the host audio signal and they are then used for water-
mark recovery. Simulation results demonstrate the eﬀectiveness of our scheme in terms of inaudibility, detection reliability, and
robustness.
Copyright © 2008 N. Chen and J. Zhu. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
1. INTRODUCTION
Unauthorized copying and distribution of digital data creates
a severe problem in the protection of intellectual property
rights. The embedding of digital watermark into multimedia
content has been proposed to tackle this problem. However,
currently available digital watermarking schemes mainly fo-
cus on image and video copyright protection and only a
few audio watermarking techniques have been reported [1].
Comparing with the development of digital video and image
watermarking, digital audio watermarking provides a special
challenge because the human auditory system (HAS) is ex-
tremely more sensitive than human visual system (HVS) [2].
In traditional audio watermarking techniques, either in
spatial domain, transform domain, or dual domain [3, 4],
the embedding of watermark into the host audio inevitably
introduces some audible quality degradation. Another prob-
lem is the inherent conflict between the imperceptibility and
robustness. Then, zero-watermarking technique was pro-
posed by some researchers to solve these problems [5–14].
Instead of embedding watermark into the host signal, the
zero-watermarking approach just constructs a binary pat-
tern based on the essential characteristics of the host signal
and uses them for watermark recovery. An eﬃcient zero-
watermarking technique was presented in [5]. At first, the
host image was rearranged randomly in the spatial domain
and the result of which was divided into blocks according to
the size of the watermark. Next, the variance of each block
was compared with the average of all variances to gener-
ate a binary pattern. Finally, an exclusive or (XOR) opera-
tion was performed between the binary pattern and the bi-
nary watermark to obtain a secret key. For watermark re-
covery, a binary pattern was extracted from the test image
first, and then the XOR operation was applied to the ex-
tracted binary pattern and the secret key to recover the bi-
nary watermark. In [6, 11], the property of the natural im-
ages that the vector quantization (VQ) indices among neigh-
boring blocks tend to be very similar was utilized to gen-
erate the binary pattern. In [12], a scheme that combined
the zero-watermarking with the spatial-domain-based neural
networks was proposed, in which the diﬀerences between the
intensity values of the selected pixels and the corresponding
output values of the neural network model were calculated
to generate the binary pattern. In [13], some low-frequency
wavelet coeﬃcients were randomly selected from the origi-
nal image by chaotic modulation and used for character ex-
traction. And in [14], two zero-watermarks were constructed
from the host image. One was robust to signal process and
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central cropping, which was constructed from low-frequency
coeﬃcients in discrete wavelet transform domain and the
other was robust to general geometric distortions as well
as signal process, which was constructed from DWT coeﬃ-
cients of log-polar mapping of the host image. However, all
these zero-watermarking techniques are designed for still im-
age and their robustness against some signal processing ma-
nipulations or malicious attacks is not satisfactory. In this
paper, a novel robust zero-watermarking technique for au-
dio signal is proposed. The multiresolution characteristic of
DWT, the energy compression characteristic of DCT, and the
Gaussian noise suppression property of higher-order cumu-
lant are combined to extract essential features from the host
audio signal and they are then used for watermark recovery.
Simulation results demonstrate the eﬀectiveness of our algo-
rithm in terms of inaudibility, detection reliability, and ro-
bustness against both common audio signal processing ma-
nipulations and malicious attacks provided by the practi-
cal audio watermarking evaluation tool, Stirmark for Audio
v0.2 [15]. The remainder of this paper is organized as fol-
lows. In Section 2, the definition and properties of higher-
order cumulant are reviewed. In Section 3, the proposed
zero-watermarking method is described in detail. The sim-
ulation results and discussions are given in Section 4. And
the conclusions are drawn in Section 5.
2. HIGHER-ORDER CUMULANT
The properties of higher-order statistics are becoming more
and more thoroughly studied in the field of signal processing.
One property of great interest is the fact that the cumulant
of Gaussian signal disappears entirely at higher orders. Since
many noise and interference signals have Gaussian distribu-
tion, this property oﬀers the possibility that the higher-order
statistics may be useful in signal recovery or interference mit-
igation [16]. In this paper, the higher-order cumulant is com-
bined in the proposed algorithm to improve its robustness
against Gaussian noise addition.
Let ν = (ν1, ν2, . . . , νk) and x = (x1, x2, . . . , xk), where
(x1, x2, . . . , xk) denotes a collection of random variables. The
kth-order cumulant of these random variables is defined as
the coeﬃcient of (ν1, ν2, . . . , νk) in the Taylor series expansion
(provided it exists) of the cumulant-generation function [17]
K(ν ) = lnE{exp ( jνx)}. (1)
Let {x(t)} be a zero-mean kth-order stationary random
process. The kth-order cumulant of this process, denoted
Ck,x(τ1, τ2, . . . , τk−1), is defined as the joint kth-order cumu-
lant of the random variables x(t), x(t + τ1), . . . , x(t + τk−1),
that is,
Ck,x(τ1, τ2, . . . , τk−1) = cum(x(t), x(t + τ1), . . . , x(t + τk−1)).
(2)
Cumulant has the following important properties.
[CP1] If αi (i = 1, . . . , k) are constants and xi (i = 1, . . . , k)
are random variables, then







x1, . . . , xk
)
. (3)
[CP2] Cumulants are symmetric in their arguments, that is,
cum
(
x1, . . . , xk
) = cum(xi1 , . . . , xik), (4)
where (i1, . . . , ik) is a permutation of (1, . . . , k).
[CP3] Cumulants are additive in their arguments, that is,
cum(x0 + y0, z1, . . . , zk)
= cum(x0, z1, . . . , zk) + cum(y0, z1, . . . , zk). (5)
[CP4] If α is a constant, then
cum(α + z1, z2, . . . , zk) = cum(z1, . . . , zk). (6)
[CP5] If the random variables {xi} are independent of the
random variables {yi}, i = 1, 2, . . . , k, then
cum(x1 + y1, . . . , xk + yk)
= cum(x1, . . . , xk) + cum(y1, . . . , yk). (7)
[CP6] If a subset of the k random variables {xi} is indepen-
dent of the rest, then
cum(x1, . . . , xk) = 0. (8)
The cumulants of an independent, identically dis-
tributed random sequence are delta functions, that is to
say, if u(t) is such process, then Ck,u(τ1, τ2, . . . , τk−1) =
γk,uδ(τ1)δ(τ2) · · · δ(τk−1), where γk,u is the kth-order cumu-
lant of the stationary random sequence u(n).
Suppose z(n) = y(n) + v(n), where y(n) and v(n) are
independent, then from [CP5]
Ck,z(τ1, τ2, . . . , τk−1)
= Ck,y(τ1, τ2, . . . , τk−1) + Ck,v(τ1, τ2, . . . , τk−1). (9)
If v(n) is Gaussian (colored or white) and k ≥ 3, then
Ck,z(τ1, τ2, . . . , τk−1) = Ck,y(τ1, τ2, . . . , τk−1). This makes the
higher-order cumulant quite robust to additive measurement
noise, even if that noise is colored. In essence, cumulants can
draw non-Gaussian signals out of Gaussian noise, thereby
boosting their signal-to-noise ratios.
3. PROPOSED ZERO-WATERMARKING SCHEME
3.1. Fundamental theory
The wavelet transform is a time-scale analysis. Its multires-
olution decomposition oﬀers high-temporal localization for
high frequencies while oﬀering high-frequency resolution for
low frequencies. So the wavelet transform is a very good tool
to analyze the audio signal which is nonstationary. Cox et al.
suggest that a watermark should be placed in perceptually
significant regions of the host signal if it is to be robust














Figure 1: Embedding process.
[18]. In the proposed scheme, three-level wavelet decom-
position is applied to get the low-frequency subband of the
host audio, which is the perceptually significant region of it.
The decorrelation, energy compaction, separability, symme-
try, and orthogonality properties of discrete cosine transform
lead to its widespread deployment in audio processing stan-
dard, for example, MPEG-1. To make the proposed scheme
resist lossy compression operation such as Mp3 compression,
DCT is performed on the obtained low-frequency wavelet
coeﬃcients. And considering the Gaussian signal suppres-
sion property of higher-order cumulant, the fourth-order
cumulants of the obtained DWT-DCT coeﬃcients are calcu-
lated to ensure the robustness of the proposed scheme against
various noise addition operations. Finally, the essential fea-
tures extracted based on DWT, DCT, and higher-order cu-
mulant are used for generating binary pattern. Thus, any ma-
nipulations attempting to destroy the watermark will destroy
the host audio signal first, so the high robustness of the pro-
posed scheme is ensured. And since the essential features of
diﬀerent host audio signals are diﬀerent, the detection relia-
bility can also be achieved.
The block diagrams of embedding process and extrac-
tion process of the proposed zero-watermarking scheme are
shown in Figures 1 and 2, respectively. In the embedding
stage, the host audio signal is first segmented into equal
frames according to the size of watermark and the frames
with larger energy values are selected for watermark embed-
ding. Next, DWT is performed on each selected frame to
get its coarse signal, on which DCT is performed. Then, the
higher-order cumulants of the obtained DWT-DCT coeﬃ-
cients are calculated and those elements with large absolute
value are selected to generate a binary pattern. Finally, the
watermark detection key is generated by applying XOR op-
eration to the binary pattern and the binary-valued image
watermark to be embedded. In the extraction stage, a binary
pattern is calculated from the test audio signal first and then
an estimated watermark is obtained by performing XOR op-
eration between the obtained binary pattern and the water-
mark detection key.
3.2. Embedding process
Let A = {a(i) | i = 0, . . . ,LA − 1} be the host audio signal
and let W = {w(i, j) | w(i, j) ∈ {0, 1}}, where i = 0, . . . ,M−















Figure 2: Extraction process.
be embedded, then the watermark embedding procedure can
be described as follows.
Step 1. At first, A is segmented into L frames, denoted as
F = {fi | i = 0, . . . ,L − 1,L > 2MN}, and each frame has
L f samples. Next, the energy value of each frame is calcu-
lated and all the frames are rearranged in order of decreasing
energy value. Then, the first T frames are selected for water-
mark embedding. And, the indices of the selected frames in
F, denoted as I1,
I1 = {i(k) | i(k) ∈ {0, . . . ,L− 1}, k = 0, . . . ,T − 1} (10)
are saved as the first secret key K1.
Step 2. H-level wavelet decomposition is performed on each
selected frame fi(k) to get its coarse signal AHi(k) and detail sig-
nals DHi(k), D
H−1
i(k) , . . . , D
1
i(k). And, to take the advantage of low-
frequency coeﬃcient which has a high-energy value and is
robust against various signal processing manipulations the

















Then, the elements in Ci(k) are rearranged in order of de-
creasing absolute value and the first P (P = (M ×N)/T) ele-
ments are selected to generate a new sequence Di(k)as follows:
Di(k) =
{
di(k)(p) | p = 0, . . . ,P − 1
}
. (13)
And the index of di(k)(p) in Ci(k) denoted as I2,
I2 =
{
ii(k)(p) | ii(k)(p) ∈
{








is saved as the second secret key K2.
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Step 4. A binary pattern, denoted as Bi(k),
Bi(k) =
{
bi(k)(p) | p = 0, . . . ,P − 1
}
, (15)
is generated with (16) as follows:
bi(k)(p) =
{
1, if di(k)(p) ≥ 0,
0, otherwise.
(16)
And, the watermark detection key K3 = {Ki(k)(p) | k =
0, . . . ,T − 1, p = 0, . . . ,P − 1} is obtained by performing
XOR operation between Bi(k) and the binary watermark W
as follows:
Ki(k)(p) = bi(k)(p)⊕w(i, j),
k = 0, . . . ,T − 1, p = 0, . . . ,P − 1,
i = floor
(
k × P + p
N
)
, j = mod
(





Finally, the host audio signal, the secret keys (K1, K2, K3),
and the corresponding digital timestamp are registered or as-
sociated with an authentication center for copyright demon-
stration.
3.3. Extraction process
The watermark recovery procedure can be carried out with-
out the host audio as follows.
At first, the test audio signal A˜ = {a˜(i) | i = 0, . . . ,LA−1}
is divided into L frames F = {fi | i = 0, . . . ,L−1}, from which
T frames, denoted as fi(k), k = 0, . . . ,T − 1, are selected with
K1.
Next, H-level wavelet decomposition is performed on
each selected frame to get its coarse signal A˜Hi(k), on which
DCT is performed to get A˜HCi(k) .
Next, for each A˜HCi(k) , calculate its fourth-order cumulant
C˜i(k), from which P elements are selected with secret key K2
to get a new sequence D˜i(k):
D˜i(k) =
{




Then, the estimated binary pattern B˜i(k)
B˜i(k) =
{
b˜i(k)(p) | k = 0, . . . ,T − 1, p = 0, . . . ,P − 1
}
(19)
is generated as follow:
b˜i(k)(p) =
⎧⎨
⎩1, if d˜i(k)(p) ≥ 0,0, otherwise. (20)
Finally, XOR operation is performed between the esti-
mated binary pattern and the watermark detection key K3
to obtain the estimated binary image watermark W˜.
4. SIMULATION RESULTS AND DISCUSSIONS
4.1. Simulation results
To demonstrate the feasibility of our scheme, the perfor-
mance test, detection reliability test, and robustness test were
illustrated for the proposed watermarking algorithm, and the
proposed watermark detection results were compared with
that of scheme [3] against various audio signal processing
manipulations and malicious attacks provided by Stirmark
for Audio v0.2 [15]. All of the audio signals used in this test
were audio with 16 bits/sample, 44.1 KHz sample rate, and
28.73s long. The watermark to be embedded was a visually
recognizable binary image of size 64× 64 . The Haar wavelet
basis was used, and three-level wavelet decomposition was
performed. The frame length was fixed at 512 samples and in
each selected frame 4 bits were embedded.
We used the signal-to-noise ratio (SNR) (21) to evaluate











The normalized cross-correlation (NC) (22) was adopted to




















And, the bit error rate (BER) (23) was employed to measure
the robustness of our algorithm,
BER = B
M ×N × 100%, (23)
where B is the number of erroneously extracted bits.
(1) Performance test: a plot of the host audio signal is
shown in Figure 3(a). The original watermark image and the
extracted watermark image are displayed in Figures 3(b) and
3(c) (NC = 1), respectively.
(2) Imperceptibility: one of the main requirements of au-
dio watermarking techniques is inaudibility of the embed-
ded watermark. For the proposed scheme, this requirement is
naturally achieved because the watermark is embedded into
the secret key but not the host audio signal itself. Actually,
the watermarked audio is the identical to the original one.
(3) Detection reliability: to examine whether the proposed
technique has the undesired property to extract the water-
mark W from the audio signals with no embedded water-
mark. More specifically, we attempt to extract W from the
nonwatermarked audio signals using the same keys needed
to extract W from the host audio signal. The waveforms
of the original host audio signal (Figure 4(a)) and another
three pieces of audio signals (Figures 4(b)–4(d)), and their
corresponding extracted watermarks (Figures 4(e)–4(h)) are
N. Chen and J. Zhu 5




















Figure 3: Watermark detection results. (a) Original host audio sig-
nal. (b) Original watermark. (c) Extracted watermark without being
attacked (NC = 1).
(a) (b)
(c) (d)
(e) (f) (g) (h)
Figure 4: Audio signals and their extracted watermarks. (a) Origi-
nal host audio. (b)–(d) Three audio signals without embedded wa-
termarks. (e) Extracted watermark from (a). (f) Extracted water-
mark from (b). (g) Extracted watermark from (c). (h) Extracted
watermark from (d).
shown in Figure 4. Furthermore, watermark detection results
for 101 diﬀerent audio signals (50 speech signals, 50 mu-
sic signals, and the original host audio signal) are shown
in Figure 5, the peek of which corresponds to the original
host audio signal. It is clear that the proposed scheme de-
tects correctly a watermark from the matched audio signal
and keys, while avoiding false watermark detection from the
unmatched audio signals.
(4) Robustness: another important requirement for wa-
termarking techniques is robustness. The robustness of a wa-













Figure 5: Detection reliability test result.
termarking algorithm measures its ability to correctly detect
the watermark from the watermarked signal with nonma-
licious and/or malicious attacks. In this paper, some com-
monly used audio signal processing manipulations, such as
Mp3 compressing, requantizing, resampling, low-pass filter-
ing, equalizing, amplitude amplifying, time delaying, echo-
adding and noise-adding, and the malicious attacks provided
by the practical audio watermarking evaluation tool Stirmark
for Audio v0.2 [15] are utilized to estimate the robustness of
the proposed scheme. The detection results including SNR,
NC, and extracted watermark of the proposed scheme com-
pared with those of scheme in [3] against various attacks are
summarized in Table 1. And, the BER comparison of the pro-
posed scheme and the scheme in [3] is shown in Figure 6.
Experimental results show that our audio watermarking
scheme not only introduces no distortion into the host au-
dio, but also achieves great robustness against various at-
tacks. The performance of it is better than that of the scheme
in [3].
4.2. Discussions
From the experimental results, it can be seen that the pro-
posed audio watermarking scheme possesses five essential
properties of transparency, robustness, security, reliability,
and blindness. It has transparency because it is lossless. For
high-quality digital audio signal, for example, lossless is very
important property. It is also robust. This is especially im-
portant as many available audio watermarking schemes are
vulnerable to time-delaying and noise-addition attacks. It is
secure. The security of the proposed technique is based on
the host audio itself, the keys generated in watermark embed-
ding stage, and the digital timestamp, which are registered in
an authentication center. It is reliable because it can correctly
extract watermark from the matched audio and keys, while
avoiding false watermark estimation from the unmatched
audio signals. It has blindness since the watermark recovery
can be performed without the original audio. In practice, this
is an essential property of the copyright protection scheme.
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Table 1: Watermark detection results for various attacks.
No. Attacks SNR(our) SNR([3]) NC(our) NC([3]) Watermark(our) Watermark([3])
a MPEG layer 3 compression
(48 Kbps)
+∞ 17.70 1 1
b
Requantization
(8 −→ 16 −→ 8 bits/sample) 23.34 17.58 1 1
c Low-pass filtering (22.05 kHz) 76.54 17.70 1 1
d Equalization 11.71 10.75 0.97 0.43
e Addnoise-900 16.22 14.74 0.99 0.77
f Addbrumm-1100 12.30 13.46 0.98 0.94
g Addsinus 10.77 12.45 0.92 0.85
h Amplitude amplify (5 dB) 3.56 1.89 1 0.25
i Amplify 6.02 5.94 1 0.23
j Compressor 18.75 16.26 0.99 1
k Normalize 59.88 16.48 1 0.98
l Invert −6.01 −6.06 0.997 0
m Real-reverse 29.74 16.96 1 0.998
n Zero-cross 20.27 15.96 0.97 0.37
o Delay (500 ms, 10%) 76.54 16.62 1 1
p Echo (100 ms, 10%) 26.93 17.70 1 1
q Smooth 25.08 17.87 0.999 0.88
r Stat1 20.24 15.22 0.94 0.50
s Stat2 32.04 16.94 1 1
t
Resampling
(44.1 −→ 22.05 −→ 44.1 kHz) 59.18 18.02 1 1
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Figure 6: BER comparison between the proposed scheme and the
scheme in [3] under various attacks.
5. CONCLUSIONS
Most of the currently available watermarking algorithms suf-
fer in two points: one is the inevitable quality degradation
introduced by the embedded watermark and the other is the
inherent conflict between the imperceptibility and the ro-
bustness. To solve these problems, zero-watermarking tech-
nique is proposed. In this paper, an eﬃcient and robust zero-
watermarking algorithm for audio signal has been proposed.
It achieves great detection reliability and robustness since
it combines the multiresolution characteristic of DWT, the
energy-compression characteristic of DCT, and the Gaussian
noise suppression property of higher-order cumulant to ex-
tract essential characteristics from the host audio and uses
them for watermark recovery. In addition, it guarantees the
inaudibility because it hides the watermark into the secret
key but not the host audio itself. Simulation results demon-
strate the outstanding nature of our algorithm in terms of
inaudibility, detection reliability, and robustness. Our future
work will concentrate on introducing synchronization strat-
egy into the proposed scheme to make it resist synchroniza-
tion attacks such as random cropping and time-scale modi-
fication; on combining the proposed scheme with the avail-
able low-bit-rate audio coding standards to make it more fit
for practical applications; and on embedding multiple water-
marks into the same host audio to provide dual protection
for it.
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