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Abstract—Recently, great success has been achieved in of-
fline handwritten Chinese character recognition by using deep
learning methods. Chinese characters are mainly logographic
and consist of basic radicals, however, previous research mostly
treated each Chinese character as a whole without explicitly
considering its internal two-dimensional structure and radicals.
In this study, we propose a novel radical analysis network
with densely connected architecture (DenseRAN) to analyze
Chinese character radicals and its two-dimensional structures
simultaneously. DenseRAN first encodes input image to high-
level visual features by employing DenseNet as an encoder. Then a
decoder based on recurrent neural networks is employed, aiming
at generating captions of Chinese characters by detecting radicals
and two-dimensional structures through attention mechanism.
The manner of treating a Chinese character as a composition
of two-dimensional structures and radicals can reduce the size
of vocabulary and enable DenseRAN to possess the capability
of recognizing unseen Chinese character classes, only if the
corresponding radicals have been seen in training set. Evaluated
on ICDAR-2013 competition database, the proposed approach
significantly outperforms whole-character modeling approach
with a relative character error rate (CER) reduction of 18.54%.
Meanwhile, for the case of recognizing 3277 unseen Chinese
characters in CASIA-HWDB1.2 database, DenseRAN can achieve
a character accuracy of about 41% while the traditional whole-
character method has no capability to handle them.
Index Terms—radical analysis network, dense convolutional
network, attention, offline handwritten Chinese character recog-
nition
I. INTRODUCTION
Handwritten Chinese characters recognition is a challenging
problem due to the large number of character classes, confu-
sion between similar characters, and distinct handwriting styles
across individuals [1], [2]. According to the type of data acqui-
sition, handwriting recognition can be divided into online and
offline. For offline handwritten Chinese characters recognition
(HCCR), characters are gray-scaled images which are analyzed
and classified into different classes. In traditional methods,
the procedures for HCCR often include: image normalization,
feature extraction, dimension reduction and classifier training.
With the success of deep learning [3], convolutional neural
network (CNN) [4] has been applied successfully in this
domain. The multi-column deep neural network (MCDNN) [5]
was the first CNN used for HCCR. The team from Fujitsu
used a CNN-based model to win the ICDAR-2013 HCCR
competition [6]. Zhong et al. [7] improved the performance
which outperforms the human performance. Li et al. [8] from
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Fig. 1. Illustration of DenseRAN to recognize Chinese characters by
analyzing the radicals and two-dimensional structures. “d” denotes top-bottom
structure, “stl” denotes top-left-surround structure, “a” denotes left-right
structure.
Fujitsu further improved the performance based on a single
CNN model with augmented training data using distortion. The
ensemble based methods can be further used to improve the
performance with some tradeoff on speed and memory. Zhong
et al. [9] further improved the performance to by using spatial
transformer network with residual network. However, these
algorithms can only recognize Chinese characters appeared in
training set and have no ability to recognize unseen Chinese
characters. Moreover, these algorithms treat each Chinese
character as a whole without considering the similarites and
sub-structures among Chinese characters.
Chinese characters, which are mainly logographic and con-
sist of basic radicals, constitute the oldest continuously used
system of writing in the world and are different from the purely
sound-based writing systems such as Greek, Hebrew, etc. It is
natural to decompose Chinese characters to radicals and spatial
structures then use this knowledge for character recognition.
In the past few decades, a lot of work has been done for
radical-based Chinese character recognition. [10] proposed a
matching method which first detected radicals separately and
then composed radicals into a character using a hierarchical
radical matching method. [11] tried to over-segment characters
into candidate radicals while the proposed way could only
handle the left-right structure and over-segmentation brings
many difficulties. Recently, [12] proposed a multi-label learn-
ing for radical-based Chinese character recognition. It turned
a character class into a combination of several radicals and
spatial structures. Generally, these approaches have difficulty
in segmenting characters into radicals and lacking flexibility
when to analyze structures among radicals. More importantly,
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they usually can’t handle these unseen Chinese character
classes.
In this paper, we propose a novel radical-based approach
to HCCR, namely radical analysis network with densely
connected architecture (DenseRAN). Different from above
mentioned radical-based approaches, in DenseRAN the radical
segmentation and structure detection are automatically learned
by attention based encoder-decoder model. The main idea
of DenseRAN is to decompose a Chinese character into a
caption that describes its internal radicals and structures among
radicals. A handwritten Chinese character is successfully rec-
ognized when its caption matches the groundtruth. In order
to give a better explanation, we illustrate how DenseRAN
recognizes a Chinese character in Fig. 1. Each leaf node
of the tree in third step represents radicals and each non-
leaf node represents its internel structure. The handwriting
input is finally recognized as the Chinese character caption
after the radicals and two-dimenstional structures are detected.
Based on the analysis of radicals and structures, the proposed
DenseRAN possesses the capability of recognizing unseen
Chinese character classes only if the radicals have been seen
in training set.
The proposed DenseRAN is an improved version of at-
tention based encoder-decoder model [13]. The overall ar-
chitecture of DenseRAN is shown in Fig. 3. The raw data
of input are gray-scaled images. DenseRAN first encodes
input image to high-level visual vectors using a densely
connected convolutional networks (DenseNet) [16]. Then a
RNN with gated recurrent units (GRU) [17] decodes the high-
level representations into output caption step by step. We adopt
a coverage based spatial attention model built in the decoder
to detect the radicals and internal two-dimensional structures
simultaneously [14], [15]. Compared with [18] focusing on
printed Chinese character recognition, DenseRAN focuses on
HCCR which is much more difficult due to the diversity of
writing styles.
II. CHINESE CHARACTER DECOMPOSITION
Each Chinese character can be naturally decomposed into
a caption of radicals and spatial structures. Following the rule
in [19], the character caption consists three key components:
radicals, spatial structures and a pair of braces (e.g. “{” and
“}”). One spatial structure with its radicals can be represented
as: “structure { radical-1, radical-2 }”.
A radical represents a basic part of Chinese character and is
frequently shared among Chinese characters. Compared with
enormous Chinese character categories, the total number of
radicals is quite limited. It is declared in GB13000.1 standard
published by National Language Committee of China that
there are nearly 500 radicals for over 20,000 Chinese charac-
ters. Fig. 2 illustrates thirteen common spatial structures and
their corresponding Chinese character samples. These thirteen
structures are: single: some Chinese characters are radicals
themselves. a: left-right structure. d: top-bottom structure.
s: surround structure. sb: bottom-surround structure. sl: left-
surround structure. st: top-surround structure. sbl: bottom-
single a d s
stl strsblsl
sb
lockw
st
r
Fig. 2. Graphical representation of thirteen common spatial structures.
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Fig. 3. The overall architecture of DenseRAN for HCCR.
left-surround structure. stl: top-left-surround structure. str:
top-right-surround structure. w: within structure. lock: lock
structure. r: one radical repeated many times in a character.
III. THE ARCHITECTURE OF DENSERAN
A. Dense encoder
Dense convolutional network (DenseNet) [16] has been
proven to be good feature extractors for various computer vi-
sion tasks. So we use DenseNet as the encoder to extract high-
level visual features from images. Instead of extracting features
after a fully connected layer, we discard fully connected layer
and softmax layer in encoder, called fully convolutional neural
networks. This allows the decoder to selectively pay attention
to certain parts of an image by choosing specific portions from
the extracted visual features.
The architecture of DenseNet is mainly divided into mul-
tiple DenseBlocks. As shown in Fig. 4, in each denseblock,
each layer is connected directly to all subsequent layers. We
denote Hl(·) as the convolution function of the lth layer in
some block, then the output of the lth layer can be represented
as:
xl = Hl([x0, x1, . . . , xl−1]) (1)
where [x0, x1, . . . , xl−1] denotes the concatenation of the out-
put feature maps produced by 0, 1 . . . , l − 1 in the same
block. The growth rate k = 64 means each Hl(·) produces
k feature maps. In order to further improve computational
efficiency, we use bottleneck layers in each DenseBlock. A
1× 1 convolution is introduced before each 3× 3 convolution
to reduce the number of feature maps input to 4k. The depth
of each Denseblock is set to D = 16, i.e., in each block, there
are D 1× 1 convolution layers and each one is followed by a
3× 3 convolution layer.
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Fig. 4. The architecture of DenseEncoder.
These DenseBlocks are normally seperated by transition
layer and pooling layer. Each transition layer is a 1 × 1
convolution layer parameterized by θ = 0.5. If the number of
input feature maps of transition layer is n, then the transition
layer will generate θn output feature maps. In DenseRAN,
because the input character images are resized to 32 × 32,
after so many pooling operation, the size of final feature map is
about 2×2, which is too small to get good attention results. So
we discard the pooling layer between DenseBlocks in Fig. 4.
The first convolution layer has 64 convolutions of kernel size
7 × 7 with stride 2 which is performed on the input images,
followed by a 2 × 2 max pooling layer. Batch normalization
[20] and ReLU [21] are performed after each convolution layer
consecutively.
Dense encoder extracts visual features which can be rep-
resented as a three-dimensional array of size H × W × D,
L = H×W . Each element in array is a D-dimensional vector
that corresponds to a local region of the image:
A = {a1, . . . , aL}, ai ∈ RD (2)
B. GRU decoder with attention model
As illustrated in Fig. 3, the decoder generates a caption of
input Chinese character. The output caption Y is represented
by a sequence of 1-of-K encoded symbols:
Y = {y1, . . . , yC}, yi ∈ RK (3)
where K is the number of total symbols in the vocabulary
which includes the basic radicals, spatial structures and a pair
of braces, C is the length of caption.
Because the length of annotation sequence L is fixed while
the length of captions C is variable, DenseRAN addresses
this problem by computing an intermediate fixed-size vector
ct at each time step. Note that ct is a dynamic representation
of the relevant part of the Chinese character image at time
t. We utilize unidirectional GRU [22] and the context vector
ct to produce captions step by step. The probability of each
predicted word is computed by the context vector ct, current
GRU hidden state st and previous word yt−1 using the
following equation:
p(yt|yt−1,X) = Softmax(W0(Eyt−1 + Wsst + Wcct)) (4)
where W0 ∈ RK×m, Ws ∈ Rm×n, Wc ∈ Rm×D, and E
denotes the embedding matrix, m and n are the dimensions
of embedding and GRU parser.
The GRU parser adopts two unidirectional GRU layers to
calculate the hidden state st:
sˆt = GRU(yt−1, st−1) (5)
ct = fatt(sˆt,A) (6)
st = GRU(sˆt, ct) (7)
where st−1 denotes hidden state at time t − 1, sˆt is the
GRU hidden state prediction at time t, and coverage based
spatial attention model fatt is parameterized as a multi-layer
perceptron:
F = Q ∗
t−1∑
l=1
αl (8)
eti = vTatttanh(Wattsˆt + Uattai + Uf fi) (9)
αti =
exp(eti)∑L
k=1 exp(etk)
(10)
The coverage vector F is computed based on the summation
of past attention probabilities. αti denotes the spatial attention
coefficient of ai at time t. Let n′ denotes the attention
dimension and q denotes the feature map of filter Q, then
vatt ∈ Rn′ , Watt ∈ Rn′×n, Uatt ∈ Rn′×D, Uf ∈ Rn′×q . With
the weight αti, we compute the context vector ct as:
ct =
L∑
i=1
αtiai (11)
IV. EXPERIMENTS ON RECOGNIZING SEEN CHINESE
CHARACTERS
In this section, we present some comparison experiments
on seen offline Chinese characters to show the advantage of
performance of DenseRAN.
A. Dataset
The database used for evaluation is from the ICDAR-2013
competition [6] of HCCR. The database used for training is
the CASIA database [23] including HWDB1.0 and 1.1. The
most common Chinese characters are used, i.e., 3755 level-1
set of GB2312-80.
B. Implementation details
We normalize gray-scaled image to the size of 32×32 as the
input. The implementation details of Dense encoder has been
introduced in Section III-A. The decoder is two unidirectional
layers with 256 GRU units. The embedding dimension m and
decoder state dimension n are set to 256. The convolution
kernel of Q is set to 5 × 5 and the number of feature maps
is set to 128. The model is trained with mini-batch size of
150 on one GPU. We utilize the adadelta [24] with gradient
TABLE I
RESULTS ON ICDAR-2013 COMPETITION DATABASE OF HCCR.
Methods Ref. Accuracy
Human Performance [6] 96.13%
Traditional Method [27] 92.72%
VGG14RAN - 93.79%
DenseNet - 95.90%
DenseRAN - 96.66%
clipping for optimization. The best model is determined in
terms of word error rate (WER) of validation set. We use a
weight decay of 10-4 and dropout [25] after each convolution
layer and set the dropout rate to 0.2.
In the decoding stage, we aim to generate a most likely
caption string given the input character. The beam search
algorithm [26] is employed to find the optimal decoding path
in the decoding process. The beam size is set to 10.
C. Experiments results
In Table I, the human performance on ICDAR-2013 com-
petition database and the previous benchmark are both listed.
In order to compare DenseRAN with whole-character based
approach, only DenseNet which is the same as the encoder
of DenseRAN is evaluated as a whole-character classifier on
ICDAR-2013 competition database, we call it “DenseNet”.
As shown in Table I, “DenseNet” achieves 95.90% while
DenseRAN achieves 96.66% revealing relative character er-
ror rate reduction of 18.54%. Also, we replace the encoder
of DenseRAN with VGG14 [28] and keep the other parts
unchanged, we name it as “VGG14RAN”. Table I clearly
shows CNN with densely connnected architecture is more
powerful than VGG on extracting high-quality visual features
from handwritten Chinese character images.
V. EXPERIMENTS ON RECOGNIZING UNSEEN CHINESE
CHARACTERS
Chinese characters are enormous which is difficult to train
a recognition system that covers all of them. Therefore it is
necessary and interesting to empower a system to recognize
unseen Chinese characters. In this section, we show the
effectiveness of DenseRAN to recognize unseen characters.
A. Dataset
We divide 3755 common Chinese characters into 2755
classes and another 1000 classes. We pick 2755 classes in
HWDB1.0 and 1.0 set as the training set and the other 1000
classes in ICDAR-2013 competition database are selected as
the test set. So both the test character classes and handwriting
styles have never been seen during training. In order to explore
the influence of training samples, different training sizes are
designed, ranging from 500 to 2755 classes. Note that all
radicals are covered in all training sets.
HWDB1.2 dataset is also used for evaluating the DenseRAN
performance on unseen Chinese characters. There are 3319
non-common Chinese characters in HWDB1.2 dataset and we
pick 3277 classes to make sure the radicals of these characters
TABLE II
RESULTS ON UNSEEN HCCR.
Train
set
Train
class
Train
samples
Test
set
Test
class Accuracy
HWDB
1.0+1.1
500 356553
ICDAR
2013
1000 1.70%
1000 712254 1000 8.44%
1500 1068031 1000 14.71%
2000 1425530 1000 19.51%
2755 1962529 1000 30.68%
HWDB
1.0+1.1 3755 2674784
HWDB
1.2 3277 40.82%
are covered in 3755 common classes. Note that the Chinese
characters in HWDB1.2 dataset are not common and usually
have more complicated radical composition.
B. Experiments results
As shown in Table II, with the seen Chinese character
classes increase from 500 to 2755, the accuracy on 1000-class
test set increases from 1.70% to 30.68%. Whole-character
modeling systems can not recognize unseen Chinese char-
acter classes at all. The last row of Table II shows that
DenseRAN can recognize unseen uncommon Chinese char-
acters in HWDB1.2 with 40.82% accuracy.
VI. QUALITATIVE ANALYSIS
A. Attention visualization
By visualizing the attention probabilities learned by the
model, we show how DenseRAN recognizes radicals and two-
dimensional structures. We also analyze the error examples
by attention visualization. We show some Chinese chracters
which are misclassified by “DenseNet” in Fig. 5(a). On the
contrary, as shown in Fig. 5(b), DenseRAN aligns radicals and
structures of offline handwritten Chinese character step by step
as human intuition and finally gets the correct classification.
Above the dotted line, these Chinese characters are seen in
training set. Below the dotted line, the character is not seen in
training set. Fig. 5 clearly illustates that DenseRAN not only
outperforms whole-character modeling method, but also has
the ability of recognizing unseen characters.
Examples of mistakes are shown in Fig. 6. The first column
shows the correct characters and the misclassified characters as
well. The second column visualizes attention and the symbols
decoded over times. The third column gives the corresponding
groundtrurth caption. Above the dotted line, these Chinese
characters are seen in training set. Below the dotted line, these
characters are not seen in training set. As shown in Fig. 6,
the mistaken characters usually come from the confuable
characters which are easy to cause errors when the handwritten
style is scribbled.
B. Error distribution of different two-dimensional structures
In order to further explore important factors that cause the
error, we analyze the error distribution with different two-
dimensional structures of Chines characters. Intuitively, the
more complicated the structure is, the more easily the error
a { 忄 d { 又 土 } eos}
怪
怪
怯
抒
投
a { 扌 予 } eos
抒
(a) DenseNet (wrong) (b) DenseRAN (correct)
d { 宀 d { 必 虫 } eos}
蜜
蜜
毖
晞
a { 日 d { 乂 } eos}stl {  巾 }晞
???
Seen
Unseen
Fig. 5. (a): Characters misclassified by “DenseNet”. (b): Same characters
classified correctly by DenseRAN and the attention over times.
铭 -> 铬
坝 -> 坎
error case
a { 钅 stl { 夕 口 } }
groundtruth caption
a {  土 贝  }
attention and error caption
a { 土 d { ⺈ 人 } } eos
螵 -> 螺 a { 虫 d { 覀 示 } }
a { 虫 d { 田 系 } } eos
Seen
Unseen
d { 卄 d { 土 丷 } eosw { 口 口 }s { } }
菁 -> 蔷 d { 卄 d { 龶 月 } }
a { 钅 d { 夂 口 } } eos
Fig. 6. Examples of mistakes where we can use attention to gain intuition
into what DenseRAN saw.
occurs. Fig. 7 shows the error percentage of structure A
misclassified to structure B on test set except the “single”
structure. The error percentage here is calculated as:
Perr(A→ B) = NA→B
NA
(12)
where NA denotes the number of samples with structure
A in test set, NA→B denotes the number of samples with
structure A misclassified to B. As shown in Fig. 7, the most
likely mistake is “lock” misclassified to “d” with 3.45% error
percentage. The explanation is: as shown in Fig. 2, “lock”
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Fig. 7. Error percentage of different two dimensional structures.
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Fig. 8. Error rate of Chinese characters with single structure.
will become “d” when the two parts of “lock” are written
seperately. This situation is very easy to appear when the
handwritten style is scribbled.
Fig. 8 shows the error rate of error pair (E-G) which are
both “single” structure, which is calculated as:
Rerr(E-G) =
NE→G +NG→E
NE +NG
(13)
where NE denotes the number of character E in test set,
NG denotes the number of character G. NE→G denotes how
many E samples are misclassified to G in test set, vice versa.
From Fig. 8, we find the misclassified characters usually come
from the characters which only have some subtle differences
in radicals with another character.
VII. CONCLUSION AND FUTURE WORK
In this study we introduce DenseRAN for HCCR. The
proposed DenseRAN recognizes Chinese character by iden-
tifying radicals and analyzing spatial structures. Experiments
shows that DenseRAN outperforms whole-character modeling
approach on HCCR task and has the capability of recogniz-
ing unseen Chinese characters. By visualizing attention and
analyzing error examples, we should pay more attention on
confusing characters in the future.
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