In this paper, a numerical scheme named alternating segment Crank-Nikolson is used for solving heat equation. This scheme can be used directly on parallel computations. Truncation error and stability of the presented method is analyzed. Comparison in accuracy with the fully implicit Crank-Nikolson scheme is presented in numerical experiment.
Introduction
Parallel calculation is defined as the concurrent execution of a program on one processor, having it divided into smaller parts in order to achieve a greater speed. The basic idea behind this calculation is that the solution process can be divided into smaller subsections, therefore when these subsections are calculated simultaneously the main problem is solved in a shorter time. The alternating schemes [2, 7, 10, 11, 15, 16, 17, 19] and the domain decomposition schemes [3, 13, 14] are two major types of parallel calculation. The alternating schemes are unconditionally stable and intrinsically parallel. For this case, the bigger time steps can be chosen, but the domain decomposition schemes are usually conditionally stable and for this case, smaller time steps must be chosen. In this paper, it will be used for solving one-dimensional heat equation. The idea of the alternating method was begun with the presentation of alternating group explicit (AGE) by Evans [4, 5] for solving some parabolic equations. Afterward the alternating segment explicit-implicit (ASEI) schemes [1] and the alternating segment Crank-Nicolson (ASCN) schemes [2] were presented. G.W. Yuan et. al [12] extended the AGE, ASEI and ASCN schemes for semilinear parabolic systems. R. Tavakoli and P. Davami [9] developed an alternating fully explicit scheme for solution of diffusion equation. In this scheme asymmetric Saul'yev schemes together with Evans group explicit method are used to approximate the linear partial differential equation. Recently the nASCN [16] and the nAGEI [15] have been presented for estimating dispersive equation. Some of the most important characteristics of explicit and implicit finite difference schemes are as follows: implicit schemes are unconditionally stable and they cannot be used directly in parallel calculations. Explicit schemes are simple and can be used in parallel calculations, but they are conditionally stable. The aim of this paper is to provide a numerical implicit scheme with intrinsic parallelism for solution of the heat equation (Eq. (1.1)). The Saul'yev schemes and the well-known Crank-Nicolson scheme are employed to derive the alternating segment Crank-Nicolson scheme. The scheme is unconditionally stable and numerical examples show that the accuracy of this method is better than that of the Crank-Nicolson scheme. The parabolic one-dimensional heat equation, for which the alternating segment Crank-Nikolson (ASCN) scheme has been presented for solving it, is presented below:
In which, u(x,t) is a one-dimensional temperature, ε > 0 is a constant coefficient, which indicates thermal diffusivity. The outline of the paper is as follows. In Section 2, basic approximations for the Eq. (1.1) and their truncation error are introduced. In Section 3, ASCN scheme is achieved. The numerical stability and the truncation error are discussed in Section 4. In order to verify the accuracy of the proposed scheme, numerical experiments are provided in section 4. Finally a simple conclusion is presented.
Basic schemes
To provide ASCN scheme we have the following assumptions throughout the paper: u(x,t) is the exact solution of Eq. (1.1), U n i is the numerical approximation for u(x i ,t n ) = u n i . x i = ih, t n = nτ, r = τ/(2h 2 ) when h and τ are sizes of the mesh in space and time, respectively. In particular, h = 1/J (for some positive integer J ). Crank-Nikolson method (2.2) and four Saul'yev type asymmetric schemes (2.3)-(2.6) for the approximate Eq. (1.1) are introduced as follows [10] :
Using the Taylor series expansion of a function of two variables, for the (n + 1) th time step we obtain:
The Alternating segment Crank-Nikolson (ASCN) scheme
Assuming that: M = 2Jl + l is the total number of inner points in given time, J and l are positive integers, J 1, l 3, M = m − 1, n is an even number, values u n i of the n th time level at the point (x i ,t n ) are given. At all subsequent time levels, grid points x are divided to (J + 1) sections. At the (n + 1) th time level, except for the last section, all J sections contain 2l inner points and the last (J + 1) th section contains l inner points. To explain ASCN scheme, we chose an arbitrary segment named A of the (n + 1) th time level. Supposing that the ordinal number of grid points of A as (a 1 , a 2 , . . . , a 2l ). For boundary points a 1 and a 2l from segment A, methods (2.3) and (2.4) are used respectively. Methods (2.5) and (2.6) are used for inner points a l and a l+1 respectively. For all remaining inner points Crank-Nikolson method (2.2) is utilized. If A is the left boundary segment (first segment), for left boundary inner point a 1 , Crank-Nikolson method (2.2) is used. For the remaining points (a 2 , a 3 , . . . , a 2l ), we use the method, which is described above. If A is the right boundary segment (last segment) then A contains l inner points. In this case for the left boundary inner point a 1 , method (2.3) is used and Crank-Nikolson method (2.2) is utilized for the (l − 1) remaining points. The first segment of the (n + 2) th time level, contains l points and all the remaining J segments contain 2l points. For inner segments of this time level the method, which has been described for (n + 1) th time level, is used and for the boundary segments we perform the following. If A is the left boundary segment (first segment) then A contains l inner points. For the right boundary inner point a l , method (2.4) is used and Crank-Nikolson method (2.2) is utilized for the (l − 1) remaining points. If A is the right boundary segment (last segment), for the right boundary inner point a 2l , Crank-Nikolson method (2.2) is used. For the remaining points (a 1 , a 2 , . . . , a 2l−1 ), we utilize the method, which is described for the (n + 1) th time level. Fig. 1 illustrates the chart of the ASCN method. Since all (J + 1) segments at each time level are independent of each other, they can be solved in parallel. According to the above explanations the ASCN scheme is used alternatively between odd and even time levels. Then ASCN scheme can be expressed as:
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In which U n = (U n 1 ,U n 2 , . . . ,U n M ), b 1 and b 2 are M-dimensional column vectors as follows [10] :
) T (3.14)
The matrices Q 2l andQ 2l are the same as Q 2l . The difference between Q 2l and Q 2l is the first row of Q 2l , and the difference betweenQ 2l and Q 2l is the last row ofQ 2l . The first row of Q 2l is the 2l-dimensional vector (2ε, −ε, 0, . . . , 0) and the last row ofQ 2l is the 2l-dimensional vector (0, . . . , 0, −ε, 2ε). Before proving the stability of ASCN, first we want to prove (G 1 + G * 1 ) and (G 2 + G * 2 ) are non-negative definite matrices. We just prove that (Q 2l + Q * 2l ) is a non-negative definite matrix. Proof of the remaining matrices is quite similar. If y is a 2l-dimensional arbitrary column vector then:
) is a non-negative definite matrix. 
Since the matrices G 1 and G 2 are non-negative definite, from the lemma (4.1) we have ∥(I + rG 2 ) −1 ∥ 2 ≤ 1, and from lemma (4.2) we have
we can derive the following inequalities for any positive integer m and any real number r:
This implies that the ASCN scheme is unconditionally stable.
Truncation error analysis
According to the Fig. 1 , schemes (2.4) with (2.5) and (2.3) with (2.6) are alternatively used between two adjacent time levels. By Taylor series expansion of schemes (2.4) and (2.5) , it can be seen that the signs of the leading parts of the truncation errors are opposite and can be canceled out. Thus, the order of truncation error goes up. Very similar discussions for the pairs (2.3) with (2.6) can be carried out. Moreover, schemes (2.2) with (2.3) and (2.5) with (2.6) are used symmetrically at two adjacent points on the same time level, thus use of the ASCN scheme causes the cancellation of some truncation errors and therefore improve the accuracy of method.
Numerical results and discussion
The computation code based on the following algorithm has been successfully programmed using MATLAB language.
1. Division of spatial computational domain to (J + 1) segment.
2. Set the matrix Q 2l by using block form of it as given in Eq. (3.16).
3. Set the matrices Q 2l ,Q 2l , Q l andQ l from their difination.
4. Set the block-diagonal matrices G 1 and G 2 from Eq. (3.15).
Calculate U 0
i together with the U n 0 and U n m+1 by using initial and boundary conditions. 6. Calculate U 1 i at the time t 1 (t 1 = t 0 + τ) from Eq (3.12) throughout the whole domain, and then Calculate U 2 i at the next instant of time t 2 by using Eq. (3.13). The relation of the b 1 and b 2 are used from step 5.
7. The step 6 is repeated for the next time increment and continue until the solution at the desired time step has been achieved. Considering two different initial conditions for Eq. (1.1), absolute error and relative error of present scheme will be compared with fully implicit Crank-Nikolson scheme. We assume that λ = τ/h 2 , and computations are calculated for the following parameters λ = 1, λ = 1.6, h = 1/100, t = 0.1 and t = 1.8. Because by increasing λ from 1 to 1.6, the error of fully implicit Crank-Niloson will not make much of a difference, the presented ASCN scheme is compared with fully implicit Crank-Nikolson for λ = 1. If u(x i ,t n ) is the exact solution of Eq. (1.1) and u n i is the numerical approximation at the point (x i ,t n ), absolute error (ae) and relative error (re) are calculated from the following folmulas:
Case 1:
Absolute errors of the ASCN scheme and the fully implicit (C-N) scheme for λ = 1 and λ = 1.6 at the times t = 0.1 and t = 1.8 are presented in Fig. 2 . Analyzing this figure one observes that the absolute error of C-N scheme assumes a parabolic shape instead of a disordered one from the ASCN scheme. for both values of λ , the absolute errors of the two schemes are about equal, but at other points of x the absolute error of the ASCN scheme is less than the C-N scheme. According to Fig. 2(a) the absolute error of the ASCN scheme is decreased by the increase of λ from 1 to 1.6. Fig. 2(b) illustrates that at the time t = 1.8 the absolute error of the ASCN scheme at all points of x is less than the C-N scheme. Also from this figure as shown in Fig. 2(a) it is clear that the absolute error for λ = 1.6 is less than the International Scientific Publications and Consulting Services absolute error for λ = 1. By comparing figures 2(a) and 2(b) it can be seen that by increasing the time from 0.1 to 1.8 the absolute error of the ASCN scheme becomes more regular and like the C-N scheme is close to the parabolic shape.
Relative error of the ASCN scheme for λ = 1 and λ = 1.6 at the times t = 0.1 and t = 1.8, and relative error of the C-N scheme for λ = 1 are given in Fig. 3 . According to this figure, it is clear that the difference between absolute errors of the two schemes is quite similar to the relative errors, which are presented in Fig. 2 . Relative error of the ASCN scheme at both times t = 0.1 and t = 1.8, for both values of λ = 1 and λ = 1.6 are less than the C-N scheme. [9] . Figures 4 and 5 include relative error and absolute error of the ASCN scheme for λ = 1 and λ = 1.6 at the times t = 0.1 and t = 1.8, and the C-N scheme for λ = 1 at the time t = 0.1. It can be seen that like that case 1 relative and absolute errors of the ASCN scheme for given parameters are less than the C-N scheme.
Conclusion
In this research the alternating segment Crank-Nikolson scheme (ASCN) for solving one-dimensional heat equations was studied. Against the other well-known implicit methods, the presented implicit method is parallelism and can be used in parallel computers to speed up computations. It is concluded that like the other implicit schemes, ASCN scheme is unconditionally stable. By analysis of truncation error it is shown that the ASCN scheme causes to increase of the order of truncation error as well as accuracy of the approximations. By using graphical presentations, absolute error and relative error of the mentioned scheme was compared with the fully implicit CrankNikolson scheme. It was realized that the absolute error and relative error of the ASCN scheme are less than the C-N scheme and the presented scheme can estimate the one-dimensional heat equation with more accuracy. 
