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Abstract
We investigate a system of coupled oscillators on the circle, which
arises from a simple model for behavior of large numbers of autonomous
vehicles. The model considers asymmetric, linear, decentralized dynamics,
where the acceleration of each vehicle depends on the relative positions
and velocities between itself and a set of local neighbors. We first derive
necessary and sufficient conditions for asymptotic stability, then derive
expressions for the phase velocity of propagation of disturbances in ve-
locity through this system. We show that the high frequencies exhibit
damping, which implies existence of well-defined signal velocities c+ > 0
and c− < 0 such that low frequency disturbances travel through the flock
as f(x− c+t) in the direction of increasing agent numbers and f(x− c−t)
in the other.
1 Introduction
This paper is part of a larger program to develop mathematical methods to
quantitatively study performance of models for flocking. The main underlying
motivation for the current work is to inform development of methods for pro-
gramming driverless cars to enable coherent motion at high speed, even under
dense traffic conditions. This is obviously an important problem, not only be-
cause it can lead to enormous cost savings to have smooth and dense traffic on
our busier highways, but also because failures may cost lives.
We study models that assume that each car is programmed identically and
that can observe relative velocities and positions of nearby cars. In this work we
take nearby to mean only the car in front and behind. However the methods we
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develop will be applicable to larger interactions (and these will be explored in
future work). We will assume that the system is linearized. Various examples
and analyses of nonlinear systems exist. But the emphasis here is on linear
systems where we can allow for many parameters (to take the neighbors into
account) and still perform a meaningful analysis.
There are two main aspects in our analysis. The first is the asymptotic
stability. This can be analyzed via the eigenvalues of the matrix associated
with the first order differential equation. Section 3 is devoted to establishing
necessary and sufficient conditions for a class of systems to be asymptotically
stable. Even though this is a fairly straightforward calculation, we have not
found it in this generality in the literature.
The second, more delicate aspect of the problem is related to the fact that
we may have arbitrarily many cars following each other, hundreds or even thou-
sands. In this situation, even if all our systems are known to be asymptotically
stable, transients may still grow exponentially in the number of cars. The spec-
trum of the linear operator does not help us to recognize this problem ([16]).
A dramatic example of this can be found in [18] where eigenvalues have real
part bounded from above by a negative number and yet transients grow ex-
ponentially in N . This kind of exponential growth underscores the need for
different (non-spectral) methods to analyze these systems. The main result of
our paper represents one such alternative approach. We establish that for the
parameter values of interest (e.g. asymptotically stable systems), solutions are
well approximated by travelling wave signals with two distinct signal velocities,
one positive (in direction of increasing agent number) and one negative.
Ever since the inception ([6], [9]) of the subject, systems with periodic bound-
ary conditions have been popular ([7], [8], and [1]) because they tend to be easier
to study. However the precise connection between these systems and more re-
alistic systems with non-trivial boundary conditions has always been somewhat
unclear. Our current program differs from earlier work in two crucial ways. The
first is that we make precise what the impact of our analysis is for the (more
realistic) systems on the line : namely in this paper we derive an expression for
the velocity with which disturbances propagate in systems with periodic bound-
ary, and in [4] we numerically verify that this holds on the line as well. The
second is that we consider all possible nearest neighbor interactions: we do not
impose symmetries. This turns out to be of the utmost importance: when we
apply these ideas in [4] it turns out that the systems with the best performance
are asymmetric. Asymmetric systems (though not the same as ours) have also
been considered by [2] and with similar results. However their methods are per-
turbative, and spectral based. In [15] and [11] asymmetric interactions are also
studied, and it was shown that in certain cases they may lead to exponential
growth (in N) in the perturbation. In the later of these, the model is quali-
tatively different because absolute velocity feedback is assumed (their method
is also perturbative and not global). Signal velocities were employed in earlier
calculations namely [19] and [12]. These calculations have in common that they
were done for car-following models. We are interested in a more general frame-
work, namely where automated pilots may pay attention also to their neighbor
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behind them or indeed other cars further afield.
Our model is strictly decentralized. There are two reasons to do that. First,
in high speed, high/density traffic, small differences in measured absolute ve-
locity may render that measurement useless, if not dangerous, for the feedback.
Secondly, the desired velocity, even on the highway, may not be constant. It
will depend on weather, time of day, condition of the road, and so on. For these
reasons we limit ourselves to strictly decentralized models that only use infor-
mation relative to the observers in the cars (see [17] and [18]). Many authors
study models featuring a term proportional to velocity minus desired velocity
(see e.g. [1], [2], [6], [7], [8], [9], and [11]).
2 Flocking Model
We consider a model of a decentralized flock of N moving agents (e.g. cars),
where each agent’s acceleration depends linearly on on the differences between
its own relative position and velocity, and those of some subset of neighbors.
Letting xk be the position of the k
thagent, and hk its desired distance within
the flock (typically k times a fixed spacing δ), the general linear decentralized
flock satisfies
x¨k =
∑
j∈Nk
pj,k((xk − hk)− (xj − hj)) + vj,k(x˙k − x˙j)
where Nk is the set of neighbors for agent k, and pj,k and vj,k are the coefficients
for how the difference of positions and velocities respectively between agent k
and j affect the acceleration of agent k. The above model is more general than
that considered in this work, we restrict ourselves to a leaderless decentralized
flock with identical agents and periodic boundary. These restrictions imply
pk,j and vk,j depend only on j − k mod N , and that the neighborhood sets
Nk be shift invariant, e.g. Nj+k = {(j + i) mod N : i ∈ Nk}. We will also
restrict ourselves to nearest neighbor systems. To further simplify the resulting
equations, we introduce the change of variables zk ≡ xk − hk (see [17] for more
details). We also introduce constants gx and gv, define ρx,j =
1
gx
pj,0 for j 6= 0
and ρx,0 =
1
gx
∑
j 6=0 pj,0 where all indices are treated mod N , and define ρv,j
similarly. It will be convenient to allow negative indices for ρx,j by setting
ρx,j+N = ρx,j , similarly for ρv,j . In this notation, the flock equations become
the following :
Definition 2.1. The system S∗N is given by the equation
z¨k = gx
∑
j∈N
ρx,jzk+j + gv
∑
j∈N
ρv,j z˙k+j ≡ gx
N∑
j=1
Lx,k,jzj + gv
N∑
j=1
Lv,k,j z˙j (1)
where N = {−1, 0, 1}. The N ×N matrices Lx and Lv defined implicitly above
are circulant matrices, as Lx,k,j and Lv,k,j depend only on j− k mod N . They
3
also have row sums equal to 0, as the decentralized condition has implied that∑
j∈N
ρx,j =
∑
j∈N
ρv,j = 0. (2)
We will accordingly refer to Lx and Lv as Laplacian matrices.
Remark : It is well known that circulant matrices have orthogonal eigenbases,
and are diagonalized by the discrete Fourier transform (see [10]). This is the
reason periodic boundary conditions are so convenient.
It will be useful to write the equations of S∗N as a first order system:
d
dt
(
z
z˙
)
= MN
(
z
z˙
)
≡
(
0 I
gxLx gvLv
)(
z
z˙
)
(3)
This system has a 2-dimensional family of coherent solutions, namely:
∀ i zi(t) = v0t+ x0
where v0 and x0 are arbitrary elements of R. These correspond to the generalized
eigenspace ofMN for the eigenvalue 0. It is easy to see that all solutions converge
to one of these coherent solutions if and only if all other eigenvalues of MN
have negative real part. With a slight abuse of notation we will call this case
asymptotically stable (see [13] for precise definitions):
Definition 2.2. The system in Equation 3 is called asymptotically stable if it
has a single eigenvalue equal to 0 with algebraic multiplicity 2, and all other
eigenvalues have strictly negative real parts.
The discrete Fourier transform will play a fundamental role in our analysis.
We define λx,m and λx,m as follows: denote θ ≡ 2πN and set
λx,m ≡ gx
∑
j∈N
ρx,j e
ijmθ and λv,m ≡ gv
∑
j∈N
ρv,j e
ijmθ (4)
Denote the vector wm by:
wm ≡ 1√
N
(
1, eimθ, e2imθ, · · · e(N−1)imθ
)T
We furthermore define the moments of gxρx and gvρv:
Ixℓ ≡ gx
∑
j∈N
ρx,j j
ℓ and Ivℓ ≡ gv
∑
j∈N
ρv,j j
ℓ
and observe that λx,m can be expanded as
λx,m = imθ Ix,1 − m
2θ2
2
Ix,2 − i m
3θ3
3!
Ix,3 +
m4θ4
4!
Ix,4 + i
m5θ5
5!
Ix,5 · · · (5)
An analogous expansion for λv,m can also be given.
4
3 Asymptotic Stability
In this section we state and prove necessary and sufficient conditions for nearest
neighbor systems to be asymptotically stable.
Proposition 3.1. Let Lx and Lv be the Laplacians defined in Definition 2.1.
The eigenvalues of gxLx are λx,m with associated eigenvector wm (where m ∈
{0, · · · , N − 1}). Similarly, λv,m and wm form eigenpairs for gvLv.
Proof. This follows immediately from the previous remark as Lx and Lv are
circulant matrices.
Remark: Even though Lx and Lv have bases of orthogonal eigenvectors, MN
does not. Instead, the eigenvectors of the 2N×2N matrixMN lie within N two-
dimensional subspaces which are orthogonal to each other. Each of these may
be spanned by two not necessarily orthogonal eigenvectors, or by an eigenvector
and a (Jordan) generalized eigenvector. This is made precise below:
Proposition 3.2. The eigenvalues νm± (m ∈ {0, · · ·N − 1}) of M are given
by the solutions of
ν2 − λv,mν − λx,m = 0 ⇒ νm± = λv,m
2
±
√
λ2v,m
4
+ λx,m
with associated eigenvectors given by
(
wm
νm±wm
)
.
Proof. Let ν be an eigenvalue of MN , with eigenvector written as
(
q
u
)
. Then
(
0 I
gxLx gvLv
)(
q
u
)
= ν
(
q
u
)
,
which implies first that u = νq and then that (gxLx+gvLvν)q = ν
2q. The latter
shows that ν2 is an eigenvalue of the circulant matrix gxLx+νgvLv, which from
Proposition 3.1 has eigenvalues given by λx,m+νλv,m, for 0 ≤ m ≤ N − 1. This
implies ν satisfies ν2 = λx,m + νλv,m for some m. Finally, letting νm± be as
above, it is straightforward to show
(
wm
νm±wm
)
are eigenvectors with eigenvalue
νm±.
Definition 3.1. Define λx : S
1 → C and λv : S1 → C by
λx(φ) ≡ gx
∑
j∈N
ρx,j e
ijφ and λv(φ) ≡ gv
∑
j∈N
ρv,j e
ijφ,
and define the curve γ ⊂ C to be the set of all ν ∈ C satisfying
ν2 − λv(φ)ν − λx(φ) = 0
for some φ ∈ [0, 2π].
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Figure 1: A representative figure for the calculation of the eigenvalues for 500
agents. The values of the parameters are given in the figures. Green line: λx,m,
Blue ellipse: λv,m.
Note first that λx and λv are be independent of N (provided N is larger than
half the size of the neighborhood N ). This implies in turn that γ depends on
all parameters of the flocking model except N . As N grows and the remaining
parameters are fixed, the eigenvalues of the associated Laplacians tend to fill
out curves denoted by λx and λv. This is illustrated in Figure 1. The same
holds for the eigenvalues of MN (see Figure 2), in particular :
Corollary 3.3. The set spec (MN ) of eigenvalues of MN satisfies:
spec (MN ) ⊂ γ and lim
N→∞
spec (MN ) = γ
where the second limit is taken relative to the Haussforff metric dH . Similar
results hold for the spectra of Lx and Lv and the images of the curves λx and
λv.
Proof. For any νm±, setting φ = mθ in Definition 3.1 gives λv(φ) = λv,m and
λx(φ) = λx,m which shows νm± ∈ γ.
The second assertion is equivalent to showing limN→∞ dH(γ,MN ) = 0. Let
g be the set-valued function from [0, 2π] given by g(φ) = {ν : ν2 − λv(φ)v −
λx(φ) = 0}, so that γ = ∪φ∈[0,2π]g(φ). As λv and λx are continuous, and
roots of polynomials depend continuously on their coefficients, g is continuous.
As its domain is compact, it is uniformly continuous. Now fix ǫ > 0. For
any ν ∈ γ, ν ∈ g(φ) for some φ, there is δ > 0 (independent of φ) so that
|φ′ − φ| < δ =⇒ dH(g(φ′), g(φ)) < ǫ. We may take N large enough so that
| k2πN − φ| < δ for some k. As g( k2πN ) ⊂ spec (MN ), this implies there are
points in spec (MN) that are distance less than ǫ from ν. As ν was arbitrary,
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Figure 2: A representative figure for the calculation of the eigenvalues for 500
agents. The values of the parameters are given in the figures. The eigenvalues
of MN of Proposition 3.2.
and we already have spec (MN ) ⊂ γ, this implies dH(γ, spec (MN )) < ǫ, which
suffices to prove the desired limit.
We next present a necessary condition for asymptotic stability.
Proposition 3.4. If Ix,1 6= 0, then for sufficiently large N the system S∗N in
Definition 2.1 is not asymptotically stable.
Proof. We will first show that for large enough N and small enough m, the
eigenvalues νm± are close to ±
√
λx(
2πm
N ), which will have positive real part for
one branch.
We may write the expansions λx(φ) = iφIx,1 − φ
2
2 Ix,2 − ... and λv(φ) =
iφIv,1 − φ
2
2 Iv,2 − ... similar to equation (5). If Ix,1 6= 0, these imply existence
of constants A, B, and δ1 > 0 so that |φ| < δ1 implies both |λx(φ)| ≥ B|φ| and
|λv(φ)| ≤ A|φ|. Set ν±(φ) = λv(φ)2 ±
√
λ2v(φ)
4 + λx(φ) (so that νm± = ν±(
2πm
N ),
as in Proposition 3.2). By taking |φ| < δ2 we may ensure |
√
λx + λ2v/4 −√
λx| < 14 |
√
λx|. Then |ν±(φ)−±
√
λx(φ)| = |λv(φ)/2±(
√
λ2v/4 + λx−
√
λx)| ≤
1
4 |λx| + 12A|φ|. As |
√
λx| ≥
√
B|φ|, by taking |φ| < δ3 we can ensure |ν±(φ) −
±√λx(φ)| ≤ 12 |√λx|.
For |φ| < δ4 we can similarly derive the estimate | ±
√
λx(φ)−±
√
iφIx,1| ≤√
iφIx,1C|φ| for some constant C. Now as ±
√
iφIx,1 = ±
√
φIx,1(
√
2
2 + i
√
2
2 ), at
least one of these branches must have positive real part. The previous estimates
imply that for |φ| < min(δ1, δ2, δ3, δ4), one of the branches of ν±(φ) must have
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positive real part. Thus for sufficiently large N , there are eigenvalues of MN
with positive real part, so S∗N is not asymptotically stable.
In the remainder of this section we use a global method to determine a better
condition for asymptotic stability for nearest neighbor systems.
Proposition 3.5. The system S∗N of Definition 2.1 is asymptotically stable for
all N (all other parameters fixed) if ρx,j is symmetric, and
∀ φ 6= 0 : Re(λx(φ)) < 0 and Re(λv(φ)) < 0.
Instability will occur for large N if either of the opposite inequalities holds for
some φ 6= 0.
Proof. By the Routh-Hurwitz criterion applied to the equation ν2 − λv,mν −
λx,m = 0 with complex coefficients (see [5]), we see that all nonzero eigenvalues
given in Proposition 3.2 all have negative real parts if and only if for all m ∈
{1, · · ·N − 1} we have (in the notation of Equation 5):
Re(λv,m) < 0
2Re(λx,m) < |λv,m|2
Re(λx,m)Re(λv,m) + Im(λx,m) Im(λv,m) > 0
Re(λx,m)[Re(λv,m)]
2 +Re(λv,m) Im(λx,m) Im(λv,m) + [Im(λx,m)]
2 < 0
If ρx,j are symmetric then Im(λx,m) is zero for all m. In this case the Routh-
Hurwitz conditions reduce to: for all m ∈ {1, · · ·N − 1}, Re(λx,m) < 0 and
Re(λv,m) < 0. As λx,m = λx(
2πm
N ) and λv,m = λv(
2πm
N ), stability for all N
follows if Re(λx(φ)) < 0 and Re(λv(φ)) < 0 for all φ 6= 0 (the case of
φ = 0 is excluded because the zero eigenvalue is excluded from our definition of
asymptotic stability ).
On the other hand, if either Re(λx(φ)) > 0 or Re(λv(φ)) > 0 for some
φ 6= 0, then as the set of points { 2πmN } for all N > 0 and 1 ≤ m ≤ N is dense
in [0, 2π], and the functions λx and λv are continuous, then there must be some
N and m so that either Re(λx,m) > 0 or Re(λv,m) > 0, in which case S
∗
N is not
asymptotically stable.
We are now in a position to state and prove the main theorem of this section.
Recall that we identify ρx,−1 and ρv,−1 with ρx,N−1 and ρv,N−1 in Definition
2.1.
Theorem 3.6. Suppose S∗N is as defined in Definition 2.1, with N = {−1, 0, 1}.
Then S∗N is asymptotically stable for all N if and only if ρx,−1 = ρx,1, gxρx,0 < 0,
and gvρv,0 < 0.
Proof. Let S∗N be asymptotically stable for all N . First, Proposition 3.4 implies
Ix,1 = 0, which for N = {−1, 0, 1} implies ρx,−1 = ρx,1. Next, Equation 2
implies that ρx,0 = −(ρx,1 + ρx,−1), which implies
Re(λx(φ)) = Re(gx(e
−iφρx,−1 + ρx,0 + eiφρx,1))
= gxρx,0(1 − cos(φ))
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Similarly Re(λv) = gvρv,0(1−cos(φ)). As (1−cos(θ)) > 0 for φ 6= 0, Proposition
3.5 implies we must have gvρv,0 < 0 and gxρx,0 < 0.
To prove the other direction, let ρx,−1 = ρx,1, gxρx,0 < 0 and gvρv,0 < 0.
The same calculation as above shows Re(λx(φ)) < 0 and Re(λv(φ)) < 0 for
φ 6= 0, then Proposition 3.5 implies S∗N is asymptotically stable.
4 Signal Velocities
The main result of this section is the determination of the signal velocity in
asymptotically stable systems as characterized in Theorem 3.6. The signal ve-
locity is the velocity with which disturbances (such as a short pulse) propagate
through the flock. In general, signal velocities in dispersive media may be dif-
ficult to determine. The reason is that a pulse consists of a superposition of
plane waves, typically each with a different phase velocity. If the component
plane waves have different phase velocities, the pulse may spread out over time
(dispersion), and the determination of arrival time of the signal may becomes
problematic. For details we refer to [3].
For nearest neighbor systems of Definition 2.1 we define:
a ≡ I
2
v,1
4
+
Ix,2
2
=
(ρv,0 + 2ρv,1)
2g2v
4
+
−gxρx,0
2
Remark: From now on we will restrict our attention to (stable) systems satis-
fying the conditions of Definition 2.1 and the conclusions of Theorem 3.6. Note
that for these systems a > 0. In order to simplify notation we will also (without
loss of generality, because of Theorem 3.6) re-scale gx and gv so that the values
of ρx,0 and ρv,0 are 1 from now on.
Remark: From the definitions it is clear that νN−m,± can be identified with
ν−m,± and that ν−m,± is the complex conjugate of νm±. It will be convenient
in this section to relabel these eigenvalues so that m runs from ⌈−(N − 1)/2⌉ to
⌈(N − 1)/2⌉. For simplicity of notation, we will however write ∑⌈(N−1)/2⌉m=⌈−(N−1)/2⌉
as
∑N/2
m=−N/2.
Proposition 4.1. Let S∗N as in Definition 2.1 and Theorem 3.6. Then a > 0
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and the eigenvalues νmε of MN can be expanded as (with ε = ±1 and θ ≡ 2πN ):
νmε = imθ
(
Iv,1
2
+ εa1/2
)
+
m2θ2

−Iv,2
4
− ε
(
Iv,1Iv,2
4 +
Ix,3
6
)
2a1/2

+
im3θ3

−Iv,3
12
− ε
(
Iv,1Iv,3
12 +
Ix,4
24 +
I2v,2
16
)
2a1/2
+ ε
(
Iv,1Iv,2
4 +
Ix,3
6
)2
8a3/2

+
m4θ4

Iv,4
48
+ ε
(
Iv,2Iv,3
24 +
Iv,2Iv,3
48 +
Ix,5
125
)
2a1/2
− ε
(
Iv,1Iv,2
4 +
Ix,3
6
)(
Iv,1Iv,3
12 +
Ix,4
24 +
I2v,2
16
)
4a3/2
+ε
(
Iv,1Iv,2
4 +
Ix,3
6
)3
16a5/2

+ · · ·
Proof. Expand νm± given in Proposition 3.2 in powers of θ using
a 6= 0⇒ √z − a = ±i√a
(
1− z
2a
− z
2
8a2
− z
3
16a3
· · ·
)
After a substantial but straightforward calculation the result is obtained.
The phase velocity of the time-varying sinusoid f(x, t) = ei(ωt−kx) on the
real line is defined by the evolution of points of constant phase : ωt− kx(t) = c,
which gives the phase velocity ω/k.
Disturbances in the positions of agents in the flock may be decomposed in
terms of solutions to Equation 1 which are damped sinusoidal waves as functions
of time and agent number. We define phase velocity in units of number of agents
per unit time, as follows.
Definition 4.1. The set of solutions
zk(t) = Ae
i(ωt−bk)e−at (6)
has phase velocity ω/b.
On our way to studying the propagation velocity of disturbances in the
system S∗N , we will characterize its phase velocities. We first establish the
following :
Lemma 4.2. For S∗N as in Theorem 3.6, the imaginary parts of the eigenvalues
νm± have opposite signs for m 6= 0.
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Proof. Set νm+ = α1 + iβ1 and νm− = α2 + iβ2. As νm± are roots of ν2 −
νλv,m − λx,m, and
(ν−µ1)(ν−µ2) = ν2− (α1+α2+ i(β1+β2))ν+α1α2−β1β2+ i(α1β2+α2β1),
we can identify λx,m = −(α1α2−β1β2)+i(α1β2+α2β1). We have Im(λx,m) = 0
as ρx,j is symmetric, so α1β2+α2β1 = 0. Solving gives β1 = −α1α2 β2. But α1 < 0
and α2 < 0 because S
∗
N is asymptotically stable, so β1 and β2 have opposite
signs.
Lemma 4.3. For S∗N as in Theorem 3.6, phase velocities are given by
cm+ =
− Im(νm−)
mθ
> 0 and cm− =
− Im(νm+)
mθ
< 0 (7)
for 1 ≤ m ≤ N2 .
Proof. Lemma 4.2 implies Im(νm+) and Im(νm−) have opposite signs. Redefine
(if necessary, see Proposition 3.2) the subscripts “+” and “−” so that νm+ has
positive imaginary part, and νm− has negative imaginary part.
We now derive phase velocities where + denotes going from agent “0” to-
wards agent “N”. The expression for the kth entry of the time-evolution of the
solution corresponding to the eigenvalue νm± is (see Proposition 3.1) is (up to
an arbitrary multiplicative constant) :
zk = e
(νm±)teikmθ = eRe(νm±) tei(Im(νm±)t+kmθ) = eRe(νm±) tei(Im(νm±)t−(−mθ)k)
Comparing this to Definition 4.1 shows these two solutions have phase velocities
cm,+ and cm,− as given in 7.
From Proposition 4.1 we see that the eigenvalues close to the origin form
four branches which intersect at the origin. Namely ε can be +1 or -1, and the
counter m can be positive or negative. This is illustrated in Figure 2. So for
given |m| we get two phase velocities: one in each direction.
Lemma 4.4. For S∗N as in Theorem 3.6, the phase velocities cmε of Lemma
4.3 can be expanded as (ε ∈ {−1, 1}):
cmε = −gv(1 + 2ρv,1)
2
+ ε
√
g2v(1 + 2ρv,1)
2
4
− gx
2
+
m2θ2
(
gv(1 + 2ρv,1)
12
− ε 2g
2
v(1 + 2ρv,1)
2 − gx + 32g2v
24[g2v(1 + 2ρv,1)
2 − 2gx]1/2 + ε
g2v(1 + 2ρv,1)
16[g2v(1 + 2ρv,1)
2 − 2gx]3/2
)
+O((mθ)4)
The real parts of the associated eigenvalues can be expanded as:
Re(νmε) = m
2θ2
(
gv
4
+ ε
g2v(1 + 2ρv,1)
4[g2v(1 + 2ρv,1)
2 − 2gx]1/2
)
+O((mθ)4)
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Proof. With the reduction ρx,0 = ρv,0 = 1 as described in the remark in at the
beginning of section 4, Theorem 3.6 implies ρx,1 = ρx,−1 = − 12 , and Equation
(2) implies ρv,−1 = −(1 + ρv,1). We can then compute all of the moments
Ix,j = (−1)j(− 12 ) + 1j(− 12 ) =
{
0 j even
1 j odd
Iv,j = (−1)j(−(1 + ρv,1)) + 1jρv,1 =
{
−1 j even
1 + 2ρv,j j odd
Substituting the expansion from Proposition 4.1 into the expressions for the
phase velocity cmε = − Im(νm−ǫ)mθ from Lemma 4.3, and using the above expres-
sions for the moments Ix,j and Iv,j gives the desired expansion.
For any set of initial conditions zk(0) and z˙k(0), there are unique constants
am and bm so that the solution of the system S
∗
N has the form
zk(t) =
N/2∑
m=−N/2
ame
imθk eνm+t +
N/2∑
m=−N/2
bme
imθk eνm−t (8)
Our main result of this paper is to show that the first sum represents a signal
travelling to the left (decreasing agent number), that may be approximated by a
travelling wave with a single signal velocity. Likewise, the second sum represents
a signal travelling to the right. We first need a small technical lemma.
Lemma 4.5. There is a δ > 0 such that for all a,b satisfying |a| < δ and |b| < δ,
it follows that |ea − eb| < 2|a− b|.
Proof. ea−eb = (a−b)+∑∞n=2 1n! (an−bn). Using an−bn = (a−b)∑n−1j=0 ajbn−1−j
we have |ea − eb| = |a − b|
(
1 +
∑∞
n=2
1
n!
(∑n−1
j=0 a
jbn−1−j
))
. The term mul-
tiplying |a − b| expression is a convergent power series, so is continuous, and
approaches 1 as a→ 0 and b→ 0. The desired inequality then follows.
We now address the first term in Equation 8.
Proposition 4.6. Let S∗N be as in Theorem 3.6, and c− ≡ c0− as given in
Lemma 4.4 (m = 0). Suppose the initial conditions are such that bm = 0 for all
m, in the expansion in Equation (8). In addition, suppose that the coefficients
am satisfy |am| < Mmp for some p > 1. Fix K > 1 and 0 < α < β < 1. Then,
for all t ∈ [ N|c−| ,K N|c−| ], there is a function f− so that
|zk(t)− f−(k − c−t)| < MDK|c−| N
3α−1 + 2Mp−1
(
(Nα − 1)1−p − (Nβ − 1)1−p) e−C(α,β)t
+ 2Mp−1
(
(Nβ − 1)1−p) e−C(β,1)t (9)
for sufficiently large N , where D is a constant, and
C(a, b) = min
Na≤|m|≤min(N/2,Nb)
|Re(νm+)|.
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Proof. Consider the signal after time t:
zk(t) =

 ∑
|m|<Nα
+
∑
|m|∈[Nα,Nβ)
+
∑
|m|≥Nβ

 ameimθk eνm+t (10)
Using Lemma 4.3 we obtain
eνm+t = eRe(νm+)tei Im(νm+)t = eRe(νm+)t e−imθcm−t
Substituting back to Equation (10) gives
zk(t) =

 ∑
|m|<Nα
+
∑
|m|∈[Nα,Nβ)
+
∑
|m|≥Nβ

 ameRe(νm+)teimθ(k−cm−t) (11)
We note that this form shows that the solution is a sum of sinusoids, with
phase velocity cm−, that are damped by the exponential factor eRe(νm+). Intu-
itively, our result follows because for small m the phase velocities are all close
to the constant c− and the damping is minimal, while for large m the damping
is large enough so that we can ignore that the phase velocities depend on m.
Set f−(z) =
∑
|m|<Nα ame
imθz. We then see
|zk(t)− f−(k − c−t)| ≤
∣∣∣∣∣∣
∑
|m|<Nα
am
(
eRe(νm+)teimθ(k−cm−t) − eimθ(k−c−t)
)∣∣∣∣∣∣+∣∣∣∣∣∣
∑
|m|∈[Nα,Nβ ]
ame
Re(νm+)teimθ(k−cm−t)
∣∣∣∣∣∣+∣∣∣∣∣∣
∑
|m|>Nβ
ame
Re(νm+)teimθ(k−cm−t)
∣∣∣∣∣∣ (12)
We will bound these three sums separately. For the first sum, we may factor
eRe(νm+)teimθ(k−cm−t)−eimθ(k−c−t) = eimθ(k−cm−t)
(
eRe(νm+)t − eimθ(cm−−c−)t
)
Applying lemma 4.5 with a = Re(νm+)t and b = imθ(cm−−c−)t gives (provided
these can be made small enough)
|eimθ(k−cm−t)
(
eRe(νm+)t − eimθ(cm−−c−)t
)
| ≤ 2|Re(νm+)t− imθ(cm− − c−)t|
≤ 2|t|(|Re(νm+)|+ |mθ||cm− − c−|)
The expansions in Lemma 4.4 shows that both |cm− − c−| and Re(νm+) are
O(θ2m2). In addition, for |m| < Nα, |mθ| < 2πmNα−1. This implies there
is a constant C so that |Re(νm+)| + |mθ||cm− − c−| < C(Nα−1)2 (and also
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justifies that a and b as defined above may be made sufficiently small, by tak-
ing N sufficiently large). The first sum in Equation 12 has 2Nα terms, each
has |am| < M ; the entire sum is then bounded by 2NαM2|t|C(Nα−1)2 =
4M |t|CN3α−2. For t ∈ [N/|c−|,KN/|c−|], the same entire sum is bounded by
4MK(N/|c−|)CN3α−2 = M−DK|c−| N3α−1 for D = 4C.
For the second sum, we have |eRe(νm+)t| < e−C(α,β)t. Using the decay condi-
tion on the coefficients am shows the second sum is bounded by
2 N
β∑
m=Nα
Mm−p

 e−C(α,β)t
The elementary bound
∑b
m=am
−p ≤ ∫ b−1
a−1 x
−pdx = 1p−1 ((a−1)p−1−(b−1)p−1),
applied above, gives the stated second term of Equation 9. The third sum is
bounded similarly by 2Mp−1 (N
β − 1)1−pe−C(β,1)t, the proposition follows from
adding the bounds for all three sums.
We now state the main result of the paper, which shows that in general zk(t)
is well approximated by two travelling waves, with two different signal velocities,
in opposite directions.
Theorem 4.7. Let S∗N be as in Theorem 3.6, c± ≡ c0± as given in Lemma 4.4.
Fix 0 < α < β < 1. Let |am| < Mm−p and |bm| < Mm−p for p > 1, where am
and bm are as in Equation 8. Fix K > 1. Define
C(a, b) = min
Na≤|m|≤min(N/2,Nb)
ε∈{−1,1}
|Re(νmε)|
Then, for sufficiently large N , there are functions f− and f+, and constant D
so that
|zk(t)− f−(k − c−t)− f+(k − c+t)| ≤MDK( 1|c−| + 1c+ )N3α−1
+ 4Mp−1 ((N
β − 1)1−p − (Nα − 1)1−p)e−C(α,β)t
+ 4Mp−1 ((N
β − 1)1−p)e−C(β,1)t (13)
for all t ∈ [ N|c−| ,K N|c−| ] ∩ [ Nc+ ,K Nc+ ].
In addition, if α < 1/3, then all terms on the r.h.s. of the above inequality
tend to 0 as N →∞.
Proof. An analogous result to Proposition 4.6 can be proved for the case when
am = 0 for all m. If we write zk(t) = z
+
k (t) + z
−
k (t), where z
−
k (t) has expansion
with all bm = 0 and z
+
k (t) has expansion with all am = 0, we have
|zk(t)−f−(k−c−t)−f+(k−c+t)| ≤ |z+k (t)−f+(k−c+t)|+ |z−k (t)−f+(k−c−t)|.
Using Proposition 4.6 and the aforementioned analogous result to bound the
two terms on the right establishes Equation 13.
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If α < 1/3, then N3α−1 → 0 as N → ∞. For p > 1, both (Nβ − 1)1−p → 0
and (Nα − 1)1−p → 0, as N → ∞, which proves that all terms on the r.h.s of
Equation 13 go to zero as N →∞.
Figure 3: (color online) A representative figure for the calculation of the phase
velocities for 500 agents. The values of the parameters are given in the figures.
Light blue:
− Im(νm+)
mθ
, Blue:
− Im(νm−)
mθ
, Orange: Re(νm+), Red: Re(νm−).
The maximum phase velocities occur at m = 0, These are the signal velocities
c+ > 0 and c− < 0 of Theorem 4.7.
Remark: It is interesting to note that the signal velocity we determine is
actually equal to the group velocity at m = 0. The group velocity is defined as
dcm±
d(mθ)
. It is not necessarily true that group velocity in these kinds of systems
equals signal velocity. In the system studied in [19] they are different. See [3]
for more information.
Remark: A similar argument as the one in Theorem 4.7 easily shows that
eigenfunctions with wave numbers m greater than N0.5+δ will die out before
t = N/c+. Thus for considerations on time-scales longer than that, these are
irrelevant. It also (conveniently) turns out that very often the greatest phase
velocities are associated with the lowest wave numbers. A typical case is seen in
Figure 3. One can show that in those asymptotically stable cases where ρv,1 is
close to -1/2, we have that cm± has a local maximum at m = 0. In fact Lemma
15
4.4 implies that for ρv,1 = −1/2:
cmε = ε
√−gx
2
+ εm2θ2
(
gx − 32g2v
24
√−2gx
)
+ · · ·
which has a local maximum at m = 0.
5 Conclusion
Though experiments with cars have been done on circular roads (see [14]), our
interest in the system with periodic boundary conditions of S∗N as defined in
Definition 2.1 stems from the applicability to traffic systems with non-periodic
boundary conditions. The primary motivation for studying the former is that
they enable us to analyze how disturbances propagate, and — under the assump-
tion that this propagation does not depend on boundary conditions — apply
that to the latter systems to find the transients. Some remarks on how that
works are given in the Introduction and is the subject of [4]. A relative novelty
here is that we consider all strictly decentralized systems, not just symmetric
ones.
In Section 3 we give precise conditions on the parameters so that decentral-
ized systems with periodic boundary condition are asymptotically stable. In its
generality stated here this is new, though related observations have been made
in [2] and [11]. The main importance here is that we use these conditions on the
parameters to show that in these systems disturbances travel with constant a
constant signal velocity, and — as our main result — we determine that velocity
in Section 4. This explains why in these cases, approximations of these systems
with large N , by the wave equation are successful (see for example [2]). It can
be shown however that for other parameter values diffusive behavior may occur
(see [4].
Finally we test our prediction of the signal velocity in a numerical exper-
iment. Our theory described the error due to approximating the disturbance
signal as having a pair of signal velocities c± as a sum of three terms (see equa-
tion 13), which asymptotically go to zero for large N , subject to a constraint on
the decay of the Fourier coefficients of the initial disturbance. In this numerical
experiment we give agent number 0 = N at time t = 0 is a different initial
velocity from the others. We note that even though this type of impulse dis-
turbance does not have the Fourier coefficient decay required by our theory, we
nonetheless observe two distinct signal velocities as predicted. The result can
be seen in Figure 4. That signal propagates forward (in the direction 1,2,3,..)
through the flock as well as backwards (in the direction N −1, N −2, N−3,...).
In figure we color coded according to the speed of the agents, who are stationary
until the signal reaches them. In black we mark when the signal is predicted
to arrive, according to the theoretically predicted signal velocities. One can see
the excellent agreement.
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Figure 4: (color online) The orbits of 200 cars with specific choices for the pa-
rameters. (∆ is the desired distance between cars.) At time 0 agent 0 receives a
different initial condition. They are color coded according to the velocity of the
agent. The black curves indicate the theoretical position of the wavefront calcu-
lated via the signal velocity. Note that these velocities depend on the direction,
and that the signal velocity is measured in number of cars per time unit. Due
to the different velocities of the cars, these curves are not straight lines.
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