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Abstract— Incomplete data is a common drawback in real-
life classification problems. Missing values in data sets may
have different origins such as death of patients, equipment
malfunctions, refusal of respondents to answer certain questions,
and so on. This work1 presents an effective and robust approach
for classification with unknown input data. In particular, an
enhanced version of the K-Nearest Neighbours algorithm using
Mutual Information is proposed. Results on two classification
datasets shows the usefullness of this approach.
I. I NTRODUCCIÓN
La presencia de datos incompletos es un inconveniente muy
común en aplicaciones reales de clasificación estad́ıstica de
patrones2. Hay infinidad de posibles orı́genes para la ausencia
de datos en los vectores de entrada. Como ejemplos, en una
red de sensores algunos datos pueden estar incompletos debido
a fallos mećanicos y/o electŕonicos durante el proceso de
adquisicíon; en un problema de diagnosis médica algunas
pruebas no son posibles de realizar debido a que no son apropi-
adas para determinados pacientes o bien el hospital carece
del equipamiento ḿedico necesario. El correcto tratamiento
de los valores perdidos es una etapa fundamental, ya que
en caso contrario se pueden cometer grandes errores o falsos
resultados durante el procesamiento de los mismos. Uno de los
procedimientos ḿas recomendados es la imputación de datos.
Se entiende por imputación al proceso de estimar y rellenar
valores perdidos usando toda la información disponible.
Este art́ıculo presenta un ḿetodo robusto para imputación
y clasificacíon de patrones con valores perdidos. En concreto,
se propone un versión mejorada del conocido algoritmo de
los K vecinos ḿas cercanos (K-Nearest Neighbours, KNN)
basada en la Información Mutua (IM). Este ḿetodo encuentra
los K vecinos ḿas cercanos mediante una eficiente m´ trica de
distancia basada en la MI que considera la relevancia de cada
caracteŕıstica de entrada para el problema de clasificación.
Dicha distancia es utilizada tanto para imputación como para
clasificacíon. En el caso de imputación de datos, el ḿetodo
propuesto obtiene una imputación orientada y dirigida a re-
solver la tarea de clasificación. Por otro lado, el clasificador
KNN basado en la IM es un procedimiento robusto que
1Este trabajo está parcialmente financiado por el Ministerio de Educación
y Ciencia a trav́es del proyecto TEC2006-13338/TCM.
2Los t́erminos patŕon, vector de entrada y caso son usados como sinónimos.
permite mejorar las prestaciones en terminos de clasificación.
El resto del art́ıculo se estructura de la siguiente forma: en
la Seccíon II, se presenta la notación empleada; la Sección
III analiza el algoritmo estandar KNN para clasificación e
imputacíon de patrones incompletos; mientras que la Sección
IV describe el ḿetodo propuesto para imputación usando una
médida de distancia basada en la IM; la Sección V se presenta
el algoritmo KNN para clasificación, y su versíon extendi-
da basada en la IM; la Sección VI muestra los resultados
obtenidos en dos problemas de clasificación; y finalmente, se
exponen las conclusiones principales y futuros trabajos.
II. CLASIFICACIÓN DE PATRONES INCOMPLETOS
Un problema de clasificación consiste en asignar una deter-
minada clase a cada patrón a partir del vector de caracterı́sticas
asociado al mismo. Considerar un problema de clasificación
D caracterizado por un conjunto deN patrones,
D = {(xi,mi, ti)}Ni=1
dondexi es el i-ésimo vector de entrada compuesto porn
caracteŕısticas (xi = {xij}
n
j=1), m
i es un vector de variables
binarias tal quemij es igual a1 si x
i
j est́a incompleto o0 en
caso contrario; yti es la etiqueta de la clase a la que pertenece
dicho patŕon. Este trabajo asume que los valores perdidos son
del tipo MCAR (Missing Completely At Random), i.e., la
probabilidad de que un patrón presente un valor perdido en
una caracterı́stica no depende ni del resto de caracterı́s icas ni
de los valores de la propia caracterı́stica incompleta [1].
En general, la clasificación de patrones incompletos con-
lleva la resolucíon de dos problemas distintos: tratamiento
de valores perdidos y clasificación de patrones. Este artı́culo
est́ centrado en soluciones basadas en imputación de datos,
cuyo objetivo es completar la información desconocida (val-
ores perdidos) con estimaciones obtenidas a partir del conjunto
de datos conocidos. Una vez todos los valores perdidos de los
patrones incompletos han sido imputados, una máquina de de-
cisión es entrenada para resolver el problema de clasificación.
III. I MPUTACIÓN MEDIANTE ALGORITMO KNN
Este art́ıculo usa el algoritmo KNN para imputar los valores
perdidos de las caracterı́sticas incompletas (KNNimpute) [2],
[3]. La mayor ventaja de este método es la gran versatili-
dad que presenta para manejar patrones con múltiples val-
ores perdidos. Adeḿas, KNNimpute puede estimar eficiente-
mente tanto caracterı́sticas nuḿericas como categóricas. Como
desventaja destaca el hecho de que el algoritmo KNN busca
los patrones ḿas cercanos en todo el conjunto de datos. Esta
limitación puede ser crı́tica en grandes bases de datos.
A. Algoritmo KNNimpute
Dado un patŕon incompletox, el algoritmo KNNimpute
selecciona losKI casos ḿas cercanos del conjunto de entre-
namiento con valores conocidos en las caracterı́sticas a ser
imputadas (i.e., caracterı́sticas con valores perdidos enx),
de tal forma que se minimize una métrica de distancia. Se
usa KI para referir a losK vecinos ḿas cercanos usados
para imputacíon. Aunque losKI casos ḿas cercanos pueden
tambien seleccionarse de los patrones sin ningún valor perdido,
es recomendable usar la anterior opci´ n [3]. El valor óptimo
de KI puede ser obtenido mediante validación cruzada [4].
Una vez losKI vecinos ḿas cercanos han sido obtenidos,
un valor para substituir el dato incompleto es estimado. La
manera de calcular dicho valor depende del tipo de caracterı́sti-
ca de entrada, por ejemplo, la moda es usada para variables
discretas (caracterı́sticas cateǵoricas con un ńumero discreto
de posibles valores), mientras que la media es comunmente
empleada para variables continuas (caracterı́sticas nuḿericas
con un rango continuo de posibles valores). KNNimpute
proporciona un robusto procedimiento para la estimación de
valores perdidos [2], [3].
En este trabajo, se ha usado una métrica de distancia hetero-
genea (Heterogeneous Euclidean-Overlap Metric, HEOM) [3],
que permite manejar datos incompletos tanto en caracterı́sticas
numéricas como categóricas. La distancia HEOM entre dos
















j) la distancia entrex
a y xb evaluada en la





















j), xj es una variable continua.
(2)
Cuando existen valores perdidos, se asigna un valor distancia
igual a 1 (i.e. distancia ḿaxima). La distancia “overlap”dO
asigna un valor de distancia igual a 0 si las caracterı́sticas
cateǵoricasxaj y x
a
j son iguales, en caso contrario si asigna















dondemax(xj) andmin(xj) sonrespectivamente los valores
máximo y ḿınimo observados en el conjunto de entrenamiento
para la caracterı́stica nuḿericaxj .
IV. I MPUTACIÓN MEDIANTE ALGORITMO KNN
BASADO EN INFORMACIÓN MUTUA
Evaluar la importancia/relevancia de las caracterı́s icas de
entrada antes de construir un modelo de decisión o regresíon es
un procedimiento muýutil que puede mejorar sensiblemente
las prestaciones finales del modelo. Una forma de medir la
relevancia de cada caracterı́stica de entrada para un problema
de clasificacíon o aproximacíon es calcular la Información
Mutua (IM) entre cada caracterı́stica y la tarea objetivo [5], [6].
Considerar un problema de clasificación, dondeαi representa
la IM medida entre laj-ésima caracterı́stica de entrada (xj)
y la salida deseada de clasificación (t), i.e., αj = I(xj , t).
Cuanto mayor sea el valor deαj , más relevante esxj para
resolver la tarea de clasificación.
La IM es una medida no-paramétrica y no-lineal de rele-
vancia derivada de la teorı́a de la informacíon [5]. La IM entre
dos variables aletoriasZ1 y Z2, I(Z1, Z2), es una medida de
como Z1 depende deZ2 y viceversa, y se puede definir a
partir del concepto de entropı́a H(·) [5]:
I(Z1, Z2) = H(Z1) + H(Z2) − H(Z1, Z2) =
= H(Z2) − H(Z2|Z1), (4)
dondeH(Z2|Z1) es la entropia condicionada deZ2 dadoZ1,
y representa la incertidumbre que se tiene sobreZ2 cuando
se conoce el valor deZ1 [5]. I(Z1, Z2) mide la reduccíon
en la incertidumbre enZ1 cuando se conoce el valor deZ1
y viceversa. Si las variablesZ1 y Z2 son independientes,
H(Z1, Z2) = H(Z1) + H(Z2), y H(Z2|Z1) = H(Z2), i.e.,
la IM entre dos variables independientes es cero. Cuanto
mayor sea la medida de IM entre dos variables, mayor será la
dependencia existente entre ambas.
A. Algoritmo MI-KNNimpute
Siguiendo el concepto de relevancia de caracterı́sticas para
clasificacíon basado en la IM, un eficiente método de im-
putacíon mediante KNN es propuesto usando una métrica de
distancia basada en la IM. El método propuesto es conocido
como MI-KNNimpute. La ḿetrica de distancia basada en la

















dondedj es la distancia heterogenea definida en (2), yαj =
I(xj , t). La estimacíon de la IM empleada en este trabajo se
ha obtenido mediante un procedimiento basado en ventanas
de Parzen [6], considerandoúnicamente el conjunto de casos
completos en el atributo de interés. Al contrario que el algorit-
mo est́andar KNNimpute, el ḿetodo presentado selecciona los
KI vecinos ḿas cercanos considerando la importancia de las
caracteŕısticas de entrada para la clasificación. EstosKI casos
son conocidos como losvecinos ḿas relevantes-cercanos. Por
tanto, MI-KNNimpute proporciona una estimación de valores
perdidos orientada a resolver la tarea de clasificación.
Considerar que laj-ésima caracterı́stica deli-ésimo vector
de entrada (xij) es desconocida (i.e.,m
i
j = 1) y xj es una
variable continua. En este caso, el valor imputadox̃ij es











dondev1, v2, . . . , vKI son losKI vecinos ḿas relevantes-
cercanos dexi ordenados crecientemente según la distancia
dI(x
i,vk). Aśı v1 es el vecino ḿas relevante-cercano de todos
los KI vecinos. De esta forma, los vecinos más cercanos
(i.e. menor distancia) contribuyen en mayor medida al valor
estimado para la imputación. En el caso de quexj sea una





V. CLASIFICACIÓN MEDIANTE ALGORITMO KNN
La idea b́asica sobre la que se fundamenta un clasificador
KNN (KNNclassify) es que un nuevo patrón x se va a
asignar a la clase ḿas frecuente a la que pertenecen susKC
vecinos ḿas cercanos. Se usaKC para referir a losK vecinos
más cercanos usados para clasificación. En caso de que se
produzca un empate entre dos o más clases, conviene tener
una regla heurı́stica para su ruptura como son seleccionar la
clase que contenta al vecino más pŕoximo, seleccionar la clase
con distancia media menor, etc. En la versión est́andar de
un clasificador KNN, losKC vecinos ḿas cercanos tienen
implı́citamente igual importancia en la decisión, sin considerar
las respectivas distancias ax. De esta forma, también es
conveniente considerar una ponderación de cada uno de los
KC vecinos [7], de tal forma que se tenga en cuenta la
distancia de cada vecino ax. En particular, se ha ponderado
cada vecino de manera inversamente proporcional al cuadrado
de la distancia del mismo ax, y se asigna a aquella clase cuya
suma de ponderaciones sea menor [7].
Siguiendo un enfoque basado en el uso de la IM para
ponderar la ḿetrica de distancia, se presenta un clasificador
KNN basado en la IM (MI-KNNclassify). Considerar que
dI(·) es la ḿetrica de distancia definida en (5), y{vk}
KC
k=1
son losKC vecinos ḿas relevantes-cercanos según un orden
creciente de las correspondientes distancias. MI-KNNclassify







, si dI(vKC ,x) 6= dI(v1,x)
1, otro caso.
(7)
Aśı, βk es calculada teniendo en cuenta la relevancia de
las caracterı́sticas de entrada para la tarea de clasificación,
y x es asignado a aquella clase que cuyos pesos sumen un
mayor valor. Adeḿas de esto, MI-KNNclassify es robusto a
la presencia de caracterı́sticas de entrada irrelevantes.
VI. RESULTADOSEXPERIMENTALES
Con el objetivo de comparar el método propuesto con el
procedimiento KNN estándar, se ha escogido un conjunto de
datos completo,Telugu3, y un conjunto incompleto,Hepatitis4.
3http://www.isical.ac.in/∼sushmita/patterns/
4http://http://archive.ics.uci.edu/ml/
La principal raźon de usar un problema de clasificación
completo es medir la influencia de insertar artificialmente
distintos porcentajes de valores perdidos sobre la tasa de
acierto de clasificación. Los resultados experimentales de los
distintos ḿetodos usados en este trabajo han sido obtenidos
empleando los mismos conjuntos de entrenamiento, validación
y test. Dichos conjuntos han sido obtenidos por el m´ todo de
validacíon cruzada estratificada con 10 particiones [4]. Para
cada particíon del problema completoTelugu, se inserta un
porcentaje de valores perdidos (en este trabajo se ha consid-
e ado: 5 %, 10 %, 20 %, 30 % y 40 %) en las caracterı́s icas
seleccionadas de una manera completamente aleatoria [1]. Ası́,
cada particíon presenta un mismo número de valores perdidos.
En ambos escenarios (Teluguy Hepatitis), primero, el conjunto
de test es clasificado por KNNclassify y MI-KNNclassify sin
imputacíon de valores perdidos. A continuación, se evalua
la influencia sobre la tasa de acierto de clasificación de
emplear una imputación previa mediante KNNimpute y MI-
KNNimpute. Los valoreśoptimos deK para imputacíon (KI )
y para clasificacíon (KC) se escogen por validación cruzada.
A. Problema Telugu
Telugues un problema de reconocimiento de las seis vocales
de la lengua india teluǵu. Este conjunto de datos consta de
871 casos con tres atributos reales (tres primeras frecuencias
formantes). Antes de insertar artificialmente valores perdidos,
se ha medido la IM entre cada caracterı́stica y la tarea de
clasificacíon: α1 = 1,043, α2 = 1,381, y α3 = 0,829.
Los valores perdidos son insertados aleatoriamente en las
caracteŕısticasx1 y x2, ya que son las ḿas relevantes para la
clasificacíon (mayores valores deαj) y por tanto la presencia
de valores perdidos en estas variables afectará en mayor
medida a la tasa de acierto. La Tabla I muestra la tasa de
acierto obtenida sin realizar una imputación previa. Se han
probado los siguientes valores paraKC y KI : 1, 5, 10, 15, 20,
30, 40 y 50. Para cada porcentaje de valores perdidos,KC ha
sido escogido por validación cruzada. En la Tabla I podemos
ver como MI-KNNclassify proporciona mejores resultados que
el clasificador KNN en todos los experimentos.
Valores perdidos (%) en x1 y x2
5 % 10 % 20 % 30 % 40 %
KNNclassify 83.69 82.32 76.11 72.77 68.98
MI-KNNclassify 84.61 83.23 78.30 75.53 70.00
TABLA I
TASA DE ACIERTO ( %) EN EL CONJUNTO DE TEST PARA EL PROBLEMA
TeluguUSANDO KNNCLASSIFY Y MI-KNN CLASSIFY (SIN IMPUTACIÓN
PREVIA EN x1 Y x2).
A continuacíon, se analiza si una imputación de valores
perdidos (con KNNimpute y MI-KNNimpute) proporciona
mejores resultados de clasificación. Los distintos valores de
KI y KC han sido escogidos por validación cruzada (usando
la tasa de acierto obtenida en el conjunto de validación).
Como se puede comprobar en la Tabla II, una imputación
de valores perdidos ayuda a mejorar las prestaciones del
clasificador en todas las simulaciones. Para bajos porcentajes
de valores perdidos (desde5% hasta40%), el procedimiento
conjunto MI-KNNclassify y MI-KNNimpute mejora el resto
de alternativas. La ventaja de usar MI-KNNimpute no es tan
evidente para porcentajes elevados de valores perdidos, como
podemos ver con un40%. En este caso, KNNimpute es una
mejor solucíon para imputación. Esto es debido a que el valor
estimado de la IM no es preciso (se tiene mucha menos
informacíon para calcular los valores de IM, i.e.,αj).
Valores KNNclassify MI-KNNclassify
Perdidos KNNimpute MI-KNNimpute KNNimpute MI-KNNimpute
5% 85.29 86.09 85.53 86.21
10% 83.78 84.25 84.38 84.60
20% 78.85 79.02 78.76 79.23
30% 75.18 75.51 75.64 75.73
40% 69.91 69.60 69.99 69.69
TABLA II
TASA DE ACIERTO ( %) EN EL CONJUNTO DE TEST PARA EL PROBLEMA
TeluguUSANDO KNNCLASSIFY Y MI-KNN CLASSIFY TRAS IMPUTAR LOS
VALORES PERDIDOS ENx1 Y x2 .
B. Problema Hepatitis
El objetivo de este problema es determinar la supervivencia
de un paciente (i.e., dos posibles clases: vida o muerte) tras la
diagnosis de hepatitis. El conjunto de datos está compuesto
por 155 pacientes, donde cada uno de ellos está a ociado
a un vector de 19 caracterı́sticas (edad, sexo, niveles de
fostatasa y albumina, etc). Existen 32 casos de pacientes que
fallecieron de hepatitis, y los restantes consiguieron superar
la enfermedad. Este problema presenta 80 casos con valores
perdidos, siendo incompletos un 5.7 % de los datos de en-
trada. Las Figuras 1(a) y 1(b) muestran respectivamente los
porcentajes de valores perdidos y valor normalizado de IM con
respecto a la tarea de clasificación para cada caracterı́stica de
entrada. Analizando ambas gráficas, podemos ver como las dos




























































Fig. 1. Primero, en (a) se muestran los porcentajes de valores perdidos en cada
caracteŕıstica. Mientras, (b) muestra los valores de IM normalizados (en %)
entre cada caracterı́stica de entrada y la tarea de clasificación.
caracteŕısticas ḿas relevantes (x15 y x18) son las que presentan
un mayor porcentaje de valores perdidos.
La Tabla III muestra las tasas de acierto (%) en el conjunto
de test, sin realizar una imputación previa, obtenidas mediante
KNNclassify y MI-KNNclassify para diferentes valores de
KC . En este problema, se han probado los siguientes valores
paraKI y KC : 1, 5, 10, 15, y 20. Los valores seleccionados
por validacíon cruzada se muestran en negrita. Como puede
observarse en la Tabla III, MI-KNNclassify mejora las presta-
ciones obtenidas mediante KNNclassify.
Número de vecinos ḿas cercanos (KC )
1 5 10 15 20
KNNclassify 80.09 81.39 80.02 81.28 81.28
MI-KNNclassify 76.06 79.24 83.12 83.20 81.99
TABLA III
TASA DE ACIERTO ( %) EN EL CONJUNTO DE TEST PARA EL PROBLEMA
HepatitisSIN IMPUTACIÓN VS. NÚMERO DE VECINOS MÁS CERCANOS
(KC ) EN KNNCLASSIFY Y MI-KNN CLASSIFY.
A continuacíon, los valores perdidos son estimados medi-
ante KNNimpute y MI-KNNimpute. Las tasas de acierto en
el conjunto de test tras la imputación de datos incompletos
son los siguientes:84.56(KNNclassify + KNNimpute),85.08
(KNNclassify + MI-KNNimpute), 85.70 (MI-KNNclassify +
KNNimpute) y 86.25 (MI-KNNclassify + MI-KNNimpute).
A tenor de estos resultados, es evidente comprobar que la
imputacíon usando KNN basado en la IM ayuda a mejorar las
prestaciones en términos de clasificación.
VII. C ONCLUSIONES YTRABAJOSFUTUROS
Este art́ıculo presenta un nuevo algoritmo KNN (K Nearest
Neighbours) para clasificación e imputacíon de patrones in-
completos usando el concepto de la Información Mutua (IM).
El método propuesto selecciona losK vecinos ḿas cercanos
considerando la relevancia de las caracterı́s icas de entrada
para resolver la tarea de clasificación. Para ello se ha propuesto
una ḿetrica de distancia basada en la IM. Durante la etapa
de imputacíon de valores perdidos, este método proporciona
una imputacíon orientada resolver la tarea de clasificación.
Además, se presenta un eficiente clasificador KNN basado en
la métrica de distancia ponderada por la IM. Los resultados
experimentales obtenidos en dos problemas de clasificación
muestran las ventajas del procedimiento propuesto.
Los trabajos futuros son implementar un estimador robusto
de la IM para valores perdidos y realizar un estudio compar-
ativo con otros ḿetodos computacionales de imputación.
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