Abstract: LASSO for variable selection in linear regression has been studied by many authors.
Introduction
In many statistical applications, one investigates the effect of a vector x of p explanatory variables on a response variable y based on n independently observed data {y i , x i , i = 1, ..., n} following a linear model y i = µ + x i β + σ i ε i , i = 1, ..., n,
where y i is the ith observed response, x i is the p-dimensional observed explanatory variables associated with y i , x i 's are independent and identically distributed (iid), β = (β 1 , ..., β p )
is a p-dimensional vector of unknown parameters called regression effects, µ is an unknown parameter (intercept), σ i 's are positive unknown parameters, ε i 's are iid unobserved random errors with mean 0 and variance 1, x i 's and ε i 's are independent, and A denotes the usual transpose of a vector or matrix A. The theory of linear models is well established for traditional applications where the dimension p is fixed and the sample size n > p. With modern technologies, however, in many biological, medical, social, and economical studies, p is comparable with or much larger than n. Note that variable j, the jth component of x, has no effect on the response when β j = 0. When the number of variables p is large but many variables have no effect on the response, which is often true in applications, variable selection, i.e., identifying zero components of β, is usually applied prior to statistical inference. Without loss of generality we assume that x i 's have mean 0 and variance 1 and they are standardized so that n i=1 x i = 0 and the diagonal elements of S = n i=1 x i x i /n are equal to 1, since this does not affect variable selection.
There is a rich literature on asymptotic theory for variable selection in the case where n → ∞ and p is fixed or p → ∞ at a rate much slower than n. For variable selection in the case of p > n with p = O(n l ) for some l > 1 or O(e n ν ) for some ν ∈ (0, 1) (ultra-high dimension), some excellent advances in asymptotic theory have been made recently. See, for example, a review paper by Fan & Lv (2010) .
Let M β = {j : β j = 0} denote the index set for nonzero components of β and let M β denote the set of indices of nonzero components of β selected by a variable selection method using data. The selection method or M β is selection-consistent if
where the limit is taken as n → ∞ with p = p n that may also diverge to ∞ and the probability is with respect to the randomness of data {y i , x i , i = 1, ..., n}. Selection-consistency is an important property, since it leads to oracle properties of estimation and inference procedures (see, e.g., Fan & Lv (2008) ). Although some results on the selection-consistency can be found in the previously cited papers, they are established under some conditions that may not generally hold. For example, it is well known that the LASSO method (Tibshirani (1996) ) requires a strong irrepresentable condition (see condition (13) in Section 4) for its selection-consistency. Another example is the sure independent screening (SIS) in Fan & Lv (2008) who showed that if
for some constant c 0 > 0 and 0 ≤ κ < 1/2, where ρ kj is the correlation coefficient between the jth and kth components of x, then, under some regularity conditions, the SIS is screening consistent in the sense that P M β ⊂ M β → 1, i.e., useful components of x are selected by the SIS with probability tending to 1. However, condition (3) may be questionable sometimes, e.g., Model 4 in Section 5. The SIS is selection-consistent according to (2) if, in addition to (3),
holds. However, condition (4) is rarely satisfied in practice, since it imposes a very strong structure on the correlation coefficients ρ kj . That is why the SIS has a reputation to be screening consistent only, not selection consistent. The reason why the SIS needs conditions (3) and (4) is because it is based on thresholding components of an estimated marginal effect vector β M = E(xy) = Cov(x, y), which is different from the regression effect vector β = Σ −1 β M in general, where Σ = E(xx ) is the covariance matrix of x assumed to be positive definite (note that E(x) = 0 is assumed). Zero components of β may not be zero components of β M and vice versa.
The purpose of this paper is to derive a variable selection method that is selectionconsistent without requiring conditions (3)-(4) or the strong irrepresentable condition (13) (Section 4). These conditions are replaced by a more practical condition, a sparsity condition on the covariance matrix Σ = E(x x) (Bickel & Levina (2008) or Cai, Zhang & Zhou (2010) ), or a sparsity condition on the inverse of Σ (Cai, Liu & Luo (2011) ). Our key idea is that, since the LASSO utilizes a least squares minimization involving the covariate sample covariance matrix that is not well behaved when p is larger than n, we replace the least squares component in the minimization of LASSO by a regularized least squares component using results in the high-dimensional covariance matrix estimation (Bickel & Levina (2008) , Cai, Zhang & Zhou (2010 ), Cai, Liu & Luo (2011 ). Furthermore, a thresholding step is added to the resulting estimator to improve its variable selection performance.
Our proposed procedure, the regularized LASSO (RLASSO), is introduced in Section 2.
Section 3 contains results on the selection-consistency of the proposed method. A comparison of LASSO and RLASSO is given in Section 4. Section 5 provides some simulation results on the performance of the proposed method and several other variable selection methods and a real data example for illustration. The last section contains some discussions and recommendations. All technical proofs are given in a separate web appendix.
The Methodology
We first introduce a simple procedure that is selection-consistent. The idea is simple. If p is fixed, then we can select variables by thresholding the least squares estimator of β,
where y is the n-dimensional vector of y i 's, X is the n × p matrix whose ith row is x i , and S = X X/n. But when p > n, S is singular and even if we use a generalized inverse as its inverse,β lse does not have a good behavior because S is not a good estimator of the covariate covariance matrix Σ = E(S). If Σ is sparse in some sense, then we may estimate Σ by a regularized or sparse estimatorΣ that is L 2 -consistent in the sense that
, where A 2 is the L 2 norm of a matrix A. Such an estimator can be obtained using results in high-dimensional covariance matrix estimation (Bickel & Levina (2008) ; ). Then we estimate β bŷ
and construct a variable selection method by thresholdingβ slse , i.e., the selected components of β are the components ofβ slse whose absolute values are larger than a threshold.
A rigorous proof of the selection-consistency of this method under some conditions is a special case of the general results we establish in Theorems 1-2. This method is computationally simple, ifΣ is obtained by thresholding elements of S. In what follows we derive a general method for variable selection, and show that it is selection-consistent and has better finite sample properties than the simple method by thresholdingβ slse in (5).
Note that Σβ = β M and the true β is a solution to
for any fixed β M and Σ, and the ordinary least squares estimator solves the same minimization problem with β M and Σ replaced by X y/n and S, respectively, i.e.,β lse is a solution
When p > n, the estimatorβ slse in (5) is an improvement to the least squares estimator by replacing S in (6) with an L 2 -consistent sparse estimatorΣ.
The well-known LASSO method (Tibshirani (1996) ) adds an L 1 penalty term in minimization, i.e., the optimization problem in (6) is modified to
where β 1 is the L 1 -norm of the vector β and λ n ≥ 0 is a tuning parameter. It is known that the LASSO is not selection-consistent especially when p > n, unless a very strong assumption on X is imposed. Using the same idea in improving the least squares estimator, we consider regularizing the LASSO by replacing S in (7) by an L 2 -consistent sparse estimatorΣ. This leads to solving the minimization problem
In addition to the regularization step in the estimation of Σ and the L 1 penalization, our proposed method consists of a third step of regularization, i.e., thresholding the solution from the minimization problem (8). Letβ be a solution to (8). Our final estimator of β is obtained by thresholdingβ:
whereβ j is the jth component ofβ, I(A) is the indicator function of the event A, and t n is an appropriate threshold. The reason to implement the thresholding step is that the L 1 penalty in (8) may not shrink all smallβ j 's to 0. Since our method can be viewed as adding two regularization steps to the LASSO, it will be referred to as the regularized LASSO (RLASSO).
If we choose λ n = 0 in (8), then RLASSO reduces to thresholdingβ slse discussed earlier.
The relationship between the RLASSO and other available methods can be described as follows. First, if we ignore the regularization step in the estimation of Σ, i.e., we useΣ = S, then RLASSO becomes thresholding the LASSO estimator discussed in Meinshausen & Yu (2009) ; of course, if the last step of thresholding is also ignored, then RLASSO becomes LASSO. Second, if we chooseΣ to be the p × p identity matrix (assuming that all covariates are standardized), which can be viewed as a particular type of regularization by ignoring all correlations among components of x i , and if we also choose λ n = 0, then RLASSO becomes SIS. Finally, if we chooseΣ to be the inverse of the graphical LASSO estimator of Σ −1
and if we ignore the last step of thresholding, then RLASSO becomes the "Scout" method proposed by Witten & Tibshirani (2009) .
In general, there are two ways to obtain regularized estimator of Σ depending on whether Σ is sparse or its inverse Σ −1 is sparse. If Σ is sparse, we may apply thresholding S as proposed by Bickel & Levina (2008) or the adaptive thresholding method in . Both methods provide L 2 -consistent estimators of Σ. Defineσ ij to be the (i, j)th element of S. The adaptive thresholding method estimates
. We choose the tuning parameter (δ, λ n , t n ) of this procedure by minimizing the Bayesian Information Criterion (BIC):
where (β δ,λn,tn ) is the log-likelihood based onβ δ,λn,tn under a particular choice of (δ, λ n , t n ) and s is the number of non-zero elements inβ δ,λn,tn .
On the other hand, if Ω = Σ −1 is sparse, we may obtain a regularized estimatorΩ of Ω and estimate Σ byΩ −1 . For example, Friedman, Hastie & Tibshirani (2008) proposed the graphical LASSO estimator of Ω; Cai, Liu & Luo (2011) proposed the CLIME estimator of Ω and proved its consistency under L 1 -norm and L 2 -norm.
In applications, one has to make a judgment on which of Σ and Ω is sparse in order to apply the proposed RLASSO. We shall discuss this issue in Section 6 after some theoretical and empirical results are presented.
Asymptotic Results
In this section we establish selection-consistency of the RLASSO. For asymptotic results when p → ∞ at a rate faster than n, intuitively we need tail conditions on ε i and x j , the jth component of x, a sparsity condition on the vector β, and a sparsity condition on the covariance matrix Σ or its inverse Ω = Σ −1 .
We first consider the situation where Σ is sparse. To measure the sparsity of Σ, we consider
where ρ ij is the (i, j)th element of Σ and 0 ≤ q < 1 is a constant not depending on p or n.
This sparsity measure was considered by Bickel & Levina (2008) . When q = 0, r 0 is simply the maximum of numbers of nonzero components of rows of Σ. If r q → ∞ at a rate much slower than p (e.g., condition (C4) in Theorem 1), then Σ is considered to be sparse. In this subsection, we estimate Σ by the adaptive thresholding estimator in .
To measure the sparsity of β, we consider
for some h ∈ [0, 1). In the special case where h = 0 in (12), s 0 is the number of non-zero components of β.
Denoteβ M = X y/n. We first give two lemmas regarding β M − β M ∞ and β − β ∞ , which are useful for the main theorem. In what follows, a quantity is said to be a constant if it does not depend on n or p, but it may depend on some unknown population parameters.
For two sequences a n and b n , a n b n means that a n = O(b n ) and b n = O(a n ).
Lemma 1. Assume that there exist positive constants m and M such that
Then, there exist positive constants C 1 , C 2 , and C 3 such that, for all 0 < t ≤ C 3 s h ,
Lemma 2. Assume conditions (C1)-(C2) and (C3) log p n τ and min j,k Var(x j x k ) ≥ m, where 0 < τ < 1 3 and m > 0 are constants. For any λ n in (8) such that λ n v p → 0, where v p = Σ −1 1 , there exist positive constants C 4 , C 5 , C 6 such that the solution to (8) satisfies
Lemma 2 shows thatβ could be consistent to β under the supremum norm, when Σ and β are sparse, i.e., s h and r q diverge slowly with certain rates.
The following result establishes the selection-consistency of the RLASSO. In the rest of this section, M β denotes the index set of nonzero components ofβ defined in (9).
Theorem 1. Assume conditions (C1)-(C3) and (C4) s h n α 1 , r q n α 2 , v p n α 3 , where α 1 , α 2 and α 3 are positive constants satisfying
, where M β,dn denotes the index set of components of β whose absolute values are larger than d n and a n − 1 (log n) −1 . In particular, if h = 0 in (12) and we additionally assume
Indeed, Theorem 1 establishes a result more general than the selection-consistency defined by (2). That is, with probability tending to 1, the RLASSO eliminates all components of β whose absolute values are no larger than t n /a n , and retains all components of β whose absolute values are no smaller than t n a n . Since a n − 1 (log n) −1 , the RLASSO asymptotically eliminates or retains variables according to whether the components of β is smaller or larger than the threshold t n . In particular, if β is sparse in the sense that s 0 (i.e., s h in (12) with h = 0) diverges much slower than p, then the RLASSO is selection-consistent in the sense of (2), provided that the minimum of nonzero components of β does not decay too fast.
Condition (C2) holds in most applications. The bounded β ∞ condition can be relaxed to β 1−h ∞ s h n −1 log p → 0 at some rate. It is needed because we estimate β through the estimation of β M and Σ.
Condition (C1) requires that the distributions of x j 's and ε i have exponential tails.
Asymptotic results can also be established when the distributions of x j 's and ε i have polynomial tails.
Lemma 3. Assume that there exist constants M > 0 and l > 1 such that (C1 ) max 1≤j≤p Ex 4l j ≤ M and Eε 4l i ≤ M . If (C2) also holds, then there exist some positive constants C 9 and C 10 such that
Lemma 4. Assume conditions (C1 ), (C2) and (C3 ) p n τ , where τ < min{l/2, l − 1}.
For any λ n in (8) such that λ n v p → 0, there exist positive constants C 11 , C 12 , C 13 such that
The following is a result similar to Theorem 1, obtained under the condition that x j 's and ε i have sufficiently high moments and p diverges with a polynomial order of n.
Theorem 2. Assume conditions (C1 ), (C2), (C3 ), and (C4 ) s h n α 1 , r q n α 2 , v p n α 3 where α 1 , α 2 and α 3 are positive constants satisfying
, and a n − 1 (log n) −1 , then
In particular, if h = 0 in (12), (C5) holds for some constant κ < min{
We next consider the situation where Ω = Σ −1 is sparse. In general, there is no relationship between the sparsity of Σ and the sparsity of its inverse Ω. Hence, methods in two cases have to be developed separately, although asymptotic results are similar. To consider a sparsity measure of Ω, we still use the notation r q in (11) but with ρ ij 's replaced by the (i, j)th element of Ω. All asymptotic results in the rest of this section is based on this sparsity measurement of Ω and Ω is estimated by the CLIME in Cai, Liu & Luo (2011) .
Theorem 3. Assume conditions (C1), (C2), (C3 ) Ω 1 ≤ M and log p n τ , where 0 < τ < 1/4.
If λ n = M 5 (n −1 log p) for some constant M 5 > 0, t n = M 6 n −η with a constant M 6 > 0 and 0 < η < min{ 1 2 (1 − τ ) − α 1 , 1−q 2 − α 1 − α 2 }, and a n − 1 (log n) −1 , then there exist constants C 17 and C 18 such that
.
In particular, if (12) holds for h = 0 and (C5) holds for some constant κ < min{ 1 2 (1 − τ ) − α 1 , 1−q 2 − α 1 − α 2 }, and if t n = M 6 n −η with M 6 > 0 and κ < η < min{ (1 − q) − α 1 − α 2 }, and a n − 1 (log n) −1 , then there exists a positive constant C 25 such that
In particular, if (12) holds for h = 0 and (C5 ) lim inf n→∞ n κ min j∈M β |β j | > 0 for some constant 0 < κ < min{ 
Comparison of LASSO and RLASSO
Without loss of generality we assume that X 1 is the s 0 columns of X corresponding to non-zero components of β and X 2 is the other p − s 0 columns of X corresponding to zero components of β. Zhao & Yu (2006) showed that the following strong irrepresentable condition (SIC) is sufficient for LASSO to achieve selection-consistency. The matrix S is said to have SIC if
where S 11 = X 1 X 1 /n, S 21 = X 2 X 1 /n, γ is a positive constant, β 1 = {β j , j ∈ M β }, and sign(β 1 ) is the vector whose components are the signs of components of β 1 . The SIC is also essentially necessary for LASSO to be selection-consistency.
The following example shows a situation in which RLASSO works but LASSO fails.
Suppose that, in (1), i 's are iid from N (0, 1), µ = 0, σ i = 1, x i 's are iid from N p (0, Σ)
and B is a (k − s 0 ) × s 0 matrix satisfying B ∞ ≥ 1 + 2γ for some γ > 0 and ensuring that Σ is positive definite. We assume that s 0 and k are fixed numbers, the first s 0 components of β are equal to 1, and n −1 log p → 0. Then, it is shown in the web appendix that
i.e., the SIC fails with probability tending to 1, which further implies that LASSO cannot be selection-consistent. On the other hand, it can be verified that conditions (C1)- (C5) hold if we further assume log p = o(n 1/3 ). Hence, RLASSO is selection-consistent. Since RLASSO uses a consistent estimator of Σ, it avoids the requirement of a condition like the SIC.
To see how likely the SIC holds in finite sample situations, we run some simulations with Σ given by (14), B being a matrix whose all elements are equal to ρ and Case 1: n = 100, p = 100, s 0 = 6, k = 9;
Case 2: n = 200, p = 300, s 0 = 8, k = 10.
Under 1,000 simulations for each selected values of ρ, the following table shows the proportion that the SIC holds. It is clear that the proportion drops dramatically as ρ increases. To further illustrate the gain of using RLASSO, we carry out another simulation to compare RLASSO and LASSO in the example appeared in Section 3.2 of Zhao & Yu (2006) .
We consider n = 100, p = 32, and β = (7, 4, 2, 1, 1, 0, . . . , 0). We first obtain a covariance matrix Σ generated from the Wishart(p, p) distribution. Then, we generate n iid x i 's from N p (0, Σ) and normalize x i 's to have mean 0 and variance 1. The matrix X containing x i as its ith row is treated as fixed in 1000 simulations. In each simulation run, n iid i 's are generated from N (0, 1) and y i is obtained by (1) with µ = 0 and σ 2 i = 0.1 for each i. In each simulation, as Zhao and Yu did, we first run LASSO to calculate its entire path to see if there exists a model along the path that matches the true model. After that, we run RLASSO withΣ in (8) being an adaptive thresholding estimator of Σ and tuning parameters being chosen by (10). After 1000 simulations, we calculate the percentages that LASSO and RLASSO selecting the correct model. Finally, we repeat independently the above process 100 times and plot in Figure 1 the 100 simulation percentages against 
where s 0 still denotes the number of non-zero elements in β. Meinshausen & Yu (2009) showed that if S satisfies the IDC, the true β is sparse, and β's minimal non-zero component does not converge to 0 too fast, then LASSO followed by a thresholding could achieve selection-consistency.
However, when p n, the IDC could still fail for many S. The IDC essentially requires λ min (S 0 ) cannot converge to zero too fast, for any submatrix S 0 of S with certain rank.
When p n, however, many submatrices of S could be singular or close to singular. Indeed, any m × m submatrix of S is singular if m > n. Even for m < n, it is still very hard to check if the IDC holds for a particular S.
All the difficulty is caused by the fact that S is not a good estimate of Σ in a highdimensional setting. Again, instead of imposing strong conditions on S, our approach replaces S with a regularized estimatorΣ. When Σ is sparse, many regularized estimatorŝ Σ in the literature, such as the adaptive thresholding estimator in , satisfy
is bounded away from 0, then λ min (Σ) is also asymptotically bounded away from 0. Hence, for any submatrixΣ 0 ofΣ, λ min (Σ 0 ) > 0. That is, the IDC always holds forΣ. The same conclusion can be made when
is bounded away from ∞, and an L 2 -consistent estimatorΩ of Ω is adopted.
5 Numerical Results
Simulations
In this section, we conduct several simulation studies to compare the following eight variable selection methods. Tuning parameters of all methods are chosen by the BIC described by (10). In particular, for SIS, we determine the number of selected variables by the BIC.
We examine the eight variable selection methods through four models. In each model, y is generated from (1) with µ = 0 and σ i = 1 for i = 1, . . . , n, x i 's are iid from N p (0, Σ), and n = 100, p = 5000. Parameters in each model are given as follows.
Model 1: β = (2e 8 , 0 p−8 ), where e k is the k-dimensional vector with all components equal to 1 and 0 k is the k-dimensional vector with all components equal to 0, and
where e m×n is the m × n matrix with all elements equal to 1 and I k is the k-dimensional identity matrix.
Model 2: β = (4, −1.2, 2.5, 1.5, 4.6, 0 p−5 ), and Σ = toeplitz (1, 0.49, 0.44, 0.40, 0.36, 0.32, 0.29, 0.26, 0.23 , 0 p−9 ).
Model 3: β = (4, −1.2, 2.5, 1.5, 4.6, 0 p−5 ), and Σ is the inverse of Ω = toeplitz(1, 0.5, 0 p−2 ).
Model 4 (13) can hardly hold, since (13) fails with S replaced by Σ. Model 4 is motivated by a "false negative" example in Fan & Lv (2010) , where condition (3) is violated. β 10 = −7.2 in this model has a marginal effect of 0, but indeed has the largest effect. Also, condition (4) does not hold in any of Models 1-3, although it holds under Model 4.
We measure the performance of each variable selection method by the following criteria.
[1] Sensitivity (SENS): the proportion of true non-zero β j being estimated as non-zero.
[2] Specificity (SPEC): the proportion of true zero β j being estimated as zero.
[3] Coverage probability (CP): the probability that the selected model covers the true model, i.e.
[4] Hit probability (HP): the probability that the selected model is identical to the true model, i.e. P (M β = M β ).
[5] Model size (SIZE): the size of selected model.
Note that 1−SENS and 1−SPEC are also called false negative error and false positive error, respectively, which are similar to the two types of errors in testing hypotheses. When
HP is low, we should assess the performance of a selection method by jointly considering SENS, SPEC, and CP, not by just using only one of them. For example, a method with 100% CP may not be good, since it could be too conservative when SPEC is too low. Tables 1-4. 1. Although RLASSO(AT) performs well in terms of SENS and SPEC, its HP is low so that the asymptotic effect has not shown at n = 100 and p = 5000. Since its average SIZE is quite close to the true size (8, 5, 5, 10 for Models 1-4, respectively), the low HP is caused by selecting of 1 or 2 unnecessary variables or missing 1 or 2 important variables. In Tables 1 and 4 where both Σ and its inverse Ω are sparse, RLASSO(AT)
is in general better than RLASSO(CLIME) and RLASSO(GLASSO). The same is true in Table 2 , where Σ is sparse but Ω is not, a situation that is in favor of RLASSO(AT).
In Table 3 , Ω is sparse but Σ is not, both RLASSO(CLIME) and RLASSO(GLASSO) are better than RLASSO(AT). RLASSO(CLIME) and RLASSO(GLASSO) perform similarly, as they only differ in the estimation of Ω.
2. Overall, RLASSO(AT) performs better than SLSE+T, indicating that the L 1 penalty
in (8) is worthwhile. Note that SLSE+T is a special case of RLASSO with λ n = 0.
3. In Tables 2-3 , any of the three RLASSO is better than LASSO. In Table 1 , LASSO has a higher SENS but is too conservative to have an average model size 28.24 much larger than the true model size 8. In Table 4 , RLASSO(AT) is always better than LASSO;
LASSO has a SPEC higher than those of RLASSO(CLIME) and RLASSO(GLASSO), but it has much worse SENS and CP. Thus, the overall performance of LASSO is worse than any RLASSO and sometimes is much worse.
4. LASSO+T in general improves LASSO, since LASSO is too conservative in all tables.
However, LASSO+T is still worse than any of RLASSO in general, indicating the importance of regularizing the estimation of Σ.
5. Since the marginal effect β M differs very much from β in Tables 1-3 , i.e., condition (4) does not hold, SIS is too conservative. On the other hand, in Table 4 where condition (4) holds but condition (3) does not hold, SIS has zero CP. Sinnaeve et al. (2009) studied the relationship between Coronary Artery Disease (CAD) and gene expression patterns. In their study, each subject's coronary artery disease index (CADi) was measured, which is a validated angiographical measure of the extent of coronary atherosclerosis. Gene expression profile was obtained by using the Affymetrix U133A chips.
Real Data Analysis
The raw dataset is available under the name "GSE12288" in Gene Expression Omnibus.
We regressed CADi on expression of genes that are listed in Kyoto Encyclopedia of Genes and Genomes (KEGG). In total, there are n = 110 subjects and p = 4260 genes involved in the analysis. To select important genes, we applied RLASSO(AT), RLASSO(CLIME), RLASSO(GLASSO), Scout(1,1), LASSO, LASSO+T, and SIS. Tuning parameters of each method are chosen by the same BIC method as described in Section 2. The selection of genes by various methods is listed in Table 5 .
Gene PECAM1 is selected by all methods except SIS. Stevens et al. (2008) showed that PECAM1 plays a role as a critical mediator of atherosclerosis, which accounts for the vast majority of fatal and non-fatal CAD events. Besides PECAM1, at least one of EPHA4, TPM2 and TSHR is selected by all methods except SIS, and some methods select two or all three of them. Without a second thresholding step, Scout(1,1) and LASSO select too many genes. LASSO+T is much more reasonable. The selection by SIS is very different from the others, which may be caused by the fact that it ignores the correlations among genes.
Overall, the analysis shows the importance of PECAM1 for this data set, followed by a few more genes such as EPHA4, TPM2 and TSHR.
Discussion
We propose a regularized LASSO that replaces ill-behaved X X/n with a sparse estimator of Σ or its inverse and adds a thresholding step to handle variable selection with p much larger than n. Theoretical and empirical properties of the proposed method, RLASSO, are discussed. In applications, we have to decide which of Σ or its inverse Ω is sparse and choose one version of RLASSO accordingly. In a situation where no information regarding the sparsity of Σ and Ω is available, we recommend RLASSO(AT) based on its empirical property. We may also try three different RLASSO methods like we did in Section 5.2 for the real data example. The computation of RLASSO with CLIMEΩ takes long time when p is as large as 5000. Some improvement may be developed in our future research.
Our key idea is to replace ill-behaved X X/n by a sparse estimator of Σ or its inverse, which is simple but is shown to be useful and can be applied to variable selection in more complicated models. For example, we are investigating how to use this idea in variable selection in linear mixed-effect models and some nonlinear or nonparametric models.
Like almost all asymptotic methods, our proposed RLASSO requires the signal from non-zero components of β to be large enough to have good properties predicted by the asymptotic theory. One possible solution is carrying out simulation studies to check finite sample performance in a setting close to the real situation. There also exist some procedures that work well in the low signal cases; see, for example, Ji & Jin (2012) . 
