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Sommaire 
Le vieillissement actuel de la population provoque un accroissement de problèmes dans 
les systèmes de santé, dont une pénurie de personnel médical pour les soins à domicile. Le 
vieillissement de la population a également pour effet d'augmenter le nombre de personnes 
avec troubles cognitifs. Les comportements incohérents induits par les symptômes des 
troubles cognitifs limitent la capacité de ces personnes à réaliser leurs activités de la vie 
quotidienne (AVQ). L'un des axes de recherche prometteurs de cette problématique est 
l'amélioration et le maintien de la qualité de vie des personnes avec troubles cognitifs 
dans leurs domiciles. Pour répondre à cette problématique, plusieurs laboratoires de 
recherche, dont le laboratoire de DOmotique et d'informatique Mobile de l'Université 
de Sherbrooke (DOMUS), explorent les différents moyens de soutenir, à l'intérieur d'un 
habitat intelligent, un occupant avec troubles cognitifs dans l'accomplissement de ses 
AVQ. Cette approche s'inscrit dans le récent courant de pensée issu de l'intelligence 
ambiante, qui fait référence à une tendance où les environnements sont enrichis avec des 
technologies (capteurs, effecteurs et autres dispositifs interconnectés par un réseau), dans 
le but de concevoir un système pouvant planifier une assistance ponctuelle aux occupants 
en fonction des informations recueillies et de l'historique des données accumulées. L'une 
des difficultés majeures inhérentes à ce contexte est la reconnaissance et la prédiction des 
comportements anormaux lorsque les occupants effectuent leurs AVQ à l'intérieur d'un 
habitat intelligent. 
Cette thèse vise à contribuer à l'amélioration du processus de reconnaissance de com-
portements d'un occupant avec troubles cognitifs. Notre proposition consiste en une ap-
proche de reconnaissance et prédiction de comportements fondée sur une formalisation 
des actions basée sur la théorie des possibilités, une alternative à la théorie des probabili-
tés. Les actions sont inférées à partir de l'état actuellement observé de l'habitat intelligent 
obtenu grâce aux événements envoyés par les capteurs présents dans l'appartement, les-
quelles peuvent fournir une information incomplète et imparfaite. À partir de la séquence 
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d'actions observées plausibles, l'approche proposée utilise une formalisation des activi-
tés en structure de plans d'actions pour inférer le comportement observé de l'occupant. 
Cette approche est en mesure de considérer les comportements erronés, où l'occupant ef-
fectue de façon erronée certaines activités tandis que d'autres peuvent être effectuées de 
façon cohérente, et les comportements cohérents, où l'occupant effectue une ou plusieurs 
activités de façon cohérente. Les hypothèses sur le comportement observé sont ensuite 
utilisées pour déterminer les opportunités d'assistance que l'habitat intelligent peut offrir. 
L'approche proposée a été implémentée et validée au sein de l'infrastructure du projet 
« Ambient Intelligence for Home-based Elderly Care » à l'«Institute for Infocomm Re-
search » de Singapour et présente des résultats prometteurs pour des scénarios de cas 
réels effectués dans l'infrastructure. 
Le développement d'un habitat intelligent capable de maintenir et d'améliorer la 
qualité de vie des personnes avec troubles cognitifs permettrait de diminuer le fardeau des 
aidants naturels et professionnels, facilitant le choix des ces personnes de rester à domicile. 
Ce type de technologie pourrait constituer une solution viable aux problèmes des systèmes 
de santé associés au vieillissement de la population. De plus, ce type d'approche peut 
également être utilisé dans des contextes où les comportements anormaux et les situations 
à risque doivent être évités comme, par exemple, dans le domaine de l'aviation. 
Mots-clés: Formalisation des actions ; Reconnaissance d'activités ; Habitats intelli-
gents; Troubles cognitifs; Assistance cognitive; Maintien à domicile; Comportements 
erronés ; Comportements cohérents 
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Abréviations 
2-TBN Réseau bayésien à 2 tranches de temps (2-Time-slice Bayesian Network) 
AVQ Activité de la Vie Quotidienne 
DAG Graphe orienté sans cycle (Directed Acyclic Graph) 
D B N Réseau bayésien dynamique (Dynamic Bayesian Network) 
DSTA Démence Sénile de Type Alzheimer 
D T P Problèmes temporels disjonctifs (Disjunctive Temporal Problem) 
GDS Échelle globale de détérioration ( Global Détérioration Scale) 
GPS Système de positionnement mondial (Global Positioning System) 
H H M M Modèle de Markov caché hiérarchique (Hierarchical Hidden Markov Model) 
H M M Modèle de Markov caché (Hidden Markov Model) 
H T N Réseau de tâches hiérarchiques (Hierarchical Task Network) 
IA Intelligence Artificielle 
KTA Évaluation des tâches de la cuisine (Kitchen Task Assessment) 
LD Logiques de description 
P H A Logique d'abduction probabiliste de Horn (Probabilistic Horn abduction) 
PIR Capteur infrarouge passif (Passive InfraRed sensor) 
P O M D P Processus de décision de Markov partiellement observable (Partially Obser-
vable Markov Décision Process) 
Q T B N Réseau temporel bayésien quantitatif (Quantitative Temporal Bayes Net) 
RFID Radio-identification (Radio Frequency IDentification) 
U W B Capteur large-bande ( Ultra- WideBand) 
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Introduction 
Contexte 
Les récents développements dans les technologies de l'information et l'augmentation 
des problèmes provenant du domaine de la santé (vieillissement de la population, pénu-
rie de personnel médical) ont fait émerger de nouveaux axes de recherche prometteurs 
comme l'assistance cognitive pour les personnes atteintes de troubles cognitifs. La prin-
cipale cause des troubles cognitifs est la démence, dont fait partie la maladie d'Alzhei-
mer. Actuellement, il y a 280 000 Canadiens âgés de plus de 65 ans qui sont atteints 
de cette maladie et plus de 500 000 Canadiens auront la maladie d'ici 2031 [58]. Avec 
l'accroissement de la population atteinte de troubles cognitifs et les coûts induits par 
l'institutionnalisation, la recherche de technologies permettant le maintien à domicile 
des patients prend de plus en plus d'importance. Ce type de technologies est nécessaire, 
car les symptômes des troubles cognitifs entraînent chez les patients un comportement 
incohérent limitant leur capacité à réaliser leurs tâches de la vie courante. 
Pour répondre à cette problématique, plusieurs travaux [27, 31, 144, 152] utilisent un 
habitat intelligent pour assister un occupant Alzheimer dans l'accomplissement de ses 
activités de la vie quotidienne (AVQ). Cette approche est issue de l'informatique diffuse 
(ubiquitous Computing) [211] et de l'intelligence ambiante [7]. L'informatique diffuse réfère 
à une tendance où l'on miniaturise un ensemble de dispositifs électroniques (capteurs et 
effecteurs) qu'on intègre dans n'importe quel objet du quotidien, de façon transparente 
pour l'usager [208], dans le but de lui fournir des services. L'intelligence ambiante [9] 
réfère à une approche multidisciplinaire qui consiste à enrichir un environnement de 
la vie de tous les jours (chambre, édifice, automobile . . . ) avec différentes technologies 
(capteurs, effecteurs, étiquettes d'identification . . . ), dans le but de construire un système 
qui effectuerait des décisions au bénéfice des usagers de l'environnement augmenté. Ces 
décisions sont basées sur de l'information en temps réel et des données historiques [163]. 
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Les technologies sont incorporées dans l'environnement, devenant ainsi non intrusives, 
mais sont alertes pour réagir aux besoins des occupants et proposer des services, comme 
un service d'assistance personnalisée. 
Un exemple typique d'environnements enrichis par de l'intelligent ambiante est les 
habitats intelligents [8]. Une des difficultés majeures inhérentes à ce contexte particulier 
est la reconnaissance des activités, lesquelles sont déterminées par les actions effectuées 
par l'occupant et par les événements résultants de ses actions. Cette reconnaissance d'ac-
tivités a pour objectif de prédire le comportement futur de l'occupant, permettant ainsi 
au service d'assistance de planifier une tâche d'aide. Cette difficulté correspond en fait 
à une problématique bien connue et largement étudiée dans le domaine de l'intelligence 
artificielle, appelée la reconnaissance de plans [39]. La reconnaissance de plans dans un 
contexte d'habitat intelligent consiste à prendre en entrée une séquence d'actions effec-
tuées par un occupant de l'environnement, d'inférer le but poursuivi par celui-ci, et d'or-
ganiser la séquence d'actions en terme d'une structure de plan [189]. Le principal objectif 
de cette reconnaissance est d'arriver à prévoir les actions futures de l'entité observée. 
Problématique générale 
Le problème de la reconnaissance de plans (à l'insu ou communicative) [3, 113, 165] ré-
fère à une question fondamentale : comment pouvons-nous prédire le comportement d'un 
agent observé ou communiquant, lequel est une entité (humain, robot, logiciel, . . . ) qui 
interagit avec l'environnement qu'elle habite à l'aide de capteurs et d'effecteurs [186, 215], 
de sorte que cette prédiction peut ainsi être utilisée pour des tâches de coordination, de 
coopération, d'assistance, . . . ? La théorie de la reconnaissance de plans à l'insu [49], sur 
laquelle nous travaillons, tente d'établir une formalisation de cette prédiction comporte-
mentale. Elle est généralement basée sur le principe d'abduction (processus permettant 
d'inférer les prémisses ayant potentiellement provoqué un ensemble de faits observés [68]) 
pour la construction des hypothèses à propos des plans possibles, et sur un processus de 
correspondance faisant l'appariement entre les observations et les plans d'actions prove-
nant d'une librairie reliée au domaine. Cette librairie décrit les différentes activités, sous 
forme de plans d'actions, que l'agent observé peut potentiellement réaliser à l'intérieur 
de l'environnement. À chaque observation d'une instance d'action, l'agent de reconnais-
sance tente de construire les hypothèses à partir de la connaissance de cette librairie. 
Sachant qu'il peut exister plusieurs plans possibles pouvant expliquer les mêmes observa-
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tions, le défi est d'être en mesure de départager ces hypothèses concurrentes expliquant 
le comportement de l'agent observé. 
Dans notre contexte d'assistance pour personnes avec troubles cognitifs [179], ces 
prédictions sont utilisées pour identifier les différentes opportunités d'assistance qu'un 
habitat intelligent (agent observateur) peut offrir à l'occupant pour lui permettre d'ac-
complir ses activités de la vie quotidienne. Ce contexte augmente la complexité de la 
reconnaissance, de sorte que la présomption de la cohérence de l'agent observé, généra-
lement supposée dans la littérature [3, 11, 81, 113], ne peut pas être raisonnablement 
maintenue. Cette supposition de la cohérence entre les intentions de l'agent observé et de 
ses actions est irréaliste et restreint les domaines potentiels d'application des solutions 
proposées dans le passé. En effet, plusieurs de ces approches antérieures se basent sur 
une modélisation de l'entité observée où elle n'effectue pas d'actions non pertinentes à ses 
intentions (cohérence). Pour être en mesure de bien expliquer la réalisation d'actions qui 
semblent non pertinentes aux intentions, il faut que la modélisation de l'entité observée 
soit capable de prendre en considération le fait que la réalisation de cette action peut être 
intentionnelle ou résulter d'une erreur comportementale. Par conséquent, ces solutions 
antérieures ne sont pas applicables à la prédiction des comportements erratiques d'un 
occupant avec troubles cognitifs, comme un patient souffrant d'Alzheimer [152]. 
Par exemple, une distraction ou une perte de mémoire peut amener le patient à effec-
tuer des erreurs lors de la réalisation d'une activité. Les différents types d'erreurs peuvent 
êtres regroupés, en se référant à Baum et Edwards [20], en six catégories : initiation, or-
ganisation, réalisation, séquence, jugement, et complétion. Cette classification ne peut pas 
être seulement limitée qu'aux plans erronés, et donc, elle doit être étendue dans le but 
d'être placée dans un cadre de reconnaissance réactive [11, 165]. Plus précisément, un 
patient à un stade précoce ne fait pas nécessairement des erreurs ; il peut tout simplement 
arrêter temporairement la réalisation d'une activité pour en commencer une autre. De 
cette façon, le patient dévie de l'activité originalement planifiée en effectuant plusieurs 
plans d'activités qui s'entrecroisent, dans le but de réagir rationnellement à la dynamique 
de son environnement [168]. 
À partir de ce point, si l'on veut établir un modèle efficace de reconnaissance d'ac-
tivités capable de prédire n'importe quel type de comportement correct ou incorrect, 
la confrontation de ces deux aspects, erroné versus entrecroisé, constitue une nécessité 
qui est en conformité avec la réalité, mais qui est aussi paradoxale. La détection d'une 
nouvelle action observée, différente de celle espérée, ne peut pas être directement in-
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terprétée comme une possibilité d'interruption du plan en cours de réalisation, dans le 
but de poursuivre un nouveau but (l'hypothèse la plus probable). En fait, cette action 
peut être le résultat d'une erreur de la part d'un patient affecté mentalement ou d'un 
humain en bonne santé, mais faillible. Toutefois, cette action inattendue n'est pas inévi-
tablement une erreur, même dans le cas extrême, où le patient est à un stade avancé 
de sa maladie. Ce contexte soulève un nouveau dilemme de reconnaissance qui est prin-
cipalement causé par le problème de la complétude de la librairie de plans, laquelle ne 
peut pas être complète dans tout domaine d'application. Dans un contexte d'assistance 
cognitive, ces deux types d'hypothèses représentent des explications valides. Certaines 
approches [11, 42, 112] priorisent un type de comportements par défaut, ce qui est ir-
réaliste dans notre contexte. D'autres approches [145, 161] n'utilisent pas de librairie de 
plans pour effectuer la reconnaissance de plans, mais utilisent un algorithme de planifi-
cation pour générer des hypothèses expliquant la séquence d'actions observées. Ce type 
d'approches présente de bons résultats pour la reconnaissance des buts, mais requiert 
encore beaucoup de recherche pour être applicable pour la reconnaissance de compor-
tement erronée (planification de comportement erronée). Finalement, certains systèmes 
d'apprentissages en ligne, comme l'approche de El-Kechaï [69], essaient de reconnaître le 
plan d'un apprenant, ainsi que les erreurs qu'il fait. Cependant, la reconnaissance porte 
sous les sous-tâches d'une activité connue à l'avance et la détection des actions erronées 
est fondée sur des règles où certaines suppositions peuvent nuire à la reconnaissance du 
type d'erreur (action non pertinente ou erreur de réalisation). 
Le problème de la reconnaissance d'activités peut être divisé en trois catégories dis-
tinctes [78] : 
- la reconnaissance d'activités à l'insu (keyhole), 
- la reconnaissance d'activités communicative (intended), 
- la reconnaissance d'activités d'opposition (adversarial). 
Cette catégorisation est basée sur la relation qui existe entre l'occupant et l'observateur 
[49]. Cette catégorisation est principalement utilisée pour clarifier le contexte de recon-
naissance qui influence la conception du modèle de reconnaissance qui sera employé. 
Dans la reconnaissance d'activités à l'insu, on présume que l'occupant ne sait pas qu'il 
est observé et, par conséquent, ne va pas tenter d'influencer le processus de reconnaissance 
ou d'induire en erreur l'observateur [49]. Ainsi, l'occupant offre une coopération neutre, 
où il n'explicite ou ne cache pas ses intentions. Cela revient, grossièrement, à observer une 
personne via le trou de serrure, de sorte qu'elle se comporte normalement sans assister 
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ou nuire le processus de reconnaissance. Ce type de reconnaissance s'applique bien dans 
un contexte où l'on ne peut pas présumer de la collaboration ou de la nuisance délibérée 
de la part de l'occupant. Par exemple, un contexte d'assistance cognitive où l'occupant 
s'affaire à ses activités sans se soucier du fait qu'il est observé, correspond bien à ce type 
de reconnaissance. 
Dans un contexte de reconnaissance d'activités communicative, on présume que l'oc-
cupant sait qu'il est observé et, par conséquent, il adapte son comportement en réalisant 
son activité de façon à faciliter le processus de reconnaissance [112]. Ainsi, l'occupant offre 
une coopération directe, où il tente d'expliciter ses intentions. Ce type de reconnaissance 
provient du contexte du traitement automatique du langage naturel [49]. Certains tra-
vaux se sont basés sur la supposition de coopération directe pour proposer des systèmes 
de reconnaissance où, dans une situation d'incertitude, l'observateur peut directement 
demander à l'occupant des clarifications de la tâche en cours de réalisation [116]. Cepen-
dant, dans un contexte d'assistance cognitive, on ne peut pas présumer des capacités de 
collaboration de l'occupant. En effet, une demande de clarification peut augmenter la 
charge cognitive du patient, ce qui est non recommandé dans un contexte d'assistance à 
des personnes avec troubles cognitifs. 
La dernière catégorie, la reconnaissance d'activités d'opposition, suppose que l'occu-
pant est hostile à l'observation de son comportement [80]. De ce fait, il tente de faire 
échouer le processus de reconnaissance en effectuant des actions qui cache ses intentions 
[122]. Ainsi, l'occupant offre une coopération négative, où il tente de cacher ses intentions 
par tous les moyens possibles. Du point de vue de l'occupant, l'observateur représente 
un ennemi et par conséquent, l'occupant tente volontairement d'effectuer des actions qui 
sont incohérentes avec ses objectifs, dans le but d'amener l'observateur à inférer de fausses 
conclusions sur son comportement. Ce type de reconnaissance s'applique principalement 
dans un contexte militaire [95] ou dans un contexte de jeux vidéo où des entités adverses 
essaient de battre un joueur humain [3], Cependant, la reconnaissance d'activités d'oppo-
sition cadre mal avec les objectifs d'un contexte d'assistance cognitif. Même si l'occupant 
effectue des actions qui rendent plus difficile la reconnaissance de ses intentions, la cause 
principale de ses actions est les erreurs comportementales qui résultent des symptômes 
de la maladie du patient. Ainsi, il n'y a pas d'intention de nuire de façon volontaire au 
processus de reconnaissance. Egalement, l'un des principes fondamentaux de l'assistance 
cognitive est l'acceptation de la part du patient de ce service d'assistance. Toutefois, il est 
possible d'adapter les algorithmes employés en contexte d'opposition pour un contexte 
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d'assistance cognitive. Cette adaptation doit cependant modifier certains aspects de la 
modélisation de l'occupant. L'un des aspects à modifier est le fait que l'occupant a pla-
nifié une diversion, laquelle peut correspondre à une activité cohérente ou à une erreur 
comportementale qui dissimule ses intentions. Dans un contexte d'assistance cognitive, 
cette planification de comportement erroné (diversion) nécessite une attention particu-
lière sur la modélisation des erreurs comportementales (génération d'erreurs en fonction 
des troubles cognitifs de l'occupant). 
Lorsqu'on parcourt la littérature de la reconnaissance d'activités en intelligence arti-
ficielle, on peut remarquer que les différentes approches proposées se subdivisent en trois 
tendances principales de recherche : 
- les approches de reconnaissance basées sur la logique, 
- les approches de reconnaissance basées sur des théories de l'incertitude (probabili-
tés, possibilités, logique floue . . . ), 
- les approches de reconnaissance basées sur une combinaison de techniques logiques 
et et de techniques probabilistes (hybrides). 
Les approches de reconnaissance logiques [46, 113, 138, 158, 214] sont essentiellement 
basées sur le développement d'une théorie, en utilisant par exemple la logique du pre-
mier ordre, pour formaliser la reconnaissance d'activités en un processus de déduction ou 
d'abduction. Par exemple, l'approche de Kautz [112], un observateur utilise une collec-
tion de schémas de plans d'activités, lesquels sont modélisés à l'aide d'axiomes en logique 
du premier ordre, formant ainsi une structure hiérarchique basée sur des relations d'abs-
traction et de décomposition. En se basant sur cette librairie de plans, le processus de 
reconnaissance utilise un ensemble de règles d'inférence dans le but d'extraire un modèle 
d'interprétation minimale. Ce modèle d'interprétation minimale consiste en une disjonc-
tion de plans possibles, lesquels couvrent l'ensemble des événements observés. Cependant, 
les plans d'activités possibles identifiés sont équiprobables, c'est-à-dire qu'on ne peut pas 
prioriser un plan par rapport à un autre. 
Les approches de reconnaissance probabilistes [3, 17, 26, 42, 89, 144] définissent le pro-
cessus de reconnaissance d'activités en terme de raisonnement basé sur des théories de 
l'incertitude, comme la théorie des probabilités, la théorie des possibilités, la logique floue, 
et la théorie de l'évidence (Dempster-Shafer). Ce type d'approche permet de prendre en 
considération la limitation d'équiprobabilité des hypothèses concernant les activités pos-
sibles en cours de réalisation. Par exemple, l'approche proposée par Charniak et Goldman 
[42] se base sur un langage de premier ordre sans quantificateur pour la représentation 
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des plans d'activités et sur un système d'inférences probabilistes exploitant les réseaux 
bayésiens, où les noeuds (variables aléatoires) sont des éléments (sous-étapes, actions, 
objets impliqués) de ces plans. Le théorème de Bayes est utilisé pour évaluer la probabi-
lité de chaque noeud à partir des évidences causales fournies par ses noeuds parents et 
des évidences de diagnostic fournies par ses noeuds enfants. Ainsi, le processus de recon-
naissance de ce modèle consiste à réévaluer les probabilités de chaque noeud à chaque 
ajout d'une évidence, propageant l'évidence au travers des noeuds du réseau. L'une des 
problématiques avec l'utilisation des réseaux Bayésiens est la complexité des calculs lors 
de la mise à jour des probabilités suite à l'ajout de nouvelles évidences. Également, l'es-
timation des probabilités a priori s'avère une tâche difficile et importante, car la qualité 
de l'inférence probabiliste dépend de la qualité de cette estimation. Par conséquent, la 
reconnaissance d'activités dans un contexte d'habitats intelligents ne semble pas être 
propice pour faciliter la conception du réseaux Bayésiens, en particulier dans un contexte 
où les comportements observés peuvent être erratiques et non récurrents et varier d'un 
occupant à un autre. La conception de la structure du réseau ou la définition des pa-
ramètres sans utiliser l'apprentissage, c'est-à-dire à partir des croyances d'un expert, 
peuvent produire des réseaux dont l'efficacité n'est pas optimale. De plus, même si l'on 
utilise l'apprentissage, un changement de configuration des capteurs ou un changement 
dans le comportement de l'occupant (évolution du profil) peuvent produire des résultats 
erronés sur une certaine période, nécessitant une adaptation du réseau aux nouvelles 
conditions. Finalement, le résultat du processus de reconnaissance de plans se résume à 
favoriser le plan (activité) le plus probable en cours de réalisation en fonction des ob-
servations (évidences). Ceci constitue une limitation dans un contexte où les activités 
peuvent s'effectuer de manière erronée ou entrecroisée. 
Les approches de reconnaissance hybrides [11, 81, 185] s'appuient sur une combinaison 
de techniques utilisées dans les deux précédentes approches, en utilisant une quantifica-
tion probabiliste sur un ensemble d'hypothèses qui a été obtenue à partir d'un algorithme 
symbolique. Par exemple, l'approche de Avrahami-Zilberbrand et Kaminka [11] utilise 
un algorithme symbolique basé sur un graphe pour représenter les plans d'activités et 
sur l'algorithme d'apprentissage C4.5 [159] pour filtrer les plans plausibles expliquant les 
événements observés. Par la suite, un processus de raisonnement probabiliste basé sur le 
modèle de Markov caché hiérarchique (Hierarchical Hidden Markov Model ou HHMM) 
[74] évalue la probabilité de chaque plan d'activité plausible, dans le but d'ordonner 
l'ensemble des hypothèses. Une extension de ce modèle [10] utilise une fonction d'utilité 
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pour permettre l'incorporation des préférences de l'observateur. Ainsi, le processus de 
reconnaissance ordonne les hypothèses en fonction de l'utilité attendue pour l'observa-
teur, laquelle est obtenue en multipliant la probabilité postérieure d'une hypothèse avec 
son utilité pour l'observateur. Toutefois, l'utilité d'une hypothèse est difficile à mesurer 
dans un contexte d'assistance cognitive, contrairement aux mondes économique et stra-
tégique. De plus, cette approche considère qu'un agent observé ne peut pas effectuer de 
plans erronés, car on suppose que celui-ci a des comportements cohérents (rationnels), 
lesquels sont temporellement consistants. 
Apport du modèle proposé de reconnaissance 
Dans un contexte de reconnaissance d'activités au sein d'un habitat intelligent, un 
modèle de reconnaissance qui infère des hypothèses pertinentes sur le comportement de 
l'occupant doit prendre en considération les points suivants : 
- les hypothèses comportementales doivent prendre en compte le fait que l'occupant 
peut avoir un comportement erroné ou un comportement cohérent (entrecroisé ou 
non) quand il réalise ses activités. Dans certaines situations, ces deux types d'hy-
pothèses peuvent constituer des hypothèses valides. 
- les actions que l'occupant peut effectuer sont applicables dans différents contextes 
de l'environnement de l'habitat intelligent. De plus, la réalisation d'une action dans 
un contexte particulier de l'environnement peut engendrer plusieurs effets différents 
sur l'environnement. 
- la représentation des activités doit être en mesure de prendre en considération 
les relations temporelles entre les actions de l'activité. Par exemple, on doit tenir 
compte de l'ordre (partiel ou total) de réalisation des actions et de la durée entre 
la réalisation de deux actions. 
- l'incertitude et l'imprécision liées aux différents niveaux du processus de reconnais-
sance doivent être prises en considération. 
- utilisation de l'apprentissage ou d'une personne experte pour définir les paramètres 
ou la structure des modèles d'actions et d'activités. Par exemple, selon le profil de 
l'occupant, qui est spécifié manuellement ou par apprentissage, des activités sont 
plus plausibles que d'autres dans certains contextes spécifiques de l'environnement 
de l'habitat intelligent. 
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Ainsi, le modèle de reconnaissance d'activités proposé dans cette thèse doit prendre 
en considération ces différents points importants lors de la génération d'hypothèses à pro-
pos du comportement du patient observé à partir des observations de l'environnement 
obtenues à l'aide des capteurs présents. Contrairement à certaines approches privilégiant 
soit les comportements erronés ou soit les comportements entrecroisés lors de l'obser-
vation d'une action différente de celle qui est espérée, le modèle proposé doit prendre 
en considération ces deux types d'hypothèses opposées. La considération de ces deux 
types d'hypothèses constitue un défi qu'il faut prendre en charge. Les comportements co-
hérents peuvent impliquer plusieurs activités, entrecroisées ou pas, qui sont réalisées de 
façon cohérente (sans erreurs) par le patient observé. Les comportements erronés peuvent 
également impliquer plusieurs activités, dont certaines sont réalisées de façon erronée. 
On peut subdiviser le modèle proposé en trois niveaux, où chaque niveau doit prendre 
en considération l'imprécision et l'incertitude qui proviennent de l'information impar-
faite. Le premier niveau s'occupe de la reconnaissance du contexte de l'environnement 
de l'habitat intelligent à partir des événements capteurs résultant des changements dans 
l'environnement causé par les actions de l'occupant. On doit prendre en considération le 
fait que les capteurs disséminés dans l'environnement ne donnent qu'une vue partielle de 
l'état de l'environnement et que ces capteurs peuvent fournir une information incomplète 
et imparfaite. 
Le deuxième niveau s'occupe de la reconnaissance de l'action en fonction des contextes 
plausibles actuels de l'environnement résultant de la réalisation de l'action et d'une forma-
lisation des actions. Cette formalisation doit prendre en considération le fait que plusieurs 
contextes de l'environnement permettent la réalisation d'une action, et que la réalisation 
de cette action dans un contexte donné peut aboutir en plusieurs contextes différents. 
Par exemple, l'occupant peut ouvrir la porte du réfrigérateur dans un contexte où la lu-
mière de la cuisine est éteinte et dans un contexte où la lumière de la cuisine est ouverte. 
Également, la réalisation de l'action d'ouvrir la porte du réfrigérateur dans un contexte 
où l'on ne sait pas si la lumière de la cuisine est ouverte ou éteinte peut aboutir en 
deux contextes où la porte du réfrigérateur est ouverte, mais où l'état de la lumière de 
la cuisine (ouverte ou éteinte) constitue la seule différence entre ces deux contextes. 
On peut quantifier, en utilisant l'une des théories sur l'incertitude, les contextes pos-
sibles pouvant initialiser une action particulière et les différentes transitions entre les 
contextes d'initialisations et les effets possibles de cette action. On peut également utili-
ser l'apprentissage ou une personne experte pour ajuster cette quantification à partir de 
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l'historique des sessions précédentes et du profil du patient. Ainsi, la formalisation des 
actions permet de prendre en considération l'observabilité partielle de l'environnement 
dans le processus de reconnaissance d'actions. Par exemple, supposons que le changement 
observé dans l'environnement est l'ouverture d'une porte dans la cuisine, sans savoir spé-
cifiquement de quelle porte il s'agit. Plusieurs actions sont possibles pour expliquer les 
changements observés : ouverture de la porte du réfrigérateur, ouverture de la porte du 
garde-manger, etc. On peut gérer cette situation de plusieurs façons. Dans un premier 
cas, on peut utiliser une distribution de probabilité sur l'ensemble des actions et sélection-
ner la plus probable. Dans un autre cas, on peut sélectionner une action plus générique 
(OuvrirPorte Cuisine). Finalement, on peut utiliser une solution qui est basée sur une 
combinaison des deux approches. 
Le troisième niveau s'occupe de l'interprétation du comportement de l'occupant ob-
servé quand il effectue ses activités. Ce processus de reconnaissance du comportement 
est basé sur un processus d'abduction pour élaborer des hypothèses sur le comporte-
ment plausible et sur l'appariement de la séquence d'actions observées plausibles avec les 
modèles décrivant les activités. Les modèles d'activités, comme les structures de plans 
d'activités, décrivent les activités que l'occupant peut effectuer au sein de l'habitat intel-
ligent. La formalisation d'activités utilisée doit prendre en considération les différentes 
relations temporelles entre les actions d'une activité. Cela permet, par exemple, de recon-
naître les erreurs temporelles, où le délai entre deux actions observées ne respecte pas les 
contraintes spécifiées dans l'activité. Par exemple, si l'on observe toutes les actions d'une 
activité et qu'on utilise un modèle qui ne tient pas compte des relations temporelles entre 
les actions, le modèle peut émettre comme hypothèse que le patient réalise l'activité de 
façon cohérente, même si le délai entre les actions ne respecte pas celui que l'on devrait 
spécifier dans l'activité. 
À chaque nouvelle action observée, le processus de reconnaissance d'activités élabore 
ou écarte des hypothèses sur le comportement de l'occupant. Dans certains cas, plusieurs 
hypothèses sont valides pour expliquer le comportement. Par exemple, on peut avoir d'un 
côté une hypothèse d'un comportement cohérent et de l'autre une hypothèse d'un com-
portement erroné (incohérent). Un processus de reconnaissance doit normalement être 
en mesure de considérer ces deux types d'hypothèses. En effet, dans certaines situations, 
ces deux types d'hypothèses sont des explications valables, sans favoriser un type de 
comportement par défaut. Par la variabilité du comportement observé, le processus de 
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la reconnaissance d'activités est la partie qui influence le plus la complexité du système 
de reconnaissance. 
Plusieurs approches [3, 26, 144] ont proposé l'utilisation de la théorie des probabilités 
dans le processus de reconnaissance, dans l'objectif de quantifier les différentes hypothèses 
plausibles sur les activités en cours de réalisation par l'occupant. Cependant, il existe 
certaines limitations avec la théorie des probabilités. Premièrement, le degré de croyance 
concernant un événement est déterminé par le degré de croyance de l'événement inverse 
(axiome d'additivité). Deuxièmement, la théorie des probabilités classique (une seule 
distribution de probabilités sur un ensemble) ne peut pas modéliser l'ignorance (complète 
ou partielle) de façon naturelle [61]. Une distribution de probabilités uniforme sur un 
ensemble d'événement exprime mieux la notion d'aléatoire que l'ignorance, c'est-à-dire 
l'équiprobabilité de l'occurrence des événements. L'ignorance représente le fait que, pour 
un agent, chaque occurrence d'événement possible est tout aussi plausible, car il n'y a pas 
d'évidence de disponible qui permettrait de supporter l'une des occurrences d'événements 
(insuffisance d'information). 
Par conséquent, l'une des solutions à ce type de problème est la théorie des possi-
bilités [63], une théorie de l'incertitude dédiée à la gestion de l'information incomplète. 
Contrairement à la théorie des probabilités, le degré de croyance d'un événement est seule-
ment faiblement lié au degré de croyance de l'événement contraire. De plus, l'encodage 
possibiliste de la connaissance peut être purement qualitatif, tandis que l'encodage pro-
babiliste est numérique et s'appuie sur la supposition d'additivité. Ainsi, le raisonnement 
possibiliste, qui est basé sur des opérations min et max a une charge computationnelle 
moins lourde que le raisonnement probabiliste. Contrairement à la théorie des probabi-
lités, l'estimation de la croyance d'un agent concernant l'occurrence d'un événement est 
basée sur deux fonctions ensemblistes. Ces fonctions sont les mesures de possibilité et de 
nécessité/certitude. 
Finalement, au lieu d'utiliser l'historique des données capteurs comme la majorité 
des approches probabiliste, nous pouvons utiliser les croyances partielles d'experts hu-
mains concernant les comportements de l'occupant d'un habitat intelligent, en fonction 
des contextes de l'environnement plausibles. Comme le système de reconnaissance peut 
être déployé dans différents habitats intelligents et que leurs environnements sont dy-
namiques, il est plus facile d'obtenir une approximation du profil de l'occupant qu'une 
période prolongée d'apprentissage dans les différents habitats intelligents. Par ailleurs, en 
utilisant des descriptions générales de contextes d'environnement, il est possible de garder 
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les mêmes distributions de possibilités pour plusieurs habitats intelligents. Finalement, 
un autre avantage de la théorie des possibilités est qu'il est plus facile de capturer les 
croyances partielles de la part d'experts humains concernant la réalisation des activités, 
car cette théorie était initialement destinée à fournir une sémantique graduée aux énoncés 
en langage naturel [219]. 
Par conséquent, le modèle de reconnaissance proposé dans cette thèse utilise une 
formalisation de l'action basée sur la théorie des possibilités [63] et sur une structure de 
plan d'activités qui est basée sur une relation temporelle (relation d'ordre partiel) sur 
l'ensemble des actions rattachées à l'activité. Le processus de reconnaissance d'actions 
est basé sur un formalisme possibiliste de l'action basée sur les transitions des contextes 
de l'environnement, lesquelles sont quantifiées à l'aide de distribution de possibilités. La 
notion de contexte d'environnement permet de prendre en considération le fait que l'état 
de l'environnement est partiellement observable. Dans un contexte de reconnaissance dans 
un habitat intelligent, il est difficile d'identifier spécifiquement l'état actuel. Également, 
l'utilisation de contextes permet de simplifier la définition d'une action, laquelle n'est pas 
basée sur les transitions d'états de l'environnement, mais plutôt sur des transitions de 
contextes. 
Le processus de reconnaissance de comportement est basé sur un modèle d'activités 
basé sur une structure de plan d'activité dans laquelle les actions de l'activité sont partiel-
lement ordonnées par une relation temporelle. Cette relation temporelle décrit la durée, 
sous forme d'une distribution de possibilité sur le temps, entre la réalisation de deux 
actions de l'activité. La séquence d'actions possibles permet de générer des hypothèses 
sur le comportement de l'occupant. Les hypothèses peuvent correspondre à différents 
types de comportements, où chaque type peut représenter une explication valide selon 
les observations actuelles. 
L'utilisation de la théorie des possibilités facilite la tâche d'une personne experte pour 
structurer et quantifier les actions et activités. En effet, il est plus facile à une personne 
experte de structurer en ordre de plausibilité un ensemble d'événements que d'indiquer 
la probabilité de ces événements. Ceci permet de diminuer le délai de déploiement du 
système, en diminuant la phase d'apprentissage. Selon Zadeh [219], l'importance de la 
théorie des possibilités tient du fait que l'information sur laquelle les décisions humaines 
sont basées est de nature possibiliste plutôt que probabiliste. Le flou intrinsèque des lan-
gages naturels, lequel est une conséquence logique de la nécessité d'exprimer l'information 
sous une forme résumée, est dans l'ensemble, possibiliste à l'origine. 
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En résumé, voici les principales contributions de la thèse : 
- L'utilisation de la notion de contextes d'environnements, laquelle permet de simpli-
fier la définition des actions et des activités. De plus, la présence d'une relation hié-
rarchique entre les contextes de l'environnement permet d'utiliser le même système 
de reconnaissance dans différents environnements si l'on se base sur des contextes 
plus génériques. Finalement, dans les situations où plusieurs états de l'environ-
nement peuvent expliquer l'état actuel, causées par une observabilité partielle, ces 
états plausibles peuvent correspondre à un seul contexte spécifique ou à un contexte 
plus générique s'il y a plusieurs contextes spécifiques plausibles. 
- La formalisation des actions basée sur la théorie des possibilités et des contextes 
d'environnement permet de simplifier la description de l'action de la part d'un 
expert. La théorie des possibilités permet de prendre en considération les croyances 
d'un expert en utilisant une relation d'ordre de possibilité sur un ensemble de 
contextes plausibles. 
- La formalisation des activités basée sur une structure de plan et le modèle d'action 
possibiliste permet de prendre en considération les comportements cohérents et 
incohérents (erronés), lesquels peuvent impliquer plusieurs activités. 
Objectifs et méthodologie de la recherche 
Cette thèse s'est déroulée en trois étapes principales, chacune comportant des objectifs 
bien définis. La première phase avait pour but de faire une investigation en profondeur sur 
la problématique présentée en effectuant une revue de la littérature sur la problématique 
de la reconnaissance de plans [39, 49, 111, 189] et sur différentes approches existantes [26, 
42, 113], plus particulièrement les approches hybrides [11, 80] et les approches basées sur 
des théories connexes [17, 89] de la théorie des probabilités. Un premier volet, consistant 
à une étude sur les troubles cognitifs et la maladie d'Alzheimer, a permis d'améliorer 
la compréhension sur les caractéristiques particulières du comportement des personnes 
atteintes. Ceci permet de mieux cerner les besoins inhérents à notre contexte applicatif 
spécifique qui est lié à la reconnaissance des activités de la vie quotidienne à l'intérieur 
d'un habitat intelligent dans le but d'assister un patient avec troubles cognitifs. Le second 
volet de cette phase de recherche consistait à réaliser un état de l'art sur les différents 
travaux de pointe existants. Le résultat de cette étape a permis d'entrevoir différentes 
pistes de solutions à explorer à partir des forces et faiblesses des approches antérieures. 
Introduction 14 
Par exemple, les différentes approches de reconnaissance de plans existantes ne tiennent 
pas compte du dilemme entrecroisé vs erroné. Sommairement, cette première phase nous 
permet de mieux comprendre la problématique, d'évaluer différentes pistes de solutions 
possibles, de formuler un ensemble d'hypothèses de départ et de déterminer si celles-ci 
étaient bien fondées et pertinentes. Les principaux résultats de cette étape sont présentés 
dans le Chapitre 1 et le Chapitre 2. 
L'objectif de la seconde phase consistait, à la lumière de nos investigations précé-
dentes, à avancer nos hypothèses de recherche, dans le but de définir un modèle de re-
connaissance d'activités qui répond aux différents besoins identifiés. L'approche proposée 
est basée sur des modèles d'actions et d'activités qui utilisent la théorie des possibilités 
pour la gestion de l'incertitude et de l'imprécision aux différents niveaux du modèle. La 
théorie des possibilités nous permet de gérer le fait que l'on a des informations partielles, 
lesquelles sont empreintes d'incertitude et d'imprécision, découlant du fait que l'environ-
nement est partiellement observable. Également, la théorie des possibilités nous permet 
de traiter qualitativement, en utilisant une relation d'ordre, les différentes hypothèses sur 
le comportement. En effet, il est plus facile pour un expert du domaine d'ordonnancer les 
actions pouvant être effectuées dans un contexte particulier en fonction de leurs possibi-
lités d'être réalisé dans ce contexte. Également, on peut aussi utiliser cette théorie pour 
représenter les relations temporelles entre les actions de façon imprécise. L'utilisation de 
telles relations temporelles permet, par exemple, d'ajuster la possibilité d'une activité en 
fonction du délai entre les actions observées. Cette étape a permis de définir les fonde-
ments théoriques pour un modèle de reconnaissance possibiliste d'activités permettant 
la reconnaissance et la prédiction des comportements erronés et cohérents de l'occupant 
d'un habitat intelligent. La notion de contexte d'environnement et le modèle possibiliste 
d'actions sont présentés au Chapitre 3. Le modèle possibiliste d'activités et le processus 
de reconnaissance de comportement sont présentés au Chapitre 4. 
La troisième phase avait, pour objectif, la validation du modèle développé au cours de 
l'étape précédente. Cette validation avait pour objectif de vérifier la viabilité du modèle 
au sein d'un contexte de simulation à partir de données réelles (événements) provenant de 
la réalisation de scénarios cohérents et erronés dans un habitat intelligent. La validation 
est basée sur une implémentation du modèle au sein de l'infrastructure du projet Ambient 
Intelligence for Home based Elderly Care (AIHEC) [150] durant un stage de six mois à 
VInstitute for Infocomm Research (I2R) de V Agency for Science, Technology and Research 
(A*STAR) de Singapour. Ce projet possédait plusieurs points en commun avec mes 
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champs de recherche doctorale et a permis d'acquérir une expérience en milieu pratique 
sur les habitats intelligents, permettant de mieux identifier les différentes problématiques 
dans la conception d'un système d'assistance pour un occupant avec troubles cognitifs. 
L'infrastructure du projet AIHEC [149] consiste en un local qui simule un environnement 
d'habitat intelligent à l'aide de différentes stations qui représentent certaines pièces de 
l'habitat intelligent. Les principales pièces représentées sont la cuisine/garde-manger, la 
salle à manger, la chambre à coucher, et le vestibule. Le comportement de la personne 
observée est suivi en utilisant différents types de capteurs. Ces capteurs forment un 
réseau sans fil de capteurs ambiants [24]. La validation de l'approche proposée [181] est 
basée sur les données d'une expérimentation effectuée au sein de l'infrastructure d'habitat 
intelligent du projet AIHEC. Dans cette expérimentation, 6 participants ont simulé la 
réalisation d'un scénario associé à l'activité de la vie quotidienne (AVQ) se nourrir. Les 
participants ont réalisé, de façons cohérentes et erronées, le scénario à plusieurs occasions. 
Les résultats de la validation ont permis d'évaluer les performances du modèle proposé 
sur plusieurs aspects et de voir les différentes forces et faiblesses du modèle dans un 
contexte d'utilisation réelle. Ceci permet d'entrevoir différentes voies de développements 
futures son amélioration. La validation est présentée au Chapitre 5. 
Organisation de la thèse 
Le contenu de cette thèse est organisé en trois principales parties, correspondant cha-
cune à l'une des étapes de réalisation du projet de recherche. La première partie porte 
sur une présentation de l'état de l'art et est subdivisée en deux chapitres. Le Chapitre 1 
présente un survol des technologies d'assistance pour les personnes avec troubles cogni-
tifs et un scénario illustrant les besoins des personnes avec troubles cognitifs, comme les 
patients Alzheimer, pour un maintien à domicile. Le Chapitre 2 présente un survol de 
la problématique de la reconnaissance d'activités dans les habitats intelligents. Égale-
ment, ce chapitre présente les différentes catégories d'approches de reconnaissance avec 
une présentation des approches principales par catégories. Finalement, une présentation 
des principales approches de reconnaissance d'activités au sein des habitats intelligents 
permet d'identifier les limitations associées au contexte de l'assistance cognitive. Cela 
va permettre de positionner le modèle proposé par rapport aux travaux antérieurs. Une 
partie de l'état de l'art a été présentée [185] dans le Web Intelligence and Agent Systems : 
An International Journal (WIAS). 
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La deuxième partie porte sur la description du modèle de reconnaissance d'activités 
proposée dans cette thèse et est subdivisée en deux chapitres. Le Chapitre 3 présente la 
notion de contexte d'environnement et la formalisation possibiliste de l'action. Le pro-
cessus de reconnaissance d'actions utilise cette formalisation basée sur les contextes de 
l'environnement et la théorie des possibilités. Le Chapitre 4 présente le modèle de struc-
ture de plan d'activités utilisé par le processus de reconnaissance de comportement. Cette 
structure de plan utilise une relation temporelle qui permet de prendre en considération 
l'ordre (partiel) des actions et la durée (distribution de possibilités sur le temps) entre 
la réalisation de deux actions. Cette structure de plan d'activités, utilisé en conjonction 
avec la séquence d'actions observée, permet d'inférer des hypothèses sur le comportement 
de l'occupant quand il effectue ses activités dans l'habitat intelligent. Le modèle a été 
présenté dans un article [180] publié dans le réputé Applied Ariificial Intelligence : An 
International Journal de Taylor & Francis. 
La troisième partie porte sur une présentation de la validation du modèle proposé. Le 
Chapitre 5 présente l'implémentation qui a été effectué dans l'infrastructure du projet 
Ambient Intelligence for Home based Elderly Care (AIHEC) de YInstitute for Infocomm 
Research (I2R) de Singapour. La présentation des résultats de la validation permettra 
une discussion des forces et faiblesses du modèle proposée, en s'appuyant également 
sur des travaux antérieurs en reconnaissance d'activités dans les habitats intelligents. 
Ces résultats ont été présentés [181] dans le réputé Workshop on Plan, Activity, and 
Intent Récognition (PAIR) 2010 de la prestigieuse Twenty-Fourth AAAI Conférence on 
Artificial Intelligence. 
Finalement, une conclusion générale à cette thèse permettra d'effectuer un bilan de 
l'apport original à l'avancement du domaine de l'approche proposée. Également, une 
présentation de nouvelles voies de recherches intéressantes qui pourraient découler des 
travaux de cette thèse sera effectuée. 
Chapitre 1 
Technologies d'assistance pour 
personnes avec troubles cognitifs 
1.1 Introduction 
Ce projet de recherche est motivé par l'augmentation de la demande et la disponibilité 
réduite des soins personnels à long terme pour les personnes avec troubles cognitifs, et des 
technologies d'assistance comme une alternative [151]. La télésanté permet aux personnes 
avec troubles cognitifs de vivre dans le confort de leurs maisons pour une période plus 
prolongée. Mais cela constitue un défi de taille, car il faut fournir des soins à distance 
dans les habitats intelligents à partir de l'infrastructure. Ce chapitre présentera un aperçu 
de solutions technologiques dans les habitats intelligents qui permettent de faciliter la 
vie quotidienne des personnes avec troubles cognitifs. Les besoins des personnes avec 
troubles cognitifs et des aidants naturels seront présentés, ainsi que les défis associés 
aux déploiements d'une telle technologie. Finalement, une présentation de la maladie 
d'Alzheimer sera effectuée pour illustrer les différents problèmes pouvant découler des 
troubles cognitifs qui résultent de la maladie. 
Les soins personnels à long terme ou l'assistance personnalisée deviennent de plus en 
plus dispendieux et difficiles dans plusieurs pays. Ceci est directement associé à : 
- les tendances démographiques d'augmentation de la longévité de la population et 
de la diminution du taux de naissances, 
- un accroissement des coûts économiques des soins de santé professionnels et des 
restrictions sur les subventions gouvernementales, 
17 
Chapitre 1 : Technologies d'assistance pour personnes avec troubles cognitifs 18 
- un accroissement de la charge de travail du personnel des soins de santé et une 
insuffisance de résidences de soins à longue durée, 
- les troubles cognitifs ont des causes multiples, comme la démence, le vieillissement, 
les accidents . . . . 
L'une des principales causes des troubles cognitives est la démence. La démence est 
causée principalement par la maladie d'Alzheimer et la démence à corps de Lewy, et est 
significativement plus commune dans la population âgée de plus de 65 ans. Les personnes 
avec démence perdent graduellement les facultés mémorielles et les habilités cognitives, de 
sorte qu'elles perdent leur capacité à effectuer les activités de la vie quotidienne (AVQ), 
à apprendre, à résoudre des problèmes, et à communiquer. Mondialement, il y a plus de 
20 millions de personnes atteintes de démence, avec plus de 4 millions de nouveaux cas à 
chaque année. Le nombre de personnes atteintes de démence augmentera de 100% dans 
les pays développés et d'environ 300% en Amérique latine, en Afrique et en Asie d'ici 
2040 [72]. 
On peut atténuer les effets de la démence avec de la médication pour les cas modérés 
à sévères de la maladie d'Alzheimer [167]. Si le patient reçoit des soins de santé à domi-
cile, la plupart des aidants naturels (normalement le conjoint ou les enfants) subissent 
un stress important et ont besoin d'une forme d'assistance [23]. La pratique actuelle est 
de placer les personnes atteintes de démence dans des résidences de soins : des mai-
sons à groupes communautaires ou des appartements supervisés. Les professionnels de la 
santé sont assignés pour s'occuper des patients, et doivent être physiquement présents 
dans le but d'assister pas à pas les patients dans leurs activités de la vie quotidienne. 
Une approche alternative aux soins de santé personnels est l'utilisation de technologies 
d'assistance, plus spécifiquement l'assistance cognitive. En utilisant les bons appareils et 
algorithmes, les technologies d'assistance peuvent accommoder les besoins de la popula-
tion vieillissante en limitant le stress des aidants naturels et à un coût des soins de santé 
abordable. De plus, plusieurs personnes âgées ne sont pas à l'utilisation de technologie 
[87]. Ainsi, les technologies d'assistance permettent de faciliter les soins de santé à long 
terme de plusieurs personnes avec troubles cognitifs, et ces technologies d'assistance qui 
surveillent le comportement humain seront éventuellement beaucoup plus robustes pour 
une utilisation courante [166]. 
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1.2 Les besoins 
La capacité des personnes atteintes de troubles cognitifs à accomplir leurs activités 
de la vie quotidienne (AVQ) est fréquemment utilisée pour déterminer leurs statuts fonc-
tionnels et le type de services de soins de santé requis. Les AVQ peuvent être classées en 
deux catégories : 
- les activités de la vie quotidienne basiques, 
- les activités de la vie quotidienne instrumentales. 
Les AVQ basiques consistent à des tâches de soins personnels, telles que se nourrir, se 
laver, et s'habiller [127]. Les AVQ instrumentales consistent à des tâches impliquant 
couramment une utilisation d'outils, telles que la préparation des repas, l'utilisation du 
téléphone, et des travaux ménagers [28]. De plus, l'exercice et un style de vie actif réduit 
les risques de démence ou ralentit la détérioration [1, 207]. La plupart des technologies 
d'assistance est ciblée pour l'amélioration de la santé physique des personnes souffrant 
de troubles cognitifs (et dans une certaine mesure la santé mentale) en augmentant leur 
capacité à effectuer leurs AVQ, des exercices, et d'avoir un style de vie actif. Toutefois, 
une approche plus holistique des soins de santé peut être prise envers les technologies 
d'assistance pour les personnes atteintes de troubles cognitifs. Il est possible que ces 
personnes puissent avoir une bonne santé physique, mais sans une bonne santé mentale 
ou sociale, et vice versa. Les problèmes mentaux et sociaux sont plus communs que 
les problèmes physiques dans les étapes de démence précoce à moyen. Les technologies 
d'assistance peuvent être utilisées pour détecter, répondre, et améliorer la santé mentale 
et sociale des patients, tout en retardant possiblement le déclin de la santé physique. 
Le Triangle de la Santé (Figure 1.1) peut servir de guide pour effectuer des choix 
sains et est composé des trois axes suivants : 
- Santé physique : effectuer des exercices, avoir une bonne nutrition, dormir suffisam-
ment, et avoir une bonne hygiène. 
- Santé mentale : gestion de l'apprentissage et du stress. 
- Santé sociale : relations familiales et relations avec les pairs. 
Ce triangle exprime le fait que la santé globale fait état du bien-être complet physique, 
mental, et social, et non pas seulement l'absence de maladie ou d'infirmité. [44]. 
Par conséquent, la santé mentale et sociale ne doit pas être négligée et plusieurs 
projets de recherche, dont COGKNOW [135], essaient de cibler les trois axes de santé. 
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FIGURE 1.1 - Le Triangle de la Santé. 
L'étude de Sixsmith et al. [196] sur les besoins technologiques des personnes avec troubles 
cognitifs démontre également la nécessité des trois axes de santé. 
Comme la vie de tous les jours des patients est en fonction de divers facteurs, l'élabo-
ration de technologies d'assistances doit tenir compte du plus d'information possible du 
profil du patient (historique de santé, contexte culturel, réseau social . . . ) et des besoins 
dont il faut répondre (étape de la démence, conditions médicales additionnelles, capa-
cité du langage). Sachant que plusieurs patients ont un âge avancé, il faut tenir compte 
des changements dans les niveaux de la vue, l'ouïe, la mobilité et d'autres capacités 
qui affectent l'utilisation des technologies d'assistance. En effet, les patients à différentes 
étapes de démence peuvent avoir besoin de différentes technologies d'assistance [196]. 
En particulier, les patients avec un niveau précoce à modéré ont besoin de technologies 
d'assistance qui encouragent les activités physiques, aident les patients avec leurs AVQs, 
favorisent la communication, entraînent la mémoire, réduisent le stress, et encourage les 
interactions sociales. Pour les patients avec un niveau plus sévère de démence, les techno-
logies d'assistance doivent faciliter les contextes où le patient doit avoir un contact accru 
avec un seul aidant. Finalement, on doit également tenir compte du profil de l'aidant 
(type de relation avec le patient, information pour le contacter, information relative à 
emploi . . . ), ses besoins (condition physique, condition financière . . . ), et l'environnement 
de l'habitat (agencement des pièces, types de pièces, meubles, appareils . . . ). 
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1.2.1 Défis de l'assistance cognitive 
Dans le domaine de l'assistance cognitive, les technologies élaborées doivent obtenir 
la validation des docteurs, nécessitent des essais cliniques, et doivent respecter des lignes 
directrices éthiques. En effet, selon [121], il est nécessaire de se souscrire aux lignes direc-
trices éthiques pour s'assurer de respecter les patients et les aidants naturels. Par exemple, 
en plus de s'assurer que la technologie est appropriée en fonction des capacités et besoins 
du patient, il faut également s'assurer que cette technologie soit la moins intrusive possible 
et sécuritaire. Également, il faut s'assurer que la technologie déployée respecte les stan-
dards de vie privée pour les informations de santé identifiables, et le patient et les aidants 
doivent être mis au courant si des données sont partagées. Finalement, les docteurs im-
pliqués avec les patients qui recevront l'assistance technologique doivent soutenir et être 
familiarisés avec les technologies d'assistance afin d'être en mesure d'éduquer les patients 
et leurs aidants. De plus, ils doivent être en mesure de communiquer, de configurer et de 
suivre à distance certains patients confinés à la maison. Finalement, l'utilisation d'une 
technologie d'assistance permet également de prévoir le moment de l'institutionnalisa-
tion des patients. Par exemple, selon l'étude clinique de Brownsell et al. [37], une analyse 
rétrospective des données de capteurs collectées indiquait que l'admission à l'hôpital de 
certaines personnes âgées était prévisible. 
Les défis pour les technologies d'assistance pour la santé physique concernent la re-
connaissance des comportements erronés, la prise en charge de la présence de plusieurs 
personnes au sein d'un habitat, la réalisation entrecroisée de plusieurs activités, et les 
messages d'assistance inefficaces. Le comportement des patients peut être plus aléatoire 
et erroné que les personnes en bonne santé. Le comportement peut dévier des activités 
planifiées de plusieurs façons et peut inclure plusieurs des 6 types d'erreurs de Baum 
et al. [21]. Par exemple, l'occupant peut effectuer une erreur de réalisation en omettant 
une étape de l'activité et une erreur de séquence en effectuant les autres étapes dans le 
désordre. On note qu'en plus des erreurs comportementales, on peut avoir des erreurs 
dans les appareils, dans le réseau, et dans les logiciels. Dans le cas où plusieurs personnes 
sont présentes dans l'habitat intelligent, il est nécessaire de distinguer le comportement 
du patient de celui des aidants ou d'autres personnes. Le patient peut couramment ef-
fectuer du multitâches, réalisant plusieurs activités en parallèle, et il est donc nécessaire 
de suivre individuellement chaque activité pour s'assurer de détecter les erreurs dans le 
comportement. Dans la situation où des erreurs de comportement sont détectées, les tech-
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nologies d'assistance peuvent alerter les patients en utilisant, par exemple, des messages 
textes, sonores, ou visuels. 
1.2.2 Défis techniques 
Les défis techniques dans le matériel et logiciel d'assistance incluent la maintenance, 
la faible précision, et la pénurie de standards [166]. L'un des points de vue est de créer 
un système qui est assez simple pour que le patient et les aidants puissent l'installer et le 
maintenir par eux-mêmes. Actuellement, l'accomplissement de ce point de vue est difficile, 
car certains appareils ont une courte autonomie (grande fréquence de remplacement des 
piles) et peuvent facilement mal fonctionner. Le suivi du comportement doit s'effectuer 
dans des environnements contrôlés (types et agencements des pièces, du mobilier, et 
appareils) et est assez robuste pour la vie de tous les jours (panne du réseau ou de 
courant). 
Un autre point de vue est d'avoir un système qui est très précis sur une longue pé-
riode. Actuellement, sachant que la précision du système est très dépendante de plusieurs 
composants matériels et logiciels, l'accent de la plupart des travaux de recherche porte 
généralement sur une AVQ ou une tâche spécifique sur une courte période. Même si le 
système est très précis et qu'il y a des erreurs dans le comportement du patient, l'en-
voi de messages au patient jusqu'à l'accomplissement de l'AVQ constitue un autre défi 
technique. 
Il existe des standards pour le matériel d'assistance, tel que les appareils pour habitats 
intelligents et réseaux, mais il semble y avoir une pénurie pour les logiciels d'assistance. 
Par exemple, la reconnaissance d'activités est une composante importante du suivi de 
comportement. Cependant, la façon de décrire les activités est subjective au contexte 
d'utilisation (patient et environnement du domicile), la variété d'activités, la granularité 
des activités, et l'importance (utilité) de l'activité. 
1.3 Matériel d'assistance 
1.3.1 Appareils ambiants 
On peut catégoriser les appareils ambiants en capteurs (détection d'événements) et 
en effecteurs (agir sur l'environnement). Plusieurs capteurs peuvent être configurés pour 
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travailler ensemble pour détecter le comportement du patient. Les capteurs suivants sont 
largement disponibles et relativement bon marché : 
- Les capteurs de pression qui mesurent les changements de résistance lorsqu'une 
pression physique est appliquée (par exemple, pour détecter quand le patient est 
sur une chaise ou sur le lit). 
- Les antennes et étiquettes de radio-identification (Radio Frequency IDentification 
ou RFID) permettent d'identifier et de suivre les objets en utilisant les ondes radio. 
En fonction du type d'antenne, les objets peuvent être lus avec une précision de 
quelques mètres (présence de l'objet dans une pièce) à une précision de quelques 
centimètres (présence de l'objet sur une table). 
- Les capteurs infrarouges passifs (Passive InfraRed sensor ou capteur PIR) mesurent 
la lumière infrarouge rayonnant des objets qui sont en déplacement dans son champ 
de vision (détection d'une personne dans une zone précise). 
- Les contacts électromagnétiques (reed switch sensors) sont des capteurs électriques 
opérés par un champ magnétique appliqué (détection de l'ouverture et de la ferme-
ture d'une porte). 
Du côté des capteurs largement disponible, mais beaucoup plus dispendieux : 
- Les accéléromètres sont des capteurs électromécaniques portables qui mesurent les 
forces d'accélération (par exemple, la détection des mouvements de la main). 
- Les capteurs vidéo capturent et évaluent les scènes enregistrées par une caméra 
vidéo (par exemple, détecter le nombre de personnes et annoter et vérifier les com-
portements du patient). 
Les transmetteurs et capteurs à large bande ( Ultra-wideband ou UWB) utilisent la 
technologie radio pour localiser et suivre avec précision [208] (détecter et localiser 
plusieurs personnes). 
Pour les effecteurs, on peut utiliser des moniteurs pour afficher des messages textes ou 
vidéo, des haut-parleurs pour émettre des messages sonores et des lumières pour émettre 
des avertissements lumineux. 
Les appareils ambiants peuvent également être catégorisés selon l'utilisation : support 
des AVQs et la sûreté (santé physique), support mémoriel (santé mentale), et support 
social (santé sociale) [40]. Pour le support des AVQs, on peut avoir une lumière dans 
la chambre à coucher qui s'allume automatiquement quand le patient sort du lit durant 
la nuit. Des capteurs de pression qui sont placés sous le matelas détectent l'occupation 
du lit. Pour le support de la sûreté, on peut avoir une balise qui utilise une indication 
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visuelle et une sirène faible pour alerter un patient ayant des difficultés auditives que le 
téléphone sonne. Pour le support mémoriel, on peut avoir un distributeur de pilules au-
tomatique qui peut être programmé pour sonner et s'ouvrir partiellement durant l'heure 
des médicaments. Pour le support social, on peut avoir un téléphone avec des photos des 
membres de la famille et des amis proches permettant des les appeler en une touche. 
Certains appareils de tous les jours, portables ou souvent amenés peuvent être utilisés 
comme capteurs du comportement du patient. Par exemple, les GPS, les téléphones 
intelligents, les montres, et les caméras avec projecteurs peuvent servir de capteurs. Un 
patient peut porter un GPS personnel afin de permettre aux aidants de le localiser. Les 
téléphones intelligents peuvent être spécialement configurés pour donner aux patients 
l'accès à des fonctionnalités personnalisées à leurs niveaux de dégénérescence [6]. Les 
montres peuvent fournir un suivi télémétrique continu pour le sommeil et les activités 
d'exercices des patients. Une caméra avec un petit projecteur portée par le patient permet 
d'augmenter le monde physique avec de l'information numérique et permet d'utiliser les 
mouvements des mains pour interagir avec cette information [132], 
Les appareils fixes peuvent être intégrés en utilisant l'Internet ou l'intranet, tel que 
l'architecture orientée services [2] et le Universal Plug-and-Play [217] pour le réseau de 
l'habitat intelligent. Les appareils mobiles peuvent être intégrés en utilisant un modèle 
de communication par réseau sans fil, par exemple le Wi-Fi[213], ZigBee[222], X10[216], 
et INSTEON[197]. Wi-Fi est largement supporté dans les portables et les téléphones 
mobiles, quoique la connectivité Wi-Fi doive être activée et puisse ne pas être fiable lors 
de déplacements au sein de l'habitat intelligent. ZigBee est ciblé aux applications utilisant 
la fréquence radio, comme en domotique, qui nécessitent un faible taux de transfert, une 
longue durée des piles, et un réseau sécuritaire. X10 et INSTEON sont des protocoles 
qui utilisent le courant porteur et la radio fréquence pour la communication entre les 
appareils en domotique. 
Plusieurs organisations se sont impliquées pour standardiser les appareils ambiants 
et l'architecture des environnements intelligents. Le Continua Health Alliance[50] met de 
l'avant un standard permettant à plusieurs organisations de construire des appareils in-
teropérables, des réseaux d'habitats intelligents, et des plateformes de télésanté. Le projet 
COGKNOW[48] a eu une implication forte avec des experts médicaux et cliniques qui 
travaillent avec des personnes avec démence. Cette collaboration a permis de construire 
des appareils et des environnements intelligents qui assistent les personnes avec démence 
dans la vie de tous les jours. Le centre TRIL[205] a conduit une recherche multidisci-
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plinaire qui répond aux besoins des personnes âgées, qui identifie des comportements 
spécifiques qui peuvent être associés à certains risques (un patient qui oublie le nom de 
sa conjointe est un signe de démence sévère), et qui suit et analyse le comportement, de 
sorte d'avoir une technologie qui fournit une rétroaction au patient, aux aidants et au 
personnel médical. 
1.4 Logiciels d'assistance 
Les logiciels d'assistance réfèrent aux techniques ou algorithmes qui favorisent la santé 
physique, la santé mentale, ou la santé sociale. La majorité des algorithmes pour la santé 
physique traite de la reconnaissance des activités et du comportement à partir des infor-
mations capteurs de l'habitat intelligent. Une plus grande discussion sur la reconnaissance 
d'activités sera présentée au Chapitre 2. 
Du côté de la santé mentale, il existe plusieurs solutions pour l'apprentissage et l'amé-
lioration de la mémoire. L'une de ces solutions est les jeux d'entraînement du cerveau qui 
peuvent être utilisés par les patients à la maison. Smartbrain est un site Web interactif 
qui permet aux patients de participer à 19 différents programmes de stimulation avec 15 
niveaux de difficulté ajustables [200]. L'entraînement du cerveau fournit une stimulation 
mentale en permettant au patient de résoudre des problèmes mathématiques simples, de 
compter le nombre de personnes qui entrent ou sortent simultanément d'une maison, de 
faire des dessins sur l'écran tactile, et de lire de la littérature classique à haute voix. En 
utilisant les données du profil (comportements, réseau social . . . ) du patient, des algo-
rithmes de recommandation, en fonction du contexte actuel, peuvent aider le patient à se 
restreindre aux éléments les plus pertinents. Par exemple, des algorithmes de recomman-
dation peuvent présélectionner des postes de télévision que le patient aimera regarder, 
suggérer des nouvelles et des jeux en ligne, ou de le rappeler de certains faits importants 
concernant sa vie personnelle. Pour diminuer le stress résultant de la perte de mémoire, 
des systèmes de journal de bord peuvent aider le patient à se rappeler d'expériences ré-
centes en capturant des images de façon passive durant la journée [191]. Par exemple, 
une étude où 6 participants ont utilisés le système SenseCam pour élaborer des présen-
tations qui narraient leur vie quotidienne, a montré qu'il y avait des différences entre la 
mémoire des participants (présentations) et les données recueillies par SenseCam [93]. 
En utilisant des capteurs vidéo ou l'usage de l'ordinateur par le patient, des algorithmes 
de vision ou de fouille de données peuvent détecter le stress chez le patient et répondent 
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en jouant leurs musiques ou vidéos favorites. D'autres travaux pour l'amélioration de la 
santé mentale s'attardent sur la facette de l'évaluation : 
- la détection précoce de symptômes, lesquels sont souvent non reconnues et non 
documenté dans le milieu de la pratique privée [206], 
- l'amélioration de l'évaluation du niveau de démence du patient sans utiliser des 
questionnaires verbaux [201], des jeux [108], et le Kitchen Task Assessment [20], 
- l'évaluation plus précise de la qualité de vie du patient sans utiliser les rapports 
écrits par le patient et ses aidants [118]. 
Du côté de la santé sociale, il existe plusieurs approches qui améliore les relations 
patients-aidants et les réseaux sociaux des patients. L'échange en ligne d'informations 
concernant la démence peut aider les patients et les aidants à obtenir des conseils per-
tinents et partager des expériences similaires, et d'en apprendre plus sur la démence 
et ses traitements. Ces réseaux sociaux, sous la forme de forums, de babillards électro-
niques, et de systèmes de discussion en ligne, permettent aux associations de supporter 
ces échanges d'information [41]. L'analyse des réseaux sociaux peut être utilisée pour 
identifier les patients et les aidants qui fournissent l'information la plus pertinente. Pour 
réduire l'isolation et la dépression des patients à la maison, des activités et jeux sur 
réseaux sociaux en ligne peuvent apporter plusieurs bénéfices. Le patient peut commu-
niquer, engager, participer, et continuer à faire partie de communautés virtuelles. Pour 
donner une touche plus humaine à la surveillance, on peut, par exemple, utiliser des cap-
teurs vidéo et un système de réseaux sociaux permettant aux docteurs, aidants, membres 
de la famille et amis de surveiller et communiquer avec le patient à distance. Les réseaux 
sociaux des patients ont besoin de nouvelles applications créatives de soin de santé qui 
sont élaborées spécifiquement en fonction des besoins des patients [212], Par exemple, les 
patients peuvent avoir besoin d'un calendrier interactif qui est augmenté de fonctionnali-
tés qui peuvent aider à la gestion d'un horaire, de garder le contact avec les membres de 
la famille, et de rappeler certains événements passés [57]. Des études pertinentes ont exa-
miné les caractéristiques, les menaces, et les orientations de conception pour améliorer la 
connectivité sociale [133], et elles ont mis en évidence quatre grands principes : évaluation 
précoce, technologies adaptables, connectivité sociale, et les interactions homme-machine 
[134]. 
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1.5 Scénarios d'assistance technologique 
1.5.1 Maladie d'Alzheimer 
La maladie d'Alzheimer, ou syndrome de Démence Sénile de Type Alzheimer (DSTA), 
est une maladie du cerveau qui a pour caractéristique la détérioration progressive des 
capacités intellectuelles (pensée et mémoire) de la personne atteinte [58]. La maladie 
progresse lentement sur une période de sept à dix ans, pour résulter au décès du patient à 
l'intérieur de cette période d'évolution de la maladie. La capacité d'effectuer des activités 
normales (lire, conduire, cuisiner, . . . ) diminue graduellement, tout comme la capacité à 
produire des jugements et des réponses appropriées aux problèmes de tous les jours. 
On peut définir le déclin cognitif de cette maladie en sept niveaux, en se référant à 
l'échelle globale de détérioration (GDS) [168, 169] des fonctions cognitives primaires d'un 
individu : 
1. Normal 
2. Perte de mémoire (normal pour l'âge) 
3. Confusion précoce (à la frontière de la maladie d'Alzheimer) 
4. Confusion tardive (commencement de la maladie d'Alzheimer) 
5. Démence précoce (maladie d'Alzheimer à un niveau moyen) 
6. Démence moyenne (maladie d'Alzheimer à un niveau modérément sévère) 
7. Démence tardive (maladie d'Alzheimer à un niveau sévère) 
Dans les premiers niveaux de dégénérescence (1-2), l'individu n'a presque pas de symp-
tômes, et lorsque ceux-ci sont présents, il est sujet à un inconfort subjectif (le pronostic 
est bénin). Dans la phase terminale de la maladie (6-7), le patient souffre de symptômes 
sévères qui entraînent des problèmes de communication verbale (aphasie), des problèmes 
d'identification des objets et personnes (agnosie), et des troubles élevés au niveau loco-
moteur (apraxie). Une personne atteinte à ce stade de la maladie d'Alzheimer doit être 
totalement prise en charge par un spécialiste, car celle-ci n'est plus en mesure de subvenir 
seule à ses besoins fondamentaux (s'alimenter, se laver, . . . ). 
Les niveaux intermédiaires de la maladie (3-5) constituent la phase la plus longue du 
processus de dégénérescence. Les principaux symptômes de ce stade de la maladie sont 
liés à des problèmes de planification causés par des pertes de mémoire sporadiques, par 
l'affaiblissement des fonctions executives, et par des problèmes de concentration dimi-
nuant l'attention sur une tâche particulière. Une distraction (un appel téléphonique, un 
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son inhabituel . . . ) ou un trouble de mémoire peuvent nuire au patient dans la réalisa-
tion de ses activités, le conduisant à réaliser les actions rattachées à une activité dans le 
désordre, à sauter des étapes d'une activité sans s'en apercevoir, ou à effectuer des actions 
qui ne présentent aucun lien avec ses objectifs initiaux [143]. Toutefois, la capacité du 
patient à effectuer une simple action (sans plusieurs étapes) reste relativement inchangée 
[168]. À ce niveau, les personnes atteintes ne requièrent pas une prise en charge totale, 
mais ont besoin d'une supervision et d'une intervention ponctuelle de la part d'un ai-
dant. Lorsqu'on procure, sous la forme d'une assistance cognitive, un soutien continu au 
patient, le processus de dégénérescence de la maladie est ralenti, permettant au patient 
de demeurer à son domicile plus longtemps [27, 131, 137]. 
Par conséquent, le développement d'une technologie d'assistance ayant la capacité 
d'aider les patients atteints de la maladie d'Alzheimer à un stade intermédiaire lorsque 
la situation l'exige permettrait de diminuer la charge de travail de différentes ressources 
(aidant naturel, aidant professionnel, travailleur de la santé, . . . ). Ce type de technologie 
aurait le potentiel de retarder le moment fatidique d'institutionnalisation des individus 
atteints de la maladie, en diminuant le fardeau de tâches des personnes ressources et en 
redonnant une autonomie partielle aux patients. À plus long terme, ce type de technologie 
constituerait une solution économiquement viable à l'accroissement des coûts des services 
de soins à domicile. 
1.5.2 Types d'erreurs comportementales 
Lorsqu'un patient atteint de la maladie d'Alzheimer accomplit une tâche requérant 
une charge cognitive élevée, il est possible que des incohérences deviennent présentes dans 
ses agissements [152]. Dans la problématique de la reconnaissance d'activités, la présence 
de ces incohérences se traduit par des réalisations erronées des activités en fonction de 
certains types d'erreurs particulières. Dans un contexte réel, les personnes ne souffrant 
pas de cette maladie peuvent aussi se comporter de manière incohérente, mais à un ni-
veau beaucoup moins important et régulier qu'une personne atteinte. Contrairement aux 
personnes atteintes, ces personnes en bonne santé sont, généralement, en mesure de re-
connaître leurs erreurs de réalisation et d'y apporter des correctifs pour pouvoir atteindre 
leurs buts initiaux. On note que chez les personnes atteintes, le nombre d'incohérences 
augmentera de façon progressive au cours de l'évolution de la maladie, ce qui se traduira 
par un accroissement du nombre d'erreurs qu'ils effectuent. 
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En se référant à l'étude de Baum et al. [21], on peut classifier les différents types 








Les erreurs d'initiation se produisent lorsque le patient est incapable d'amorcer une 
activité, même si un thérapeute lui indique qu'il doit commencer l'activité. Les erreurs 
d'organisation se produisent lorsque le patient est incapable d'utiliser les bons outils 
pour réaliser une activité. Les erreurs de réalisation se produisent lorsque le patient 
réalise l'activité en oubliant certaines étapes ou en ajoutant des actions qui n'ont rien à 
voir avec l'objectif de l'activité. Les erreurs de séquence se produisent lorsque le patient 
réalise de façon désordonnée les différentes étapes de l'activité en cours de réalisation. 
Les erreurs de jugement se produisent quand le patient réalise une activité de manière 
non sécuritaire et qu'il n'a pas conscience des dangers potentiels. Lorsque le patient n'est 
pas en mesure de déterminer si l'activité en cours de réalisation est terminée, on a alors 
une erreur de type complétion. 
De plus, on doit considérer que les hypothèses concernant le comportement observé 
du patient peuvent tomber dans le cadre de la reconnaissance réactive [165]. Plus pré-
cisément, un patient à un stade précoce ne fait pas nécessairement des erreurs, il peut 
simplement interrompre la réalisation d'une activité planifiée pour en commencer une 
nouvelle. De ce fait, le patient dévie de ses intentions initiales, dans le but de réagir 
à la dynamique de son environnement [168]. Cette réalisation entrecroisée d'activités 
représente un comportement cohérent. 
Par conséquent, on peut classifier le comportement du patient observé selon trois 
types d'hypothèses générales : 
- le patient peut réaliser, de façon cohérente, une ou plusieurs activités sans en réaliser 
d'autres de façon erronée. 
- le patient peut réaliser, de façon cohérente, une ou plusieurs activités, tandis que 
d'autres sont effectués de façon erronée, 
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- le patient peut effectuer, de façon erronée, une ou plusieurs activités sans en réaliser 
d'autres de façon cohérente. 
Cette classification permet de couvrir l'ensemble des types possibles de comporte-
ments qu'un patient observé peut effectuer au sein de l'environnement de l'habitat intel-
ligent. 
1.5.3 Scénario 
Dans le but d'illustrer la problématique de l'assistance technologique, nous présentons 
un scénario dans lequel un patient atteint de la maladie d'Alzheimer à un stade précoce à 
intermédiaire effectue ses activités de la vie quotidienne au sein d'un habitat intelligent. 
Supposons que Peter est dans la cuisine de son appartement sur l'heure du dîner 
et qu'il effectue l'action d'ouvrir la porte du placard. Le service d'assistance utilise un 
service de reconnaissance d'activités qui identifie alors l'action OuvrirPortePlacard. En 
utilisant sa base de connaissances (la librairie des activités que l'occupant peut effectuer), 
le service de reconnaissance infère que cette action peut correspondre à plusieurs activités. 
L'une de ces activités correspond à boire un verre d'eau et est représentée par le terme 
BoireEau Cette activité est constituée d'une séquence de quatre étapes : 
1. ouvrir la porte du placard (OuvrirPortePlacard) 
2. prendre un verre (PrendreVerre) 
3. ouvrir le robinet d'eau froide ( OuvrirRobinetEauFroide) 
4. fermer le robinet d'eau froide (FermerRobinetEauFroide) 
Cependant, plusieurs activités ont pour étape Ouvrir PortePlacard. Le processus de recon-
naissance doit prendre en considération toutes les informations disponibles sur le contexte 
de l'environnement de l'habitat intelligent et du profil de l'occupant pour quantifier la 
plausibilité de chaque hypothèse sur le comportement avant de donner la main au service 
d'assistance. L'observation de l'action PrendreVerre permettra d'augmenter le degré de 
confiance que Peter réalise l'activité BoireEau. 
Maintenant, supposons que Peter allume le four. Le service de reconnaissance détecte 
alors l'action AllumerFour. Deux interprétations sont possibles pour l'apparition de cette 
action qui ne correspond pas à l'une des actions attendues selon les plans des activités 
plausibles identifiées à la phase précédente du processus de reconnaissance. Dans un pre-
mier cas, cette action dénote une erreur comportementale de la part de Peter. Peter a 
effectué une action non pertinente avec les objectifs de l'activité BoireEau (erreur de 
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réalisation). Dans l'autre cas, cette action dénote une interruption de la réalisation de 
l'activité BoireEau, dans le but de commencer une autre activité débutant par l'action 
AllumerFour. Peter peut ensuite interrompre la réalisation de cette nouvelle activité pour 
retourner à la réalisation de l'activité BoireEau. On obtient ainsi un comportement où 
plusieurs activités sont effectuées de façon cohérente, tout en s'entrecroisant (compor-
tement entrecroisé). Le service de reconnaissance doit considérer ces deux hypothèses 
sur le comportement observé de Peter, car elles constituent des explications valables des 
observations. Seules les prochaines observations permettront d'écarter totalement l'une 
des deux hypothèses. 
Par exemple, si Peter n'effectue pas d'actions associées à une activité qui commence 
par l'action AllumerFour, alors l'hypothèse d'un comportement cohérent entrecroisé est 
enlevée. La principale justification du retrait de cette hypothèse de comportement en-
trecroisé est que le délai de réalisation entres les actions d'une activité débutant par 
AllumerFour est expiré. Par conséquent, l'action AllumerFour constitue une erreur de 
la part de Peter. Ainsi, dans cette situation, l'hypothèse d'un comportement erroné de 
la part Peter est la seule valide. Maintenant, supposons que Peter a effectué l'action qui 
suit AllumerFour, mais que le délai entre la nouvelle action et AllumerFour est trop 
important. Dans ce cas, la durée valide entre la réalisation des deux actions est expirée. 
Par conséquent, la réalisation de l'activité débutant par AllumerFour est impossible et 
doit être écartée des activités plausibles de l'occupant. Par conséquent, Peter a effectué 
une erreur temporelle et l'hypothèse d'un comportement erroné est la seule valide. Les 
contraintes temporelles sont essentielles dans la définition des activités et permettent de 
circonscrire l'ensemble d'hypothèses comportementales en rejetant les activités qui ne 
respectent plus les contraintes. 
Également, le comportement de Peter peut comporter plus d'un type d'erreurs pos-
sibles. Par exemple, supposons que Peter effectue l'action OuvrirRobinetEauFroide, suivie 
de l'action OuvrirPortePlacard et de l'action FermerRobinetEauFroide. On retrouve ici 
deux erreurs comportementales. Peter effectue une erreur de séquence en effectuant dans 
le désordre les actions de l'activité BoireEau et une erreur de réalisation en omettant 
l'action PrendreVerre. Les symptômes de la maladie peuvent amener Peter à effectuer 
plus d'une erreur dans la réalisation de ses activités de la vie quotidienne. L'accumu-
lation d'erreurs dans le comportement observé de Peter peut complexifier la tâche du 
service de reconnaissance. 
Finalement, l'hypothèse d'une erreur comportementale de la part de Peter permettra 
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au service de reconnaissance d'envoyer une alerte au service d'assistance. Ce service 
utilisera les technologies d'assistance déployées dans l'habitat intelligent pour planifier la 
tâche d'aide à Peter et son niveau d'urgence. En fonction du niveau d'urgence, le service 
d'assistance peut contacter la famille, un aidant, ou les services médicaux. 
1.6 Conclusion 
Le développement de technologies d'assistance est nécessaire pour maintenir les dif-
férents axes de la santé. Dans un contexte d'habitat intelligent, la qualité du service 
d'assistance dépend des technologies et des algorithmes utilisés dans l'infrastructure de 
l'habitat intelligent. L'un des services nécessaires pour offrir une assistance de qualité est 
le service de reconnaissance d'activités. Ce chapitre a présenté un survol des technologies 
d'assistance, particulièrement dans un contexte d'habitat intelligent. Une présentation de 
la maladie d'Alzheimer a permis d'illustrer, à l'aide d'un scénario, le besoin d'une techno-
logie d'assistance pour le maintien à domicile des personnes atteintes de troubles cognitifs 
qui ne nécessitent pas encore une institutionnalisation. Ces personnes ont généralement 




L'une des difficultés majeures des personnes avec troubles cognitifs est la réalisation 
de leurs activités de la vie quotidienne (AVQ) [21]. Toutefois, ces personnes souhaitent 
rester à leurs domiciles, où elles se sentent plus confortables et en sûreté, le plus long-
temps possible. Pour les cas où le processus de dégénérescence est fort avancé, une ins-
titutionnalisation est toutefois requise. Cependant, pour les stades précoces à moyens 
de la dégénérescence, ces personnes sont assez autonomes pour avoir une vie active et 
requièrent une assistance ponctuelle de la part d'un aidant naturel (famille) ou pro-
fessionnel. Les gouvernements ont pris plusieurs mesures pour aider les personnes avec 
troubles cognitifs. Ces mesures ont été prises pour des raisons sociales, mais aussi pour 
des raisons économiques. Toutefois, plusieurs situations à risque peuvent survenir quand 
ces personnes demeurent à leurs domiciles. Pour contrôler et limiter l'impact de ces si-
tuations à risque, l'environnement physique et humain doit être spécifiquement conçu 
pour alléger les effets résultants des troubles cognitifs et de la diminution de l'autono-
mie. Ce type d'environnement constitue une alternative économiquement viable, car elle 
retarde l'institutionnalisation des patients et diminue la charge de travail du personnel 
de la santé [152]. L'un des moyens de concevoir ce type d'environnement est d'incorporer 
les principes de Y Intelligence Ambiante [7] aux domiciles des personnes avec démence. 
L'une des applications principales du concept d'intelligence ambiante est les habitats in-
telligents [8], qui peut être vues comme des domiciles équipés de capteurs et d'effecteurs 
qui fournissent des services à leurs occupants. L'un de ses services pouvant être offerts est 
l'assistance cognitive permettant aux occupants d'accomplir leurs activités de la vie quo-
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tidienne. Toutefois, l'une des difficultés inhérentes à ce type de service est l'identification 
des activités en cours de réalisation. Cette identification est basée sur les événements dé-
coulant des effets des actions de bas niveau effectuées pour accomplir les activités. Cette 
difficulté de reconnaissance d'activité est associée au problème de reconnaissance de plans 
[39] qui est étudié depuis plusieurs années dans le domaine de l'Intelligence Artificielle 
(IA) pour des contextes d'application très variés. Un plan correspond à une séquence 
d'actions qui a été planifiée afin d'accomplir les différents objectifs d'une activité précise. 
Ainsi, un plan peut être défini comme étant une représentation formelle d'une activité. 
L'objectif de ce chapitre est de présenter un état de l'art sur la reconnaissance d'acti-
vités/plans, plus particulièrement dans le contexte des habitats intelligents. La première 
partie de ce chapitre présentera le problème de la reconnaissance d'activités et les diffé-
rents types d'approches utilisés. La deuxième partie de ce chapitre présentera un survol 
d'approches de reconnaissance d'activités utilisées dans un contexte d'habitat intelligent, 
tout en soulignant les points forts et faibles de chaque type d'approche. Finalement, un 
sommaire sera présenté dans le but de positionner le modèle de reconnaissance d'activités 
proposé dans cette thèse par rapport aux autres approches présentées. 
2.2 Fondements de la reconnaissance d'activités 
La reconnaissance d'activités est une problématique qui est à l'étude depuis long-
temps dans le domaine de l'intelligence artificielle. Cependant, elle a reçu un traitement 
plus intensif ces dernières années, particulièrement causé par l'émergence de l'informa-
tique diffuse/ubiquitaire [211] et de l'intelligence ambiante [7]. L'intelligence ambiante [9] 
réfère à une approche multidisciplinaire qui consiste à enrichir un environnement de la 
vie de tous les jours (chambre, édifice, automobile . . . ) avec différentes technologies (cap-
teurs, effecteurs, étiquettes d'identification . . . ), dans le but de construire un système qui 
effectuerait des décisions au bénéfice des usagers de l'environnement augmenté. Ces déci-
sions sont basées sur de l'information en temps réel et des données historiques [163]. Les 
technologies sont incorporées dans l'environnement, devenant ainsi non intrusif, mais sont 
alertes pour réagir aux besoins des occupants et de proposer des services (assistance . . . ). 
L'une des applications principales du concept d'intelligence ambiante est le développe-
ment d'habitat intelligent [8]. Un habitat intelligent consiste à un domicile (appartement, 
maison, résidence . . . ) équipé de capteurs et d'effecteurs qui offre différents services, dont 
l'assistance à la réalisation des activités de la vie quotidienne de l'occupant. À partir des 
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interactions de l'occupant dans l'habitat intelligent qui sont perçues par les capteurs, le 
service d'assistance planifie une tâche de support à l'occupant si la situation se présente. 
Mais ce service d'assistance dépend du service de reconnaissance d'activités pour être en 
mesure d'identifier les situations opportunes pour offrir de l'assistance. Dans le contexte 
des habitats intelligents, ce processus de reconnaissance est généralement associé aux 
activités de la vie quotidienne (AVQ) de l'occupant. La notion d'AVQ est définie par 
Katz et al. [110] comme étant un ensemble d'activités qu'une personne effectue comme 
une routine de soin individuel comme, par exemple, s'habiller, l'hygiène personnelle et 
la préparation de repas. Les professionnels de la santé utilisent généralement la capacité 
à effectuer les AVQ comme mesure du statut fonctionnel d'une personne. Cette prise de 
mesure est utile pour évaluer les patients atteints de troubles cognitifs, dans le but de 
déterminer le type de services de soin de santé qu'ils ont besoin [84]. Ainsi, un AVQ 
dénote un ensemble d'activités communes qu'une personne doit minimalement être en 
mesure d'accomplir par lui-même pour être considérée comme autonome. 
On peut distinguer trois types d'AVQ : basiques, instrumentales, et renforcées [173]. 
Activités de la vie quotidienne basiques Les AVQ basiques consistent en un noyau 
de tâches fondamentales de soin individuel tel que prendre son bain, s'habiller et 
se dévêtir, se nourrir, se déplacer de son lit à une chaise, contrôle volontaire de 
l'évacuation urinaire et fécale, utiliser la toilette, et marcher. Ces activités sont 
composées de seulement quelques étapes et ne nécessitent pas une planification 
complexe. Un individu doit être en mesure d'effectuer ces activités par lui-même, 
même pour être considéré comme une personne semi-autonome. 
Activités de la vie quotidienne instrumentales Les AVQ instrumentales ne sont 
pas associées au fonctionnement fondamental, mais permet à une personne d'être 
relativement autonome à la maison et dans la communauté. Ce type d'activités 
peut correspondre, par exemple, à la préparation de repas, la prise de médicament, 
acheter de la nourriture ou des vêtements, utiliser un téléphone, et la gestion de 
l'argent. Les AVQ instrumentales sont plus complexes et nécessitent un plus haut 
niveau de planification et un meilleur jugement que les AVQ basiques. 
Activités de la vie quotidienne renforcées Les AVQ renforcées correspondent aux 
tâches nécessitant une adaptation ou de l'apprentissage de la part de la personne en 
fonction de la nature de l'environnement. Par exemple, l'utilisation d'un nouveau 
téléphone, qui garde en mémoire une liste des plus récents numéros appelants, est 
Chapitre 2 : Reconnaissance d'activités 36 
une tâche qui nécessite une certaine adaptation (apprentissage du fonctionnement 
du nouveau téléphone). 
Dans la littérature sur les technologies d'assistances, l'utilisation du terme AVQ 
couvre généralement ces trois types d'activités de la vie quotidienne [85, 90, 140, 154]. 
Toutefois, la plupart des modèles de reconnaissance proposés pour l'assistance au sein 
d'habitats intelligents ciblent seulement les AVQ basiques et instrumentales. 
2.2.1 La reconnaissance de plans 
Dans le domaine de l'intelligence artificielle, la reconnaissance d'activités est souvent 
associée au problème de la reconnaissance de plans, lequel peut être considéré comme 
le problème inverse de la planification [83], l'un des axes de recherche d'importance en 
intelligence artificielle. 
Définition 2.1 (Planification). La planification consiste à l'élaboration d'une stratégie, 
laquelle prend la forme d'une séquence d'actions/sous-tâches partiellement ordonnées 
permettant à un agent de résoudre un problème donné, de sorte que les objectifs visés 
sont atteints [82]. Cette séquence d'actions/sous-tâches est souvent appelée plan. 
Dans notre contexte, un plan d'activité dénote la séquence d'actions à effectuer par 
la personne pour accomplir les objectifs de l'activité. Ainsi, la personne peut planifier 
l'activité en fonction de plusieurs facteurs, dont, par exemple, la recette d'un plat cuisiné. 
Mais la formalisation de cette structure de plan n'est pas triviale et plusieurs approches 
ont été proposées, dont les réseaux de tâches hiérarchiques (hierarchical task networks 
ou HTN) [71]. Généralement, dans le domaine de la planification, on utilise la notion 
d'agent pour décrire l'entité qui planifie la séquence d'actions et qui réalise le plan. 
Définition 2.2 (Agent). Un agent est défini comme étant une entité qui agit sur l'envi-
ronnement qu'elle habite [215]. L'agent perçoit son environnement avec des capteurs et 
agit sur l'environnement à l'aide d'effecteurs [186]. Un agent peut donc être de différentes 
natures : un être humain, un robot, un logiciel, etc. 
Dans le contexte de la reconnaissance plans, en plus de l'agent qui planifie et effec-
tue le plan, on a un agent qui observe les changements dans l'environnement et tente 
de reconnaître le plan en cours de réalisation [210]. En d'autres termes, les buts de 
l'agent observé sont connus en planification, alors qu'en reconnaissance de plans, l'objec-
tif principal de l'agent observateur est de déterminer les buts de l'agent observé. L'agent 
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observateur se base sur les changements observés dans l'environnement qui résultent de 
la réalisation des actions par l'agent observé. Tous les changements, perceptibles ou non, 
de l'environnement sont le résultat d'actions [170]. 
Il n'y a pas de définition précise du problème de reconnaissance de plans qui est 
acceptée de façon unanime par la communauté scientifique. Selon Schmidt et al. [189], 
le problème de la reconnaissance de plans consiste à «prendre en entrée une séquence 
d'actions exécutées par un acteur, d'inférer le but poursuivi par l'acteur, et d'organiser 
la séquence d'actions en terme d'une structure de plan ». Cette structure de plan organise 
dans le temps un ensemble d'actions qui permettent à l'agent acteur d'atteindre ses buts. 
Pendant que l'agent acteur tente d'accomplir ses buts en suivant la structure de plan, 
l'agent observateur a pour objectif d'inférer le plan et les buts qui y sont rattachés. Par le 
fait que l'agent observateur ne connaît pas la structure de plan utilisé par l'agent acteur, 
il doit donc effectuer des hypothèses concernant la composition de cette structure de 
plans à partir de l'observation des actions effectuer par l'agent acteur. Ces différentes 
hypothèses peuvent représenter des buts distincts. Par conséquent, l'agent observateur 
doit utiliser la ou les hypothèses les plus plausibles pour évaluer les structures de plan 
possibles et les buts qui y sont rattachés. 
Dans le contexte de l'assistance cognitive au sein d'un habitat intelligent, la recon-
naissance de plans se caractérise par un processus d'inférence qui détermine le ou les 
plans possibles d'un occupant (agent acteur) et est basée sur : 
- les observations qui caractérisent les changements perçus par les capteurs résultants 
des interactions (actions) de l'occupant avec l'environnement, 
- un principe d'abduction pour la construction d'hypothèses représentant les diffé-
rents plans possibles expliquant les observations, 
- une méthode d'appariement des observations avec les différentes actions que l'oc-
cupant peut effectuer dans l'habitat intelligent, 
- une méthode d'appariement de la séquence d'actions plausibles avec les plans des 
activités que l'occupant peut réaliser dans l'habitat intelligent. 
On note que l'agent observateur ne connaît pas à l'avance le plan choisi par l'occupant 
et qu'il peut utiliser une librairie de plans incomplète. La seule chose en commun entre 
l'occupant et l'agent observateur est l'environnement dans lequel les deux évoluent. 
Cet environnement en commun est l'habitat intelligent, qui correspond la résidence 
de l'occupant, et la perception de cet environnement par l'agent observateur provient des 
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capteurs disséminés dans l'habitat. On peut décrire le travail de l'agent observateur avec 
cette séquence d'étape : 
1. Effectuer l'appariement entre les événements perçus au sein de l'habitat intelligent 
et les actions de bas niveau qu'il connaît (libraire d'actions). Ceci permet d'évaluer 
la séquence des actions effectuées par l'occupant. Un événement est un changement 
perceptible (capteur) de l'état de l'environnement. Les actions effectuées par l'oc-
cupant produisent des changements dans l'environnement lesquels, si perceptibles, 
déclenchent des événements capteurs. 
2. À chaque observation d'une action possible, l'agent observateur doit générer un 
ensemble d'hypothèses concernant le plan possible effectuer par l'occupant. Cet 
ensemble d'hypothèses est déterminé en se basant sur un raisonnement abductif. 
Le raisonnement abductif est un processus d'inférence qui permet à partir d'une 
conséquence, c'est-à-dire un ensemble de faits observés, de dériver, en se basant sur 
les règles de déductions connues, l'ensemble des prémisses ayant potentiellement 
provoqué ce résultat [68]. 
3. Au terme du processus de reconnaissance de plans, l'agent observateur à pour ob-
jectif de déterminer le comportement observé de l'occupant, déterminer les actions 
futures possibles, et d'identifier les opportunités d'assistance. 
Comme le comportement de l'occupant peut l'amener à effectuer plusieurs activités 
ou de réaliser de façon erronée une ou plusieurs activités, la notion de plan peut avoir 
plusieurs connotations possibles : 
Plan cohérent d'une activité Un plan d'une activité dénotant une réalisation cohé-
rente permettant d'accomplir les objectifs de l'activité. 
Plan erroné d'une activité Un plan d'une activité dénotant une réalisation erronée 
ne permettant pas d'accomplir les objectifs de l'activité. Plusieurs types d'erreurs 
peuvent être associés au plan. Par exemple, l'occupant peut oublier une action, 
ajouter une action sans pertinence avec les objectifs de l'activité, ou utiliser les 
mauvais outils. 
Plan cohérent comportemental Un plan dénotant un comportement associé à la réa-
lisation cohérente d'une ou plusieurs activités. On peut considérer le plan cohé-
rent comportemental comme étant un ensemble de plans cohérents d'activités qui 
peuvent s'entrecroiser. 
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Plan erroné comportemental Un plan dénotant un comportement associé à la réa-
lisation erronée d'une ou plusieurs activités, tandis que d'autres activités peuvent 
être réalisées de façon cohérente. On peut considérer le plan erroné comportemen-
tal comme étant un ensemble de plans erronés d'activités et, s'il y en a, de plans 
cohérents d'activités. Les différents plans d'activités composant le plan erroné com-
portemental peuvent s'entrecroiser. 
La variabilité du comportement de l'occupant induit par conséquent une complexité sur 
le processus de reconnaissance de plans. 
2.2.2 Classification de la reconnaissance de plans 
Le problème de la reconnaissance de plans peut être divisé en trois catégories distinctes 
[78]: 
- la reconnaissance de plans à l'insu (keyhole), 
- la reconnaissance de plans communicative (intended), 
- la reconnaissance de plans d'opposition (adversarial). 
Cette catégorisation est basée sur la relation qui existe entre l'agent observé et l'agent ob-
servateur [49]. Cette catégorisation est principalement utilisée pour clarifier le contexte de 
reconnaissance qui influence la conception du modèle de reconnaissance qui sera employé. 
Dans la reconnaissance de plans à l'insu, on présume que l'agent acteur ne sait pas qu'il 
est observé et, par conséquent, ne va pas tenter d'influencer le processus de reconnaissance 
ou d'induire en erreur l'agent observateur [49]. Ainsi, l'agent acteur offre une coopération 
neutre, où il n'explicite ou ne cache pas ses intentions. Cela revient, grossièrement, à 
observer une personne via le trou de serrure, de sorte qu'elle se comporte normalement 
sans assister ou nuire le processus de reconnaissance. Ce type de reconnaissance s'applique 
bien dans un contexte où l'on ne peut pas présumer de la collaboration ou de la nuisance 
délibérée de la part de l'agent acteur. Par exemple, un contexte d'assistance cognitive 
où l'occupant s'affaire à ses activités sans se soucier du fait qu'il est observé, correspond 
bien à ce type de reconnaissance. 
Dans un contexte de reconnaissance de plans communicative, on présume que l'agent 
acteur sait qu'il est observé et, par conséquent, il adapte son comportement en réalisant 
son activité de façon à faciliter le processus de reconnaissance [112]. Ainsi, l'agent acteur 
offre une coopération directe, où il tente d'expliciter ses intentions. Ce type de reconnais-
sance provient du contexte du traitement automatique du langage naturel [49]. Certains 
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travaux se sont basés sur la supposition de coopération directe pour proposer des sys-
tèmes de reconnaissance où, dans une situation d'incertitude, l'agent observateur peut 
directement demander à l'agent acteur des clarifications de la tâche en cours de réalisa-
tion [116]. Cependant, dans un contexte d'assistance cognitive, on ne peut pas présumer 
des capacités de collaboration de l'occupant. En effet, une demande de clarification peut 
augmenter la charge cognitive du patient, ce qui est non recommandé dans un contexte 
d'assistance à des personnes avec troubles cognitifs. 
La dernière catégorie, la reconnaissance de plans d'opposition, suppose que l'agent 
acteur est hostile à l'observation de son comportement [80]. De ce fait, il tente de faire 
échouer le processus de reconnaissance en effectuant des actions qui cache ses intentions 
[122]. Ainsi, l'agent acteur offre une coopération négative, où il tente de cacher ses inten-
tions par tous les moyens possibles. Du point de vue de l'agent acteur, l'agent observateur 
représente un ennemi et par conséquent, l'agent acteur tente volontairement d'effectuer 
des actions qui sont incohérentes avec ses objectifs, dans le but d'amener l'agent observa-
teur à inférer des fausses conclusions sur son comportement. Ce type de reconnaissance 
s'applique principalement dans un contexte militaire [95] ou dans un contexte de jeux 
vidéo où des agents adverses essaient de battre un joueur humain [3]. Cependant, la re-
connaissance de plans d'opposition cadre mal avec les objectifs d'un contexte d'assistance 
cognitif. Même si l'occupant effectue des actions qui rendent plus difficile la reconnais-
sance de ses intentions, la cause principale de ses actions est les erreurs comportementales 
qui résultent des symptômes de la maladie du patient. Ainsi, il n'y a pas d'intention de 
nuire de façon volontaire au processus de reconnaissance. Également, l'un des principes 
fondamentaux de l'assistance cognitive est l'acceptation de la part du patient de ce service 
d'assistance. 
2.2.3 Reconnaissance d'activités dans un habitat intelligent 
Dans un contexte d'habitat intelligent, on peut résumer le problème de la reconnais-
sance d'activités comme étant le processus d'interprétation des actions de bas niveau, 
lesquelles sont détectées par les capteurs disséminés dans l'environnement, dans le but 
d'inférer les intentions (activités en cours de réalisation) d'un occupant [141]. L'un des 
objectifs principaux de ce processus de reconnaissance est l'identification des erreurs 
comportementales lors de la réalisation des activités. Ainsi, cette reconnaissance permet 
d'évaluer si une tâche d'assistance est nécessaire, permettant à l'habitat intelligent de 
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planifier la façon de fournir ce service d'assistance. Par conséquent, les spécificités de 
la reconnaissance d'activités au sein d'un habitat intelligent amènent plusieurs compli-
cations. En effet, l'occupant d'un tel environnement souffre généralement de troubles 
cognitifs qui le rendent plus enclin à avoir un comportement erroné quand il effectue ses 
activités de la vie quotidienne. Par exemple, une distraction (sonnerie de téléphone, bruit 
non familier, . . . ) ou une perte de mémoire peut l'amener à effectuer les étapes d'une 
activité dans le mauvais ordre, d'effectuer des actions non pertinentes avec les objectifs 
de l'activité, ou bien d'oublier certaines étapes de l'activité. 
On peut découpler le processus de reconnaissance dans un habitat intelligent en quatre 
sous-problèmes [179] : 
1. collecter les données capteurs, 
2. interpréter et fusionner les données capteurs pour obtenir des informations utiles, 
3. identifier les actions de bas niveau effectuées, 
4. interpréter le comportement observé. 
Chacun de ces sous-problèmes comporte plusieurs défis qui doivent être adressés séparé-
ment, mais qui sont complémentaires si l'on veut déployer un système de reconnaissance 
d'activités efficace. Ce processus de reconnaissance peut ainsi être subdivisé en quatre 
couches selon l'architecture présentée à la Figure 2.1. Ainsi, chacune des couches est 
responsable des différentes problématiques et elles composent ensemble un système de 
reconnaissance complet. 
Collecte des données capteurs 
La première couche s'attaque à la problématique de la collecte des données capteurs. 
Quand l'occupant interagit, à l'aide d'actions de bas niveau, avec l'habitat intelligent, les 
capteurs disséminés dans l'environnement produisent des événements. Ces événements 
doivent être capturés par le système en utilisant, par exemple, un serveur d'événements. 
Ce serveur d'événements fournit une couche d'abstraction qui permet à d'autres ser-
vices d'écouter tout ou certains types d'événements, et de fournir l'information de ces 
événements de façon uniforme. L'une des difficultés principales est l'hétérogénéité des 
capteurs et des différents protocoles de communication utilisés. Plusieurs approches ont 
été proposées pour répondre à cette problématique. Par exemple, l'approche proposée 
par Bannach et al. [15], le Context Récognition Network (CRN) toolbox, permet de lire 
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Système de reconnaissance d'un habitat intelligent 
j Couche 4: Reconnaissance d'activités 
(Interprétation du comportement) 
Librairie de plans d'activités Inférence du comportement observé plausible 
:::::::::::::z:::z::::::i 
iCouche 3: Reconnaissance d'actions 
(Plan d'actions observées plausibles) 
Librairie d'actions Formalisation de l'action Inférence de l'action plausible ... 
iCouche 2: Interprétation des données capteurs 
(Représentation des connaissances) 
Position de l'occupant Position des objets État des objets 
. . 
: Couche ï ï Collecté dès données capteurs 
(Événements) 
; Caméra Étiquettes RFID Détecteurs de mouvement Contacts magnétiques 
s-^.O^"^•^ / Interactions avec l'habitat intelligent 
Intentions }{~J ^^^^^^/ (réalisation d'actions planifiées) 
FIGURE 2.1 - Architecture d'un système de reconnaissance d'activités au sein d'un habitat 
intelligent. On remarque la subdivision en quatre couches du système. 
les données provenant de différents lecteurs (encapsulation de capteurs physiques), d'en-
voyer les données à l'aide de rédacteurs (encapsulation de protocoles de communication), 
et d'effectuer certains prétraitements et algorithmes de classification sur les données en 
utilisant des interfaces avec Matlab[\2A) et Wefca[120]. Une autre difficulté importante 
est la précision des capteurs et le type de capteurs utilisés. L'utilisation de capteurs 
complexes, comme des caméras, microphones, et accéléromètres, augmente la complexité 
de l'acquisition des données. En effet, les données collectées de ces types de capteurs 
requièrent un pré-traitement pour extraire les propriétés caractéristiques de l'événement 
perçu [45]. L'utilisation de capteurs plus simple, comme les étiquettes RFID, les contacts 
magnétiques, les détecteurs de présence, et les tapis tactiles, permet de limiter le temps 
de pré-traitement en ayant des données envoyées avec des valeurs distinctes (booléens, 
ensemble fixe de valeurs, . . . ). Finalement, un autre aspect important à prendre en consi-
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dération concerne la détection des pannes des capteurs. Il faut être en mesure de vérifier 
la fiabilité des capteurs en utilisant, par exemple, de la validation croisée, dans le but de 
déterminer un facteur de croyance dans les informations envoyées par un capteur spéci-
fique. Tout cela permet d'augmenter l'efficacité et la sûreté des services d'assistance qui 
utilisent les différents capteurs. 
Interprétation et fusion des données capteurs 
La deuxième couche s'attaque à la problématique de l'interprétation et de la fusion 
des données capteurs pour obtenir une information pertinente. En d'autres mots, les in-
formations provenant des événements capteurs doivent être transformées sous une forme 
utilisable par les services de plus haut niveau, comme la reconnaissance d'actions et d'ac-
tivités et le service d'assistance cognitive. La fusion des données capteurs permet d'inférer 
des informations implicites sur l'état actuel de l'habitat intelligent. Par exemple, la détec-
tion de mouvement dans la cuisine et l'ouverture de la porte du réfrigérateur permettent 
d'inférer que l'occupant se trouve actuellement dans la cuisine de l'appartement. Ainsi, 
l'action d'ouvrir la porte du réfrigérateur par l'occupant a déclenché plusieurs événe-
ments capteurs. La fusion des données capteurs permet également d'augmenter le facteur 
de croyance de certaines propriétés de l'état actuel de l'environnement. L'information 
provenant d'un capteur est parfois non suffisante pour tirer des conclusions précises, de 
sorte qu'on obtient une incertitude sur certaines propriétés de l'environnement. L'accu-
mulation d'information des capteurs permet d'augmenter la certitude sur l'état actuel 
de l'environnement. Un des moyens pour représenter l'état actuel de l'environnement est 
l'utilisation d'une ontologie, décrivant les différents concepts possibles et leurs relations 
(terminologie) de l'habitat intelligent et l'état actuel de l'environnement (assertions). Une 
des problématiques importantes en représentation des connaissances est la gestion des 
différents aspects de l'incertitude, influençant le facteur de croyance sur la connaissance 
de l'état de l'environnement actuellement observé. 
Identification de l'action effectuée 
La troisième couche s'attaque au processus d'identification de l'action plausiblement 
effectuée par l'occupant quand il réalise ses activités de la vie quotidienne. À partir de 
l'information extractible des événements capteurs, l'objectif de cette couche est d'inférer 
l'action qui a plausiblement causé les changements observés dans l'environnement de l'ha-
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bitat intelligent. Cette action plausible est sélectionnée à partir d'une libraire d'actions, 
laquelle consiste généralement à un ensemble d'actions pouvant être partiellement ordon-
née par une relation de généralisation / spécialisation (héritage, subsomption . . . ). Cette 
librairie énumère les actions que l'occupant peut effectuer dans l'habitat intelligent. En 
utilisant cette librairie et la formalisation utilisée pour décrire une action, le processus 
de reconnaissance d'actions infère l'action la plus plausible ayant, causé les changements 
observés (effets de la réalisation de l'action). Cette action plausible est ensuite ajoutée 
au plan d'actions observées plausibles. Ce plan décrit la séquence d'actions que l'occu-
pant a possiblement effectuées dans le cadre de la réalisation de ses activités de la vie 
quotidienne. Les principales difficultés dans le processus de reconnaissance d'actions sont 
rattachées à la formalisation des actions, laquelle doit tenir compte de l'observabilité 
partielle de l'environnement. Par exemple, supposons que le changement observé dans 
l'environnement est l'ouverture d'une porte dans la cuisine, sans savoir spécifiquement 
de quelle porte il s'agit. Plusieurs actions sont possibles pour expliquer les changements 
observés : ouverture de la porte du réfrigérateur, ouverture de la porte du garde-manger, 
etc. On peut gérer cette situation de plusieurs façons. Dans un premier cas, on peut 
utiliser une distribution de probabilité sur l'ensemble des actions et sélectionner la plus 
probable. Dans un autre cas, on peut sélectionner une action plus générique (OuvrirPor-
teCuisine). Finalement, on peut utiliser une solution qui est basée sur une combinaison 
des deux approches. 
Identification du comportement 
La quatrième couche s'attaque au processus d'interprétation du comportement de 
l'occupant observé quand il effectue ses activités. Ce processus de reconnaissance du 
comportement, et implicitement des activités en cours de réalisation, est principalement 
basé sur un principe d'abduction pour élaborer des hypothèses sur le comportement plau-
sible et sur l'appariement de la séquence d'actions observées plausibles avec les modèles 
décrivant les activités. Par exemple, les plans d'activités constituent des modèles d'acti-
vités. Ces modèles d'activités, décrivant les activités que l'occupant peut effectuer au sein 
de l'habitat intelligent, sont regroupés dans une librairie d'activités. À chaque nouvelle 
action observée, et implicitement la modification du plan observé, le processus de recon-
naissance d'activités élabore ou écarte des hypothèses sur le comportement de l'occupant. 
Dans certains cas, plusieurs hypothèses sont valides pour expliquer le comportement. Par 
exemple, on peut avoir d'un côté une hypothèse d'un comportement cohérent et de l'autre 
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une hypothèse d'un comportement erroné. Un processus de reconnaissance doit normale-
ment être en mesure de considérer ces deux types d'hypothèses. En effet, dans certaines 
situations, ces deux types d'hypothèses sont des explications valables, sans favoriser un 
type de comportement par défaut. Par la variabilité du comportement observé, le pro-
cessus de la reconnaissance d'activités est la partie qui influence le plus la complexité du 
système de reconnaissance. 
Il faut noter que certaines approches de reconnaissance d'activités peuvent omettre 
les deuxième ou troisième couches. Certaines approches basent leurs processus de recon-
naissance d'activités en fonction des événements détectés ou sur la transition des états de 
l'environnement de l'habitat intelligent, sans inférer la séquence d'actions observées plau-
sibles. Par exemple, l'approche de Kadouche et al. [109] utilise les événements capteurs, 
en conjonction avec les machines à vecteurs supports (Support Vector Machine ou SVM), 
pour classer l'activité en cours de réalisation par l'occupant. Cependant, l'omission de 
ces couches est parfois néfaste, spécialement lorsqu'il faut prédire la ou les prochaines 
actions que l'occupant, peut effectuer. 
2.3 Types d'approches de reconnaissance d'activités 
Lorsqu'on parcourt la littérature de la reconnaissance d'activités en intelligence arti-
ficielle, on peut remarquer que les différentes approches proposées se subdivisent en trois 
tendances principales de recherche : 
- les approches de reconnaissance basées sur la logique, 
- les approches de reconnaissance basées sur des théories de l'incertitude (probabili-
tés, possibilités, logique floue . . . ), 
- les approches de reconnaissance basées sur une combinaison de techniques logiques 
et et de techniques probabilistes (hybrides). 
Les approches de reconnaissance logiques [46, 113, 138, 158, 214] sont essentiellement 
basées sur le développement d'une théorie, en utilisant par exemple la logique du pre-
mier ordre, pour formaliser la reconnaissance d'activités en un processus de déduction 
ou d'abduction. Les approches de reconnaissance probabilistes [3, 17, 26, 42, 89, 144] 
définissent le processus de reconnaissance d'activités en terme de raisonnement basé sur 
des théories de l'incertitude, comme la théorie des probabilités, la théorie des possibilités, 
la logique floue, et la théorie de l'évidence (Dempster-Shafer). Les approches de recon-
naissance hybrides [11, 81, 185] utilisent une combinaison de techniques utilisées dans les 
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deux précédentes approches, en utilisant une quantification probabiliste sur un ensemble 
d'hypothèses qui a été obtenue à partir d'un algorithme symbolique. 
En plus de ces trois tendances, il y a une nouvelle tendance qui prend de plus en 
plus d'importance dans le domaine de la reconnaissance d'activités : les approches de 
reconnaissance génératives. Les approches de reconnaissance génératives [145, 161] n'uti-
lisent pas de librairie de plans pour effectuer la reconnaissance de plans, mais utilisent un 
algorithme de planification pour générer des hypothèses expliquant la séquence d'actions 
observées. Les deux principales approches sont les travaux de Pattison et Long [146] et de 
Ramirez et Geffner [162]. Ce type d'approches présente de bons résultats pour la recon-
naissance des buts, mais requiert encore beaucoup de recherche pour être applicable pour 
la reconnaissance de comportement erronée (planification de comportement erronée). 
Cette section présente les principales approches de reconnaissance d'activités. Une 
discussion des avantages et inconvénients de chaque type d'approche sera présentée. Plu-
sieurs approches de reconnaissance d'activités dans un contexte d'intelligence ambiante 
utilisent les techniques employées par ces approches [51, 90, 155]. 
2.3.1 Approches de reconnaissance logiques 
Les approches de reconnaissance logiques [38, 113, 214] sont basées sur une démarche 
qui consiste à développer une théorie, en utilisant un système formel logique comme la 
logique du premier ordre [70], dans l'objectif de transformer le processus de reconnais-
sance en un processus d'inference deductive ou abductive. L'un des précurseurs de ce 
type d'approche sont les travaux de Kautz [112]. Cette approche a servi de fondation à 
plusieurs travaux [138, 158, 214] qui avaient comme objectif de prendre en considération 
les limitations de l'approche proposée par Kautz [113]. 
Dans l'approche de Kautz [112], un agent observateur utilise une collection de schémas 
de plans (des types d'actions/activités qui sont dénotées par événements par Kautz [112]), 
lesquels sont modélisés à l'aide d'axiomes en logique du premier ordre, formant ainsi 
une structure hiérarchique basée sur des relations d'abstraction et de décomposition. 
Les axiomes d'abstraction permettent d'indiquer qu'un événement A est également un 
événement B. Les axiomes de décomposition permettent d'indiquer qu'un événement 
A est composé de plusieurs sous-événements et également les contraintes entre ces sous-
événements. Par exemple, la Figure 2.2 montre un extrait d'une hiérarchie d'activités dans 
le cadre de la préparation de repas. Les relations d'abstraction permettent d'indiquer que 
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Faire Fettucini Alfredo, Faire Spaghetti Pesto et Faire Spaghetti Marinara sont également 
Faire Recette Pâtes, et Faire Recette Pâtes est également Préparer Repas. Les relations de 
décomposition permettent d'indiquer que l'activité Préparer Recette Pâtes est composée 
des trois sous-activités Faire Pâtes, Faire Sauce et Faire Bouillir les pâtes. On note que 
la hiérarchie visuelle ne montre pas toutes les informations que l'on peut décrire dans 
les axiomes de décomposition. Tout Événement est un événement qui fait l'abstraction 
de tous les événements possibles dans la hiérarchie. Evénement de Fin est un événement 
spécial qui ne peut pas être une composante d'un autre événement, ce qui permet de 
contrôler le processus de reconnaissance. L'approche suppose que les plans sont corrects et 
que l'agent observateur à une connaissance complète (hiérarchie d'événements complète). 
En se basant sur cette librairie de plans, le processus de reconnaissance utilise un en-
semble de règles d'inférence dans le but d'extraire un modèle d'interprétation minimale. 
Ce modèle d'interprétation minimale consiste en une disjonction de plans possibles, les-
quels couvrent l'ensemble des événements observés. En fait, ceci correspond à appliquer 
la théorie de la circonscription proposée par McCarthy [125] sur la librairie de plans 
en se basant sur les observations. La théorie de la circonscription [126] est une logique 
non-monotone, où l'ajout de nouveaux faits peut invalider les croyances précédentes, qui 
permet de formaliser le raisonnement de conjecture où l'on peut se référer à la conclusion 
que les objets qui démontrent avoir certaines propriétés en raisonnant à partir de certains 
faits sont les seuls objets qui satisfont ces propriétés. 
Une limite de l'approche de Kautz [112] est que le résultat du processus de recon-
naissance est composé d'un ensemble de plans possibles équiprobables. En d'autres mots, 
une hypothèse (plan possible) ne peut pas être privilégiée par rapport aux autres hypo-
thèses possibles. Une autre limitation de cette approche concerne la reconnaissance de 
plusieurs activités (plans multiples). Cette approche considère que tous les événements 
observés qui peuvent être expliqués par un plan commun sont nécessairement induits par 
le même but et, par conséquent, ils appartiennent au même plan même si ces événements 
sont associés à différents objectifs et correspondent à la réalisation de plusieurs activités 
(plans). Cependant, si ces observations ne peuvent pas être associées à un plan commun, 
on considère que les événements observés sont en lien avec au moins deux buts distincts. 
Dans ce cas, le processus de reconnaissance considère tous les plans possibles qui corres-
pondent à ces buts. En d'autres termes, elle privilégie l'explication la plus simple, celle 
qui contient peu de buts, à une autre qui peut contenir plus de buts. 
Le problème de l'équiprobabilité des plans possibles a été partiellement résolu par les 
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FIGURE 2.2 - Exemple d'une hiérarchie de plans pour la préparation de repas. Schéma 
modifié de Kautz [112]. Les flèches en tiret représentent les relations d'abstraction et les 
flèches pleines représentent les relations de décomposition. 
travaux de Wobcke [214], où le processus de reconnaissance de plans est basé sur l'ap-
proche de Kautz [112] et sur la sémantique des situations [16]. Contrairement à la théorie 
des mondes possibles [128], où chaque proposition doit avoir une valeur de vérité assignée 
dans chaque monde possible, une situation peut avoir des propositions non définies. Dans 
cette approche, les plans de la librairie sont formalisés en termes de situations et une re-
lation d'ordre partiel organise ces plans par niveau de plausibilité. Ceci permet d'obtenir 
un résultat plus épuré en considérant uniquement les plans provenant de la classe de plans 
les plus plausibles. Cependant, une faiblesse importante de cette approche provient de la 
sémantique des situations, laquelle est en constante évolution et dont l'appareil formel 
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est complexe, imprécis, et difficile à rendre opérationnel dans un contexte réel [123]. De 
plus, les plans possibles au sein d'un même niveau de plausibilité présentent également 
le problème d'équiprobabilité. Même si l'on peut privilégier un niveau de plausibilité, on 
ne peut pas favoriser un plan possible par rapport aux autres plans possibles du même 
niveau. 
Une autre problématique avec les approches logiques est que ce type d'approche ne 
considère pas les activités effectuées de manière erronée, car elle suppose que l'agent 
observé agit de façon rationnelle. Un agent est rationnel si les actions effectuées par 
celui-ci sont cohérentes avec ses intentions. En d'autres termes, l'agent observé planifie 
une séquence d'actions qui permettent d'accomplir les objectifs de son intention. Ainsi, 
on considère que l'agent observé n'effectuera pas d'erreurs dans la réalisation d'un plan, 
car ceci nuirait à l'atteinte de ses objectifs. Par conséquent, l'apparition d'une action dif-
férente que celle qui est espérée sera considérée par défaut comme étant une interruption 
du plan en cours de réalisation, en vue de poursuivre un nouveau but. Dans un contexte 
de reconnaissance d'activités au sein d'un habitat intelligent, cette supposition n'est pas 
réaliste. En effet, cette nouvelle action peut correspondre à une erreur comportementale 
de la part d'un patient atteint de troubles cognitifs ou d'une personne en bonne santé, 
mais faillible. On obtient ainsi un dilemme sur l'interprétation de cette action observée 
différente de celle qui est espérée. Soit que l'agent observé réalise de façon erronée une ac-
tivité ou soit qu'il réalise plusieurs activités de façon entrecroisée, où il peut interrompre 
temporairement l'exécution d'un plan en cours pour suivre un autre plan, pour ensuite 
y revenir plus tard. 
Certains travaux [138, 158] ont proposé une extension de l'approche de Kautz [113] 
afin de reconnaître les plans erronés. L'approche proposée par Py [158] présente une 
extension basée sur l'ajout d'un événement de type Erreur dans la hiérarchie de plans. 
L'intention d'un tel ajout est d'expliquer toutes les observations qui ne peuvent pas être 
expliquées par les événements normaux. Cette approche a été utilisée pour concevoir 
un système d'assistance tutoriel pour la géométrie, dans lequel les étudiants planifient 
l'utilisation de théorèmes dans le but de prouver certaines propriétés géométriques. La 
majorité des erreurs effectuées par les étudiants, lesquelles sont principalement associées 
à l'utilisation d'un théorème quand ses antécédents ne sont pas tous vrais, est détectée 
et corrigée par le système. Cependant, ce type d'approche est limité, car il est nécessaire 
de prédéfinir une version modifiée de chaque plan pour chaque type d'erreurs, ce qui 
peut s'avérer coûteux quand le système gère plusieurs plans [113]. Dans les systèmes 
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de tutoriel intelligent, on utilise couramment ce type d'approches en ayant une librairie 
qui contient les erreurs communes d'un domaine [218]. L'approche proposée par Nerzic 
[138] présente une extension qui s'utilise un mécanisme du second ordre dans le but de 
fusionner deux actions observées qui semblent être effectuées pour des buts différents, 
avec comme objectifs d'interpréter la seconde observation comme étant la continuation 
erronée de la première action observée. La principale limitation de cette approche est liée 
à la logique du second ordre, qui n'admet pas une théorie complète de la preuve [70]. Par 
conséquent, cette approche n'a pas été formalisée ou appliquée. 
Finalement, une autre limitation des approches logiques est la supposition que la 
librairie de plans est complète, où toutes les activités qu'un agent observé peut effectuer 
sont connues. Cette supposition est irréaliste dans un contexte où l'agent observé est 
erratique et effectue des plans erronés, lesquels sont généralement absents de la librairie. 
En effet, même si l'on ajoute des plans décrivant des façons erronées ou entrecroisées 
de réaliser des activités dans la librairie de plans, celle-ci sera forcément incomplète. En 
effet, il peut exister une multitude de façons d'effectuer des erreurs dans la réalisation 
d'une activité ou de combiner la réalisation de plusieurs activités. 
On remarque que peu de travaux en reconnaissance d'activités au sein d'un contexte 
d'intelligence ambiante se sont basés sur une approche logique. La principale cause est le 
problème d'équiprobabilité des différentes hypothèses possibles. La reconnaissance d'ac-
tivités dans un contexte d'intelligence ambiante est généralement en lien avec d'autres 
services, comme l'assistance cognitive, qui doivent prendre des décisions rapidement. Il 
faut être en mesure de quantifier les hypothèses pertinentes dans le but de faire des choix 
sur le comportement possible de l'occupant quand il effectue ses activités. Cependant, 
certaines approches utilisent des logiques probabilistes pour répondre à cette problé-
matique d'équiprobabilité. Par exemple, l'approche de Sadilek et Kautz [187] utilise les 
réseaux logiques de Markov [171] pour la reconnaissance d'activités impliquant plusieurs 
individus à partir de données de géolocalisation GPS. Un réseau logique de Markov [171] 
est une base de connaissances en logique du premier ordre où chaque formule (ou clause) 
a un poids associé. Un réseau logique de Markov sert de gabarit pour générer un réseau 
de Markov (Markov network ou Markov random field) à partir des instanciations des for-
mules atomiques. Cette approche montre des résultats prometteurs pour des domaines 
multi-agents ayant des données bruitées. 
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2.3.2 Reconnaissance basée sur les théories de l ' incertitude 
Le deuxième type d'approche de reconnaissance d'activités est basé sur des modèles 
probabilistes [3, 26, 42], avec ou sans apprentissage, ou sur d'autres théories de l'in-
certitude [17, 39, 89]. L'incertitude est une propriété fondamentale et inévitable dans 
la vie de tous les jours [91]. La majorité des approches probabiliste s'appuient sur des 
modèles graphiques probabilistes, comme les réseaux Bayésiens [147] et les modèles tem-
porels comme les réseaux Bayésiens dynamiques [136] et les modèles de Markov cachés 
[160]. Les autres théories de l'incertitude utilisées en reconnaissance sont principalement 
la théorie de l'évidence (Dempster-Shafer) [193] et des théories basées sur les ensembles 
flous [221] comme la théorie des possibilités [63] et la logique floue [220]. Ces approches 
permettent de répondre au problème d'équiprobabilité des hypothèses présent dans les 
approches logiques. En effet, le concept général dans ce type d'alternatives consiste à 
attribuer une valeur (probabilité, possibilité, plausibilité) à chaque hypothèse possible 
dans la librairie d'activités et à définir un modèle qui permet de réviser ces valeurs en 
fonction des observations (actions, états de l'environnement . . . ) . Ainsi, le résultat du 
processus de reconnaissance permet d'ordonner les différentes hypothèses, permettant 
ainsi de sélectionner la ou les meilleures hypothèses. 
Aperçu de la théorie des probabilités 
L'une des théories les plus connues pour la représentation de l'incertitude est la théorie 
des probabilités [174]. Soit un ensemble d'états possibles du monde S. Une mesure de 
probabilité assigne à chaque état dans S une valeur de probabilité, indiquant la possibilité 
que cet état soit l'état courant. Cette distribution de probabilités doit être normalisée, 
c'est-à-dire que la somme des probabilités de l'ensemble des états dans S doit être égale 
à 1. Par exemple, si les différents états du monde sont les six faces d'un dé, alors on 
peut supposer que chaque face a une probabilité de 1/6 (pour un dé normal). Si l'on 
considère l'ensemble des états S, c'est-à-dire les six faces d'un dé, alors la probabilité de 
cet ensemble sera de 1, car il est certain que l'état actuel (le résultat d'un lancer de dé) 
se retrouve parmi les états possibles (l'une des six faces possibles). 
L'espace de probabilités d'un ensemble S avec une probabilité P doit respecter les 
trois axiomes suivants (axiomes de Kolmogorov) : 
1. P(E) > 0 pour tout ECS, 
2. P(S) = 1, 
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3. P(Ei U...UEn) = YZ=i P(E>) P ° u r t o u s El,...,EnÇS disjoints (additivité). 
E représente un événement (un sous-ensemble d'états de 5). En conséquence au troisième 
axiome, la probabilité de l'union de deux événements (peu importe s'ils sont disjoints) 
est P(A U B) = P{A) + P(B) - P(A n B). Dans le cas où A et B sont disjoints, la 
probabilité de l'intersection des deux ensembles est P(A n B) = 0, car il est impossible 
que l'état actuel soit dans un ensemble vide. Également, on peut noter que la probabilité 
de l'inverse d'un événement A, dénoté par A = S \ A, est donnée par P(A) = 1 — P(A). 
L'un des résultats principaux de la théorie des probabilités est le théorème de Bayes 
[22], lequel constitue l'un des fondements des réseaux Bayésiens : 
P(m = M (2,) 
où P(A) est la probabilité a priori (marginale) de l'événement A, P(B) est la probabi-
lité a priori de l'événement B, P(A\B) est la probabilité conditionnelle de l'événement 
A sachant l'événement B, et P{B\A) est la probabilité conditionnelle de l'événement 
B sachant, l'événement A. Ainsi, le théorème de Bayes permet d'évaluer la probabilité 
conditionnelle P{A\B) à partir de la probabilité conditionnelle inverse P(B\A), 
Malgré l'utilisation répandue de la théorie des probabilités, cette théorie possède cer-
taines limitations. L'une des limitations est la difficulté de représenter l'ignorance totale 
de façon naturelle. Dans ce cas, tous les éléments de l'ensemble S sont équiprobables, 
de sorte que la valeur de probabilité de chaque élément est égale à 1/|5|, où | 5 | est 
le nombre d'éléments de l'ensemble S. Or, une distribution uniforme de probabilités 
sur un ensemble fini d'événements élémentaires exprime mieux la notion d'aléatoire que 
l'ignorance, c'est-à-dire la chance égale d'occurrence des événements élémentaires [61]. 
L'ignorance exprime le fait que chaque occurrence possible est considérée comme étant 
également plausible, car il n'y a pas d'évidence qui supporte l'une d'elles, c'est-à-dire 
que l'information est manquante. Aucune mesure de probabilité ne peut expliquer un tel 
manque de connaissances, car même une distribution uniforme conduit à l'attribution 
de probabilités non égales à au moins deux événements possibles contingents en général. 
Une autre limitation de la théorie des probabilités classiques est qu'elle ne peut pas gérer 
l'imprécision sur l'incertitude. Un des moyens de pallier à ce problème est l'utilisation 
d'un ensemble de mesures de probabilités, de sorte que l'on a plusieurs distributions de 
probabilités sur le même ensemble S. Par exemple, pour un événement E, on peut avoir 
une probabilité supérieure Psup(E) et une probabilité inférieure Pmf(E). Ainsi, on peut 
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représenter la notion d'intervalle de probabilités à partir de ces deux distributions de 
probabilités. 
Approches basées sur les réseaux Bayésiens 
L'un des précurseurs de ce type d'approche sont les travaux de Charniak et Goldman 
[42], où le processus de reconnaissance est basé sur les réseaux Bayésiens. Un réseau Bayé-
sien est défini comme une structure de graphe orienté sans cycle (Directed Acyclic Graph 
ou DAG), où les noeuds représentent des variables aléatoires et les arcs désignent les 
dépendances causales entre ces variables [147]. Les dépendances sont quantifiées par des 
distributions de probabilités conditionnelles indiquant, pour chaque valeur d'un noeud 
parent, la probabilité de chacune des valeurs possibles du noeud enfant. L'approche pro-
posée par Charniak et Goldman [42] se base sur un langage de premier ordre sans quan-
tificateur pour la représentation des plans et sur un système d'inférences probabilistes 
exploitant les réseaux bayésiens. 
Les noeuds du réseau peuvent correspondre à un plan, ses sous-plans, et les entités 
(objets et actions) impliquées dans le plan ou ses sous-plans. On note que les noeuds sont 
décrits à l'aide de propositions en fonction du langage de premier ordre utilisé. Les noeuds 
racines correspondent à des hypothèses sur le plan en cours de réalisation par l'agent 
observé. La probabilité assignée à un noeud représente la vraisemblance d'une proposition 
(noeud) en fonction d'évidences données. Les évidences correspondent à des événements 
observés (une instance d'actions observée), lesquelles peuvent impliquer des objets. Par 
exemple, l'évidence ((destination aller!) = magasin2) indique qu'une personne a 
effectué une instance de l'action aller (aller!) et que sa destination est une instance de 
l'objet magasin (magasin2). Le théorème de Bayes est utilisé pour évaluer la probabilité 
de chaque noeud à partir des évidences causales fournies par ses parents, et des évidences 
de diagnostic fournies par ses enfants. Ainsi, le processus de reconnaissance de ce modèle 
consiste à réévaluer les probabilités de chaque noeud à chaque ajout d'une évidence, 
propageant l'évidence au travers des noeuds. L'approche de Charniak et Goldman [42] 
a été implémenté dans le système WimpS pour la compréhension d'histoires en langage 
naturel [86]. 
La Figure 2.3 présente le réseau Bayésien pour les plans magasiner et vol après l'ob-
servation des évidences ((destination allerl) = magasin2) et ((objet — braquerbraquerb) 
= fusil6). ((destination allerl) = magasin!) dénote le fait que la personne va 
(allerl instance de l'action aller) au magasin (magasinl instance de l'objet maga-
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FIGURE 2.3 - Exemple d'un réseau Bayésien pour un problème de reconnaissance de 
plans. Schéma modifié de Charniak et Goldman [42]. Les noeuds représentent les variables 
aléatoires et les arcs représentent les dépendances causales entre ces variables. Le graphe 
représente deux hypothèses concurrentes (les plans magasiner et vol) après observations 
des évidences La personne va au magasin et II braque un fusil sur le propriétaire. 
sin). ((objet — braquer braquerb) = fusilft) dénote le fait que la personne braque 
(braquerb instance de l'action braquer) un fusil (fusilQ instance de l'objet fusil) sur le 
propriétaire du magasin. On remarque que les deux plans sont des hypothèses concur-
rentes pour expliquer les évidences. Cependant, la propagation des évidences dans le 
réseau permet d'évaluer la probabilité des deux hypothèses, dénotées par les noeuds 
(inst magasinera magasiner) et (inst vol4 vol), de sorte qu'une hypothèse est priorisée 
par rapport à l'autre. Dans le cas présent, les évidences supportent volA et par conséquent, 
la probabilité postérieure de magasiner?) diminue. 
L'une des problématiques avec l'utilisation des réseaux Bayésiens est la conception 
de la structure (dépendances causales) et requiert un grand nombre de probabilités a 
priori et conditionnelles. Cela nécessite des domaines où ces probabilités peuvent être 
estimées de façon fiable et que les influences causales entre les noeuds peuvent être dé-
terminées avec précision. La conception des liens causaux entre les variables aléatoires 
influence également le processus de propagation. Également, l'estimation des probabilités 
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a priori s'avère une tâche difficile et importante, car la qualité de l'inférence probabiliste 
dépend de la qualité de cette estimation. Par conséquent, il est avantageux d'utiliser des 
algorithmes d'apprentissage pour concevoir la structure et les paramètres d'un réseau 
Bayésien [76]. Cependant, une variation des habitudes de vie de l'occupant ou l'accrois-
sement des comportements erronés peuvent réduire la performance de la reconnaissance. 
De plus, la distribution de probabilités dans la librairie de plans doit être uniforme, de 
sorte que l'ajout d'un nouveau plan d'activité force une réévaluation de la distribution 
de probabilités. Aussi, ce type d'approche n'est pas sensible à l'ordre de l'observation des 
actions, ce qui peut influencer la reconnaissance de plans dans un contexte où la séquence 
d'actions observées est grande [39]. Finalement, le résultat du processus de reconnaissance 
de plans se résume à favoriser le plan (activité) le plus probable en cours de réalisation en 
fonction des observations (évidences). Ceci constitue une limitation dans un contexte où 
les activités peuvent s'effectuer de manière erronée ou entrecroisée. Cependant, ce type 
d'approches présente des résultats prometteurs sur la détection des activités réalisées à 
partir de capteurs simples (changements d'états) [199]. 
Approches basées sur des modèles probabilistes graphiques avancés 
Plusieurs travaux de reconnaissance probabiliste sont basés qui sont basés sur un 
modèle d'états temporels, où la valeur à un temps t est une capture des attributs pertinents 
(cachés ou observés) d'un système dynamique à un temps t [115]. Le système d'états est 
représenté par une attribution de valeurs à un ensemble de variables aléatoires X, où 
X^' représente la valeur d'une variable X, G X au temps t. On note que Xt représente 
une variable gabarit, laquelle est instanciée à différents points dans le temps t. Pour un 
sous-ensemble X Ç X, Xtvt2 (t\ < t2) dénote l'ensemble des variables {X^ : t E 
[£i, £2]}- Ainsi, l'espace de probabilité est composé de trajectoires, où chaque trajectoire 
est une attribution de valeurs à chaque variable X\ pour chaque temps t pertinent. Ainsi, 
on obtient une distribution jointe sur de telles trajectoires. Pour réduire la complexité, 
certaines suppositions sont effectuées : 
- Discrétisation de la plage de temps en tranche de temps : mesures du système d'états 
prises à des intervalles réguliers selon une granularité temporelle prédéterminée A. 
- Prise en charge de la dynamique du système qui consiste à respecter la propriété 
de Markov (système Markovien) : La propriété de Markov indique que les variables 
dans Xt+1 ne peuvent pas directement dépendre des variables X1', où t' < t. En 
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d'autres termes, le futur est conditionnellement indépendant du passé sachant le 
présent. 
Stationnarité des systèmes dynamiques : un système dynamique Markovien est 
stationnaire (invariant dans le temps ou homogène) si la probabilité conditionnelle 
P(X^+1^\X^) est identique pour tout t. On peut ainsi représenter le processus par 
un modèle de transitions P(X'\X) 
Ces suppositions permettent de représenter la distribution de probabilités sur des 
trajectoires infinies de façon très compacte. En effet, nous avons seulement besoin de 
représenter la distribution de l'état initial et le modèle de transitions P(X'\X), lequel 
peut être représenté par un réseau Bayésien conditionnel. Un réseau Bayésien dynamique 
[136] (Dynamic Bayesian Network ou DBN) est une paire (Z?o, £?_•), où BQ est un réseau 
Bayésien sur X^ représentant la distribution initiale sur les états, et Z?_> est un 2-TBN 
pour le processus. Un réseau Bayésien à 2 tranches de temps (2-time-slice Bayesian 
network ou 2-TBN) pour un processus sur X est un réseau Bayésien conditionnel sur X' 
sachant Xj, où X% Ç X est un ensemble de variables d'interfaces. Dans un réseau Bayésien 
conditionnel, seules les variables X' ont des parents (ou des distributions de probabilités 
conditionnelles). Les variables d'interfaces X% sont les variables où les valeurs à un temps 
t ont un effet direct sur les variables au temps t+1. En d'autres termes, seules les variables 
dans Xj peuvent être parents des variables dans X'. Pour un DBN, pour tout laps de 
temps T > 0, la distribution sur X^0:T^ est défini comme un réseau Bayésien déroulé, où 
pour tout i = 1 , . . . ,n : 
- la structure et les distributions de probabilités conditionnelles de X\ ' sont les 
mêmes que celles de Xi dans BQ, 
- la structure et les distributions de probabilités conditionnelles de X\ sont les 
mêmes que celles de X[ dans ,£?_+. 
Ainsi, un DBN est une représentation compacte où l'on peut générer un ensemble infini de 
réseaux Bayésiens (un pour chaque T > 0). En général, on peut partitionner les variables 
X en des sous-ensembles disjoints X et O, de sorte que les variables dans X^ sont 
toujours cachées et les variables dans O^' sont toujours observées. 
La Figure 2.4 illustre la structure d'un réseau Bayésien dynamique sur deux tranches 
de temps d'un graphe d'activité selon l'approche de Patterson [142]. Cette approche 
utilise les manipulations d'objets (étiquettes RFID et gant équipé d'un lecteur RFID) 
pour détecter les activités en cours de réalisation. Les différentes variables sont : 
- A représente l'étape actuelle de l'activité, 
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FIGURE 2.4 - Exemple d'un réseau Bayésien dynamique pour un problème de reconnais-
sance d'activités. Schéma modifié de Patterson [142]. 
- D' représente la durée totale de l'étape actuelle (du passé au futur), 
- D représente le temps qui reste dans l'étape actuelle de l'activité, 
- C représente un ensemble de crédits utilisés pour gérer les activités partiellement 
ordonnées, 
- R représente les objets actuellement touchés par la personne, 
- H représente l'historique de tous les objets qui ont été touchés durant l'étape ac-
tuelle de l'activité, 
- Z représente les données capteurs actuellement perçues (ensemble d'étiquettes 
RFID). 
Les arcs spécifient les influences d'une variable à une autre. Le but de ce DBN est d'inférer 
les distributions sur les variables cachées (comme A) sachant les observations actuelles 
{Z). Également, des tableaux de probabilités conditionnelles des noeuds permettent d'in-
diquer la distribution de probabilités sur les valeurs des variables sachant les valeurs des 
variables parents. Le modèle d'activités est représenté par les valeurs particulières entre-
posées dans les tableaux de probabilités conditionnelles. Quand une étape d'activité A 
débute, D' et D sont initialisées à la quantité de temps que nécessite l'étape. Ensuite, 
D est décrémenté d'une unité à chaque nouvelle tranche de temps. Quand D atteint 0, 
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l'étape d'activité est complétée et la valeur de A doit changer à la prochaine tranche de 
temps, où D' et D sont réinitialisées. Les arcs entre At-i, A - i , At, D't et Dt indiquent les 
dépendances logiques de ce processus. Quand une activité contient des étapes partielle-
ment ordonnées, les étapes déjà complétées sont insérées dans la variable C, permettant 
de sélectionner la prochaine étape en fonction des étapes complétées. Ainsi, quand At 
change, sa nouvelle valeur dépend de Ct-\ et également de At^\ et Dt-\. Les arcs entre 
R et Z permet de représenter la précision du lecteur d'étiquettes RFID, c'est-à-dire la 
probabilité de manquer une lecture quand un objet est touché. L'historique Ht des objets 
touchés à l'étape actuelle est déterminé par sa valeur précédente Ht-i et les objets qui 
sont actuellement touchés selon Rt-
Une autre façon de représenter les processus temporels est le modèle état-observation 
[67]. Dans un modèle état-observation, le système évolue par lui-même, avec les obser-
vations de l'état qui se produisent dans un processus séparé. Ceci permet de séparer la 
dynamique du système du modèle d'observation. Cette séparation s'avère utile dans les 
situations où les observations sont obtenues de capteurs (souvent bruités), où il faut sépa-
rer la dynamique du système et la capacité de le capter. Ce type de modèle suppose que 
les variables d'états X respectent la propriété de Markov et que les variables observations 
O au temps t sont conditionnellement indépendantes de la séquence complète d'états sa-
chant les variables d'états au temps t. Ainsi, le modèle état-observation est composé d'un 
modèle de transition P(X'\X) et d'un modèle d'observation P(0\X), En lien avec les 
DBN, ce type de modèle correspond à un 2-TBN où les variables d'observations O' sont les 
feuilles, et ont des parents seulement dans X'. Un modèle de Markov caché[160] (hidden 
Markov model ou HMM) est un exemple simple d'un modèle état-observation. Un modèle 
de Markov caché est un cas spécial des réseaux Bayésiens dynamiques [136], qui permet 
d'encoder une structure qui est laissée implicite dans la représentation DBN. Cependant, 
il faut un nombre exponentiel de paramètres pour spécifier les modèles de transition 
et d'observation d'un HMM [136]. L'apprentissage requiert beaucoup de données pour 
apprendre le modèle (complexité élevée d'échantillonnage). Également, le processus d'in-
férence prend un temps exponentiel (complexité élevée de calcul). La représentation des 
HMM sous la forme d'un DBN permet d'atténuer ces problèmes [136]. Les variantes des 
HMM, comme le modèle de Markov caché hiérarchique [74] (Hierarchical Hidden Markov 
Model ou HHMM), peuvent également se représenter sous la forme d'un DBN. 
Les principaux services d'inférence des réseaux Bayésiens dynamiques sont [115, 136] : 
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- Filtrage (ou suivit) : à tout moment t, on évalue la croyance sur l'état actuel du 
système, à partir des évidences obtenues jusqu'à maintenant. 
- Prédiction : à un temps t, prédire la distribution sur (un sous-ensemble) les variables 
à un temps t' > t, sachant les observations o*11\ 
- Lissage : évaluer les probabilités a posteriori de X^ sachant les évidences o'1 T^ 
d'une trajectoire plus longue. 
- Décodage de Viterbi (abduction) : déterminer, en utilisant l'algorithme de Viterbi 
[75], la trajectoire (séquence d'états cachés) la plus probable du système en sachant 
les évidences o^1 T \ En d'autres mots, déterminer la cause / explication la plus 
probable des données observées. 
Pour ce qui est de l'apprentissage des réseaux Bayésiens dynamiques, il est possible d'ap-
prendre les paramètres, en utilisant en autres l'algorithme d'Expectation-Maximisation 
[56] (Expectation-Maximization ou EM) et la structure, en utilisant en autres l'algorithme 
d'Expectation-Maximisation structurelle [77] (Structural Expectation-Maximization ou 
SEM). 
Plusieurs travaux de reconnaissance d'activités dans un contexte d'intelligence am-
biante utilisent une approche basée sur les modèles graphiques probabilistes (DBN, HMM 
ou ses variantes). Plusieurs des travaux qui seront présentés dans la Section 2.4 se basent 
sur ce type d'approches. Cependant, il existe quelques limitations à l'utilisation de ce 
type d'approche dans un contexte d'intelligence ambiante. L'un des problèmes est asso-
cié à la complexité de calcul lors du processus d'inférence et du processus d'apprentissage. 
Une granularité trop fine pour la discrétisation de la plage de temps augmente le nombre 
de réseaux Bayésiens générés lors du déroulement du DBN par tranche de temps, aug-
mentant la complexité de l'inference. Pour la complexité de l'apprentissage, pour obtenir 
un DBN donnant des résultats pertinents, il faut une grande quantité de données pour 
s'assurer de la précision du processus d'inférence. Également, une légère modification des 
capteurs qui ont été utilisés pour obtenir ces données peut rendre invalides les résultats 
obtenus par le DBN, et une phase d'apprentissage supplémentaire est requise pour ajus-
ter les paramètres du DBN. Ces phases de réapprentissage peuvent s'avérer difficiles dans 
un contexte où le système est déjà utilisé par un patient. Une autre limitation concerne 
la supposition que l'environnement dynamique satisfait la propriété de Markov. Cette 
supposition d'indépendance conditionnelle, comme toutes les autres, peut ne pas être 
raisonnable dans certains milieux [115]. En effet, il se peut que les effets d'une action 
puissent se répercuter dans un état de l'environnement plus lointain dans le futur. Ainsi, 
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le prochain état de l'environnement peut dépendre, en plus de l'état actuel, d'un ou plu-
sieurs états passés. Finalement, l'apprentissage des DBN en reconnaissance d'activités 
s'appuie généralement sur la réalisation cohérente d'une ou plusieurs activités ciblées. 
Comme il peut exister une multitude de façons de réaliser de manière erronée ou entre-
croisée les activités, les données utilisées pour l'apprentissage du DBN ne couvrent pas 
généralement tous les types de comportements que l'occupant peut effectuer. 
Aperçu de la théorie de l'évidence 
La théorie de l'évidence ou de Dempster-Shafter [193] est basée sur la mesure de 
croyance. Soit l'ensemble des mondes possibles S (généralement dénoté par cadre de 
discernement ou frame of discernment) et 2S est l'ensemble des sous-ensembles ou po-
werset de S (2S = {A\A Ç S}), incluent l'ensemble S et l'ensemble vide 0. La mesure de 
croyance Bel est une fonction 
Bel : 2S -> [0,1] 
de sorte que Bel{%) = 0, Bel{S) = 1, et 
Bel ( Û A] > £ ( - l ) m + 1 Bel ( f l A ) , (2.2) 
\i=i / rc{i,..,«} W / / 
pour tout nombre entier n et sous-ensembles Ai, A2, ..., An C S. 
Contrairement à la théorie des probabilités, où la mesure de probabilité est additive, la 
mesure de croyance est non additive [117]. Par exemple, l'ignorance peut être représentée 
par Bel(S) = 1 et Bel(A) = 0 pour tout sous-ensemble propre A C S, démontrant ainsi 
que la mesure de croyance n'est pas additive. À l'inverse de la théorie des probabilités, 
ou les distributions de probabilités supposent que les croyances sont réparties entre les 
éléments dans l'ensemble S, les fonctions de croyance permettent l'assignation de masses 
à des ensembles d'éléments dans S sans subdivision subséquente. La croyance est subdi-
visée en une ou plusieurs masses m(A) et attribuées à un ou plusieurs sous-ensembles A 
(éléments focaux), de sorte que : 
J2 m(A) = 1 . (2.3) 
ACS 
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La masse m(A) attribuée à un élément focal A n'est pas subdivisé davantage en masses 
plus petites attribuées à des sous-ensembles propres de A. 
On peut définir une mesure de croyance Bel(A) à partir de masses : 
Bel(A) = J2 m(B) • (2-4) 
BÇA 
Une portion de croyance attribuée à une proposition est également attribuée à toute 
autre proposition qu'elle implique. Ainsi, la croyance totale attribuée à un sous-ensemble 
A est la somme de celles attribuées aux sous-ensembles propres de A et celles attribuées 
à A lui-même. 
On peut également définir une fonction de plausibilite PI (A) comme étant la somme 
des croyances non attribuées à A (complément de A défini par A = S \ A) : 
Pl(A) = 1 - BelÇÂ) . (2.5) 
En utilisant les masses m(A), cette fonction de plausibilite est donnée par : 
Pl(A) = £ m{B) . (2.6) 
B\AnB^ 
On remarque que pour toute proposition, sa plausibilite n'est pas inférieure que sa 
croyance, de sorte que Bel (A) < Pl(A). 
Les fonctions de croyance ont comme objectifs de représenter les croyances subjectives 
et expriment les croyances basées ou supportées sur des évidences. Une évidence A est un 
sous-ensemble de S quantifiée par une valeur de probabilité m(A), laquelle est une mesure 
indiquant le degré de support de l'évidence sur A. Si B est un sous-ensemble propre de A, 
alors B représente une proposition plus forte que A et nécessite une évidence plus élevée 
pour la supporter. Ainsi, une évidence qui supporte A ne supporte pas automatiquement 
B et la croyance m(A) attribuée à A ne nécessite pas l'attribution d'une masse inférieure 
m(B) à B. Soit une pièce distincte d'évidence, son support peut être encodé comme 
une liste de masses assignées à des éléments focaux correspondants. Ceci peut également 
se résumer à une fonction de croyance ou de plausibilite sur le cadre de discernement. 
Quand il existe plusieurs items d'évidence, il est nécessaire de les joindre en utilisant la 
règle de combinaison de Dempster [55]. 
Chapitre 2 : Reconnaissance d'activités 62 
Approches basées sur la théorie de l'évidence 
L'approche de reconnaissance proposée par Bauer [17] est basée sur la théorie de 
l'évidence. Cette théorie est utilisée dans le but de quantifier les hypothèses (plans d'ac-
tivités) en fonction des préférences de l'agent observé. Ces préférences correspondent à 
des séquences d'actions qui sont effectuées à plusieurs reprises pour accomplir un but spé-
cifique. Cette approche utilise une structure hiérarchique de plans utilisant des relations 
d'abstraction et de décomposition entre ses éléments [19]. La relation de décomposition 
d'un plan est définie par les actions du plan, les contraintes entre ces actions, et les objets 
manipulés par ces actions. La relation d'abstraction de plans permet d'indiquer qu'un 
plan est une spécialisation d'un autre plan en fonction des propriétés des plans. La rela-
tion d'abstraction d'actions permet d'indiquer qu'une action est une généralisation d'une 
autre action en fonction des propriétés des actions. Cette hiérarchie de plans et la théorie 
de l'évidence sont utilisées pour déduire les préférences de l'agent observé à partir de 
l'historique des sessions de reconnaissance d'activités. Par la suite, un mécanisme proba-
biliste choisit les meilleures hypothèses parmi les hypothèses concourantes en fonction des 
évidences spécifiques de l'agent observé lors de la session de reconnaissance en cours [18]. 
L'ensemble des sous-ensembles de cet ensemble plans plausibles constitue l'ensemble ini-
tial des hypothèses possibles. Ainsi, une hypothèse peut contenir plusieurs plans possibles 
concourants, indiquant une ignorance partielle sur le plan réel en cours de réalisation. 
L'ensemble des observations possibles est défini par l'ensemble des sous-ensembles des 
actions plausibles. Ainsi, si plusieurs actions sont dans une observation possible, cela in-
dique que l'agent observé a effectué une action parmi celles dans l'observation, mais que 
l'agent observateur n'est pas en mesure de déterminer celle qui a été vraiment effectuée. 
À partir de l'historique des sessions de reconnaissance, le processus de reconnaissance 
attribue une masse à chaque hypothèse de l'ensemble des hypothèses plausibles. On peut 
ainsi, pour chaque hypothèse, exprimer l'intervalle de croyance (croyance et plausibi-
lité) représentant le degré d'ignorance par rapport à l'hypothèse. Durant la session en 
cours de reconnaissance, les nouvelles observations influencent les masses précédemment 
attribuées aux hypothèses. Pour chaque nouvelle observation parmi l'ensemble des ob-
servations possibles, il faut quantifier comment l'évidence (observation) supporte chaque 
hypothèse. Ainsi, après l'ajout d'une nouvelle évidence, l'intervalle de croyance des hy-
pothèses est mis à jour. L'ajout d'évidences permet d'accroître la masse de croyance de 
certaines hypothèses, jusqu'à ce que la meilleure hypothèse contienne un seul plan. 
Cette approche est intéressante pour sa capacité de gestion d'information partielle ou 
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manquante concernant les préférences de l'agent observé, de traiter des évidences incer-
taines (observation indirecte ou capteurs imparfaits), et de détecter automatiquement les 
régularités dans le comportement de l'agent observé. Cependant, cette approche est limi-
tée lorsqu'elle doit prendre en considération des situations qui dévient du comportement 
typique de l'agent observé. Par exemple, le changement dans la séquence des actions, mais 
qui permet quand même d'accomplir les objectifs de l'activité peut faire augmenter la 
mesure de croyance d'un autre plan d'activité. Ainsi, la rigidité des relations temporelles 
entre les actions d'un plan peut nuire au processus de décision. Par conséquent, cette 
limitation constitue une restriction dans l'utilisation de cette approche dans un contexte 
de reconnaissance d'activités dans un habitat intelligent, où l'agent observé peut dévier 
de son comportement régulier (réalisation erronée de plans et réalisation entrecroisée de 
plans). 
Aperçu de la théorie des possibilités 
La théorie classique des probabilités, c'est-à-dire une seule distribution de probabili-
tés, est insuffisante pour traiter les informations imparfaites, lesquelles sont empreintes 
d'incertitude et d'imprécision [65]. Du point de vue de la modélisation de l'incertitude, 
la théorie des probabilités ne peut pas modéliser l'ignorance, même partielle, de façon 
naturelle. En effet, une distribution uniforme de probabilités sur un ensemble fini d'événe-
ments élémentaires exprime mieux l'aléatoire que l'ignorance, c'est-à-dire la chance égale 
de l'occurrence d'événements élémentaires. L'ignorance signifie que chaque occurrence 
possible est vue comme également plausible, car il n'y a pas d'évidence de disponible 
qui supporte aucune d'entre elles, c'est-à-dire que l'information est manquante. De plus, 
l'encodage purement quantitatif de la théorie des probabilités complexifie la tâche de 
l'encodage des croyances d'un expert, surtout si elle est exprimée en langages naturels, 
de sorte que cette croyance est empreinte d'imprécision et de flou [25], Également, cette 
croyance peut s'exprimer comme un ordre de plausibilités sur un ensemble d'éléments. 
Par exemple, on peut indiquer la plausibilité qu'un état de l'environnement permet la 
réalisation d'une action de l'occupant : 
- Il est totalement certain que l'état Si ne permet pas la réalisation de l'action. 
- Il est peu possible que les états «2 et s^ permettent la réalisation de l'action. 
- Il est possible que l'état «4 permet la réalisation de l'action. 
- Il est très possible que les états s5, s6 et s7 permettent la réalisation de l'action. 
- Il est totalement certain que l'état s§ permet la réalisation de l'action. 
Chapitre 2 : Reconnaissance d'activités 64 
Ces niveaux de plausibilités peuvent correspondre à des éléments d'un ensemble totale-
ment ordonné, numérique ou non, ayant des opérateurs comme le minimum, le maximum, 
et une fonction d'ordre inverse. Par exemple, on peut faire correspondre ces niveaux de 
plausibilités à des valeurs de plausibilités (0, 0.3, 0.6, 0.8, 1) situées dans l'intervalle 
[0, 1]. 
La théorie des possibilités est une théorie de l'incertitude qui est dédiée au traitement 
de l'information incomplète [62]. Comme la théorie des probabilités, elle est basée sur des 
fonctions ensemblistes, mais diffère en utilisant une paire de fonctions ensemblistes duales 
(mesures de possibilité et nécessité) au lieu d'une seule. De plus, contrairement à la théorie 
des probabilités où la probabilité d'un ensemble d'événements disjoints est la somme de 
leurs probabilités, la possibilité d'un tel ensemble d'événements est la valeur maximale 
des possibilités de ces événements. Selon Zadeh [219], l'importance de la théofie des 
possibilités tient du fait que l'information sur laquelle les décisions humaines sont basées 
est de nature possibiliste plutôt que probabiliste. Le flou intrinsèque des langages naturels, 
lequel est une conséquence logique de la nécessité d'exprimer l'information sous une 
forme résumée, est dans l'ensemble, possibiliste à l'origine. Egalement, le raisonnement 
possibiliste est eomputationnellement moins difficile que le raisonnement probabiliste, 
mais les résultats obtenus peuvent aussi être moins informatifs [61]. 
Le principal composant de cette théorie est la distribution de possibilité. Une distri-
bution de possibilités ix sur un ensemble d'états possibles S est une fonction de S vers 
un ensemble borné totalement ordonné (L, <), lequel peut être numérique ou non. Par 
exemple, cet ensemble ordonné peut être l'intervalle [0,1] avec les opérations minimum 
et maximum et une fonction d'ordre inverse n, où n(0) = 1 et n( l) = 0. On peut dire que 
la fonction ir représente l'état des connaissances d'un agent à propos de l'état actuel des 
choses qui distingue ce qui est plausible à ce qui est moins plausible (attendu / surpre-
nant). Une distribution de possibilités est souvent attachée à une variable x dans S (la 
température d'une pièce . . . ). Les valeurs possibles de x sont mutuellement exclusives. 
Pour tout s G S, TTX(S) = 0 signifie que x = s est rejeté comme impossible, et irx(s) — 1 
signifie que x = s est totalement possible (plausible). Des valeurs distinctes peuvent 
avoir simultanément un degré de possibilité de 1. Également, certaines valeurs de irx(s) 
peuvent être entre 0 et 1. Ainsi, TTX(S) représente le degré de possibilité de l'affectation 
x = s, où certaines valeurs s sont plus possibles que d'autres. Si S est exhaustif, au moins 
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un élément de S doit être complètement possible comme valeur de x : 
3s G S, TTX(S) — 1 (normalisation) . (2-7) 
Des cas extrêmes de connaissances partielles peuvent être capturés par la théorie des 
possibilités. Premièrement, la connaissance complète se produit lorsque certains états 
sont complètement possibles, et les autres sont rejetés comme impossible : 
350 e S 7Tx(s0) - 1 et Vs ^ So TTX(S) = 0, (2.8) 
qui signifie que seulement les assignations x = SQ sont possibles. Deuxièmement, l'igno-
rance complète se produit quand tous les états sont complètement possibles : 
Vs G S TTX(S) = 1, (2.9) 
qui signifie que toutes valeurs dans S sont possibles. 
Soit un événement A, lequel peut être défini comme étant un sous-ensemble d'états 
A Ç S. Si on veut déterminer la réponse d'une requête de la forme est-ce que l'événement 
A s'est produit ?, on doit évaluer la croyance partielle induite sur A par la connaissance 
encodée par la distribution de possibilité. Ceci est accompli en évaluant les degrés de 
possibilité 11(^ 4) et de nécessité (ou certitude) N(A) : 
U(A) = supseAir(s) (2.10) 
N(A) = n(U(A)) = infaiAn(ir(s)), (2.11) 
où n est une fonction inverse sur L. Dans notre cas, L = [0,1] et n(e) = 1 — e, où e est 
une valeur dans L (e e L). U(A) évalue jusqu'à quel point A est consistant avec TT, tandis 
que N(A) évalue jusqu'où A est certainement impliqué par n. Pour une distribution de 
possibilités normalisée, on a U.(S) = 1 et 11(0) = 0. 
Les mesures de possibilité satisfont l'axiome de maxitivité : 
U(A UB)= max(n(4) , 11(5)), (2.12) 
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tandis que les mesures de nécessité satisfont un axiome dual : 
N(A DB) = mm(N(A), N(B)) . (2.13) 
Ainsi, contrairement à la théorie des probabilités où la probabilité d'événements disjoints 
est la somme des probabilités de ceux-ci, la possibilité d'événements disjoints est la valeur 
maximale parmi les possibilités de ces événements. Également, dans la théorie des proba-
bilités, la probabilité d'un événement détermine la probabilité de l'événement contraire. 
Dans la théorie des possibilités, la possibilité (ou certitude) d'un événement est faible-
ment liée à celle de l'événement inverse. Il faut noter que pour caractériser l'incertitude 
d'un événement A, on a besoin des mesures 11(^ 4) et N(A), lesquelles sont obtenues à 
partir d'une distribution de possibilités 7r sur S. 
Approches basées sur la théorie des possibilités 
L'approche de Grabisch [89] utilise la logique possibiliste [64] pour la reconnaissance 
de plans temporels. La logique possibiliste est une logique polyvalente (multi-valuée) ba-
sée sur la théorie des possibilités [63] et qui permet d'automatiser le raisonnement sur les 
informations incertaines ou partiellement incomplètes. Les expressions en logique possibi-
liste sont des formules en logique classique associées à des poids, lesquels sont interprétés 
dans le cadre de la théorie des possibilités comme des bornes inférieures de degrés de 
nécessité (certitude). Le processus de reconnaissance du modèle de Grabisch [89] est basé 
sur la représentation des plans sous la forme de trois structures. La première structure 
représente la dépendance logique entre les éléments d'un plan en utilisant la logique pos-
sibiliste et un arbre de décomposition. Cet arbre est composé de noeuds (sous-plans), 
de feuilles (activités/actions observables), et de connecteurs logiques entre les liens (ET 
et OU). Ainsi, chaque plan représente la réalisation d'une ou plusieurs activités/actions. 
Cette structure d'arbre est ensuite exprimée sous forme de N-clauses de Horn, lesquelles 
sont utilisées par le système Il-ATMS (possibilistic Assumption Truth Maintenance Sys-
tem) pour la phase de reconnaissance. Le système Il-ATMS est une extension possibiliste 
du concept de ATMS (Assumption Truth Maintenance System) de De Kleer [54], lequel 
est une méthode de représentation de connaissances des croyances et de leurs dépen-
dances. Les plans et sous-plans sont représentés par des clauses, lesquelles peuvent être 
quantifiées par des degrés de nécessité a priori. Pour chaque observation d'une activité (à 
l'aide des événements) quantifiée par un degré de nécessité, la base de connaissances du 
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système Il-ATMS est mise à jour, tout en réévaluant les degrés de nécessité des différentes 
clauses en fonction des observations. La deuxième structure est un graphe temporel mi-
nimal représentant toutes les contraintes entre les événements. Ce graphe est constitué 
de noeuds représentant les instants (début et fin) du plan, de ses sous-plans et des ac-
tivités/actions, et d'arcs représentant le délai entre deux noeuds. L'utilisation d'un tel 
graphe lors de la phase de reconnaissance permet d'écarter certains plans temporellement 
inconsistants en fonction des actions/activités observées. La troisième structure, un arbre 
d'agrégation, explique la façon dont l'appariement entre les observations et les plans a 
été effectué. Cet arbre permet d'exprimer l'importance de la reconnaissance de chaque 
noeud dans le processus de reconnaissance. Cet arbre a la même structure que l'arbre de 
décomposition. Pour chaque observation d'une action/activité, on propage le degré de né-
cessité de l'appariement entre l'observation et l'action dans le graphe d'agrégation. Cette 
méthode est intéressante pour la reconnaissance d'activités entrecroisées. Cependant, le 
plan décrivant ce comportement impliquant ces activités doit être décrit à l'intérieur de 
la base de connaissances à l'aide d'un arbre de décomposition. Également, cette approche 
ne prend pas en compte les comportements erronés (sauf s'ils sont explicitement décrits 
comme des plans dans la base de connaissances). 
2.3.3 Approches de reconnaissance hybride 
Pour répondre aux différentes problématiques des approches logiques et probabilistes 
de reconnaissance d'activités, les approches de reconnaissance hybrides [11, 81, 185] com-
binent plusieurs techniques pour améliorer la sélection d'hypothèses. Généralement, ce 
type d'approche combine une approche symbolique pour la construction d'hypothèses 
et applique un processus d'inférence probabiliste pour ordonner ces hypothèses. Les ap-
proches de Geib et Goldman [81], de Avrahami-Zilberbrand et Kaminka [11], et de Roy 
et al. [184] seront présentées pour illustrer les approches hybrides de reconnaissance. On 
note que l'approche de Roy et al. [184] découle des travaux antérieurs à cette thèse. 
Approche de Geib et Goldman 
Dans l'approche de Geib et Goldman [81], la reconnaissance d'activités est basée sur 
un raisonnement par abduction probabiliste pour générer les hypothèses sur le but de 
l'agent observé, tout en prenant compte l'incertitude sur la perte d'observation, où le sys-
tème n'est pas en mesure d'observer une action due, par exemple, à une erreur matérielle. 
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Ces difficultés inhérentes à la reconnaissance des actions de bas niveau ne sont pas re-
liées à la reconnaissance des erreurs comportementales, lesquelles se produisent quand un 
agent observé effectue, de manière erronée, une activité planifiée à l'avance. L'approche 
de Geib et Goldman [81] utilise un réseau de tâches hiérarchique [71] (Hierarchical Task 
Network ou HTN) pour représenter la librairie de plans d'activités. Pour chaque plan, il 
peut exister plusieurs méthodes pour accomplir les buts possibles rattachés à l'activité 
du plan. Chaque méthode consiste en un ensemble d'actions primitives, lequel peut être 
partiellement ordonné, qu'un agent doit effectuer pour accomplir un but précis. De plus, 
l'approche utilisée est basée sur un modèle d'exécution de plan, dans lequel l'agent obser-
vateur prend les intentions (plans) d'un agent observé au commencement du processus 
de reconnaissance. L'ensemble de plans détermine l'ensemble des actions en suspens, le-
quel représente toutes les actions que l'agent observé peut effectuer en fonction de l'ordre 
partiel des actions au sein des plans sélectionnés. Lorsque l'agent observé réalise l'une 
des actions en suspend, un nouvel ensemble d'actions en suspens est généré en enlevant 
l'action exécutée et en ajoutant l'ensemble des nouvelles actions permises. Une action est 
permise lorsque son prédécesseur est réalisé. L'ensemble des actions en suspens permet de 
considérer la réalisation de plusieurs plans de façon entrecroisée. Ce modèle d'exécution 
est formalisé avec des règles de la logique d'abduction probabiliste de Horn (Probabilistic 
Horn abduction ou PHA) [156]. Après chaque observation, la probabilité de chaque hypo-
thèse (un plan sélectionné) est évaluée. Également, pour chaque action dans l'ensemble 
d'actions en suspend, la probabilité que l'action soit la prochaine réalisée est évaluée. 
Dans une situation où le processus de reconnaissance n'est pas en mesure de reconnaître 
ou d'observer une action (erreur système, capteurs déficients, . . . ), le système de recon-
naissance évalue l'action la plus plausible qui s'est produite. Cette action est choisie à 
partir de l'ensemble en suspens, ce qui limite le système dans un contexte où l'entité 
observée peut effectuer une activité de manière erronée, où certaines actions ne sont pas 
dans l'ensemble en suspend. Pour être dans l'ensemble en suspend, une action dans l'ac-
tivité doit être directement exécutable et ses prédécesseurs dans l'activité doivent être 
exécutés. 
Cette approche possède plusieurs limitations. Premièrement, l'agent observateur doit 
connaître l'ensemble des plans possibles pour utiliser le modèle d'exécution de plan. Dans 
un contexte d'assistance dans un habitat intelligent, on ne sait pas d'avance toutes les ac-
tivités que l'occupant veut accomplir. Ainsi, l'agent observateur doit considérer l'ensemble 
des plans d'activités dans le modèle d'exécution de plan, augmentant ainsi la complexité 
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du processus de reconnaissance. Également, le modèle d'exécution de plan considère uni-
quement les actions directement exécutables en fonction du déroulement des plans sélec-
tionnés. Ceci constitue un désavantage si l'agent observé effectue une action provenant 
d'un plan non sélectionné ou qui résulte d'un comportement erroné. Finalement, cette 
approche considère que l'agent observé agit de manière cohérente, en effectuant les plans 
des activités qu'il a sélectionnés. Toutefois, l'approche prend en considération l'abandon 
de but, lequel peut être induit par un comportement cohérent (réaction à la dynamique de 
son environnement où le but ne peut être accompli) ou par un comportement incohérent 
(occupant qui oublie ce qu'il fait) [79]. 
Approche de Avrahami-Zilberbrand et Kaminka 
Dans l'approche de Avrahami-Zilberbrand et Kaminka [11], la reconnaissance de plan 
est basée sur un algorithme symbolique qui filtre les hypothèses valides à partir de la 
librairie de plans d'activités et sur un processus de raisonnement probabiliste qui or-
donne ces hypothèses valides en fonction de leurs probabilités. L'algorithme symbolique 
[12] utilise un graphe acyclique dirigé à une seule racine pour représenter la librairie de 
plans. Dans ce graphe, chaque noeud représente une étape de plan, un arc vertical dé-
compose une étape de plan en sous-étapes, et un arc séquentiel spécifie l'ordre temporel 
d'exécution des sous-étapes. Pour chaque période d'observation t, l'algorithme utilise un 
arbre de décision, comme ceux utilisés dans le programme d'apprentissage C4.5 [159], 
pour évaluer l'étape de plan qui correspond à l'ensemble des caractéristiques observées 
de l'environnement, lequel peut être partiellement observable. Dans le but de considérer 
l'observabilité partielle de l'environnement, l'arbre de décision utilise des branches qui 
représentent l'absence de valeur pour des propriétés de l'environnement. L'étape de plan 
identifié est ensuite étiquetée avec un marqueur temporel t dans la librairie de plan. Ce 
marqueur est par la suite propagé au noeud parent et aux sous-étapes de l'étape iden-
tifiée. L'utilisation de marqueurs temporels permet de considérer uniquement les plans 
dans la librairie qui sont temporellement consistants. Également, ce marqueur permet de 
prendre en considération le fait qu'un plan peut être interrompu dans le but d'en réaliser 
un autre, pour ensuite y revenir plus tard pour effectuer les sous-étapes restantes. L'al-
gorithme symbolique, à un temps t, sélectionne dans la librairie de plans les hypothèses 
qui sont temporellement consistantes avec le marqueur t et ses t — 1 prédécesseurs. 
Le processus de raisonnement probabiliste [11] utilise une version de la librairie de 
plans en modèle de Markov caché hiérarchique (Hierarchical Hidden Markov Model ou 
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HHMM) [74] pour évaluer la probabilité de chaque hypothèse, afin de les ordonner. Tou-
tefois, il est difficile de correctement évaluer la probabilité de toutes les transitions dans 
la librairie de plans pour avoir une bonne quantification des hypothèses. Une extension 
de ce modèle [10] utilise une fonction d'utilité pour permettre l'incorporation des pré-
férences de l'observateur. Ainsi, le processus de reconnaissance ordonne les hypothèses 
en fonction de l'utilité attendue pour l'observateur, laquelle est obtenue en multipliant 
la probabilité postérieure d'une hypothèse avec son utilité pour l'observateur. Toutefois, 
l'utilité d'une hypothèse est difficile à mesurer dans un contexte d'assistance cognitive, 
contrairement aux mondes économique et stratégique. De plus, cette approche considère 
qu'un agent observé ne peut pas effectuer de plans erronés, car on suppose que celui-ci a 
des comportements cohérents, lesquels sont temporellement consistants. 
Approche de Roy 
L'approche hybride de Roy [183] propose une extension probabiliste du modèle logique 
de reconnaissance de plans de Bouchard [34], lequel est fondé sur les logiques de descrip-
tion [13] et la théorie des treillis [53]. L'approche hybride [185] propose une extension du 
modèle logique de reconnaissance [31] basée sur la logique de description probabiliste [94]. 
Ainsi, cette approche hybride [184] permet de transformer le problème de reconnaissance 
de plans en un problème de classification basée sur la relation de subsomption probabi-
liste des logiques de description probabiliste [106]. Cette relation exploite le paradigme 
de la classification pour effectuer l'appariement entre un événement observé (données 
des capteurs) avec son type d'action associé. Les plans possibles (les activités) identifiés 
par ce processus d'appariement sont ensuite organisés à l'intérieur d'une structure de 
treillis. Cette structure rend explicites les relations qui sont incertaines (partielles) entre 
les plans possibles qui ne sont pas nécessairement directement comparables. Cela per-
met de générer dynamiquement un ensemble d'hypothèses probabilistes concernant les 
plans entrecroisés ou erronés plausibles, où les plans erronés peuvent être induits par la 
déficience cognitive du patient. 
Le modèle logique de reconnaissance de plans M = (A, o, -<p, DisU, ©, V, A) per-
met de représenter la base de connaissances de l'agent de reconnaissance. L'ensemble A 
représente l'ensemble de toutes les actions de base qu'un agent observé (le patient) est 
censé être en mesure d'effectuer dans l'environnement (l'appartement). L'opérateur de 
séquence o est utilisé pour ordonner ces actions pour former un ensemble de structures 
de plan. Cet ensemble de plans V représente tous les plans connus (activités de la vie 
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quotidienne) de l'agent observateur. Ces plans sont organisés dans une structure taxono-
mique avec la relation de subsomption de plans -<p. Cette relation peut être vue comme 
une extension de la relation de subsomption des logiques de description [13]. 
Le processus logique de reconnaissance de plans est basé sur quatre opérateurs : l'opé-
rateur de disunification DisU, l'opérateur de composition ©, l'opérateur V évaluant la 
borne supérieure entre deux plans, et l'opérateur A évaluant la borne inférieure entre 
deux plans. Ces opérateurs définissent un cadre algébrique qui a pour but de minimiser 
l'incertitude reliée à la tâche de reconnaissance de plans, en fournissant un moyen de dé-
terminer efficacement la plausibilité qu'un plan possible peut expliquer le comportement 
du patient. 
Le modèle d'action [35, 36], qui sert de base pour le modèle logique, est basé sur la 
formalisation de l'action en logiques de description [14, 114]. Les logiques de description 
sont une famille de formalismes de représentations de connaissances qui peut être vue 
comme un sous-ensemble de la logique du premier ordre, mais son expressivité va au-delà 
de la logique propositionnelle tout en ayant un raisonnement encore décidable [13]. Le 
modèle d'action utilise l'état actuel et précédent de l'environnement pour déterminer si 
une action particulière a été effectuée par l'agent observé. L'état de l'environnement est 
représenté à l'aide de la logique de description ALCH [13]. Si les assertions qui décrivent 
les conditions d'activation (pré-conditions) de l'action sont satisfaites par les assertions 
qui décrivent l'état précédent de l'environnement et si les assertions qui décrivent les 
effets (post-conditions) de l'action sont satisfaites par les assertions qui décrivent l'état 
actuel de l'environnement, alors on considère que l'action est réalisée. On remarque que 
le modèle d'action s'inspire de la notation d'actions à la STRIPS [73] (pré-conditions 
et post-conditions). À partir des descriptions des actions, on peut définir une relation 
de subsomption d'actions -<a en fonction des états pouvant être satisfaits par les pré-
conditions et post-conditions des actions. Une action a est subsumée par une autre action 
b, représenté par a ~<a b, lorsque les états qui satisfont les pré-conditions de l'action a sont 
inclus dans les états qui satisfont les pré-conditions de l'action b et quand les états qui 
satisfont les post-conditions de l'action a sont inclus dans les états qui satisfont les post-
conditions de l'action b. On peut ainsi classer l'ensemble d'actions sous forme d'ontologie 
à l'aide de cette relation de subsomption d'actions. 
A partir de ce modèle d'action, on définit la notion de structure de plan, laquelle est 
utilisée pour décrire les AVQ des patients, comme étant une séquence d'actions totalement 
ordonnée. Cette séquence d'actions permet la transition d'un état initial de l'environne-
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ment à un état final qui permet d'accomplir le but de l'AVQ. On peut également définir 
une relation de subsomption de plans -<p à partir de la relation de subsomption d'actions 
-<a. Un plan a est subsumé par un plan /3, représenté par a -<p j3, lorsque pour toutes 
les actions b dans 0, il existe une action a dans a où a -<a b. Ceci permet de définir une 
ontologie de plans basée sur cette relation de subsomption de plans. 
Lors du processus de reconnaissance, l'ensemble des observations est utilisé pour dé-
terminer l'ensemble des plans possibles (AVQ) pouvant expliquer les actions observées. 
Une observation correspond à une instance d'une action particulière. À partir de cet en-
semble de plans possibles, on peut déduire que le patient a l'intention d'effectuer au moins 
l'un de ces plans cohérents (activités). Toutefois, son comportement peut aller au-delà de 
cet ensemble dû à sa déficience cognitive. Une structure de schéma d'hypothèses caracté-
rise l'incertitude dans la prédiction des actions en synthétisant l'ensemble des hypothèses, 
lequel peut être généré en fonction du comportement du patient. Un schéma d'hypothèses 
est un plan qui peut contenir des variables d'action dans sa séquence. Une variable d'ac-
tion a pour domaine un ensemble de séquences d'actions, contenant généralement une 
ou deux actions. Une variable d'action peut seulement être introduite dans un schéma 
d'hypothèse lors de l'évaluation de la borne inférieure entre une paire de plans incom-
parables, où il existe deux actions qui n'admettent pas d'action commune subsumante. 
La relation de subsomption de plans -<p est étendue pour permettre de considérer ces 
plans avec des variables d'action. Ainsi, un plan a subsume (est subsumé par) un schéma 
d'hypothèses (3, représenté par j3 -<p a (a -<p (3), s'il existe une instanciation du schéma 
/?', où chaque variable est instanciée, où fi' -<p a (a -<p 0'). L'instanciation du schéma 
d'hypothèses permet donc de générer un ensemble d'hypothèses (extra-plans) plausibles 
représentant des comportements erronés ou entrecroisés (activités réalisées de façon en-
trecroisée). Ces extra-plans ne sont pas préétablis dans la librairie de plans initiale de 
l'agent de reconnaissance. La relation de subsomption de plans ordonne partiellement les 
plans possibles en une structure de treillis [53] (l'espace de reconnaissance), rendant expli-
cites les extra-plans (hypothèses), qui sont induits par les intra-dépendances existantes, 
en appliquant les opérateurs de composition © et de disunification DislJ sur chaque paire 
de plans possibles incomparables. Une hypothèse est plausible si elle peut être classifiée 
à l'intérieur de l'espace de reconnaissance des plans possibles (activités) qui ont généré le 
schéma d'hypothèses. L'opérateur de composition © permet d'obtenir les hypothèses sur 
le comportement du patient à partir du schéma d'hypothèses qui est obtenu en utilisant 
l'opérateur de disunification DisU sur les paires de plans incomparables. 
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L'espace de reconnaissance, composé de l'ensemble des plans possibles et des extra-
plans (plans erronés et entrecroisés), constitue une base nécessaire utilisée pour borner 
l'interprétation comportementale. Toutefois, il n'est pas suffisant pour être en mesure de 
départager les hypothèses relevantes. Ainsi, l'ajout d'une quantification probabiliste sur 
cette structure de treillis est une alternative intéressante et efficace, en ce sens qu'il est 
possible de combiner l'approche symbolique pour la construction d'hypothèses avec un 
processus d'inférence probabiliste [185]. 
L'agent de reconnaissance symbolique filtre les hypothèses en passant seulement un 
espace de reconnaissance borné (treillis) à l'engin d'inférence probabiliste, au lieu de 
considérer l'ensemble des plans inclus dans la librairie, comme le font les approches de 
reconnaissance probabilistes classiques. Cette quantification probabiliste est basée sur des 
échantillons de fréquences d'observations obtenus à la fin d'une période d'entrainement, 
où le système apprend les routines usuelles du patient. Cette connaissance permet de créer 
un profil du patient qui offre une base appropriée pour estimer les probabilités des plans 
(activités) possiblement en cours de réalisation. L'estimation des probabilités des extra-
plans générés (hypothèses erronées et entrecroisées) est influencée par deux propriétés : 
(i) la fréquence de réalisation des types de plans erronés et entrecroisés et (ii) l'influence 
des plans possibles de la librairie qui ont été utilisés pour générer les extra-plans. Ainsi, 
si la probabilité d'un plan possible a est élevée, indiquant que le patient réalise probable-
ment ce plan, alors la probabilité de l'extra-plan généré Ht, qui représente une déviation 
potentielle du plan a, devrait en être influencée. Ainsi, on doit évaluer la relation d'in-
fluence partielle qui existe entre chaque plan possible et chaque extra-plan généré dans 
le treillis (espace de reconnaissance). L'extension probabiliste de l'espace de reconnais-
sance est basée sur un ensemble de règles, inspirées par les travaux sur les logiques de 
description probabilistes [94, 106], permettant de caractériser, au travers d'un intervalle 
de probabilités, l'influence relative d'un plan sur un autre. Elle est basée sur le degré de 
subsomption partielle existant entre les deux plans, même s'ils ne partagent pas directe-
ment une relation de subsomption directe. La notion de subsomption partielle est basée 
sur les contraintes d'intervalles probabilistes qui permettent de dériver les probabilités 
conditionnelles entre les concepts. En fait, cette notion de contraintes probabilistes est 
basée sur les travaux concernant la propagation de probabilités conditionnelles imprécises 
(intervalles) [5, 202]. 
On peut principalement justifier l'utilisation d'un intervalle de probabilités à la place 
d'une probabilité ponctuelle, telle qu'utilisée par les autres approches hybrides, par la rai-
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son suivante. Premièrement, on remarque que, dans plusieurs applications, la probabilité 
spécifique d'un événement ne peut être précisément évaluée [59]. De plus, l'incertitude 
concernant l'influence des plans erronés/entrecroisés, générée par le dilemme, ne peut 
pas être prise en compte par une probabilité ponctuelle. Selon Boole [29], lorsqu'on est 
dans une situation d'ignorance totale à propos de la dépendance spécifique entre deux 
événements, alors tout ce que l'on peut dire à propos de la probabilité de la conjonction 
ou disjonction de ces deux événements est qu'elle appartient à un intervalle probabiliste. 
Par ailleurs, le modèle hybride a été utilisé en conjonction avec le système COACH [32, 
33]. L'extension proposée du système COACH permet de considérer l'une des limitations 
majeures du prototype original qui suppose que le système a déjà identifié l'activité 
en cours de réalisation. Le module de reconnaissance d'activités a montré des résultats 
prometteurs, mais plus d'essais sont requis, incluant des patients et thérapeutes, pour 
tester la fonctionnalité de l'ensemble des composantes du système. 
Lorsqu'on compare ce modèle avec les autres approches hybrides, on remarque cer-
taines limitations de cette approche. Du point de vue de la complexité, les autres ap-
proches présentent de meilleurs résultats que ce modèle. La validation de ce modèle était 
basée sur une simulation de 20 scénarios de réalisations d'activités de la cuisine, où les 
scénarios s'inspirent des travaux de Baum et Edwards [20] sur la détermination de la-
performance cognitive en fonction de la réalisation de tâches de la cuisine (Kitchen Task 
Assessment ou KTA) sur 106 patients souffrant de la maladie d'Alzheimer. Il y avait 
17 scénarios de réalisations erronées et 3 scénarios de réalisations entrecroisées, lesquels 
pouvaient impliquer jusqu'à 10 activités qui sont normalement effectuées dans la cuisine. 
De plus, les fréquences d'observations de comportements erronés et cohérents sont ba-
sées sur celles décrites dans l'étude de Giovannetti et al. [84] effectuée sur 51 patients 
ayant une maladie neurodégénérative. Selon la validation du modèle, l'efficacité compu-
tationnelle de la reconnaissance de plans prend beaucoup plus de temps à la première 
observation (une moyenne de 704 millisecondes), lequel décroît de façon satisfaisante dans 
les observations subséquentes. Le principal facteur dans la performance du modèle est la 
génération des hypothèses comportementales en fonction des plans possibles identifiés à 
partir des actions observées, où l'observation de nouvelles actions permet de circonscrire 
l'ensemble des plans d'activités possibles. On note que, dans certaines situations, l'ob-
servation d'une nouvelle action peut ajouter de nouveaux plans possibles, dont certains 
seront écartés avec de nouvelles observations. Ainsi, la meilleure performance de ces ap-
proches antérieures est causée par le fait que ces approches produisent des hypothèses 
Chapitre 2 : Reconnaissance d'activités 75 
qui proviennent de la librairie de plans, au lieu de générer de nouveaux plans, absents de 
la librairie, qui peuvent expliquer les comportements erratiques ou cohérents de l'agent 
observé. Si ces processus de reconnaissance ne rendent pas explicite les plans erronés 
dans la librairie de plans, ce que font les systèmes tutoriels, un comportement erroné 
particulier ne sera pas reconnu par eux. Étant donné qu'il y a plusieurs façons erronées 
d'effectuer une activité, la taille de la librairie va avoir un impact majeur sur l'efficacité 
du système. 
Également, ce modèle hybride possède comme limitation le fait que la première action 
observée doit être la première dans l'activité que l'agent observé a l'intention d'effectuer, 
dans le but de reconnaître son comportement. Les deux autres approches hybrides princi-
pales présentent des limitations du même type. Dans l'approche de Geib et Goldman [81], 
l'ensemble des actions en suspend est généré en sélectionnant toutes les actions pouvant 
être directement exécutées parmi les activités que l'agent observé a l'intention de réaliser. 
Étant donné qu'un plan d'activité peut être partiellement ordonné, plus qu'une action 
de ce plan peut être insérée dans l'ensemble en suspend. Toutefois, si le processus de 
reconnaissance observe une action absente de cet ensemble en suspend, cette action n'est 
pas reconnue. Donc, pour établir un lien avec la limitation du modèle hybride, la pre-
mière action observée doit être dans l'ensemble des actions en suspens. Dans l'approche 
de Avrahami-Zilberbrand et Kaminka [11], si une action observée dans un plan est tem-
porellement inconsistante pour un marqueur temporel t, alors le plan est rejeté comme 
hypothèse pour le temps t. Pour faire un corollaire avec la limitation, si la première action 
observée est temporellement inconsistante, alors elle est écartée. 
Finalement, ce modèle hybride propose un modèle de représentation des actions et des 
plans d'activités qui est trop rigide. Le modèle d'actions ne prend pas en considération 
qu'une action particulière peut s'appliquer dans plusieurs situations différentes, et pour 
chaque situation où elle peut être effectuée, l'action peut produire des effets différents. 
Le modèle de plans d'activité limite la représentation d'un plan en un ensemble d'actions 
totalement ordonné (séquence) et la seule contrainte entre la réalisation des actions est 
l'ordre dans la séquence. Ceci constitue une limitation dans les situations où certaines 
actions d'une activité peuvent s'interchanger sans impact négatif sur l'accomplissement 
des objectifs de l'activité. Dans cette situation, le modèle hybride va considérer que le 
comportement est erroné (erreur de séquence), alors que le comportement est cohérent. 
Également, les erreurs temporelles (dépassement du délai entre la réalisation des actions 
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d'une activité) ne seront pas détectées, mais elles seront considérées comme étant un 
comportement cohérent. 
2.4 Reconnaissance d'activités dans des environne-
ments intelligents 
Plusieurs travaux en reconnaissance d'activités dans un contexte d'intelligence am-
biante s'inspirent ou modifient des approches de reconnaissance présentées à la section 
précédente. Une bonne majorité de ces travaux s'inspirent de modèles basés sur des ré-
seaux Bayésiens dynamiques ou des modèles de Markov cachés, héritant des avantages 
et des inconvénients de ces modèles. Cette section a pour objectif de présenter une liste 
non exhaustive d'approches proposées dans un contexte d'assistance dans un milieu d'in-
telligence ambiante. 
2.4.1 Autominder 
Le système Autominder [154] est un assistant de planification élaboré à l'Université 
du Michigan. Ce système fournit des rappels concernant les activités quotidiennes de 
l'usager. Il suit le comportement de l'usager dans le but d'évaluer s'il faut fournir des 
rappels d'activités et de planifier le moment opportun d'émettre ces rappels. Le système 
a été déployé sous forme de prototype dans un robot assistant mobile, dénommé Pearl, 
développé à l'Université de Carnegie Mellon [153]. Le robot Pearl a été développé pour 
assister les personnes âgées avec des troubles cognitifs et physiques moyens, et pour 
supporter les professionnels de la santé dans leurs activités quotidiennes. Le système 
Autominder est divisé en trois composants : un gestionnaire de plans, un gestionnaire de 
client, et une orthèse cognitive personnelle [155]. 
Le gestionnaire de plans introduit les plans des AVQ de l'usager dans le plan du 
client, le met à jour, et identifie les conflits possibles dans celui-ci. Le gestionnaire de 
client suit l'exécution des plans à partir des activités observables de l'usager, et enre-
gistre sa croyance concernant l'état d'exécution dans le modèle du client. L'orthèse cog-
nitive personnelle évalue les inconsistances entre ce que l'usager doit normalement faire 
et ce qu'il est en train de faire, et détermine quand émettre les rappels. Le profession-
nel de la santé démarre le système et a pour responsabilité d'entrer une description des 
activités quotidiennes de la personne, des contraintes entre elles, et les préférences concer-
Chapitre 2 : Reconnaissance d'activités 77 
nant le temps et la manière de leurs performances. Afin de prendre en compte plusieurs 
types de contrainte temporelle, les plans de l'usager sont modélisés comme des problèmes 
temporels disjonctifs (Disjunctive Temporal Problem ou DTP). Le gestionnaire de client 
utilise les informations des capteurs pour inférer les activités effectuées par l'usager. Si 
la probabilité qu'une activité planifiée ait été réalisée est élevée, le gestionnaire de client 
envoie cette information au gestionnaire de plan, lequel met à jour le plan du client en 
enregistrant le temps de la réalisation et en propageant toutes les contraintes affectées. 
Le modèle du client est représenté par un réseau temporel bayésien quantitatif ( Quan-
titative Temporal Bayes Net ou QTBN), lequel a été développé pour raisonner à propos 
des fluents et des contraintes temporelles probabilistes [155]. Un QTBN est composé 
d'un réseau Bayésien dynamique (DBN) qui contient toutes les relations causales et un 
réseau Bayésien standard qui représente toutes les relations temporelles. L'orthèse cog-
nitive personnelle utilise le plan du client et le modèle du client pour déterminer quels 
rappels doivent être émis et le moment de les émettre. La génération d'un plan pour 
le rappel d'activité est considérée comme un problème de satisfaction et utilise une ap-
proche de recherche locale (planification par réécriture) dans le but de créer un plan 
de rappel qui minimise le nombre de fois que le système interrompt l'usager. Le sys-
tème est en mesure de prendre en compte des situations où l'usager effectue des activités 
multiples et d'émettre des rappels quand certains comportements erronés se produisent 
(principalement reliés au temps). 
Des essais cliniques du système avec le robot Pearl ont montré des résultats promet-
teurs en émettant des rappels pour des tâches assignées (amener le sujet à un rendez-vous 
planifié) [153]. Cependant, toutes les activités de la journée doivent être insérées dans le 
système quand il est démarré. Dans le cas où le patient doit ajouter une nouvelle activité 
ou annuler une activité prévue dans le but de réagir à la dynamique de l'environnement, 
le système émettra des rappels erronés pour une certaine période de temps. Le calendrier 
d'une journée peut changer énormément quand un événement non prévu se produit. 
2.4.2 I.L.S.A. 
Le système Independent LifeStyle Assistant (I.L.S.A.) [90], un système de surveillance 
et de support pour personnes âgées développé au laboratoire Honeywell. Le but de ce 
système est de permettre aux personnes âgées de vivre plus longtemps dans leurs maisons 
en réduisant la charge de travail des travailleurs de la santé. Le système I.L.S.A. consiste 
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à un système multi-agents qui incorpore différents appareils de domotique pour détecter 
et surveiller les activités et les comportements. Le suivi des tâches par le système est 
basé sur l'approche de reconnaissance hybride de Geib et Goldman [81]. Ceci permet de 
générer des hypothèses sur les buts de l'occupant, tout en prenant en compte l'incertitude 
associée à la perte d'information quand le système n'est pas en mesure d'observer une 
action à cause d'erreurs de capteurs. Une étude clinique du système I.L.S.A. a été effectuée 
pour compléter une preuve de concept et consistait principalement à surveiller deux AVQ 
(médication et mobilité) et d'envoyer des alertes et informations à la famille du patient. 
Toutefois, la composante de reconnaissance hybride a été retirée du système lors des 
essais pour réduire les coûts de déploiements reliés à la taille de l'ensemble des capteurs, 
et pour des problèmes de gestion de la mémoire, d'extensibilité (scalability), et de code 
expérimental. 
2.4.3 MavHome 
Le projet MavHome (Managing an Adaptive Versative Home) [51] est un habitat in-
telligent basé sur une architecture multi-agents, où chaque agent perçoit son état à l'aide 
des capteurs et agit, de façon rationnelle, sur l'environnement de l'habitat intelligent, 
dans le but de maximiser le confort et la productivité des occupants. Par exemple, cer-
tains appareils peuvent être automatiquement contrôlés en fonction de la prédiction du 
comportement et des motifs (patterns) de la routine et des tâches répétitives de l'occu-
pant (fouille de données ou data mining). La prédiction de localisation utilise l'algorithme 
Active Lezi [88], lequel est basé sur l'algorithme de compression LZ78 [223]. Il utilise les 
principes de la théorie de l'information de Shannon [194] pour traiter les séquences d'in-
formation historique et ainsi apprendre les positions futures probables de l'occupant. Cet 
algorithme a été testé sur des données synthétiques et réelles, avec une précision de 64% 
et 55% respectivement. En ajoutant des règles temporelles, basées sur la logique tempo-
relle de Allen [4], à cet algorithme, la précision de la prédiction augmente à 69% pour les 
données synthétiques et à 56% pour les données réelles [107]. 
La prédiction de l'action de l'occupant est basée sur l'algorithme SHIP (Smart Home 
Inhabitant Prédiction), lequel considère la séquence d'actions la plus récente (commandes 
aux appareils émises par l'occupant) avec l'historique de l'occupant, dans le but de prédire 
les interactions de l'occupant (commandes aux appareils) avec l'habitat intelligent. La 
précision de la prédiction pour l'algorithme SHIP sur des données réelles est de 53.4%. 
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L'algorithme ED (Episode Discovery), basé sur des techniques de fouille de données, est 
utilisé pour identifier les épisodes significatifs (ensemble d'événements d"appareils reliés 
qui peut être partiellement/totalement ordonné) qui sont présents dans l'historique de 
l'occupant. Ces motifs épisodiques permettent de minimiser la longueur du flux d'entrée 
en utilisant le principe de longueur de description minimale (minimum description length 
ou MDL) [172], où chaque instance d'un motif est remplacée par un lien vers la définition 
du motif. En combinant les algorithmes Active Lezi et ED, la précision de prédiction 
sur des données réelles est améliorée de 14%. Ces résultats montrent l'efficacité de ces 
algorithmes dans la prédiction des activités de l'occupant. Cependant, une analyse de la 
complexité en terme de temps de réponse du système est indispensable. 
2.4.4 Gator Tech 
Le Gator Tech Smart House est un habitat intelligent développé au University of Flo-
rida's Mobile and Pervasive Computing Laboratory [97] qui a été utilisé pour effectuer 
plusieurs projets de recherche pour la création de technologies, de cadres, et systèmes pour 
mettre en application le concept d'environnements d'assistances au bénéfice de la popu-
lation vieillissante et handicapée dans le monde. Cette recherche porte sur les assistants 
personnels, les capteurs, les systèmes de reconnaissance, les technologies de localisation 
et de suivit, la robotique, L'un de leurs projets récents, proche de notre recherche en 
reconnaissance d'activités, porte sur une plate-forme qui fait le suivit de la conformité 
des patients diabétiques pour leurs activités, leurs diètes, et leurs exercices [96]. La recon-
naissance d'activités est basée sur un modèle de Markov caché (HMM), un pour chaque 
tâche à reconnaître. En utilisant les données des capteurs, le processus de reconnaissance 
est en mesure d'évaluer quantitativement l'état d'achèvement d'une activité, et d'évaluer 
qualitativement les étapes manquantes. En utilisant les données réelles de l'appartement 
intelligent CASAS du Washington State University [198], cinq HMM, un par activité, qui 
ont été entraînés à partir de ces données, ont été en mesure d'atteindre une précision de 
reconnaissance de 98% sur ces données. Une autre expérimentation où 20 participants 
effectuaient la séquence des 5 activités en incorporant volontairement des erreurs com-
portementales (étapes manquantes ou mal effectuées) a été en mesure de détecter l'erreur 
de la part de 19 participants (1 participant a effectué les activités de façon cohérente). 
Cependant, cette approche a certaines limitations. Les cinq activités doivent être ac-
complies selon une séquence spécifique relativement inflexible (l'accomplissement d'une 
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activité est nécessaire pour la poursuite d'une autre). Pour la reconnaissance des erreurs, 
celles-ci sont volontaires et le comportement résultant ne respecte pas la routine nor-
male (séquences d'événements). Par conséquent, une modification de l'environnement qui 
changerait les événements capteurs détectables peut induire une fausse reconnaissance 
d'erreurs comportementales. Également, un HMM qui a été entraîné à partir d'événe-
ments capteurs d'un habitat intelligent peut s'avérer inutile s'il est utilisé dans un autre 
habitat intelligent, où la configuration des capteurs est forcément différente. Ces diffé-
rentes limitations sont généralement présentes dans les approches où la reconnaissance 
des activités est directement basée sur les événements capteurs, sans étapes intermé-
diaires (reconnaissance de l'état/contexte actuel de l'environnement, reconnaissance des 
actions de bas niveau . . . ). 
2.4.5 Smart Environments Research Group (Ulster) 
Le Smart Environments Research Group at Ulster University [43] travaille sur diffé-
rents aspects de l'assistance cognitive dans les habitats intelligents. Dans l'un de leurs 
récents projets [99], il propose une approche de reconnaissance d'activités d'une personne 
observée à partir de données capteurs incertains. L'approche de reconnaissance est ba-
sée sur la théorie de l'évidence [193], dans le but de fusionner l'information incertaine 
obtenue des capteurs quand l'occupant d'un habitat intelligent effectue ses activités de 
la vie quotidienne. Plusieurs approches de fusions sont utilisées pour prendre en compte 
les incohérences au sein de la connaissance obtenue de sources différentes. Ces approches 
permettent de combiner l'évidence de sources variées et d'arriver à un degré de croyance 
qui prend en considération toutes les évidences disponibles. L'utilisation de connaissance 
historique (journal de l'aidant) permet de résoudre les inconsistances entre l'action pré-
dite / reconnue et les activités actuelles. L'avantage de ce type d'approche est qu'on 
peut capturer le fait que les capteurs fournissent des données souvent imprécises que 
certaines sources d'information sont, a priori, plus fiables que d'autres. Une validation a 
été effectuée sur un ensemble de données réelles [98]. 
Cependant, les approches basées sur la théorie de l'évidence souffrent d'un problème 
de complexité pour la combinaison des évidences causé par le nombre d'éléments focaux 
utilisés dans la fonction de croyance. Dans un contexte d'habitat intelligent, le nombre 
d'éléments focaux peut être très élevé, augmentant la complexité du processus de recon-
naissance. 
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2.4.6 COACH 
Le système COACH (Cognitive Orihosis for Assisting aCtivities in the Home) est 
un aide cognitif pour les personnes atteintes de la maladie d'Alzheimer [27]. Ce système 
surveille activement un patient qui tente d'effectuer une tâche spécifique, comme se laver 
les mains, et offre de l'assistance sous forme de guidance (messages ou rappels vocaux ou 
visuels) au moment le plus opportun [26]. Le système d'assistance est basé sur un proces-
sus de décision de Markov partiellement observable (partially observable Markov décision 
process ou POMDP) [119]. Le POMDP est en mesure d'estimer les états non observés, 
comme le niveau de démence et la réactivité de l'occupant. À partir des variables d'état 
observées par une caméra, comme la position des mains du patient, le POMDP détermine 
l'état du monde le plus probable, incluant l'état actuel d'achèvement de l'activité [130]. 
Cet état est utilisé avec une politique (policy) préévaluée pour déterminer l'action que le 
système COACH doit effectuer. Une politique est une fonction qui spécifie l'action (tran-
sition d'états) que le système doit prendre quand il se retrouve dans un état précis. La 
politique choisie doit maximiser la mesure de récompenses (limiter le coût des transitions 
d'états). Par exemple, si un problème survient, comme une erreur ou le patient semble 
confus, le système calcule la solution la plus appropriée pour accomplir la tâche, selon le 
modèle POMDP de l'activité, et ensuite guide le patient dans l'accomplissement de sa 
tâche. Des essais expérimentaux et cliniques avec le système COACH, avec la participa-
tion de patients Alzheimer et de thérapeutes, ont montré des résultats très prometteurs 
dans la surveillance d'une seule activité préétablie (le lavage de main) et à fournir une 
assistance adéquate au bon moment [27]. Toutefois, une limitation majeure de ce système 
est de présumer qu'il connaît déjà l'activité en cours de réalisation et, donc, il suppose 
qu'il y a seulement une seule tâche effectuée lors de l'observation du comportement du 
patient. 
2.4.7 Barista 
Le système Barista [140] est un système de reconnaissance d'AVQ qui utilise les ID 
des objets pour déterminer quelles activités sont actuellement réalisées. Il utilise des 
étiquettes RFID (radio-frequency-identification) sur les objets et deux gants RFID que 
l'usager porte dans le but de reconnaître les activités dans un habitat intelligent [148]. Le 
système est composé d'un ensemble de capteurs (étiquettes et gants RFID) qui détectent 
les interactions avec les objets, d'un système probabiliste qui infère les activités à partir 
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des observations provenant des capteurs, et d'un constructeur de modèles qui permet la 
création de modèle probabiliste d'activités à partir, par exemple, de recettes prédéfinies. 
Chaque étape est composée d'objets impliqués, de la probabilité de leur implication, 
et, optionnellement, un temps d'accomplissement modélisé comme une distribution de 
probabilité gaussienne. Les activités sont converties en des réseaux Bayésiens dynamiques 
(DBN) par le système probabiliste. En utilisant la sous-activité courante comme variable 
cachée et l'ensemble des objets observés et le temps écoulé comme variables observées, 
le système est en mesure d'estimer (quantification probabiliste) les activités à partir des 
données des capteurs. Le système a été également testé avec des modèles de Markov 
cachés (HMM) dans le but d'évaluer la précision de la reconnaissance d'activités [144]. 
Ces modèles ont été entrainés avec un ensemble d'exemples où l'usager réalise un ensemble 
d'activités entrecroisées. Toutefois, certains modèles HMM ont moins bien performé, et 
le modèle DBN a été en mesure d'identifier l'activité en cours de réalisation avec une 
précision de reconnaissance supérieure à 80%. Cette approche a été en mesure d'identifier 
l'AVQ en cours de réalisation dans un contexte où les activités peuvent être entrecroisées. 
Toutefois, cette approche ne tient pas compte des réalisations erronées des activités, car le 
résultat du processus de reconnaissance est l'AVQ la plus plausible en cours de réalisation. 
2.5 Sommaire 
Lorsqu'on parcourt les différents travaux de reconnaissance d'activités, plusieurs ap-
proches présentent des résultats intéressants dans la précision de la reconnaissance. Ce-
pendant, lorsqu'elles sont appliquées dans un contexte d'assistance dans un habitat in-
telligent, certains points importants sont à considérer : 
- Les approches basées uniquement sur la logique souffrent d'un problème d'équi-
probabilité des hypothèses sur le comportement observé de l'occupant. Dans un 
contexte où il faut fournir un service d'assistance, l'équiprobabilité des hypothèses 
peut nuire au processus de décision. C'est pourquoi on remarque qu'il y a de plus en 
plus d'approches basées sur les probabilités (réseaux bayésiens, modèles de Markov 
cachés, . . . ). 
- Un autre point important concerne la modélisation du profil de l'occupant, qui in-
clut les activités de l'occupant et son comportement quand il les réalise. L'un des 
problèmes importants concerne le fait que l'on ne puisse pas modéliser de façon 
exhaustive une librairie de plans convenable à toutes les situations. Ceci est lié au 
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fait que le plan observé (le comportement) de l'occupant peut inclure des réalisa-
tions erronées ou cohérentes des activités, lesquelles peuvent s'entrecroiser. Pour 
une seule activité, il est impossible d'effectuer une liste exhaustive de tous les plans 
erronés ou les plans cohérents impliquant d'autres activités. 
- Un moyen de modéliser le profil de l'occupant est d'utiliser des approches basées sur 
les probabilités, principalement des réseaux Bayésiens dynamiques et des modèles 
de Markov cachés. Ces approches nécessitent une période d'entraînement, car les 
modèles sont trop complexes pour qu'une personne experte puisse bien configurer 
les paramètres et la structure des modèles. Dans un contexte où un système d'as-
sistance doit être déployé dans la résidence d'un patient, où la configuration des 
capteurs peut varier de celle où le modèle a été entraîné, le modèle de reconnais-
sance requiert une certaine période d'adaptation. Cette période d'adaptation doit 
être suffisamment longue pour recueillir assez de données de l'occupant pour que 
le modèle puisse donner des résultats efficaces. Cette période d'adaptation peut 
causer un certain inconfort de la part de l'occupant si sa durée est trop longue. 
Également, la période d'entraînement pré et postdéploiement retarde la mise en 
service du système d'assistance. 
- Concernant l'inférence des activités en cours de réalisation par l'occupant, elle est 
principalement basée sur les données d'événements capteurs. Cependant, il est éga-
lement possible d'utiliser plusieurs niveaux de reconnaissance comme la reconnais-
sance des contextes/états de l'environnement de l'habitat intelligent, la séquence 
d'actions de bas niveau effectuée par l'occupant, et le type de comportement de 
l'occupant. Un processus de reconnaissance divisé en plusieurs couches permet de 
limiter les effets d'un changement de la configuration des capteurs. Le modèle de 
reconnaissance doit prendre en considération le fait que l'état actuel de l'envi-
ronnement de l'habitat intelligent est partiellement observable, où les sources de 
perception peuvent changer d'un milieu à un autre. Ceci permet de réutiliser le mo-
dèle dans d'autres milieux en limitant les modifications dans le noyau du modèle 
de reconnaissance. 
- Il est important de prendre en considération les différents types de comportement 
de l'occupant quand il effectue ses activités de la vie quotidienne. Cependant, cer-
taines approches priorisent un type de comportement par défaut. Par exemple, si 
le comportement est différent des routines utilisées pour l'apprentissage du modèle, 
alors celui-ci sera forcément considéré comme un comportement erroné. Dans cette 
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situation, l'hypothèse d'un comportement cohérent et l'hypothèse d'un comporte-
ment erroné sont toutes les deux valides. 
Pour prendre en considération ces différents points importants, l'approche proposée 
dans cette thèse possède les caractéristiques suivantes : 
Contextes d'environnement La notion de contextes d'environnement permet de sim-
plifier la description des actions de l'occupant, lesquelles ne sont plus basées sur les 
transitions d'états de l'environnement, mais plutôt sur des transitions de contextes. 
Ainsi, un contexte particulier de l'environnement peut correspondre à plusieurs 
états différents. Par exemple, si plusieurs états peuvent expliquer l'état actuel, 
causé par une observabilité partielle de l'environnement, alors ces états possibles 
peuvent correspondre à un contexte spécifique ou bien à un contexte plus général 
si plusieurs contextes spécifiques sont possibles (hiérarchie de contextes). 
Formalisme d'action possibiliste La reconnaissance d'actions de l'occupant est ba-
sée sur un formalisme possibiliste de l'action s'appuyant sur les transitions entre les 
contextes plausibles de l'environnement, lesquelles sont quantifiées à l'aide de distri-
bution de possibilités. Ce formalisme permet de simplifier la description de l'action 
de la part d'un expert. La théorie des possibilités permet de prendre en considéra-
tion les croyances d'un expert en utilisant une relation d'ordre de possibilités sur 
un ensemble de contextes plausibles de l'environnement. En effet, il est plus facile 
à une personne experte de structurer en ordre de plausibilités un ensemble d'évé-
nements que d'indiquer la probabilité de ces événements. Ceci permet de diminuer 
le délai de déploiement du système, en diminuant la phase d'apprentissage. 
Plans d'activités Le processus de reconnaissance de comportement est basé sur un 
modèle d'activités utilisant une structure de plan d'activité dans laquelle les actions 
de l'activité sont partiellement ordonnées par une relation temporelle. Cette relation 
temporelle décrit la durée, sous forme d'une distribution de possibilité sur le temps, 
entre la réalisation de deux actions de l'activité. 
Hypothèses comportementales À partir de la séquence d'actions possibles et des 
plans d'activités, on peut générer des hypothèses sur le comportement de l'oc-
cupant. Les hypothèses peuvent représenter différents types de comportements, où 
chaque type peut représenter une explication valide selon les observations actuelles : 
- comportement cohérent où l'occupant réalise une ou plusieurs activités (entre-
croisées ou en séquence) de façon cohérente. 
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- comportement erroné où l'occupant réalise une ou plusieurs activités de façon 
erronée. 
- comportement erroné où l'occupant réalise une ou plusieurs activités de façon 
erronée, tandis que d'autres sont effectuées de façon cohérente. 
Toutes ces caractéristiques permettent de diminuer le délai de déploiement du système, 
en atténuant la phase d'apprentissage. 
2.6 Conclusion 
Ce chapitre a permis de présenter un état de l'art en reconnaissance d'activités, plus 
particulièrement dans un contexte d'habitat intelligent. En premier lieu, les fondements 
de la reconnaissance d'activités dans une perspective d'intelligence artificielle ont été 
présentés. Ensuite, un survol de différentes catégories de reconnaissance d'activités et des 
théories sur lesquelles elles sont basées a été effectué. Par la suite, une présentation des 
différentes approches de reconnaissance d'activités dans un contexte d'habitat intelligent 
a permis de souligner leurs points forts et faibles. Finalement, un sommaire a permis de 
positionner le modèle de reconnaissance proposé dans cette thèse. 
Chapitre 3 
Une formalisation possibiliste de 
l'action basée sur les contextes de 
l 'environnement 
3.1 Introduction 
Comme précédemment mentionnée, la problématique de la reconnaissance du com-
portement de l'occupant d'un habitant intelligent amène plusieurs défis à prendre en 
considération [151, 177, 179]. Plusieurs approches antérieures, principalement probabi-
listes et basées sur les événements capteurs, ont été proposées pour répondre à cette 
problématique. Cependant, ces approches ont des limitations à différents niveaux du 
processus de reconnaissance. Afin de répondre à la problématique de la reconnaissance 
de comportements, cette thèse présente une approche de reconnaissance basée sur une 
formalisation possibiliste des actions et une formalisation des activités en structures de 
plans d'actions [182]. La représentation des actions est basée sur la théorie des possibili-
tés, les contextes de l'environnement et les logiques de description. La formalisation des 
activités est basée sur des structures de plans, où les actions sont partiellement ordonnées 
par une relation d'ordre temporelle. 
L'objectif de l'approche de reconnaissance proposée est la reconnaissance du compor-
tement d'un occupant ayant des déficiences cognitives lorsqu'il effectue ses activités de 
la vie quotidienne au sein d'un habitat intelligent. Ce comportement peut être cohérent, 
où les activités sont effectuées de façon cohérente, ou erronée, où l'occupant effectue cer-
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taines activités de façon erronée, tandis que d'autres sont, s'il y en a, effectuées de façon 
cohérente. Cependant, on remarque que plusieurs approches ne prennent pas en considé-
ration ces deux types de comportements lors de l'inférence du comportement observé de 
l'occupant. Généralement, elles favorisent un type de comportement lors de l'évaluation 
du comportement observé. Cependant, ces deux types de comportements sont des expli-
cations valides dans certains cas. En effet, même si les actions observées semblent indiquer 
un comportement cohérent de la part de l'occupant, un comportement erroné peut éga-
lement produire cette même séquence d'actions. Ainsi, les deux types de comportements 
sont des explications possibles pour le comportement observé de l'occupant. 
La paramétrisation du profil de l'occupant est soit basée sur l'apprentissage à partir 
des données d'événements capteurs, lequel est un processus à long terme, ou soit basée sur 
les croyances partielles d'experts du domaine, lesquelles peuvent être obtenues avant la 
mise en place du système. L'utilisation de la théorie des possibilités [63] et des contextes 
de l'environnement au sein de notre approche permet de capturer la croyance partielle 
d'experts du domaine concernant la réalisation des activités par l'occupant, et d'utili-
ser cette approximation lors de l'absence ou de l'ignorance de données complètes sur les 
comportements de l'occupant lors de la mise en place du système de reconnaissance. La 
connaissance des experts du domaine concernant le profil de l'occupant est incomplète et 
imparfaite et est donc difficile à représenter à l'aide de la théorie des probabilités. La théo-
rie des possibilités avait été initialement créée pour fournir une sémantique graduée pour 
les énoncés en langage naturel [219]. Les mesures de possibilité et de nécessité (ou certi-
tude) obtenues à partir des distributions de possibilités permettent d'avoir un intervalle 
de confiance sur les hypothèses concernant les actions observées et le comportement de 
l'occupant. L'utilisation de contextes génériques d'environnement permet la réutilisation 
des définitions des actions et plans d'activités pour différents habitats intelligents. 
L'approche de reconnaissance proposée dans cette thèse est subdivisée en un pro-
cessus de reconnaissance d'actions et en un autre de reconnaissance de comportements. 
L'objectif de ce chapitre est de présenter l'approche de reconnaissance d'actions basée sur 
une formalisation possibiliste des actions. La première partie de ce chapitre présentera un 
aperçu du processus de la reconnaissance des actions et les suppositions qui ont été prises. 
La deuxième partie de ce chapitre abordera la notion de contextes d'environnement uti-
lisée dans la description des conditions d'activation et des effets des actions. La troisième 
partie de ce chapitre décrira d'une manière détaillée le cadre formel de représentation des 
actions basée sur ces contextes et la théorie des possibilités. Cette formalisation permet 
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d'évaluer l'action plausible qui sera la prochaine effectuée par l'occupant (prédiction), 
et l'action plausible qui a été effectuée par l'occupant (reconnaissance). Finalement, un 
sommaire du processus de la reconnaissance d'actions sera présenté. 
3.2 Aperçu de la reconnaissance d'actions 
Le modèle de reconnaissance d'actions est basé sur une formalisation de l'action en 
utilisant la théorie des possibilités [63] et les logiques de description [13]. Les logiques de 
description sont une famille de formalismes de représentation des connaissances. Cette 
famille peut être vue comme un sous-ensemble de la logique du premier ordre [14]. L'une 
des forces des logiques de description est qu'elles peuvent offrir un pouvoir d'expressivité 
supérieur à la logique propositionnelle, tandis que le raisonnement est décidable, contrai-
rement à la logique du premier ordre qui est semi-décidable [164]. La semi-décidabilité 
[70] dénote le fait que pour une théorie, il existe une méthode efficace qui, pour n'importe 
quelle formule, va toujours indiquer correctement quand la formule est dans la théorie, 
mais peut n'indiquer soit une réponse négative ou aucune réponse quand la formule n'est 
pas dans la théorie. Toute théorie décidable est semi-décidable, mais, en général, la réci-
proque n'est pas toujours vraie. C'est le cas de la logique du premier ordre, où il n'existe 
pas de méthode efficace pour indiquer qu'une formule n'est pas dans une théorie. 
Le processus de reconnaissance d'actions est séparé en trois étapes : 
1. Détection de la réalisation d'une action et récupération de l'état de l'environnement 
résultant, lequel peut être partiellement observable. Cette étape utilise les événe-
ments des capteurs pour inférer l'observation d'une action et l'état actuel observé. 
2. Inférence des contextes plausibles pouvant correspondre à l'état observé (partiel) 
de l'environnement. Cette étape se base sur la terminologie de l'environnement 
décrite à l'aide des logiques de description et sur les assertions obtenues à partir de 
l'information recueillie à l'étape précédente. 
3. Inférence de l'action plausiblement observée et de la prochaine action plausible 
que peut effectuer l'occupant de l'habitant intelligent. Cette étape se base sur une 
formalisation possibiliste de l'action et sur les mesures de possibilité et nécessité 
obtenues en fonction des contextes plausibles pouvant dénoter l'état précédent et 
l'état courant. 
L'action observée la plus plausible pouvant expliquer les changements observés dans 
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l'environnement de l'habitat intelligent est sélectionnée parmi les actions présentes dans 
l'ontologie d'actions, laquelle décrit l'ensemble des actions possibles que l'occupant peut 
effectuer dans l'habitat intelligent. Cette sélection s'effectue en fonction de la formalisa-
tion possibiliste des actions, de l'ensemble des contextes pouvant expliquer l'état actuel 
et l'état précédent de l'environnement, et des relations de subsomption entre les actions 
de l'ontologie. De plus, en fonction de l'état courant, l'action la plus plausible qui sera 
la prochaine à être effectuée par l'occupant est également sélectionnée par le processus 
de reconnaissance d'action. L'action qui a été reconnue est ensuite ajoutée à la séquence 
d'actions observées. Cette séquence, également appelée plan observé, est utilisée par le 
processus de reconnaissance d'activités pour générer des hypothèses à propos du compor-
tement observé, cohérent ou erroné, de l'occupant de l'habitat intelligent. Ces hypothèses 
seront envoyées à un système d'assistance, qui lui planifiera une tâche d'assistance si né-
cessaire. 
Voici quelques suppositions qui ont été faites pour le processus de reconnaissance 
d'actions : 
- il y a seulement un occupant dans l'habitat intelligent, 
- l'habitat intelligent est partiellement observable, 
- l'information provenant des capteurs disséminés dans l'environnement de l'habitat 
intelligent peut être imparfaite ou incomplète, 
- on suppose l'existence d'un système de reconnaissance de bas niveau qui est respon-
sable d'identifier si une action a été effectuée et d'envoyer l'information pertinente 
à l'étape responsable d'inférer les contextes plausibles, 
- une action peut être réalisée dans plusieurs états possibles de l'environnement et 
peut avoir plusieurs conséquences possibles. 
Par conséquent, on s'intéresse à la reconnaissance de haut niveau (actions, activités, 
comportements) à partir de la connaissance sur l'état de l'environnement observé, laquelle 
est obtenue des événements des capteurs. 
3.3 Environnement et contextes 
La connaissance sur l'environnement de l'occupant de l'habitat intelligent est repré-
sentée à l'aide d'un formalisme en logique de description. Les logiques de description sont 
une famille de formalismes de représentation de connaissances qui peut être vue comme 
un sous-ensemble de la logique du premier ordre, où son pouvoir expressif va au-delà de 
Chapitre 3 : Une formalisation possibiliste de l'action 90 
la logique propositionnelle, tandis que le raisonnement reste décidable [14]. La famille 
de logique de description ACC [190] est l'une des plus simples à utiliser. Elle peut être 
considéré comme étant une variante écrite de la logique multi-modale K m [92], tel que 
montré par [188]. Les logiques de description utilisent la notion de concepts (ensembles 
d'individus) et de rôles (relations entre deux individus) comme éléments de base. 
Les logiques de description représentent la connaissance d'un domaine d'application 
(dans notre cas l'environnement) en définissant les concepts relatifs à ce domaine (termi-
nologie), et en utilisant ces concepts pour spécifier les propriétés des objets et individus 
du domaine (description de l'environnement) [13]. L'un des aspects importants de cette 
famille de représentation de connaissances est que le raisonnement permet d'inférer la 
connaissance implicite à partir des connaissances explicitement représentées dans la base 
de connaissances. Aussi, les concepts et individus sont classifiés à l'aide de la relation 
de subsomption (sousconcept-superconcept), dans le but de structurer la terminologie en 
une hiérarchie de subsomption. On dit qu'un concept A est subsumé par un autre concept 
B lorsque tous les individus du concept A sont également inclus dans les individus du 
concept B. 















(restriction sur les valeurs) 
(quantification existentielle), 
où A représente un concept atomique, C et D représentent des descriptions de concepts, 
et R représente un rôle atomique. 
La sémantique est donnée avec une interprétation I , laquelle consiste à un ensemble 
non vide A x (domaine d'interprétation) et une fonction d'interprétation (-)1, qui assigne 
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à tous les concepts atomiques A un ensemble A1 Ç A1 , et à tous les rôles R une relation 
binaire R1 Ç A 1 x A1 , de sorte que : 
TX = AX 
± x = 0 
(C n D)x = cInDI 
(C U D)x = CIUDI 
- C x = A 1 \ C 1 
(Vfl.C)1 = {a € Ax|V6.(a,6) e R1 -> 6 € C1} 
(3R.C)X = {ae Ax|36.(a, b) e R1 A b € C1} . 
Une basse de connaissances en logique de description consiste à un ensemble d'axiomes 
terminologiques (TBox) et d'un ensemble d'axiomes d'assertions (ABox). La syntaxe et 
la sémantique de ces axiomes sont définies de la façon suivante : 
(inclusion de concept) 
(inclusion de rôle) 
(égalité de concepts) 
(égalité de rôles) 
(assertion de concept) 
(assertion de rôle) . 
Les systèmes de raisonnement pour les logiques de description utilisent la supposition 
de monde ouvert [30]. Cela implique que la valeur de vérité d'un énoncé est indépendante 
de sa connaissance par l'observateur. Ceci est contraire à la supposition de monde fermé 
(ou clos), où tout énoncé (fait) non connu est forcément faux, causé par la présomption 
de l'omniscience. Dans le contexte d'un habitat intelligent, où l'état de l'environnement 
est partiellement observable, la supposition de monde fermé est trop rigide. En effet, 
l'information sur l'état de l'environnement est forcément incomplète, car l'observation est 
limitée aux capteurs présents, lesquels ne captent pas toutes les propriétés de l'habitat 
intelligent. Par conséquent, l'utilisation de la supposition de monde ouvert permet de 
prendre en considération le fait que certains énoncés peuvent avoir une valeur de vérité 
CQD 
RQS 
C = D 
R = S 
C(a) 
R(a, b) 
C1 Ç D1 
R1 CS1 
C1 = DT 
RI = SI 
JeC1 
(a1, b1) E R1 
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inconnue lorsqu'ils ne sont pas inclus ou inférés à partir de la connaissance explicitée 
dans le système. 
Pour la représentation de l'environnement, on ne se restreint pas à une famille spé-
cifique de logiques de description. Toutefois, on considère ici deux familles de logiques 
de description pour représenter l'environnement : STiOlAf(D) et ACC. La famille de 
logiques de description SHOlN(D) [103] constitue la fondation du langage ontologique 
OWL DL [102] pour le web sémantique [192]. Afin de limiter la complexité du raison-
nement, on peut se restreindre à la famille ACC [190], qui représente un sous-ensemble 
de S'HOTM{D). Mais cette restriction peut limiter l'expressivité de la représentation de 
l'environnement, principalement sur les différentes propriétés des rôles entre les concepts 
(transitivité, inversion, et hiérarchie des rôles). Ainsi, l'idéal est d'utiliser un langage situé 
entre ACC et ST-LOXM{D) et de limiter l'utilisation des constructeurs définis spécifique-
ment dans SUOlN{D). 
3.3.1 Contextes 
Lors de la formalisation des actions, plusieurs approches de reconnaissance ou de pla-
nification utilisent directement l'ensemble des états de l'environnement pour décrire les 
préconditions et les postconditions des actions [52]. Cependant, le principal défaut de 
ce type d'approche est qu'il faut connaître l'ensemble des états possibles de l'environ-
nement, ce qui n'est pas réaliste dans un contexte d'habitat intelligent où la taille de 
l'espace d'états possibles est très élevée et est changeant. De plus, il est difficile d'identi-
fier avec précision l'état de l'environnement qui est actuellement observé, car les capteurs 
ne donnent qu'une information incomplète et imparfaite. Dans le but de pallier ces dif-
férentes limitations, l'approche proposée utilise une formalisation des actions et des ac-
tivités qui se base sur les contextes de bas niveau [176] de l'environnement à la place des 
états possibles de l'habitat intelligent. Un contexte de bas niveau est associé à l'état de 
l'environnement et au profil de l'occupant de l'habitat intelligent, tandis qu'un contexte 
de haut niveau est associé au comportement de l'occupant (les intentions, les actions 
effectuées, les activités en cours de réalisation, le type de comportement . . . ). Pour la 
suite du document, l'utilisation du terme contexte va sous-entendre les contextes de bas 
niveau. Les contextes d'environnement peuvent être définis de façon moins précise qu'un 
état de l'environnement. Ceci permet d'associer un sous-ensemble de l'espace d'états 
possibles <S de l'environnement à un contexte particulier dans l'ensemble des contextes 
Chapitre 3 : Une formalisation possibiliste de l'action 93 
de l'environnement C. Ce contexte particulier ct G C est défini en fonction de certaines 
propriétés de l'environnement de l'habitat intelligent, lesquelles sont communes dans les 
états du sous-ensemble de S associés au contexte ct. 
Définition 3.1 (Contexte). Soit S, l'ensemble de tous les états possibles de l'environne-
ment d'un habitat intelligent. Un contexte c, G C consiste en un ensemble d'assertions Apt 
en logique de description qui sont satisfaits par certains états d'environnement s} G S, 
de sorte que cf = {s3 G S\sj \= Apz} est un sous-ensemble non-vide de S. 
On note que -x est une fonction d'interprétation -1 : C H-> p{S) qui assigne à un 
contexte cl un sous-ensemble du domaine d'interprétation A 1 = S, où cette assignation 
correspond à un ensemble non vide d'états parmi l'ensemble des sous-ensembles p(S). 
Par exemple, un contexte ct où un occupant p est dans la cuisine k, la porte pgm 
du garde-manger g est ouverte (dénoté par l'état o), et la boîte de pâtes bp est dans le 
garde-manger g peut être représenté en utilisant des assertions de logique de description 
(Tableau 3.1). On note que le rôle transitif EstDans indique qu'une instance a est située à 
l'intérieur d'une autre instance b, dénoté par EstDans(a,b). Le rôle APourEtat permet 
d'indiquer l'état e d'une instance a, dénoté par ApourEtat(a,e). On remarque que la 
description du contexte ct peut s'appliquer à plusieurs états possibles de l'environnement 
de l'habitat intelligent. Par exemple, on peut avoir deux états s\ et S2 satisfaisant le 
contexte c, où la seule différence est l'état du four, de sorte que le four est allumé dans 
si et éteint dans S2-











À partir d'un ensemble de contextes C, il est possible d'avoir différentes partitions de 
l'ensemble d'états S à partir de sous-ensembles Ct Ç C. Ainsi, les contextes c, G Ct sont 
mutuellement exclusifs, où les états de l'environnement ne peuvent pas être associés à plus 
d'un contexte dans Cu et collectivement exhaustifs, où l'union des sous-ensembles d'états 
associés aux contextes c} G Ct forme un recouvrement de S. Par conséquent, l'ensemble 
de contextes C peut être défini par un ensemble de partitions C i , . . . ,Cn (C = CiU.. .UC„). 
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Définition 3.2 (Partition). Soit un ensemble Ct de contextes. L'ensemble C, est une 
partition de l'espace d'états de l'environnement S si Vc,,c* G Ct, cf ^ cf A cf n c£ = 0 
et U {cj} = S. 
Cj€C, 
3.3.2 Relation de subsomption de contextes 
Un ensemble de contextes C de l'environnement peut être partiellement ordonné en 
fonction de la relation de subsomption de contextes Qc- Cette relation de subsomption 
de contextes peut être vue comme étant une extension de la relation de subsomption 
des logiques de description (LD) [13]. Cette relation en LD, qui est transitive, permet 
d'indiquer qu'un concept est plus général (subsume) un autre concept. En d'autres mots, 
les instances du concept subsumé sont incluses parmi celles du concept subsumant. 
Proposition 3.3 (Relation de subsomption de contextes). Soit deux contextes cuCj G C 
où cf PI c? ^ 0, et la relation de subsomption de contextes Ç c Ç C x C. Un contexte 
Cj subsume un contexte c,, dénoté par c, Qc c? où Ç c (c^c-j) ((c^Cj) G Qc), si et 
seulement si cf Ç cj , où cf, c^ G A1 = S sont des sous-ensembles de l'espace d'états S 
de l'environnement. 
Démonstration. Soit deux sous-ensembles d'états <Sm,<Sn Ç S, où 5 m Ç Sn. Si l'on sup-
pose qu'il existe deux contextes cl,cJ G C où nous avons les équivalences Sm = cf et 
Sn = c^, de sorte que Vsr G Sm, sr f= ct et \/st G <S„, st f= cr On note qu'également 
que Vsr G e>m, sr f= c} car 5 m Ç Sn. Un état s r satisfait un contexte c, (s r |= c j lorsque 
l'ensemble des assertions qui décrivent l'état sr satisfait l'ensemble des assertions qui dé-
crivent le contexte c%. On note que cf, cj Ç A1 représentent les deux sous-ensembles du 
domaine d'interprétation A1 = S associés aux contextes ct et cr Sachant que cf = <Sm 
et cf = Sn, et que Sm Ç Sn, nous avons donc cf Ç cf. Par conséquent cx Qc c3. Récipro-
quement, si c, Ç c Cj, alors nous avons deux sous-ensembles cf, cf Ç A1 = <S, où Vsr G cf, 
sr f= ct A sr f= Cj, Vst G cf, st (= c,, et cf Ç cf. D 
Par exemple, supposons qu'il existe un contexte ct qui indique que l'occupant se trouve 
dans la cuisine et un contexte c3 qui indique que l'occupant se trouve dans Y appartement. 
On remarque que Y appartement subsume la cuisine, car Y appartement est un concept de 
localisation plus général que la cuisine et, par conséquent, si une personne est dans la 
cuisine, elle est forcément dans l'appartement. Ainsi, l'ensemble des états de l'environ-
nement où la personne se retrouve dans la cuisine est forcément un sous-ensemble de 
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l'ensemble des états de l'environnement où la personne se retrouve dans l'appartement. 
Par conséquent, ct Qc Ç,. 
À partir de cette relation de subsomption de contextes Ç c , l'ensemble des différents 
contextes considérés de l'environnement de l'habitat intelligent est organisé en une onto-
logie de contextes. 
Définition 3.4 (Ontologie de contextes). Une ontologie de contextes est un ensemble 
partiellement ordonné de contextes (C, Ç c) , où C est un ensemble de contextes de l'envi-
ronnement, et Ç c C C xC est la relation de subsomption de contextes (relation d'ordre). 
Par exemple, soit deux contextes c%, c3 G C. ct dénote un contexte de l'environnement 
où la porte de la chambre est ouverte et c3 dénote un contexte où une porte est ouverte. 
ct est subsumé par c3 {c% Ç c Cj), car le concept de porte est plus général que le concept 
de porte de chambre. Ainsi, les états possibles où la porte de chambre est ouverte sont 
inclus dans ceux où une porte est ouverte. 
L'utilisation des contextes plutôt que des états dans la formalisation des actions et des 
activités permet de simplifier leurs représentations. Également, cela permet de prendre 
en considération le fait que l'imprécision à propos de l'état courant de l'environnement 
peut être matérialisée par un contexte possible. Comme l'environnement est partiellement 
observable, plusieurs états de l'environnement peuvent correspondre à l'état actuellement 
observé, de sorte que l'observation de l'environnement peut correspondre à un ou plusieurs 
contextes qui englobent ces différents états plausibles. On peut définir un ensemble de 
contextes en fonction de certaines propriétés de l'environnement qui sont observables ou 
qui sont pertinentes au domaine d'application. Par exemple, on peut définir un ensemble 
de contextes qui couvre différents cas possibles de la cuisinière. 
3.4 Représentation formelle d'une action possibiliste 
Pour être en mesure d'inférer des hypothèses sur le comportement observé de l'occu-
pant de l'habitat intelligent lorsqu'il effectue certaines activités, on doit être en mesure de 
reconnaître la séquence d'actions qu'il réalise. Cette séquence d'actions observées résulte 
de la planification par l'occupant d'une série d'actions à réaliser dans le but d'accom-
plir les objectifs associés aux activités que l'occupant a l'intention d'effectuer. Grâce à 
un formalisme d'action basé sur les logiques de description et la théorie des possibilités, 
le problème de la reconnaissance d'actions est transformé en un problème de classifica-
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tion possibiliste, où l'action observée la plus plausible est sélectionnée en fonction de 
la relation de hiérarchie (généralisation) entre les actions et des mesures de possibilité 
et nécessité associées aux actions. Contrairement aux formalismes d'actions basés sur 
les transitions entre les états de l'environnement, l'approche proposée est basée sur les 
transitions entre les contextes de l'environnement. L'utilisation de contextes à la place 
d'états de l'environnement permet de faciliter la formalisation d'actions, où il n'est pas 
nécessaire de connaître l'ensemble des états possibles de l'environnement, lequel peut 
s'avérer énorme dans le cadre des habitats intelligents. 
Par exemple, les approches basées sur un processus de décision markovien partielle-
ment observable (Partially Observable Markov Décision Process ou POMDP) [157] uti-
lisent un état de croyance (belief state) pour évaluer l'état actuel selon une observation 
partielle de l'environnement. Un état de croyance consiste à une distribution de proba-
bilités sur l'ensemble des états, indiquant la probabilité qu'un état particulier soit l'état 
actuellement observé. Cependant, dans un contexte d'habitat intelligent, l'espace d'états, 
ainsi que les espaces d'actions et d'observations, peut s'avérer énorme, de sorte que la 
charge calculatoire peut être importante. L'utilisation de contextes d'environnement et 
de la relation hiérarchique entre les contextes serait un moyen de réduire l'espace des 
états à considérer. 
Également, cette simplification s'avère utile lorsque la description des actions est basée 
sur les croyances d'un expert humain et que l'on veut utiliser les mêmes descriptions 
d'actions pour différents environnements d'habitats intelligents. Cette utilisation dans 
différents habitats intelligents est possible lorsque des concepts plus généraux sont utilisés 
pour décrire les contextes de l'environnement. 
3.4.1 Actions possibilistes 
L'ensemble des actions que l'occupant de l'habitat intelligent peut effectuer est dé-
crit à l'aide de deux composantes : une ontologie d'actions et des descriptions d'actions 
basées sur un formalisme possibiliste. L'action est formalisée en fonction des notions de 
prédiction et de reconnaissance de l'action. L'aspect prédiction nous permet d'indiquer la 
possibilité qu'un contexte particulier de l'environnement permette la réalisation de l'ac-
tion si et et seulement si l'état actuellement observé satisfait ce contexte (l'état respecte 
les propriétés décrites dans le contexte). L'aspect reconnaissance nous permet d'indiquer 
la possibilité que la transition entre deux contextes résulte d'une réalisation de l'action 
Chapitre 3 : Une formalisation possibiliste de l'action 97 
si l'état précédemment observé et l'état actuellement observé satisfont réciproquement 
le contexte initial et le contexte final de la transition. Ces deux aspects permettent de 
décrire la notion d'action possibiliste [175]. 
Définition 3.5 (Action Possibiliste). Une action possibiliste a est un quadruplet (Cprea, 
CpoSta, irimta, TTtranSa) où Cwea, CpoSta Ç C sont des ensembles de contextes et nmita et 
fttransa sont des distributions de possibilités sur ces ensembles de contextes. 
Cprea représente l'ensemble des contextes plausibles avant la réalisation de l'action a 
(contextes pré-action), CpoSta représente l'ensemble des contextes plausibles qui peuvent 
résulter de la réalisation de l'action a (contextes post-action). Tctntta représente une dis-
tribution de possibilités sur CWCa (Tableau 3.2) indiquant la possibilité qu'un état qui 
satisfait un contexte c, G Cwea permette la réalisation de l'action a. irtTanSa représente une 
distribution de possibilités sur les transitions Cvrea x CpoSta (Tableau 3.3 et Figure 3.1) 
indiquant la possibilité qu'un état qui satisfait un contexte d3 G CpoSta résulte de la 
réalisation de l'action a dans un état qui est satisfait par un contexte c% G CWCa. En 
d'autres termes, la même action peut être effectuée dans différents contextes, et peut 
avoir plusieurs effets différents en fonction du contexte où elle est effectuée. 









3.4.2 Relation de subsomption d'actions 
À partir de ce cadre de représentation d'actions, on peut définir un ensemble struc-
turé d'actions A que l'occupant peut effectuer au sein de l'environnement de l'habitat 
intelligent. Cet ensemble, parfois appelé librairie d'actions, est partiellement ordonné en 
fonction d'une relation de subsomption d'actions Ç_4, laquelle permet d'indiquer qu'une 
action a est plus générale qu'une autre action b, dénotée par b Ç^ a. 
Théorème 3.6 (Relation de subsomption d'actions). Soit deux actions a, b £ A, re-
présentées par {Cprea, Cposta, limita, ^tranSa) e t [\-'preh, CpoStbi ^ tnitb-i fttra.nsb), et l a relation 
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de subsomption d'actions QAQ •A x A. Si l'action a subsume b, dénoté par b Q^ a ou 
E.4 (&, a) ((^>a) €Ç^i), alors nous avons : 
1. Vd G Cprei,, 3c G C ^ ^ ( i C c c A 7Tîmtt(<i) < 7rtmfa(c), 
2. et V(d,e) € Cpreb x Cp,,.,^, 3(c , / ) € Cprea x CpoSta, d Ec c A e Ç c / A 
En d'autres mots, si une action subsume une autre action, alors ses valeurs de possi-
bilités sont au moins aussi possibles que celles de l'action subsumée. 
Démonstration. Soit deux actions a, b G A, où b Ç_4 a. Si b peut être effectuée à partir 
d'un état s G S, alors l'action a peut également être effectuée à partir de cet état s. 
Soit le contexte c2, où cf = {s} et cx G Cprea D Cweb. Ainsi, la possibilité d'observer la 
réalisation de l'action a dans le contexte Q (irinita{ct)) est au moins égale à celle d'observer 
la réalisation de l'action b dans le même contexte (irtnitb(ci)), car a est plus générale que 
b et que ct C c c,. En d'autres mots, si une action est réalisable dans un état particulier, 
alors une action plus générale l'est aussi pour le même état. La même propriété est valide 
lorsque Tétat permettant la réalisation de l'action b est associé à un contexte qui est 
subsume par un contexte permettant la réalisation de l'action a. Supposons maintenant 
un état r G S qui est un résultat possible de la réalisation de l'action b ou de l'action a 
dans l'état s. Soit le contexte d3, où dj = {r} et d3 G Cpoata D CpoStb. Ainsi, la possibilité 
que le contexte d} résulte de la réalisation de l'action a dans le contexte c, (7r«ranSo(c,, d3)) 
est au moins égale à celle où d3 résulte de la réalisation de l'action b dans ct (7r<ranS(i(ct, d,)), 
car a est plus générale que b, et que c, Ç c c, et d3 Q; d}. En d'autres mots, si un état 
résulte de l'exécution d'une action dans un état particulier, alors une action plus générale 
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FIGURE 3.1 - Exemple des transitions entre les contextes pre-action Cprea et les contextes 
post-action CpoSta pour une action a. Pour des fins de simplification, seules les valeurs de 
possibilités de transitions irtransa des première et dernière transitions de contextes sont 
indiquées. 
permet d'atteindre le même état à partir du même état initial. La même propriété est 
valide lorsque l'état initial et l'état final d'une transition reliée à la réalisation de l'action 
b sont associés à des contextes qui sont subsumés, respectivement, par un contexte initial 
et un contexte final d'une transition reliée à la réalisation de l'action a. • 
Par exemple, si Ouvrir PorteDuGardeM anger \ZA OuvrirPorte, alors la possibilité 
de OuvrirPorte est supérieure ou égale à celle de Ouvrir PorteDuGardeM anger. En 
effet, si l'état actuel de l'environnement permet la réalisation de l'action OuvrirPorteDu-
GardeManger, alors elle permet la réalisation de OuvrirPorte car elle est plus générale. 
De plus, si l'état actuel résulte de la réalisation de Ouvrir PorteDuGardeM anger, alors 
il résulte également, par généralité, de la réalisation de OuvrirPorte. 
3.4.3 Ontologie d'actions 
En utilisant cette relation de subsomption d'actions, l'ensemble des actions que l'oc-
cupant peut effectuer dans l'environnement de l'habitat intelligent est organisé dans une 
ontologie d'actions. 
Définition 3.7 (Ontologie d'actions). Une ontologie d'actions est un ensemble partielle-
ment ordonné (A, QA), OU A est un ensemble d'actions que l'occupant peut effectuer dans 
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l'environnement de l'habitat intelligent, et QAQ A x A est la relation de subsomption 
d'actions (relation d'ordre). 
Par exemple, le sous-ensemble d'actions {UneAction, OuvrirPorte, OuvrirPorte-
GardeManger, OuvrirPorteRefrigerateur} est partiellement ordonné par (Ouvrir-
PorteRefrigerateur C^ OuvrirPorte, OuvrirPorteGardeManger QA OuvrirPorte, 
OuvrirPorte Ç^ UneAction), tel que montré par la Figure 3.2. On note que la relation 
de subsomption d'actions est transitive, car si UneAction subsume OuvrirPorte, alors 







FIGURE 3.2 - Représentation visuelle d'un sous-ensemble de l'ontologie d'actions. 
Cette ontologie va permettre d'évaluer l'action prédite (prédiction) et l'action observée 
(reconnaissance) les plus plausibles à partir de l'état observé de l'environnement qui 
résulte de la réalisation d'une action par l'occupant de l'habitat intelligent. 
3.4.4 Observation de l 'état de l 'environnement 
Lorsque l'occupant effectue, à un instant t, une action associée à la réalisation d'une 
activité, l'état de l'environnement de l'habitat intelligent est modifié en fonction des 
effets possibles de cette action. L'état qui résulte de cette réalisation d'action est partiel-
lement observé par les capteurs disséminés dans l'habitat intelligent, et donc plusieurs 
contextes peuvent expliquer cet état actuellement observé. En fonction de ces contextes 
d'environnement possibles, on peut évaluer l'action la plus plausible expliquant les chan-
gements observés (reconnaissance) et l'action la plus plausible pouvant être effectuée par 
l'occupant dans l'état actuel de l'environnement (prédiction). 
Définition 3.8 (Observation). Une observation à un temps t, dénotée par obst, consiste 
à un ensemble d'assertions en logique de description, en fonction de la terminologie de 
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l'environnement, qui représente une situation observée de l'environnement résultant de 
la réalisation d'une action à un temps t. Cette situation observée peut être partielle 
ou complète selon les informations qui peuvent être récupérées à partir des capteurs de 
l'habitat intelligent. Ainsi, cette observation obst peut satisfaire plusieurs états possibles 
de l'environnement à l'instant t, de sorte que obsj Ç S, où obsf ^ 0. 
Définition 3.9 (Marqueur temporel d'observation). Un marqueur temporel d'observa-
tion t G Ts permet d'associer une valeur temporelle tx G 7", laquelle représente le temps 
écoulé (en minutes, secondes . . . ) depuis le début du processus de reconnaissance, à une 
observation particulière de l'état de l'environnement. 
Cette observation obst permet d'évaluer l'ensemble des contextes C0&S( Ç C qui sont 
satisfaits par celle-ci, de sorte que pour chaque ct G C0bSt on a obst (= ct. En raison de l'ob-
servabilité partielle de l'environnement, plusieurs contextes satisfaisants sont possibles. 
En considérant l'observation obst comme un contexte observé, on obtient ct Ç c obst pour 
tout contexte ct satisfait par l'observation. En d'autres termes cf Ç obsf Ç S, où S est 
l'ensemble des états de l'environnement. 
En utilisant les contextes qui sont satisfaits par l'observation courante obst et l'obser-
vation précédente obst-i, on évalue les valeurs de possibilités de prédiction et de recon-
naissance sur l'ensemble des actions A. Cela nous permet d'obtenir deux distributions de 
possibilités sur A : l'une à propos de la possibilité de prédiction d'actions et l'autre sur 
la possibilité de reconnaissance d'actions. 
La distribution de possibilités de prédiction d'actions 7 ^ , sur l'ensemble des actions 
A permet de quantifier la possibilité qu'une action particulière a G A soit la prochaine que 
l'occupant de l'habitat intelligent va réaliser en fonction de l'état actuellement observé 
de l'environnement. 
Proposition 3.10 (Possibilité de prédiction d'actions). La distribution de possibilités 
de prédiction d'actions à un temps t sur l'ensemble d'actions A, dénotée par 7Tpret, qui 
indique la possibilité qu'un état observé par obst permette la réalisation d'une action est 
obtenue par : 
KpreM) = m £X Uimta(Ci)), Va G A, (3.1) 
c,€DobSa \ / 
où a est une action représentée par (Cpreo, CpoSta, irinita, 7r t r ansJ, et Dobaa est un sous-
ensemble non vide de Cpreo et est défini par : 
DobSa = \Cj G Cprea | Cj Qc obstj . (3.2) 
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D0bSa est constitué des contextes pre-action c3 G Cprf,a qui sont satisfaits par l'obser-
vation obst, où obst [= Cj et c, Ç c obst. Les contextes q G J50hSa dénotent les contextes 
pouvant représenter l'état de l'environnement observé par obst qui permettent la réali-
sation de l'action a. A partir des contextes q G DobSa, on peut évaluer la possibilité de 
prédiction d'une action a, 7 ^ , ( 0 ) , indiquant la possibilité que l'état de l'environnement 
observé par obst permette la réalisation de cette action a. La distribution de possibili-
tés de prédiction d'actions est obtenue en sélectionnant, pour chaque action a G A, la 
valeur maximale parmi les possibilités d'initiation d'action 7rmtta(ct) pour les contextes 
La distribution de possibilités de reconnaissance d'actions 7rreCt sur l'ensemble des ac-
tions A permet de quantifier la possibilité qu'une action particulière a £ A& été effectuée 
en fonction des états précédent et courant de l'environnement qui ont été observés par 
les observations obst-\ et obst. 
Proposition 3.11 (Possibilité de reconnaissance d'actions). La distribution de possibi-
lités de reconnaissance d'actions à un temps t sur un ensemble d'actions A, dénotée par 
7rreC(, qui indique la possibilité qu'un état observé par obst résulte de la réalisation d'une 
action dans un état de l'environnement observé par obst-\ est obtenue par : 
^rect(a) = / max UtranSa(ct,Cj)), Va e A, (3.3) 
(r„c,)ëfli,on,a v ' 
où a est une action représentée par (Cprea , CpoSta, 7r,mttt, 7r(ran.,o), et DtranSa est un sous-
ensemble non vide de Cprea x Cvosia et est défini par : 
Dtransa = { (c* ,q) G Cvrea x CpoSta | ck Qc obst^i A q Ç c obstj . (3.4) 
Dtransa est constitué des transitions contextuelles (Oc,q) G Cwea x CpoSta, où les 
contextes pre-actions Cfc G Cwea sont satisfaits par l'observation précédente obst-i, dé-
notée par obst-.\ f= c^  ou cfc Ç c o6st_i, et les contextes post-actions q G Cp,,sta sont 
satisfaits par l'observation courante o6st, dénotée par obst (= q ou q Ç c o65t. Les tran-
sitions (q,c,) G DtTanSa dénotent les transitions possibles causées par l'action a entre 
les contextes q pouvant représenter l'état de l'environnement observé par obst-\ et les 
contextes c3 pouvant représenter l'état de l'environnement observé par obst. À partir de 
ces transitions (q,c,) G DtranSa, on peut évaluer la possibilité de reconnaissance d'une 
action a, TrreCt(a), indiquant la possibilité que l'état de l'environnement observé par obst 
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résulte de la réalisation de l'action a dans l'état observé précédemment par o6st_i. La dis-
tribution de possibilités de reconnaissance d'actions est obtenue en sélectionnant, pour 
chaque action a G A, la valeur maximale parmi les possibilités de transition d'action 
•Ktransa(ci,Cj) pour les transitions {ct,Cj) G DtranSa. 
3.4.5 Mesures de possibilités et nécessités des actions 
À partir des distributions de possibilités 7 ^ , et 7rreC(, nous pouvons évaluer les me-
sures de possibilités et de nécessités de prédiction et de reconnaissance pour une action 
particulière a G A ou pour un sous-ensemble d'actions non vide Act Ç A. On note que 
l'on peut avoir Act — {a}, où a G A. Ces deux mesures permettent d'obtenir un intervalle 
concernant la plausibilité qu'une action a G Act, en fonction de l'état de l'environnement 
actuellement observé, soit la prochaine à être effectuée par l'occupant ou soit celle qui 
a été effectuée par l'occupant. La mesure de possibilité évalue dans quelle envergure le 
fait qu'une action dans Act soit reconnue/prédite est compatible avec la distribution de 
possibilités de reconnaissance/prédiction d'actions sur A. La mesure de nécessité évalue 
dans quelle ampleur le fait qu'une action dans Act est reconnue/prédite est certainement 
impliqué par la distribution de possibilité de reconnaissance/prédiction d'actions sur A. 
L'utilisation de ces deux mesures permet de sélectionner un sous-ensemble d'actions Act 
les plus possibles, tout en maximisant la mesure de nécessité selon un seuil. Ce sous-
ensemble sera ensuite utilisé pour sélectionner l'action a G A prédite/reconnue la plus 
plausible. 
Proposition 3.12 (Mesure de possibilité de prédiction d'actions). La mesure de pos-
sibilité de prédiction qu'une action a G Act Ç A sera la prochaine action effectuée par 
l'occupant en fonction de l'état actuel de l'environnement décrit par obst est obtenue 
par : 
U.pret(Act) = maX UpreM)] • (3-5) 
ad Act V ' 
La mesure de possibilité de prédiction d'actions llpre, {Act) d'un sous-ensemble d'ac-
tions Act Ç A est obtenue en sélectionnant la valeur maximale parmi les possibili-
tés de prédiction irwet{a) des actions a G Act. Pour le cas Act = {a}, on note que 
ïlpreXAct) =TTpret(a). 
Proposition 3.13 (Mesure de nécessité de prédiction d'actions). La mesure de nécessité 
de prédiction qu'une action a G Act Ç A sera la prochaine action effectuée par l'occupant 
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en fonction de l'état actuel de l'environnement décrit par obst est obtenue par : 
Nwet{Act) = max (7^(6)) - Tl^^Act), (3.6) 
= min ( max ( 7 ^ (6)) - 7 ^ (c) J, (3.7) 
= max Upret{b)) - max Upret{c)) . (3.8) 
La mesure de nécessité de prédiction d'actions Npret(Act) d'un sous-ensemble d'ac-
tions Act Ç A est obtenue en sélectionnant la valeur maximale de la distribution de 
possibilités de prédiction ftpret et en lui soustrayant la mesure de possibilité de prédiction 
du complément Act de l'ensemble d'actions Act, lequel est défini par Act = A \ Act. 
Pour le cas Act = {a}, le complément est défini par Act = A \ {a}. La distribution de 
possibilités iTreCt peut ne pas être normalisée, c'est-à-dire qu'il n'existe pas de valeur de 
possibilité à 1 dans la distribution, et l'on doit donc alors utiliser la valeur maximale de la 
distribution lors de l'évaluation de la mesure de nécessité. Dans le cas où la distribution 
est normalisée, on a alors max vïïpret(b)\ = 1. 
TABLEAU 3.4 - Exemple d'une distribution de possibilités de prédiction 7rprei sur l'en-














Maintenant, illustrons l'évaluation des mesure de possibilité et nécessité de prédic-
tion d'actions à partir d'une distribution de possibilités de prédiction 7 ^ ^ fictive (Ta-
bleau 3.4). Supposons que l'ensemble Act = {d, e, / } . Par conséquent, la mesure de 
possibilité de prédiction d'actions est Ylpret(Act) = max ( ^ ^ ( d ) , TTpret(e),Trpret(f)j = 
max(0.6, 0.8, 1) = 1. Ensuite, la mesure de nécessité de prédiction d'actions est don-
née par Npret(Act) = max (n^(a), 7 ^ ( 6 ) , 7rpret(c), -K^^d), irwet{e), Kpretif)) ~ 
max \jtpret{a)i ftpretity^pretic)) = m a x ( 0 , 0.2, 0.4, 0.6, 0.8, 1) — max(0, 0.2, 0.4) = 
1 — 0.4 = 0.6. Par conséquent, ces deux mesures nous indiquent qu'une action dans Act 
sera la prochaine action effectuée en fonction des observations est totalement possible 
(Hpret(Act) = 1) et relativement certain (Npret(Act) = 0.6). 
Proposition 3.14 (Mesure de possibilité de reconnaissance d'actions). La mesure de 
possibilité de reconnaissance qu'une action a € Act Ç A a été effectuée par l'occupant, 
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laquelle a été observée par une transition entre un état de l'environnement décrit par 
o6st_! et un état de l'environnement décrit par obst, est obtenue par : 
Urect(Act) = max Urect(a)) . (3.9) 
aÇAct \ / 
La mesure de possibilité de reconnaissance d'actions nreC((^4ct) d'un sous-ensemble 
d'actions Act Ç A est obtenue en sélectionnant la valeur maximale parmi les possibilités 
de reconnaissance 7rreC((a) des actions a G Act. Pour le cas Act = {a}, on note que 
nrect(Act) = irTect(a). 
Proposition 3.15 (Mesure de nécessité de reconnaissance). La mesure de nécessité de 
reconnaissance qu'une action a G Act Ç ^ t a été effectuée par l'occupant, laquelle a été 
observée par une transition entre un état de l'environnement décrit par obst~\ et un état 
de l'environnement décrit par obst: est obtenue par : 
Nrect (Act) = max (irreCt (&)) - UreCt (Act), (3.10) 
= min (max (7rrect(6)) - Trrcct(c)Y (3.11) 
= max(7rreC((6)) - max(7rrect(c)) . (3.12) 
b€A v ' c£Act x ' 
La mesure de nécessité de reconnaissance d'actions Nrect(Act) d'un sous-ensemble 
d'action Act Ç A est obtenue en sélectionnant la valeur maximale de la distribution 
de possibilités de reconnaissance 7rreCt et en lui soustrayant la mesure de possibilité de 
reconnaissance du complément Act de l'ensemble d'actions Act. De la même manière 
que la mesure de nécessité de prédiction, on utilise la valeur maximale max (7rreCt(6)J, 
laquelle peut égaler 1 si la distribution est normalisée, lors de l'évaluation de la mesure 
de nécessité de reconnaissance. 
3.4.6 Évaluation de l'action prédite 
En fonction des mesures de possibilité et de nécessité de prédiction ïipret et Nwet qui 
ont été évaluées pour chaque action a G A, la prochaine action plausible qui sera effectuée 
par l'occupant est déterminée. Cette action la plus plausible représente Y action prédite. 
Proposition 3.16 (Action prédite). Soit un ensemble d'actions A et un ensemble de 
marqueurs temporels T3. L'action prédite a G A à un temps t G T3, dénotée par Pret = 
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(a, t), indique l'action la plus plausible qui sera effectuée par l'occupant à un temps 
t + 1 G % en fonction de l'état de l'environnement décrit par obst-
Cette action est sélectionnée en fonction des mesures de possibilité et nécessité ïipret e^ 
Npret des actions dans A et de la relation de subsomption d'action C4. Si une seule action 
est plausible, alors sa mesure de possibilité est la plus élevée parmi les actions dans A et sa 
nécessité n'est pas nulle. Dans ce cas, cette action représente l'action prédite. Si plusieurs 
actions sont plausibles, alors elles possèdent la même valeur de possibilité et la mesure 
de nécessité est nulle pour chacune de ces actions si elles sont prises individuellement. 
Dans ce cas, l'action la plus plausible est sélectionnée dans A en fonction de l'ensemble 
d'actions plausibles Act et de la relation de subsomption C4. 
Cette sélection s'effectue de la manière suivante : 
1. sélectionner les actions K Ç Act les plus spécifiques parmi les actions plausibles 
Act Ç A, de sorte que Va G K, $b G Act, a ^ b A b QA a, 
2. sélectionner, parmi l'ensemble des actions A, les actions M Ç A qui subsument 
l'ensemble des actions spécifiques K, de sorte que Vc G M, Vd £ K, d Ç^ c, 
3. sélectionner les actions les plus spécifiques N Ç M parmi les actions M, de sorte 
que Ve G N, $f G M, e ^ f A / QA e, 
4. si \N\ > 2, alors on recommence l'étape 3 en enlevant les actions de N de l'ensemble 
M. Sinon, on sélectionne a G N, où a est la seule action dans N, comme action 
prédite. 
Le processus de sélection de la prochaine action la plus plausible est illustré à la 
Figure 3.3. Cette figure présente un sous-ensemble de l'ontologie d'actions (les noeuds) 
partiellement ordonnée par la relation de subsomption d'actions (les arcs). 
Les noeuds noircis et délimités par une ligne pleine représentent les actions les plus 
plausibles, lesquelles sont les plus possibles et nécessaires et sont dénotées par Act. Les 
actions les plus spécifiques de Act, délimitées par une ligne en tiret et dénotées par 
K, représentent les actions plausibles qui sont effectuées dans des contextes plus pré-
cis. Par exemple, l'action OuvrirPorteGarde Manger est réalisée dans un contexte plus 
précis que OuvrirPorte, car OuvrirPorte est une action plus générale (subsume) que 
OuvrirPorteGardeManger. À partir de ces actions plausibles les plus spécifiques K, 
on recherche dans l'ensemble des actions A l'action la plus spécifique qui généralise ces 
actions plausibles spécifiques. Cette action est sélectionnée parmi les actions qui généra-
lisent (subsument) l'ensemble K. Ces actions sont délimitées par une ligne en pointillé 
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FIGURE 3.3 - Exemple de sélection de la prochaine action la plus plausible. 
et dénotées par M. L'action la plus spécifique parmi M, délimitée par un carré et dé-
notée par N, est sélectionnée pour être l'action la plus plausible qui sera effectuée par 
l'occupant (Action Prédite). Dans le cas de la Figure 3.3, il n'y a pas plus d'une action 
subsumant la plus spécifique (\N\ = 1) et ainsi, le processus de sélection n'a pas besoin 
de recommencer en soustrayant de M les actions de N. 
3.4.7 Évaluation de l'action observée 
En fonction des mesures de possibilité et de nécessité de reconnaissance IlreC( et Nrect 
qui ont été évaluées pour chaque action a G A, l'action reconnue la plus plausible qui 
a été effectuée par l'occupant est sélectionnée. Cette action la plus plausible représente 
l'action observée. 
Proposition 3.17 (Action observée). Soit un ensemble d'actions A et un ensemble 
de marqueurs temporels Ts- Vaction observée a G A à un temps t G Ts, dénotée par 
Rect = (a, t), indique l'action la plus plausible qui a été effectuée par l'occupant à un 
temps t G Ts en fonction de l'état de l'environnement décrit par obst qui résulte de la 
réalisation de l'action dans l'état de l'environnement décrit par obst-\. 
Cette action est sélectionnée en fonction des mesures de possibilité et nécessité U.reCt et 
NreCt des actions dans A et de la relation de subsomption d'action Ç^. Si une seule action 
est plausible, alors sa mesure de possibilité est la plus élevée parmi les actions dans A et sa 
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nécessité n'est pas nulle. Dans ce cas, cette action représente l'action observée. Si plusieurs 
actions sont plausibles, alors elles possèdent la même valeur de possibilité et la mesure 
de nécessité est nulle pour chacune de ces actions si elles sont prises individuellement. 
Dans ce cas, l'action la plus plausible est sélectionnée dans A en fonction de l'ensemble 
d'actions plausibles Act et de la relation de subsomption Ç_4 de la même manière que le 
processus illustré à la Figure 3.3. 
Cette nouvelle action observée Rect est envoyée au processus de reconnaissance d'ac-
tivités, lequel va utiliser la séquence d'actions observées et les distributions de possibilités 
de prédiction et reconnaissance pour inférer des hypothèses comportementales à propos 
de l'accomplissement des activités de l'occupant de l'habitat intelligent. La séquence 
d'actions observées représente le plan observé. 
Proposition 3.18 (Plan observé). Un plan observé P„bSt est un ensemble totalement 
ordonné f U {Reci}, -<T)> où z € [0, t] est un marqueur temporel, Rect est l'action 
observée la plus plausible au temps i, et ~<j- est une relation d'ordre totale (séquence) 
entre les Rect. 
Par exemple, supposons qu'un occupant de l'habitat intelligent a effectué deux actions 
dans l'environnement à 3 minutes (t = 0) et 4 minutes (t = 1) après le début du proces-
sus de reconnaissance. Le processus de reconnaissance d'actions infère, en fonction des 
états de l'environnement décrits par obso et obs\ résultants de la réalisation des actions, 
que les actions qui ont été plausiblement effectuées par l'occupant de l'habitat intelli-
gent sont Ouvrir Porte et Entrer ZoneCuisine. Alors, le plan observé est représenté par 
(OuvrirPorte, 0) -<r (EntrerZoneCuisine, 1), et indique que l'occupant a ouvert une 
porte 3 minutes après le début du processus de reconnaissance puis il est entré dans la 
cuisine 1 minute plus tard. 
Le plan observé est utilisé, avec les différentes distributions de possibilités qui ont 
été générées, par le processus de reconnaissance d'activités pour générer un ensemble 
d'hypothèses à propos du comportement observé de l'occupant de l'habitat intelligent 
lorsqu'il effectue certaines activités. 
3.5 Complexité de la reconnaissance d'actions 
Cette section présente les principaux algorithmes du processus de reconnaissance d'ac-
tions. Une discussion de la complexité computationnelle des différentes étapes du pro-
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cessus de reconnaissance d'actions sera également effectuée. Néanmoins, il est important 
de discuter de la complexité des services d'inférences dans les systèmes de représentation 
ontologiques basés sur les logiques de description. En effet, les ontologies décrites à l'aide 
des logiques de description sont utilisées à différents niveaux du processus de reconnais-
sance : représentation de l'environnement de l'habitat intelligent, représentation des liens 
hiérarchiques entre les différentes actions possibles de l'occupant, et représentation des 
liens hiérarchiques entre les différentes activités possibles de l'occupant. 
La complexité des services d'inférences utilisés dans ces systèmes de raisonnement 
varie en fonction de la famille de logiques de description utilisée pour décrire les axiomes 
terminologiques et d'assertions. Dans notre approche, on utilise une logique de descrip-
tion située entre les familles ACC et SHOXM{D). La famille ACC [190] {Attributive 
Concept Language with Compléments) est l'une des familles de bases de logiques de 
description, mais s'avère limitée pour représenter la notion de hiérarchie pour les rôles 
(relations) entre les différents concepts définis. Pour pallier à cette restriction, notre ap-
proche utilisera certains constructeurs, dont la hiérarchie des rôles, définis dans la famille 
• SHOXJ\f{D). La famille SHOXJ\f{D) [105] est l'une des familles les plus utilisées dans 
le domaine du web sémantique, car elle correspond au langage ontologique OWL DL 
[103]. Cette famille est beaucoup plus expressive que ACC, mais elle amène une com-
plexité computationnelle plus élevée. La complexité computationnelle de la satisfiabilité 
des concepts pour ACC est PSPACE-complet, comme démontré par Schmidt-Schaufi et 
Smolka [190]. La complexité computationnelle pour la satisfiabilité des concepts pour 
OWL DL est NExpTlME-complet, comme démontré par Tobies [203]. On note que la 
variante O WL Lite, un sous-ensemble de O WL DL qui correspond à la famille de logiques 
de description SHXF{D), a une complexité computationnelle de ExpTlME-complet pour 
la satisfiabilité des concepts, comme également démontré par Tobies [203]. La classe de 
complexité PSPACE représente l'ensemble des problèmes de décision qui peuvent être 
résolus par une machine de Turing déterministe en utilisant une quantité d'espace po-
lynomiale. La classe de complexité EXPTlME représente l'ensemble des problèmes de 
décision qui peuvent être résolus par une machine de Turing déterministe en un temps 
exponentiel. La classe de complexité NEXPTlME représente l'ensemble des problèmes 
de décision qui peuvent être résolus par une machine de Turing non déterministe en un 
temps exponentiel. On note que P Ç NP Ç EXPTlME Ç NEXPTlME [139]. Afin de 
réduire la complexité computationnelle pour les services d'inférences des systèmes de 
raisonnements sur les ontologies, on priorise une logique de description basée sur ACC 
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qui utilise certains constructeurs de OWL DL, de sorte ACC Ç X Ç OWL DL, où X 
dénote la logique de description choisie pour le modèle de reconnaissance. On note qu'on 
peut avoir X Ç OWL Lite ou OWL Lite Ç X en fonction des constructeurs présents 
dans la logique de description X sélectionnée. La logique de description X choisie lors de 
l'implémentation du modèle de reconnaissance est SU, laquelle correspond à la famille 
de description ACC avec l'utilisation des rôles transitifs et de la relation de hiérarchie de 
rôles, a une complexité de ExpTlME-complet, comme démontré par Horrocks et Sattler 
[104]. Un autre moyen est de limiter les interactions avec le système de raisonnement. 
Par exemple, lors de l'initialisation du processus de reconnaissance d'actions, on peut 
obtenir, pour chaque action, la liste des actions qui subsume celle-ci et la liste des actions 
qu'elle subsume. 
Lors de la réalisation d'une action par l'occupant de l'habitat intelligent à un instant 
t, l'état de l'environnement résultant est observé par les capteurs. Cette observation obst, 
laquelle peut être incomplète, est décrite à l'aide d'assertions en logique de description, 
en fonction de la famille choisie pour la représentation des connaissances. À partir de 
cette observation obst, on évalue les contextes d'environnement qui peuvent expliquer 
cette observation parmi l'ensemble des contextes C (Algorithme 3.1). Ainsi, on obtient 
l'ensemble des contextes plausibles C0bSt, où chaque contexte Q G C0(,St est satisfait par 
l'observation obst. Si on considère un temps constant pour déterminer si un contexte 
est satisfait par l'observation et que \C\ = n, alors la complexité computationnelle de 
l'Algorithme 3.1 est de 0(n). 
Algorithme 3.1 Évaluation des contextes satisfaits par l'observation obst 
Entrée: obst, C 
Sortie: Cobst 
1: Cobst = 0 
2: pour tout c £ C faire 
3: si c Ce obst alors 
4: ajouter c dans C0bst 
À partir des contextes d'environnement C0bSt_i et C0bSt qui sont satisfaits réciproque-
ment par les observations obst-\ et obst, le processus de reconnaissance d'actions évalue 
la distribution de possibilité de prédiction d'actions irT,ret et la distribution de reconnais-
sance d'actions 7rreC( sur l'ensemble des actions A que l'occupant peut effectuer, comme 
présenté dans l'Algorithme 3.2 et l'Algorithme 3.3. La distribution TCpret nous indique la 
possibilité ftpret (a) qu'une action particulière a £ A soit la prochaine action réalisée par 
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l'occupant qui sera observé par obst+i en fonction des contextes pré-actions Cwea qui 
sont satisfaits par l'observation obst {DobSa = CobSt H Cwea). Ainsi, pour chaque action 
a E A, TïpreXa) est évaluée en sélectionnant la valeur maximale parmi les 7rtmta(c) des 
contextes c G DobSa. La distribution 7rrect nous indique la possibilité 7rreC((a) qu'une ac-
tion particulière a G A soit l'action qui vient d'être effectuée par l'occupant en fonction 
des transitions entre les contextes pré-actions Cwea qui sont satisfaits par l'observa-
tion obst-i et les contextes post-actions CpoSta qui sont satisfaits par l'observation obst 
{Dtransa = CobSt_1 x CobSt n Cprea x CpoSta)• Ainsi, pour chaque action a e A, 7TreC((a) 
est évaluée en sélectionnant la valeur maximale parmi les 7rtranSo(c,, Cj) des transitions de 
contextes (cuc3) G DtranSa. Concernant la complexité de l'Algorithme 3.2 et de l'Algo-
rithme 3.3, on suppose que \A\ = m, \Cobst\ = |C<>&st_il = n, et \Cwea\ = \CpoSta\ = n pour 
chaque action. La complexité computationnelle de l'opération d'intersection d'ensembles 
utilisée pour obtenir DobSa et DtranSa pour chaque action a e A est de 0{n log n) pour 
DobSa et 0 (n 2 logn 2 ) pour DtranSa, si on considère des ensembles de contextes ordon-
nés par un identifiant. La complexité computationnelle pour l'évaluation de /nvret est de 
0(mn log n) (Algorithme 3.2). Pour l'évaluation de 7rreCe, la complexité computationnelle 
est de 0(mn2 logn2) si \CobSt_1 xC06S,| = \Cprea xCpos«a| = n2 transitions (Algorithme 3.3). 
Algorithme 3.2 Évaluation de la distribution de possibilités de prédiction d'actions 
Entrée: C0bS(, A 
Sortie: iîpret 
pour tout a G A faire 
maxpre — 0 
Uobsa = = ^obst ' ' ^pre„ 
pour tout c G DobSa faire 
si maxpre < 7rÎTOta(c) alors 
maXpi-g = = ^mita\c) 
~ïïpret ( û ) = m a X p r e 
La distribution ïïpret sur A permet d'indiquer les mesures de possibilité et de nécessité 
de prédiction d'actions Ylpret {E) et Npret (E) sur les sous-ensembles E Ç A, indiquant la 
possibilité et la certitude qu'une action a G E est la prochaine action qui sera effectuée 
par l'occupant. La distribution nrect sur A permet d'indiquer les mesures de possibilité 
et de nécessité de reconnaissance d'actions TlreCt(E) et NreCt(E) sur les sous-ensembles 
E Ç A, indiquant la possibilité et la certitude qu'une action a G E1 est l'action que 
l'occupant vient de réaliser. À partir des mesures Tlpret, Npret, YireCt et Nrecu Ie processus 
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Algorithme 3.3 Évaluation de la distribution de possibilités de reconnaissance d'actions 
Entrée: CobSt, C<>6st_i) A 
Sortie: 7rrPC( 
pour tout a € A faire 
maxpost = 0 
*-Stransa ^obsti * *"obst ' ' ^prea * ^ p 
pour tout {cuCj) e DtranSa faire 
si maxp^t < 7rtrQnSa (CJ,C,) alors 
T^rect [fl) = rnaXpOS( 
de reconnaissance d'actions sélectionne l'action prédite et l'action observée qui sont les 
plus plausibles en fonction des algorithmes 3.4, 3.5 et 3.6. On note que l'Algorithme 3.6, 
est commun pour la sélection de l'action prédite et de l'action observée. L'Algorithme 3.4 
présente la sélection du sous-ensemble d'actions Act parmi les sous-ensembles E Ç A 
ayant la mesure de possibilité de prédiction Hpret, la plus élevée et qui maximise là 
mesure de nécessité de prédiction Nwet, tandis que l'Algorithme 3.5 présente la sélection 
du sous-ensemble d'actions Act parmi les sous-ensembles E Ç A ayant la mesure de 
possibilité de reconnaissance n r e c , la plus élevée et qui maximise la mesure de nécessité 
de reconnaissance NreCt. On note que la maximisation de la mesure de nécessité est en 
fonction d'une valeur seuil Nseuu, de sorte que l'on arrête la recherche d'un Act lorsque 
ce seuil est atteint ou dépassé. La valeur seuil Nseuii peut être fixée manuellement ou en 
utilisant un ratio en fonction de la valeur de possibilité maximale de irrect. Si l'on fixe 
une valeur trop élevée pour NseUii, on risque d'avoir Act = A. Concernant la complexité 
de l'Algorithme 3.4 et de l'Algorithme 3.5, on suppose que |^4| = m et que l'évaluation 
de l'ensemble des sous-ensembles p(A) a une complexité de 0(2m). Sachant qu'il y a 2m 
sous-ensembles d'actions, la complexité computationnelle de la sélection du sous-ensemble 
d'actions prédites ou observées le plus plausible Act est de 0(2m). 
À partir du sous-ensemble Act le plus plausible d'actions prédites ou observées, l'Al-
gorithme 3.6 sélectionne l'action prédite ou observée a' G A la plus plausible. Dans le 
cas où \Act\ = 1, a' est directement sélectionnée dans Act. Sinon, a1 est l'action la plus 
spécifique N parmi les actions M qui subsume les actions K les plus spécifiques de Act. 
Concernant la complexité de l'Algorithme 3.6, on suppose que |.4| = m, \Act\ = p, et 
p < m. La complexité de la sélection des actions les plus spécifiques K de Act est de 
0(p\ogp). La complexité de la sélection des actions M subsumant ceux de K est de 
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Algorithme 3.4 Évaluation du meilleur sous-ensembe Act d'actions prédites 
H/ntree: ^p\j\), îiprgj, i^pret-t iVseuî( 











Umax — O 
Act = ® 
pour tout E e p{A) faire 
si n m a x < TlpreAE) alors 
Act = E 
sinon si (nm a x = ïl^iE)) A (nm a x > 0) alors 
Si Npret(Act) < Npret(E) dlOTS 
Act = E 
si Npret{Act) > Nsemi alors 
retour Act 
Algorithme 3.5 Évaluation du meilleur sous-ensembe Act d'actions observées 
H/ntree: ipyj\j, n r e c t , ivreCe, ivseuîj 
Sortie: Meilleur sous-ensemble Act Ç A d'actions observées 
1: nm a x = 0 
2: Act = 0 
3: pour tout E e p(A) faire 
4: si IImax < nreC( (E) alors 
5: Act = E 
6: sinon si (nm a x = Urect(E)) A (Ilmax > 0) alors 
7: si NreCt(Act) < Nrect(E) alors 
8: Act = E 
9: si Nrect(Act) > Nseuli alors 
10: retour Arf 
C(mlogp). La complexité de la sélection des actions N les plus spécifiques de M est de 
O(ralogra). Par la suite, l'action prédite, l'action observée, et les distributions de possibi-
lités de prédiction et reconnaissance sont ensuite envoyées au processus de reconnaissance 
de comportements. 
3.6 Sommaire de la reconnaissance d'actions 
Cette section a pour objectif d'illustrer le processus de reconnaissance d'actions étape 
par étape. Supposons un habitat intelligent fictif où l'unique occupant est Peter. Lors de 
la réalisation de ses AVQ dans l'habitat intelligent, Peter effectue une action à un temps 
t. Les effets de cette action produisent des changements dans l'état d'environnement 
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Algorithme 3.6 Sélection de l'action prédite ou observée 
Entrée: A, Act 






















si \Act\ = 1 alors 
a' = l'unique action de Act 
sinon 
pour tout a E Act faire 
si II n'y a pas d'action b G Act différente de a où b QA a alors 
ajouter a dans K 
M = 0 
pour tout a € A faire 
si a subsume toutes les actions b € K, o ù f e Ç ^ a alors 
ajouter a dans M 
iV = 0 
tant que \N\ ^ 1 faire 
pour tout a £ M faire 
si II n'y a pas d'action b £ M différente de a où b QA a alors 
ajouter a dans iV 
si |iV| = 0 alors 
ajouter l'action générique b'neAction dans N 
sinon si N > 1 alors 
enlever les actions de iV de M 
a' = l'unique action de N 
de l'habitat intelligent, lesquels sont perçus par les capteurs disséminés dans l'habitat 
intelligent. Selon les événements capteurs capturés, la seule information concernant l'état 
actuellement observé est que Peter est situé dans la cuisine et qu'une porte est ouverte. 
Cet état résultant de la réalisation de l'action est ainsi décrit par obst à l'aide d'assertions 
en logique de description. On remarque que plusieurs états d'environnement peuvent être 
décrits par cette observation obst. Par exemple, l'état où Peter est dans la cuisine et 
que la porte du garde-manger est ouverte et l'état où Peter est dans la cuisine et que 
la porte du réfrigérateur est ouverte représentent des états possibles en fonction de la 
situation observée décrite par obst. Par conséquent, la première étape du processus de 
reconnaissance d'actions est d'évaluer les contextes d'environnement parmi l'ensemble 
des contextes C qui peuvent être satisfaits par cette observation obst. Selon l'ontologie de 
contextes d'environnement, les différents contextes qui sont satisfaits par obst constituent 
l'ensemble CobSt. 
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Une fois que les contextes plausibles ont été sélectionnés, le processus de reconnais-
sance d'actions évalue l'action qui vient d'être effectuée par Peter et la prochaine action 
plausible qui sera effectuée par Peter. Cette évaluation est basée sur l'ontologie d'actions 
et du profil de Peter, lesquels sont spécifiés par un expert du domaine. L'ontologie d'ac-
tions permet de définir les différentes actions possibles dans l'environnement de l'habitat 
intelligent et la hiérarchie entre les actions, en fonction des relations de subsomption 
d'actions. Le profil permet de définir, pour chaque action, les distributions de possibili-
tés d'initiation et de transition sur les contextes associés à l'action, tout en respectant 
les contraintes reliées à la hiérarchie entre les actions définies dans l'ontologie d'actions. 
Ainsi, chaque action a G A est décrite à l'aide d'un quadruplet (Cprea, Cpos^, 7rinjfo, 
Tyrans,,)- Pour la composante prédiction, le processus évalue la distribution de possibili-
tés iîWet i laquelle indique la possibilité TT^^ (a) qu'une action a soit la prochaine action 
effectuée par Peter en fonction des contextes plausibles D0bSa parmi les contextes pré-
actions Cprea. Ces contextes plausibles Dot)Sa, lesquels sont communs dans Cwea et C0b3t, 
permettent d'évaluer la possibilité de prédiction -ïïwet{a) de l'action a en fonction des 
possibilités Tvinita (c), où Ttmita (c) indique la possibilité que le contexte c G D0bSa permette 
la réalisation de l'action a. À partir de cette distribution 7 ^ , , on remarque que plusieurs 
actions ont la valeur de possibilité la plus élevée. En sélectionnant ces actions les plus 
possibles, on obtient un ensemble Act dont la mesure de possibilité est identique à la 
valeur de possibilité de ces actions sélectionnées. Pour maximiser la mesure de nécessité, 
on ajoute à Act des actions à possibilité moindre, ne modifiant pas la mesure de possi-
bilité de Act, de sorte que la mesure de nécessité augmente jusqu'à un seuil fixé. Si l'on 
n'utilise pas un seuil, Act va être équivalant à A et par conséquent, le choix de la valeur 
seuil est important pour minimiser la taille de Act. En considérant que Act est com-
posé des actions {UneAction, PrendreNourriture, PrendreBiscuits, PrendrePates}, 
l'action prédite la plus plausible sélectionnée est PrendreNourriture, car elle subsume 
les actions les plus spécifiques PrendreBiscuits et PrendrePates, et elle est plus spé-
cifique que l'action générique UneAction. Ainsi, l'action prédite que Peter effectuera est 
plausiblement l'action PrendreNourriture où Peter prend à partir d'un placard de la 
nourriture comme des biscuits ou des pâtes. 
Pour la composante reconnaissance, le processus évalue la distribution de possibilités 
7rrect, laquelle indique la possibilité irreCt{a) qu'une action a soit l'action que Peter vient 
d'effectuer en fonction des transitions de contextes plausibles DtranSa entre les contextes 
pré-action Cwea et les contextes post-action CpoSta. Ces transitions plausibles DtranSa 
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sont définies à partir des contextes pré-action Cprea qui sont satisfaits par l'état d'en-
vironnement décrit par l'observation précédente o6st_i et qui précède la réalisation de 
l'action observée, et des contextes post-action Cposta qui sont satisfaits par l'état d'en-
vironnement décrit par l'observation obst et qui résulte de la réalisation de l'action ob-
servée. Ainsi, DtranSti est composé des transitions Cwea x CpoSta communes avec celles 
de Cobs^y x Cobst- Ces transitions de contextes DtranSa permettent d'évaluer la possibi-
lité de reconnaissance 7rreCf(a) de l'action a en fonction des possibilités 7TtranSa (c, d), où 
fttransa (c> d) indique la possibilité que la transition de contextes (c, d) G DtranSa résulte 
de la réalisation de l'action a. À partir de cette distribution irreCt, le processus de re-
connaissance sélectionne le sous-ensemble Act d'actions observées le plus plausible. En 
considérant que obst-\ décrit un état d'environnement où Peter est dans la cuisine et que 
la porte du garde-manger et la porte du réfrigérateur sont fermées, Act est composée des 
actions {UneAction, OuvrirPorte, OuvrirPorteCuisine, OuvrirPorteGardeManger, 
OuvrirPorteRefrigerateur) et l'action observée la plus plausible sélectionnée est Ou-
vrir PorteCui sine, car elle subsume les deux actions les plus spécifique OuvrirPorte-
GardeManger et Ouvrir PorteRefrigerateur, et elle est plus spécifique que l'action 
générique UneAction et de l'action OuvrirPorte. Ainsi, l'action observée que Peter a 
plausiblement effectuée est OuvrirPorteCuisine où Peter ouvre une porte dans la cui-
sine, comme celle du garde-manger ou du réfrigérateur. Cette action observée plausible 
est ensuite ajoutée au plan observé, lequel est composé de la séquence d'actions observées 
les plus plausibles. 
Le Tableau 3.5 illustre le processus de l'évaluation des mesures de possibilité et né-
cessité de prédiction et de reconnaissance d'actions. À partir des observations, les distri-
butions de possibilités de prédiction irpret et de reconnaissance TTreCt sur l'ensemble des 
actions A ont été évaluées. Du côté de la prédiction, l'ensemble Act des actions prédites 
les plus possibles est composé de UneAction, PrendreN ourriture, PrendreBiscuits et 
PrendrePates. On note que l'ensemble Act est constitué des actions ayant l'une des 
trois plus fortes valeurs de possibilités dans la distribution TT^, (0.9, 0.8 et 0.7). Ceci 
permet d'augmenter la mesure de nécessité de prédiction, en minimisant l'ensemble d'ac-
tions à considérer. En fonction des relations de subsomption d'actions, l'action prédite 
la plus plausible est PrendreN ourriture. En fonction de la distribution de possibilités 
de prédiction, le fait que Peter effectuera l'action PrendreN ourriture est très possibles 
{•KpreXAct) = 0.9) et assez certain (Npret = 0.7). On a ainsi un intervalle de plausibilités 
de prédiction [0.9, 0.7] pour l'action PrendreN ourriture. 
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TABLEAU 3.5 - Exemple d'une distribution de possibilités de prédiction irpret et d'une 
distribution de possibilités de reconnaissance sur l'ensemble des actions A. On note que 
l'action générale UneAction est omise, car elle subsume l'ensemble des actions de A. 
De plus, seulement une fraction de la librairie d'actions est montrée. Également, nous 
avons les mesures de possibilité et nécessité de prédiction et de reconnaissance des sous-



































Pour la reconnaissance, l'ensemble Act des actions reconnues les plus possibles est 
composé de UneAction, OuvrirPorte, OuvrirPorteCuisine, OuvrirPorteGardeMan-
ger, et OuvrirPorteRefrigerateur. Cet ensemble est constitué à partir des actions ayant 
l'une des trois plus fortes valeurs de possibilités dans la distribution irreCt (0.8, 0.7 et 0.6). 
Comme il n'y a pas d'actions avec une possibilité de 0.6, seules les actions avec les valeurs 
0.8 et 0.7 sont considérées. En fonction de la relation de subsomption d'actions, l'action re-
connue la plus plausible est OuvrirPorteCuisine. En fonction de la distribution de possi-
bilités de reconnaissance, le fait que Peter vient d'effectuer l'action OuvrirPorteCuisine 
est très possible (irrect(Act) = 0.8) et relativement certain (NreCt — 0.6). 
L'action prédite et l'action observée, incluant les distributions de prédiction et de 
reconnaissance d'actions, de Peter sont ensuite envoyées au processus de reconnaissance 
de comportements. Ce processus de reconnaissance de comportements va générer des 
hypothèses concernant le comportement observé de Peter quand il effectue ses activités 
de la vie quotidienne. 
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3.7 Conclusion 
Ce chapitre a permis de présenter le cadre formel de reconnaissance d'actions basé sur 
un formalisme possibiliste d'actions. Ce formalisme d'actions est basé sur la théorie des 
possibilités, les contextes d'environnement et les logiques de description. Une présentation 
de la notion de contextes d'environnement a été faite. Cette partie a permis de présenter 
la formalisation de contexte d'environnement en fonction de l'ensemble des états possibles 
d'un environnement d'habitat intelligent. L'ensemble des contextes d'environnement est 
partiellement ordonné en fonction d'une relation de subsomption de contextes, laquelle 
peut être vue comme une extension de la relation de subsomption de concepts des lo-
giques de description. Ensuite, une présentation de la formalisation possibiliste de l'action 
a été faite, laquelle est basée sur des distributions de possibilités d'initiation d'action et de 
transition d'action sur un ensemble de contextes d'environnement associés à la réalisation 
de l'action. À partir de l'ensemble des actions, lequel est partiellement ordonné par une 
relation de subsomption d'actions, l'évaluation de l'action prédite et de l'action observée 
plausibles est effectuée en fonction des mesures de possibilité et de nécessité obtenues à 
partir des contextes d'environnement pouvant expliquer l'observation partielle de l'état 
de l'habitat intelligent résultant de la réalisation d'une action. Le prochain chapitre pré-
sentera le modèle de reconnaissance de comportements basé sur une formalisation des 
activités en structures de plans et utilisera la séquence d'actions observées obtenue à 
partir du processus de reconnaissance d'actions pour évaluer les hypothèses concernant 
le comportement de l'occupant. 
Chapitre 4 
Une représentation possibiliste des 
activités et reconnaissance de 
comportements 
4.1 Introduction 
Comme précédemment mentionnée, l'approche de reconnaissance proposée dans cette 
thèse est subdivisée en un processus de reconnaissance d'actions et en un processus de 
reconnaissance de comportements. Le Chapitre 3 a présenté le modèle de reconnaissance 
d'actions basé sur une formalisation possibiliste des actions et sur les contextes d'environ-
nement. Ce processus de reconnaissance d'actions permet d'acquérir la séquence d'actions 
observées plausibles représentant le comportement observé de l'occupant de l'habitat in-
telligent. À partir de cette séquence d'actions observées, l'approche de reconnaissance 
de comportements génère des hypothèses concernant le comportement observé de l'oc-
cupant. L'évaluation des hypothèses est basée sur les plans d'activités, et de l'ensemble 
des différentes réalisations partielles ou complètes cohérentes d'activités qui peuvent être 
soutirées à partir de la séquence d'actions observées. L'ensemble des hypothèses com-
portementales, lequel est ordonné en fonction de mesures de possibilité et de nécessité 
évaluées, est ensuite transféré à un système d'assistance, lequel planifiera une tâche d'aide 
si nécessaire. 
L'objectif de ce chapitre est de présenter l'approche de reconnaissance de compor-
tements basée sur une représentation des activités en structures de plans d'actions. La 
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première partie de ce chapitre décrira le cadre formel des activités en structures de plans. 
Un plan d'activité est représenté à l'aide d'un ensemble d'actions qui est partiellement 
ordonné à l'aide d'une relation temporelle. La deuxième partie introduira la notion de 
chemins de réalisation d'activités. Ces chemins de réalisation d'activités représentent des 
réalisations partielles ou complètes cohérentes qui respectent les contraintes définies dans 
les plans d'activités. La troisième partie présentera l'évaluation des hypothèses concer-
nant le comportement observé de l'occupant de l'habitat intelligent. Cette évaluation est 
basée sur les activités plausibles provenant des chemins de réalisation cohérente obtenus 
à partir de la séquence d'actions observées. Finalement, un sommaire du processus de 
reconnaissance de comportements terminera le chapitre. 
4.2 Formalisation de l'activité 
Pour être en mesure de générer des hypothèses concernant le comportement observé 
de l'occupant de l'habitat intelligent lorsqu'il effectue certaines activités, il est nécessaire 
de reconnaître les activités en cours de réalisation. Ces activités sont planifiées par l'oc-
cupant en fonction de l'ensemble des actions A qu'il peut effectuer dans l'habitat et des 
contraintes temporelles sur l'ensemble des actions à réaliser pour atteindre les objectifs 
de chacune des activités. Ainsi, les activités sont représentées en structures de plans, les-
quels décrivent des ensembles d'actions partiellement ordonnés par une relation d'ordre 
temporelle. Cette représentation des activités [178] permettra d'identifier, en fonction de 
la séquence d'actions observées, les activités plausibles qui sont en cours de réalisation par 
l'occupant. Pour chaque activité plausible, une ou plusieurs réalisations cohérentes par-
tielles ou complètes de l'activité peuvent être possibles selon le plan observé (séquence 
d'actions observées). Ces différentes activités plausibles et leurs réalisations possibles 
vont permettre de générer un ensemble d'hypothèses comportementales qui expliquent 
les différents changements observés dans l'environnement de l'habitat intelligent. 
4.2.1 Plan d'activité 
Les différentes activités possibles qu'un occupant de l'habitat intelligent peut effectuer 
dans l'environnement sont formalisées sous la forme de structure de plans. Ces structures 
de plans sont élaborées à partir des actions de l'ontologie A. Pour chaque activité possible, 
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une séquence d'actions partiellement ordonnée est planifiée (une structure de plan) dans 
le but d'accomplir les différents objectifs de l'activité. 
Définition 4.1 (Plan d'activité). Un plan pour une activité a est un quintuplet {Aa, 
-<a: Creaia, T^reaic' nerr<), où Aa Ç A est l'ensemble d'actions de l'activité, -<QÇ Aa x 
Aa x Trtimea est une relation d'ordre partielle et temporelle entre les actions de l'activité, 
fttimen représente un ensemble de distributions de possibilités temporelles sur la durée 
entre la réalisation de deux actions, Creaia est l'ensemble des contextes possibles qui sont 
associés à la réalisation de l'activité, 7rrea;Q est une distribution de possibilités sur Creaia 
indiquant la possibilité qu'un contexte particulier soit associé à une réalisation cohérente 
de l'activité, et 7rerra est une distribution de possibilités sur CTeaia indiquant la possibilité 
qu'un contexte particulier soit associé à une réalisation erronée de l'activité. 
Chaque relation {at,a},irtimeni ) GXQ permet de décrire les durées possibles, en fonc-
tion de la distribution de possibilités ntimea € TTtimen > entre la réalisation des actions at et 
Oj. La distribution temporelle 7rfimeQ sur T, lequel est un ensemble de valeurs de temps, 
indique pour chaque valeur de temps ti G T, la possibilité TTtimea (ti) que t\ représente 
une durée cohérente entre la réalisation de at et a}. 
Par exemple, l'activité RegarderTv peut être représenté par un plan composé des 
actions EtreSurDivan, AllumerTv et EteindreTv et des relations temporelles {Etre-
Sur Divan, AllumerTv, 7rt,meo) et {AllumerTv, EteindreTv, 7rtîrnei), où 7rt!TOeo et 7riîmei 
sont des distributions de possibilités temporelles (Figure 4.1). La distribution de possibi-
lités iTtimeo indique les durées possibles entre la réalisation de l'action EtreSurDivan et 
de l'action AllumerTv. La distribution de possibilités 7rtjTOei indique les durées possibles 
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FIGURE 4.1 - Distributions temporelles pour l'activité RegarderTv. 
TTtimei '• 
TTtimeo 
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4.2.2 Relation de subsomption d'activités 
L'ensemble des plans d'activité V, parfois appelé librairie de plans, que peut effectuer 
l'occupant de l'habitat intelligent est structuré sous forme d'ontologie de plans d'acti-
vités, où chaque plan d'activité est partiellement ordonné en fonction d'une relation de 
subsomption d'activité Ç-p. 
Théorème 4.2 (Subsomption d'activités). Soit deux plans d'activités a, (3 G V, repré-
sentés par les tuples (Aa, <a, Creaia, 7rrea;Q, 7rer rJ et (Ap, <p, Crealg, irreai0: 7rerr/3), et la 
relation de subsomption d'activités Ç-p Ç V x V. Si a subsume /3, dénoté par f3 Q-p a, 
alors on a : pour chaque contexte d G Crea[0, il existe un contexte c G Creaia où d Ç c c, 
^realp(d) ^ ^reala(c), e t 7Terr/,(c[) ^ 7Ter r„(c). 
En d'autres mots, si une activité subsume une autre, alors ses valeurs de possibilités 
sont au moins aussi possibles que celles de l'activité subsumée. 
Tout comme pour la Proposition 3.6, si la réalisation (erronée ou cohérente) d'une 
activité est plausible dans un contexte spécifique de l'environnement selon une valeur 
de possibilité, alors la valeur de possibilité d'une activité qui la subsume est égale ou 
supérieure pour le même contexte ou un contexte qui le subsume. 
Démonstration. Soit deux activités a, /3 G V, où fi Q-p a. Si un état s G <S peut être 
associé à une réalisation cohérente de l'activité (S, alors ce même état s peut être également 
associé à une réalisation cohérente de l'activité a. Soit le contexte Cj, où cf = {s} et 
Ci G Creax„ n Creaip. Ainsi, la possibilité le contexte Q permet une réalisation cohérente 
de l'activité a (7rrea;n(cj)) est au moins égale à celle où ce même contexte permet une 
réalisation cohérente de l'activité /3 (flYea^Cci))» car a est plus générale que beta et que 
Ci Qc Ci. En d'autres mots, si un état particulier permet la réalisation cohérente d'une 
activité, alors le même état permet également la réalisation cohérente d'une activité plus 
générale. La même propriété est valide lorsque l'état pouvant être associé à la réalisation 
cohérente de l'activité (3 est associé à un contexte qui est subsume par un contexte 
pouvant être associé à la réalisation cohérente de l'activité a. Maintenant, si un état 
r £ S peut être associé à une réalisation erronée de l'activité /?, alors ce même état r 
peut être également associé à une réalisation erronée de l'activité a. Soit le contexte Cj, où 
Cj = {r} et Cj G Creain H Crealg- Ainsi, la possibilité le contexte Cj permet une réalisation 
erronée de l'activité a (TTerra{cj)) est au moins égale à celle où ce même contexte permet 
une réalisation erronée de l'activité (3 (7rerr/? (CJ)), car a est plus générale que beta et que 
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Cj Ec Cj. En d'autres mots, si un état particulier permet la réalisation erronée d'une 
activité, alors le même état permet également la réalisation erronée d'une activité plus 
générale. La même propriété est valide lorsque l'état pouvant être associé à la réalisation 
erronée de l'activité f3 est,associé à un contexte qui est subsumé par un contexte pouvant 
être associé à la réalisation erronée de l'activité a. • 
Par exemple, si l'activité CuireN ourriture subsume l'activité CuirePates, alors 
les valeurs de possibilités de CuireN ourriture vont être supérieures ou égales à celles 
de CuirePates. En effet, CuireN ourriture représente une activité plus générale que 
CuirePates et donc, les contextes de l'environnement où CuirePates peut être effectuée 
sont inclus dans ceux où CuireN ourriture peut être effectuée. 
4.2.3 Ontologie d'activités 
À partir de cette relation de subsomption d'activités Q-p, on peut définir une ontologie 
de plans d'activités représentant l'ensemble des activités possibles qu'un occupant de 
l'habitat intelligent peut effectuer. 
Définition 4.3 (Ontologie de plans d'activités). Une ontologie d'activités est un en-
semble partiellement ordonné (V, Çp) où V est un ensemble de plans d'activité et 
Ç.v Ç V x V est la relation de subsomption d'activités (relation d'ordre partiel). 
Par exemple, le sous-ensemble d'activités {UneActivite, CuireN ourriture, Cuire-
Pates, CuirePoulet} est partiellement ordonné par CuirePoulet Q-p CuireN ourriture, 
CuirePates Q-p CuireN ourriture, et CuireN ourriture Ç.p UneActivite. On note que la 
relation de subsomption d'activités est transitive, car si l'activité générique UneActivite 
subsume CuireN ourriture, alors elle subsume nécessairement les activités CuirePates 
et CuirePoulet. Cette ontologie de plans d'activités va permettre d'identifier, à partir 
de la séquence d'actions observées, les réalisations cohérentes (partielles ou complètes) 
plausibles d'activités, lesquelles seront utilisées pour générer les hypothèses concernant 
le comportement observé de l'occupant de l'habitat intelligent. 
4.2.4 Contextes de réalisation des activités 
L'état de l'environnement qui est associé à une action observée peut résulter soit d'une 
réalisation cohérente ou d'une réalisation erronée d'une activité. Par conséquent, pour 
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chaque état observé de l'environnement, il est possible d'évaluer la possibilité que celui-ci 
soit associé à une réalisation cohérente ou à une réalisation erronée d'une activité spéci-
fique. Cette évaluation est effectuée pour les deux types de réalisations sur l'ensemble des 
activités en fonction des contextes plausibles de l'environnement, lesquels sont satisfaits 
par l'observation partielle de l'état de l'environnement, et de la description des activités. 
Proposition 4.4 (Possibilité de réalisation cohérente). La distribution de possibilités 
Créait de réalisation cohérente à un temps t sur l'ontologie d'activités V indiquant, pour 
chaque activité a G V, la possibilité que l'état de l'environnement observé par obst soit 
associé à la réalisation cohérente de l'activité, est obtenue par : 
Kreahiai) = max , ÎT^JC. ) L V a ê P . (4.1) 
{c,€C r f a i a |o6st |=c,} \ / 
La distribution de possibilités de réalisation cohérente 7rreait est obtenue en sélection-
nant, pour chaque activité a G V, la valeur de possibilité maximale parmi les valeurs 
de possibilités 7rrea;Q(cj) des contextes d'environnement c^  G Creaia qui sont satisfaits par 
l'observation obst, de sorte que obst (= c,. En utilisant la relation de subsomption de 
contextes Ç c , obst \= Ci peut être également représenté par Q Ç C obst. 
Proposition 4.5 (Possibilité de réalisation erronée). La distribution de possibilités irerTt 
de réalisation erronée à un temps t sur l'ontologie d'activités V indiquant, pour chaque 
activité a G V, la possibilité que l'état de l'environnement observé par obst soit associé 
à la réalisation erronée de l'activité, est obtenue par : 
7Tem(û;) = max (nerra(ci) ), Va eV. (4.2) 
{c.eCVeoiJoftst !=<;,} \ / 
La distribution de possibilité de réalisation erronée 7i>rrt est obtenue en sélectionnant, 
pour chaque activité a G V, la valeur de possibilité maximale parmi les valeurs de 
possibilités 7rerrn(cj) des contextes d'environnement Q G Creaia qui sont satisfaits par 
l'observation obst. Ainsi, les distributions de possibilités ivreait et 7rem sur l'ensemble 
des activités V permettent d'indiquer la possibilité que l'état de l'environnement décrit 
partiellement par l'observation obst soit associé à une réalisation cohérente ou erronée 
d'une activité a. Ç.V, dénoté par 7rreaj( (a) et Trerrt (a) respectivement. 
Maintenant, illustrons l'évaluation des valeurs de possibilités de réalisation cohérente 
TTerrt(a) e* de réalisation erronée (7rerr((o:)) de l'activité a à partir des distributions de 
possibilités fictives irreaia et 7rerr (Tableau 4.1). Supposons que les contextes dans Creaia 
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TABLEAU 4.1 - Exemple des distributions de possibilités de réalisation cohérente irreaia 
et de réalisation erronée 7rerrQ de l'activité a sur l'ensemble des contextes CTeain — 
{ci, c2, c3, c4, c5, c6}. 



















qui sont satisfaits par l'observation obst sont C2, C4, et CQ. Par conséquent, la valeur de pos-
sibilité de réalisation cohérente de l'activité a est irreait(a) = max (7rrea;a(c2), 7rrea/a(c4), 
Kreaiaics)) = max(l, 0.8, 0.1) = 1. Par la suite, la valeur de possibilité de réalisation erro-
née de l'activité a est irerrt(a) = max (7rerrQ(c2), Tterra(cn), 7ierrc,(c6)) =max(0.1 , 0.2, 0.5) 
= 0.5. Ces deux valeurs (7rrea;( (a) = 1 et 7rerr((a) = 0.5) serviront dans l'évaluation des 
mesures de possibilité et nécessité des hypothèses comportementales. 
4.3 Réalisations des activités 
4.3.1 Les chemins de réalisation d'activités 
En fonction de l'ontologie de plans d'activité et du plan observé (séquence d'actions 
observées), différentes hypothèses plausibles peuvent expliquer le comportement observé. 
En effet, l'occupant peut avoir plusieurs types de comportements différents quand il 
réalise ses activités : 
1. il peut réaliser plusieurs activités de façon cohérente. Ces différentes activités 
peuvent s'entrecroiser, 
2. il peut réaliser plusieurs activités de façon cohérente avec d'autres qui sont réalisées 
de façon erronée, 
3. ou il peut réaliser de façon erronée une ou plusieurs activités sans avoir réussi à 
effectuer une seule activité de façon cohérente. 
En fonction de la séquence d'actions observées, plusieurs réalisations cohérentes d'activi-
tés, partielles ou complètes selon les structures de plans d'activités, sont plausibles. Ces 
réalisations plausibles constituent les chemins de réalisation d'activités [181]. 
Définition 4.6 (Chemin de réalisation d'activité). Un chemin de réalisation d'activité 
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pathj est un tuple {otj, Pobat, RpathJ, où a, G V est l'activité qui est partiellement ou 
complètement réalisée, P0bSt est le plan observé, Rpathj Q Pobst x Aa} est une relation 
qui associe un ensemble d'actions observées Reck G P^,St du plan observé à des actions 
ai G Aa de l'activité aj G V, de sorte que (Reck,aî) € Rpathj • Les actions observées dans 
Rpath doivent représenter une réalisation partielle ou complète cohérente de l'activité a,-, 
en fonction des contraintes temporelles définies dans le plan de l'activité aj. 
Si (Reck,ai) G Rpathj, où Reck = (cii,tk) indique que l'action a* a été reconnue au 
temps tk, alors l'action observée a.i doit obligatoirement subsumer l'action ai de l'activité, 
de sorte que ai QA o .^ Par exemple, soit le plan observé (EtreSur Divan, 0) -<r (Allumer-
Appareil Electrique, 1). Pour l'activité RegarderTv, l'un de ses chemins de réalisation 
partielle peut être défini par les associations ((EtreSur Divan,®), EtreSur Divan) et 
((Allumer Appareil Electrique, 1), AllumerTv). On remarque que AllumerTv Ç.^ Allu-
mer Appareil Electrique. 
L'ensemble des chemins de réalisation d'activités est dénoté par Path. Par le fait que 
cet ensemble dépend du plan observé P0bSt, lequel évolue avec le temps, il doit être mis 
à jour pour chaque nouvelle action observée plausible. Cet ensemble est ainsi altéré en 
modifiant, en enlevant, ou en ajoutant de nouveaux chemins de réalisation d'activités. 
Par conséquent, pour chaque nouvelle action observée possible : 
1. un chemin pathj G Path est étendu si la nouvelle action observée subsume l'une des 
prochaines actions possibles de l'activité et que le nouveau chemin de réalisation 
étendu respecte les contraintes temporelles décrites dans le plan d'activité. De plus, 
une copie du chemin original est sauvegardée, de sorte qu'il est possible de prendre 
en considération le fait que la nouvelle action observée ne soit pas associée à cette 
réalisation spécifique d'activité. En effet, même si l'action observée peut s'ajouter 
à un chemin de réalisation pathj d'une activité aj, il est également possible que 
cette action débute ou continue un autre chemin de réalisation pathk d'une autre 
activité o^, ou qu'elle soit associée à un comportement erroné. 
2. un chemin pathj G Path est supprimé si le délai maximal pour réaliser la prochaine 
action possible de l'activité a été dépassé. Le délai maximal de réalisation entre 
deux actions an et am d'une activité aj est la durée maximale où sa valeur de 
possibilité n'est pas nulle dans la distribution temporelle de possibilités 7rtimeQ 
J k 
définie entre les deux actions, tel que (an,am,iïtirnea, ) . 
J k 
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3. un chemin pathj est ajouté à Path si la nouvelle action observée subsume l'une des 
premières actions possibles d'une activité. 
4.3.2 Chemins et comportements 
Comme précédemment mentionné, la réalisation cohérente, partielle ou complète, 
d'activité peut se retrouver dans les comportements cohérents, où plusieurs activités 
peuvent être réalisées de façon cohérente, et dans les comportements erronés, où cer-
taines activités sont effectuées de façon erronée, tandis que d'autres sont effectuées de 
façon cohérente. Ainsi, il est nécessaire d'évaluer la possibilité qu'un chemin de réalisa-
tion d'activité pathj € Path est effectué soit au sein d'un comportement cohérent ou soit 
au sein d'un comportement erroné contenant des réalisations cohérentes d'activités. Par 
conséquent, deux distributions de possibilités sur l'ensemble des chemins de réalisation 
d'activités sont obtenues : la distribution de possibilités d'association à un comportement 
cohérent npathc t e* ' a distribution de possibilités d'association à un comportement erroné 
npathE,t • 
Proposition 4.7 (Possibilité d'association comportementale cohérente). La possibilité 
qu'un chemin de réalisation pathj = {ccj,P0bsf,Rpathj) d'une activité ctj = (Aa}, -<aj, 
Creaia > ^ reain i Kerra ) soit associé à un comportement cohérent en fonction du plan 
observé P0bSt est obtenue de la façon suivante : 
TTobstipathj) = min ( min (irrec (al), ixwe, ,(aj), 7W. . ( a , ) ) ), (4.3) 
((a,,t*),a,)6ftpathJ \ v " ' J 
•KnextApathj) = min ( 7 ^ (a,)) où jVaj Ç A , , (4-4) 
xiengthtipathj) = min (7rt2me (<5(£u,t„))) où 6 : Ts x 77, ->• T, (4.5) 
((a,,tu),a,)6iîpa(hJ, V * / 
((aJ,t„),am)G/îPathJ, 
KPathc,t(pathj) = max (nobat(jMthj),nnextApa.th3),Trlengtht(pathj)j, (4.6) 
où Na est l'ensemble des actions de l'activité atj qui sont les prochaines pouvant être 
directement réalisées par l'occupant, et 5 : Ts x Ts —> T est un opérateur qui évalue la 
durée (une valeur temporelle) t G T entre deux marqueurs temporels ti,tj G Ts-
La distribution de possibilités d'association comportementale cohérente irpathc,t e s^ 
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obtenue en sélectionnant, pour chaque chemin pathj € Path, la valeur maximale entre 
les valeurs de possibilités -KO0St(pathj), irnextt{pathj) et iïiengtht{PathJ). 
La possibilité Tr0bSt(pathj) est obtenue en sélectionnant la valeur minimale parmi les 
valeurs de possibilités minimales entre la possibilité de reconnaissance de l'action at 
(7rreC( (a,)), la possibilité de prédiction de l'action ai {'ïïpret _i(a()) e t la possibilité de réa-
lisation cohérente de l'activité a3 {irreait (otj)) pour chaque action réalisée ((at,tk),ai) £ 
Rpathj du chemin pathr La possibilité 7rnexf( (pathj ) est obtenue en sélectionnant la valeur 
minimale parmi les valeurs de possibilités de prédiction {rïïpreXai)) des actions plausibles 
ax G A/*Qj Ç Aaj qui peuvent être la prochaine action de l'activité otj à être réalisée par 
l'occupant. La possibilité Ttiengtht(po-thj) est obtenue en sélectionnant la valeur minimale 
parmi les valeurs de possibilités temporelles {ixtimea (3(tu,tv))) sur les durées ô(tu,tv) de 
réalisation entre chaque paire d'actions réalisées {(at,tu),ai),((aj,tv),am) G Rpathj du 
chemin pathj. 
Proposition 4.8 (Possibilité d'association comportementale erronée). La possibilité 
qu'un chemin de réalisation pathj = (a3, P0&S(, Rpathj) d'une activité et, = (AQj, ~<a , 
Creaia ' "^reaia , ^erra ) soit associé à un comportement erroné en fonction du plan observé 
P0bst est obtenue de la façon suivante : 
^PathE,t(Pathj) = min ( min Urectk(at), Kpre^_, (at), rrerrtk(aj)) ). (4.7) 
3({(ii,tk),ai)€Rpathj 
La distribution de possibilités d'association comportementale erronée •KpathE
 t est obte-
nue en sélectionnant, pour chaque chemin de réalisation d'activité pathj G Path, la valeur 
minimale parmi les valeurs de possibilités minimales entre la possibilité de reconnaissance 
de l'action a» (7rrec, (a t)), la possibilité de prédiction de l'action ax (TTpret _i(ot)) et la 
possibilité de réalisation erronée de l'activité a3 (irerrt (a^)) pour chaque action observée 
(ai, tk) € Pobst absente du chemin pathj, de sorte qu'il n'existe pas de ((a,, tk), ai) G Rpathj • 
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4.4 Reconnaissance du comportement 
4.4.1 Hypothèses comportementales 
L'ensemble des chemins de réalisation d'activités Path permet d'identifier les activités 
pouvant être effectuées de façon cohérente par l'occupant. Ces activités représentent 
l'ensemble des activités plausibles du comportement observé. 
Définition 4.9 (Activité plausible). Une activité a E V est une activité plausible réalisée 
dans le comportement observé lorsqu'il existe au moins un chemin de réalisation de cette 
activité a, de sorte que l'ensemble des activités plausibles Vvoss est défini par : 
'Pposs = {a E V | 3pathj E Path A a E path3) où Vpoas Q V. (4.8) 
Le comportement, erroné ou cohérent, observé peut contenir un sous-ensemble de ces 
activités plausibles qui sont réalisées de façon cohérente. En considérant l'ensemble des 
activités plausibles Vposs Q V, plusieurs hypothèses peuvent expliquer le comportement 
observé de l'occupant de l'habitat intelligent lorsqu'il effectue certaines activités dans 
1 ' environnement. 
Définition 4.10 (Hypothèse comportementale). Une hypothèse comportementale ht E 
Ht consiste en un sous-ensemble de l'ensemble des activités plausibles Vposs, où Va, E 
ht, $ak E ht, a%^ ctk A ax Q-p a*.. Ht dénote l'ensemble des hypothèses comportemen-
tales pour l'observation obst de l'état de l'environnement. 
Ainsi, une hypothèse comportementale ht E Ht est un élément de l'ensemble des sous-
ensembles de Vposs (ht E p(Vposs)), où chaque plan d'activité a E hz de l'hypothèse n'est 
pas subsumé par un autre plan d'activité p E hx. Donc, une hypothèse consiste en un 
ensemble d'activités qui sont partiellement ou complètement réalisées de façon cohérente 
(et possiblement de façon entrecroisée) et qui sont rattachées soit à un comportement 
cohérent ou soit à un comportement erroné [182]. 
Définition 4.11 (Comportement cohérent). Une hypothèse h% E Ht peut être interprétée 
comme un comportement cohérent où l'occupant de l'habitat intelligent réalise de façon 
cohérente les activités a} E hv. Ces activités peuvent être partiellement réalisées selon le 
déroulement actuel du comportement observé de l'occupant. 
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Définition 4.12 (Comportement erroné). Une hypothèse ht G Ht peut être interpré-
tée comme un comportement erroné où l'occupant effectue certaines activités de façon 
erronée, tandis que les activités a,- G hi, s'il y en a, sont réalisées de façon cohérente. 
Comme hi G Ht peut ne pas contenir d'activité plausible, on couvre également le 
cas où l'occupant réalise de façon erronée certaines activités sans en réaliser d'autres de 
manière cohérente. 
4.4.2 Possibilité d 'un comportement cohérent ou erroné 
Chaque hypothèse hi G Ht concernant le comportement décrit par le plan observé 
Pobst (séquence d'actions) peut être interprétée comme un comportement cohérent ou 
comme un comportement erroné. Par conséquent, nous devons évaluer les distributions 
de possibilités de comportement erroné et de comportement cohérent sur l'ensemble des 
hypothèses Ht-
Proposition 4.13 (Possibilité de comportement cohérent). La possibilité qu'une hy-
pothèse hi G Ht représente un comportement cohérent, où chaque activité oij G ht est 
réalisée de manière cohérente en fonction du plan observé P0bSt, est obtenue par : 
0 si des actions de P0bSt sont 
absentes des activités dans hi, 
1ÏBevc,t(hi) = < ou si hi est vide, 
max min Upathct(pathk)) sinon. 
pathk£Path, v ' ' I 
\ a , Ç.pathk (4.9) 
La distribution de possibilité d'hypothèse comportementale cohérente TïBevc t est ob-
tenue en sélectionnant, pour chaque hypothèse hi G Ht, la valeur maximale parmi les 
valeurs de possibilités comportementales cohérentes minimales TTpathc t(Pa^^k) des che-
mins pathk pour chaque activité «j dans l'hypothèse hi. Dans le cas où aucune activité 
n'est présente dans l'hypothèse h% ou que les chemins de réalisation des activités présentes 
dans hi ne couvrent pas l'ensemble des actions observées dans le plan observé P ^ , la 
possibilité que l'hypothèse représente un comportement cohérent est nulle (0). 
Proposition 4.14 (Possibilité de comportement erroné). La possibilité qu'une hypothèse 
hi G Ht représente un comportement erroné, où certaines activités sont réalisées de façon 
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erronée tandis que les activités ctj E hi, s'il y en a, sont réalisées de façon cohérente en 
fonction du plan observé P^St, est obtenue par : 
La distribution de possibilités d'hypothèse comportementale erronée iTBevEt est ob-
tenue en sélectionnant, pour chaque hypothèse hi E Ht, la valeur maximale parmi les 
valeurs de possibilités comportementales erronées minimales TTpathE tipa^k) des chemins 
de réalisation pathk pour chaque activité ctj dans l'hypothèse hi. Dans le cas où aucune 
activité n'est présente dans hi, la valeur de possibilité est obtenue en sélectionnant la 
valeur minimale parmi les valeurs de possibilités de reconnaissance 7rrect (ai) des actions 
(ai,tk) du plan observé P ^ . 
4.4.3 Possibilité et nécessité des hypothèses comportementales 
À partir des distributions de possibilités TBevc.t e t ^ S e t ^ , , > o n Pe u* obtenir les mesures 
de possibilités et de nécessités qu'une ou plusieurs hypothèses peuvent représenter le 
comportement actuel, lequel peut être cohérent ou erroné, de l'occupant de l'habitat 
intelligent en fonction du plan observé P0t,St. 
Les mesures de possibilité et de nécessité qu'une hypothèse bi E B Ç Ht représente 
un comportement cohérent qui peut expliquer le plan observé Pd>st s o n t indiquées par 
n.BevCt(B) e* NsevaiB) respectivement. Ces mesures sont obtenues à partir de la distri-
bution de possibilités ^Bevct s u r l'ensemble des hypothèses Ht-
Proposition 4.15 (Mesure de possibilité de comportement cohérent). La mesure de 
possibilité de comportement cohérent qu'une hypothèse h E B Ç\ Ht représente un 
comportement cohérent qui peut expliquer les actions observées P ^ de l'occupant de 
l'habitat intelligent est obtenue par : 
UBevct{B) = m&x[7rBevct(bi)) . (4.11) 
La mesure de possibilité de comportement cohérent Usevcti^) d'un sous-ensemble 
min [iTrea (ai)) si hi est vide, 
(ai,tk)€Pob,t ^ tk '' 
( / ^ ( 4 1 0 ) 
max min (n pathE t(pathk)\ sinon. 
ctj&h, I pathis^Path, \ ' ' I 
\ a^Gnathi. I 
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d'hypothèses B Ç %t est obtenue en sélectionnant la valeur maximale parmi les valeurs 
de possibilités de comportement cohérent TTBevct(bt) des hypothèses b% G B. 
Proposition 4.16 (Mesure de nécessité de comportement cohérent). La mesure de né-
cessité de comportement erroné qu'une hypothèse bt G B Ç ~Ht représente un compor-
tement cohérent qui peut expliquer les actions observées PobSt de l'occupant de l'habitat 
intelligent est obtenue par : 
NBevc.t(B) = max UBevct(h3)) - YlBevct(B), (4.12) 
=
 P j k ( PS£ (nBevc,t (hj)) - KBevc,t ( M ) » (4-13) 
= max UBevcAhj)) - ™ ^ (^BevcAhk)) • (4.14) 
La mesure de nécessité de comportement cohérent NBevct(B) d'un sous-ensemble 
d'hypothèses B Ç %t est obtenue en sélectionnant la valeur maximale de la distribu-
tion de possibilités de comportement cohérent TTBevct e t e n m* soustrayant la mesure de 
possibilité de comportement cohérent du complément B du sous-ensemble d'hypothèses 
B {B = Ut \ B). Il faut noter que la valeur maximale d'une distribution de possibilités 
normalisée est de 1. 
Les mesures de possibilité et de nécessité qu'une hypothèse bt G B Ç 7it représente 
un comportement erroné qui peut expliquer le plan observé P0bSt sont indiquées par 
IlBeVEt(B) et NBeVEt(B), lesquelles sont obtenues à partir de la distribution de possibilités 
KBevE t s u r l'ensemble des hypothèses *Ht-
Proposition 4.17 (Mesure de possibilité de comportement erroné). La mesure de pos-
sibilité de comportement erroné qu'une hypothèse 6, G B Ç W,t représente un compor-
tement erroné qui peut expliquer les actions observées P0bSt de l'occupant de l'habitat 
intelligent est obtenue par : 
UBevE,t(B) = r£f£ {*BevB,t{bt)) • ( 4 1 5 ) 
La mesure de possibilité de comportement erroné UBeVEt(B) d'un sous-ensemble d'hy-
pothèses B Ç Ht est obtenue en sélectionnant la valeur maximale parmi les valeurs de 
possibilités de comportement erroné ftBevBt{bi) des hypothèses bt G B. 
Proposition 4.18 (Mesure de nécessité de comportement erroné). La mesure de néces-
sité de comportement erroné qu'une hypothèse bt G B ÇHt représente un comportement 
Chapitre 4 : Une représentation possibiîiste des activités 133 
erroné qui peut expliquer les actions observées P0bSt de l'occupant de l'habitat intelligent 
est obtenue par : 
NBevEit{B) = max UBevE,t(hj)) ~ ïï-BevE,t(B), (4.16) 
flj t rit x 
=
 P Ï Ï ( F£$ (?BevE,t (hjj) - 7TBevE,t (kk) ) , (4.17) 
hk$B \ hjÇ.M.1 v J / 
= mj« (^BevB,t(hj)) ~ £Jg (^BevEtt(hk)) • (4-18) 
La mesure de nécessité de comportement erroné NgeVEt(B) d'un sous-ensemble d'hy-
pothèses B Ç T-Lt est obtenue en sélectionnant la valeur maximale de la distribution 
de possibilités de comportement erroné TtBevB t et en lui soustrayant la mesure de pos-
sibilité de comportement cohérent du complément B du sous-ensemble d'hypothèses B 
(B = Ht\B). 
TABLEAU 4.2 - Exemple des distributions de possibilités de comportement cohérent 
KBevc, e t erroné iïBevE t sur un ensemble sur un ensemble d'hypothèses comportementales 
KBevc,t 
KBevE.t 
h\ h2 h3 h4 h5 
0.5 0.9 0.3 0.7 0 
0.4 0.1 0.6 0.5 1 
Le Tableau 4.2 permet d'illustrer le processus d'évaluation des mesures de possibilités 
et nécessités de comportement cohérent et erroné. À partir de l'ensemble des hypothèses 
Ht = {h\, /i2, h3, h,4, h$}, supposons que l'on s'intéresse au sous-ensemble d'hypothèses 
B = {/ii, h3, ha}. Par conséquent, la mesure de possibilité de comportement cohérent 
est UBevct(B) = ma,x(nBevct(hi), TrBevc,t(h3), ^Bevc,t(h5)) = max(0.5, 0.3, 0) = 0.5 
et la mesure de nécessité de comportement cohérent est NBevCt{B) = max (7rBeuCit(/ii), 
T^Bevcti^), ^Bevc,t(h3), KBevc,t (M> ^Bevc,t(^)) ~ max yïïBevc ,t ( M , ^Bevc.t (h*)) = max( 
0.5, 0.9, 0.3, 0.7, 0) - max(0.9, 0.7) = 0.9 - 0.9 = 0. Ainsi, le fait qu'une hypo-
thèse dans B représente le comportement cohérent observé est moyennement possible 
(n B e „ C ( (5) = 0.5) et non certain (ArBe„C((J5) = 0). Ensuite, la mesure de possibilité 
de comportement erroné est Y[BeVEt{B) = m a x (^BevEtt{hi), nBevE,t(h3), ^BevE,t(h5)) = 
max(0.4, 0.6, 1) = 1 et la mesure de nécessité de comportement erroné est NBeVE t (B) = 
max(7rBeW£;((/ii), 7rBeW£t(/t2), 7rSet,Et(/i3), •iïBeVEt(hi), TrBevE,t{hb)} - max(wBevEit(h2), 
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^BevE,t(hi)) = max(0.4, 0.1, 0.6, 0.5, 1) - max(0.1, 0.5) = 1 - 0.5 = 0.5. Ainsi, le fait 
qu'une hypothèse dans B représente le comportement erroné observé est très possible 
(n.BevEt(B) = 1) et moyennement certain (NBevEt(B) = 0.5). 
Les hypothèses les plus plausibles sont ensuite sélectionnées en fonction des mesures 
riset;Cit, Nsevcti ^-BevEit et NBevE<t sur l'ensemble des sous-ensembles d'hypothèses p(7it)-
Les résultats de la reconnaissance de comportement sont envoyés à un agent d'assistance, 
lequel les utilisera pour planifier une tâche d'assistance si le besoin se fait sentir. 
4.5 Complexité de la reconnaissance 
Cette section présente les principaux algorithmes du processus de reconnaissance de 
comportements. Une discussion de la complexité computationnelle des différentes étapes 
du processus de reconnaissance de comportements sera également effectuée. 
Lors de la réalisation d'une action par l'occupant de l'habitat intelligent à un instant 
t, le processus de reconnaissance d'actions infère l'action observée la plus plausible et 
les contextes d'environnements C0bSt qui sont satisfaits l'état d'environnement décrit par 
l'observation obst. À partir des contextes d'environnement satisfaits C0bSt, le processus de 
reconnaissance de comportements évalue les possibilités de contextes de réalisations 7rreajt 
et irerrt sur l'ensemble des plans d'activités V, tel que présenté dans l'Algorithme 4.1. 
La distribution nreait nous indique la possibilité irreait(a) que l'état d'environnement ac-
tuellement observé soit associé à une réalisation cohérente de l'activité a en fonction des 
contextes de réalisation Crea[a de l'activité a qui sont satisfaits par l'observation obst 
(Dobst = Crea/t ^Cobst)- Ainsi, pour chaque activité a G T3, la possibilité irreait(a) est 
évaluée en sélectionnant la valeur maximale parmi les possibilités irreaia (c) des contextes 
satisfaits c G D„bHt. La distribution 7rerr, indique la possibilité nerrt(a) que l'état d'en-
vironnement actuellement observé soit associé à une réalisation erronée de l'activité a 
en fonction des contextes de réalisation CTeaia de l'activité a qui sont satisfaits par l'ob-
servation obst. Ainsi, pour chaque activité a £ P , la possibilité 7re m(a) est évaluée 
en sélectionnant la valeur maximale parmi les possibilités irerra(c) des contextes satis-
faits c € D^sf Concernant la complexité de l'Algorithme 4.1, on suppose que l^l = q, 
\Cobst\ = n, et |C r e a/J = n pour chaque activité a EV. Pour chaque activité, l'évaluation 
de DobSt a une complexité computationnelle de 0 (n logn) car elle est basée sur l'opéra-
tion d'intersection d'ensemble. Globalement, l'évaluation des distributions nreait et 7rerrt 
est de C(gnlogn). 
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Algorithme 4.1 Évaluation des possibilités de contextes de réalisation des activités 
Entrée: V, Cobst 
o o r t i e : TTreait, TTerrt 
1: pour tout a G P faire 
3: maxrea| = 0 
4: maxe r r = 0 
5: pour tout c G D0bSt faire 
6: si maxre„j < Trreaia(c) alors 
7: maxrcai = Trrealn (c) 
8: si maxe r r < 7rerra(e) alors 
10: 7rrea/t(a) = maxreoJ 
11: 7rerrt(a) = maxe r r 
En fonction du plan observé P0(,.,t, les différentes activités a € V peuvent avoir plu-
sieurs chemins de réalisation cohérente. L'ensemble des chemins de réalisation Path évo-
lue en fonction des nouvelles actions observées qui s'ajoutent à P0bst- Ainsi, à chaque 
nouvelle action observée, de nouveaux chemins sont ajoutés dans Path, des chemins 
dans Path sont étendus avec la nouvelle action observée, et des chemins sont supprimés 
de Path, comme présenté dans l'Algorithme 4.2. Premièrement, si la nouvelle action ob-
servée aiast subsume une action d'une activité a parmi celles qui peuvent être réalisées en 
premier par l'occupant, alors un nouveau chemin de réalisation pour l'activité a est créé 
et ajouté à l'ensemble Path. Deuxièmement, si un chemin p G Path incomplet où le délai 
pour la prochaine action de l'activité est dépassé, ce chemin doit être enlevé de Path, car 
il ne respecte plus les contraintes temporelles définies dans l'activité. Finalement, si la 
nouvelle action observée peut être ajoutée à un chemin p G Path, on obtient un chemin q 
qui étend p et qui respecte les contraintes définies dans l'activité qui est partiellement réa-
lisée. Concernant la complexité de l'Algorithme 4.2, on suppose que \V\ = q, \Path\ = q, 
et que les activités ne peuvent pas être définies en plus de \A\ = m actions. Pour chaque 
nouvelle action observée, la complexité computationnelle est de O(qmr) pour mettre à 
jour l'ensemble des chemins de réalisation d'activités Path. 
Le comportement observé, cohérent ou erroné, de l'occupant de l'habitat intelligent 
peut comprendre la réalisation cohérente de plusieurs activités. Ces activités en cours 
de réalisation ou complètement réalisées sont représentées par des chemins de réalisation 
p G Path. Par conséquent, chaque chemin plausible p G Path peut être associé soit à 
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Pathdelete = 0 
Pathadd = 0 
&iast = dernière action observée (aiast, t) G P0bSt 
pour tout a G P faire 
Ma = ensemble des premières actions de a 
pour tout a G Ma faire 
si a QA a;a;St alors 
p = nouveau chemin de réalisation de a débutant par l'action aiast 
Pathadd - Pathadd D {p} 
pour tout p G Pa^/i faire / / où p = (ap, PobSt^1}Rp) 
si p n'est plus valide en fonction de ap et P0bSt alors 
Pathdelete = Pathdelete H {p} 
sinon 
.A/j, = ensemble des prochaines actions possibles de ap selon p 
pour a G JVJ, faire 
si a QA aiaat alors 
q = chemin p étendu par la dernière action observée aiast 
Pathadd = Pathadd n {q} 
p = (ap, Pobst, Rp) Il mettre à jour le plan observé dans p 
Path = Path \ Pathdelete 
Path = Path D Pathadd 
un comportement cohérent ou soit à un comportement erroné de la part de l'occupant. 
Les distributions ftpathct e* ^PathEt d'associations comportementales pour les chemins 
de réalisation d'activités, indiquant la possibilité qu'un chemin p G V soit associé à un 
comportement cohérent ou à un comportement erroné, sont évaluées, comme présenté 
dans l'Algorithme 4.3 et l'Algorithme 4.4. 
L'Algorithme 4.3 présente l'évaluation de la distribution TCpaihct d'association com-
portementale cohérente, où pour chaque p G Path, irpathCt(p) indique la possibilité que 
le chemin de réalisation p d'une activité ap soit associé à un comportement cohérent 
de la part de l'occupant de l'habitat intelligent, en fonction du plan observé Pobst- Pour 
chaque chemin p G Path, où p = (ap, P^.,,, i ^ ) , TTpathCt(p) e s* obtenue par la valeur 
maximale parmi les possibilités 71^(p), TTnexit{p) e t ^tengtht(p)- ^obatip) est obtenue en sé-
lectionnant la valeur minimale parmi les valeurs minimales entre les possibilités irreCt (ai), 
Kpret _i(a() et7rrea;( (ap) pour chaque action ((a,i,tk),ai) G Rp présente dans le chemin p. 
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Tnextt{p) est obtenue en sélectionnant la valeur minimale parmi les possibilités TTpret(a) 
des actions a G MQp de a pouvant être la prochaine action de l 'activité que l 'occupant 
peut effectuer. 7tiengtht(p) est obtenue en sélectionnant la valeur minimale parmi les pos-
sibilités •ïïtime„ (S{tu, tv)) des distributions temporelles ntimen entre les paires d'actions 
( ( a t , t u ) , a j ) , ((aj,tv),am) G Rp de l 'activité dans le chemin de réalisation, où 5{tu,tv) est 
une fonction indiquant la valeur du délai dans la réalisation des deux actions observées al 
et a}. En supposant que \P0bst\ = ^ \Path\ = r, et qu'il n 'y a pas plus de \A\ ~ m actions 
dans les ensembles Map pour tous les chemins p G Path, la complexité computationnelle 
de l 'Algorithme 4.3 est de 0(rm + rt2). 
A l g o r i t h m e 4 .3 Évaluation de la possibilité d'association comportementale cohérente 
des chemins de réalisation 
ttitïlTGGl rain, \7Trecii ' " ' i^Yectj! \"preii ' * ' j ""prêt/i l"Vea/i > ' ' ' i^realtJ 
Sort ie: irPathct 
1: p o u r t o u t p G Path faire / / où p = (ap, P0bstiRp) 
mino6S( = 1 
p o u r t o u t ((at,tk),at) G Rp faire 
si mino6, ( > min (TTrertk(a,),Trpreik_l(ai),Tcrenitk(apfj a lors 
mino6s t = min (nreCtk(al),7rpretk_l(<n), -Kreaitk(aP)) 
Kobst(p) = niino6.,t 
Ma = actions de ap pouvant être les prochaines réalisées selon p 
min„ea; t t = 1 
p o u r t o u t a G Na faire 
si mmnextt > T T ^ (a) a lors 
min„ext t = TTpret(a) 
ftnextAP) — minnearf( 
min/enSt/n — 1 
p o u r t o u t ((a,, tu), a (), ((a,, t„), om ) G Rp faire / / où tu < tv 
(ai,am,irtimf,apk) G-<ap 
si mmlengtht > TTtimeapk(5(tu,tv)) a lors 
min;en9t/i( = 7riîmeQpfc(<)(^u, iu)) 
XUngtht (p) = ^^lengtht 



















L'Algorithme 4.4 présente l 'évaluation de la distribution TrpathE t d 'association com-
portementale erronée, où pour chaque p G Path, TTpathEt(p) indique la possibilité que 
le chemin de réalisation cohérente p d 'une activité ap soit associé à un comportement 
erroné de la par t de l 'occupant de l 'habi tat intelligent, en fonction du plan observé Pobst-
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Pour chaque chemin p G Path, où p — (ap,P0bSt,Hp), ^pathE,t(p) es^ obtenue en sélec-
tionnant la valeur minimale parmi les valeurs minimales entre les possibilités 7rreCf (ai), 
itpre.t _ (a>i) et nerrt (ap) pour chaque action observée ( O J , ^ ) G P0bst,p n o n présente parmi 
les actions Rp pour chaque chemin p G Path. En supposant que \Pobst\ =t et \Path\ = r, 
la complexité computationnelle de l'Algorithme 4.4 est de 0(rt). 
Algorithme 4.4 Évaluation de la possibilité d'association comportementale erronée des 
chemins de réalisation 
JtiHXree: rCLltl, \7Treci, • • • , 7TreCt / ' v^prei J ' • " i Tïpret S' l ^ e r r i i ' ' ' i "err t J 
Sortie: nPathEt 
1: pour tout p 6 Pa£/i faire / / où p = (ap, P0bst,Rp) 
minp = 1 
-Po6s(,p = {(flt,£fc) € .Po&st,p|£((«*, 4-) '° / ) € -Rp} 
pour tout (ai,tk) G P06Si,p faire 
min(emp = min [irrectk(a,), ^pretk_l {<ii),^emk(ap)) 
si minp > minfemp alors 
minp = min<emp 
•npathE,t(p) = minp 
Après chaque nouvelle action observée, Path décrit des chemins de réalisation (par-
tielle ou complète) pour certaines activités a EV qui sont plausibles en fonction de P0bSt 
et de la description des activités. L'ensemble des activités où il existe au moins un che-
min de réalisation dans Path constitue les activités plausibles de l'occupant, dénoté par 
Pposs Q P- Ces activités plausibles permettent de générer un ensemble d'hypothèses Ht, 
tel que montré dans l'Algorithme 4.5. Chaque hypothèse h EHt dénote un comportement 
cohérent ou erroné où les activités a £ h sont réalisées de façon cohérente. L'ensemble 
Ht est un sous-ensemble de p(PpoSS) où pour chaque activité a G h G Ht, il n'existe pas 
une autre activité 0 G h où a C^ (5. Supposons que \Path\ = r et \P\ — q, de sorte que 
l'on a \Ht\ — 29 hypothèses plausibles. La complexité de la génération de l'ensemble des 
activités plausibles Pposs est de 0(r) (première partie de l'Algorithme 4.5). La complexité 
de la génération de l'ensemble des hypothèses plausibles Ht est de 0{2q) (seconde partie 
de l'Algorithme 4.5). 
Chaque hypothèse h G Ht représente un comportement erroné ou cohérent où les 
activités a G h sont effectuées de façon cohérente par l'occupant de l'habitat intelligent. 
Ainsi, pour chaque hypothèse h G Ht, le processus de reconnaissance de comportement 
doit évaluer la possibilité qu'une hypothèse h EHt représente le comportement cohérent 
ou le comportement erroné observé de l'occupant de l'habitat intelligent. Les distributions 
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Algorithme 4.5 Évaluation de l'ensemble d'hypothèses 
Entrée: V, Path 
Sortie: Ht 
*• >poss v 
2: pour tout p G Path faire 
3: si Q G p absent de Vposs alors 
4: rposs = iposs U i^J 
5: Ht = 0 
6: pour tout e G p(/PpoSs) faire 
7: si Va G e, $/3 E e, a ^ 13 A a EU /S alors 
8: Ht=HtU {e} 
KBevct e t KBevE.t sur l'ensemble des hypothèses Ht sont ainsi évaluées, comme montré par 
l'Algorithme 4.6 et l'Algorithme 4.7. 
L'Algorithme 4.6 présente l'évaluation de la distribution ^Bevci des possibilités d'un 
comportement cohérent. La distribution ^BevCt indique, pour chaque hypothèse h G "Ht, 
la possibilité 7rBeî,c t (h) que le comportement observé soit un comportement cohérent où 
l'occupant réalise les activités a G h de façon cohérente (et entrecroisée), selon les actions 
observées P0bSt. La possibilité TtBevc t C1) es^ obtenue en sélectionnant la valeur minimum 
parmi les valeurs minimums des possibilités irpathc<t (p) des chemins p pour chaque activité 
a E h. Dans le cas où certaines actions observées dans P0bSt ne se retrouvent pas parmi les 
actions des chemins Pathh des activités présentes dans l'hypothèse h G Ht, la possibilité 
itBevctO1) est nulle. Supposons que \V\ = q, \Ht\ = 29, \Path\ — r et \P0bst\ = t. La 
complexité de l'Algorithme 4.6 est de 0(2qrt) dans le cas où h E Ht ne couvre pas toutes 
les actions observées P0(,.St, et est de G(2qqr) quand l'hypothèse h couvre l'ensemble des 
actions observées P0bst-
L'Algorithme 4.7 présente l'évaluation de la distribution ~KBevE ( des possibilités d'un 
comportement erroné. La distribution ^BevEt indique, pour chaque hypothèse h E Ht, 
la possibilité iXBevEt{h) que le comportement observé soit un comportement erroné où 
l'occupant réalise les activités a E h, s'il y en a, de façon cohérente, tandis que d'autres 
sont effectuées de façon erronée, selon les actions observées Pobst- La possibilité nBevE,t(h) 
est obtenue en sélectionnant la valeur minimale parmi les valeurs minimums des possi-
bilités TTpathEt(p) des chemins p pour chaque activité a E h. Dans le cas où l'hypothèse 
ne contient pas d'activité (h = 0), la possibilité WBeVEit(h) est obtenue en sélectionnant 
la valeur minimale parmi les possibilités -rrrect (ai) des actions observées (ai,tk) G Pobst-
Supposons que \V\ = q, \Ht\ — 29, \Path\ = r et \P0bst\ = t- La complexité de l'Ai-
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Algorithme 4.6 Évaluation des possibilités d'un comportement cohérent 
Entrée: Ht, Path, Pobst, TrPathCtt 
Sortie: 7rse„C( 
1: pour tout h £ Ht faire 
2: Pathh = {p £ Path\a £ p A a £ Ht} 
3: Pobst,h = actions observées présentes dans les p £ Pathh 
4: si PobSt yé PobStth alors 
5: nBevct(h)=0 
6: sinon 
7: maxc = 0 
8: pour tout a £ h faire 
9: Patha — {p £ Pathh\a £ p} 
10: mine = valeur minimum des ~ïïpathc t (P) des P ^ Patha 
11: si maxc < mine alors 
12: maxc = mine 
13: irBevc,t(tl)=maxc 
gorithme 4.7 est de 0(2qt) dans le cas où h £ Ht n'a pas d'activité réalisée de façon 
cohérente, et est de 0(2qqr) quand l'hypothèse h a au moins une activité réalisée de 
façon cohérente. 
Algorithme 4.7 Evaluation des possibilités d'un comportement erroné 
Entrée: Ht, Path, Pobst, irpathEtt, {7rreci, • • • ,irrect} 
Sortie: 7rBet,Et 
1: pour tout h £Ht faire 
2: Pathh = {p £ Path\a £pAa£ Ht} 
3: si h = 0 alors 
4: ^BevEt(h) — valeur minimum des 7rreC( (a;) des (ai,tk) £ P0bst 
5: sinon 
6: max£ = 0 
7: pour tout a £ h faire 
8: Patha = {p € Pathh\a £ p} 
9: min# = valeur minimum des itpathE t (p) des p £ PathQ 
10: si maxg < mine alors 
11: max£ = mine 
12: KBevB,t (h) = m a x E 
Par la suite, l'ensemble des hypothèses Ht et les distributions 7rfîet,C( et 7rBet)£( sont 
envoyés à un agent d'assistance qui utilisera l'ensemble des informations et le profil de 
l'occupant pour déterminer si une tâche d'assistance est requise. Dans le cas où une tâche 
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d'assistance est requise, l'agent d'assistance planifie une séquence d'actions à effectuer à 
l'aide des effecteurs de l'habitat intelligent, dans le but d'aider l'occupant à compléter en 
sécurité ses activités de la vie quotidienne. 
4.6 Sommaire du processus de reconnaissance 
Cette section a pour objectif d'illustrer le processus de reconnaissance de comporte-
ments étape et étape. On suppose qu'on utilise le même environnement d'habitat intelli-
gent que la Section 3.6, où l'occupant de cet habitat intelligent est Peter. Lorsque l'occu-
pant effectue une action dans l'habitat intelligent, le processus de reconnaissance d'actions 
envoie le plan observé P„bSt, les distributions irreCt et 7rrect sur l'ensemble d'actions A, et 
les contextes d'environnement actuels plausibles C0bSt au processus de reconnaissance de 
comportements. En fonction de ces informations, le processus de reconnaissance de com-
portements génère un ensemble d'hypothèses comportementales 7it. Chaque hypothèse 
%t dénote un comportement où certaines activités sont effectuées de façon cohérente par 
l'occupant Peter. Comme ces réalisations cohérentes d'activités peuvent survenir dans des 
comportements erronés et cohérents de la part de l'occupant, les distributions ^BevCt e^ 
ftBevE
 t sur Ht sont également évaluées par le processus de comportements. L'ensemble des 
hypothèses W,t et les distributions itBevc t et ^BevE t sont ensuite envoyés à un processus 
d'assistance, qui planifiera une tâche d'assistance à Peter si nécessaire. 
Le processus de reconnaissance de comportements est basé sur les plans d'activi-
tés, lesquels sont décrits à l'aide d'un tuple (Ac, -<a, Creaia, 7rrea;Q, TTerra). A partir des 
contextes plausibles actuels C0bSt, le processus évalue les distributions Trreait et nerrt sur 
l'ensemble des plans d'activités V, indiquant la possibilité, pour chaque activité, que 
l'état actuel de l'environnement soit associé à une réalisation cohérente ou erronée de 
l'activité par Peter en fonction des contextes D0b3t parmi les contextes Creaia. 
En fonction des actions observées P06S( de Peter et des plans d'activités V, le pro-
cessus de reconnaissance de comportements évalue les chemins de réalisation d'activités 
Path, où chaque chemin contient un sous-ensemble des actions observées Pobst- Un che-
min de réalisation p € Path consiste en une réalisation partielle ou complète d'une 
activité qui respecte les contraintes temporelles définies dans la description de l'acti-
vité, de sorte que cette réalisation soit cohérente. Supposons le plan observé P0bSt = 
{(Ouvrir PorteCuisine,t = 0)}, indiquant que Peter a ouvert une porte dans la cuisine 
à un temps t — 0. Supposons qui l'on a les activités Obtenir Biscuits et ObtenirLait. 
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L'activité Obtenir Biscuit indique que Peter veut obtenir des biscuits en ouvrant le garde-
manger {OuvrirPorteGardeManger), en prenant une boîte de biscuits {PrendreBis-
cuits) et en fermant le garde-manger {FermerPorteGardeManger). L'activité Obtenir-
Lait indique que Peter veut obtenir du lait en ouvrant le réfrigérateur {OuvrirPorte-
Re f rigerateur), en prenant un contenant de lait {PrendreLait) et en fermant le réfri-
gérateur {Fermer PorteRe f rigerateur). En fonction de l'action observée {Ouvrir Porte-
Cuisine) et de l'ontologie d'actions A, les deux activités sont plausibles pour être en cours 
de réalisation par Peter. En effet l'action observée OuvrirPorteCuisine subsume la pre-
mière action des activités Obtenir Biscuits et ObtenirLait, Ouvrir PorteGardeManger 
Ç_4 Ouvrir PorteCui sine et Ouvrir PorteRe f rigerateur Q^ Ouvrir PorteCuisine, 
de sorte qu'il existe des chemins de réalisation pour ces deux activités. Pour l'activité 
Obtenir Biscuits, nous avons le chemin de réalisation p\, défini par le tuple {Obtenir Bis-
cuits, F06s(, -Rpi)) de sorte que {{Ouvrir PorteCui sine, t = 0), Ouvrir PorteGarde-
Manger) G RPl. Pour l'activité ObtenirLait, nous avons le chemin de réalisation p%, 
défini par le tuple {ObtenirLait, P0bSt, R&), de sorte que {{OuvrirPorteCuisine,t = 
0), OuvrirPorteRefrigerateur) € RP2. Ainsi, l'ensemble des chemins de réalisation est 
défini par Pat h = {p\,P2}-
Supposons que la prochaine action observée est {PrendreObjetCuisine,t = 1), la-
quelle indique que Peter a pris un objet dans la cuisine à un temps t = 1. On note 
que PrendreObjetCuisine subsume les actions PrendreBiscuits et PrendreLait. Ainsi, 
les chemins p\ et p? peuvent être étendu en ajoutant cette nouvelle action observée. 
Cependant, la durée entre les observations t = 0 et t = 1 dépasse le délai maximal 
entre la réalisation de OuvrirPorteRefrigerateur et de PrendreLait défini dans le 
plan de l'activité ObtenirLait. Pat conséquent, le chemin pi est enlevé de l'ensemble 
Path, lequel est maintenant constitué des chemins p\ et p$. Le chemin p3 est une ex-
tension du chemin p\ et est défini par le tuple {ObtenirBiscuits, PobSt, Rp3), de sorte 
que Rp3 = {{{Ouvrir PorteCuisine, t — 0), Ouvrir PorteGardeManger), {{Prendre-
ObjetCuisine, t = 1), PrendreBiscuits)}. Le chemin pi est conservé dans l'ensemble 
Path car l'action PrendreObjetCuisine peut être associée à une autre activité ou bien 
être une erreur, et que pi est encore temporellement valide selon le plan de l'activité 
PrendreBiscuits. 
Continuons l'exemple avec l'ensemble Path = {pi,P3}- Les chemins de réalisation 
Pi et Pz peuvent survenir au sein d'un comportement cohérent ou erroné de la part de 
Peter quand il effectue ses activités de la vie quotidienne. Par conséquent, le processus 
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de reconnaissance de comportement évalue les distributions Trpathc t e* nPathB t sur Path, 
où pour chaque p G Path, npathc.t (P) indique la possibilité que le chemin de réalisation p 
se produise au sein d'un comportement cohérent et TîpathE t (p) indique la possibilité que 
le chemin de réalisation p se produise au sein d'un comportement erroné. 
Si l'on suppose que l'ensemble Path contient également des chemins de réalisation 
pour les plans d'activités UneActivite, ObtenirObjet et ObtenirObjetCuisine. Par consé-
quent, l'ensemble des activités plausibles en cours de réalisation par Peter est défini par 
Vposs — {PrendreBiscuit}. À partir de VpoSS, le processus de reconnaissance de comporte-
ments génère un ensemble d'hypothèses comportementales Ht- Chaque hypothèse h EHt 
décrit un ensemble d'activités réalisées de façon cohérente par Peter, lesquelles peuvent 
survenir dans un comportement cohérent ou erroné. Ainsi, on peut soit observer un com-
portement erroné où Peter effectue certaines activités de façon cohérente où d'autres 
activités sont effectuées de façon erronée, ou soit observer un comportement cohérent où 
Peter réalise un ensemble d'activités de façon cohérente. En fonction de l'état actuel de 
l'ensemble Path, l'ensemble des hypothèses est défini par Ht = {h\, hi, h%, h4, / i 5}, 
où /ii = 0, /12 = {UneActivite}, hs = {ObtenirObjet}, /i4 = {ObtenirObjetCuisine} 
et h$ = {ObtenirBiscuits}. Par la restriction de subsomption d'activités dans les hypo-
thèses, nous avons Ht C p(Pposs)- En effet, nous avons les relations de subsomption d'acti-
vités Obtenir Biscuits Q-p ObtenirObjetCuisine Q-p ObtenirObjet Çp UneActivite, 
empêchant ainsi la présence de plus d'une activité plausible présente dans Vposs- Chacune 
des hypothèses h E Ht peut représenter un comportement erroné ou un comportement 
cohérent de la part de Peter, le processus de reconnaissance de comportement doit éva-
luer les distributions TTBevCt e^ ^BevEt sur Ht- La distribution KBevct permet d'indiquer, 
pour chaque hypothèse h G Ht, la possibilité TTBevctW (ine Peter a un comportement 
cohérent quand il réalise de façon cohérente les activités présente dans h. La distribution 
t^BevEt permet d'indiquer, pour chaque hypothèse h G Ht, la possibilité TTBevBt{h) que 
Peter a un comportement erroné quand il réalise de façon cohérente les activités, s'il y 
en a, présente dans h. 
Le Tableau 4.3 permet d'illustrer le processus de l'évaluation des valeurs de pos-
sibilités de comportement cohérent ^Bevc,t e t erroné KBevE,t de l'hypothèse h$. L'hy-
pothèse /i5 réfère aux comportements cohérents ou erronés où Peter effectue l'activité 
Obtenir Biscuits. En fonction des observations actuelles, l'ensemble des chemins de réa-
lisation de Obtenir Biscuits est composé de pi, p%, p4, et p$. Par conséquent, la valeur de 
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TABLEAU 4.3 - Exemple des distributions de possibilités d'association comportemen-




Pi P3 PA PB 
0.8 0.9 0.9 0.8 
0.3 0.1 0.2 0.4 
possibilité de comportement cohérent de l'hypothèse /15 est 
KBevc,t(h5) = m i n (lrPathc,t(Pl)>7rPathc,t(P3)i 7r'Pathc,t(P*)> KPathc,t(Ps)) 
= min(0.8, 0.9, 0.9, 0.8) 
= 0.8. 
Par la suite, la valeur de possibilité de comportement erroné de l'hypothèse h$ est 
XBevE,t(h5) = rain {XPathE,i(Pl)> KPathE,t(Pz)> nPathE,t(.P<Ùi ^PathE<t{Pb)) 
= min(0.3, 0.1, 0.2, 0.4) 
= 0.1. 
Ces deux valeurs {ft Bevc ti^s) = 0.8 et T^BÉVEX^) ~ 0-1) seront utilisés pour évaluer les 
mesures de possibilité et nécessité de comportement cohérent et erroné de sous-ensembles 
d'hypothèses contenant l'hypothèse h5. 
L'ensemble des hypothèses comportementales Ht et les distributions nBevct e^ ^BevEt 
sur Ht sont ensuite envoyés à un processus d'assistance. Ce processus d'assistance va pla-
nifier, si nécessaire, une tâche d'assistance, effectuée à l'aide des effecteurs présents dans 
l'habitat intelligent. Cette tâche d'assistance est planifiée en fonction des informations 
reçues et du profil de Peter. 
4.7 Conclusion 
Ce chapitre a permis présenter l'approche de reconnaissance de comportements basée 
sur une formalisation des activités en structure de plans d'actions. Une présentation de 
la formalisation des activités en structures de plans a été faite. Un plan d'activité est dé-
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fini à l'aide d'un ensemble d'actions et d'une relation temporelle entre les actions. Cette 
relation temporelle permet de représenter la possibilité qu'une durée particulière repré-
sente le délai de réalisation entre deux actions. Également, en utilisant un ensemble de 
contextes d'environnement, il est possible d'évaluer la possibilité que l'état actuellement 
observé soit associé à une réalisation cohérente ou erronée d'une activité particulière. 
Par la suite, la notion de chemins de réalisation d'activités a été présentée. À partir de 
la séquence d'actions observées et des plans d'activités définis, il peut exister plusieurs 
réalisations cohérentes qui respectent les contraintes décrites dans les plans. Un chemin 
de réalisation d'une activité peut, en fonction de l'état actuel du comportement observé, 
être une réalisation partielle du plan d'activité qui respecte jusqu'à présent les contraintes 
du plan ou être une réalisation complète du plan d'activité. En plus des comportements 
cohérents, ces chemins de réalisation d'activités peuvent être également présents dans 
des comportements erronés, où des activités sont effectuées de façon erronée, tandis que 
d'autres le sont de façon cohérente. L'évaluation des hypothèses concernant le compor-
tement de l'occupant de l'habitat intelligent a été présentée. Cette évaluation est basée 
sur les activités qui peuvent être en cours de réalisation selon les chemins de réalisation 
d'activités. Chaque hypothèse consiste en un ensemble, lequel peut être vide, d'activités 
effectuées de façon cohérente et peut être interprétée comme un comportement cohérent 
où l'occupant réalise les activités de l'hypothèse ou comme un comportement erroné où 
l'occupant réalise certaines activités de façon erronée, tandis que les activités de l'hypo-
thèse sont effectuées de façon cohérente. Ainsi, pour chaque hypothèse, on doit évaluer 
la possibilité que celle-ci représente soit un comportement cohérent ou soit un compor-
tement erroné. L'ensemble des hypothèses comportementales, ordonné par les mesures 
de possibilité et nécessité obtenues à partir des distributions de possibilités sur les hypo-
thèses, est ensuite envoyé à un système d'assistance. Le prochain chapitre présentera la 
validation d'une implémentation de l'approche de reconnaissance proposée au sein d'une 
infrastructure d'habitat intelligent. 
Chapitre 5 
Validation de l 'approche proposée 
5.1 Introduction 
Dans ce chapitre, nous présenterons le cas de validation qui a permis de concrétiser 
le modèle formel proposé. La première partie de ce chapitre présentera l'implémentation 
de l'approche proposée au sein du projet Arn.bie.nt Fnt.elUge.nce fnr Hom.e based Elderly 
Care (AIHEC) [150] à ÏInstitute for Infocomm Research (I2R) de Singapour. Une pré-
sentation générale de l'infrastructure du projet AIHEC permettra d'illustrer comment 
l'implémentation du modèle s'intègre au sein de l'infrastructure d'habitat intelligent du 
projet AIHEC. Une description de l'architecture du système de reconnaissance de com-
portements sera présentée. 
La seconde partie du chapitre traitera de la phase de validation au sein de l'infrastruc-
ture du projet AIHEC. Cette validation est basée sur les données de capteurs recueillis 
lors d'une phase d'expérimentation précédente où 6 participants ont effectué de façons 
erronées et cohérentes un scénario de l'activité de la vie quotidienne (AVQ) se nourrir. La 
méthodologie et les objectifs de cette phase de validation seront présentés. Par la suite, 
les résultats obtenus seront présentés et analysés en fonction des objectifs de la phase de 
validation. Finalement, ces résultats seront comparés avec ceux obtenus antérieurement 
par différentes approches connexes qui ont effectué des expérimentations similaires. 
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5.2 Validation au sein du projet AIHEC 
5.2.1 Infrastructure 
L'infrastructure du projet AIHEC [149] consiste en un local qui simule un environne-
ment d'habitat intelligent à l'aide de différentes stations qui représentent certaines pièces 
de l'habitat intelligent. Les principales pièces représentées sont la cuisine/garde-manger, 
la salle à manger, la chambre à coucher, et le vestibule. Le comportement de la per-
sonne observée est suivi en utilisant différents types de capteurs. Ces capteurs forment 
un réseau sans fil de capteurs ambiants [24]. Des capteurs de pression permettent, par 
exemple, de détecter si l'occupant est assis sur la chaise de la table à manger. Des an-
tennes de radio-identification (Radio Frequency IDentification ou RFID) permettent de 
détecter la présence dans le placard ou sur la table à manger d'objets, comme une tasse 
ou une assiette, sur lesquels des étiquettes de radio-identification ont été apposées. Des 
capteurs infrarouges passifs (Passive InfraRed sensor ou capteur PIR) permettent de 
détecter les mouvements de l'occupant dans les différentes zones de l'habitat intelligent. 
Des contacts électromagnétiques (reed switch sensors) permettent de détecter l'ouver-
ture et la fermeture de portes comme, par exemple, la porte d'entrée et les portes du 
garde-manger. Des aecélérornètres permettent de détecter les mouvements de la main de 
l'occupant lorsqu'il effectue certaines activités comme se nourrir et boire. Des capteurs 
vidéo sont principalement utilisés pour annoter et vérifier le comportement observé de 
l'occupant. Le gestionnaire d'événements, lequel collecte les événements des capteurs de 
la salle à manger et de la cuisine/garde-manger, est basé sur un réseau bayésien dyna-
mique (Dynamic Bayes Network ou DBN) [204]. Il faut noter que d'autres approches 
peuvent être utilisées à la place du DBN dans le gestionnaire d'événements. 
Le modèle possibiliste de reconnaissance de comportements est implémenté en Java 
selon l'architecture d'habitat intelligent simplifiée (Figure 5.1). Dans cette architecture 
simplifiée, le système d'assistance de l'habitat intelligent est subdivisé en cinq agents : 
1. Agent gestionnaire des événements capteurs : À partir des événements capteurs dé-
tectés à la suite de la réalisation d'une action par l'occupant de l'habitat intelligent, 
cet agent infère l'état actuellement observé de l'environnement. 
2. Agent gestionnaire de la représentation de l'environnement : À partir de l'état 
actuellement observé, cet agent infère les contextes de l'environnement qui peuvent 
satisfaire cette observation incomplète de l'environnement de l'habitat intelligent. 
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FIGURE 5.1 - Vue simplifiée du système d'assistance et de reconnaissance d'activité. Les 
nuages en tiret représentent les composantes du processus de reconnaissance décrites dans 
l'approche proposée. 
3. Agent gestionnaire de la reconnaissance d'actions : À partir des contextes de l'envi-
ronnement possibles, cet agent infère l'action observée la plus plausible en fonction 
de la formalisation possibiliste des actions définies précédemment. 
4. Agent gestionnaire de la reconnaissance de comportements : À partir de la séquence 
d'actions observées, cet agent génère un ensemble d'hypothèses comportementales 
en fonction de la formalisation des activités en structures de plans. 
5. Agent gestionnaire d'assistance : À partir des hypothèses comportementales par-
tiellement ordonnées par les mesures de possibilités et de nécessités évaluées, cet 
agent planifie, si nécessaire, une tâche d'assistance à l'occupant qui sera fournie à 
l'aide des actuateurs présents dans l'habitat intelligent. 
On s'intéresse plus particulièrement aux trois agents associés directement à l'approche 
proposée : l'agent gestionnaire de la représentation de l'environnement, l'agent gestion-
naire de la reconnaissance d'actions, et l'agent de reconnaissance de comportements. 
5.2.2 Représentation de l 'environnement 
L'agent de représentation de l'environnement est basé sur la notion de contextes pré-
sentée à la Section 3.3. L'agent de représentation de l'environnement utilise les informa-
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tions obtenues du gestionnaire d'événements pour représenter l'état actuel de l'environ-
nement de l'habitat intelligent qui résulte de la réalisation d'une action par l'occupant. 
A partir de la représentation de l'état de l'environnement actuellement observé, laquelle 
peut être incomplète, l'agent infère les contextes plausibles pouvant représenter l'état ob-
servé. La liste des contextes plausibles est ensuite envoyée aux autres agents du processus 
de reconnaissance. La représentation de l'environnement de l'habitat (la terminologie et 
les assertions) et le processus de raisonnement sont basés sur Pellet [47, 195], un système 
de raisonnement pour OWL 2 [209] en Java. 
Le système Pellet supporte le raisonnement avec toute l'expressivité de OWL-DL 
(logique de description S%OXM{T>) [103]) et de la spécification OWL 2 (logique de des-
cription S1ZOTQÇD) [101]). Pellet fournit les services d'inférence standards des systèmes 
de raisonnement des logiques de description : 
1. la vérification de la cohérence, 
2. la satisfiabilité des concepts, 
3. la classification, 
4. et la réalisation. 
La vérification de la cohérence s'assure que l'ontologie ne contient pas de faits contra-
dictoires. La satisfiabilité des concepts détermine si chaque concept défini peut avoir 
au moins un individu. En d'autres mots, il s'agit de vérifier si une classe peut avoir des 
instances. Si un concept est insatisfiable, alors l'instanciation de ce concept va rendre l'on-
tologie inconsistante. La classification explicite les relations super-concept/sous-concept 
(subsomption) entre tous les concepts définis dans le but de créer une hiérarchie com-
plète de concepts. La hiérarchie de concepts peut être utilisée pour obtenir l'ensemble 
des sous-concepts (subsumés) ou super-concepts (subsumants) d'un concept particulier. 
La réalisation identifie le concept le plus spécifique auquel un individu appartient. En 
d'autres mots, la réalisation évalue, en fonction de la hiérarchie de concepts, les types 
directs de chaque individu. Il est également possible d'obtenir tous les concepts pour 
lesquels un individu appartient. L'agent de représentation de l'environnement interagit 
avec Pellet en utilisant le Manchester OWL-API [100]. 
5.2.3 Reconnaissance d'actions 
À partir des contextes plausibles pouvant représenter l'état actuellement observé, 
l'agent de reconnaissance d'actions évalue les mesures de possibilité et de nécessité de 
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prédiction et de reconnaissance sur l'ensemble des actions que l'occupant peut effectuer 
au sein de l'habitat intelligent. Cette évaluation est basée sur la formalisation possibiliste 
des actions présentée à la Section 3.4. 
À partir des contextes de l'environnement qui sont satisfaits par les observations des 
états de l'environnement actuellement et précédemment observés, l'action prédite et l'ac-
tion reconnue les plus plausibles sont sélectionnées dans l'ontologie des actions en fonction 
des mesures de possibilités et de nécessités de prédiction et de reconnaissance des actions 
(Sections 3.4.6 et 3.4.7). Les distributions possibilistes de prédiction et de reconnais-
sance des actions, ainsi que l'action prédite et l'action reconnue les plus plausibles, sont 
envoyées aux autres agents du processus de reconnaissance. 
5.2.4 Reconnaissance de comportements 
L'agent de reconnaissance des comportements utilise la séquence des actions plau-
siblement observées (plan observé) et l'ontologie de plans d'activités pour générer un 
ensemble d'hypothèses possibilistes sur le comportement plausible de l'occupant. Les ac-
tivités plausibles sont déterminées en fonction des chemins de réalisation des activités 
obtenus à partir du plan observé et qui respectent les contraintes définies dans les plans 
d'activités. Une hypothèse consiste en un sous-ensemble d'activités plausibles et peut 
être interprétée de deux façons. La première interprétation est que l'hypothèse repré-
sente un comportement cohérent où les activités associées à l'hypothèse sont effectuées 
normalement par l'occupant. La deuxième interprétation est que l'hypothèse représente 
un comportement erroné où certaines activités sont effectuées de manière erronée, tan-
dis que les activités associées à l'hypothèse, s'il y en a, sont effectuées normalement 
par l'occupant. Pour chaque type de comportement, une distribution de possibilités sur 
les hypothèses est évaluée, incluant les mesures de possibilité et nécessité pour chaque 
sous-ensemble d'hypothèses. 
Les deux distributions de possibilités sur l'ensemble d'hypothèses, incluant les mesures 
de possibilités et de nécessités, sont envoyées autres autres agents du système, dont l'agent 
d'assistance. L'agent d'assistance va utiliser l'ensemble des informations pour déterminer 
si une tâche d'assistance est nécessaire. Si une assistance à l'occupant est requise, l'agent 
d'assistance va planifier une tâche d'assistance en fonction des actuateurs disponibles 
dans l'habitat intelligent et du profil de l'occupant. 
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5.3 Méthodologie 
5.3.1 Démarche expérimentale 
La validation de l'approche proposée [181] est basée sur les données d'une expéri-
mentation effectuée au sein de l'infrastructure d'habitat intelligent du projet AIHEC au 
Institute for Infocomm Research de Singapour [150]. Dans cette expérimentation, 6 par-
ticipants ont simulé la réalisation d'un scénario associé à l'activité de la vie quotidienne 
(AVQ) se nourrir. Les participants ont réalisé, de façons cohérentes et erronées, le scé-
nario à plusieurs occasions. Ce scénario contient plusieurs sous-activités, chacune ayant 
un plan d'activité défini : 
- Préparation des couverts : Prendre les couverts (une assiette et une tasse) dans le 
placard et les déposer sur la table à manger, sans oublier de refermer la porte du 
placard. 
- Préparation de la nourriture : Prendre la nourriture (des biscuits) dans le placard 
et la placer sur la table à manger, sans oublier de refermer la porte du placard. 
- Préparation de la boisson : Prendre une bouteille d'eau dans le placard et la placer 
sur la table à manger, sans oublier de refermer la porte du placard. 
- Manger et boire : S'assoir sur la chaise de la table à manger, mettre des biscuits 
dans l'assiette, verser de l'eau dans la tasse, manger les biscuits de l'assiette et boire 
l'eau de la tasse. 
- Ranger les couverts : Prendre l'assiette et la tasse et les ranger dans le placard, 
sans oublier de refermer la porte du placard. 
- Ranger la nourriture : Prendre les biscuits non consommés (dans le contenant à 
biscuits) et les ranger dans le placard, sans oublier de fermer la porte du placard. 
- Ranger la boisson : Prendre la bouteille d'eau et la ranger dans le placard, sans 
oublier de refermer la porte du placard. 
Ces activités peuvent s'entrecroiser et avoir des actions en communs. Par exemple, l'oc-
cupant peut amener les couverts, la nourriture et la boisson en même temps dans la salle 
à manger et les poser sur la table, puis aller refermer la porte du placard. 
Certaines réalisations erronées du scénario ont été effectuées par les participants. Ces 
comportements erronés sont principalement associés aux types d'erreurs suivants parmi 
les six types d'erreur selon Baum et Edwards [20] : 
- Erreurs de réalisation : L'occupant peut oublier une étape de l'activité (fermer la 
porte du placard sans prendre les couverts), ajouter des actions non pertinentes avec 
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les objectifs de l'activité (ouvrir la porte de l'appartement quand l'occupant doit 
amener la nourriture dans la salle à manger), et briser les contraintes temporelles 
entre deux actions de l'activité (oublier de prendre les couverts alors que la porte 
du placard est ouverte). 
- Erreurs de séquence : L'occupant peut effectuer dans le désordre les étapes de 
l'activité (manger les biscuits debout puis s'assoir sur la chaise). 
- Erreurs d'initiation : L'occupant n'amorce pas l'activité (oublier d'ouvrir la porte 
du placard). 
- Erreurs de complétion : L'occupant oublie de conclure une activité (oublier de 
refermer la porte du placard). 
La majorité des réalisations erronées du scénario comportaient plusieurs types d'erreurs, 
principalement des erreurs de réalisation avec soit des erreurs d'initiation ou soit des 
erreurs de complétion. Dans certains cas, l'erreur effectuée par le participant pouvait 
correspondre à plusieurs types d'erreurs possibles. 
À partir de la base de données des capteurs pour chaque comportement observé (une 
réalisation du scénario), un ensemble de séquences d'événements de l'habitat intelligent 
a été reconnu, constituant ainsi un ensemble de réalisations comportementales. Parmi 
l'ensemble des réalisations du scénario, 40 ont été sélectionnées. Ces 40 réalisations sé-
lectionnées sont subdivisées en 10 réalisations cohérentes et 30 réalisations erronées, et 
représentent les réalisations du scénario les plus caractéristiques, car plusieurs d'entre 
elles sont similaires. Les réalisations sélectionnées cohérentes du scénario représentent un 
comportement cohérent des activités, d'une manière entrecroisée, du scénario de l'AVQ se 
nourrir. Les réalisations sélectionnées erronées représentent un comportement erroné du 
scénario de l'AVQ se nourrir, avec ou sans réalisations cohérentes partielles de certaines 
activités. Dans ces réalisations erronées, il y a généralement plus d'un type d'erreurs pré-
sent (erreurs de réalisation, d'initiation et de complétion). Chaque réalisation sélectionnée 
du scénario a été simulée dans l'implémentation de l'approche proposée en utilisant l'état 
observé de l'environnement obtenu par le gestionnaire d'événements selon les événements 
de capteurs détectés. À partir des états de l'environnement obtenus, on peut reconnaitre 
la séquence des actions observées et générer des hypothèses concernant le comportement 
observé, en fonction des ontologies d'environnement, d'actions et d'activités. 
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5.3.2 Objectifs de la validation 
L'objectif principal de la validation de l'approche proposée était d'évaluer la préci-
sion de la reconnaissance et de la prédiction de haut niveau concernant le comportement 
observé associé à la réalisation du scénario de l'AVQ se nourrir. Comme mentionnée 
précédemment, notre approche de reconnaissance est basée sur la connaissance concer-
nant l'état observé de l'habitat intelligent et tente de générer des hypothèses sur le 
comportement de l'occupant. Donc, l'objectif principal se résume à évaluer si le com-
portement observé est reconnu et prédit par notre approche, en fonction des hypothèses 
comportementales générées. Les problèmes associés aux capteurs (bruits) sont gérés par 
le gestionnaire d'événements capteurs qui, dans le cadre du projet AIHEC, est basé sur 
un réseau bayésien dynamique (Dynamic Bayesian Network ou DBN). Ce gestionnaire 
d'événements envoie l'état observé de l'environnement, lequel résulte de la réalisation 
d'une action par l'occupant, à l'agent gestionnaire de la représentation de l'environne-
ment, lequel infère les contextes d'environnement plausibles qui peuvent expliquer l'état 
actuellement observé. Par conséquent, les problèmes liés à la reconnaissance de bas ni-
veau (au niveau des capteurs) ne sont pas pris directement en compte par notre approche, 
mais indirectement par l'utilisation du gestionnaire d'événements capteurs basé sur un 
DBN. 
Le second objectif de la validation de l'approche était d'évaluer, de façon empirique, 
les performances au niveau du temps de calcul de notre approche proposée. À chaque 
nouvelle action observée, nous avons déterminé le temps de calcul pour l'inférence des 
contextes plausibles, la reconnaissance et la prédiction d'actions, et la génération d'hypo-
thèses comportementales. On doit noter qu'on s'intéresse plus spécifiquement à la charge 
computationnelle des composantes associées à notre approche proposée. Ainsi, la ges-
tion des événements capteurs n'est pas prise en considération dans l'évaluation de la 
performance. 
5.4 Présentation des résultats 
5.4.1 Précision de la reconnaissance 
Pour les résultats concernant la précision de la reconnaissance du comportement, 
lesquels sont présentés à la Figure 5.2, trois façons de filtrer les hypothèses pour la recon-
naissance des comportements ont été considérées. La première façon est de déterminer si 
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un comportement spécifique se retrouve parmi les hypothèses comportementales les plus 
possibles et nécessaires. En d'autres mots, on regarde les sous-ensembles de l'ensemble 
d'hypothèses comportementales contenant une seule hypothèse. L'approche proposée a 
été en mesure de reconnaître 56.7% des comportements erronés et 80% des compor-
tements cohérents (globalement 62.5%), comme montré dans la première partie de la 
Figure 5.2. 
La deuxième façon est de déterminer si une réalisation particulière du scénario est au 
sein d'un ensemble d'hypothèses parmi les sous-ensembles d'hypothèses les plus possibles 
et nécessaires. Un sous-ensemble d'hypothèses le plus possible et nécessaire consiste en 
un ensemble d'hypothèses où les valeurs de possibilités des hypothèses maximisent la 
mesure de nécessité de l'ensemble. On peut utiliser un seuil pour la mesure de nécessité 
en fonction d'une valeur fixe ou d'un ratio avec la mesure de possibilité de l'ensemble 
d'hypothèses. L'approche proposée a été en mesure de reconnaître, comme montré dans la 
deuxième partie de la Figure 5.2, 63.3% des comportements erronés (globalement 67.5%). 
La troisième façon est de considérer les réalisations erronées du scénario comme une 
erreur générique, sans spécifier des activités qui peuvent être réalisées de façon cohérente. 
Dans ce cas, l'approche proposée a été en mesure de reconnaître 100% des comportements 
erronés (globalement 95%), tel que montré dans la troisième partie de la Figure 5.2. On 
remarque que dans les trois filtres, la précision de la reconnaissance des comportements 
cohérents est de 80%. 
Il existe plusieurs raisons pour expliquer les résultats de la précision de reconnais-
sance. L'une des raisons qui expliquent les résultats modérés de la reconnaissance de 
comportements erronés et de sa variation en fonction du filtrage sur les hypothèses est la 
rigidité des relations temporelles entre les actions, où la seule contrainte est une distri-
bution de possibilités sur la durée entre les actions. Ainsi, certaines réalisations erronées 
ou cohérentes sont reconnues comme un comportement erroné générique, où il n'y a pas 
d'activité qui est partiellement réalisée de façon cohérente. Les réalisations d'activités 
cohérentes partielles ou complètes ne sont pas reconnues, car certaines contraintes tem-
porelles entre les actions ne sont pas respectées, de sorte que les chemins de réalisation 
de ces activités sont rejetés. 
Dans certains cas, la configuration des capteurs a légèrement été modifiée lors des 
différentes expérimentations avec les participants, principalement pour les capteurs in-
frarouges. Ces modifications influencent grandement la précision du gestionnaire d'évé-
nements. Par exemple, un changement de l'emplacement des capteurs infrarouges peut 












sssssss Comportements cohérents 




















FIGURE 5.2 - Précision de la reconnaissance de comportements en fonction du filtrage 
sur les hypothèses plausibles [181]. Le premier filtre est de considérer uniquement les 
meilleures hypothèses, en fonction de la mesure de possibilité, pour vérifier la précision 
de la reconnaissance. Le deuxième filtre est de considérer les meilleurs sous-ensembles 
d'hypothèses en fonction des mesures de possibilité et nécessité des sous-ensembles. Le 
troisième filtre est de considérer les réalisations erronées du scénario comme une erreur 
générique où il n'y a pas d'activité qui est partiellement ou complètement effectuée de 
façon cohérente. 
produire beaucoup de perturbations : les zones couvertes par les capteurs infrarouges 
peuvent se chevaucher, tandis que la phase d'apprentissage du gestionnaire d'événements 
a été effectuée avec des zones qui ne se chevauchaient pas. 
Finalement, on doit noter que toutes les distributions de possibilités, les contraintes 
temporelles et les descriptions des actions et activités ont été obtenues à partir de la 
croyance d'une personne experte, contrairement à la majorité des approches probabilistes 
qui utilisent les données historiques des capteurs. Toutefois, cette approximation a montré 
des résultats prometteurs, et une phase d'apprentissage sur les paramètres du système 
de reconnaissance permettrait d'améliorer la précision de la reconnaissance. 
5.4.2 Efficacité computationnelle du système 
Pour les résultats concernant l'efficacité computationnelle du système, lesquels sont 
présentés à la Figure 5.3, seul le temps d'exécution des modules associés directement à 
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l'approche proposée a été pris en considération. En effet, l'un des objectifs principaux 
de la validation est l'évaluation empirique de l'implémentation de l'approche proposée. 
Ainsi, le temps d'exécution de la reconnaissance des événements, laquelle a été effectuée 
lors d'une expérimentation précédente, n'est pas considéré. Par conséquent, pour chaque 
réalisation du scénario (une courbe), le temps d'exécution du système pour chaque action 
observée prend en compte la reconnaissance de contextes plausibles de l'environnement, 
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FIGURE 5.3 - Efficacité computationnelle de la reconnaissance de comportements en 
fonction du nombre d'actions observées pour les différentes réalisations du scénario [181]. 
Chaque courbe indique le temps d'exécution de l'implémentation de l'approche proposée 
pour chaque action observée d'une réalisation du scénario se nourrir. 
On remarque que pour cette simulation, le temps d'exécution moyen est situé entre 
100 et 200 millisecondes pour chaque action observée. On observe également des courbes 
en forme de cloche, lesquelles représentent l'effet de l'évolution de l'ensemble des che-
mins de réalisation d'activités. L'augmentation de la taille de l'ensemble des chemins 
d'activités est causée par l'observation de nouvelles actions qui permettent l'apparition 
de nouveaux chemins d'activités. La diminution de la taille de l'ensemble des chemins 
d'activités résulte du fait que certaines contraintes temporelles entre les actions décrites 
dans les plans d'activités ne sont plus satisfaites, de sorte qu'un sous-ensemble de l'en-
semble des chemins de réalisation d'activités doit être supprimé. On doit noter que le 
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nombre d'actions effectuées pour chaque réalisation du scénario est variable, car chaque 
réalisation du scénario représente un comportement spécifique différent. 
5.4.3 Comparaison avec les résultats d'approches antérieures 
Plusieurs approches antérieures, telles que Cook et al. [51] (MavHome), Mihailidis 
et al. [129] (COACH), Helal et al. [97] (Gator Tech Smart House) et Patterson et al. 
[140] (Barista), ont conduit des validations du même type que nous, utilisant des don-
nées synthétiques et réelles, sur des problèmes de taille similaire. La comparaison de 
nos résultats avec ceux de ces approches antérieures n'est pas une tâche simple. Pre-
mièrement, on a pas toujours accès à l'implémentation ou aux données étiquetées de ces 
approches antérieures pour effectuer une comparaison empirique. Cependant, la compa-
raison sur la précision de la reconnaissance d'activités cible uniquement les activités en 
cours de réalisation, plutôt que le comportement global et les actions observées. Ainsi, 
il est possible d'effectuer une comparaison avec les approches antérieures, mais au détri-
ment de l'information inférée à partir des observations. Par exemple, l'intérêt principal 
de notre validation était de savoir si notre approche est en mesure d'identifier correcte-
ment le comportement observé de l'occupant, lequel peut être associé à une réalisation 
cohérente d'une ou plusieurs activités (entrecroisées) ou à des déviations erronées de la 
part de l'occupant. Tandis que l'expérimentation de Mihailidis et al. [129] s'intéresse 
uniquement à l'identification de l'étape actuelle de l'activité effectuée par la personne, 
tout en supposant déjà connaître l'activité en cours de réalisation. Ces deux objectifs et 
approches sont assez différents et cela amène plusieurs difficultés pour les comparer. 
Deuxièmement, la difficulté porte sur la nature assez différente des approches et al-
gorithmes de reconnaissances utilisées. Dans notre cas, l'objectif de l'approche proposée, 
basée sur la théorie des possibilités et les logiques de description, était de reconnaître 
les comportements cohérents et erronés de l'occupant à partir d'une approximation de la 
description des distributions de possibilités des actions et des activités obtenues à partir 
d'un expert du domaine, contrairement à la majorité des approches qui utilisent un his-
torique des données obtenues lors d'une période d'apprentissage du système. La sortie de 
notre algorithme de reconnaissance, laquelle prend la forme d'un ensemble d'hypothèses 
comportementales avec une distribution de possibilités qui ordonne partiellement ces hy-
pothèses en fonction des mesures de possibilité et nécessité, est difficile à comparer avec 
celles des autres approches probabilistes, car elles ne capturent pas les mêmes facettes 
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de l'incertitude. En effet, la théorie des probabilités offre un modèle quantitatif pour le 
hasard et l'indécision, tandis que la théorie des possibilités offre un modèle qualitatif de 
la connaissance incomplète [60], où la loi de probabilité est relativement difficile à obtenir 
à cause de l'irrationalité du domaine d'application (Alzheimer). Il s'agit d'une situation 
d'incertitude totale, c'est-à-dire d'ignorance sur le comportement de l'habitant. 
En dépit de la nature hétérogène des validations de ces approches antérieures, on peut 
tirer certaines comparaisons et conclusions pertinentes à partir de l'évaluation de leurs ré-
sultats. Premièrement, la majorité des approches antérieures sont basées sur des modèles 
probabilistes, principalement bayésiens ou markoviens. Ce type d'approche semble obte-
nir de meilleurs résultats pour reconnaître une activité en cours de réalisation et l'étape 
actuelle de l'activité en utilisant une petite librairie de plans d'activités. Par exemple, les 
résultats obtenus par Helal et al. [96] avec un modèle markovien caché (Hidden Markov 
Model ou HMM) indiquent une précision de reconnaissance de 98% en identifiant l'ac-
tivité en cours de réalisation parmi cinq activités possibles. Également, cette approche 
a été en mesure de détecter, d'une façon qualitative, les étapes omises de ces activités. 
L'approche de Patterson et al. [140], basée sur un réseau bayésien dynamique (DBN), a 
été en mesure d'identifier l'activité spécifique en cours de réalisation avec une précision 
supérieure à 80%. L'approche de Mihailidis et al. [129], basée sur un processus de déci-
sion markovien partiellement observable (Partially Observable Markov Décision Process 
ou POMDP), a également montré des résultats impressionnants pour la précision de la 
reconnaissance des étapes d'une activité. Cependant, cette approche s'intéresse unique-
ment au suivi d'une seule activité (lavage des mains). Une extension de l'approche de 
Mihailidis et al. [129] pour permettre le suivi plusieurs activités a été proposée récemment 
[32, 33], mais n'a pas encore été incorporée dans le prototype du système COACH. 
À la lumière de ces résultats expérimentaux, on peut extraire certaines comparaisons. 
Premièrement, malgré leurs bons résultats, ces approches probabilistes antérieures ont 
été validées dans des contextes où il y a peu d'activités ou des activités peu complexes. 
Par exemple, l'approche de Helal et al. [96] effectue la reconnaissance parmi 5 activités, 
alors que l'approche de Patterson [142] effectue la reconnaissance parmi 14 activités peu 
complexes (moins de 5 actions). Ces approches présentent de bons résultats dans ces 
contextes de reconnaissance. Cependant, il faudrait évaluer l'efficacité de ces approches 
dans des situations impliquant plus d'activités ou avec des activités plus complexes, 
nécessitant une planification plus avancée de la part de l'occupant. Egalement, l'une 
des principales approches probabilistes, le modèle markovien caché, nécessite un nombre 
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exponentiel de paramètres, en fonction du nombre d'éléments utilisés pour décrire les 
états observés, pour spécifier les modèles de transition et d'observation, ce qui signifie 
qu'il faut beaucoup de données pour apprendre le modèle et que le processus d'inférence 
est exponentiel [136]. 
De plus, beaucoup de ces approches supposent que la configuration des capteurs ne 
changent pas, de sorte que le processus de reconnaissance est basé sur les événements de 
capteurs et sur l'historique des données capteurs. Ce type d'approche possède certaines 
limitations. L'environnement des habitats intelligents est dynamique, de sorte que les 
capteurs peuvent être enlevés, ajoutés et déplacés. Aussi, le système de reconnaissance 
peut être déployé dans plusieurs habitats intelligents différents, où la configuration des 
capteurs et de l'environnement peuvent être différents entre les habitats intelligents. En 
utilisant une approche de reconnaissance basée sur les contextes de l'environnement, on 
peut s'affranchir de certaines de ces limitations associées aux approches basées sur les 
événements capteurs. Par conséquent, les approches de reconnaissance de haut niveau 
basées sur les contextes d'environnements permettent d'utiliser le même système pour 
plusieurs environnements d'habitats intelligents, où les contextes utilisés sont communs 
entre les différents habitats intelligents si l'on utilise des concepts plus généraux pour les 
décrire. 
La majorité des approches antérieures ne prend pas en considération la possibilité 
de reconnaître les comportements cohérents composés de quelques activités, où leurs 
étapes d'entrecroisent. Elles proposent l'activité la plus probable en cours de réalisation, 
selon la distribution de probabilités sur l'ensemble des activités. Aussi, elles tendent à 
reconnaître certains types précis d'erreurs, comme les étapes d'activités manquantes, tout 
en évitant d'autres types. Peu d'approches antérieures prennent en considération les deux 
types de comportements, cohérent et erroné, lorsqu'elles génèrent des hypothèses sur le 
comportement observé de l'occupant. 
Finalement, l'un des problèmes principaux d'utiliser la théorie des probabilités clas-
sique est l'incapacité de gérer de manière naturelle l'imprécision et l'incertitude des in-
formations incomplètes et imparfaites, plus particulièrement dans le contexte impliquant 
les croyances d'experts. Dans ce contexte, il est possible que la seule information que l'on 
peut obtenir soit une relation d'ordre de plausibilité entre les éléments, où l'on peut éga-
lement avoir un intervalle de confiance sur les valeurs de plausibilités des éléments. L'une 
des façons de partiellement prendre en considération cette problématique est d'utiliser 
des intervalles probabilistes, où il y a deux distributions de probabilités : l'une pour les va-
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leurs maximales et une autre pour les valeurs minimales. L'une des approches basées sur 
les intervalles probabilistes est celle de Roy et al. [185], basée sur la théorie des treillis et 
les logiques de description probabilistes. Dans cette approche précédente [184], la forma-
lisation des actions est beaucoup plus restrictive et la génération d'hypothèses est moins 
efficace, car elle génère des plans spécifiques de comportement au lieu de considérer des 
comportements plus génériques. Également, les restrictions de cette approche précédente 
limitent la reconnaissance de certains types de comportements. Par exemple, la première 
action observée doit forcément être la première action d'une activité, sinon aucune hy-
pothèse n'est générée. De plus, cette approche précédente ne contient pas de contraintes 
temporelles pour la description des activités, à l'exception d'une relation d'ordre com-
plète (séquence) des actions de l'activité. Cela empêche, par exemple, de reconnaître les 
erreurs temporelles sur le comportement, où les contraintes de durée entre les actions 
de l'activité ne sont pas respectées. Ce type d'erreur comportementale serait ainsi re-
connue comme une réalisation cohérente de certaines activités, car les actions observées 
respectent les contraintes de séquences définies dans les plans d'activités. 
Notre approche basée sur la théorie des possibilités semble avoir plus de flexibilité et de 
potentiel pour alléger ces problèmes [182]. Par exemple, en utilisant une seule distribution 
de possibilités, on peut obtenir des mesures de possibilité et nécessité (un intervalle) sur 
les hypothèses. Cela nous permet de capturer la croyance partielle d'un expert humain 
concernant la réalisation des activités, car cette théorie a été initialement conçue pour 
fournir une sémantique graduée des énoncés en langage naturel [219]. Elle nous permet 
également de gérer plusieurs activités, de prendre en considération les comportements 
où les activités s'entrecroisent, et de reconnaître les principaux types de comportements 
erronés et cohérents. De plus, les applications basées sur la théorie des possibilités sont 
généralement computationnellement traitables [66]. 
5.5 Conclusion 
Ce chapitre a permis de présenter le cas de validation qui a permis de concrétiser 
l'approche proposée au Chapitre 3 et au Chapitre 4. Pour ce faire, une présentation des 
différents aspects entourant l'implémentation et de l'intégration de l'approche proposée 
au sein de l'infrastructure du projet AIHEC a été faite. Cette partie a permis de pré-
senter les aspects techniques de cette réalisation, en présentant l'architecture du système 
de reconnaissance de comportements et de ses composantes. Dans la deuxième partie 
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du chapitre, une présentation des détails de la phase de validation de l'implémentation 
de l'approche proposée au sein de l'infrastructure du projet AIHEC a été effectuée, pré-
sentant ainsi la méthodologie et les objectifs de la phase de validation. Cette partie a 
permis de présenter les résultats obtenus lors de cette phase de validation, lesquels ont 
été analysés en fonction des objectifs de la phase de validation. Finalement, une com-
paraison entre les résultats de la phase de validation de l'approche proposée et de ceux 
d'approches antérieures ayant effectué des expérimentations similaires a été présentée. 
Conclusion 
Malgré les progrès importants effectués dans le domaine de la reconnaissance d'acti-
vités depuis les trente dernières années, plusieurs problèmes occupent encore une place 
significative au niveau fondamental de la discipline et ses applications. Le contexte de 
cette recherche, l'assistance cognitive dans un habitat intelligent, apporte une probléma-
tique que peu d'approches prennent en considération. En effet, le déficit cognitif de l'oc-
cupant peut l'amener à avoir un comportement erroné quand il effectue ses activités de la 
vie quotidienne. Les hypothèses d'un comportement erroné et d'un comportement cohé-
rent peuvent s'avérer, dans certaines situations, deux explications complètement valides 
pour justifier les événements observés résultants de la réalisation d'activités de la part 
de l'occupant. Pour répondre à cette problématique, ainsi qu'aux limites des approches 
antérieures citées, cette thèse a présenté un cadre formel de reconnaissance d'activités 
basée sur la théorie des possibilités et les logiques de description. Ceci permet d'accom-
plir l'objectif de considérer différents types de comportements (cohérent simple, cohérent 
entrecroisé, et erroné) à partir d'une librairie de plans d'activités décrivant les différentes 
activités possibles qu'un occupant peut effectuer dans l'habitat intelligent. Cet objectif 
a été atteint à travers la réalisation des trois principales phases de recherche exposées en 
introduction, comportant chacune des objectifs spécifiques à accomplir. 
Réalisation des objectifs 
La première phase de la thèse nous a permis d'effectuer une investigation en profon-
deur sur la problématique présentée. Cette investigation a été acheminée en effectuant une 
revue de la littérature sur la problématique de la reconnaissance de plans [39, 49, 111, 189] 
et sur différentes approches existantes [26, 42, 113], plus particulièrement les approches 
hybrides [11, 80] et les approches basées sur des théories connexes [17, 89] de la théorie 
des probabilités. Un premier volet, consistant à une étude sur les troubles cognitifs et 
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la maladie d'Alzheimer, a permis d'améliorer la compréhension sur les caractéristiques 
particulières du comportement des personnes atteintes. Ceci permet de mieux cerner les 
besoins inhérents à notre contexte spécifique qui est lié à la reconnaissance des activi-
tés de la vie quotidienne à l'intérieur d'un habitat intelligent dans le but d'assister un 
patient avec troubles cognitifs. Les principaux résultats de ce volet ont été présentés au 
Chapitre 1. Le second volet de cette phase de recherche consistait à réaliser un état de 
l'art sur les différents travaux de pointe existants. Le résultat de cette étape a permis 
d'entrevoir différentes pistes de solutions à explorer à partir des forces et faiblesses des 
approches antérieures. Par exemple, peu d'approches de reconnaissance d'activités exis-
tantes prennent complètement en considération le fait que dans certaines situations, et 
en particulier dans une configuration d'ignorance totale, une hypothèse d'un comporte-
ment cohérent est tout aussi valide qu'une hypothèse d'un comportement erroné pour 
expliquer les observations (partielles) de l'occupant. Sommairement, cette première phase 
nous permet de mieux comprendre la problématique, d'évaluer différentes pistes de so-
lutions possibles, de formuler un ensemble d'hypothèses de départ et de déterminer si 
celles-ci étaient bien fondées et pertinentes. Les principaux résultats de cette étape sont 
présentés dans le Chapitre 2. 
À la lumière des investigations précédentes, la seconde phase de la thèse avait pour 
objectif d'avancer nos hypothèses de recherche, dans le but de définir un modèle de recon-
naissance d'activités qui répond aux différents besoins qui ont été identifiés. L'approche 
proposée est basée sur des modèles d'actions et d'activités qui utilisent la théorie des 
possibilités pour la gestion de l'incertitude et de l'imprécision aux différents niveaux du 
modèle. La théorie des possibilités nous permet de tenir compte du fait que l'on a des 
informations partielles, lesquelles sont empreintes d'incertitude et d'imprécision, résul-
tant de l'observabilité partielle de l'environnement. Également, la théorie des possibilités 
nous permet de traiter qualitativement, en utilisant une relation d'ordre, les différentes 
hypothèses sur le comportement. En effet, il est plus facile pour un expert du domaine 
d'ordonnancer les actions pouvant être effectuées dans un contexte particulier en fonction 
de leurs possibilités d'être réalisé dans ce contexte. Également, on peut aussi utiliser cette 
théorie pour représenter les relations temporelles entre les actions de façon imprécise. 
L'utilisation de telles relations temporelles permet, par exemple, d'ajuster la possibilité 
d'une activité en fonction du délai entre les actions observées. Cette étape a permis de 
définir les fondements théoriques pour un modèle de reconnaissance possibiliste d'acti-
vités pour la reconnaissance et la prédiction des comportements erronés et cohérents de 
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l'occupant d'un habitat intelligent. La notion de contexte d'environnement et le modèle 
possibiliste d'actions ont été présentés au Chapitre 3. Le modèle possibiliste d'activités 
et le processus de reconnaissance de comportement ont été présentés au Chapitre 4. 
La phase finale de la thèse a permis la validation du modèle développé au cours de 
l'étape précédente. Cette validation avait pour objectif de vérifier la viabilité du modèle 
au sein d'un contexte de simulation à partir de données réelles (événements capteurs) 
provenant de la réalisation de scénarios cohérents et erronés dans un habitat intelligent. 
La validation est basée sur une implémentation du modèle au sein de l'infrastructure 
du projet Ambient Intelligence for Home based Elderly Care (AIHEC) [150] durant un 
stage de six mois à VInstitute for Infocomm Research (I2R) de YAgency for Science, 
Technology and Research (A*STAR) de Singapour. L'infrastructure du projet AIHEC 
[149] consiste en un local qui simule un environnement d'habitat intelligent à l'aide de 
différentes stations qui représentent certaines pièces de l'habitat intelligent. La validation 
de l'approche proposée [181] est basée sur les données d'une expérimentation effectuée 
au sein de l'infrastructure d'habitat intelligent du projet AIHEC. Dans cette expérimen-
tation, 6 participants ont simulé la réalisation d'un scénario associé à l'activité de la 
vie quotidienne (AVQ) se nourrir. Les participants ont réalisé, de façons cohérentes et 
erronées, le scénario à plusieurs occasions. Les résultats de la validation ont permis d'éva-
luer les performances du système sur plusieurs aspects et de voir les différentes forces et 
faiblesses du modèle dans un contexte d'utilisation réelle. Ceci permet d'entrevoir diffé-
rentes voies de développements futures pour l'amélioration du modèle. Les résultats de 
la phase de validation ont été présentés au Chapitre 5. 
Résumé de la contribution 
L'approche proposée dans cette thèse contribue à l'avancement du domaine de la re-
connaissance d'activités en montrant comment l'exploitation de la théorie des possibilités 
et les logiques de description dans les modèles d'actions et d'activités permettait de définir 
un cadre formel transformant le processus de reconnaissance d'activités en un processus 
de classification, basé sur les relations de subsomption de contextes d'environnement, 
d'actions et d'activités. Le processus de reconnaissance d'actions est basé sur un forma-
lisme possibiliste de l'action basée sur les transitions des contextes de l'environnement, 
lesquelles sont quantifiées à l'aide de distribution de possibilités. La notion de contexte 
d'environnement permet de prendre en considération le fait que l'état de l'environnement 
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est partiellement observable. Dans un contexte de reconnaissance dans un habitat intel-
ligent, il est difficile d'identifier spécifiquement l'état actuel. Également, l'utilisation de 
contextes permet de simplifier la définition d'une action, laquelle n'est pas basée sur les 
transitions d'états de l'environnement, mais plutôt sur des transitions de contextes. Le 
processus de reconnaissance de comportement est basé sur un modèle d'activités basé sur 
une structure de plan d'activité dans laquelle les actions de l'activité sont partiellement 
ordonnées par une relation temporelle. Cette relation temporelle décrit la durée, sous 
forme d'une distribution de possibilité sur le temps, entre la réalisation de deux actions 
de l'activité. La séquence d'actions possibles permet de générer des hypothèses sur le 
comportement de l'occupant. Les hypothèses peuvent correspondre à différents types de 
comportements cohérents ou erronés, où chaque type peut représenter une explication 
valide selon les observations actuelles. L'utilisation de la théorie des possibilités facilite 
la tâche d'une personne experte pour structurer et quantifier les actions et activités. En 
effet, il est plus facile à une personne experte de structurer en ordre de plausibilité un 
ensemble d'événements que d'indiquer la probabilité de ces événements. Ceci permet de 
diminuer le délai de déploiement du système, en diminuant la phase d'apprentissage. 
Bilan de l'approche proposée 
Sommairement, l'approche proposée dans cette thèse consiste à trouver un ensemble 
d'hypothèses comportementales correspondant à un ensemble d'actions plausibles qui 
expliquent les changements observés dans l'environnement de l'habitat intelligent décou-
lant du comportement de l'occupant quand il réalise ses activités de la vie quotidienne. 
À chaque action effectuée par l'occupant, un système de reconnaissance d'actions infère 
l'action observée la plus plausible en fonction des contextes d'environnement pouvant 
représenter l'état actuel de l'habitat intelligent résultant de la réalisation de l'action. 
À partir de cette séquence d'actions observées, le système de reconnaissance d'activi-
tés utilise les plans d'activités pour évaluer les activités qui sont possiblement en cours 
de réalisation ou complétées. Ces réalisations (partielles ou complètes) seront utilisées 
pour inférer les hypothèses comportementales plausibles de l'occupant. Les hypothèses 
peuvent couvrir différents types de comportements : les comportements cohérents où une 
ou plusieurs activités sont réalisées de façon cohérente, les comportements erronés où au-
cune activité n'est réalisée de façon cohérente, et les comportements erronés où certaines 
activités sont effectuées de façon erronée, tandis que d'autres activités peuvent être effec-
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tuées de manière cohérente. Ainsi, notre approche s'attaque au problème de complétude 
de la librairie des activités, laquelle ne peut pas forcément décrire l'ensemble des façons 
cohérentes et erronées possibles d'effectuer les activités. 
L'approche proposée dans cette thèse offre plusieurs particularités intéressantes par 
rapport aux approches connexes de reconnaissance. Dans un premier temps, le modèle 
s'attaque au problème d'observabilité partielle de l'état de l'environnement de l'habitat 
intelligent en utilisant un formalisme basé sur les contextes de l'environnement. En effet, 
les événements capteurs n'offrent qu'une visibilité partielle et imparfaite de l'environne-
ment. L'utilisation de contextes d'environnement facilite le processus de reconnaissance 
en simplifiant la description des actions (distributions de possibilités sur des contextes 
plutôt que l'ensemble des états de l'environnement). Également, on peut réutiliser les des-
criptions d'actions en utilisant des contextes d'environnement plus génériques (utilisation 
de la relation de subsomption de contextes). Dans un deuxième temps, le modèle s'at-
taque au problème de la reconnaissance de comportement erroné de la part d'un occupant 
d'un habitat intelligent. Le comportement d'un occupant quand il effectue ses activités 
peut l'amener à effectuer des erreurs (oublier une étape, ajouter une étape non pertinente, 
mélanger l'ordre des étapes . . . ). Le modèle est en mesure de prendre en considération 
le fait que l'occupant peut effectuer plusieurs types d'erreurs dans un même comporte-
ment et peut également prendre en considération les erreurs temporelles (dépassement 
du délai entre la réalisation de deux actions de l'activité). Finalement, l'utilisation de 
la théorie des possibilités permet à une personne experte de structurer et quantifier les 
descriptions d'actions et d'activités, diminuant le délai de déploiement du système lié à 
phase d'apprentissage du profil de l'occupant. 
Principaux résultats 
Une validation du modèle proposé a été effectuée au sein de l'infrastructure du pro-
jet AIHEC, où six participants ont réalisé de façons erronées et cohérentes un scénario 
de l'activité de la vie quotidienne (AVQ) se nourir. Les événements capteurs de chaque 
réalisation (cohérente ou erronée) sélectionnée du scénario sont utilisés comme données 
d'entré dans l'implémentation du modèle proposé. Parmi les 40 réalisations sélectionnées 
les plus caractéristiques, 10 réalisations représentent un comportement cohérent et 30 
réalisations représentent un comportement erroné. Concernant la précision de la recon-
naissance du comportement observé, le modèle a montré des résultats prometteurs, en 
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considérant le fait que les contextes, actions, et activités ont été définis manuellement, 
sans apprentissage. Trois façons d'évaluer la précision de reconnaissance ont été explorées. 
On note que dans les trois approches, la précision de reconnaissance des comportements 
cohérents est de 80%. Dans la première approche, où l'on considère uniquement les hypo-
thèses comportementales les plus plausibles, on obtient une précision de 56.7% pour les 
comportements erronés (globalement 62.5%). Dans la deuxième approche, où l'on consi-
dère les sous-ensembles d'hypothèses comportementales les plus plausibles et certaines 
(nécessaires), on obtient une précision de reconnaissance de 63.3% pour les comporte-
ments erronés (globalement 67.5%). Dans la troisième approche, où l'on considère les 
réalisations erronées comme une erreur générique ne contenant pas d'activités pouvant 
être réalisées de façon cohérente, la précision de la reconnaissance est de 100% pour les 
comportements erronés (globalement 95%). 
Plusieurs raisons peuvent expliquer ces résultats. Certains comportements erronés où 
certaines activités sont effectuées de façon cohérente et des comportements cohérents 
ne sont pas correctement identifiés, car les contraintes temporelles sur les actions des 
activités sont trop rigides. Des chemins de réalisation d'activités sont rejetés dans ces 
comportements, car certaines contraintes temporelles entre les actions ne sont pas res-
pectées en fonction des valeurs qui ont été prédéfinies. Pour un comportement cohérent 
ou erroné donné, si tous les chemins de réalisation d'activités sont rejetés, alors ce com-
portement est considéré comme étant un comportement erroné sans réalisation cohérente 
de certaines activités. Également, dans certains cas la configuration des capteurs a été 
légèrement modifiée lors des différentes expérimentations, influençant la précision du 
gestionnaire d'événements. Finalement, il faut noter que les contextes, les actions, les 
activités et toutes les distributions de possibilités ont été définis manuellement (croyance 
d'une personne), contrairement à la majorité des approches probabilistes utilisant une 
phase d'apprentissage sur les données capteurs. Toutefois, cette approximation a mon-
tré des résultats prometteurs et une utilisation d'approches d'apprentissage pour raffiner 
les paramètres sur modèle durant son usage permettrait d'améliorer la précision de la 
reconnaissance. 
Pour ce qui est de l'efficacité computationnelle de l'implémentation du modèle, le 
temps d'exécution moyen est situé entre 100 et 200 millisecondes pour chaque action 
observée. Également, pour certaines réalisations du scénario, on remarque une tendance 
en forme de cloche (augmentation et diminution graduelle du temps d'exécution). Cette 
tendance représente l'effet de l'évolution de l'ensemble des chemins de réalisation d'activi-
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tés. L'augmentation de cet ensemble est causée par l'observation de nouvelles actions qui 
permettent l'apparition de nouveaux chemins de réalisation, et sa diminution résulte des 
contraintes temporelles qui ne sont plus satisfaites et par conséquent, un sous-ensemble 
de chemins de réalisation doit être supprimé. 
Limitations de l 'approche 
Le modèle de reconnaissance d'activités proposée dans cette thèse comporte certaines 
limitations. Premièrement, l'une des principales limitations provient lors de la concep-
tion du modèle, où l'on a utilisé la supposition qu'il y a un seul occupant dans l'habitat 
intelligent. Cette supposition restrictive est commune dans la majorité des approches 
antérieures. Cependant, dans la vie de tous les jours, il peut y avoir plus d'un occupant 
dans l'habitat intelligent (conjoint, visiteur, personnel médical . . . ) . Un système de re-
connaissance complet doit prendre en considération ce fait. Par contre, cela complexifie 
grandement la problématique de la reconnaissance d'activités et amène plusieurs interro-
gations : Comment identifier les occupants dans l'habitat intelligent ? Comment identifier 
l'auteur d'une action observée? Est-ce qu'une activité est effectuée par plus d'une per-
sonne ? Comment observer deux actions qui sont effectuées de manière simultanée ? . . . 
Une autre limitation concerne le modèle d'activités. En premier lieu, la relation tem-
porelle utilisée pour partiellement ordonner les actions est trop rigide. En effet, la seule 
contrainte est la durée possible (distribution de possibilités sur la durée) entre la réali-
sation de deux actions de l'activité. Plus d'expressivité est possible en se basant sur la 
logique temporelle de Allen [4], où il existe 13 relations temporelles entre les périodes 
de temps. Ensuite, le modèle d'activités utilise directement les actions pour définir la 
structure de plan. Cependant, dans certaines situations, on doit utiliser plusieurs plans 
pour la même activité. L'utilisation de plusieurs plans est nécessaire lorsqu'on peut avoir 
une variabilité dans les sous-étapes de l'activité. Un des moyens envisageables est d'utili-
ser une formalisation des activités sur trois niveaux (activités, étapes, actions), ajoutant 
une flexibilité à la structure de plans. Également, le modèle ne prend pas en considéra-
tion le fait que l'occupant peut abandonner volontairement la réalisation d'une activité. 
Dans cette situation, le modèle considère que l'occupant effectue une erreur (contraintes 
temporelles brisées). Finalement, même si l'on prend en considération le profil de l'oc-
cupant, lequel a été spécifié par une personne experte, l'approche proposée ne prend pas 
le fait que celui-ci peut évoluer dans le temps. L'utilisation des techniques d'apprentis-
Conclusion 169 
sage, en conjonction avec les nouvelles connaissances provenant d'une personne experte, 
permettrait de peaufiner en cours de route le profil de l'occupant. 
À la lumière des différentes limitations de l'approche proposée, on constate que la 
contribution apportée dans cette thèse ne constitue pas une réponse ferme et définitive à 
la problématique de la reconnaissance d'activités dans les habitats intelligents. On doit 
souligner que cette thèse n'avait pas pour objectif d'amener une solution exhaustive ou 
définitive aux multiples problèmes soulevés par la reconnaissance d'activités. Toutefois, 
on peut considérer ce travail comme étant une première étape vers le développement 
d'une base théorique et uniforme pour caractériser le processus de reconnaissance de tout 
type de comportement, rationnel ou irrationnel. Cette contribution permet également 
d'envisager plusieurs perspectives intéressantes qui guideront le développement futur qui 
découle du modèle de reconnaissance d'activités proposé. 
Perspectives 
Une des premières perspectives à envisager dans un avenir à court terme serait d'incor-
porer des améliorations mineures au modèle actuel, permettant d'améliorer la flexibilité 
et la précision du modèle de reconnaissance. Également, l'usage d'approches d'apprentis-
sage durant la période d'utilisation du système de reconnaissance permettrait d'améliorer 
la fiabilité du modèle. Dans un contexte où les habitudes de vie de l'occupant peuvent 
changer, l'apprentissage devient une nécessité pour ajuster le profil de l'occupant à ses 
habitudes actuelles. Une autre amélioration à apporter au modèle de reconnaissance est 
d'ajouter la notion de sous-contextes (parfois appeler micro-contextes) d'un contexte 
d'environnement. Ces sous-contextes sont associés aux états des entités et objets pré-
sents dans l'environnement. Par exemple, l'état de la cuisinière peut être décrit à l'aide 
des contextes de ses composantes (rond allumé, porte du four ouvert, température du 
four . . . ). Ainsi, le contexte de l'environnement est décrit à l'aide des sous-contextes des 
éléments présents dans celui-ci. 
Une autre voie de recherche intéressante est d'ajouter dans le modèle la détection et la 
prédiction de situations à risque et de leurs niveaux quand l'occupant effectue ses activités 
de la vie quotidienne. L'identification des situations à risque donne une information 
complémentaire à la reconnaissance du comportement de l'occupant. Par exemple, un 
comportement erroné de la part de l'occupant peut avoir pour effet d'allumer un feu 
sur un rond de la cuisinière. Cette situation à risque (feu dans la cuisine) et son niveau 
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doivent être pris en considération par le système d'assistance pour planifier la tâche 
d'assistance offerte à l'occupant. En fonction du niveau de risque, le système d'assistance 
peut alerter l'occupant, un membre de la famille, le personnel médical ou les services 
d'urgence, et peut déclencher certains services comme l'envoi d'une alerte d'évacuation 
dans la résidence. 
Même si le modèle a été conçu pour les personnes avec troubles cognitifs, l'approche 
peut être utilisée avec une autre clientèle, comme les personnes âgées. En effet, beaucoup 
de résidences pour personnes âgées sont construites avec de l'équipement de domotique 
pour fournir divers services. Également, on peut adapter le modèle de reconnaissance 
d'activités pour qu'il soit déployé dans d'autres contextes d'utilisation que les habitats 
intelligents. Par exemple, on peut utiliser le modèle dans des contextes où les comporte-
ments anormaux doivent être détectés rapidement, comme dans le milieu aéronautique, 
où les erreurs de la part du pilote ou du système de pilotage automatique peuvent être 
fatales. 
En conclusion, cette thèse doit être considéré comme l'une des nombreuses étapes 
nécessaires au développement d'une technologie d'habitat intelligent offrant des services 
d'assistance aux personnes avec troubles cognitifs pour l'accomplissement de leurs acti-
vités de la vie quotidienne. Avec l'augmentation du maintien à domicile, il est important 
de proposer des services permettant d'accroitre la sécurisation des personnes à domicile 
tout en maintenant ou améliorant leur qualité de vie. La conception d'habitats intelligents 
pouvant offrir des services d'assistance cognitive permet de prolonger la période que les 
personnes avec troubles cognitifs peuvent rester à domicile. Par conséquent, le dévelop-
pement d'un habitat intelligent capable de maintenir et d'améliorer la qualité de vie de 
ces personnes permettrait de diminuer le fardeau des aidants naturels et professionnels, 
facilitant le choix de rester à domicile. Donc, ce type de technologie pourrait constituer 
une solution viable aux problèmes des systèmes de santé associés au vieillissement de la 
population. Ainsi, les coûts associés à la pénurie de personnel et au maintien à domicile 
pourraient être allégés par l'utilisation d'une telle technologie. 
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