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1. Introduction 
 
In recent decades two techniques, laser Doppler imaging (LDI) and laser speckle contrast imaging (LSCI) have become 
popular for imaging the microcirculation. They are both useful as they can non-invasively obtain images of blood flow for a 
range of applications such as burn depth assessment [1], [2], wound healing [3], ophthalmology [4], [5], cardiac activity analysis 
[6], [7] and studies of stimulant reactions of cortical activity [8-10]. They have also been used in numerous tissue phantom 
studies e.g. [11-12]. 
There are similarities between the techniques as both detect and process the fluctuating interference (speckle) pattern due to 
scattering of light by moving red blood cells (RBCs). In LDI light scattered by moving RBCs undergoes a Doppler frequency 
shift and interferes with light that is scattered by static tissue (without a Doppler shift) which provides a frequency spectrum 
between ~20 Hz – 20 kHz [13]. This frequency spectrum is directly detected by a photodiode or high frame rate photodiode array 
and then processed to provide an indication of blood flow. LSCI detects the speckle pattern using a low frame rate (~30 Hz) 
CCD camera. Although this frame rate is insufficient to directly detect the fluctuating speckle pattern, an indication of blood 
flow can be calculated by relating speckle contrast across a 5  5 or 7  7 pixel array to an appropriate model of blood flow [14]. 
Although LDI and LSCI are often considered to be two different methodologies because they have evolved independently, a 
few attempts have been made to compare their performance [15]-[22]. Briers [15] theoretically highlighted that LDI and LSCI 
are effectively identical for line-of-sight velocity measurement and strongly recommended to develop these two technologies 
more interactively. Forrester et al [16] experimentally compared a single-point scanning LDI instrument with a laser speckle-
based optical imager measuring human skin and surgically exposed rabbit tissue. The single-point scanning LDI took 4.4 minutes 
to produce a flow image with resolution of 256  256 pixels in fast scan mode, while LSCI generated a 768  494 pixels blood 
perfusion image with a maximum frame rate of 30 frames per second (fps). The main conclusions were that due to mechanical 
scanning, LDI was inferior to LSCI in both temporal and spatial resolution. Nevertheless, the linearity and accuracy of LDI were 
recognized. Due to the differences between the two optical configurations different speckle patterns were generated at the 
detector and the comparison was, therefore, concerned with the characteristics of the individual devices rather than the 
processing methods. 
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Another comparison between single-point scanning LDI and full field LSCI has been reported by Stewart et al [17] who 
adopted a single-point scanning LDI (Moor Instruments, UK) and a temporal contrast-based LSCI instrument to make monthly 
measurements of the hypertrophic burn scars of ten patients over a period of 11 months. In the measurement, although the same 
area of 9.6 cm  7.2 cm was imaged by both devices, the LDI took 3.7 minutes to produce a 232  174 pixels flow image which 
is far longer than the LSCI instrument which generated a 640  480 pixels perfusion image every second. Once again, 
qualitatively similar results were obtained but LDI lacked high temporal resolution. As the results show a strong positive 
correlation between these two devices, Stewart related LSCI to LDI using linear least squares. 
Recently, based on in vivo measurements, several comparisons were made to investigate the relationship between LDI and 
LSCI over a wide range of skin perfusion [18-21]. Millet et al [18] utilized a single-point scanning LDI (PeriScan PIM3 System, 
Perimed, Sweden) and full field LSCI (PeriCam PSI System, Perimed) to record the cutaneous blood flux of forearms of twelve 
participants. In these experiments, various reactivity tests including post-occlusive reactive hyperemia and local thermal 
hyperemia were conducted to generate a broad range of blood perfusions which were sequentially measured by LDI and LSCI. 
The conclusion was that over a wide range of human skin perfusion the results of blood flux measured by LDI and LSCI are 
linearly related. Similar experiments were performed by Garry et al [19], although different conclusions were reached as the 
relationship between blood flux measured with LDI and LSCI was found to be a power function rather than a linear function. 
The non-linear relationship between LDI and LSCI was again emphasized by Humeau-Heurtier et al [20] who compared the 
blood perfusion values of post-occlusive skin reactive hyperemia measured by a single-point scanning LDI (PeriFlux System 
5000, Perimed, Sweden) and a LSCI (PeriCam PSI System, Perimed, Sweden). Binzoni et al systematically compared LDI and 
LSCI by measuring blood flow during a post-occlusive reactive hyperemia experiment [21]. 
The main weaknesses of the comparisons carried out to date are: 1) the raw signals obtained for LDI and LSCI processing are 
frequently obtained at different times; 2) the light is detected by different instruments so the performance and configuration of 
the devices affects the comparison. For example, two different detection geometries for LDI and LSCI produces different speckle 
properties, which makes quantitative comparison very challenging. Indeed, Binzoni et al recently posed the question whether it is 
even possible to directly compare LSCI and full field LDI [21]. They recognized the nonlinear relationship existing between LDI 
and single exposure LSCI and strongly recommended a direct comparison through synchronization of LSCI and LDI. The system 
described in this paper addresses this recommendation. 
The temporal resolution of LDI has been improved by the introduction of full-field LDI [23]-[28] which is based on high-
speed CMOS photodiode arrays [23]-[26] or custom made CMOS photodiode arrays with on-chip signal processing [27], [28]. 
These high frame rate cameras allow direct detection of the laser Doppler frequency spectrum. Serov and Lasser [29] combined 
these two methodologies together on a single device in which full field LDI and LSCI were compared using simulated data and 
data from human fingers. LDI was demonstrated to provide a 256  256 pixels flow image every 1.2 seconds (128 samples FFT 
(fast Fourier transform)) whereas LSCI could provide 256  256 pixels flow images at 10 fps. It was stated that these two 
technologies were complementary rather than interchangeable. LSCI can be utilized for applications that require fast access to 
the blood flow, whilst LDI is more suitable for quantitative measurements. The drawback of the experimental comparison is that 
LDI and LSCI measurements were carried out using different optical configurations (different exposure time with different f-
number of 𝑓#=1.2 for LDI and 𝑓#=5.6 for LSCI). Therefore it was not a direct comparison of the two approaches. 
To enable a direct comparison of LDI and LSCI, we have developed a field programmable gate array (FPGA) based, full field, 
LDI and LSCI hybrid system for imaging blood perfusion. Employing a high speed CMOS sensor and an FPGA, this system can 
provide concurrent LDI and LSCI signal processing using the same detected photons. The system is capable of providing blood 
flow images processed by an FFT (up to 2048 samples) with a spatial resolution of up to 1280  1024 pixels. In addition, 
temporally averaged speckle contrast maps are produced using the same raw image data by using a 7  7 pixel sub-array which is 
moved incrementally by a single pixel to produce a contrast map of size 1274  1018 pixels. Depending on the number of 
temporal samples and image resolution, a blood flow image and a speckle contrast map can be produced every 0.5 seconds (for 
128 temporal samples, 314  314 pixels image) to 20 seconds (for 2048 temporal samples, 1274  1018 pixels image). The 
system enables, for the first time to our knowledge, an experimental comparison of LDI and LSCI using the same optical signals. 
The theory relevant to processing is described in Section 2, followed by the description of system design and the experimental 
set up (Section 3). LDI and LSCI images of a rotating diffuser are displayed (Section 4) and finally the advantages and 
drawbacks of both methodologies are discussed. 
 
2. Theory 
 
Blood flow is a velocity dependent parameter which is defined as the number of RBCs flowing through a unit volume of tissue 
per unit time. For LDI, the blood flow value is indicated by the normalized first-moment (𝑀1) of the power density spectrum 
(𝑃(𝜔)) of the intensity fluctuations respectively [30]. 
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where 𝜔 is the angular frequency of the intensity fluctuations induced by the Doppler shifted photons.  
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For LSCI, the contrast (𝐾) which is defined as the ratio of the standard deviation σ of the intensity to the mean intensity 〈𝐼〉 
with a sub-array of pixels is related to the speckle correlation time (𝜏𝑐) by [31]: 
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where 𝑇 is the exposure time and the speckle correlation time (𝜏𝑐) is the characteristic decay time of the speckle autocorrelation 
function which is inversely proportional to the mean velocity. Due to the statistical uncertainties of relating correlation time to 
velocity (e.g. the shape of the scatterers, complex velocity distributions within the object), it is difficult to measure the absolute 
velocity values for LSCI [14]. To quantitatively compare LDI and LSCI, LDI flow values and 1/𝜏𝑐 in LSCI were both calibrated 
to obtain the mean velocity using the following equations, enabling a direct comparison between the techniques using a common 
parameter. 
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where LDIV  and  LSCIV  are calibrated mean velocities of LDI and LSCI respectively, flow  is the measured flow value of LDI. 
 ,   and  ,   are calibration factors obtained by using two known reference velocities (one in the low and one in the high 
range) according to the following equations. 
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where 1refv  and 2refv  are known reference velocities in low and high ranges respectively, in this case 1refv 0.07mm/s and 
2refv = 3.03mm/s. 1flow  and 2flow  are obtained at 1refv  and 2refv  for LDI, and 1/1 c  and 2/1 c  are obtained at 1refv  and 
2refv  for LSCI. 
To relate LSCI to LDI, Stewart et al [17] and Millet et al [18] set up a linear model. However, Garry et al [19] and Humeau-
Heurtier et al [20] stated that the relationship between flow obtained with LSCI and LDI is a power function rather than a linear 
function. As these studies use different imaging configurations it is difficult to ascertain the correct relationship but this can now 
be addressed using the concurrent imaging system. However, from the previous comparisons, it is clear that 1) unlike LDI, LSCI 
is unable to linearly respond to the velocity changes over a wide range; and 2) LSCI is exposure time dependent. As a result, it 
can be concluded that 1) LSCI can be related to LDI by a nonlinear model (i.e. a power function); and 2) the fitting parameters 
fluctuate with the exposure time. To investigate the most appropriate relationship between LDI and LSCI, we propose the 
relationship in Eq. (9) in which the parameters 𝑎, 𝑏 and 𝑐 can be found by least squares fitting the calibrated velocities obtained 
with LSCI to LDI using the calibrated velocity profile data obtained in the rotating diffuser test. The exponent 𝑏 determines the 
linearity of the relationship which can then be used to investigate fitting for a range of exposure times. 
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3. System design and experimental setup 
 
3.1. Detection system design 
 
The signal processing of the full field LDI and LSCI are integrated on an FPGA platform interfaced to a high-speed CMOS 
sensor. Images of blood flow, blood concentration, laser speckle contrast (averaged) and DC light (averaged) are simultaneously 
produced. For LDI, from 128 up to 2048 samples per pixel can be captured to produce a corresponding flow and concentration 
image depending on the required frequency resolution (related to the number of FFT points for processing) and frame rate. The 
LSCI processing unit utilizes the same optical signals as LDI by accumulating a set of frames equivalent to a particular exposure 
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time. Depending on the number of captured samples and the equivalent exposure time of LSCI, the contrast map can be averaged 
up to 512 times. The system comprises units for imaging, interfacing, storage, processing and control. A schematic of the hybrid 
system is shown in Fig. 1. 
 
A monochrome CMOS sensor (MT9M413, Micron) having 1280  1024 12 µm  12 µm integrating pixels, 1280 10-bit 
resolution analogue to digital converters and ten 10-bit-wide digital output ports is driven by an FPGA device (Virtex-6, Xilinx) 
via a high-speed interface (VITA 57.1 FMC HPC). Due to the large amount of data acquired, a DDR3 SDRAM with capacity of 
512 MB is used as internal storage to temporarily store the captured raw data. All controls and processing operations are carried 
out by the FPGA, and only the processed flow, concentration, speckle contrast and averaged DC images are sent to the PC via a 
PCIe8 bus. 
In operation, a sub-window of 1280  32 pixels is captured and each pixel is sampled at 11.6 kHz. After acquiring the required 
numbers of samples for FFT operation, the next sub-window is sampled. There is a trade-off between refresh rate and image size 
as small regions allow high frame rates, while electronic scanning provides high spatial resolution images (up to 1280  1024 
pixels if the sub-window is scanned 32 times). 
To enable the same photons to be used for comparison of LDI and LSCI we need to simulate the relatively long exposure 
times required for LSCI using the high frame rate system. For LDI, each sub-frame is sampled at 11.6 kHz with the exposure 
time of 85 µs. For LSCI, speckle contrast is sensitive to exposure time, and an optimized exposure time is desired for measuring 
a specific range of velocities, e.g. 5 ms exposure time is optimal for imaging of stimulus-induced changes in cerebral blood flow 
in rodents [32]. Typically, the optimal exposure time for measuring blood flow is much longer than the one used for the system 
described here. In order to simulate the longer exposure times associated with LSCI, several short exposure frames are 
accumulated. It is worth noting that the exposure time simulation is only valid when the inter-frame time (𝛥𝑡) is much smaller 
than the intensity correlation time [33]. In this system, the inter-frame time is fixed at 1.2 µs which is at least 100 times less than 
the typical intensity correlation time of moving RBCs (0.1 ms ~ 20 ms). As a result, longer exposure time in LSCI can be 
simulated by accumulating several short exposure frames in this system. 
 
The pipeline structure of the CMOS sensor enables the exposure and the read out to be conducted simultaneously. This means 
that frame n is exposed as frame n-1 is being read out. Hence, any two adjacent frames can be considered as continuously 
exposed and thus can be accumulated to simulate a long exposure time. Fig. 2 shows an example where 1024 samples are 
acquired at an exposure time of 85 µs. In common with most laser Doppler systems flow is calculated by taking the FFT 
operation, frequency weighting and summing over a frequency range (60 Hz to 5.8 kHz in this case). Concentration is obtained 
using the same process but without the frequency weighting. In this example the exposure time for LSCI is 10.9 ms and this is 
achieved by accumulating 128 exposures. To ensure same optical signals to be used for comparison i.e. to use the same number 
of photons, the contrast maps and DC images are summed a further 8 times. Using this method different exposure times for LSCI 
can be easily investigated. 
 
3.2. Experimental Setup 
 
A rotating diffuser was adopted to test this system and make the comparison between single exposure LSCI and LDI. The 
rotating diffuser provides a controlled sample that acts as a flow model for a quantitative comparison. The rotating diffuser 
(white cardboard) spins behind a static circular glass diffuser, mimicking static tissue overlying moving blood cells. This 
generates velocity profiles that can be controlled through the motor drive voltage and which change linearly with radial position 
on the diffuser. 
 
Fig. 3 shows the experimental setup. A green laser (OXXIUS S.A. 532 S-50-COL-PP,  = 532 nm, Power = 50 mW) is 
expanded to a diameter of 18 mm (beam expander, Thorlabs BE20M) and is then reflected onto a static diffuser (diameter 20 
mm) with an illumination angle of 20 degrees. A white cardboard disc (diameter 30 mm), which is placed behind the diffuser, 
spins at a known angular velocity determined by the motor drive voltage. A C-Mount convex lens (Schneider, f = 12 mm) 
allowing control of aperture size and working distance is placed 72 mm away from the diffuser which forms an image of the 
diffuser on the CMOS sensor with magnification of 0.2. 
The distance between the peak and first local minimum of a speckle is given by [34] #)1(2.1 fM   where 𝑀 is the 
magnification of the imaging system and 𝑓# is the f-number of the lens. In LSCI the distance between fringes is more commonly 
used [35], [36]. 
 
#)1(44.2 fMspeckle                                              (10) 
 
To optimize the performance of LSCI [37], the imaged speckle size should be twice the width of a pixel and so this is adjusted 
via an aperture to be approximately 20 μm. A region of 18 mm  18 mm square is imaged and the flow images, concentration 
images and averaged raw data images were all generated at a resolution of 320  320 pixels for LDI. For LSCI, 314  314 pixels 
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averaged contrast maps were produced due to the small reduction in resolution caused by the processing method (7  7 square). 
All images were cropped to 160  160 pixels for display. The diffuser was rotated at angular velocities of 0.10, 0.20, 0.27, 0.34, 
0.41, 0.54, 0.61, 0.68, 0.75, 0.82, 0.88, 0.95 rad/s. 1024 FFT samples were utilized by LDI processing, and as described in 
Subsection 3.1 and different numbers of frames were accumulated for LSCI to simulate exposure times of 0.34 ms, 0.69 ms, 1.4 
ms, 2.7 ms, 5.4 ms and 22.0 ms.  
 
4. Experimental Results 
 
Fig. 4 (a) and (b) show the flow maps of LDI (Eq. (1)) and the velocity distribution maps of LSCI ( c/1 ) for an exposure 
time of T = 1.4 ms. The rotation angular velocity increases from 0 rad/s to 1 rad/s (left to right and top to bottom) with a fixed 
increment of 0.034 rad/s, and 31 velocity maps are produced (a selection of 12 images is shown in Fig. 4.). 
 
Each method can monitor the increase of speed as the LDI flow values and LSCI flow index values ( c/1 ) rise with both 
rotation speed and radial position on the disc. It can also be clearly observed that higher values are shown towards the edge of 
rotating disk as the higher velocity at the edge. The spatial resolution of LSCI is lower than LDI as a 7  7 pixel sub-array is 
selected to calculate the contrast. Fig. 5 shows the calibrated mean velocity plotted against different disc speeds averaged over all 
radial positions that have a radius of 3 mm. The mean velocities of LDI and LSCI were calibrated according to Eq. (3) and Eq. 
(4) respectively by using two known reference velocities of 0.07 mm/s and 3.03 mm/s. Although each curve rises as the speed 
increases, LDI demonstrates a more linear relationship between the measured and actual velocities. 
 
It is well known that LSCI measurement is exposure time dependent. To investigate this in more detail, the experiment is 
repeated with different equivalent exposure times of 0.34 ms, 0.69 ms, 2.7 ms, 5.4 ms, and 22.0 ms. Fig. 6(a) shows that there is 
clearly a strong dependence upon exposure time with the measured mean flow index ( c/1 ) being higher for shorter exposure 
times. For the longer exposure times e.g. T = 22 ms, the speckle is averaged out as velocity increases and so it becomes 
insensitive to velocity changes. The normalized mean flow index (divided by the static values [38]) is shown in Fig. 6(b) across 
the range of rotation speeds. Fig. 6(b) shows that longer exposure times (e.g. 22.0 ms and 5.4 ms) have a higher normalized 
value, and the curves increase rapidly at low speed but reach a limit as motor speed increases. In contrast, shorter exposure times 
(e.g. 0.34 ms, 0.69 ms) have a flat region at low speed which then rises as the speed increases. The flat region is because the 
speckle pattern does not have sufficient time to change within a short exposure time. The results clearly show that LSCI is 
exposure time dependent with a longer exposure time being more sensitive to slow speeds, and shorter exposure times being 
more suitable to detect changes at higher speeds. 
 
Fig. 7 investigates the relationship between velocities calculated using LDI and LSCI using fitting results obtained using 
Eq.(5) at different exposure times of LSCI, (a) for 0.34 ms and (b) for 2.7 ms. At short exposure times the relationship is close to 
linear whereas it becomes non-linear at longer exposure times. The linearity indicator, exponent 𝑏, is also plotted against all 
exposure times in Fig. 7(c). 
 
As can be seen, the exponent, 𝑏, increases with exposure time. If the exposure time is short enough, a value of 𝑏 around 1 can 
be obtained, which means it is possible to linearly relate LSCI to LDI. However, with longer exposure times (i.e. > 2.7 ms which 
is typically applied for in vivo measurements) the power function provides a better fit between LSCI and LDI. 
 
5. Discussion 
 
A high spatial resolution, high frame rate hybrid system has been developed which has a unique pipeline structure that enables 
the captured frames to be continuously exposed and processed. Different exposure times of LSCI are achieved by accumulating 
different numbers of adjacent frames equivalently. Based on this structure, the two interchangeable methodologies of imaging 
blood perfusion, laser Doppler imaging and laser speckle contrast imaging, are integrated on this single device and share the 
same photons. Consequently, a direct comparison between LDI and LSCI can be achieved. 
Well-known characteristics of LDI and LSCI were also verified from the comparison. Due to the differences between the 
processing methods, LDI has 49 times higher spatial resolution than LSCI. On the other hand, LSCI is faster than LDI by a factor 
ranging from several times up to a few hundred times depending on the exposure times of LSCI and frequency resolution of LDI 
(the number of FFT points selected). Laser Doppler imaging has a linear response to speed changes over the whole range of 
detectable velocities. Laser speckle imaging is exposure time dependent, and the sensitivity and linearity vary as the exposure 
time changes. With shorter exposure time, the processing is sensitive to higher velocities. However, the sensitivity to the slower 
speed range is much poorer than that provided by longer exposure times. 
There are some limitations to the comparison. For LDI, the effective sampling rate is 11.6 kHz which determines the high cut-
off frequency of 5.8 kHz (according to the Nyquist theorem). This is lower than that used in commercial single point scanning 
systems (typically 15-20 kHz high cut-off frequency) but is comparable to currently available full-field LDI systems [23-26], 
[29]. This will be overcome as technology improves with higher frame rate sensors. A more significant limitation for future use 
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is that, as the adopted commercial CMOS sensor is for generic applications, there is no anti-aliasing filter present. Consequently, 
aliasing occurs when the detected signals has frequencies higher than 5.8 kHz, which affects the linearity of LDI. This could 
partially be overcome by calibration or alternatively through the use of CMOS sensors with on-chip processing [27], [28]. For 
LSCI, the summation of multiple short exposures produces a similar signal level to long single exposure but the noise is 
proportional to sum of the square roots of each exposure time. This will introduce an additional error when applying the speckle 
model (Eq. (2)) but it has been demonstrated that in practice this is not a significant effect [39]. There is a source of error that due 
to the static speckle pattern from the static diffuser which contributes to several “hot” pixels. These contribute to several 7  7 
squares with very high contrast value (corresponding to low velocity), which can be observed from the mean velocity maps of 
LSCI (Fig. 4(b).). The static speckle pattern contributes to unwanted signals but LDI is relatively immune to surface reflections. 
In LSCI this can be reduced by using cross-polar detection [14]. 
To overcome the dependence of LSCI on exposure time and static speckle, multi-exposure LSCI (MLSCI) has been 
introduced [39-41] in which consecutive frames with different exposure times are used to obtain a more accurate blood perfusion 
value. However MLSCI reduces the frame rate and typically, it is necessary to regulate the light level for specific exposure times 
to ensure that the pixel intensity is within the dynamic range of the detector. The method described here of simulating different 
exposure times simultaneously using a high frame rate camera can be used to greatly simplify multi-exposure LSCI by removing 
the need to adjust light level dynamically [39]. It also increases the frame rate as this will be set by the longest exposure time 
required for the speckle processing, rather than the sum of all exposure times. 
The frame rate of the system is flexible and depends on the spatial resolution and the frequency resolution (number of FFT 
samples). Table 1 lists the practical frame rates of the processed images with different resolutions and measured samples. They 
are not the maximum achievable frame rates since the bottleneck of the interface linking the system to the PC decreases the 
actual frame rate. This means the frame rate can be increased further by developing a faster digital interface. 
 
TABLE 1 
FRAME RATE OF BLOOD PERFUSION IMAGES (UNIT: FPS) 
N
o
. o
f F
F
T
 sa
m
p
le
s 
Spatial Resolution* 
 320320 
(314314) 
640640 
(634634) 
12801024 
(12741018) 
2048 0.286 0.117 0.049 
1024 0.593 0.210 0.084 
512 1.015 0.344 0.132 
256 1.642 0.504 0.182 
128 2.283 0.660 0.225 
*The number in the bracket indicates the spatial resolution of the LSCI contrast map. As the contrast processing uses 7  7 local pixels, the resolution of blood 
perfusion images is at the expense of 6 columns and 6 rows. 
 
6. Conclusion 
 
Two popular optical techniques for blood flow imaging, laser Doppler imaging and laser speckle contrast imaging were 
compared through imaging a rotating diffuser. For the first time this was achieved using the same detected photons and 
concurrently applying the different signal processing algorithms. This was enabled by developing a system employing a high 
frame rate CMOS sensor and a field programmable gate array. As anticipated LDI measurements are linearly related to flow. 
LSCI is sensitive to static speckle and exposure time although these effects may be reduced by use of multi-exposure laser 
speckle imaging. The combined measurements demonstrate that the two techniques can be related through a linear relationship at 
short exposure times and a power law relationship at the longer exposure times typically employed for blood flow imaging. 
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Fig. 1 Schematic of the system showing the main imaging, processing, control and storage units. The CMOS sensor interfaces to the FPGA via the custom-made 
FMC socket mounted on an 8-layer PCB board (camera board). Various controllers including camera controller, memory controller, RS232 controller and 
PCIe8 controller are developed in the FPGA along with the processing unit (processing algorithms) for achieving the functionality. The PC-generated 
configuration data is sent to the system via the serial interface (RS232). The processed data (blood flow images, blood concentration images, contrast maps and 
DC images) are transmitted to the PC for further processing and display through the PCIe8 bus. This figure is a reproduced material which was originally 
produced for [36]. 
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Fig. 2 Digital structure to enable the same photons to be processed for both LDI and LSCI (1024 samples for LDI, equivalent 10.9 ms exposure time for LSCI). 
Every 128 frames of the total 1024 frames are accumulated to simulate a longer exposure time of 10.9 ms. To use all the data of LDI for LSCI processing, the 
contrast map obtained by processing the speckle pattern image with equivalent 10.9 ms exposure time is averaged a further 8 times. 
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Fig. 3 Rotating diffuser experimental setup. A white cardboard disc spinning behind a static circular glass diffuser simulates blood flow in tissue.   = 532 nm, 
laser light is expanded and illuminates the sample (via a mirror). The rotating diffuser is imaged onto the CMOS sensor through a convex lens (f = 12 mm). 
This figure is a reproduced material which was originally produced for [36]. 
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Fig. 4 (a) LDI flow maps of  LDI and (b) LSCI velocity distribution   maps simultaneously obtained at rotation speeds of 0.10, 0.20, 0.27, 0.34, 0.41, 0.54, 0.61, 
0.68, 0.75, 0.82, 0.88, 0.95 rad/s (top left to bottom right). The image area is 9.6 mm  9.6 mm and the scale ranges are from 0 to 5 × 1012  for LDI, from 0 to 
5.5 × 104 for LSCI. 
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Fig. 4 (a) LDI flow maps of  LDI and (b) LSCI velocity distribution   maps simultaneously obtained at rotation speeds of 0.10, 0.20, 0.27, 0.34, 0.41, 0.54, 0.61, 
0.68, 0.75, 0.82, 0.88, 0.95 rad/s (top left to bottom right). The image area is 9.6 mm  9.6 mm and the scale ranges are from 0 to 5 × 1012  for LDI, from 0 to 
5.5 × 104 for LSCI. 
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Fig. 5 Calibrated mean velocity at a fixed radius (3 mm) for different motor drive speeds. The exposure time of LSCI is 1.4 ms. The error bar shows the standard 
deviation of the calibrated mean velocity values of all pixels in the same radial position. 
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                (b) 
 
 
Fig. 6. Effect of exposure time on mean speckle variance values (a) absolute (b) normalized relative to value at 0mm/s speed. Longer exposure times are more 
sensitive to low speed, while the speckle pattern is fully blurred when the speed is relatively high. In contrast, shorter exposure times cover a wider range of 
detectable velocity however it is insensitive to velocity changes at low speed.  
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Fig. 7 Relationship between LSCI and LDI: (a) 0.34 ms exposure time; (b) 2.7 ms exposure time; and (c) curve of fitting parameter b plotted against exposure 
time. 
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Fig. 1 Schematic of the system showing the main imaging, processing, control and storage units. The CMOS sensor interfaces to the FPGA via the custom-made 
FMC socket mounted on an 8-layer PCB board (camera board). Various controllers including camera controller, memory controller, RS232 controller and 
PCIe8 controller are developed in the FPGA along with the processing unit (processing algorithms) for achieving the functionality. The PC-generated 
configuration data is sent to the system via the serial interface (RS232). The processed data (blood flow images, blood concentration images, contrast maps and 
DC images) are transmitted to the PC for further processing and display through the PCIe8 bus. This figure is a reproduced material which was originally 
produced for [36]. 
 
Fig. 2 Digital structure to enable the same photons to be processed for both LDI and LSCI (1024 samples for LDI, equivalent 10.9 ms exposure time for LSCI). 
Every 128 frames of the total 1024 frames are accumulated to simulate a longer exposure time of 10.9 ms. To use all the data of LDI for LSCI processing, the 
contrast map obtained by processing the speckle pattern image with equivalent 10.9 ms exposure time is averaged a further 8 times. 
 
Fig. 3 Rotating diffuser experimental setup. A white cardboard disc spinning behind a static circular glass diffuser simulates blood flow in tissue.   = 532 nm, 
laser light is expanded and illuminates the sample (via a mirror). The rotating diffuser is imaged onto the CMOS sensor through a convex lens (f = 12 mm). 
This figure is a reproduced material which was originally produced for [36]. 
 
Fig. 4 (a) LDI flow maps of  LDI and (b) LSCI velocity distribution   maps simultaneously obtained at rotation speeds of 0.10, 0.20, 0.27, 0.34, 0.41, 0.54, 0.61, 
0.68, 0.75, 0.82, 0.88, 0.95 rad/s (top left to bottom right). The image area is 9.6 mm  9.6 mm and the scale ranges are from 0 to 5 × 1012  for LDI, from 0 to 
5.5 × 104 for LSCI. 
 
Fig. 5 Calibrated mean velocity at a fixed radius (3 mm) for different motor drive speeds. The exposure time of LSCI is 1.4 ms. The error bar shows the standard 
deviation of the calibrated mean velocity values of all pixels in the same radial position. 
 
Fig. 6. Effect of exposure time on mean speckle variance values (a) absolute (b) normalized relative to value at 0mm/s speed. Longer exposure times are more 
sensitive to low speed, while the speckle pattern is fully blurred when the speed is relatively high. In contrast, shorter exposure times cover a wider range of 
detectable velocity however it is insensitive to velocity changes at low speed.  
 
Fig. 7 Relationship between LSCI and LDI: (a) 0.34 ms exposure time; (b) 2.7 ms exposure time; and (c) curve of fitting parameter b plotted against exposure 
time. 
 
  
