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Abstract
The planning process in civil engineering is highly complex and not manageable in its en-
tirety. The state of the art decomposes complex tasks into smaller, manageable sub-tasks.
Due to the close interrelatedness of the sub-tasks, it is essential to couple them. However,
from a software engineering point of view, this is quite challenging to do because of the nu-
merous incompatible software applications on the market. This study is concerned with two
main objectives: The first is the generic formulation of coupling strategies in order to support
engineers in the implementation and selection of adequate coupling strategies. This has been
achieved by the use of a coupling pattern language combined with a four-layered, metamodel
architecture, whose applicability has been performed on a real coupling scenario. The second
one is the quality assessment of coupled software. This has been developed based on the eval-
uated schema mapping. This approach has been described using mathematical expressions
derived from the set theory and graph theory by taking the various mapping patterns into ac-
count. Moreover, the coupling quality has been evaluated within the formalization process
by considering the uncertainties that arise during mapping and has resulted in global quality
values, which can be used by the user to assess the exchange. Finally, the applicability of the
proposed approach has been shown using an engineering case study.
Keywords:
Data exchange, Schema mapping, Quality assessment, Uncertainty, Coupling, BIM, Design
patterns, Metamodel architecture
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Zusammenfassung
Der Planungsprozess im Bauwesen ist hochkomplex und daher in seiner Gesamtheit nicht
zu erfassen. Deshalb wird dieser in kleinere und beherrschbarere Teilaufgaben zerlegt. Auf
Grund ihrer starken Wechselwirkungen ist deren Kopplung unabdingbar. Aus Sicht der In-
formatik wird dies jedoch durch eine große Anzahl inkompatibler Softwareanwendungen er-
schwert. Die Arbeit beschäftigt sich daher mit zwei wesentlichen Aufgabenfeldern im Bereich
der Softwarekopplung. Als erstes werden Kopplungskonzepte unabhängig von spezifischen
Hardware- oder Softwareeigenschaften beschrieben, um den Ingenieur bei der Durchführung
und Auswahl von entsprechenden Kopplungsstrategien zu unterstützen. Dies wird durch
eine Kopplungs-Mustersprache in Verbindung mit einer Meta-Modell-Architektur erreicht.
Seine Anwendbarkeit wird an einem Kopplungsszenario gezeigt. Das zweite Aufgabenfeld
beschäftigt sich mit der Qualität von gekoppelten Softwaresystemen. Eine Qualitätsbewertung
erfolgt hierbei auf Basis von bewertetem Schema-Mapping. Der Ansatz ist auf Grundlage
der Mengen- und Graphentheorie mathematisch beschrieben. Er berücksichtigt die gängigen
Mapping-Muster und Unsicherheiten, die während des Mappingprozesses auftreten können.
Der Bewertungsprozess liefert einen globalen Qualitätswert, der vom Ingenieur direkt ver-
wendet werden kann, um den Austausch zu bewerten. Die Anwendbarkeit wird an einem
Beispiel gezeigt.
Schlagwörter:
Datenaustausch, Schema-Mapping, Qualitätsbewertung, Unsicherheiten, Kopplung, BIM, Ent-
wurfsmuster, Meta-Modell-Architektur
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1 Introduction
The planning process of buildings is highly complex and not manageable in its entirety. The
state of the art decomposes complex tasks into smaller, manageable sub-tasks, which can then
be solved separately and concurrently by different engineers with the aid of more or less spe-
cialized software applications. Due to the close interrelatedness of sub-tasks it is essential
to couple them. From a software engineering point of view, this is challenging because the
numerous software applications on the market are heterogeneous.
This thesis is strongly related to this problem domain. The subject of this paper was de-
veloped from a sub-project of the Research Training Group 14621, which was funded by the
German Research Foundation.2 The overall goal of the research group is to build up a me-
thodical basis that can assure the quality of prognosis models in structural engineering in
a quantitative manner [3]. In order to do this, various sub-tasks such as material behavior,
structural response, environmental conditions must be considered. Due to the large number of
different sub-tasks, the research group has been divided into twelve sub-projects. Each sub-
project was assigned to one of the following four research topics: theoretical basics, material
behavior, model couplings, or cooperation platforms. These four areas focus on sub-problems
in the domain of response behavior of engineering structures, quality prediction of material
behavior, interaction between models and software coupling. The sub-tasks are handled as
follows: first, they are based on mathematical formulations, which can be attributed as partial
models. In order to support the engineer, the partial models then have to be formulated on a
computational basis, which for the most part, is embedded in complex software applications.
However, partial models are interrelated. Therefore, the coupling of these partial models as
shown in Figure 1.1 became an important task in the research group in order to achieve the
overall goal and to deal with complex engineering questions. Coupling has to be carried out
for both the mathematical and computational descriptions of the partial models.
1GRK 1462 – Evaluation of Coupled Numerical Partial Models in Structural Engineering.
2DFG – Deutche Forschungsgemeinschaft.
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Figure 1.1: Coupling of partial models.
1.1 Statement of the Problem
This thesis is related to the research topic of cooperation platforms. It investigates the cou-
pling of software applications and the embedded partial models to enable cooperative work
within the research group to accomplish the overall goal. However, from a software engineer-
ing point of view, this is challenging to do because of the numerous incompatible software
applications on the market. This study is concerned with two main objectives: The first is
the generic formulation of coupling strategies. The second one is the quality assessment of
coupled software.
• The coupling of software applications is challenging because finding a coupling solu-
tion is made complicated due to heterogeneous software environments. Software ap-
plications use their own data structures, which have been optimized to solve specific
tasks and may run on different operating systems and computers. Furthermore, they
are implemented by different programming languages. These languages are also based
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on different programming paradigms. Furthermore, software development is a contin-
uous process that is influenced by the rapid evolution in computer science. Software
technologies and paradigms are generally developed in short cycles; and are used and
adopted by a software to improve and extend its functionality. Thus, various coupling
strategies are needed, and also have to be adjusted to these new software concepts.
• In addition, the design material in engineering practice (civil, mechanical and industrial
engineering) is very sensitive. Lost or incorrect data can lead to numerous problems.
Therefore, an error-free exchange of digital data is one of the most important factors to
enable collaboration and ensure that work is properly distributed across disciplines and
organizations. One widespread strategy in civil engineering is data structure coupling,
which is when software applications are coupled on the basis of their internal data struc-
tures. Therefore, several data mappings between the used data structures are required.
Due to incompatible data schemas and the many data mappings, perfect semantic in-
teroperability cannot be expected. The quality of the coupling depends on the quantity
and accuracy of data transferred. Hence, a further challenge is assessing the quality of
the coupling between software applications.
1.2 Scope and Research Objectives
The research objectives of this thesis are related to the two main challenges mentioned in the
previous section. The first part deals with the coupling of software applications and the second
part is concerned with the quality assessment of couplings. Software coupling in computer
science refers to making it possible for software applications to work together. In order to
achieve this, two main issues have to be addressed. First, the software must be able to com-
municate with each other. Secondly, the exchanged data must be understandable. However,
this is challenging because there are numerous data models and communication technologies
available. This fact inevitably results in different coupling strategies. The capabilities of these
various coupled software systems range from simple file exchange to full integration of in-
formation and processes across all stages of a construction project’s life cycle. Furthermore,
communication technologies are mostly restricted with respect to programming languages and
operating systems used. As a result, implementations of coupling concepts are mostly limited
to their coupling scenarios, which means they cannot be reused for other scenarios. Therefore,
one of the objectives of this research was to develop a generic description of reusable coupling
strategies according to the following considerations:
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• The description should be independent of specific software properties.
• The coupling concepts should be classified in line with essential coupling aspects, such
as runtime behavior or the direction of information flow.
• Finally, in order to prove the applicability of the description, the generic formulation
should be performed in a real coupling scenario.
Quality assessment in computer science is classically achieved by software metrics. They are
a measure of how well a software or its specifications have been designed and implemented
by taking measurements into account that are objective, reproducible and quantifiable, such as
budget and schedule planning, cost estimation, software structure, etc. However, the quality
of coupled software systems primarily depends on the quantity and accuracy of the data to be
transferred. Therefore, classic software metrics are not suitable for performing an assessment
of coupled software. Nevertheless, current processes for evaluating data exchange can be
used in order to achieve such an assessment of coupled systems. They mainly operate on
data and work a posteriori. Changes resulting from inadequate data mappings are identified
either by visual inspection or file comparison. Visual inspection refers to the detection of
changes in data directly on the screen, or on printed drawings, which is carried out by the
engineer. It is evident that visual inspection can only detect major problems, like missing or
misrepresented elements. The file comparison approach can detect further minor changes in
data, but it is limited. The data exchange must obey a common data format, which should
preferably be a standard. In addition, objects have to be unique and distinguishable from one
another. Furthermore, the entire process of mapping and file comparison is time and resource
consuming and the results have to be qualitatively evaluated by the user. Therefore, in order to
address the research objective that arises from this, an approach for assessing coupling quality
based on a data schema rather than on its instances was developed, which takes the following
into consideration:
• This approach is formalized mathematically by using the set theory and graph theory
and by taking the various mapping patterns into account.
• Moreover, the coupling quality is evaluated within the formalization process, which
takes the uncertainties arising from the mapping process into account. The resulting
global quality values can be used by the user to assess the exchange.
• Finally, in order to prove the applicability of the proposed approach, an engineering
case study is used.
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1.3 Outline of Thesis
The thesis is structured as follows:
Chapter 2 is concerned with the state of the art of the essential methods and concepts needed
within the context of this thesis. It includes methods for modeling and developing software,
discusses existing coupling classifications, introduces concepts for achieving interoperability
between software systems and examines approaches in order to assess certain quality aspects.
Chapters 3–5 outline how software applications can be coupled. In particular, chapter 3 inves-
tigates coupling aspects that are important factors in software coupling. They are the nodes
in a self-developed decision tree. The coupling aspects support the development and imple-
mentation of coupling strategies. In addition, they also help in selecting adequate coupling
strategies from existing ones Chapter 4 includes a coupling pattern language consisting of
coupling templates and its instances. They are assigned to the nodes of the decision tree and
provide reusable knowledge to achieve software coupling. Chapter 5 contains an example of
a coupling scenario.
Chapters 6–8 discuss the coupling quality of software applications. In particular, chapter
6 introduces an approach to evaluating schema mapping in order to assess coupling quality on
the basis of data exchange. The approach is formalized by using the set theory and graph the-
ory and by taking the various mapping patterns into account. Uncertainties arising within the
mapping process are considered as well. Chapter 7 includes the basic principles necessary for
performing a schema analysis. They are essential for schema mapping due to the fact that data
structures inside of a data schema may be interrelated to describe more complex facts. The
principles takes certain types of relationships with respect to the object-oriented programming
paradigm into account. Chapter 8 contains a case study for assessing coupling quality using
one of the reference objects of the research group.
Chapter 9 contains the summary and outlook.

2 State of the Art
2.1 Software Modeling and Design
Software plays an essential role in the problem solving of complex tasks and is widely ap-
plied in the domain of civil engineering. However, software development is challenging with
respect to the numerous programming languages and paradigms available. This fact is an
important aspect of this thesis since the coupling of software is also a piece of software. In
software development, programming paradigms define the fundamental ways of how software
can be implemented. They differ with respect to the concepts and levels of abstraction for
implementing the elements of a program, e.g., objects, methods, attributes, constraints, rela-
tionships, etc. Programming languages can support one or multiple programming paradigms.
An overview of multi-paradigm programming languages is given in [73]. A classification of
programming languages is shown in Figure 2.1.
Programming Language
stateless stateful
imperativelogicalconstraint-based functional
Figure 2.1: Classification of programming languages by Grabmüller [73].
One of the most popular programming paradigms is the object-oriented paradigm adopted
by the group of stateful, imperative programming languages. It is widely used for software
development within the domain of civil engineering, therefore, the focus of this thesis is the
object-oriented paradigm. The basis of object-oriented programming (OOP) is provided by
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objects. They can be understood as data structures consisting of data (attributes), behaviors
(methods) and their interactions. The data within objects are not directly accessible, instead,
they are accessed by special methods in order to ensure data consistency. Objects are capable
of receiving messages, processing data, and sending messages in order to enable distinct roles
or responsibilities. Available concepts and techniques for designing software on different lev-
els of abstraction are data abstraction, encapsulation, messaging, modularity, polymorphism,
and inheritance. The description and instantiation of objects occurs via classes, which can
be understood as templates for creating objects. Classes can be interrelated on an attribute or
class level. However, due to the numerous object-oriented programming languages available,
it is important to consider software analysis and design in the implementation of such software
systems and their couplings.
Software design is the process of finding the right software solution with respect to certain
criteria, such as compatibility, extensibility, fault-tolerance, reliability, reusability, robust-
ness, etc. It has to take the various design concepts into account, such as abstraction, refine-
ment, modularity, data structure and information hiding. With regard to the object-oriented
paradigm, this process is known as object-oriented analysis and design (OOAD).
• Object-oriented analysis (OOA) focuses on the problem domain and what the system
does. It leads to a conceptual model, which does not consider the specific implementa-
tion details and constraints.
• Object-oriented design (OOD) focuses on the implementation details and on how the
system does it. A system design is developed based on the conceptual model. It includes
the implementation details and constraints of the specific programming languages and
system architectures.
Due to the numerous object-oriented programming languages and many levels of abstraction,
various modeling languages have been developed for certain domains, such as data modeling,
process modeling and systems modeling. They are independent of a specific programming
language and may be graphical or text-based. The modeling languages used for this thesis are
the Unified Modeling Language (UML) (chapter 7) and Design Patterns (chapters 3 and 4).
Furthermore, the modeling languages can support one another. As an example, design patterns
uses the UML to describe the software architectures of problem solutions independently from
the programming languages.
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2.1.1 Unified Modeling Language (UML)
The Unified Modeling Language is a standardized, graphical-based modeling language in
the domain of object-oriented software engineering. Its history can be traced back to the
1990s. UML was developed by the Object Management Group (OMG) [76] and is defined by
a four-layered meta-modeling architecture, called the Meta-Object Facility (MOF), which is
mentioned in subsection 3.3.1. The UML includes a set of graphical notations and techniques
for data modeling, business modeling, object modeling and component modeling in order to
cover all the processes within the software development life cycle. It defines thirteen types
of diagrams as shown in Figure 2.2, which can be assigned to one of the following three
categories: structure diagrams, behavior diagrams and interaction diagrams.
UML
Unified Modeling Language
Structure Diagrams
Class Diagram
Object Diagram
Component Diagram
Composite Structure Diagram
Package Diagram
Deployment Diagram
Behavior Diagrams
Use Case Diagram
Activity Diagram
State Machine Diagram
Interaction Diagrams
Sequence Diagram
Communication Diagram
Timing Diagram
Interaction Overview Diagram
Figure 2.2: The types of diagrams defined by the UML.
Structural views on software systems, including their objects, attributes, methods and re-
lationships are visualized through class diagrams and composite structure diagrams. A class
diagram describes the architecture of a software system through graphical-based notations of
the system’s classes, their attributes, and the relationships among the classes. Class diagrams
are widely used for data modeling in software engineering in order to create data schemas.
The process of data modeling not only defines pure data elements, but the structures and
relationships between them as well. Data schemas are essential within the context of this
thesis for computing the quality of software systems with data-structured coupling (chapter
6). For this reason, the proposed generic approach for assessing coupling quality on the basis
of data schemas is adapted to the object-oriented programming paradigm and its data mod-
eling techniques (chapter 7). It includes the different types of relationships, such as general
relationships, instance-level relationships and class-level relationships.
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2.1.2 Design Patterns
Design patterns are used for solving problems in a wide domain of applications, which have
became an inherent part of computer science. In general, a design pattern can be understood
as a guide for making a design decision rather than providing a concrete design solution.
It describes the reusable solution/guideline for a design problem in a formal way. For this
purpose, it is structured into sections. Each section covers a specific issue, such as why a
situation causes problems, in what situation the solution is applicable, or how the participants
should collaborate. Design patterns were initialy used in the domain of architecture [8] and
was later successfully adapted to the domain of computer science. Furthermore, a design
pattern can be collected to form a pattern language, which then allows a common terminology
to be defined. However, a design pattern is more or less a formal abstract description of a
solution, therefore, it cannot be transformed directly into code.
Patterns in Computer Science
The concepts of patterns and pattern languages [37] are an inherent part of software design and
architecture, however, they are also quite common in other aspects of software as well, such
as databases and in HCI1. They are widely used to provide reusable solutions for frequently
occurring problems. Solutions are often described as a combination of plain text, source code
snippets and graphical UML elements. Patterns can be classified according to the level on
which they operate, as follows:
• Design patterns are concerned with the technical aspects of an implementation. They
provide solutions for problems arising from software design. Design patterns operate
on the specific parts of the system, such as modules and interconnections. Thus, they
only have a local impact on the implementation of a system.
• Architectural patterns target the strategic aspects of an implementation. They provide
solutions for problems arising from the software architecture. In contrast to the design
patterns, the architectural patterns operate on a higher level to solve or delineate the
essential cohesive elements of a software architecture. Thus, they have a global impact
on the overall implementation of a system.
The first design patterns in computer science were introduced in 1987 and used for designing
graphical windows in Smalltalk2 [28]. However, the breakthrough of design patterns in the
1Human–Computer Interaction, sometimes referred to as Man–Machine or Computer–Human Interaction.
2Object-oriented programming language.
2.1 SOFTWARE MODELING AND DESIGN 11
domain of computer science took place in 1994 with publication of the book Design Patterns:
Elements of Reusable Object-Oriented Software[67] written by the Gang of Four3. It consists
of 23 classic patterns, classified into three categories. Implementations of the GoF patterns
are available for different programming languages [42, 74, 116, 117].
Since the breakthrough, many patterns (especially architectural patterns) have been devel-
oped to cover various aspects of software design and architecture. A system of general pat-
terns used mainly for structural decomposition, distributed systems and resource management
can be found in [36, 38]. Patterns for concurrent and networked systems, e.g., service ac-
cess, event handling, synchronization and concurrency, are available in [36, 155]. Patterns
for resource management according to their acquisition, life cycle and release are introduced
in [36, 99]. Patterns in the domain of distributed computing, which are related to resource
managment, adaptation and extension, distribution infrastructure and interface partitioning
are summarized in [36]. Patterns covering security aspects on different levels are collected
in [156]. Patterns for implementing internet systems according to their performance, control
and evolution can be found in [44]. Patterns for server components, including core infrastruc-
ture, component building blocks, component environment and deployment, as well as their
implementation for different component-based architectures are addressed in [174]. There are
hundreds of patterns regarding challenging problems in software engineering, such as remot-
ing patterns [173], computer-mediated interaction patterns [157], patterns for error handling
[78], and patterns for enterprise information applications [58, 82]. An excellent overview of
documented and published software patterns is given in [150].
However, coupling strategies for software applications have to consider various semantic and
technical decisions (subsection 3.1) and problem solutions (subsection 3.2). Unfortunately,
no pattern language or patterns exist for coupling software applications. It is clear that some
patterns may solve technical problems, such as synchronization, concurrency, or distributed
working, however, these only provide partial solutions, which are limited to the overall cou-
pling process. Consequently, a coupling pattern language is introduced (chapter 4) in order to
define a common coupling language. It consists of a collection of coupling templates (sub-
section 4.1) as a basis for defining coupling patterns (subsection 4.2). Coupling patterns are
used within a meta coupling architecture (subsection 3.3.2), and both provide the foundation
for various coupling implementations (chapter 5).
3The Gang of Four (GoF) are the authors, Erich Gamma, Richard Helm, Ralph Johnson and John Vlissides.
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2.2 Coupling in Informatics
In computer science, software consists of a multitude of more or less interrelated software
elements. The type of element and its complexity depends on the software concepts4 and
programming paradigms5 used. In order to solve a given task, complex aspects, such as data
schemas and certain behaviors have to be modeled. This can only be achieved with software
elements that are able to interact by coupling the interrelated software elements. Coupling
in computer science refers to software elements, pieces of software and complete software
applications that are able to work together. The coupling can be classified according to the
degree of the relationship between the coupled elements (subsection 2.2.1), which has been
an area of extensive research in the last two decades (subsection 2.2.2).
2.2.1 Degree of Coupling
Coupling “is a measure of the relationships among modules [125]” and “a qualitative in-
dication of the degree to which a module is connected to other modules and to the outside
world [138].” This is valid for all other coupled software elements as well. The degree of
coupling is a measure of the correlations and dependencies between coupled software and
software elements. In the literature, these degrees are determined to be either weak (also low
or loose) or strong (also high or tight). Two software elements are said to be strong coupled,
if changes in one software element lead to significant changes in the other, whereas changes
in weak coupled elements cause fewer or no changes, as shown in Figure 2.3.
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Figure 2.3: Software system consisting of weak and strongly coupled software elements.
4E.g., modular programming [132] is based on modules; component-based programming [115] on components.
5E.g., object-oriented paradigm is based on classes.
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In Figure 2.3, a scenario consisting of eight interrelated software elements is shown.
• With respect to the mostly strong couplings shown in Figure 2.3 (left), changes in soft-
ware element K4 directly cause changes in K1 and K5, and indirectly in K2 and K8. In
this scenario, the coupled elements behave sensitively because of the changes in K4.
• In the modfied version of Figure 2.3 (right), the couplings between K4 and K1 and
between K4 and K5 are replaced by weak couplings. The changes in K4 have less
influence on the system architecture. In this modified scenario, the coupled elements
behave insensitively because of the changes in K4.
The weaker the degree of coupling is, the more independent the software elements are, which
makes their behavior and functional cohesion more insensitive to changes. Software systems
with strong coupling are unstable, require more effort to modify, and have decreased reusabil-
ity. Therefore, weak couplings are an indicator of well-structured software systems and good
software design. They are preferred in software engineering in order to develop systems with
high readability and maintainability. However, the focus of this thesis is on finding coupling
strategies between complete software applications rather than software design. Hence, the
degree of coupling is a minor aspect in the context of this thesis.
2.2.2 Classification
The very first classification of couplings between simple software elements was introduced
by Myers in 1974 [125]. It consisted of six coupling types in the domain of modular design,
as shown in Table 2.2.2. They were then extended, categorized and evaluated by Page-Jones
in 1980 [131]. The extension included tramp coupling, bundling and hybrid coupling. This
categorization resulted in normal couplings,6 common couplings,7 and content couplings.8
Another classification of couplings was introduced in 1990 by the IEEE9 [128], which led
to IEEE 61010 [85]. It includes six coupling types, which differ from Myers’ classification,
however only in some minor aspects. Additional coupling types, e.g., with respect to the
object-oriented paradigm, can be found in [138], such as import coupling, routine call cou-
pling, inclusion coupling and type use coupling.
6Includes data coupling, tramp coupling, stamp coupling, bundling, control coupling and hybrid coupling.
7Includes external coupling and common coupling.
8Includes content coupling.
9The Institut of Electrical and Electronics Engineers is a non-profit professional association.
10IEEE Standard Glossary of Software Engineering Terminology.
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Coupling Type Description Degree
Data Coupling Data coupling occurs when modules share data and are
not content, common, external, control, or stamp cou-
pled.
weak
Stamp Coupling Stamp coupling occurs if two modules reference the
same data structure, providing that this data structure is
not global.
weak
Control Coupling Control coupling occurs if one module passes elements
of control as arguments to another module.
weak
External Coupling External coupling occurs if two modules reference the
same externally declared symbol.
medium
Common Coupling Common coupling occurs when a group of modules ref-
erence a shared global data structure.
medium
Content Coupling Content coupling occurs if one module makes a direct
reference to the contents of another module.
strong
Table 2.1: Module couplings by Myers [125] and their degrees by Page-Jones [131].
Unfortunately, the coupling of complex software systems is different from the coupling of
simple software elements. The reason for this has to do with the change from a homogeneous
software environment to an heterogeneous one. Thus, the proposed couplings cannot be used
directly for autonomous software systems. Hence, chapters 3 and 4 focus on the software
couplings of complex software systems.
2.2.3 Coupling Quality
Software metrics are an established concept for quality assessment in the domain of computer
science. They are a measure of the quality of a software or how its specifications have been de-
signed and implemented. Due to the large number of objective, reproducible and quantifiable
measurements, it is difficult to define or measure software qualities and quantities globally;
instead, they are limited locally to narrow domains, like budget and schedule planning, cost
estimation and software structure. Classical software metrics are used to measure properties,
such as the size of a software program (LOC), the time between failures (MTTF), the max-
imum length of the inheritance tree (DIT) or the number of children (NOC). However, the
quality of coupled software systems mainly depends on the quantity and accuracy of the data
to be transferred. It is obvious that classical software metrics are not suitable for performing
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an assessment of coupled software systems.
Nevertheless, semantic interoperability between software systems has been an area of ac-
tive research for the past ten years. The SPADEX [22] and PM4D [94] reports highlight the
loss of information that occurs between IFC certified software. Similar results are presented
by Geiger [68], Bazjanac [25], Dayal [108], and the IAI Forum Denmark [84]. Ma et al.
[111] specified a number of changes that occur during the data exchange – entities appeared,
disappeared or changed. Further studies published by Pazlar and Turk [134, 135] and the data
interoperability benchmark test by Jeong et al. [89] confirmed these results. An excellent
review and assessment of interoperability testing methods for product data models used in the
construction industry can be found in [106].
However, planning data in civil engineering are sensitive. Lost or incorrect data can lead
to problems, therefore, assessing coupling quality (i.e., the quality of the mapping) is impor-
tant in software coupling. Current processes for evaluating data exchange can be used for
assessing coupled systems. Changes resulting from inadequate data mappings are commonly
identified a posteriori either by visual inspection or file comparison.
Visual Inspection
In practice, visual inspection is widely applied to give a rough assessment of exchange quality.
It refers to the detection of changes in data directly on the screen or on printed drawings by
the engineer. It is evident that visual inspection can only detect major problems, like missing
or misrepresented elements, as shown in Figure 2.4.
has also been performed. It proved some inconsistency within the ADT interface (two walls were not mapped 
correctly). 
Similar mapping irregularities also occur if BIMs are generated with Allpan or Archicad IFC interface. The 
model incompatibility again occurs in the pure round trip testing: one slab and two stairs have been eliminated 
(ARC). Results get worse when a different application is used for re-exporting: regardless of the model used 
(NHS Office, Residential House, etc) the mapping irregularities can be tracked down with almost every entity 
used, even with the most basic one (IfcColumn). Only the IfcBeam entity seems to be immune to mapping 
irregularities, but further testing of the Archicad based IFC files proved the opposite. Although the Residential 
house model contains three staircases and two railings the non standardised description approach is used: the 
IfcSlab entities are used for description of both artefacts in the original IFC file and understandably also with all 
other generated files.  
The IFC complex models analysis also reveals some general misinterpretations (not interface specific). The 
number of IfcWindowPanelProperties (IfcDoorPanelProperties) is in some test scenarios larger than the number 
of IfcWi dow (IfcDoor). Since th se numbers also surpass the origin numbers of the same entities, 
misinterpretation is evident. The presented deficiency is not interface specific and can be traced with all 
interfaces.    
Handling the door and window properties seems to be the Allplan interface imperfection. No grounded reason 
could be found for occasion elimination or fragmented description of discussed artefacts. 
Furthermore, the attributes of semantically equal entities should be analyzed. A severe misinterpretation of 
certain artefacts was detected within geometry related entities and attributes. Misinterpretations occur regardless 
of the origin application and testing sequence and due to the GUID absence (see chapter 4.5) unique evaluation 
qualifier cannot be defined. Following attribute irregularities list complements the one already introduced in 
chapters 4.1 and 4.2):  
• Geometry distortion – columns and/or walls are not aligned, slab and roof elements are misplaced. 
• Required attachments not present (e.g. opening to wall). 
• Element connections not correct (wall connection). 
• Misplaced window shutters. 
• Changed artefact shape (windows). 
• Changed (layer) colour of elements presenting the same artefacts. 
• Changed material properties (or not preserved). 
• Changed position (layer) colour of furniture elements (or not preserved). 
• Changed shape/dimension of ambient artefacts, etc. 
 
FIG. 7: Mapping irregularities within complex model testing (ARC-ALL). 
ITcon Vol. 13 (2008), Pazlar et Turk, pg. 373 
Figure 2.4: Mapping irregularities within a complex model testing, source [135].
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File Comparison
File comparison is an approach for assessing the quality of data exchange based on its in-
stances. In contrast to visual inspection, it can detect further minor changes in data. However,
this approach is limited to certain conditions. The data exchange must obey a common data
format, which should preferably be a standard. In addition, objects have to be unique and
distinguishable from one another. Furthermore, the process of mapping and file comparison
is time and resource consuming and the results have to be qualitatively evaluated by the user.
Hence, it cannot be used for each data transfer and coupling scenario. As an advantage, only
the exchange data schema must be known. The assessment process occurs via files, as shown
in Figure 2.5. Firstly, the instances of application A to be transferred have to be exported to
an external file. Secondly, the file has to be imported into application B. Following these two
steps, the objects have to be transferred back to application A. No changes are made to the
data during these two steps. In the final step, the changes can be identified by running a file
comparison of both external files [111].
Application
A
Application
B
File
export
import
import
export
File
Figure 2.5: File-based information exchange.
In theory, the complete import and export process should be lossless and no modification
of data should occur. In practice, however, there is a loss of data, which is inevitable. Amor
concluded that with respect to the incompatible data schemas and the many data mappings,
perfect semantic interoperability cannot be expected [141]. Gielingh added that with the cur-
rent generation of product data technology (PDT) standards, loss of data or meaning can
hardly be avoided [69]. Other researchers have also highlighted the difficulties involved in
enabling semantic interoperability between software systems with different internal schemas
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[20, 24, 45, 103, 188]. Vergeest and Horvath went further and made a distinction between
the different types of interoperability issues in an information exchange transaction [171].
In the last 30 years, several exchange standards of digital product data have been developed
(see subsection 2.3.1). Especially in the construction sector, the use of the IFC11 has led to
a new trend called Building Information Modeling (BIM). A special software system called
EVASYS12 has been developed in order to provide a quick and easy way to compare two IFC
files automatically [111]. In general, changes are listed according to certain criteria, such as
differences in physical file size and number of instances, as well as inconsistent object types
and attribute values, and schema inconsistencies. Another interpretation in the form of soft-
ware metrics can be found in [101]. The result of a file comparison with respect to a simple
IFC wall entity is shown in Figure 2.6.
 Table 1: Simple wall – file size and entity comparison.       
Application ADT(N) ADT* ARC ALL ALL(N) ALL* ARC ADT ARC(N) ARC* ADT ALL 
Native file size (bytes) 118980    49174    508688    
IFC file size (bytes) 3756 5080 5044 3198 3253 3253 5598 5218 5631 5635 7113 3577 
Difference in file size (%) - 35.3 34.3 -14.9 - 0 72.1 60.4 - 0.0 26.3 -36.5 
Entities – total** 69 98 84 53 53 53 84 98 84 84 127 60 
Entities - diverse*** 35 37 36 35 35 35 36 37 36 36 38 36 
Entities with GUID**** 8 12 12 11 8 8 12 12 12 12 18 10 
IfcDirection((0,0,1)) 5 3 1 3 3 3 1 3 1 1 4 4 
Bound-
ingBox 
Bound-
ingBox 
Bound-
ingBox    
Bound-
ingBox 
Bound-
ingBox 
Bound-
ingBox 
Bound-
ingBox 
Bound-
ingBox  
Curve2D Curve2D Curve2D Curve2D Curve2D Curve2D Curve2D Curve2D Curve2D Curve2D Curve2D Curve2DIfcShapeRepresentation 
Solid Brep -Face Solid Solid Solid Solid Solid 
Brep - 
Face Solid Solid 
Brep – 
Face Solid 
Entities required***** 13 33 13 10 10 10 13 33 13 13 33 10 
* Export and import into origin application. 
** Entities – total. The number of all instances in specific IFC file represented by writing the name of the entity in capital letters and then 
followed by the attribute values in predefined order. Example - see Fig. 6: "#208=DOORPANELPROPERTIES(...)"  
*** Entities – diverse. Number of different entities needed for specific BIM description. 
**** Entities with GUID. According to the IFC specification a unique reference number denoted as Globally Unique Identifier (GUID) can 
be assigned only to the leaf node objects (Example – see Fig. 6: IfcWall, IfcDoorPanelProperties, etc). 
** *** Entities required for specific geometric representation context e.g. for geometric description of the wall: 1.) As an extruded solid. 2.) 
As a collection of surfaces bounded by loops. 
One of the main IFC model objectives is to provide exchange and sharing of information between different 
(homogeneous and heterogeneous) software applications. The occurrence of mapping irregularities is again 
expected and clearly indicated with the differences in IFC file sizes (-36.5% to 72.1%) (Table 1). Although the 
number of diverse entities in each IFC file (Table 1, row 5) does not differ much (35-38) detailed analysis 
exposes different BIM modelling approaches. Although all three applications in the first export process use 
solids as the geometric representation of the wall, the attribute presenting the swept area of 
IfcExtrudedAreaSolid differs. Semantically, the IfcArbitraryClosedProfileDef and IfcRectangularProfileDef 
entities present the same surface to be extruded but syntactically based checking would report discordance. 
Solids as geometric representation of BIM are also preserved in almost all re-export processes. ADT again 
presents exception where solids are replaced with the surface boundary representation model. Different 
approaches in geometry modelling can also be observed within the other geometric representation contexts. 
When the wall is circumscribed as an axis (IfcLine), IfcTrimmedCurve (ADT, ALL) or IfcPolyline (ADT) is 
used. Although all description approaches used are compliant with the IFC schema, the record length 
significantly differs. Ten (or thirteen) entities are required when a solid is used for the geometric representation 
of wall. But when the surfaces are used, the number of entities increases more than three times (to 33). The 
presented issue has relevant influence on record length which presents one of the major obstacles in the IFC 
implementation. 
The number of property objects with a single numeric or descriptive value assigned also differs. Allplan interface 
generates only four IfcPropertySingleValue entities which describe the layer and the corresponding components 
of RGB colour schema. The entity structure of the layer record is preserved within the mapping, but RGB 
attributes change their values. Archicad additionally populates the IFC model with property objects which 
additionally elucidate geometric representation of the wall.  
The noticeable imperfection of Allplan IFC interface is not proper IfcBoundingBox record handling. Allplan 
interface does not generate this entity when exporting or re-exporting the model. No particular geometric 
representation (IfcShapeRepresentation) based on bounding box primitives is therefore possible. 
The various uses of IfcBuildingStorey entity indicate a diverse IFC specification interpretation. Only the 
Archicad interface generates this entity when exporting the native model or re-exporting the imported IFC model 
(entity is generated even if has been omitted in the imported BIM). However, if the IfcBuildingStorey entity is 
present in the imported IFC model, then it is always preserved when re-exporting the model. According to the 
ITcon Vol. 13 (2008), Pazlar et Turk, pg. 368 
Figur 2.6: File ize an entity comparison [135].
However, differences in the physical file size or the number of instances are not a strong
indicator of coupling quality. Inconsistent obje t typ s and attrib te values are only important
if they are need d in the softwar application to be coupled, and if a loss were to influence the
coupling results. Each ch nge listed as to be qualitativ ly valuated by the user. Thus, an
assessment approach resulting in a global quality value is recommended. It can then be used
directly by the user to assess the data exchange. For this reason, a generic a priori approach
for assessing coupling quality is introduced in chapter 6. In contrast to the file comparison
approach, it operates directly with the involved schemas, is not limited to a common exchange
format, and takes the various mapping patterns from the literature into account. An essential
issue with this approach is the process of schema mapping.
11Industry Foundation Classes: exchange data schema for three-dimensional building and construction data.
12EXP ESS Evaluation System.
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Schema Mapping
Schema mapping (Figure 6.4) is widely used in applications that involve data sharing or data
transformation and plays a central role in data exchange and integration [100]. In general,
a schema contains data structures and their relationships [62]. Schema mapping typically
describes the relationship between two schemas and can be understood as a triple consisting
of a source schema, a target schema and a set of relationships between the source and the
target schema.
Application
A
Application
Ba b
Standard
S
maS : a→S
mSa : S →a
Schema mapping
Schema mapping
Schema mapping
Schema mapping
mSb : S →b
mbS : b→ S
Figure 2.7: Schema mapping approach.
An important aspect of schema mapping is the detection of schema overlaps, which is
also known as schema matching. This can be done directly or indirectly by using a standard
schema. It should be noted that the quantity of data to be exchanged between two software
applications cannot be increased by a standard. A “data exchange using standardized neutral
models appears not to be possible without errors and information losses [69].” Figure 2.8
shows the resulting set of exchangeable data for different schema configurations, where A
and B are the data schemas of the software applications to be coupled and S is the data
schema, which is defined by a standard. An additional loss of information may occur (Figure
2.8 - middle) if (A ∩ B) \ S 6= ∅. If (A ∩ B) \ S = ∅ (Figure 2.8 – right), the exchangeable
information is the same as shown in Figure 2.8 (left).
A BA∩B
A B
A∩B∩S
S
A BA∩B∩S
S
Figure 2.8: Schema overlaps: direct (left), indirect (middle) common, and (right) best case.
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Schema matching is investigated extensively in various database application domains. A
survey of approaches for automatic schema matching is given by Rahm and Bernstein [146].
A comparison of schema matching evaluations is introduced by Do et al. [43]. The schema
mapping can be described by well-known mapping patterns [9, 30, 77, 136]. They describe
how data structures of the source schema are related to corresponding data structures of the tar-
get schema. Approaches to mapping languages in engineering domains have been developed
by [46, 98, 172]. Schema mapping and mapping problems are examined in detail, especially
in the field of database management and design [51, 66, 112]. Overviews of the advances
made in this field are given by Kolatis [100] and Lenzerini [102]. However, Bakis [23] noted
that the capabilities of mapping languages are limited since they only support the structural
translation of semantically identical information. He further noted that in order to reconcile
any semantic differences, a computer interpretable description of the semantics, as well as
a logic for converting between semantics is required and has to be explicitly specified. The
implementation of a semantically correct mapping of the overlapping schemas used in archi-
tecture, engineering and construction – such as IFC and STEP – is quite challenging. Due to
the complexity of engineering tasks, the schemas involved have hundreds of data structures
with thousands of attributes and relationships. Amor [10] found that without some definition
of a mapping, it is impossible to guarantee the correctness of any translator implemented; he
also illustrated and discussed the development of a suite of mapping support tools to ensure
semantically correct mappings. Furthermore, he recommends developing a range of certified
mappings. A semantic mapping between CAD and IFC property definitions was investigated
in [183]. However, one of the major problems regarding the interoperability of systems in the
construction industry is the difficulty in assessing accurate data, information, and knowledge
in a timely manner at every phase of the construction project life cycle [158].
Evaluated schema mappings would reduce most of the disadvantages of the file compari-
son approach; and would allow an a priori assessment of semantic interoperability in a timely
manner. Therefore, chapter 6 introduces an approach for performing evaluated schema map-
ping. It is mathematically formalized by using the set theory and graph theory and by taking
the various mapping patterns into account. Uncertainties arising within the mapping process
are considered as well. Chapter 7 includes the basic principles of performing a schema anal-
ysis. They are essential for schema mapping due to the fact that the data structures of a data
schema can be interrelated to describe more complex facts. These principles take certain types
of relationships with respect to the object-oriented programming paradigm into account.
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2.3 Interoperability
Interoperability can be understood as the ability of systems, products or organizations to work
together. In the domain of computer science, interoperability is strongly related to systems in-
tegration and collaboration with regard to communication and information sharing, and there-
fore, for achieving a common objective. Due to the complexity of tasks in the construction
industry, the multiple phases of a project’s life cycle, the many multidisciplinary teams and
heterogeneous software environments involved, systems integration is an important prereq-
uisite for achieving collaboration [158] and enabling software coupling. The importance and
need for interoperability in the construction industry is shown in various surveys [48, 64, 149].
A study published by the NIST13 [123] confirms this need and identified a loss of around $16
billion in 2002 resulting from the inadequate interoperability of software systems in the US
capital facilities industry. An excellent literature review on systems integration and collabo-
ration in the domain of construction industry is given by Aouad et al. [16] and Boddy et al.
[33]. A more critical view on the state of the art in systems integration and collaboration tech-
nologies is presented by Shen et al. [158]. Special reviews on standard building data models
and model mapping languages [23], storage and exchange mechanisms for building infor-
mation models [87], process integration of distributed construction processes [127], or the
advancement/development of tools to improve BIM technologies [39] are also available. An
international perspective of the problems and requirements in the areas of systems integration
and collaboration technologies in the construction industry are presented by FIATECH [55]
(North American perspective), by the ROADCON project [149] (European perspective), and
by Moum et al. [122] (Denmark). In [158], systems interoperability is divided into two differ-
ent types: data interoperability and frameworks interoperability. Another classification [23],
breaks systems interoperability down into three types, as follows: conceptual level, physical
level and data management. The conceptual level, which is similar to data interoperability, is
concerned with standard product data models. The physical level and the data management
classification can be assigned to frameworks interoperability. They are concerned with the
technologies and mechanisms used to enable the physical exchange of data and its consis-
tency. A comprehensive literature review in the field of CIC14 has been carried out in [33].
The results are categorized at the data application level, application semantic level, data pro-
cess level, and process semantic level. In the context of the thesis, interoperability has been
categorized with respect to [158] into data and frameworks interoperability.
13US National Institute of Standards and Technology.
14Computer Integrated Construction.
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2.3.1 Data Interoperability
“Data interoperability is the ability that data generated by any one party can be properly
interpreted by all other parties. It is the first step towards any systems integration and col-
laboration. The enabling technology for data interoperability is data modeling [158].” Due
to the various proprietary data models developed by vendors, organizations or consortia, data
interoperability plays an important role for software coupling in the construction industry. A
data model describes the data of a certain domain through the definition of application ob-
jects, constraints and relationships between objects. “A common neutral model is the most
feasible solution in AEC/FM to enable data sharing or integration in heterogeneous applica-
tions [158].” Gielingh stated that “organizations can benefit from the exchange or sharing
of digital product data across the borders of disciplines, organizations and vendor-specific
solutions [69].” Teeuw et al. further concluded that “it is worthwhile to use international,
open standards for data communication [163].” For the last 30 years, various data mod-
els have been developed by international organizations15 or industrial consortia.16 A review
on data interoperability through product sharing is given in [23]. Due to the wide range of
different tasks and domains in the construction industry, many different neutral data models
and standards have been developed for the exchange of two-dimensional CAD data and three-
dimensional building models, to describe geographic information and services, or to exchange
data in the structural steel and precast concrete industry. Most of them are described in ISO
10303 (STEP). Most of the data models today follow the object-oriented approach in order to
describe common information in a hierarchical inheritance tree.
DXF – Drawing Interchange Format
DXF17 was originally developed as a proprietary data exchange format between AutoCAD
and other CAD software systems. It supports common geometrical objects (Point, Line, Arc,
Circle, Spline, etc.), text elements, external fonts, symbols, dimensioning, layers, freeform
surfaces and solids. The first version was initialized in 1982. The first publication of DXF
specifications started with AutoCAD Release 13. DXF became a de facto standard primarily
for the exchange of two-dimensional CAD data. Other CAD data exchange formats are the
Industry Foundation Classes (IFC), the Standard for the Exchange of Product Model Data
(STEP) and the Initial Graphics Exchange Specification (IGES).
15E.g., ISO – International Organization for Standardization.
16E.g., IAI – International Alliance for Interoperability.
17Developed by Autodesk, also known as Drawing Exchange Format.
22 STATE OF THE ART
IGES – Initial Graphics Exchange Specification (NBSIR 80-1978)
IGES18 is a neutral product data format for an exchange of data between CAD systems, e.g.,
traditional two-dimensional drawings, three-dimensional simulation and analysis models and
for manufacturing. It was used extensively in the automotive, aerospace, and shipbuilding
industries. However, with the first release of STEP (ISO 10303) in 1994, interest in deloping
the IGES decreased; and the last version was published in 1996. STEP is currently taking over
the role of IGES and remains the most widely used standard for CAx and PMI interoperability
[158].
IFC – The Industry Foundation Classes (ISO 16739)
The Industry Foundation Classes (IFC) are a neutral, object-oriented set of product data model
specifications for the exchange of three-dimensional building and construction data in the
AEC/FM19 industry. It was developed by buildingSMART International [34], which was
formerly the International Alliance for Interoperability (IAI). It provides the foundation for a
new trend in construction industry: the Building Information Modeling (BIM). Today, the IFC
are a feature in the most ot the CAD software applications on the market [17, 18, 19, 170]. It is
applied in domains, like construction scheduling and change management [165], integration
of extensible life cycle construction product data [113], architectural/structural design and
construction [92, 109, 110, 137, 181], cost estimating [63], HVAC engieneering, simulation
[144], and facilities management [154, 169, 184]. The IFC has become widely recognized as
the common data exchange format for interoperability within the AEC industry [47].
CIS/2 – CIMSteel Integration Standards
The CIMSteel20 Integration Standard [41] is an industrial standard and product data model for
the electronic data exchange of structural steel project information. It is intended to enable
a seamless information flow between all members involved in the construction of steel frame
structures and to support the analysis, design, and detailing of steel frames. It is defined in
EXPRESS and fully harmonized with STEP, like the IFC. In [95], the extent to which CIS/2
can specify product descriptions capable of supporting the automated erection of structural
steelwork was investigated.
18Digital Representation for Communication of Product Definition Data was first published in 1980.
19Architecture, Engineering, Construction/Facilities Managment.
20Computer Integrated Manufacturing of Constructional Steelwork, which is also denoted as the Logical Product
Model.
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Integration of life cycle data for process plants (ISO 15926)
ISO 1592621 is a standardized generic data model for sharing and exchanging data throughout
the entire life cycle of a facility. It was originally developed for the oil and gas industries to
achieve data integration and interoperability. It has been in development since approximately
1992 (initially called STEP AP221), consists of seven parts and is near completion. ISO
15926 enables the sharing and exchange of functional requirements, physical solutions, types
of objects and individual objects, as well as activities throughout all life cycle stages, supply
chain company types and all types of facilities, such as industrial, commercial, institutional
and residential [4]. Like IFC and CIS/2, the data model of ISO 15926 is based on EXPRESS.
Problem Statement
The problem of sharing necessary information between software applications is depicted by
the information processing cycle shown in Figure 2.9. The information to be exchanged has
to be abstracted (decoded) into the various proprietary and optimized exchange data models.
During this abstraction process, a loss of information can occur. In the next step, the informa-
tion decoded in the exchange data model then has to be interpreted (encoded) again through
the software application to be coupled. In this interpretation process, a further loss of infor-
mation can occur. Furthermore, the data models of the software applications to be coupled are
mostly not equal and thus, have to be mapped to each other. This can result in a further loss
of information.
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Figure 2.9: Information processing on the computer level.
21Industrial automation systems and integratio – Integration of life cycle data for process plants, including oil
and gas production facilities.
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Unfortunately, due to the mostly proprietary and incompatible data schemas, several data
mappings and data conversions between the data structures used are required. The research of
Banerjee et al. [24], Lerner and Habermann [103], Eastman [45], Zicari [188] and Atkinson et
al. [20] highlight the difficulties of semantic data interoperability between applications with
different internal schemas. “The major problem facing today’s data interoperation solutions
is the existence of different exchange flavors. A flavor of a standard is evidenced when two
different vendors interpret the same standard in two different ways. Since BIMs are highly
complex, it is unavoidable [158]” and “data exchange using standardized neutral models ap-
pears not to be possible without errors and information losses [69].” Various reports [22, 94]
and publications [89, 105, 111, 135, 141] confirm these statements. To do this, the error-free
exchange of data is a prerequisite and one of the main challenges in achieving collabora-
tion and distributing work across disciplines and organizations. Data interoperability plays
an important role in data coupling, which is one of the most used coupling concepts in civil
engineering. In addition, data coupling is a root element of the coupling graph (section 3.2)
and thus the foundation for various data-based coupling strategies. Furthermore, data inter-
operability is an important factor in assessing coupling quality. Therefore, a generic a priori
strategy for the qualitative assessment of data interoperability and data exchange is introduced
in chapter 6 and its adaptation to the object-oriented paradigm is shown in chapter 7.
2.3.2 Frameworks Interoperability
Frameworks interoperability refers to the technical and technological aspects to consider for
achieving systems integration. This type of interoperability is required when software sys-
tems have to communicate and collaborate. For this reason, internet-based communication
technologies and protocols have been developed. Frameworks interoperability has assumed
a key role in the AEC/FM industry, since “collaborative working in construction is becom-
ing widely spread as many activities are performed globally with actors based in various
geographical locations [52]” and “the need to develop and deploy comprehensive software
systems that can support this integration has become evident [110].” The capabilities of such
software systems range from simple data sharing/exchange/management to full integration of
data and processes across all stages of a construction project’s life cycle. Research projects,
such as ATLAS [143], VEGA [167, 186], RATAS [26, 27], COMBI [145], OPIS [65], ToCEE
[142], and the ones listed in Table 2.3.2 have been carried out in order to investigate the meth-
ods, technologies and infrastructures required to develop such comprehensive environments.
A more detailed overview of these research projects can be found in [16, 33, 136, 140, 166].
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Extensive research on the integration of the different project life cycle phases, such as project
design, cost estimating, virtual prototyping, construction planning, simulation have already
been done [14, 40, 65, 88, 91, 168, 182].
Project Domain Aim/Result Literature
WISPER design, visualization, estimat-
ing, planning, specifications,
supplier information
development of a Web and IFC-
based collaborative working en-
vironment
[52, 53]
ICON design, procurement, con-
struction management
to define contextual and con-
ceptual models for an integrated
database
[13, 14]
OSCON architectural design, cost esti-
mating, process management
information modelling, sharing,
integration via central database
[13, 15]
COMMIT construction to improve long-term effective-
ness using an information man-
agement model
[7]
COMBINE simulation (thermal, energy,
comfort), HVAC, cost estima-
tion, design
development of future intelli-
gently integrated building design
systems
[70, 139]
Table 2.2: Overview of research projects.
With respect to the rapid development of communication technologies in the last two decades,
various systems integration approaches and concepts have been developed and applied within
the different engineering domains. Shen et al. [158] divided systems integration into the fol-
lowng classifications: web-based, distributed object/component-based, agent-based, and web
service-based systems.
Web-based systems
Web-based systems follow a centralized approach to enable distributed teams to share infor-
mation via the World Wide Web22 in a quick and easy way all over the world. The WWW
started in 1991 and was originally developed to share information, knowledge and ideas
through interlinked hypertext documents via the internet. Sharing and accessing hypertext
22Abbreviated as WWW or W3.
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documents is achieved through client-server architectures that communicate over a Hyper-
Text Transfer Protocol (HTTP). The hypertext documents can then be viewed using special
web browsers. Web-based systems can be implemented in a timely manner through simple
client-server architectures. They are commonly used to facilitate accessing information over
the complete life cycle of the planning process. Several industrial surveys [48, 64, 149] show
that most of the IT tools used for solving engineering tasks integrate web-based systems, like
basic technology.
• In the field of coastal engineering, web-based systems are used within the NOKIS++
project [59] in order to provide digital atlases [79] for bathymetry, tide, wind and swell
prognoses.
• In the field of construction industry, web technology is used for the following: to imple-
ment web-enabled collaborative building design [40], to simplify the manipulation of
files [168], to provide web-based services for information management and exchange
[180, 182], for fire simulation [88], or to support distributed designing, visualization,
estimating, planning, specifications and supplier information [53].
• In the domains of aeronautics, mechanics and architecture, web-based database servers
[32, 40, 50, 52, 53, 96, 137, 162] are used to manage the huge amount of data (e.g.,
building data) and to avoid inconsistency, poor accessibility, integrity, and the authority
arising from conventional file-based systems [5, 160].
• Web technology in the field of computer integrated construction has been applied in
certain research projects [13, 53, 167, 186, 187], mainly in the area of data sharing and
exchange. A detailed view of a collaborative building modelling project using model
servers based on the IFC can be found in [90].
However, the planning process is characterized not merely by information sharing and man-
agement, but also by the interaction between the engineers. With respect to the complexity
of engineering tasks, the multiple phases of a project life cycle, and the many multidisci-
plinary teams involved, the interaction between engineers is essential for coordinating and
solving complex engineering tasks, such as supporting collaborative designing and modeling,
providing analysis and simulation services, or managing projects. These requirements are
hardly implementable with basic web technology. Therefore, simple web-based systems are
more suitable for daily construction project management and document sharing rather than
for complex engineering problems [158].
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Distributed object-based systems
Distributed object-based systems extend object-oriented programming systems to distribute
objects across a heterogeneous network. Although the objects are distributed on different
computers throughout a network and exist within their own address space outside of an ap-
plication, they interact as a unit and appear as local objects for an application. The three
most popular approaches, i.e., CORBA23 [75], DCOM24 [118], RMI25 [129], are primarily
used to achieve systems integration on a higher level. The web is being transformed from a
“static, two-tier, client-server, unidirectional environment for the publishing and broadcast-
ing of electronic documents into a full-blown client-server medium with the potential to run
line-of-business applications and to deal with the complex requirements of multistep business-
to-business and consumer-to-business transactions [53].”
• CORBA is based on the Internet Inter-ORB Protocol (IIOP) and allows separate pieces
of software to work together and behave like a single software application/system. The
separate pieces of software can be written in different programming languages, which
run on distributed computers and/or on different operating platforms. However, before
an object can be remotely shared and distributed, the interface that describes the ob-
ject has to first be translated in the Interface Definition Language (IDL), a part of the
CORBA specification. Then the object’s IDL interface has to be mapped and compiled
to the implementation language of the software application used. This is available for
the majority of programming languages. Finally, the CORBA objects can interact via
the Object Request Broker (ORB). It acts as an object bus and enables communication
and interaction between the registered CORBA objects, including finding, as well as
receiving requests and replies.
– Within the WISPER project [53], CORBA has been used to enable transparent data
sharing and exchange through an integrated computer environment. It supports
engineers in the area of design, visualization, planning, interaction and distributed
access to applications [52].
– Within the VEGA project [186, 187], a CORBA-based middleware has been used
to enable remote access on distributed STEP-based geometrical product instances.
It enables 3D viewing of distributed building objects previously designed under a
CAD tool [185].
23Common Object Request Broker Architecture developed by the Object Management Group (OMG).
24Distributed Component Object Model developed by Microsoft.
25Remote Method Invocation developed by ORACLE, formerly JavaSoft.
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– Within the OSCON project [13], interactive system OSCONCAD has been devel-
oped for integrating CAD and construction-related applications. CORBA technol-
ogy has been used for the distribution of objects among construction applications
for function and data sharing [54].
– Within the COMMIT project [7], a set of CORBA compliant distributed com-
ponents are used in order to provide the intelligent integration of information
throughout all stages of a construction project’s life cycle.
– Within the SFB 524 [114], a descriptive integration platform has been developed
to support cooperative, process-oriented aspects of the architectural, static and
constructive conversion of buildings. CORBA has been used to define a set of fun-
damental data types and methods [130] for modelling and exchanging building
inventory independently of specific programming languages and software appli-
cations.
• DCOM is a proprietary Microsoft technology and enables communication among dis-
tributed COM-based objects. However, compared to CORBA, COM interface technol-
ogy has two major disadvantages. It has been defined and implemented as a standard
only on Microsoft’s Windows platform and it is limited to Microsoft’s .NET program-
ming languages, such as C#, Visual Basic, or C++/CLI.
– Within a middleware solution called BSPro ComServer [12], DCOM technology
has been used to enable easy access to building geometry within IFC files and to
link new and/or existing software tools in the building services domain.
– Within a three-tier component-based framework [110] for facilitating the imple-
mentation of modular and distributed integrated project systems, a set of middle-
tier components have been implemented using DCOM technology in order to sup-
port building design and construction projects.
• RMI is a specific Java Application Programming Interface (API). It allows remote
method calls of Java objects that are distributed on different computers and living in
different runtime environments, called the Java Virtual Machine (JVM). The first step
is to create a remote interface indicating that a Java object is a remote object whose
methods can be invoked across virtual machines. Only those methods defined in the
remote interface are available to be remotely called. As a feature, RMI not only allows
remote method calls of Java objects, but also remote method calls of CORBA objects in
order to achieve interoperability between RMI and CORBA applications.
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Agent-based systems
“An agent is a computer program capable of flexible and autonomous action in a dynamic en-
vironment, usually an environment containing other agents [107]” and “software agents are
critically needed to meet the dynamic changes in information technology, which inhabits vast
amounts of discrete information that require complex processing under uncertain conditions
in order to abstract knowledge and make decisionsv[49].” In contrast to classical objects, a
software agent “possesses special intelligent properties, such as autonomy, reasoning, mo-
bility, sociability, learning ability, cooperation, and negotiation. This allow agents to initiate
their actions without the need of direct intervention or guidance of humans or other entities,
and to interactively cooperate and communicate with each other, and with their environment
to accomplish special tasks that cannot be performed by conventional software [49].” This
means that they do not need to be invoked externally because they act autonomously and take
action as they deem appropriate. Software agents are able to perceive changes in their internal
and external environment in order to react and compensate for those changes in an appropri-
ate manner. Hence, they are “best suited for applications that are modular, decentralized,
changeable, ill-structured, and complex [133].” A detailed overview of agent technology and
a platform for researchers and developers with a common interest in agent technology can be
found in [6]. Software agents can be classified according to their properties, as well as accord-
ing to their tasks and roles. Nwana [126] mentions several dimensions in the classification of
existing software agents and identifies seven types: collaborative agents, interface agents,
mobile agents, information/internet agents, reactive agents, hybrid agents and smart agents.
Another classification of software agents, which classifies them as either weak or strong is
suggested by Woodridge and Jennings [179]. Agents can be incorporated in Multi-Agent Sys-
tems (MAS), in which they are capable of mutual interaction to solve more complex problems
that are beyond their individual capacities or knowledge.
Software agents are used in various sub-disciplines of information technology26 [107] and
for solving industrial problems, such as the coordination, simulation, scheduling and control-
ling of designers, processes or products [133]. In civil engineering, the agent-technology is
used to integrate data, information, and knowledge captured and accumulated during the en-
tire facility life cycle [159], to improve collaboration within the structural design [31, 153], to
support network-based fire engineering [164], to monitor security-relevant structures [120],
or to compute and optimize finite elements [124].
26E.g., computer networks, software engineering, artificial intelligence, human-computer interaction, etc.
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Web services/Semantic Web
A web service is “a software system designed to support interoperable machine-to-machine
interaction over a network [71].” In contrast to basic web servers, which are more or less pas-
sive, web service technology enables active/proactive communication and sharing of data/in-
formation in order to build cooperative, coordinated software systems. Hence, “Web services
are emerging as a major technology for deploying automated interactions between distributed
and heterogeneous applications [29].” In addition, multiple web services can be combined
via the Web API [176] into so-called mashups. A “mashup simply indicates a way to cre-
ate new Web applications by combining existing Web resources utilizing data and Web APIs.
Mashups are about information sharing and aggregation to support content publishing for a
new generation of Web applications [29].” Another web technology that is used for systems
integration and collaboration is the Semantic Web. The Semantic Web is basically an exten-
sion of the current World Wide Web, which, up to now, has concentrated on the interchange of
documents, and acting as a platform for the integration and combination of data drawn taken
from diverse sources. “Semantic Web technologies enable people to create data stores on
the Web, build vocabularies, and write rules for handling data [177].” The “Semantic Web
provides a common framework that allows data to be shared and reused across application,
enterprise, and community boundaries. It is based on the Resource Description Framework
(RDF) [178].”
Conclusion
There are many data models and communication technologies available for accomplishing
the interoperability required for the coupling of heterogeneous software systems. However,
the description of coupling strategies using design patterns only exist for partial solutions
and technical aspects that are limited to the overall coupling process. As a consequence, a
coupling graph and coupling pattern language consisting of templates for defining coupling
patterns are introduced in chapters 3 and 4.
3 Modeling of Coupling
From a computer science point of view, a software application consists of a multitude of more
or less complex software elements, such as classes, modules and components. In order to
solve complex tasks and describe the required data, the software elements have to interact. In
order to implement these interactions, the interrelated software elements have to be coupled.
Coupling within homogeneous environments has been extensively examined in recent years
and can be accomplished with different coupling types [61], as briefly introduced in subsec-
tion 2.2.2. However, from an engineering point of view, the planning process of buildings is
highly complex and therefore broken down into smaller, manageable tasks. These tasks then
can be solved separately and concurrently by different engineers through the use of specialized
software applications. Inevitably, this leads to a great deal of communication between the en-
gineers and consequently between the software applications used. Unfortunately, the coupling
of software applications is different from the coupling of software elements within a software
application. The reason for this is the change from a homogeneous to a heterogeneous soft-
ware environment. In general, software applications use their own data structures, which are
optimized to solve the task. In addition, they might run on different operating systems and
computers, or implemented by different programming languages. These languages might also
be based on different programming paradigms. Furthermore, softwares are influenced by the
rapid developments in computer science. In general, new technologies and paradigms are de-
veloped in short cycles. They are used and adopted by the software to improve and to extend
its functionality.
In this chapter, the basic principles for defining a coupling pattern language are introduced.
They enable the formulation of coupling strategies for software coupling by taking different
coupling aspects into account (section 3.1). However, coupling aspects cannot be considered
individually because they must be combined. Thus, they are integrated in a coupling graph
(section 3.2). Finally, the multiplicity of coupling aspects and technical software methods that
exist have resulted in a great variety of coupling strategies. Therefore, additional abstraction
mechanisms are needed, therefore, a metamodel archeterogeneoushitecture (subsection 3.3.2)
has been used.
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3.1 Coupling Aspects
Coupling aspects are important in software development. They have to be taken into account
when developing new coupling strategies or selecting adequate coupling strategies from ex-
isting ones. In order to do this, three fundamental questions need to be considered:
• How can software applications be coupled? The answer depends on technical aspects,
such as the flow of data (subsection 3.1.1), the degree of communication (subsection
3.1.2), the synchronization of resources (subsection 3.1.3), or the runtime behavior of
software systems (subsection 3.1.4). The technical challenge here are the different pro-
gramming languages, operating systems and distributed software applications that have
to be considered. Technically, software coupling is well supported by a variety of soft-
ware technologies (subsection 2.3.2). Technical software coupling is necessary for fur-
ther semantic software couplings.
• What information has to be coupled? The answer to this question depends on the
semantic aspects, such as the exchange of data and functionality (subsection 3.1.5).
The semantic challenge here are the various data schemas (subsection 2.3.1) and the
integration of external functionality that have to be taken into account. The correct
mapping of data is a particularly important factor (subsection 2.2.3). Semantically,
software coupling is poorly supported and thus the coupling has to be reimplemented
for each coupling scenario. Unfortunately, successful semantical coupling is necessary
for useful software couplings.
• What is the quality of the coupling? The answer to this question depends on the qual-
itative aspects, which have been extensively examined for data coupling (chapter 6). It
can be used by the engineer as an indicator of the level of confidence of the results that
are generated by coupled software applications.
– From a technical point of view, the quality of software couplings is 1 if the soft-
ware applications are connectable, and 0 if they are not connectable. A technical
coupling quality of 1 is the prerequisite for further semantic couplings.
– From a semantic perspective, the quality of software coupling depends on the
semantic overlaps of data schemas (Figure 2.8 on page 18), and on mapping them
successfully (subsections 6.3.2 and 6.3.3). The quality of semantic coupling can be
described by a variety of measures, such as single values (subsection 6.8), ranges
of values (subsection 6.16), or linguistic terms.
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3.1.1 Data Flow
In this subsection, the technical aspect of data flow between software applications is consid-
ered, which can be defined by two aspects. The first aspect is the function of the commu-
nication partners, which can be differentiated by whether data is delivered or retrieved. The
second aspect is the direction of the data exchange, which can be differentiated by whether
the data flow is unidirectional or bidirectional. In the context of this thesis, coupling based on
data flow is classified into unidirectional and bidirectional coupling.
Unidirectional Coupling
Unidirectionally coupled software applications are only allowed to exchange data in one di-
rection without the need for feedback. Two software applications are considered to be unidi-
rectionally coupled if the data flow only occurs in one direction. The function of the commu-
nication partners as shown in Figure 3.1 can be the delivery of data (A delivers data to B) or
the retrieval of data (C retrieves data fromD). Unidirectionally coupled software applications
cannot be used to describe iterative and interactive events.
A B C D
deliver retrieve
Figure 3.1: Unidirectional data flow between two software applications.
Bidirectional Coupling
Bidirectionally coupled software applications exchange data in both directions. Two software
applications are considered to be bidirectionally coupled if the data flow occurs in both direc-
tions. The function of the communication partners as shown in Figure 3.2 can be the delivery
of data, such as when A delivers data to B (e.g., geometry data) and waits for a response
from B (e.g., simulation results), or the retrieval of data, such as when C retrieves data from
D (e.g., geometry data) and sends data as a response to D (e.g., simulation results). In con-
trast to unidirectional coupling, bidirectionally coupled software applications can be used to
describe iterative and interactive events.
A B C D
deliver
response
retrieve
response
Figure 3.2: Bidirectional data flow between two software applications.
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3.1.2 Degree of Communication
The degree of communication describes the communication and data exchange between a
group of software applications. It is defined by the communication types found in computer
networking, as shown in Figure 3.3. It enables the implementation of highly distributed soft-
ware environments, e.g., client-server architectures. In the context of this thesis, the communi-
cation and data exchange within such distributed environments is denoted as multidirectional
coupling, which can be classified into the following relations: unicast, anycast, multicast,
and broadcast. Unicast and anycast are one-to-one relations; and they are used for the single
addressing of software applications. Multicast and broadcast instead are one-to-many rela-
tions; and they are used for the multi addressing. However, multidirectional coupled software
environments can also be broken down into sets of unidirectional and bidirectional couplings.
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Figure 3.3: Communication types between a group of software applications.
• Unicast communication occurs when the server always addresses the same client from
a group of clients. If the client addressed is not available, the server has to wait until the
client is available.
• Anycast communication occurs when the server addresses exactly one client from a
group. The choice of which client is addressed takes place automatically through a
condition. If the client addressed does not fulfill the condition, the server addresses
another client that fulfills the condition.
• Multicast communication occurs when the server addresses only a subset of clients. The
communication to the selected clients takes place simultaneously in a single transmis-
sion.
• Broadcast communication occurs when the server addresses all the clients in the group.
Broadcast is a special type of multicast.
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3.1.3 Synchronization
Synchronization is another technical aspect. It is closely associated with terms like coherence,
consistency and integrity. Synchronization can occur with respect to data, communication
and processes. The synchronization of data refers to establishing coherence among datasets
in order to achieve data integrity. It is an important issue in database management systems,1
which is supported by special database transactions. The synchronization of communication
is when all the communication partners involved are present at the same time in order to
achieve direct communication. It can be supported by synchronous messaging used within
company board meetings, chat room events and instant messaging. The synchronization of
processes refers to enabling temporal harmonized interactions of interrelated processes in
order to achieve process coherence. Process synchronization is used to implement data and
communication synchronization. A coupling according to synchronization can be classified
into the following two types: synchronous and asynchronous coupling.
Synchronous Coupling
Synchronously coupled software applications are temporal in relation to the data, communi-
cation or processes. Two software applications are said to be synchronously coupled if the
resources or processes that have to be shared are synchronized. Synchronous coupling can be
implemented to avoid the simultaneous use of common resources, such as global variables or
databases. The term mutex or mutual exclusion describes the different synchronization mech-
anisms used in the domain of concurrent programming, such as lock, semaphore or monitor.
Asynchronous Coupling
Asynchronous coupled software applications are out of sync with regard to data, communi-
cation or processes. Two software applications are said to be asynchronously coupled if the
resources or processes that have to be shared are not synchronized. Access to a resource
occurs without mutex. Asynchronism with respect to the data between coupled software ap-
plications presents a danger because the datasets to be shared can become inconsistent. Asyn-
chronism with respect to the communication between coupled software applications results in
time-staggered and unblocked communication. Asynchronism with respect to the interrelated
processes between coupled software applications presents a danger because they can become
temporally unharmonized.
1Available for relational data models (RDBMS – Relational Database Management System) or for object mod-
els (OODBMS – Object-Oriented Database Management System).
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3.1.4 Runtime Behavior
Runtime behavior is another technical aspect. It is defined by the life cycle of softwares.
Runtime refers to the time during which a software application is running. Coupling according
to runtime can be classified into the following two types: online and offline coupling.
Online Coupling
Two software applications are said to be online coupled if the coupling strategy used requires
both applications to be running. An implementation needs to fulfill special technical precon-
ditions, such as having an connection (communication channel) between both. This can be
achieved with standardized communication protocols. In addition, one software application
has to act as a listener/receiver and the others as a sender/transmitter. Finally, online cou-
pling can be implemented in different ways, as shown in Figure 3.4), e.g., centralized (left),
decentralized (middle), and hybrid (right).
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Figure 3.4: Different types of online coupling.
• The centralized approach is recommended for coupling numerous heterogeneous soft-
ware applications. It can be carried out by client-server architectures, in which one
software application has to act as a server, and the others act as clients. Finally, the
server provides services that can be used by the clients. The communication is mostly
multidirectional (subsection 3.1.2). In civil engineering, centralized online coupling is
commonly used to share data between different domains within the planning process or
to share functionality (e.g., simulations, calculations) within similar domains.
• The decentralized approach is recommended for the direct coupling of software applica-
tions. It can be carried out by peer-to-peer architectures (P2P), in which each software
application can act as a client and server simultaneously. Decentralized online coupling
enables data and functionality to be shared directly between two software applications
without the need for central coordination through a server.
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Offline Coupling
Two software applications are offline coupled if the coupling strategy used does not require
both software applications to be running. In contrast to online coupling, it does not need to
fulfill special preconditions. Therefore, it has become the most widely used coupling strategy
for software applications. Offline coupling is achieved through a simple file exchange (Figure
2.5 on page 16). However, software applications use their own, optimized data schemas. The
data to be exchanged are exported into external proprietary data schemas (subsection 2.3.1).
In order to exchange such data, a conversion, which is also known as mapping, becomes
essential (subsection 2.2.3). Offline coupling can be implemented directly or indirectly via
an additional standard as shown in Figure 3.5. A qualitative assessment approach of data
coupling based on schema mapping is introduced in chapter 6.
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Figure 3.5: Different types of offline coupling.
3.1.5 Shareable Information
In this subsection, the kind of semantic coupling aspect that is considered is one that shares
information. A software application has been written to solve a specific task. The software
application requires input data, so that it can generate output data, which includes the results.
The logical processing of input data to output data, as shown in Figure 3.6, is carried out by
interrelated software elements within the software application.
input output
input output
input output
input output
Interface
Internal Functionality
External Functionality
Figure 3.6: Processing of input data to output data.
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Due to the fact that software applications are made by companies and organizations, they
tend to be more or less proprietary. This means that third-party access to their internal data
and functionality may be restricted. Thus, the information to be shared depends on the level
of proprietary control. Software can behave similarly to black-box, gray-box or white-box
systems.
input output
input output
input output
input output
Interface
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in out in out in out
Black­Box Gray­Box White­Box
Figure 3.7: Level of proprietary control of software applications.
• A software application behaves like a black-box if it is not possible to influence its
internal processing. Black-box software applications are restricted and can only be
coupled by data. Errors in the input data can be detected during the import process.
Black-box software applications are weak coupled, robust and mostly fail safe.
• A software application behaves like a gray-box if it is possible to influence parts of its
internal processing. This can only take place indirectly via defined interfaces. Gray-box
software applications are less restricted and can be coupled by data and functionality.
The coupling of gray-box applications is stronger than the coupling of black-box ap-
plications due to the higher dependencies on internal and runtime processes. Thus, the
coupling can be less robust and more prone to errors.
• White-box software applications can also be coupled by data and functionality. They
are usually open-source, non-restricted softwares. Coupling occurs directly without any
specific interfaces through an adding, replacing, removing of software elements, or a
linking of existing functionality externally. Due to the high degree of direct interlacing,
this coupling is the strongest, therefore, it can be sensitive and even more error prone.
The coupling of software applications with respect to shareable information can be classified
into data and functional coupling. Both coupling types are important in software coupling.
However, data coupling can be applied to each level of proprietary control, whereas, functional
coupling can only be applied to the gray-box and white-box level. Due to the fact that the focus
of this thesis is on data coupling, it supports the claims for each level of proprietary control.
The degree of robustness can be measured by the data exchange examined in chapter 6.
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Data Coupling
Data coupling is independent of specific software requirements, therefore, it is widely used for
software coupling. The output data of one application is used as input data for the application
to be coupled. Data coupling can be combined with other aspects of technical coupling.
For example, implementation of an asynchronous offline data coupling can take place in a
decentralized manner via a simple file exchange, whereas a synchronous online data coupling
can take place centrally via a file sharing server. Due to the different data schemas, the data
have to be mapped.
• Due to the restricted access on their internal data schemas, the unidirectional data ex-
change between two black-box software applications, A andB, results in one data map-
ping mab : a → b. In order to carry out a bidirectional communication process, an
additional data mapping mba : b→ a is necessary. The coupling of black-box software
is mostly achieved by simple file import/export. In the case of gray-box and white-box
software, additional data mappings are needed, from the internal data representation of
A to the exchange data format, and then to the internal data representation of B.
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Figure 3.8: Direct data coupling of black-box software applications.
• The data exchange between two software applications, A and B, via a standard S,
results in the following two data mappings for unidirectional communication: mas :
a → s and msb : s → b. In order to implement bidirectional communication, the
following two additional data mappings are needed: mbs : b→ s and msa : s→ a.
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Figure 3.9: Data mappings needed for indirect data coupling.
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Functional Coupling
Functional coupling of software applications can be achieved by manipulation mechanisms,
which operate on the internal functionality of the applications. This type of coupling is not
possible for black-box softwares due to their restricted nature. White-box applications are
not restricted and can be manipulated directly in the software application itself. Gray-box
software applications, however, are restricted, thereby allowing only indirect manipulation of
parts of their internal functionality. Manipulation takes place via defined interfaces and certain
software techniques [67], which are listed below:
• Adapters allow single software elements or pieces of software, though incompatible
interfaces, to work together. In general, this is enabled by a conversion of interfaces.
• Decorators allow to extend functionality, as well as new behaviors to be independently
added to objects at their runtimes.
• Proxies allow to define placeholders for objects that are used to control access, to sup-
port distributed objects or to protect components from undue complexity. Any operation
on the proxy is delegated to the original object. A proxy can be subdivided into remote,
virtual, protection proxy and smart reference.
• In general, software libraries are a collection of resources and functionalities to share
and change source codes modular. For the most part, libraries are not executable. In-
stead they are addressed via references (also known as links), which is usually done by
a linker. They can be subdivided into static, dynamic, object, class and remote libraries.
• Commands are used to call methods at a later time. A command has to encapsulate all
the information needed, such as method name, the object that owns the method and the
parameter values. Commands become powerful in combination with macro languages.
The definition of interfaces can be changed. In addition, the implementation of interfaces in
external functions can be bad or wrong. Furthermore, the coupled external function may not
be suitable for the original process chain of the software application. All of these aspects
can lead to erratic and less robust software behavior. A qualitative assessment of functional
coupling can be achieved by white-box and gray-box testing, which is currently an area of
extensive research. However, the software environment in civil engineering is mostly char-
acterized by proprietary black-box software systems. Therefore, functional coupling is not
examined further in this thesis.
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3.2 Coupling Graph
The modeling of couplings depends on the decisions made with regard to coupling aspects
(section 3.1) and the software techniques (subsection 2.3.2) used. These decisions are neces-
sary for the successful development, or selection of adequate coupling strategies. Decisions
also should take alternative coupling options into account. This can be done with a coupling
graph, as shown in Figure 3.10.
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Figure 3.10: Simple coupling graph.
Example: Two software applications have to be coupled by data coupling. Data cou-
pling can take place offline or online. Offline data coupling can occur asynchronously or
synchronously. Asynchronous data coupling can be implemented unidirectionally, bidirec-
tionally, or multidirectionally. Various combinations may exist for each branch, which result
in many different coupling strategies. Two data couplings performed in the research training
group are shown. The red line represents the decisions that have been made for the coupling
between Sysweld and Ansys [147]. The green line represents the coupling strategy between
CADEMIA and ANSYS (chapter 5).
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The coupling graph in Figure 3.10 is used to exemplify the different types of decisions, and
how they work together to find the right coupling solution. It contains four different kinds of
decisions.
• A semantic decision has to be made at the beginning. This determination is followed by
the question of what information has to be coupled, which is dealt with in subsection
3.1.5. Semantic decisions are the root elements within the coupling graph, which are
represented graphically as a dark gray box.
• Next, various decisions have to be made to address the question of how software appli-
cations can be coupled. This includes two different kinds of decisions:
– The properties of the software coupling that are defined by the coupling aspects
(section 3.1), which are represented graphically as a gray box.
– The existing software techniques to use for performing the communication and
data exchange (subsection 2.3.2). They are represented graphically as a light gray
box.
Properties and software techniques can be linked together.
• Finally, various generic coupling solutions are found at the end of the coupling graph.
They can contain existing coupling solutions, as well as generic blueprints for future
coupling solutions. They are represented graphically as orange boxes and complete a
branch in the coupling graph.
It should be noted that this coupling graph is just one of many perspectives. In reality, cou-
pling graphs can be more abstract. Depending on the coupling aspects and software tech-
nologies considered, the coupling graphs may have different depths and widths. Coupling
graphs should be developed with respect to the skill of the software engineer. They should
be as simple as possible. The width and depth of the coupling tree, and hence the number of
options provided are inversely proportional to the experience and knowledge of the software
engineer. This means that an inexperienced engineer may require more information about
the available coupling decisions and software technologies, whereas an experienced engineer
usually requires less information in order to find and implement an adequate coupling strategy.
Finally, various levels of abstractions are necessary to successfully describe and classify the
multitude of coupling strategies for software coupling. An efficient approach for modeling at
different levels of abstraction is given by a metamodel architecture.
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3.3 Metamodel Architecture
The model approach is an inherent part in software engineering. It is widely used to describe
and solve engineering tasks. Metamodeling refers to the collection of necessary tools (e.g.,
rules, constraints, terms, and element definitions) that can be used as the grammar for describ-
ing domain specific models. A metamodel can be understood as an abstraction of the model
itself, therefore a model always conforms to a unique metamodel. Metamodeling creates dif-
ferent levels of abstraction and can be described by multilayered architectures. The objective
is to describe a model from a higher and more abstract model layer. This is achieved by the
mapping f , which maps a layer Mi to the next higher layer Mi+1:
∀m ∈Mi ∃n ∈Mi+1 : (m,n) ∈ f, f : Mi →Mi+1 (3.1)
In general, the concept of multilayered architectures is not limited to the number of layers,
which means that it would result in an infinite number of abstraction levels. However, this
is not feasible. The higher a layer is, the level of abstraction needed is less, therefore closed
metamodel architectures are used, in which the top layer conforms to itself. In practice, archi-
tectures with four layers have been used, as shown in Figure 3.11. The layer M0 contains the
specific entities of a model, which are defined by their data and/or behavior. The next higher
layerM1 contains the model (e.g., a physical/logical data or process model, or a specific UML
or object model) in order to describe the entities in M0. Layer M2 contains the metamodel in
order to describe the models of M1. Finally, the top layer M3 is used to describe the meta-
models of M2 and also to close the architecture by conforming to itself. A brief overview
of metamodel architectures currently being used is given in subsection 3.3.1. In subsection
3.3.2, a four-layered meta-coupling architecture is introduced for an abstraction of coupling
concepts according to different coupling aspects.
Meta­Model Architecture
(4­layered)
Meta­Metamodel
Meta­Model
Model
EntityM 0
M 1
M 2
M 3
Figure 3.11: A general four-layered metamodel architecture.
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3.3.1 Current Metamodels
One of the metamodel architectures currently being used is the Meta Object Facility2. It
was designed as a four-layered architecture and became an international standard. Important
metamodels on layer M2, based on MOF, are the UML metamodel (ISO/IEC 19501) and the
XMI metamodel (ISO/IEC 19503). UML is an inherent part of object-oriented modeling as
shown in Figure 3.12 (left side). In civil engineering, metamodel architectures are widely used
to define schemas for semantic data exchange, to support particular methods or processes,
or to express the additional semantics of existing information. In [57, 152], a four-layered
metamodel architecture is used for a consistent concept of modeling products, buildings and
knowledge. Another application can be found in building information modeling, which is
used for generating and managing building data during its life cycle. This can be achieved by
a three-layered architecture as shown with Figure 3.12 (right side). Building instances (layer
M0) are described by the IFC (layer M1). The IFC data model is an object-oriented data
exchange model for building and construction data. The IFC is based on EXPRESS (layer
M2), an object-oriented standard data modeling language for product data. Other standards
for metamodeling are ISO 19115 and ISO 15926. ISO 19115 (Geographic information –
Metadata) is used for describing geographic information and services. ISO 19115 confirmed
metamodels are used for overcoming the huge amount of data needed to provide digital atlases
[81] and to identify morphological tendencies [119]. ISO 15926 is located in the process
industry and used by various CAD vendors. Unfortunately, there is currently no metamodel
architecture for modeling software couplings at different levels of abstraction. Consequently,
a four-layered coupling architecture is introduced in the following subsection.
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(ISO 19501)
Class
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M 1
M 2
M 3
BIM
Building Information Modeling
Express
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IFC
(ISO 16739)
Building
Figure 3.12: Current metamodel architectures.
2It is abbreviated as MOF and originated from the Object Management Group (OMG).
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3.3.2 Meta Coupling Architecture
The four-layered coupling architecture shown in Figure 3.13 was developed for modeling cou-
pling strategies by using different levels of abstraction. The coupling architecture combines
the coupling graph (page 41, Figure 3.10) with the abstraction methods of the metamodel
architecture (subsection 3.3) and the design patterns (subsection 2.1.2).
Coupling Modeling
Coupling Template Catalog
Coupling Pattern
Coupling Model
Coupling InstanceM 0
M 1
M 2
M 3
Figure 3.13: Four-layered metamodel coupling architecture.
• The layer M0 contains the coupling instances of a specific coupling scenario. Instances
execute the needed couplings and can vary from being a simple data converter to a
complex piece of software. In the object-oriented paradigm, coupling instances are
represented by objects. They are implemented in specific programming languages and
associated to a special operating system. Coupling implementations on layer M0 are
usually not reusable for similar purposes.
• The layer M1 describes the coupling instances of M0 through coupling models. In the
object-oriented paradigm, coupling models are related to classes. They define the in-
teractions (relations), the behavior (methods), and the data (attributes). Classes are also
implemented in specific programming languages and have to be compiled for differ-
ent operating systems. Coupling models on layer M1 are also usually not reusable for
similar purposes.
• The layerM2 describes the coupling models ofM1 through coupling patterns. Coupling
patterns are used for modeling coupling graphs and paths. They contain knowledge
about coupling aspects and software techniques in order to make decisions during the
implementation or the selection process of software coupling. Coupling patterns are
documented in a formal way, similar to the well-known design pattern. Thus, they are
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independent of specific programming languages and special operating systems. The
coupling patterns on layer M2 are reusable for similar purposes.
• Finally, the layer M3 describes the coupling patterns of M2 through a coupling template
catalog. The catalog contains various definitions of abstract templates for describing
and developing the different types of coupling patterns.
The focus of this thesis is the definition of the coupling template catalog (section 4.1) which
is defined in layer M3, as well as the development of coupling patterns (section 4.2), which is
part of layer M2. The abstract four-layered metamodel coupling architecture in Figure 3.13 is
shown in more detail in Figure 3.14.
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Figure 3.14: Detailed view of the four-layered metamodel architecture.
4 Coupling Pattern Language
4.1 Coupling Catalog
The coupling catalog is located in the top layer M3 of the meta architecture. It contains four
abstract templates for instantiating coupling patterns in layer M2. Each template corresponds
to a specific type of decision within the coupling graph and defines several sections. The
sections are used for describing different facts, such as the context in which the pattern is
used, as well as advantages and disadvantages and relationships between patterns. However,
the development of coupling templates and their sections should not be understood as a final
process, but rather as a temporal stepwise process for improving the templates over time.
4.1.1 Semantic Coupling Template
This kind of template covers all of the coupling patterns within the coupling graph, which
take the semantic aspects (subsection 3.1.5) into consideration. The coupling patterns, which
are based on this kind of template are the root elements of the coupling graph. The template,
shown in Figure 4.1 on page 50, is divided into the following three main sections: context,
quality assessment and collaboration/relationship.
• Section 1 is strongly related to the template schema of the GoF. It addresses the main
context of the pattern. The subsections are as follows: Name, Also Known as, Intent,
Description, Applicability, Participants and Collaboration.
• Section 2 is related to the assessment of software coupling, which is highly affected by
the semantic aspects. Section 2 consists of the following four subsections: Strategies,
Requirements, Challenges and Discussion. They take assessment strategies into account
and mention the requirements and challenges pertaining to the assessment process.
• Section 3 is related to the coupling graph. It consists of the following three subsections:
Alternatives, Cooperation, and Linked to. They are used to model the paths, navigate
within the graph and describe more complex structural and behavioral properties.
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4.1.2 Technical Coupling Template
This kind of template covers all of the coupling patterns within the coupling graph, which take
the technical aspects (section 3.1) into consideration. The coupling patterns, which are based
on this kind of template are used to model the coupling paths of the coupling graph. Technical
patterns define the properties of a coupling strategy. The template, shown in Figure 4.2 on
page 51, is divided into the following three main sections: context, technical background and
collaboration/relationship.
• Section 1 is strongly related to the template schema of the GoF. It addresses the main
context of the pattern. The subsections are as follows: Name, Also Known as, Intent,
Description, Applicability, Participants and Collaboration.
• Section 2 is related to the technical background in which the pattern is classified. It con-
sist of the following four subsections: Category, Variants, Restrictions and Discussion.
They take the software engineering aspects into account, outline variants and mention
restrictions.
• Section 3 is related to the coupling graph. It consists of the following three subsections:
Alternatives, Cooperation, and Linked to. They are used to model the coupling paths,
navigate within the coupling graph and describe more complex structural and behavioral
properties.
4.1.3 Technological Coupling Template
This kind of template covers all of the coupling patterns within the coupling graph, which
take the technological aspects (section 2.3) into consideration. The coupling patterns, which
are based on this kind of template are used to model the coupling paths of the coupling graph.
Technological patterns describe the software concepts and technologies needed to enable the
technical aspects. The template, shown in Figure 4.3 on page 52, is divided into the following
three main sections: context, technological background and collaboration/relationship.
• Section 1 is strongly related to the template schema of the GoF. It addresses the main
context of the pattern. The subsections are as follows: Name, Also Known as, Intent,
Description, Applicability, Participants and Collaboration.
• Section 2 is related to the technological background of the software methods and tech-
nologies examined. It consist of the following five subsections: Concept, Technical
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Aspect, Restrictions, Examples and Discussion. They describe how to implement tech-
nical aspects by the use of an overriding software method. The implementation should
be guided through source code fragments and implementation details.
• Section 3 is related to the coupling graph. It consists of the following three subsections:
Alternatives, Cooperation, and Linked to. They are used to model the coupling paths,
navigate within the coupling graph and describe more complex structural and behavioral
properties.
4.1.4 Solution Coupling Template
This kind of template can be found at the end of each coupling path. It includes a generic
description of a coupling model, which is defined by its coupling properties and the soft-
ware concepts used. The coupling properties are represented by technical coupling patterns,
whereas the software concepts used are described by the technological coupling patterns of
the coupling path. The template, shown in Figure 4.4 on page 53, is divided into the following
two main sections: context and coupling model.
• Section 1 is strongly related to the template schema of the GoF. It addresses the main
context of the pattern. The subsections are as follows: Name, Also Known as, Intent,
Description, Applicability, Participants and Collaboration.
• Section 2 is related to the coupling model. It consists of the following five subsections:
Coupling type, Properties, Methodology, Availability and Implementations. They take
the existing generic implementations into account and describe the technical feasibility
on the basis of the restrictions arising from the technical and technological coupling
patterns.
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4.1.5 Template Design
Template: Semantic Coupling Pattern 
Representation:
NameGraphical:
Section 2: Quality Assessment
● Strategies : describes the strategies for a qualitative assessment
Section 3: Collaboration/Relationship
● Alternatives : contains the patterns that deal with the same or a similar 
problem
contains the patterns that complement one another for 
describing more complex structural and behavioral properties
● Cooperation :
contains the link to the next pattern in the coupling graph, which 
has to be considered
● Linked to :
● Requirements : contains the necessary conditions and assumptions for applying 
the pattern 
● Challenges : contains the difficulties that can arise during application 
discusses the advantages and disadvantages, and gives 
recommendations and advice
● Discussion :
Section 1: Context
● Name : contains the name of the pattern
contains other well-known names● Also Known as :
● Description :
● Intent : contains a brief description of the goal
should contain the motivations, objectives, goals, and areas of 
application  
● Applicability : contains situations, in which it can be applied
contains the necessary components ● Participants :
● Collaboration : contains the interaction and interrelation between participants
Figure 4.1: Semantic Coupling Template.
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Template: Technical Coupling Pattern 
Section 1: Context
● Name : contains the name of the pattern
contains other well-known names● Also Known as :
● Description :
● Intent : contains a brief description of the goal
should contain the motivations, objectives, goals, and area of 
application  
● Applicability : contains the situations, in which it can be applied
contains the necessary components ● Participants :
● Category :
● Collaboration : contains the interaction and interrelation between participants
contains other variants based on the overriding principle● Variants :
contains the name of the overriding principle
● Restrictions : contains the limitations with respect to software aspects
discusses the advantages and disadvantages, and gives 
recommendations and advice
● Discussion :
Section 3: Collaboration/Relationship
● Alternatives : contains the patterns that deal with the same or a similar 
problem
contains the patterns that complement one another for 
describing more complex structural and behavioral properties
● Cooperation :
contains the link to the next pattern in the coupling graph, which 
has to be considered
● Linked to :
Section 2: Technical Background
Representation:
NameGraphical:
Figure 4.2: Technical Coupling Template.
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Template: Technological Coupling Pattern 
● Concept :
contains the technical aspect that has to be implemented● Tech. Aspect :
contains the name of the overriding software method
● Restrictions : contains the limitations with respect to the programming 
languages and operating systems supported
discusses the advantages and disadvantages, gives 
recommendations and advice
● Discussion :
contains the source code fragments and implementation details 
for specific programming languages
● Examples :
Section 2: Technological Background
Representation:
NameGraphical:
Section 1: Context
● Name : contains the name of the pattern
contains other well-known names● Also Known as :
● Description :
● Intent : contains a brief description of the goal
should contain the motivations, objectives, goals, and area of 
application  
● Applicability : contains the situations, in which it can be applied
contains the necessary components ● Participants :
● Collaboration : contains the interaction and interrelation between participants
Section 3: Collaboration/Relationship
● Alternatives : contains the patterns that deal with the same or a similar 
problem
contains the patterns that complement one another for 
describing more complex structural and behavioral properties
● Cooperation :
contains the link to the next pattern in the coupling graph, which 
has to be considered
● Linked to :
Figure 4.3: Technological Coupling Template.
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Template: Solution Coupling Pattern 
● Properties : contains a list of all the coupling properties used in order to 
distinguish the coupling models; the properties are defined by 
the technical patterns of the coupling path
Section 2: Coupling Model
● Methodology : contains a list of all the software concepts used, which are 
defined by the technological patterns of the coupling path
● Coupling type : contains the type of coupling and refers to the semantic pattern 
at the root of the coupling graph
● Availability : contains the framework conditions of the coupling model, which 
are defined by all of the restrictions of the technological and 
technical coupling patterns used
● Implementations : contains a list of the existing implementation, which includes the 
properties and methodologies used
Representation:
NameGraphical:
Section 1: Context
● Name : contains the name of the pattern
contains other well-known names● Also Known as :
● Description :
● Intent : contains a brief description of the goal
should contain the motivations, objectives, goals, and area of 
application  
● Applicability : contains the situations, in which it can be applied
contains the necessary components ● Participants :
● Collaboration : contains the interaction and interrelation between participants
Figure 4.4: Solution Coupling Template.
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4.2 Coupling Patterns
The coupling patterns are located in layer M2 of the meta architecture. They are created
according to the coupling pattern templates in layer M3 (section 4.1) and the specific type of
decision within the coupling graph, which is considered. Coupling decisions are important
in software development. They have to be taken into account when developing new coupling
strategies or selecting adequate coupling strategies from existing ones. This is exemplified by
two different types of coupling patterns: the Data Coupling and Client-Server pattern.
• The Data Coupling pattern (subsection 4.2.1) is an instance of the Semantic Coupling
Template (subsection 4.1.1). This kind of template covers all of the coupling patterns
within the coupling graph, which take the semantic aspects (subsection 3.1.5) into con-
sideration. The Data Coupling pattern is the root element of the coupling graph. It
contains the requirements and challenges for implementing data coupling between soft-
ware applications.
• The Client-Server Coupling pattern (subsection 4.2.2) is an instance of the Techno-
logical Coupling Template (subsection 4.1.3). This kind of template covers all of the
coupling patterns within the coupling graph, which take the technological aspects (sec-
tion 2.3) into consideration. The Client-Server Coupling pattern contains the concepts
and restrictions for enabling distributed collaboration.
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4.2.1 Data Coupling
Data Coupling
Section 1: Context
● Name : Data Coupling
Stamp Coupling, Data-structured Coupling● Also Known as :
● Description : Data coupling is widely used in software coupling. The output 
data of one application is used as the input data for the 
application to be coupled.  
<instance of> 
Semantic Coupling Pattern
Data mapping between different schemas.● Challanges :
● Intent : Software applications are coupled by data. Data can vary from 
simple parameters to complex data structures.
Use data coupling when the data included in one software 
application is needed as a requirement for solving a task in 
another one. 
● Applicability :
Both data formats (also known as schemas) must have a 
semantic overlapping                  .
● Requirements :
Software A, Software B, data to be exchanged● Participants :
- Software A writes the data to be exchanged in its own data        
  format       
- Sofware B reads the data and interprets the data according to   
  its own data format     
● Collaboration :
Software
A
Software
B
Output
InputData
S A∩S B≠∅
S A
S B
Software
A
Software
B
Output
InputData
S A S B
mAB : S A→ S B
S BS A S A∩Sb
1/3
Figure 4.5: Data Coupling Pattern – 1/3.
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Section 2: Quality Assessment
● Strategies : - Visual inspection: The data of software A have to be read by 
software B. Differences in the data are then detected optically.
- File comparison: The data of software A must be written into a 
file, which then has to be read by software B. Software B then 
has to write the data (without any changes) into a second file. 
Differences in the data are detected by comparing the data in 
both files. 
- Evaluated data/schema mapping: The schemas of software A 
and B have to be analyzed according to the overlapping data 
structures. The data structures found then have to be mapped 
from schema     to schema    . The mapping can be evaluated on 
the attribute level.
● Visual inspection can be done easily. However, it can only 
detect major problems, like missing or misrepresented entities. It 
can be used as a first step to assess data coupling roughly.
● File comparison instead can detect further minor changes on 
the data. It can be implemented quickly, but is limited to certain 
conditions: the exchange must occur via a common data format 
and the single objects must be identifiable.
● Evaluated schema mapping can also detect minor changes on 
the data. However, an implementation of the mapping and 
evaluation process is more time-consuming than the file 
comparison approach but not limited to a common data as well 
as on identifiable objects. I
● Discussion :
Software
A
Software
B
File
DIFF
File
Software
A
Software
BS A
m̄AB : S A→ S B
S B
S A S B
Data Coupling
<instance of> 
Semantic Coupling Pattern 2/3
Figure 4.6: Data Coupling Pattern – 2/3.
4.2 COUPLING PATTERNS 57
Representation:
Data
CouplingGraphical:
Section 3: Collaboration/Relationship
● Alternatives : Functional Coupling, Object Coupling
● Cooperation :
● Linked to : Online Coupling, Offline Coupling
Data Coupling
<instance of> 
Semantic Coupling Pattern 3/3
Figure 4.7: Data Coupling Pattern – 3/3.
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4.2.2 Client-Server Coupling
Client-Server
Section 1: Context
● Name : client-server
● Also Known as :
● Description : ● software applications, which share resources and services are 
called servers; a server commonly acts passive and waits for 
requests
● software applications, which request a server's resource or 
service are called clients; a client acts active and has to initiate 
the communication to the server
● the communication between server and clients is enabled 
mostly by a computer network
<instance of> 
Technological Coupling Pattern
dependability, performance, simultaneous requests, access 
privileges, data redundancy, etc.
● Challanges :
● Intent : the sharing of resources and/or services between locally 
distributed software applications and different address spaces
shareable services are e.g. email exchange, web and database 
access, simulations, calculations, etc.; shareable resources are 
e.g. data (files, documents, folders), printers, etc.
● Applicability :
network, communication media● Requirements :
server, clients, communication channel● Participants :
The server (A) provides resources and/or services which can be 
used by the clients (B-G) via client request. The result of the 
request is sent back to the clients as server response. The 
communication between server and client is commonly based  
on the degree of communication in computer networks:
● Collaboration :
1/3
B
G
C
A D
F E
B
G
C
A D
F E
B
G
C
A D
F E
B
G
C
A D
F E
Unicast Anycast Multicast Broadcast
client-server architecture, n-tier architecture (two-tier, three-tier)
Figure 4.8: Client-Server Coupling Pattern – 1/3.
4.2 COUPLING PATTERNS 59
Section 2: Technological Background
● Concept : network architecture 
Data Coupling
<instance of> 
Semantical Coupling Pattern 2/3
Client-Server
<instance of> 
T chnological Coupling Pattern
● Tech. Aspect : distributed coupled
● Restrictions : ● the implementation of client-server architectures is supported 
by the most programming languages and operating systems
● restrictions arise from the used communication protocol → see 
pattern: Socket based, RMI based, CORBA based
● Examples : state/activity diagrams:
sequence diagrams:
● a single-thread server interrupt the listening in order to process a client 
request; only one request can simultaneously be processed 
● a multi-thread server does not interrupt the listening in order to process a 
client request; multiple client requests can simultaneously be processed 
client1server client2
connect
user
request
connect
user
request
single-threading
client1server client2Serverprocess2
Server
process1
connect
user
request
response
connect
user
response
request
multi-threading
response
response
start
listening
stop
processing
user event
server client
start
connect
stop
user
request
receive
yes
no
Server
● waits for incoming requests (listening) 
● requests are performed (processing)
● results are delivered (responding)
Client
● user authentication (connecting) 
● demand for services (requesting)
● waits for server response (receiving)
Figure 4.9: Client-Server Coupling Pattern – 2/3.
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Representation:
Client
ServerGraphical:
Section 3: Collaboration/Relationship
● Alternatives : web services, multi-agent systems, peer-to-peer architectures
● Cooperation :
● Linked to : socket based, RMI based, CORBA based
Client-Server
<instance of> 
Technological Coupling Pattern 3/3
● Discussion : Advantages:
● centralization: access and resources are controlled by the server
● scalability: any component can be upgrade when needed
● flexibility: any new technology can be easily integrated
Disadvantages:
● dependability: operations cease, when the server goes down
● high network traffic can cause network congestion
Advice:
● implementation has to take simultaneous requests into account 
● access privileges of users has to be considered
class diagrams/source snippets:
Server
- port: integer
listening()
processing()
responding()
stop()
Client
- host: string
- port: integer
connecting()
Source Snippet: Java, Client, socket based
public void connecting() {
   String host = "localhost"; // server url
   int port = 19999; // server port
   try { // establishing socket connection
      InetAddress address = InetAddress.getByName(host);
      Socket connection = new Socket(address, port);
      BufferedOutputStream bos = new BufferedOutput
Stream(connection.getOutputStream());
      OutputStreamWriter osw = new OutputStream
Writer(bos, "US-ASCII");
      osw.write("here is my request");
      osw.flush();
   } catch (Exception f) { // error handling
      System.out.println("connection error" + f);
    }
}
requesting()
Figure 4.10: Client-Server Coupling Pattern – 3/3.
5 Coupling CAD/FEM
Within the research group, the various sub-tasks have to be examined with the aid of different
software applications. Since the tasks are closely intertwined, software coupling is a precon-
dition to be able to work cooperatively and process complex engineering tasks. However,
this is complicated due to heterogeneous software environments. In this chapter, the cou-
pling between CAD and FEM software is shown, with particular emphasis on the coupling of
CADEMIA and ANSYS in order to combine design and structural analyses.
• CADEMIA, a platform for geometry-oriented AEC applications [56], was chosen to
support the design process. It is programmed in Java and based on modular design prin-
ciples, which offer many possibilities for integrating other functionalities [72]. They
can be added through self-developed macros and mouse gestures based on the pro-
gram’s command line language, as well as on self-developed plugins. The plugin sys-
tem is recommended for integrating new functionalities dynamically at runtime without
limitations with regard to the existing functionality.
• ANSYS, a FEM-based engineering simulation software, was chosen to perform the
structural analyses. It is widely applied in domains, such as structural and fluid me-
chanics, acoustics and thermodynamics[11]. It is used in the majority of sub-projects
within the research group. The handling, automation and monitoring of the pre/post-
process is enabled via commands defined by APDL, its parametric definition language.
In addition, sequences of commands can be summarized to macros to perform specific
tasks, like geometrical modeling. Furthermore, macros can be nested, which enables
the creation of custom commands.
The benefit of linking CADEMIA and ANSYS is being able to combine design purposes with
structural analyses. At this stage, the planning process is highly iterative. Structural analyses
of an early building design may often lead to a new design, which also has to be analyzed
until the building design is finished. This inevitably leads to a great deal of communication
between the engineers and consequently between the software applications used. Hence, a
synchronous bidirectional online coupling is recommended for handling this iterative process.
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5.1 Coupling Strategy
The coupling strategy chosen is data coupling, as shown in Figure 5.1. The essential data that
comes up during the design process have to be exchanged to perform the structural analyses.
The results then have to be transferred back in order to evaluate the design that was created.
CADEMIA
<CAD>
ANSYS
<FEM>
geometry, loads, materials, ...
results of structural analyses
Figure 5.1: Data coupling of CADEMIA and ANSYS.
The information flow has to occur in both directions (bidirectional coupled) and in a chrono-
logical order (synchronous coupled). The chronological order can be achieved by synchronous
messaging where the software application waits for a message response before it continues
processing. Furthermore, they are running distributed on different computers (distributed
coupled). Hence, a client-server architecture is the proposed strategy to enable distributed
collaboration. Due to the fact that both software applications have been developed by different
programming languages, a socket-based communication is recommended. The corresponding
branch with respect to the coupling graph of section 3.2 is shown in Figure 5.2.
...
directly CORBAbased
Database
Centralized
Coupled
Web
Service
Multi-Agent
System
OODBMS RDBMS
... ... ...... ... ... ...
Offline
Coupled
Unidirectional
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File
Asynchronous
Coupled
indirectly
CADEMIA
ANSYS
Multidirectional
Coupled
RMI
based
...
Data
Coupling
Bidirectional
Coupled
Socket
based
Synchronous
Coupled
Online
Coupled
Client
Server
Distributed
Coupled
...
Figure 5.2: Coupling path for coupling CADEMIA and ANSYS.
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5.2 Implementation
Technical patterns of the proposed coupling strategy are online coupled, synchronous coupled,
bidirectional coupled and distributed coupled. The technological patterns arising from these
are client-server and socket-based. They include the following implementation proposals:
• CADEMIA has to act actively as a client application. External services provided by the
server application can be used via client requests. The results of performed services are
included in the server response.
• ANSYS has to act passively as a server application. It gets activated only by incoming
client requests, which are then processed. The request must contain all of the data
needed to perform the service. The results are returned to the client as a server response.
• Due to the different programming languages, it is recommended that communication
between the server and clients is done via sockets. The chronological order can be
achieved by synchronous messaging where the client waits for a server response before
it continues processing.
From a software engineering point of view, CADEMIA and ANSYS provide various ways of
integrating and extending additional functionalities.
• The recommended way of implementing the client is via a self-developed CADEMIA
plugin, which has to be implemented in Java.
• The recommended way of implementing the server is via a self-developed ANSYS
command, which has to be implemented in C.
The final strategy for coupling CADEMIA and ANSYS is shown in Figure 5.3. It takes the
different proposals arising from the technical patterns into account, as well as the capabilities
of software environments.
CADEMIA
Plug-In
client
<JAVA>
ANSYS
command
server
<C>
Socket
based
<TCP/IP>
request
response
Figure 5.3: Strategy for coupling CADEMIA and ANSYS.
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CADEMIA – Client PlugIn
The client plugin shown in Figure 5.4 has been structured into five packages. Three of them
are required by CADEMIA’s plugin system to extend new functionality, enable user interac-
tion and for visualization purposes. The actual implementation of the client is included in the
mdl and cnct packages, which are explained below:
• The mdl package contains a self-developed data schema on the basis of object-oriented
principles for managing FEM data. It is essential for modeling FEM aspects within
CADEMIA and allowing data exchange with ANSYS.
Poly
Model
Load
Single Uniform
MaterialType Boundary SolverMeshing
KeylineKeypoint IsoLineElement
• The cnct package contains components required for achieving network connectivity.
The core component, AnsysConnection, is implemented based on the socket-based pat-
tern. It includes methods for establishing connectivity and sending/receiving data.
Finally, the self-developed plugin allows classical design elements to be combined (supported
by CADEMIA) with structural analyses (performed by ANSYS).
CommandGUI Model
CmdInputDevice Component
CADEMIA
clientPlugIn
Add
Poly
< Cmd >
Add
Load
< Cmd >
... Poly< Component > ...
Load
< Component >
clientPlugIn.gui
clientPlugIn.cnct
clientPlugIn.mdl clientPlugIn.cmds clientPlugIn.cmps
... ...
Figure 5.4: The CADEMIA client plugin for linking ANSYS.
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ANSYS – Server Command
In order to perform a structural analysis within ANSYS, the following three global steps are
essential: the modeling step (which includes geometry, material and mesh generating), the
solution step (which includes loads and boundary conditions) and the evaluation and visual-
ization step. However, within the proposed coupling strategy, most of the steps are performed
externally by CADEMIA; only the meshing and structural analysis have to be performed by
ANSYS. In order to provide these functionalities, a server component has been developed,
which is based on the client-server and the socket-based pattern. It includes the following:
• Receiving external client data by listening on specific network ports
• Processing and analyzing incoming data via ANSYS
• Response results and closing the connection
The communication and interaction between the server component and ANSYS is enabled by
its API. The following two functions are of particular importance:
• The cAnsSendCommand function allows the server component to execute arbitrary
APDL commands within ANSYS at runtime. They are used for modeling geometry,
material, loads, etc. The integer value returned indicates whether an APDL command
has been executed or not.
i n t cAnsSendCommand ( c h a r ∗ strCmd )
• The cAnsGetValue function is equivalent to the *get APDL-command. It is used by the
server component for querying the results of the structural analyses performed, which
are essential for evaluating the building designs of clients. The integer value returned
indicates whether a query was successful or not.
i n t cAnsGetValue ( c h a r ∗ s t r G e t , d ou b l e ∗dbValue , c h a r ∗ s trMsg , i n t ∗ i n t T y p e )
After starting the server component through its defined command, ANSYS acts as a server
application. It listens on a defined network port for incoming client data as a basis for per-
forming the structural analyses. Finally, the results of the structural analyses are then returned
to the client. Due to the lack of multi-thread support, only one client can be connected at the
same time.
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5.3 Example of Use
An existing two-dimensional drawing of a two-story building design was imported into the
CADEMIA software as shown in Figure 5.5. During the planning process, it was examined
for stability with respect to the subsoil.
Figure 5.5: Two-story building design.
For this reason, the building design was extended and remodeled by the planning engi-
neer. This was done with the CADEMIA client plugin and its commands, which includes the
geometry of the subsoil and its material properties as shown in Figure 5.6.
Figure 5.6: Two-story building design with subsoil.
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In order to perform a stability analyses, the subsoil first has to be decomposed/meshed
into finite elements. However, this is not part of CADEMIA’s functionality, therefore it is
done externally by ANSYS. Hence, the geometry of the subsoil is transferred to ANSYS (via
a socket-based communication channel), which runs as a server application. The incoming
geometry data are then meshed as shown in Figure 5.7 (left) and the results of the meshing
are returned to CADEMIA as shown in Figure 5.7 (right).
Figure 5.7: The meshing by ANSYS (left) and the results in CADEMIA (right).
In the final step, the loads and boundary conditions have to be modeled by the planning
engineer. This occurs through the CADEMIA client plugin and its commands and includes
distributed loads for the foundation slab, strip foundations and boundary conditions for the
soil body. Based on this, ANSYS can perform a structural analysis as shown in Figure 5.8
(left). Finally, the results of the analysis are returned to CADEMIA as shown in Figure 5.8
(right), which can then be evaluated by the planning engineer.
Figure 5.8: The analysis by ANSYS (left) and the results in CADEMIA (right).

6 Evaluated Data Coupling
Data coupling (subsection 3.1.5) is a root element of the coupling graph and thus the basis for
a multitude of coupling strategies (section 3.2). However, perfect semantic interoperability
cannot be expected (subsection 2.3.1). For this reason, a generic assessment approach based
on schema mapping is introduced (section 6.1). It is exemplified by a typical coupling scenario
from civil engineering (section 6.2). The mathematical formulation (section 6.3) consists of
the schema mapping process and its assessment. Uncertainties within the schema mapping
process are considered (section 6.4). Finally, the quality of the data exchange and hence the
quality of the coupling can be expressed by a global value.
6.1 Solution Approach
The assessment approach depends on the participating schemas and their mappings. This is
exemplified in Figure 6.1. The participating data schemas are a, b and standard S:
a := {a1, a2, a3}; S := {s1, s2, s3, s4, s5, s6, s7, s8}; b := {b1, b2, b3}
The corresponding schema mappings used for the unidirectional exchange of data from a to b
via standard S are maS : a → S and mSb : S → b. Each mapping within maS and mSb must
be disjoint: maS = {maS1 ∪maS2 ∪maS3}; mSb = {mSb1 ∪mSb2 ∪mSb3}.
maS : a→S
Schema mapping
S
b
b3b2
b1 b4
s1
s 2
s 7
s6s8
maS 3:{a3}→{S 2, S5, S8} s3 s 4
s 5
maS 1:{a2}→∅
maS 2: {a1}→{S 7}
mSb : S →b
Schema mapping
mSb3 :{S 2, S5}→{b1}
mSb1 :{S 7}→∅
mSb2 :{S 8}→{b2,b4}
a
a1a2
a3
Figure 6.1: Mapping of data structures.
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• Data structure a2 ∈ a cannot be mapped to data schema S because there are no equiva-
lent data structures. Therefore, a2 is not exchangeable to S; and consequently it is also
not exchangeable to schema b.
• Data structure a1 ∈ a can be mapped via maS2 to data structure S7 ∈ S. However, S7
cannot be mapped to schema b because there are no equivalent data structures. There-
fore, a1 is not exchangeable to data schema b.
• Data structure a3 ∈ a can be mapped via maS3 to data structures {S2, S5, S8} ⊆ S and
via mSb2 and mSb3 to data structures in b. Therefore, a3 is exchangeable to schema b.
An assessment of data structure mapping can be done on the basis of the attributes of each
data structure. The resulting quality values (subsection 6.3.3) describe the quality level of
the mapping of the corresponding data structures. Their domain can be arbitrarily defined
either linguistically or numerically. Finally, the overall coupling quality for a given set of
exchangeable instances can be computed a priori.
6.2 Scenario
A typical scenario from civil engineering is used to illustrate the formalization process of
schema mapping (subsection 6.3.2) and the assessment process (subsection 6.3.3).
 
Figure 3: A typical coupling scenario from civil engineering 
4 Formalization 
4.1 Data structure coupling 
Two software applications are called data structure coupled if they exchange data via a common 
schema. However, during the planning process a lot of software applications with different schemas 
are to be coupled. In this context, set Q  contains all the schemas (Eq. 1) and set C  all the schema 
couplings (Eq. 2), and both of them are needed to solve the task. 
 }schemaais|{: qqQ =  (1) 
 }schemawithcoupledbetoisschema|),{(: baQQbaC ×∈=  (2) 
Data structure coupling can be implemented in two different ways. The point-to-point concept couples 
two schemas Qba ∈,  of two different applications directly. The respective schema coupling 
is Cba ∈),( . The exchangeable information is described by ba∩ . A coupling of m  applications in 
this way leads to a maximum number n  of schema couplings: 
 )1( −⋅= mmn  (3) 
The standardized implementation instead couples two schemas Qba ∈,  of two different applications 
indirectly via an additional schema Qs∈ , usually a standard schema. This is reflected in the schema 
s a´ b´ 
point-to-point standardised 
c´ 
unidirectional bidirectional A B C 
Figure 6.2: A typical coupling scenario from civil engineering.
Coupling scenario: In the early planning phase, architect A makes a preliminary design of
the building. Engineer B must then carry out a complex structural analysis. Thus, the existing
planning data have to be exchanged unidirectionally. Due to the complex structural analysis,
B has to collaborate w th a dditional engineer C. The data xchange is bidirecti al. Due
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to the numerous software applications on the market, different applications and schemas are
involved within the planning process. Engineers B and C finally agree on an exchange of
planning data through an additional standard s.
6.3 Formalism
6.3.1 Basics of Data Coupling
Two software applications are said to be data structure coupled if they exchange data via a
schema. During the planning process many software applications with different neutral or
proprietary schemas are to be coupled. In this context, set Q contains all the schemas (Eq.
6.1) and set C all the schema couplings (Eq. 6.2), both of which are needed to solve the task.
Q := {q|q is a schema} (6.1)
C := {(a, b) ∈ Q×Q| Schema a is to be coupled with schema b} (6.2)
Data structure coupling can be implemented in two different ways. The point-to-point concept
couples two schemas a, b ∈ Q of two different applications directly. The resulting schema
coupling is (a, b) ∈ C. The exchangeable information is described by a ∩ b. A coupling of m
applications in this way leads to n schema couplings, which is expressed as follows:
n = m · (m− 1) (6.3)
The standardized implementation instead couples two schemas a, b ∈ Q, of two different
applications indirectly via an additional schema s ∈ Q, usually a standard schema. This is
reflected in the schema couplings (a, s) ∈ C and (s, b) ∈ C. The exchangeable information
is described by a ∩ s ∩ b. The interrelation between the number of schema couplings n and
the number of coupled applications m is now linear:
n = 2 ·m (6.4)
In data structure coupling, a loss of data or meaning can hardly be avoided (subsection 2.3.1).
A misinterpretation of data and information can lead to numerous design errors within the
planning process. For this reason, adequate assessment strategies have to be developed. They
can be used by designers and engineers as a tool to estimate the reliability of data exchange.
The assessment strategy presented in this thesis is based on the evaluation of schema mapping.
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6.3.2 Schema Mapping
Schema mapping is used in applications that involve data sharing or data transformation.
It plays a central role in data exchange and data integration between heterogeneous software
applications. A schema consists of data structures to describe data. A coupling of two schemas
can be achieved through the mapping of their single data structures. Mapping templates are
shown in Figure 6.3. The deletion pattern is used if there is no equivalent data structure in
the target schema. The copy pattern is used if a single data structure in the source schema
corresponds to a single data structure in the target schema. The splitting pattern is used if
there are multiple data structures in the target schema. The combining pattern is used if more
than one data structure in the source schema relates to a single data structure in the target
schema. The multiple mapping pattern is used if more than one data structure in the source
schema corresponds to more than one data structure in the target schema.
couplings Csa ∈),(  and Cbs ∈),( . The exchangeable information is described by bsa ∩∩ . The 
interrelation between the number of schema couplings n  and the number of coupled applications m  
is now linear:   
 mn ⋅= 2  (4) 
In data structure coupling, a loss of data or meaning can hardly be avoided. For this reason, adequate 
assessment strategies have to be developed. One assessment strategy can be based on the evaluation 
of schema mapping. 
4.2 Schema mapping 
 A schema in general consists of data structur s to describe dat . One widespread modeling paradig  
in computer science is the object-oriented paradigm. In this context, classes are related to data 
structures and objects are related to particular instances of classes - which contains the data for a 
cert in state. A coupling of two schemas can be ach eved through the mapping of thei  data structures. 
Templates for the mapping are shown in Figure 4. 
 
Figure 4:  Mapping patterns according to Katranuschkov (2001). 
The deletion pattern is used if there is no equivalent data structure in the target schema. The copy 
pattern is used if a single data structure in the source schema is related to a single data structure in the 
target schema, whereas the splitting pattern is used if there is more than one data structure in the target 
schema. The combining pattern instead is used if more than one data structure in the source schema is 
related to a single data structure in the target schema. Finally, the multiple-mapping pattern is a 
combination of the previous patterns.   
 
multiple-mapping deletion copy splitting combining 
∅
 
Figure 6.3: Mapping patterns according to Katranuschkov [136].
A schema S is the set of essential data structures to describe and solve a given task:
S := {e|e is a data structure} ∈ Q (6.5)
The data structures inside of a schema can be interrelated to describe more complex facts.
These relationships can be formulated with the power set P (S). The power set P (S) of any
set S is the set of all subsets of S, including the empty set and S itself. The power set of S
contains |P (S)|= 2n elements, in which n is the number of elements in S.
P (S) : Power set of schema S ∈ Q (6.6)
Finally, the schema mapping of two schemas A and B can be achieved by an unevaluated
mapping mAB. It describes the mapping of elements a ∈ P (A) within schema A to the
corresponding elements b ∈ P (B) wihtin schema B, which is expressed as follows:
mAB : P (A)→ P (B) with A,B ∈ Q (6.7)
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Example: The mapping mAB of two schemas A and B is shown in Figure 6.4. The templates
used are copy (1), splitting (2), combining (3), deletion (4), and multiple mapping (5):
A:={a1,a2,a3}∈Q ; B:={b1,b2,b3}∈Q
mAB :={({a1} ,{b1}) ,({a2}, {b1 , b2}) ,... ,(∅ ,∅)}
P (A): {a1} {a2} {a3} {a1 , a2} {a1 , a3} {a2 , a3} {a1 , a2 , a3} ∅
P (B): {b1} {b2} {b3} {b1 , b2} {b1 , b3} {b2 , b3} {b1 ,b2 , b3} ∅
mAB :P (A)→ P (B) (1) (2) (3) (4) (5)
Figure 6.4: Exemplified schema mapping of schema A with schema B.
Application to the scenario example
The scenario example from section 6.2 contains four schemas and five schema couplings, i.e.,
five schema mappings have to be made to solve the given task:
Q = {a′, b′, c′, s}; C = {(a′, b′), (b′, s), (s, b′), (s, c′), (c′, s)}
The schema mapping is shown for the schema pair (c′, s) ∈ C. The schemas c′ and s consists
of the following data structures:
c′ =

c1 : myWall3D
c2 : myMaterial
c3 : myPoint3D
 s =
{
s1 : Wall2D
s2 : Point2D
}
The data structures shown in Figure 6.5 are defined by the following attributes: l, w and h are
the wall dimensions length, width and height; x, y and z are Cartesian coordinates; e and k are
material properties (Young’s modulus, heat conductivity coefficient).
   
 
3.3 Application to the scenario example 
The scenario example from chapter 2 contains four different schemas and five schema couplings, i.e. 
five schema mappings have to be done to solve the given task:  
 },,,{ scbaQ ′′′=  ;  )},(),,(),,(),,(),,{( sccsbssbbaC ′′′′′′=  
The schema mapping is shown exemplary for schema pair Csc ∈′ ),( . The schemas c′  and s contain 
the following data structures: 
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The data structures are defined by the following variables: l, w and h describe the wall dimensions 
length, width and height; x, y and z are Cartesian coordinates; e and k are material properties (Young's 
modulus, heat conductivity coefficient).   
 
                             
  
    
 
                      
Figure 4a. Data structures of schema c′                                  Figure 4b. Data structures of schema s   
As an example, the corresponding mapping patterns are shown in Figure 5. A wall c1:myWall3D as-
sociated with a position point c3:myPoint3D and a material property c2:myMaterial is represented by 
)(},,{ 321 cPccc ′∈ . The corresponding representation in schema s is )(},{ 21 sPss ∈  because the data structure s1:Wall2D already contains the material properties. Both representations are coupled by the 
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length, width and height; x, y and z are Cartesian coordinates; e and k are material properties (Young's 
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Figure 6.5: Data structures of schema c′ and s in UML notation.
74 EVALUATED DATA COUPLING
Example: The mapping mc′,s from schema c′ to schema s and the corresponding map-
ping patterns are shown in Figure 6.6. A wall (c1 : myWall3D) associated with a posi-
tion point (c3 : myPoint3D) and a material property (c2 : myMaterial) is represented by
{c1, c2, c3} ∈ P (c′). The corresponding representation in schema s is {s1, s2} ∈ P (s) since
the data structure s1 : Wall2D already includes the material properties. Both representations
are coupled by the multiple mapping pattern. Up to now, the mapping has not been evaluated.
A method for an a priori assessment of the data exchange is described in the next section.
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Figure 6.6: Schema mapping and mapping patterns for mc′,s.
6.3.3 Evaluated Schema Mapping
A set of quality values R is used to assess the data exchange. A quality value r ∈ R de-
scribes the quality of the mapping of two corresponding data structures. The domain can
be arbitrarily defined either linguistically or numerically. For now, R is the subset of real
numbers R in the interval ]0, 1]. A value of 1 means that there is no loss of information dur-
ing the exchange, whereas a value of less than 1 means that only a part of the information
is exchanged. Intermediate quality values are useful for describing the quality of mappings
between different mathematical representations (subsection 6.4.4). A value of 0 means a total
loss of information, which is represented by the deletion pattern.
R := {r ∈ R | 0 < r ≤ 1} (6.8)
The assessment of data exchange between two schemasA,B ∈ Q is achieved by the evaluated
schema mapping m¯AB. Each mapping (a, b) ∈ mA,B is associated with a value r ∈ R as
follows:
m¯AB : mAB → R (6.9)
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So far, the quality of data exchange is defined on the schema level. However, the quality for a
specific set of instances has to be computed on the instance level. The prerequisite for doing
this is that the data instances must be known. They are included in the set IA as follows:
IA := {i | i is a instance of a data structure e ∈ A ∈ Q} (6.10)
The relationships of instances i ∈ IA follow the relationships defined in the underlying schema
A ∈ Q exactly. Consequently, the relationship between an instance and its schema is:
type : P (IA)→ P (A) (6.11)
The overall exchange quality for a set of instances IA between schema A ∈ Q and B ∈ Q can
be computed via m¯AB, in which ntype(i) is the number of instances of a specific type i ∈ IA,
which is represented as follows:
Quality := f(m¯AB, IA) :=
∑
i∈P (IA)
∑
j∈P (B)
m¯AB(type(i), j)
ntype(i)
(6.12)
Application to the scenario example
The unevaluated schema mapping mc′,s of Figure 6.6 has to be extended to an evaluated
schema mapping m¯c′,s as shown in Figure 6.8. Therefore, each data structure mapping has to
be evaluated. This can only be achieved on their attributes as exemplified in Figure 6.7. The
attributes l, w of data structure c1 : myWall3D can be mapped directly to the corresponding
attributes l, w of data structure s1 : Walls2D without any loss of information. The attribute h
of data structure c1 : myWall3D can only be mapped to ∅ and leads to a loss of information.
data structure DWalls 2:1  directly, without any loss of information. The attribute h of data structure 
DmyWallc 3:1  can only be mapped to ∅ , this means an information loss. 
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               Figure 8a: Attribute mapping          Figure 8b: Evaluated attribute mapping 
 
The overall quality of mapping data structure DmyWallc 3:1  to DWalls 2:1  is: 
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The complete schema mapping functions s,cm ′ and cs,m ′  for an assessment of a data exchange from 
Qc ∈′  to Qs∈  are shown in Table 1.  
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Table 1: The needed schema mapping functions as matrices. 
Figure 6.7: Attribute and evaluated attribute mapping.
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The quality of a mapping of data structure c1 : myWall3D to s1 : Wall2D is:
Qc1,s1 =
m¯({lc1}, {ls1}) + m¯({wc1}, {ws1}) + m¯({hc1},∅s1)
1 + 1 + 1
=
1.0 + 1.0 + 0.0
3
≈ 0.7
The evaluated schema mappings m¯c′,s and m¯s,c′ to assess bidirectional data exchange are
shown in Figure 6.8. An exchange from schema c′ to schema s is lossy. The exchange from
schema s to schema c′ is lossless.
The overall quality of mapping data structure DmyWallc 3:1  to DWalls 2:1  is: 
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Qc ∈′  to Qs∈  are shown in Table 1.  
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Table 1: The needed schema mapping functions as matrices. 
For example, the mapping between {c1:myWall3D} and {s1:Wall2D} has a quality value of 0.7 
because the z coordinate cannot be exchanged. The mapping between {c1:myWall3D, c2:myMaterial} 
and {s1:Wall2D} has a quality of 1.0 because the material property is included in s1:Wall2D. On the 
other hand, the exchange from the 2D schema s to the 3D schema c´ takes place without any loss of 
information. It should be noted that the quality values are to be defined according to practical 
applications. This is exemplified for specific instance sets: 
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Figure 6.8: The evaluated schema mappings m¯c′,s and m¯s,c′ as matrices.
Finally, the overall quality for specific instance sets can be computed a priori. This is
exemplified by instance set Ic′ , which consists of four wall instances w1−4 interrelated with
two material instances m1−2 and four location point instances p1−4.
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cause the z coordinate cannot be exchanged. The mapping between {c1:myWall3D, c2:myMaterial} 
and {s1:Wall2D} has a quality of 1.0 because the material property is contained in s1:Wall2D. On the 
other hand, the exchang  from t e 2D schema s to the 3D schema c´ takes place without any loss of 
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and applications. This is exe plified for specific instanc  sets: 
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5 Conclusions 
Modern applications in civil engineering are based on the object-oriented paradigm. Here, principles 
like access rights and data encapsulation by methods ensure the consistency of the data models at run-
time. Unfortunately, these principles cannot be applied when offline applications are coupled by a 
data exchange. As a result, new methods to assess the quality of the data exchange are in the focus of 
research. This paper is a contribution towards this field of research. The proposed method is not fin-
ished yet. In the future it will be advanced to the attribute level, and the quality will be described via 
linguistic values according to fuzzy logic. Another goal is the assessment of operative models that 
consist of the methods applied to the model instance (Koch and Firmenich, 2009). Furthermore, a pro-
totypical tool to support the assessment process and to validate the data exchange is planned.  
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The overall quality Q can be computed as follows:
Qc′,s =
4 · m¯({c1}, {s1}) + 4 · m¯({c3}, {s2}) + 2 · m¯({c2},∅) + 4 · m¯({c1, c2, c3}, {s1, s2})
4 + 4 + 2 + 4
Qc′,s =
4 · 0.7 + 4 · 0.7 + 2 · 0.0 + 4 · 1.0
4 + 4 + 2 + 4
≈ 0.6857
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6.4 Uncertainties
A reconsideration of the scenario example shows that the assessment works well for these
specific simple scenario conditions. Equivalent model representations and data types with the
same precision are also used. The only differences are the reduced geometrical dimension and
the variety in the modeling of classes and their associations. In reality, the conditions are more
complex and numerous error sources exist. Those errors more or less influence the quality of
the mapping and consequently the quality of the data exchange.
6.4.1 Sources of Mapping Errors
Various error sources exist, which lower the quality of the mapping under certain conditions.
A widespread error class is the numerical error and the error of approximation. A subclass
of the numerical error is the rounding error, e.g., the conversion of floating point values to an
integer. Another error subclass arises through the conversion of mathematically exact repre-
sentations, e.g., of different wall geometry definitions as shown in Figure 6.9 (left). A subclass
of an error of approximation is the conversion of more or less conceptually similar data struc-
tures, but of a different representation. For example, surfaces can be described via faceted
models or by free-form models as shown in Figure 6.9 (middle). The approximation error
depends on the mesh quality of the faceted model, however, an error term cannot be avoided.
A non-geometrical approximation error is the conversion of different color representations as
shown in Figure 6.9 (right). A color can be represented by different color models, such as
RGB values, CMY/CMYK values or a web-safe color palette. The conversion of RGB values
to the web-safe color palette can lead to an approximation error.
A subclass of an error of approximation is the conversion of conceptually more or less similar data 
structures but of a different representation. For example, surfaces can be described via faceted models 
or by free-form models (Table 2, middle). The approximation error depends on how good the mesh of 
the faceted model is, but an err r term cannot be avoided. Another, non-geometri l, example is the 
conversion of different color representations (Table 2, right). A color can be represented by different 
color models, e.g. by RGB values, by CMY/CMYK values or by a web-safe color palette. The 
conv rsion of RGB values to the web-safe color palette can lead to an approximation error. 
 
 
  
Numerical error 
Error of approximation 
(geometrically) 
Error of approximation 
(non-geometrically) 
 
Table 2: Examples of geometrical and non geometrical errors 
How do the file comparison approach and the evaluated schema mapping approach consider sources 
of error? The file comparison approach operates on data. Therefore, numerical errors and errors of 
approximation can be detected and described accurately through single quality values. In contrast to 
this, the evaluated schema mapping approach operates on data structures. Within the mapping 
process, these error classes are also detectable but not describable by single values anymore. Instead 
of a single value, an interval [ ]maxmin , xx  has to be used. The lower bound describes the worst case, 
whereas the upper bound describes the best case of a certain mapping.  
6.2 Interval arithmetic 
Interval arithmetic is a used to insert bounds of errors into mathematical computations. It is suitable 
for a variety of purposes, e.g. to handle rounding errors in calculations or to consider uncertainties in 
the knowledge of exact values of physical and technical parameters. The classical arithmetic defines 
operations on numbers, whereas the interval arithmetic defines operations on an interval x :  
Figure 6.9: Examples of geometrical and non geometrical errors.
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How do file comparison and evaluated schema mapping consider sources of error? File
comparison operates on data. Errors can be accurately described by single quality values. In
contrast to this, evaluated schema mapping operates on data structures. Within the mapping
process, error classes are also detectable, however they can no longer be described by single
values. Instead of single values, intervals have to be used. The lower bound describes the
worst case of a certain mapping, whereas the upper bound describes the best case.
6.4.2 Interval Arithmetic
Interval arithmetic is used to insert bounds of errors into mathematical computations. It is
suitable for a variety of purposes, e.g., to handle rounding errors in calculations or to consider
uncertainties with respect to the exact values of physical and technical parameters. Classical
arithmetic defines operations on numbers, whereas interval arithmetic defines operations on
an interval x, which is expressed as follows:
[xmin, xmax] = {x ∈ R | xmin ≤ x ≤ xmax} (6.13)
Arithmetic operation ⊗ on two intervals x = [xmin, xmax] and y = [ymin, ymax] is defined as:
x⊗ y = [xmin, xmax]⊗ [ymin, ymax] = [min(P ),max(P )]
P = {xmin ⊗ ymin, xmin ⊗ ymax, xmax ⊗ ymin, xmax ⊗ ymax}
(6.14)
For a practical use of Eg. (6.14), the four basic arithmetic operations can be simplified:
• x+ y = [xmin + ymin, xmax + ymax]
• x− y = [xmin − ymax, xmax − ymin]
• x · y = [min(P ),max(P )], P = {xmin · ymin, xmin · ymax, xmax · ymin, xmax · ymax}
• x/y = [min(P ),max(P )], P = {xmin/ymin, xmin/ymax, xmax/ymin, xmax/ymax}
Finally, a single value r can be also defined as an interval as follows:
r ∈ R→ [r, r] (6.15)
In general, interval arithmetic enables the development of numerical methods, which yield
reliable results. The application to the evaluated schema mapping approach would allow
taking into account different sources of errors. Therefore, the use of interval arithmetic in the
assessment process is essential.
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6.4.3 Adaptation
To apply interval arithmetic, a redefinition of R – from single to interval values – is necessary,
Eg. (6.16). Each mapping in m¯ is now associated with the interval quality r ∈ R. The bounds
can be estimated, e.g., on basis of the experience or knowledge of an engineer or by error
estimation (subsection 6.4.4). In addition, the overall quality is also an interval. It contains
the worst (xmin) and best case (xmax) for an expected data transfer of a given set of instances.
R := {(xmin, xmax)] ∈ R× R | 0 < xmin ≤ 1 ∧ 0 < xmax ≤ 1 ∧ xmin ≤ xmax} (6.16)
User-Defined Quality Indicators
Moreover, schema mapping can be classified by the following two additional parameters 
and φ. The parameter  describes the variation in quality, which the user still finds acceptable.
It allows a classification of overall quality, according to the range [xmin, xmax]:
• If xmin = xmax, then the mapping is well defined (no uncertainties are included).
• If (xmax − xmin) ≤ , then the mapping is robust (the uncertainties are within the
acceptable variation in quality values).
• If (xmax − xmin) > , then the mapping is sensitive (the uncertainties are outside of the
acceptable variation in quality values).
The parameter φ describes the quality of the data exchange, which the user still finds accept-
able. It allows a categorization of the mapping according to the quality values:
• If xmax = 0, then the quality of the mapping is the worst case. The user is advised to
redesign the model or to change the software application.
• If xmax < φ, then the quality of the mapping is not acceptable to the user. The user is
advised to redesign the model or to change the software application.
• If xmin < φ∧ xmax > φ, then the quality of the mapping may be acceptable to the user.
The user is advised to use an a posteriori approach to compute the real quality.
• If xmin ≥ φ, then the quality of the mapping is acceptable to the user.
• If xmin = 1, then the quality of the mapping is the best case.
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6.4.4 Example
Problem statement: The mapping quality for prismatic and cylindric columns should be
estimated. Source system A uses a facet modeler and a free-form modeler to describe the
columns as accurately as possible. The modeler of system B can only handle faceted solids.
An exchange quality can be estimated based on the differences in their volumes (Figure 6.10).
The parameter φ  describes the quality of the data exchange, which is still acceptable by the user. This 
allows a categorization of the mapping according to the quality value. The following implications can 
be made:  
•   If 0max =x , then the quality of the mapping is the worst case. The user is advised to redesign 
the model or to change the software application.  
•   If φ<maxx , then the quality of the mapping is not acceptable by the user. The user is advised 
to redesign the model or to change the software application. 
•   If φφ >∧< maxmin xx , then the quality of the mapping is possibly acceptable by the user. 
The user is advised to use the a posteriori approach to compute the real quality. 
•   If φ≥minx , then the quality of the mapping is acceptable by the user. 
•   If 1min =x , then the quality of the mapping is the best case. 
6.4 Application to the scenario example 
In this section, the error of  exchanging  different types of columns from a source system A to a target 
system B should be estimated. The source system uses a facet modeler and a free-form modeler to 
describe the different types of columns (e.g. prism, cylinder) as accurate as possible. The modeler of 
system B can only handle faceted solids. 
                      
      Figure 10a: Rectangular column                                Figure 10b: Circular column Figure 6.10: Error estimation based on volume.
• The difference δV between the volume V1 of a column in the source system and the
volume V2 of the same column in the target system can by computed as:
δV = |V1 − V2|
• The absolute error  can by computed as the ratio of δV to V1:
 =
δV
V1
• Finally, the evaluated mapping quality m¯AcolBcol can be computed as:
m¯AcolBcol = 1− 
Application:
• In the case of an exchange of rectangular columns there is no difference in the volumes
δV = 0 as shown in Figure 6.10 (left). This results in  = 0 since both modelers
can handle faceted solids without a change in the representation of the column. The
evaluated mapping quality of rectangular columns from system A to system B is:
m¯ArectBrect = [1.0, 1.0]
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• In the case of an exchange of cylindrical columns there is a difference in the volumes
δV 6= 0 as shown in Figure 6.10 (right). The reason is that the modeler of the target
system cannot handle free-form solids; instead, it has to approximate the cylinder as an
n-prism. The mapping quality depends on the base n of the prism:
δV =
∣∣∣∣pi · r2 · h− n · r22 · sin360n · h
∣∣∣∣ = ∣∣∣∣pi − n2 · sin360n
∣∣∣∣ ,  = 1− ∣∣∣∣ n2 · sin360npi
∣∣∣∣
This results in the following mapping quality graph as shown below:
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Figure 6.11: Mapping quality of cylindrical columns as a function of n.
Example 1: The approximation of cylindrical columns in system A through n-prism
columns of system B – without any schema restrictions – would result in (n = 3) to
 = 0.587 in the worst case, and in (n =∞) to  = 0.0 in the best case. The evaluated
mapping of circular columns from system A to system B without restrictions is:
m¯AcircBprism = [0.413, 1.0]
Example 2: In practice, the approximation of cylindrical columns in system A through
n-prism columns of system B with a base of n = 3 is not common, and with a base of
n =∞ it is not realizable. Usually, schema restrictions exist for defining the lower and
upper limits of base n. The evaluated mapping of circular columns from system A to
system B, e.g., for n = 20 (lower limit) and n = 100 (upper limit) is:
m¯AcircBprism = [0.984, 0.99]

7 Adaptation to the OO Paradigm
One widespread modeling paradigm in computer science is the object-oriented paradigm. In
the context of the schema mapping approach (section 6.3), classes are related to data structures
and objects are related to particular instances of classes, which contain the data of a certain
state. The schema S and the instance set IA can now be written as follows:
S := {e|e is a class} ∈ Q
IA := {i | i is an object of a class e ∈ A ∈ Q}
7.1 Problem Statement
Classes inside a schema can be interrelate to describe more complex facts. These relationships
are included in the power set. The power set P (S) of any set S is the set of all subsets of S,
including the empty set and S itself. Mathematically, the power set contains |P (S)|= 2n
subsets, in which n is the number of elements in S. The number of subsets is doubled when
the number of elements increases by 1 (Figure 7.1).
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Figure 7.1: Number of subsets of P (S) depending on n.
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Unfortunately, data schemas generally contain a multiplicity of classes. In the construction
industry, the number of elements easily grow to hundreds of classes. The reasons for this are
the complexity of the tasks (architecture, engineering, construction, facilities management),
the multiple phases of the construction project life cycle, and the involvement of multidisci-
plinary teams and perspectives (owners, architects, consultants, engineers, etc.). The problem
statement is clarified in the following example:
IFC Schema: The IFC data schema intends to describe building and construction data. It is
widely used for Building Information Modeling (BIM). The IFC is defined in EXPRESS and
structured in a deep object-oriented inheritance model consisting of 759 entities (Vers.2x4).
From a mathematical point of view, the power set of the current IFC schema results in an
unmanageable number of entities, which is expressed as follows:
|P (IFC2x4)| = 2759 = 3.03 · 10228 (7.1)
7.2 Solution Approach
From a mathematical point of view, the power set contains all the possible class relations with
respect to the single classes of the schema. However, from a software engineering point of
view, the classes of a schema S are only in a relationship with the subset of classes T ⊆ P (S).
This is exemplified by the following simple scenario:
An object-oriented software application needs three classes A, B and C (Figure 7.2) to de-
scribe their data. This results in the following data schema: S = {A,B,C}.
A
B:Column
C
B
Figure 7.2: Class diagram of schema S in UML notation.
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• From a mathematical point of view, the power set is comprised of the empty set ∅, the
schema S itself and all the combinations of class relations. The maximum number of
entities is |P (S)| = 23 = 8:
P (S) = {∅, {A}, {B}, {C}, {A,B}, {A,C}, {B,C}, {A,B,C}}
• From a software engineering point of view, an analysis of schema S regarding the ex-
isting class relations shows that a class relation between classes A and C ({A,C}),
between classes B and C ({B,C}) and between classes A, B and C ({A,B,C}) does
not exist. All non-existing class relations of schema S are collected in the set P¯ (S):
P¯ (S) = {{A,C}, {B,C}, {A,B,C}} ⊆ P (S)
• Finally, the set difference of power set P (S) and P¯ (S) results in a new modified set
P (S)real, which contains only the real existing class relations of schema S:
P (S)real = P (S) \ P¯ (S) = {∅, {A}, {B}, {C}, {A,B}}
The removal of non-existing class relations becomes an essential aspect since high numbers
of class relations would result from large schemas, e.g., the IFC schema. The identification of
P¯ (S) via a schema analysis by taking into account the basic principles of the object-oriented
paradigm is discussed in the next section.
7.3 Schema Analysis
A relationship is a general term covering the specific types of logical connections found in
a class. The object-oriented paradigm provides different mechanisms for generating rela-
tionships between classes, such as general relations, instance and class-level relations, and
abstract data types. Each type has more or less influence on P¯ (S). The relationships between
classes are encoded in the schema itself. Decoding the relationships involved via a schema
analysis and an examination of the degree of influence are part of the next subsections. In
each subsection, a scenario is used to describe and analyze the relationship to be considered.
It starts with the simplest scenario, increases in complexity stepwise by adding other types of
relationships.
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7.3.1 General Relationship
A general relationship is the weakest form of relationship in the object-oriented paradigm. It
indicates that one class depends on another. Dependency exits if a class is the parameter or
local variable of a method that belongs another class. In UML, a general relationship between
two classesA andB is represented by a dashed line, the optional label «use» and an arrowhead
pointing towards the class used, as shown in Figure 7.3. The general relationship in Figure
7.3 can be translated as: class A uses class B at some point of time.
A:Wall B:Column
D:Material
C:Point
<<
us
e>
>
<<use>> <<
us
e>
>
<<use>>
Class A
<<use>>
Class B
Figure 7.3: General relationship between two classes.
Scenario: An object-oriented software application in the field of CAD has to deal with
different building elements (e.g., wall and column), which are linked with additional material
properties. Furthermore, a location point is needed to position the building elements. One
possible schema is shown in Figure 7.4:
A:Wall B:Column
D:Material
C:Point
<<
us
e>
>
<<use>> <<
us
e>
>
<<use>>
Figure 7.4: Class diagram of schema S.
Analysis: Building elements, material properties and the location point are described as
single pieces of information using single classes (Figure 7.4). This leads to a schema S
consisting of the following four classes: A:Wall, B:Column, C:Point and D:Material.
S = {A,B,C,D}
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Complex facts are encoded in the schema itself as multiple combinations of single classes
implemented via general relationships.
As an example, the aspect that building elements can be linked with a material is included
in the class combinations {A,D} and {B,D}. The aspect that building elements can be
linked with a location point is included in {A,C} and {B,C}. In addition, building elements
can also be linked with both a material and location point. This is reflected in {A,C,D}
and {B,C,D}. Mathematically, all these aspects are described in the power set P (S) of the
schema S. The number of entities is |P (S)| = 24 = 16:
P (S) = {∅, {A}, {B}, {C}, {D},{A,B}, {A,C}, {A,D}, {B,C}, {B,D},
{C,D}, {A,B,C},{A,B,D}, {A,C,D}, {B,C,D}, {A,B,C,D}}
However, from a software engineering point of view, the classes of a schema are only related
to a subset of classes. An analysis of schema S according to general relationships shows that
some entities within the power set cannot be reflected by the schema.
As an example, the classes A and B, as well as the classes C and D, are not in a rela-
tionship with each other. In this case, the entities {A,B} and {C,D} will never be activated
during the mapping and evaluation process, therefore, they can be removed from the original
power set. The complete set P¯ (S) of removable entities after schema analysis is
∣∣P¯ (S)∣∣ = 5:
P¯ (S) = {{A,B}, {C,D}, {A,B,C}, {A,B,D}, {A,B,C,D}}
Finally, the set difference P (S) \ P¯ (S) results in the new set P (S)real, which contains only
the real existing classes and the class relations of schema S:
P (S)real = {∅, {A}, {B}, {C}, {D}, {A,C}, {A,D}, {B,C}, {B,D}, {A,C,D}, {B,C,D}}
Conclusion: The scenario shows that the number of entities to be examined can be reduced by
analyzing the general relationships between the classes of a schema. In this case, the number
of entities of the original power set P (S) is reduced by more than 30 %.
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7.3.2 Instance-Level Relationships
Instance-level relationships are relationships among objects. They are usually diagrammed
as a line and connected to a class at each end, as shown in Figure 7.5. In addition, they can
be labeled as follows: “has a“, “needs a“, and “owns a“. The ends of the line can also be
marked with additional properties, such as role names, ownership indicators, multiplicity and
visibility. Higher order types are aggregation and composition (Figure 7.6 and 7.7).
A:Wall B:Column
D:Material
C:Point
p: Point
m: Material
p: Point
m: Material
x,y,z:double
e,k:double
Class A Class B
Class A Class B
Class A association Class B
role A role B
multi. A multi. B
has a
owns a
Figure 7.5: Association between two classes.
Aggregation is a part-whole or part-of relationship. It occurs when a class is a container or
a collection of other classes. The dependency between the container class and the contained
classes is weak, which means that if the container is destroyed, its contents are not. In this
case, the link between the aggregated classes is optional and unimportant for the life cycle. It
is represented as a hollow diamond shape, which is attached to the class to be contained. The
aggregation in Figure 7.6 can be translated as: class A has a class B.
A:Wall B:Column
D:Material
C:Point
p: Point
m: Materia
p: Point
m: Material
x,y,z:double
e,k:double
Class A Class B
Class A Class B
Class A association Class B
role A role B
multi. A multi. B
has a
owns aFigure 7.6: Aggregation between two classes.
Composition is more specific than aggregation. The dependencies between the container
class and the contained classes are strong, which means that if the container is destroyed,
each instance contained in it is destroyed as well. The link between the composed classes is
required and important for the life cycle. It is represented as a filled diamond shape, which
is attached to the class to be contained. The composition in Figure 7.7 can be translated as:
class A owns a class B.
A:Wall B:Column
D:Material
C:Point
p: Point
m: Material
p: Point
m: Material
x,y,z:double
e,k:double
Class A Class B
Class A Class B
Class A association Class B
role A role B
multi. A multi. B
has a
owns a
Figure 7.7: Composition between two classes.
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Scenario: The scenario from subsection 7.3.1 (Figure 7.4 on page 86) is reused without any
changes to the classes or their relationships. The existing general relationships are analyzed
according to instance level relationships. The new class design is shown in Figure 7.8 below:
A:Wall B:Column
D:Material
C:Point
p: Point
m: Material
p: Point
m: Material
x,y,z:double
e,k:double
Figure 7.8: Schema S according to instance-level relationships.
• The material properties within the software system should be able to be removed with-
out any influence on the life cycle of building elements and vice versa. Therefore, the
relationship between the building elements and the material is weak and optional; the
general relationships between classes A and D, as well as between classes B and D
are replaced by an aggregation.
• A removal of building elements within the system results directly in the removal of the
assigned location point and vice versa. The life cycle is influenced by both. The rela-
tionship between the building elements and the location point is strong and required;
the existing general relationships between classes A and C, as well as between classes
B and C are replaced by a composition.
Analysis: The scenario is reused without any changes to the classes. Thus, there are no
changes on schema S = {A,B,C,D} and hence no changes to P (S):
P (S) = {∅, {A}, {B}, {C}, {D},{A,B}, {A,C}, {A,D}, {B,C}, {B,D},
{C,D}, {A,B,C},{A,B,D}, {A,C,D}, {B,C,D}, {A,B,C,D}}
Moreover, complex facts are also encoded in the schema itself as a multiple combination of
single classes, which are now implemented via aggregation and composition.
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• The aspect that a building element can be linked with a material {A,D}, {B,D} is now
described through an optional link via aggregation. Therefore, the life cycle of building
elements and materials is independent of both. It follows then that building elements
{A}, {B} and material {D} can also be within the software system as single pieces of
information.
• In contrast, the aspect that a building element can be linked with a location point
{A,C}, {B,C} is now described through a required link via composition. Therefore,
a building element needs a location point as the information required for it to exist and
vice versa. The life cycle of building elements and the location point is dependent on
both. As a result, the building elements {A}, {B} and the location point {C} cannot
exist separately, hence they are added to P¯ (S).
• Furthermore, all the entities in P (S) that comprise the building element A or B are
invalid, however but not the required location point. The invalid elements have to be
added to P¯ (S).
It should be noted that from a local point of view, an analysis of aggregation and composition
may result in conflicts between the two, which is explained in the following example: an
analysis of aggregation leads to the allowed entities: {A}, {B}, {D}, {A,D} and {B,D}.
However, the composition does not allow the entities {A}, {B}, {A,D} and {B,D}. This
conflict can be resolved by taking into account the fact that the effect of composition is stronger
than the effect of aggregation. The set P¯ (S) after a schema analysis is
∣∣P¯ (S)∣∣ = 10:
P¯ (S) = {{A}, {B}, {C}, {A,B}, {A,D}, {B,D}, {C,D},
{A,B,C}, {A,B,D}, {A,B,C,D}}
Finally, the set difference P (S) \ P¯ (S) results in |P (S)real| = 6 entities:
P (S)real = {∅, {D}, {A,C}, {B,C}, {A,C,D}, {B,C,D}}
Conclusion: The use of strong associations between classes has a significant influence on the
number of entities in P¯ (S). This is caused by the fact that single classes are not permitted and
that only specific class combinations are possible. The scenario showed that the number of
entities to be examined can be drastically reduced by analyzing the instance-level relationships
between the classes of a schema. In this case, the number of entities of the original power set
P (S) is reduced by over 60 %.
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7.3.3 Class-Level Relationships
Class-level relationships are relationships among classes. One specific type is the generaliza-
tion known as inheritance, in which one class (child or subclass) is based on another (parent
or superclass). It is commonly used to capture properties (attributes, operations and relation-
ships) in a parent class for further reuse in all of the associated child classes. Generalization is
implemented via an inheritance of properties from the parent to all of the children. Inheritance
refers to the ability of one class (child) to inherit the identical functionality of another class
(parent), and then add new functionality to its own. The child defines only the properties that
are distinct from the parent. In the UML, generalization relationships do not have a name.
They are diagrammed as a solid line with a hollow arrowhead that points from the child class
to the parent class. In Figure 7.9, the generalization relationship between the parent class A
and the associated child classes B and C, is shown. The aggregation defined between class A
and class D will be inherited to all the child classes B and C. Thus, the classes B and C are
also linked with class D by an aggregation. The generalization can be translated as: class B
is a specific class A and class C is a specific class A.
A:Wall
B:Column
D:Material
C:Point
e,k:double
E:Element
p: Point
m: Material
B:Column
x,y,z:double
Class B
Class A
Class C
Class D
attr1: Class D
attr2: type attr3: type
Figure 7.9: Generalization between one superclass A and two subclasses B,C.
Scenario: From a software engineering point of view, the scenario from subsection 7.3.2
(Figure 7.8 on page 89) is modified a little in order to examine the influence of class-level
relationships on P¯ (S).
• Class A (which represents a Wall) and class B (which represents a Column) are seman-
tically similar. Both classes can be classified as a specific building element. From a
software engineering point of view, the use of generalization within the scenario is rec-
ommended. Therefore, a new class E (Element) is inserted into schema S in order to
describe a general building element.
92 ADAPTATION TO THE OO PARADIGM
• ClassesA andB are linked to classE via a class-level relationship (generalization). For
now, E acts as the parent for all specific building elements within the software system.
Therefore, the properties that all children have in common can be moved to the parent.
• An examination of the existing child properties leads to the result that A and B are
linked to D via aggregation and to C via composition. Thus, these relationships are in
common and can be moved from the child classes A and B to the parent class E. The
information that a wall and a column is linked to a material and to a location point is
now included in the parent class E, but it is also inherited by all children.
A:Wall
B:Column
D:Material
C:Point
e,k:double
E:Element
p: Point
m: Material
B:Column
x,y,z:double
Figure 7.10: Class diagram of schema S in UML notation.
Analysis: The scenario was modified a little by inserting a new class E. Thus, the schema S
now contains 5 entities:
S = {A,B,C,D,E}
However, the number of combinations in P (S) is directly influenced by the number of classes
in schema S. In this case, the number is doubled |P (S)| = 25 = 32:
P (S) = {∅, {A}, {B}, {C}, {D}, {E}, {A,B}, {A,C}, {A,D}, {A,E}, {B,C},
{B,D}, {B,E}, {C,D}, {C,E}, {D,E}, {A,B,C}, {A,B,D}, {A,B,E},
{A,C,D}, {A,C,E}, {A,D,E}, {B,C,D}, {B,C,E}, {C,D,E},
{B,D,E}, {A,B,C,D}, {A,B,C,E}, {A,B,D,E},
{A,C,D,E}, {B,C,D,E}, {A,B,C,D,E}}
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The complex aspects now are described via instance-level relationships (aggregation and com-
position) and class-level relationships (generalization).
• The aspect that a building element E can be linked with a location point C is described
by composition. Therefore, the entities {E} and {C} cannot exist separately. They
are added to P¯ (S). In addition, E is the parent class of A and B and thus they inherit
these compositions as well. Consequently, the entities {A} and {B} also cannot exist
separately and have been added to P¯ (S).
• Furthermore, all the entities in P (S), which comprise A, B or E, but not the required
location point C, are also added to P¯ (S).
• Generalization relationships are also reflected within P (S). The generalization of a
wall A and a column B with respect to the general building element E are represented
by the combinations {A,E} and {B,E}. However, from a software engineering point
of view, these are not permitted. Instances of A, B and E can only be created as single
objects. Therefore, all the entities, which comprise such generalization relationships
have to be added to P¯ (S) as well.
The complete set P¯ (S) of entities that can be removed after schema analysis is
∣∣P¯ (S)∣∣ = 24:
P¯ (S) = {{A}, {B}, {C}, {E}, {A,B}, {A,D}, {A,E}, {B,D}, {B,E}, {C,D}, {D,E},
{A,B,C}, {A,B,D}, {A,B,E}, {A,C,E}, {A,D,E}, {B,C,E},
{B,D,E}, {A,B,C,D}, {A,B,C,E}, {A,B,D,E},
{A,C,D,E}, {B,C,D,E}, {A,B,C,D,E}}
Finally, the set difference P (S) \ P¯ (S) results in |P (S)real| = 8 entities:
P (S)real = {∅, {D}, {E,C}, {A,C}, {B,C}, {E,C,D}, {A,C,D}, {B,C,D}}
Conclusion: The use of generalization within the scenario primarily increases the number
of classes in S and consequently also increases the number of combinations in P (S). Fortu-
nately, generalization relationships and all the combinations, which comprise generalization
relationships can be removed from P (S). Therefore, in this scenario the number of entities to
be examined can be reduced by more than 75 %.
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7.3.4 Abstract Data Types
Abstract data types1 are purely theoretical entities. They are used to classify data structures
and/or to simplify the implementation of abstract algorithms. The creation of instances of
an abstract data type is not permitted, therefore it is not supported by most object-oriented
programming languages. The content and behavior of an abstract class within a software
system can only be used by a non-abstract class, which is based on the abstract class. This can
be achieved through generalization relationships. Consequently, generalization relationships
and abstract classes are strongly interrelated in the object-oriented paradigm. The parent class
is the most appropriate for being used as an abstract class. In the UML, an abstract class is
flagged by the additional label ”abstract” below the class name as shown in Figure 7.11.
A:Wall
B:Column
D:Material
C:Point
e,k:double
 E:Element
p: Point
m: Ma eri
B:Column
x,y,z:double
{abstract}
Class B Class C
Class A
{abstract}
Figure 7.11: Composition between two classes.
Scenario: From a software engineering point of view, the scenario from subsection 7.3.3
(Figure 7.10 on page 92) is modified according to abstract classes.
• Abstract classes are theoretical entities, which are mostly used for conceptual reasons.
They are strongly interrelated with the aspect of generalization. For this reason, their
use requires the existence of generalization relationships between classes. In addition,
the parent class is the most appropriate class for being flagged as abstract. An analysis
of the scenario leads to the fact that only classE fulfills all the requirements. Therefore,
the general parent class E is flagged as an abstract class (Figure 7.12).
1Realized as abstract classes in the object-oriented paradigm.
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A:Wall
B:Column
D:Material
C:Point
e,k:double
 E:Element
p: Point
m: Material
B:Column
x,y,z:double
{abstract}
Class B Class C
Class A
{abstract}
Figure 7.12: Class diagram of schema S in UML notation.
Analysis: The scenario is marginally modified by changing classE to an abstract class. There-
fore, the classes in schema S, as well as the entities of P (S), are identical to the scenario in
subsection 7.3.3. Complex aspects are now described via instance-level and class-level rela-
tionships, as well as by abstract classes.
• The result P¯ (S) of removable combinations with respect to instance-level and class-
level relationships is identical to the result presented in subsection 7.3.3.
• Additionally, abstract classes cannot be utilized as a template for objects, therefore they
are not available as a piece of information within the software system. Therefore, each
combination in P (S), which comprises the abstract class E has to be added to P¯ (S).
The complete set P¯ (S) of entities that can be removed after a schema analysis is
∣∣P¯ (S)∣∣ = 26:
P¯ (S) = {{A}, {B}, {C}, {E}, {A,B}, {A,D}, {A,E}, {B,D}, {B,E}, {C,D}, {D,E},
{E,C}, {A,B,C}, {A,B,D}, {A,B,E}, {A,C,E}, {A,D,E}, {B,C,E},
{B,D,E}, {E,C,D}, {A,B,C,D}, {A,B,C,E}, {A,B,D,E},
{A,C,D,E}, {B,C,D,E}, {A,B,C,D,E}}
Finally, the set difference P (S)\ P¯ (S) results in |P (S)real| = 6 entities and is identical to the
result in subsection 7.3.2:
P (S)real = {∅, {D}, {A,C}, {B,C}, {A,C,D}, {B,C,D}}
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Conclusion: Abstract classes cannot be utilized as pieces of information and can also be
removed from schema S before starting a schema analysis. As a result, the entities to be ex-
amined, which are collected in P (S)real, are identical to the entities of subsection 7.3.2. For
every abstract class within S, the number of entities in P (S) is halved.
Please note: Abstract classes can also be used with respect to instance-level relationships
as exemplified in Figure 7.13. Therefore, the correlation between associations and abstract
classes must be taken into account. As an example, a class F has been introduced in order
to describe a building consisting of several building elements E. Consequently, the classes F
and E are interrelated by association. This is reflected by the combinations {F,E} ∈ P (S).
However, class E is flagged as abstract and can be removed from schema S, however com-
bination {F,E} first has to be resolved. This resolving can only occur on the basis of its
children. The parent E has to be replaced by its children, A and B. This is reflected in P (S)
by the combinations {F,A} and {F,B}.
A:Wall
 E:Element
p: Point
m: Material
B:Column
{abstract}
Class B Class C
Class A
{abstract}
F:Building
p: Element[]
Figure 7.13: Association of an abstract class.
7.4 Conclusion
Classes can be interrelated to describe more complex facts. These relationships are included
in the power set P (S). Mathematically, the power set contains 2n subsets, in which n is
the number of elements in S. Unfortunately, data schemas, in general, contain a multiplicity
of classes and thus the power set results in an unmanageable number of entities. From an
software engineering point of view, the classes of a schema are only in relation to a subset
of classes. Therefore, performing a schema analysis is an essential factor in the proposed
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schema mapping approach. It can be shown that the number of entities to be examined in
the mapping and evaluation process can be drastically reduced. The influence of the different
types of relationships is summarized below:
 
 
 
 
 Influence on 
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Dependency No Low Low 
Instance-level    
Aggregation (optional) No Low Low 
Composition (required) No High Low-High 
Class-level    
Generalization Increased High High 
Abstract Classes Decreased Low High 
Figure 7.14: The influence of relationships with respect to schema analysis.
• From a local point of view, a schema analysis can be conducted stepwise according
to the different types of relationships. Each analysis results in its own set P¯i(S) of
removable entities and consequently in a different Pi(S)real set.
• From a global point of view, the set P (S)real can be computed as the difference of the
original P (S) and the sum of all sets P¯i(S) of removable entities:
P (S)real = P (S) \
(
P¯1(S) ∩ P¯2(S) ∩ ... ∩ P¯i(S)
)
= P (S) \
(⋂
i
P¯i(S)
)
(7.2)

8 Quality Assessment
The proposed approach for assessing data exchange has been applied to the multi-story frame
structure shown in Figure 8.1. It is one of the three reference objects dealt with in the research
group. The frame structure is suitable for examining essential problems, such as bracing
systems, soil-structure interaction and the impact of earthquakes [3]. Therefore, it has been
adopted within various of the subprojects of the research group. Because of the different tasks,
the frame structure has to be modeled at various levels of detail, regarding geometry, material,
masonry infill, kinematics, soil-structure interaction, etc. The elements of the frame structure
have been classified into primary and secondary elements.
• Primary elements are basic elements, like beams and columns. They are an inherent
part of the modeling of the frame structure.
• Secondary elements are additional elements, like braces, panels, foundation, soil, bear-
ing, loads, and material. They play an optional part in modeling the frame structure.
Their use is dependent on the task to be examined.
Figure 8.1: The multi-story frame structure with braces (left) and panels (right).
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8.1 Coupling Scenario
Within the research group, the frame structure has been adopted in order to investigate certain
sub-problems with the aid of various software applications.
• ANSYS, which is a FEM-based engineering simulation software, has been used for de-
veloping an evaluation method for the prognosis quality of complex engineering mod-
els. In addition, it has been used for static linear calculations in the context of adaptive
structural design considering soil-structure interaction.
• SAP2000, which is another FEM-based engineering simulation software, has been used
in order to perform dynamic non-linear calculations in the context of adaptive structural
design considering soil-structure interaction.
• Additional software applications with different domains, such as CADEMIA (engineer-
ing application), SLANG (stochastic modeling), PLAXIS (geotechnical analysis) or
SYSWELD (welding simulation), which have already been used within the research
group, may also be linked to the coupling scenario.
Due to the various software applications involved, a centralized approach is suggested in order
to enable collaboration and systems integration. In addition, the Industry Foundation Classes
that have been developed to describe building and construction industry data were chosen for
the central building data model, which results in the following coupling scenario:
IFCANSYS CADEMIA
SLANGSAP2000
SYSWELDPLAXIS
S ANSYS
S SAP
S PLAXIS
SCADEMIA
S SLANG
S SYSWELD
Figure 8.2: Centralized coupling scenario.
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The suggested coupling scenario consists of the following seven participating schemas:
Q = {IFC, SANSY S, SSAP , SSLANG, SCADEMIA, SSY SWELD, SPLAXIS}
and the following twelve schema couplings, i.e. twelve schema analyses and mappings have
to be made:
C = {(IFC, SANSY S), (SANSY S, IFC), (IFC, SSAP ), (SSAP , IFC), (IFC, SSLANG),
(SSLANG, IFC), (IFC, SCADEMIA), (SCADEMIA, IFC), (IFC, SSY SWELD),
(SSY SWELD, IFC), (IFC, SPLAXIS), (SPLAXIS, IFC)}
Schema analysis and schema mapping within each schema coupling are important for assess-
ing the quality of data exchange and meeting the requirements for collaboration and systems
integration.
The proposed approach for assessing the quality of data exchange has been applied for schema
coupling, as exemplified by (IFC, SANSY S) ∈ C.
8.2 Schema Coupling: (IFC,SANSYS) ∈ C
Schema coupling (IFC, SANSY S) ∈ C includes two different schemas, the IFC schema and
the ANSYS schema. Linking both schemas successfully would allow ANSYS to access com-
monly shared building data, for example, in order to enable linear calculations for adaptive
structural design considering soil structure interaction.
However, mapping both schemas is a challenge since they follow different paradigms in defin-
ing data structures. The IFC schema is a set of neutral object-oriented entities structured in
a deep inheritance graph, whereas the ANSYS schema is a set of commands forming a pro-
prietary scripting/macro language. The schema mapping will be achieved through a mapping
between IFC entity data types and ANSYS macros/commands.
The different data types and logical connections, which were defined by the schemas involved
have to be known in order to carry out the schema analyses. For this reason, the IFC and
ANSYS schema are briefly introduced.
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8.2.1 IFC Data Schema
The IFC data schema is a set of neutral, object-oriented product data model specifications.
They are structured in a deep inheritance graph and are intended to describe and exchange
three-dimensional building and construction data in the Architecture, Engineering, Construc-
tion/Facilities Management industry (AEC/FM). The IFC schema is defined in EXPRESS,
which is a data modeling language for product data based on ISO 10303-11. Various data
types are defined within its schema, which are explained below:
• Simple data types are String, Binary, Logical, Boolean, Number, Integer and Real. They
are used to specify the data type of an attribute within more complex types.
• Defined data types can be identified by using the keyword TYPE. It is used to define
other types, e.g., to define a data type, which represents a geometrical dimension greater
than zero and less than or equal to three.
TYPE IfcDimensionCount = INTEGER;
WHERE
WR1 : { 0 < SELF <= 3 };
END_TYPE;
• Enumeration data types that are a special type of defined data type can be identified by
using the keyword ENUMERATION OF. They contain simple strings as values.
TYPE IfcProfileTypeEnum = ENUMERATION OF
(CURVE, AREA);
END_TYPE;
• Select data types that are also a special type of defined data type can be identified by
using the keyword SELECT. They are used to define choices or alternatives between
different options and can consist of defined types, as well as entity types.
TYPE IfcAxis2Placement = SELECT
(IfcAxis2Placement2D, IfcAxis2Placement3D);
END_TYPE;
• Entity data types that are similar to classes in the object-oriented software paradigm
can be identified by using the keyword ENTITY. They can be related to an inheritance
tree as either a subtype/supertype, or by attributes. Subtype entities can be identified
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by using the keyword SUBTYPE, whereas supertype entities can be identified by using
the keyword SUPERTYPE. In addition, entity data types can be marked as an abstract
data type by the keyword ABSTRACT in order to ensure that an instance cannot be
constructed. Furthermore, if they are related by attributes, then they are required, except
when they are marked by the keyword "OPTIONAL".
ENTITY IfcStructuralAction
ABSTRACT SUPERTYPE OF (ONEOF
(IfcStructuralLinearAction
,IfcStructuralPlanarAction
,IfcStructuralPointAction))
SUBTYPE OF (IfcStructuralActivity);
DestabilizingLoad : BOOLEAN;
CausedBy : OPTIONAL IfcStructuralReaction;
END_ENTITY;
• Aggregation data types can be identified by using the keywords LIST, ARRAY, SET,
BAG. They may consist of any other data types. In the case of a list/array, the members
are stored in a specific order, whereas set/bag are stored in a non-specific order.
ENTITY IfcVirtualGridIntersection;
IntersectingAxes : LIST [2:2] OF UNIQUE IfcGridAxis;
OffsetDistances : LIST [2:3] OF IfcLengthMeasure;
END_ENTITY;
In addition to the defined data types, EXPRESS supports the specialization of defined data
types, as well as entity data types. This is achieved by constraints, which can be defined
through the keyword WHERE. Constraints must be fulfilled, otherwise the generated instance
is not valid according to the EXPRESS schema. For example, to generate an IfcLine in a
consistent manner, the dimension of the location point and the direction vector must be equal.
ENTITY IfcLine
SUBTYPE OF (IfcCurve);
Pnt : IfcCartesianPoint;
Dir : IfcVector;
WHERE
WR1 : Dir.Dim = Pnt.Dim;
END_ENTITY;
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8.2.2 APDL Script Schema
The simulation software ANSYS is widely applied in domains, such as structural mechan-
ics, fluid mechanics, thermodynamics, acoustics, piezoelectricity, and electromagnetism. It
is used in order to perform various types of analyses, such as modal analysis, stress analy-
sis, thermal and fluid analysis, and coupled field analysis. The modeling and evaluation of
engineering problems, including the handling of pre/post-processes is achieved by its Ansys
Parametric Design Language (APDL).
The parametric language APDL enables the user to handle, automate and monitor the pre/post-
processing via a set of commands. The commands can be executed directly via an internal
command prompt, or indirectly via a separate text file known as a macro. Hence, the APDL
can be understood as both a scripting language and a macro language. The macro text file is a
sequence of commands that are collected in order to perform specific tasks in a general way,
e.g., for geometrical modeling. Macros enable the creation of custom ANSYS commands.
Furthermore, macros can be nested, which means that one macro can call a second macro,
and the second macro can then call a third one, etc.
An ADPL command can be simply executed through the command’s name and a sequence of
expressions. Expressions can be numerical values and alphanumeric character strings, e.g., to
identify names of parameters, entity keywords, labels, or to add specific values.
CMD_Name, Exp1, Exp2, Exp3, Exp4, Exp5, ...
The number and type of expressions depend on the command used. For example, three com-
mands are outlined, which are needed for modeling extruded areas.
• The K command defines a keypoint by a reference number NPT and a location X, Y, Z.
K, NPT, X, Y, Z
• The A command defines an area by a list of connecting keypoints P1, P2, ..., P18.
A, P1, P2, P3, ... , P18
• The VEXT command generates additional volumes by extruding areas through a set of
areas NA1,NA2,NINC, increments DX,DY,DZ and scale factors RX,RY,RZ.
VEXT, NA1, NA2, NINC, DX, DY, DZ, RX, RY, RZ
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8.3 Schema Analysis
Data structures inside of a schema S ∈ Q can be interrelated to describe more complex facts.
These relationships are included in the power set P (S). From a mathematical point of view,
the power set contains all the possible relations corresponding to the single data structures of a
schema. However, from a software-engineering point of view, the data structures of a schema
S are only in a relationship with a subset of data structures T ⊆ P (S).
The schema analysis is used to figure out all the logical connections in P (S) which, from
a software-engineering point of view, are not included in the schema S. Those relations will
never be activated during the mapping and evaluation process, therefore they can be removed
from the original power set. Hence, a schema analysis has to take the various data types into
account (e.g., abstract data types) and the different types of logical connections (e.g., general
relations, instance/class-level relations and optional/required relations).
The IFC has been applied in domains, such as construction scheduling, change management,
design and construction, HVAC engineering, cost estimating, and facilities management. This
is achieved through more than 600 strongly interrelated entity data types (IFC2x3), which
are ingrained in a deep inheritance tree. However, this leads to an enormous number of com-
binations in P (IFC2x3), which have to be considered during the mapping and evaluation
process. Hence, schema analyses have been carried out only on the subsets of entities.1 They
include only the essential entities for modeling the primary and secondary building elements,
the material properties, and the structural elements of the frame structure.
The schema analyses are performed stepwise by a self-developed JAVA tool. It takes the
different data types and logical connections introduced in chapter 7 into account. The steps
can be classified according to the following three main categories:
• Schema rule steps are based on the schema itself, i.e., data types, logical connections,
and constraints. They can be applied to every other subset derived from the schema.
• Global modeling steps are based on the assumptions made in a global context, e.g.,
positioning of elements. They may be applied to other subsets as well.
• Local modeling steps are based on the assumptions made on the direct relation to the
subset and the task to be solved. They are rarely applicable to other subsets.
1This practice is propagated by buildingSMART as Model View Definitions (MVD).
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Analysis of Primary Building Elements
The primary building elements of the frame structure are the column and beam. Within the
IFC, they are embedded on the same level of the inheritance tree and defined as a subtype
entity of IfcBuildingElement as shown in Figure 8.3. From an architectural point of view, the
differences as defined in the documentation [35] are the following:
• “An IfcBeam is a horizontal, or nearly horizontal, structural member.”
• “An IfcColumn is a vertical structural member which often is aligned with a structural
grid intersection. It represents a vertical, or nearly vertical, structural member.”
From a software engineering point of view, IfcColumn and IfcBeam are identical in regards to
their supertype entities and inherited attributes. Hence, a schema analysis for IfcColumn and
IfcBeam would lead to identical combinations in the power set. In the following, a schema
analysis for a chosen subset SCol ⊆ IFC has been performed. The subset contains all the
essential entities for modeling columns. Due to their equality, the result can be used for
modeling beams as well.
IfcPlate
IfcObject
<ABSTRACT>
IfcRoot
<ABSTRACT>
IfcObjectDefinition
<ABSTRACT>
IfcProduct
<ABSTRACT>
IfcElement
<ABSTRACT>
IfcBuildingElement
<ABSTRACT>
IfcColumn IfcWall IfcBeam IfcDoor IfcSlab ...
Figure 8.3: Inheritance tree of IfcBuildingElement.
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The subset SCol comprises 56 more or less significant entities for modeling columns which
is a primary element of the frame structure. The modeling is achieved by entity IfcColumn
and all of its interrelated entities. A simplified, incomplete aggregation and inheritance graph
with regards to IfcColumn is shown in Figure 8.4.
IfcColumn
IfcObject
<ABSTRACT>
IfcAxis2Placement3D
IfcAxis2Placement
<SELECT>
IfcLocalPlacement IfcProductDefinitionShape
IfcProductRepresentation
<ABSTRACT>
IfcShapeRepresentation
IfcShapeModel
<ABSTRACT>
IfcRepresentation
<ABSTRACT>
IfcGeometricRepresentationItem
<ABSTRACT>
IfcRepresentationItem
<ABSTRACT>
IfcExtrudedAreaSolid
IfcSweptAreaSolid
<ABSTRACT>
IfcSolidModel
<ABSTRACT>
IfcParameterizedProfileDef
<ABSTRACT>
IfcProfileDef
<ABSTRACT>
IfcIShapedProfileDef
IfcDirection
IfcCartesianPoint IfcDirection
IfcRoot
<ABSTRACT>
IfcObjectDefinition
<ABSTRACT>
IfcProduct
<ABSTRACT>
IfcElement
<ABSTRACT>
IfcBuildingElement
<ABSTRACT>
IfcObjectPlacement
<ABSTRACT>
IfcDirection
IfcCircleProfileDef ...
Figure 8.4: The essential IFC entities for modeling columns.
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The power set of SCol mathematically leads to |P (SCol)| = 256 combinations, which are
more or less valid according to the IFC schema definition. To figure out all the invalid combi-
nations and reduce the number of combinations, a stepwise schema analysis has been carried
out:
• The schema rule steps, including abstract data types, relationships, and constraints:
– Step 1: All combinations containing invalid relationships have been removed. The
number of combinations has been reduced to |P (SCol)| = 159165.
– Step 2: All combinations missing the required entity attributes have been removed.
The number of combinations has been reduced to |P (SCol)| = 7085.
– Step 3: All the columns that include a product representation, but no object place-
ment are invalid (WHERE rule) and have been removed. The number of combi-
nations has been reduced to |P (SCol)| = 6528.
– Step 4: In future releases of the IFC, the two entities IfcProductRepresentation and
IfcProductRepresentation will be changed into an ABSTRACT supertype. Hence,
all combinations including one of the two entities have been removed. The number
of combinations has been reduced to |P (SCol)| = 1632.
– Step 5: Due to the fact that the modeling of columns is in the three-dimensional
space, all combinations that use two-dimensional object placements have been
removed. The number of combinations has been reduced to |P (SCol)| = 1088.
– Step 6: All the combinations, which include only one of the two IfCDirection with
regard to IfcAxis2Placement3D are invalid (WHERE rule) and have been removed.
The number of combinations has been reduced to |P (SCol)| = 288.
• Global modeling steps are based on restrictions regarding the placement of columns:
– Step 7: By using absolute placements instead of relative placements, the number
of combinations has been reduced to |P (SCol)| = 144.
– Step 8: To locate and originate an object and/or to define a placement coordinate
system, a point and direction vectors are required.
a: The placement of a column is achieved by IfcLocalPlacement and thus, both
direction vectors in IfcAxis2Placement3D are required. Hence, all the com-
binations where IfcAxis2Placement3D does not contain any direction vec-
tors have been removed. The number of combinations has been reduced to
|P (SCol)| = 72.
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b: An additional placement of the solid representation in IfcExtrudedAreaSolid
is not necessary. Hence, all the combinations where IfcAxis2Placement3D
contains direction vectors have been removed. The number of combinations
has been reduced to |P (SCol)| = 40.
c: An additional placement of the area representation in IfcProfileDef is not re-
quired. Hence, all the combinations where IfcAxis2Placement2D contains a
direction vector have been removed. The number of combinations has been
reduced to |P (SCol)| = 24.
• Local modeling steps are based on restrictions with respect to geometrical modeling:
– Step 9: Within the frame structure, the columns are modeled as extruded area
solids only. Hence, all the columns that include another representation item have
been removed. The number of combinations can be reduced to |P (SCol)| = 16.
– Step 10: Within the frame structure, only rectangular, circular and I-shaped columns
are needed. Hence, all the combinations which use other shape profiles have been
removed. The number of combinations can be reduced to |P (SCol)| = 3.
The influence of the stepwise schema analysis in regards to the number of valid combinations
in P (SCol) is summarized in Figure 8.5.
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Figure 8.5: The influence of the stepwise schema analysis.
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Final Results
The power set P (SCol), has finally been reduced to only three combinations. Each of them
includes the minimal set of IFC entities for modeling a certain type of column (Figure 8.6).
Rectangular
IfcColumn
IfcLocalPlacement
IfcAxis2Placement3D
IfcCartesianPoint
IfcProductDefintionShape
IfcShapeRepresentation
IfcExtrudedAreaSolid
IfcRectangleProfileDef
IfcDirection
IfcDirection
IfcDirection
IfcProductDefint onShape
Circular
IfcColumn
IfcLocal l c t
IfcAxis2Placeme t3D
IfcCartesianPoint
IfcProductDefintionShape
IfcShapeRepres ntation
IfcExtrudedAreaSolid
IfcRectangleProfileDef
IfcDirection
IfcDirection
IfcDirection
IfcProdu tDefintionShape
IfcCircleProfileDef
I-shaped
IfcColumn
If LocalPlace ent
IfcAxis2Placeme t3D
IfcCartesianPoint
IfcProductDefintionShape
IfcShapeRepres ntation
IfcExtrudedAreaSolid
IfcRectangleProfileDef
If Direction
IfcDirection
IfcDirection
IfcProductDefintionShape
IfcISh pedProfileDef
Figure 8.6: The minimal relationship tree for modeling I-shaped columns.
As established on page 106, IfcColumn and IfcBeam are identical with respect to their entity
definitions. A schema analysis for IfcBeam will therefore lead to identical results (Figure 8.7).
Rectangular
IfcColumn
IfcLocalPlacement
IfcAxis2Placement3D
IfcCartesianPoint
IfcProductDefintionShape
IfcShapeRepresentation
IfcExtrudedAreaSolid
IfcRectangleProfileDef
IfcDirection
IfcDirection
IfcDirection
IfcBea
IfcProductDefint onShape
Circular
IfcColumn
IfcLocal l c t
IfcAxis2Placeme t3D
IfcCartesianPoint
IfcProductDefintionShape
IfcShapeRepres ntation
IfcExtrudedAreaSolid
IfcRectangleProfileDef
IfcDirection
IfcDirection
IfcDirection
IfcBea
IfcProdu tDefintionShape
IfcCircleProfileDef
I-shaped
IfcColumn
IfcLocal lace ent
IfcAxis2Placeme t3D
IfcCartesianPoint
IfcProductDefintionShape
IfcShapeRepres ntation
IfcExtrudedAreaSolid
IfcRectangleProfileDef
If Direction
IfcDirection
IfcDirection
IfcBea
IfcProductDefintionShape
IfcISh pedProfileDef
Figure 8.7: The minimal relationship tree for modeling I-shaped beams.
Finally, the number of combinations for modeling the primary building elements is six,
three of which are of entity type IfcColumn and the others of entity type IfcBeam.
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8.4 Schema Mapping
Schema mapping is one of the key issues within the proposed approach and provides the basis
for assessing the data exchange. The mapping of schema coupling (IFC, SANSY S) ∈ C
is achieved with the schema mapping mIFC,SANSY S . It maps the IFC entity data types to
corresponding ANSYS APDL macros/commands:
mIFC,SANSY S : P (IFC)→ P (SANSY S) with IFC, SANSY S ∈ Q
However, within the case study, only subsets of the IFC are considered, e.g., for the modeling
of primary and secondary building elements, materials, or structural elements. The related
schema mapping for subset SCol ⊆ IFC is:
mSCol,SANSY S : P (SCol ⊆ IFC)→ P (SANSY S)
In addition, the power set P (SCol) could be reduced via schema analysis (section 8.3) to only
three different elements, which have to be mapped. The mapping of the primary building
elements can be divided into a mapping of their individual local placement, as well as a
mapping of their geometrical representation.
Local Placement
The placement of primary building elements is achieved through a local coordinate system.
Within the IFC, it is defined by a location point and two direction vectors, whereas in ANSYS,
it is defined by three points (Figure 8.8), as shown below:
IfcLocalPlacement
- IfcAxis2Placement3D -
x⃗
z⃗
x-axis
z-
ax
is
APDL
- CSKP command -
Pxx-axis
z-
ax
is
y-a
xis y-a
xis
P y
P locationP location
Figure 8.8: Local coordinate systems: IFC (left) and ANSYS (right).
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• The location point Plocation can be mapped directly from the IFC schema to the ANSYS
schema. Within the IFC, it is modeled through the entity IfcCartesianPoint, whereas
in ANSYS it is modeled through the K command.
IfcCartesianPoint K
• The information for defining the x-axis cannot be mapped directly. Within ANSYS,
the point Px is needed, which is modeled through the K command. Its coordinates can
be computed by adding up the location point Plocation (IfcCartesianPoint) and the
corresponding direction ~x (IfcDirection).
IfcCartesianPoint
IfcDirection
K
• The information for defining the y-axis cannot be mapped directly. Within ANSYS, the
point Py is needed, which is modeled through the K command. Its coordinates can be
computed through the cross product of both directions ~x× ~z.
IfcDirection
IfcDirection
K
The complete mapping of the local placement is shown in Figure 8.9. Within the IFC schema,
the local placement (IfcLocalPlacement) is defined by the entity IfcAxis2Placement3D. It has
to be mapped to the corresponding CSKP command. During the mapping, various conver-
sions are needed, which may reduce the quality of the mapping.
IfcLocalPlacement
IfcAxis2Placement3D
IfcCartesianPoint
IfcDirection
IfcDirection
K
K
K
CSKP
Figure 8.9: The mapping of the local placement.
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Geometrical Representation
The geometrical representation of primary building elements is achieved through extruded
area solids. Within the IFC, the areas are parameterized, whereas in ANSYS they are defined
as a polygon (Figure 8.10).
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Figure 8.10: Geometrical representation: IFC (left) and ANSYS (right).
• Within the IFC schema, the extrusion of an area can be modeled through the entity
IfcExtrudedAreaSolid plus its extrusion direction (IfcDirection). Within ANSYS, it is
modeled by the VEXT command.
VEXT
IfcExtrudedAreaSolid
IfcDirection
• The area which has to be extruded can be described using parametrized profile entities,
e.g., IfcIShapeProfileDef, IfcCircleProfileDef, or IfcRectangleProfileDef. In contrast,
the area within ANSYS is modeled as a polygon through the A command.
IfcIShapeProfileDef
A
K1
K2
...
K12
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The complete mapping of the geometrical representation is shown in Figure 8.11. Within the
IFC schema, the geometry of a product is defined by the entity IfcProductDefinitionShape. It
includes a specific parametrized shape definition (IfcShapeRepresentation), which has to be
extruded. Within ANSYS, this fact is modeled through an extrusion of polygonal areas via
the VEXT command.
IfcProductDefintionShape
IfcShapeRepresentation
IfcExtrudedAreaSolid
IfcIShapeProfileDef
IfcDirection
A
VEXT
K1
K2
...
K12
Figure 8.11: The mapping of the geometrical representation.
Final Results
The primary building elements of the frame structure has been modeled using ten interrelated
IFC entities. In order to exchange these, they can be mapped to an equivalent ANSYS APDL
macro consisting of 18 more or less nested command calls. Figure 8.12 shows the mapping
of an I-shaped column ∈ P (SCol).
IfcColumn
I-shaped
IfcLocalPlacement
IfcAxis2Placement3D
IfcCartesianPoint
IfcProductDefintionShape
IfcShapeRepresentation
IfcExtrudedAreaSolid
IfcIShapeProfileDef
IfcDirection
IfcDirection
IfcDirection
K
K
K
CSKP
A
VEXT
K1
K2
...
APDL-Macro
I-shaped
K12
Figure 8.12: The schema mapping of an I-shaped column.
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Figure 8.13 shows the results of schema mapping for certain I-shaped building element
instances. However, various conversions within the mapping process are made, which may
reduce the quality of data exchange. They have been taken into account within the evaluation
process of section 8.5.
Figure 8.13: Differences in modeling I-shaped columns: IFC (left) and ANSYS (right).
8.5 Evaluated Schema Mapping
The range of quality values R has been chosen as the interval [xmin, xmax]. The lower bound
xmin describes the worst case scenario and the upper bound xmax describes the best case
scenario of a certain mapping. A value of 1 represents no loss of information, whereas a value
of less than 1 means that only a part of the information can be exchanged:
R := {(xmin, xmax) ∈ R× R | 0 < xmin ≤ 1 ∧ 0 < xmax ≤ 1 ∧ xmin ≤ xmax}
Finally, each mapping of the data structures has to be associated with such a quality interval.
An assessment of schema mapping mSCol,SANSY S which maps the different types of columns
is achieved by an evaluated schema mapping:
m¯SCol,SANSY S : mSCol,SANSY S → R
The ascertainment of quality values has to be determined based on the attributes of the data
structures that have to be mapped.
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Local Placement
• The location point is modeled through the K command. Its coordinates x, y, and z can
be mapped directly from Coordinates, which is an attribute of IfcCartesianPoint,
which contains the coordinates. The mapping is lossless [1.0, 1.0].
IfcCartesianPoint K
NPT, X, Y, ZCoordinates [1:3] of IfcLengthMeasure
[1.0,1.0]
• The x-axis is defined by Px, which is modeled through the K command. Its coordi-
nates cannot be mapped directly. They have to be computed by adding up the location
point coordinates included in IfcCartesianPoint and its direction values included in
IfcDirection. The mapping is lossless [1.0, 1.0].
IfcDirection
LIST[2:3] OF REAL
IfcCartesianPoint
K
NPT, X, Y, Z
Coordinates [1:3] of IfcLengthMeasure
[1.0,1.0]
• The y-axis is defined by Py, which is modeled through the K command. Its coordinates
cannot be mapped directly. They have to be computed through the cross product of the
x-axis included in IfcDirection and the z-axis included in IfcDirection: ~x× ~z. The
mapping is lossless [1.0, 1.0].
IfcDirection
LIST[2:3] OF REAL
K
NPT, X, Y, Z
[1.0,1.0]
IfcDirection
LIST[2:3] OF REAL
Finally, the mapping of IfcLocalPlacement is lossless since all of its child branches are loss-
less:
IfcLocalPlacement
IfcAxis2Placement3D
IfcCartesianPoint
IfcDirection
IfcDirection
K
K
K
CSKP
[1.0,1.0]
[1.0,1.0]
[1.0,1.0]
[1.0,1.0]
[1.0,1.0]
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Geometrical Representation
• The extrusion of an area is modeled through the VEXT command. On the condition that
an extrusion occurs only in relation to one axis, the extrusion depth DX , DY , DZ can
be mapped directly from Depth, which is an attribute of IfcExtrudedAreaSolid. The
mapping is lossless [1.0, 1.0].
IfcExtrudedAreaSolid
IfcDirection
VEXT
NA1, NA2, NINC, DX, DY, DZ, RX, RY, RZDepth: IfcPositiveLengthMeasure
LIST[2:3] OF REAL
[1.0,1.0]
• The extrusion area is modeled through the A command. It defines a polygonal area
through a set of key points. However, its points cannot be mapped directly because of
a parametrized area definition within the IFC schema. In the case of modeling I-shaped
building elements, this inevitably leads to geometrical approximation errors, which can
be estimated on the basis of differences in its surface areas (Figures 8.14 and 8.15).
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Figure 8.14: The geometrical approximation error of IPE profiles.
100 120 140 160 180 200 220 240 260 280 300 320 340 360 400 450 500 550 600 650 700 800 900 1000
0.0%
1.0%
2.0%
3.0%
4.0%
5.0%
6.0%
IPB-Profils (DIN 1025-5)
A
pp
ro
xi
m
at
io
n 
er
ro
r i
n 
%
Figure 8.15: The geometrical approximation error of IPB profiles.
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– The minimal geometrical error of 1.9%, which occurs for a mapping of IPB 1000
profiles (Figure 8.15), results in a mapping quality of Q = 1.0 − 0.019 = 0.981.
It represents the best case xmin for mapping I-shaped building elements.
– The maximal geometrical error of 5.0%, which occurs for a mapping of IPE 240
profiles (Figure 8.14), results in a mapping quality of Q = 1.0 − 0.05 = 0.95. It
represents the worst case xmax for mapping I-shaped building elements.
The mapping of extrusion areas is lossy with regard to I-shaped profiles. The quality
that can be expected, estimated according to the differences in its surface areas, has to
be in the interval of [0.95, 0.981].
IfcIShapeProfileDef
A
K1
K2
K12
P1, P2, P3, … , P18
NPT, X, Y, Z
NPT, X, Y, Z
NPT, X, Y, Z
...
OverallWidth:         IfcLengthMeasure
OverallDepth:        IfcLengthMeasure
WebThicknes:       IfcLengthMeasure
FlangeThickness: IfcLengthMeasure
FilletRadius:          IfcLengthMeasure
[0.95,0.981]
Finally, the mapping of the geometrical representation is lossy with regard to I-shaped area
profiles since one of its child branches (IfcIShapeProfileDef ) is lossy. The quality for mapping
IfcProductDefinitionShape can be computed through its partial qualities for extrusion
[1.0, 1.0] and for modeling the area [0.95, 0.981], which gives a result of [0.95, 0.981]:
IfcProductDefintionShape
IfcShapeRepresentation
IfcExtrudedAreaSolid
IfcIShapeProfileDef
IfcDirection
A
VEXT
K1
K2
...
K12
[1.0,1.0]
[0.95,0.981]
[0.95,0.981]
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Final Results
The quality for mapping primary building elements can be computed through its partial qual-
ities IfcLocalP lacement and IfcProductDefinitionShape. It is exemplified in Figure
8.16 for I-shaped columns. The mapping quality of its local placement is lossless [1.0, 1.0],
whereas the mapping quality of its geometrical representation is lossy [0.95, 0.981]. The final
quality gives a result of [0.95, 0.981].
IfcLocalPlacement
IfcAxis2Placement3D
IfcCartesianPoint
IfcProductDefintionShape
IfcShapeRepresentation
IfcExtrudedAreaSolid
IfcIShapeProfileDef
IfcDirection
IfcDirection
IfcDirection
K
K
K
CSKP
A
VEXT
K1
K2
...
K12
[0.95,0.981]
[1.0,1.0]
[1.0,1.0]
[1.0,1.0]
[1.0,1.0]
[0.95,0.981]
[0.95,0.981]
[1.0,1.0]
IfcColumn
I-shaped
APDL-Macro
I-shaped
[1.0,1.0]
Figure 8.16: The mapping quality of I-shaped columns.
As established on page 106, IfcColumn and IfcBeam are identical. Hence, the evaluation
process for IfcBeam would lead to identical results. Finally, the evaluated mapping of pri-
mary building elements is shown in Table 8.1.
m¯SPri,SANSY S MCOLR MCOLI MCOLC MBEAMR MBEAMI MBEAMC ∅
IFCCOLI [0,0] [0.95,0.981] [0,0] [0,0] [0,0] [0,0] -
IFCCOLR [1,1] [0,0] [0,0] [0,0] [0,0] [0,0] -
IFCCOLC [0,0] [0,0] [1,1] [0,0] [0,0] [0,0] -
IFCBEAMI [0,0] [0,0] [0,0] [0,0] [0.95,0.981] [0,0] -
IFCBEAMR [0,0] [0,0] [0,0] [1,1] [0,0] [0,0] -
IFCBEAMC [0,0] [0,0] [0,0] [0,0] [0,0] [1,1] -
∅ - - - - - - [1,1]
Table 8.1: The evaluated mapping m¯SPri,SANSY S .
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8.6 Quality Assessment
The quality of data exchange for arbitrary sets of instances IA from schema A to another
schemaB can be computed in an a priori manner on the basis of an evaluated schema mapping
m¯AB (page 75):
Quality := f(m¯AB, IA) :=
∑
i∈P (IA)
∑
j∈P (B)
m¯AB(type(i), j)
ntype(i)
8.6.1 Scenario 1
The quality of data exchange for primary building elements has to be computed. The instance
set I1 as shown in Figure 8.17 consists of 30 column and 35 beam instances. They are defined
by the IFC schema and have to be transferred to ANSYS. The corresponding evaluated schema
mapping is m¯SPri,SANSY S (Table 8.1). The overall quality of data exchange can be computed
a priori as follows:
Figure 8.17: The frame structure modeled within the IFC (left) and ANSYS (right).
• Without having any details regarding the different types of primary elements used, the
quality has to be in the range from 0.95 for I-shaped profiles (worst case) to 1.0 for
rectangular and circular profiles (best case). Hence, the expected quality must be in the
following interval:
Quality =
30 · [0.95, 1] + 35 · [0.95, 1]
30 + 35
= [0.95, 1]
8.6 QUALITY ASSESSMENT 121
• A more precise quality can be estimated by taking the different types of building ele-
ments used into account. The frame structure has been modeled only through I-shaped
profiles. The quality has to be in the range from 0.95 for IPE 240 (worst case) to 0.981
for IPB 1000 (best case). Hence, the quality must be in the following interval:
Quality =
30 · [0.95, 0.981] + 35 · [0.95, 0.981]
30 + 35
= [0.95, 0.981]
Finally, the frame structure consists of 65 I-shaped element instances, of which 30 are IPE
200 with an exchange quality of 0.9566, 5 are IPB 200 with an exchange quality of 0.9644,
and 30 are IPB 240 with an exchange quality of 0.9643. The final quality of data exchange is
as follows:
Quality =
30 · 0.9566 + 5 · 0.9644 + 30 · 0.9643
30 + 5 + 30
= 0.9608
8.6.2 Scenario 2
The quality of data exchange for primary and secondary building elements has to be computed.
The instance set I2 as shown in Figure 8.18 consists of 65 primary elements (30 columns, 35
beams) and 58 secondary elements (48 bracings, and 10 slabs). They are defined by the IFC
schema and have to be transferred to ANSYS.
Figure 8.18: The frame structure modeled within the IFC (left) and ANSYS (right).
The evaluation of secondary building elements has been performed in exactly the same way
as for primary elements. A bracing, which is defined by the IFC through the entity IFCMem-
ber, has been mapped to the ANSYS APDL macro MLINK . A slab, which is defined by the
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IFC through the entity IFCSlab has been mapped to the ANSYS APDL macro MSHELL. The
results of the mappings are shown in Table 8.2 below:
m¯SSec,SANSY S MSHELL MLINK ∅
IFCSLAB [1,1] [0,0] -
IFCMEMBER [0,0] [1,1] -
∅ - - [1,1]
Table 8.2: The evaluated mapping m¯SSec,SANSY S .
The evaluated schema mappings for computing an exchange quality of the primary and
secondary building elements are m¯SPri,SANSY S (Table 8.1) and m¯SSec,SANSY S (Table 8.2). The
overall quality of data exchange can be computed as follows.
• Without having any details regarding the different types of primary and secondary ele-
ments used, the quality has to be in the following interval:
Quality =
30 · [0.95, 1] + 35 · [0.95, 1] + 48 · [1, 1] + 10 · [1, 1]
30 + 35 + 48 + 10
Quality = [0.9736, 1.0]
• A more precise quality can be estimated by taking the different types of building el-
ements used into account. The frame structure has been modeled only by I-shaped
columns and beams, rectangular slabs and geometry-free bracings. Hence, the quality
must be in the following interval:
Quality =
30 · [0.95, 0.981] + 35 · [0.95, 0.981] + 48 · [1, 1] + 10 · [1, 1]
30 + 35 + 48 + 10
Quality = [0.9736, 0.99]
Finally, the frame structure consists of 65 I-shaped element instances, of which 30 are IPE 200
with an exchange quality of 0.98915, 5 are IPB 200 with an exchange quality of 0.9911, and
30 are IPB 240 with an exchange quality of 0.9911; in addition, 48 geometry-free bracings
have an exchange quality of 1.0; and 10 rectangular slabs with an exchange quality of 1.0.
The final quality of data exchange is as follows:
Quality =
30 · 0.9566 + 5 · 0.9644 + 30 · 0.9643 + 48 · 1 + 10 · 1
30 + 5 + 30 + 48 + 10
= 0.9793
9 Summary and Outlook
9.1 Summary
Software coupling is quite challenging due to the large number of incompatible software on
the market. Semantic and technical decisions must be made in order to find adequate cou-
pling strategies. Decisions are required to clarify how software applications are coupled and
what information has to be exchanged. However, with respect to the numerous software tech-
nologies and paradigms available, a wide range of coupling aspects must be considered, and
decisions are made accordingly. Another concern is related to the examination of how well
the software applications can be coupled, which may be used as an indicator of confidence
in the output of coupled software applications. The quality assessment of coupled civil en-
gineering applications has been an area of ongoing discussion in the research community in
the last decade. However, performing these quality assessments is quite challenging because
of the great quantity of proprietary data models that exist, which are developed by vendors,
organizations and consortia. Data interoperability plays an important role for the software
coupling used in the construction industry. Therefore, the research objectives of this study are
related to both software coupling and its quality assessment.
In this study, a coupling graph is introduced, which includes the various coupling aspects.
It supports the engineers in the development or selection of adequate coupling strategies. The
proposed coupling graph is flexible in its depth and breadth, which depends on the number
of coupling aspects and software technologies considered. This makes it possible to create
coupling graphs according to the different levels of experience and knowledge of the software
engineers. Furthermore, integration of the coupling graph into a four-layered coupling archi-
tecture guided the development of the coupling pattern language. It enabled the description
of coupling strategies at different levels of abstractions. They range from abstract coupling
templates via coupling patterns to specific coupling instances. Therefore, the knowledge of
coupling strategies can be described in a reusable way, independent of the specific software
and hardware requirements. The coupling graph approach is successfully applied to the cou-
pling scenarios used in the research training group.
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A posteriori approaches are widely used in practice in order to evaluate coupled systems.
However, they are restricted in their scope and applicability. Therefore, an a priori approach
based on the evaluated schema mapping was developed. This approach is dependent on the
participating schemas and their mappings. The process of schema mapping and its evalua-
tion is described using mathematical expressions derived from the set theory and graph theory
by taking the various mapping patterns into account. Moreover, the coupling quality has
been evaluated within the formalization process considering the uncertainties arising from the
mapping process. Uncertainties are described using mathematical expressions derived from
interval arithmetic. Finally, the evaluation process resulted in global quality values, which can
be utilized by the user to assess the exchange. The quality values can be arbitrarily defined
either linguistically or numerically. Due to the fact that data structures are interrelated, the
proposed approach is applied to the basic principles of the object-oriented paradigm by taking
certain types of relationships into account. The importance of schema analysis is shown for
a case study in engineering. The applicability of the proposed evaluation schema mapping
approach is shown for a coupling scenario of the research training group.
9.2 Outlook
Software development is a continuous process, which is influenced by the rapid evolution
in computer science. Software technologies and paradigms are developed in short cycles.
They are adopted by software to improve and extend its functionality. As a result, a large
number of software concepts exist for ensuring the interoperability of frameworks, which is
a requirement for coupling heterogeneous software systems. In addition, software applica-
tions may run on different operating systems and computers. They are also implemented by
different programming languages. These languages are also based on different programming
paradigms. With respect to the coupling of civil engineering applications, the following areas
need to be researched further.
• Functional coupling, which means a sharing of functionality (e.g., processes, algorithms
and methods) is briefly mentioned in this thesis. A further examination of its proper
coupling aspects and software concepts, as well as its adaptation to the coupling graph
and the meta-model architecture is needed.
• The object-oriented paradigm represents another challenge. Objects are used in soft-
ware development to describe complex data structures. They consist of data fields (at-
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tributes) and behaviors (methods, processes), which manipulate or process the data.
Hence, it comprises properties of both functional and data coupling. Therefore, an ex-
amination of its proper coupling aspects and its adaptation to the coupling graph and
the metamodel architecture is needed.
The design material in engineering practice (civil, mechanical and industrial engineering) is
very sensitive. Lost or incorrect data can lead to numerous problems. An error-free exchange
of digital data is one of the most important factors in achieving data interoperability and col-
laboration, and being able to distribute work efficiently across disciplines and organizations.
The main focus in the last two decades has been on the development of PDT standards in
order to achieve this goal. However, the exchange of data without errors and a loss of infor-
mation by means of standardized data models is still not possible. Hence, data assessment
approaches have become increasingly important for detecting inconsistencies and increasing
the reliability of transferred data. With respect to a quality assessment of coupled civil engi-
neering applications, the following areas need to be researched further.
• One challenge is how to combine existing a priori and a posteriori data assessment
approaches into a centralized multistage analysis and assessment platform. Such an en-
vironment must be able to cope with the dynamic and distributed nature of the planning
process. The combination of online software integration technologies, such as web-
based, agent-based, or object-distributed systems, as well as centralized databases, will
be a vital component of such a system.
• Another challenge is to improve and develop existing or new software quality metrics in
order to ensure the consistency of data and to build confidence in the existing software
and tools. Such quality metrics must be able to evaluate the data exchange for the task to
be solved. For example, geometry and material data are more important for design and
construction tasks when compared to facility management tasks. This can be achieved
by employing weighting factors for the mapping of data structures.
• An additional area of research is data management. It includes transaction management,
access control, version management, change notification/propagation mechanisms, etc.
This becomes increasingly important because of the multiple phases of a project life
cycle and the many multidisciplinary teams involved.
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