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Noiseless subsystems were proved to be an efficient and faithful approach to preserve
fragile information against decoherence in quantum information processing and quan-
tum computation. They were employed to design a general (hybrid) quantum mem-
ory cell model that can store both quantum and classical information. In this paper,
we find an interesting new phenomenon that the purely classical memory cell can be
super-activated to preserve quantum states, whereas the null memory cell can only be
super-activated to encode classical information. Furthermore, necessary and sufficient
conditions for this phenomenon are discovered so that the super-activation can be easily
checked by examining certain eigenvalues of the quantum memory cell without com-
puting the noiseless subsystems explicitly. In particular, it is found that entangled and
separable stationary states are responsible for the super-activation of storing quantum
and classical information, respectively.
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1 Introduction
Storing, transmitting and transforming information are the basic tasks in quantum informa-
tion processing. It is crucial to develop techniques to reduce and correct errors when these
tasks are being processed. A passive way for this purpose is to encode information into cer-
tain noiseless subsystems which can overcome quantum noises [13]. However, we can also
use an active method that transforms a noisy subsystem to be noiseless by performing some
aCorresponding author. Email: guanji1992@gmail.com.
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correction operation. This method is termed as operator quantum error correction [10, 11].
These two approaches are usually complementary to each other in avoiding quantum errors
[9]. Recently, two general frameworks using both the passive and active methods for per-
fectly protecting information have been developed, namely information-preserving structures
[2] and operator algebra quantum error correction [1]. In particular, these approaches provide
efficient ways for the protection of hybrid quantum-classical information.
Quantum memory is often considered as a method of delayed usage of quantum states
and a set of quantum memory cells. The general (hybrid) quantum memory cell was first
introduced in [12] and was also termed as noiseless information-preserving structure [3]. The
memory cell M has separate (orthogonal) sectors, and each sector is a noiseless subsystem,
labeled by a classical “address”. Quantum information is stored in each sector with the
dimension being at least two, whereas classical information is encoded by the choice between
the different sectors. It is reasonable to assume that in a quantum memory, the noise E
(characterized as a quantum operation) on every memory cell is independent of each other
and can happen over and over again, while the number of the occurrence is unknown but the
same on every memory cell. Moreover, the memory cell is uniquely determined by the noise
E [3], so we can define memory cell M by quantum operation E . For simplicity, we directly
use E for M. However, useful noiseless subsystems (quantum information can be stored) are
limited to the noise that contains some symmetries. Such symmetries are often absent in real
devices [17, 16], and thus the memory cell can only preserve classical information if there are
at least two sectors; in other words, it is degenerated to be purely classical.
In this paper, we consider two strategies of using quantum memory cells: individually
and collectively. In particular, we observe an interesting new phenomenon: a purely classical
memory cell E can be super-activated to store quantum information; that is, collective use
of memory cells can perfectly preserve quantum states while individual memory cell cannot.
We find that the memory cell E can be super-activated if and only if there is an entangled
stationary state of E⊗2. Furthermore, we can give a simple characterization of the super-
activation in terms of external eigenvalues (with magnitude one) of E . This enables us to
easily check the super-activation property as well as the existence of entangled stationary
states. Once activated, the maximum dimension of sectors in the memory cell E may have
an exponential growth with the number of used memory cells. Moreover, we see that a null
memory cell (no information can be protected) cannot be super-activated to store quantum
information, but classical information can be preserved with the collective use of it. This
property can be characterized by internal eigenvalues.
2 Quantum memory
Given a quantum system S with the associated (finite-dimensional) state space H. We say
that a quantum system A is a subsystem of S if H = (HA ⊗ HB) ⊕ K for some quantum
system B, where HA and HB are the state spaces of A and B, respectively. Furthermore, if
dim(HB) = 1, then HA is a subspace. Let B(H) be the set of all linear operators on H and
D(H) the set of quantum states, i.e. density operators with unit trace, on H. The support of
a quantum state ρ, denoted by supp(ρ), is the linear span of the eigenvectors corresponding
to non-zero eigenvalues of ρ. A quantum operation on H can be represented by a completely
positive and trace-preserving (CPTP) map from operators on H to themselves. Quantum
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noises and quantum channels both are concrete instances of quantum operations.
Definition 1 Given a quantum operation E on H = (HA⊗HB)⊕K, subsystem A is said to be
noiseless if for any ρA and ρB, there exists a quantum state ξB such that E(ρA⊗ρB) = ρA⊗ξB.
From the above definition, we see that HA is kept intact by the operation E . It was shown
in [4] that noiseless subsystems of E can be characterized by the set of its fixed points, denoted
by fix(E) = {A ∈ B(H) | E(A) = A}. If ρ ∈ fix(E) is a quantum state, then we call it a
stationary state; furthermore, if there is no other stationary state σ with supp(σ) ⊆ supp(ρ),
then ρ is said to be minimal. From [3, 18], with an appropriate decomposition of the Hilbert
space H =
⊕n
k=1(HAk ⊗HBk)⊕K, the fixed points admit a useful structure:
fix(E) =
n⊕
k=1
(B(HAk)⊗ σk)⊕ 0, (1)
where σk is a full-rank quantum state on HBk and HAi ⊗ HBi is orthogonal to HAj ⊗ HBj
if i 6= j. This decomposition is unique (up to the order of k) and called the fixed-point
decomposition of E and can be computed by the algorithms in [9, 7]. It is easy to see that for
each k, HAk is a noiseless subsystem. Conversely, this decomposition captures all noiseless
subsystems; that is, HA is a noiseless subsystem if and only if HA ⊆ HAk for some k.
Using the fixed-point decomposition of a given quantum operation E , we can partition
η(E), its multiset of eigenvalues with magnitude one, into two parts. For each k, let ηk(E)
be the multiset of internal eigenvalues of E restricted on HAk ⊗ HBk in Eq.(1), again with
magnitude one, and let η¯(E) = η(E) \ ∪kηk(E) be the external eigenvalues of E .
To perfectly protect quantum information under a quantum noise E , a quantum memory
cell M is defined in [12, 3] as the structure of noiseless subsystems in Eq.(1) of E to store
quantum states into each noiseless quantum subsystem Ak if the dimension dk > 1 of HAk .
M can preserve quantum states against any power of E , even though the exact number of E
happening is unknown. Therefore,M is useful in practice, and this is also the reason why we
choose noiseless subsystems as the basis of quantum memory cells. On the other hand, if we
can record the number of applications of E , then quantum memory cells can be designed on
more general reversible subsystems, called decoherence-free subsystems [15].
Definition 2 Given a quantum operation E on H = (HA⊗HB)⊕K, subsystem A is said to
be decoherence-free if we can find a unitary matrix UA on HA such that for any ρA and ρB,
there exists a quantum state ξB such that E(ρA ⊗ ρB) = UAρAU
†
A ⊗ ξB.
Noiseless subsystems are a special case of decoherence-free subsystems. As UA is reversible,
decoherence-free subsystems can protect quantum information from any power of E when the
number of the power is kept.
Through the above discussions,M is characterized by E , so in the following, for simplicity,
we directly use E for M. Define the shape of memory cell E as λ(E) = (d1, · · · , dn). As
the structure of fix(E) is unique (up to the order of k), λ(E) is well-defined. In a sense,
λ(E) represents the capacity of the memory cell E ; that is, how much quantum and classical
information can be preserved:
• |λ(E)|∞ = maxk dk is the largest dimension of quantum states that can be stored;
• the length |λ(E)| = n is the preserved classical information as the choice between the
different sectors.
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If |λ(E)|∞ = 1 and |λ(E)| > 1, then the quantum memory cell is degenerated to be purely
classical, and quantum information cannot be preserved. Furthermore, the memory cell is
said to be null if λ(E) = (1); that is, neither quantum nor classical information can be stored.
The quantum memory cell model encompasses the existing techniques for preserving quan-
tum and classical information: noiseless subsystems, pointer basis [20] and decoherence-free
subspaces [13]. For example, pointer bases have the shape (1, 1, ..., 1), describing a complete
set of one-dimensional k sectors (both Ak and Bk are trivial for all k). A decoherence-free
subspace has the shape (d), describing a single k sector with a trivial Bk.
In the following sections, we will concern the super-activations of quantum memory cells.
Definition 3 Given a quantum memory cell E,
• E is said to be super-activated to preserve quantum information, if E cannot store quan-
tum states but E⊗2 can, i.e., |λ(E)|∞ = 1 and |λ(E
⊗2)|∞ > 1; for simplicity, we can
directly say that |λ(E)|∞ is super-activated.
• E is said to be super-activated to preserve classical information, if E cannot store classical
bits but E⊗2 can, i.e., |λ(E)| = 1 and |λ(E⊗2)| > 1; for simplicity, we can directly say
that |λ(E)| is super-activated.
3 Super-activation for storing classical information
Given a quantum memory cell E , if its shape is (1, · · · , 1), then quantum information cannot
be stored in it. Indeed, it was shown in [17, 16] that in practice only a very small set of
quantum memory cells admits a useful noiseless subsystem (with the dimension being at least
2). Fortunately, this problem can be remedied by the collective use of quantum memory cells
where a super-activation of |λ(·)|∞ can happen. Let us start with the simplest case with
the shape λ(E) = (1), i.e., a null memory cell. Typical examples include irreducible quan-
tum channels (having only one stationary state with the full rank) and amplitude damping
channels. In this case, memory cell E behaves periodically in some subspaces.
Lemma 1 Let E be a quantum memory cell with λ(E) = (1). Then there exists some integer
p such that
(1) η(E) = {exp(2πik/p)}p−1k=0 with each element being internal;
(2) a set of mutually orthogonal states {ρi}
p−1
i=0 can be found such that E(ρi) = ρi⊞1, where
⊞ denotes addition modulo p.
Proof. See the Appendix. 
The integer p(E) = p in the above lemma is called the period of E . Note that p(E) is
the number of internal eigenvalues. Apparently, the memory cell E cannot store quantum
and classical information. However, we can create new shelters for classical information by
using two quantum memory cells with the simplest shapes; that is, |λ(·)| can be activated for
storing classical information. The following is a simple example of such super-activation.
Example 1 Let E be a quantum memory cell on H = lin.span{|0〉, |1〉} with E(·) = |0〉〈1| ·
|1〉〈0| + |1〉〈0| · |0〉〈1|. It is easy to see that λ(E) = (1) and λ(E⊗2) = (1, 1), indicating that
|λ(E)| is activated.
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A general characterization of super-activation for storing classical information is presented
in the following:
Theorem 1 For any two quantum memory cells E and F with |λ(E)| = |λ(F)| = 1, there
exists a set of mutually orthogonal quantum states {ρi}
m−1
i=0 with m = gcd{p(E), p(F)}, the
greatest common divisor of p(E) and p(F), such that:
fix(E ⊗ F) =
m−1⊕
i=0
ρi ⊕ 0
that is, λ(E ⊗ F) = (1, · · · , 1) and |λ(E ⊗ F)| = m. Furthermore, for each i, ρi is separable.
Proof. As |λ(E)| = |λ(F)| = 1, there is only one stationary state σ and ρ for E and F ,
respectively. By Lemma 1(2), there are two sets of mutually orthogonal states {σi}
p(E)−1
i=0 and
{ρi}
p(F)−1
i=0 such that E(σi) = σi⊞1 and F(ρi) = ρi⊞1. For 0 ≤ i ≤ m− 1, let
σi =
1
KE
KE−1∑
j=0
σi⊞jm, ρ
i =
1
KF
KF−1∑
j=0
ρi⊞jm
where KE = p(E)/m and KF = p(F)/m. We claim that {(
∑
i σ
i ⊗ ρi⊞j)/m}m−1j=0 is a set
of mutually orthogonal stationary state for E ⊗ F . Indeed, by Lemma 1(1), we have η(E) =
{exp(2πik/p(E))}
p(E)−1
k=0 and η(F) = {exp(2πik/p(F))}
p(F)−1
k=0 , so the multiplicity of eigenvalue
one (for E ⊗ F) is m. Thus for each j, (
∑m−1
i=0 σ
i ⊗ ρi⊞j)/m is a minimal stationary state of
E ⊗ F . We finish the proof by noting that it has no other minimal stationary states. 
The proof of Theorem 1 gives us an explicit way to construct the memory cell struc-
ture, namely the decomposition Eq.(1). Usually, entanglement is responsible for the super-
activation of many physical quantities in quantum information theory, such as the zero-error
capacity of quantum channels [5]. However, the above theorem shows that it is not the case
for |λ(·)|.
For the special case where multiple copies of E are collectively used, we have:
Corollary 1 Suppose E is a null memory cell with |λ(E)| = 1. Then
(1) |λ(E⊗t)| = p(E)t−1 for any t ≥ 1. That is, perfect storage of classical information can
always be super-activated as long as p(E) > 1;
(2) |λ(E⊗t)|∞ = 1 for any t ≥ 1. That is, no quantum information can be perfectly preserved
even collective use of memory cells is employed;
(3) All stationary states of E⊗t are separable.
Proof. By the similar construction of stationary states in the proof of Theorem 1, we ob-
tain p(E)t−1 separable and mutually orthogonal stationary states for E⊗t. Then we compute
λ(E⊗t) = (1, · · · , 1) and |λ(E⊗t)| = p(E)t−1 by noting that the multiplicity of eigenvalue one
(for E⊗t) is p(E)t−1. 
Note that the period of a null memory cell represents how much classical information
can be activated. The above corollary shows that once activation happens, the amount of
preserved information can grow up continuously with the number of the application of the
memory cells.
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4 Super-activation for storing quantum information
The results presented in the last section show that two null memory cells can be used together
to super-activate the amount |λ(E)| of stored classical information. In this section, we are
going to show how the amount |λ(E)|∞ of stored quantum information can be super-activated.
The following theorem gives a necessary and sufficient condition for this quantum super-
activation.
Theorem 2 Let E and F be two quantum memory cells with |λ(E)|∞ = |λ(F)|∞ = 1.
Then the following statements are equivalent:
(1) |λ(E ⊗ F)|∞ ≥ 2;
(2) there exists an entangled stationary state for E ⊗ F ;
(3) there exist a ∈ η(E), b ∈ η(F) such that ab = 1, and a or b is external, i.e. a ∈ η¯(E) or
b ∈ η¯(F).
Proof. The implications (1) ⇒ (3) and (2) ⇒ (3) are from Theorem 1. As |λ(E)|∞ =
|λ(F)|∞ = 1, λ(E) = (1, · · · , 1) and λ(F) = (1, · · · , 1); that is there are only finitely many
mutually orthogonal minimal stationary states {ρi} and {σj} for E and F , respectively. If
for any a ∈ η(E) and b ∈ η(F), ab = 1 can only occur when a and b both are internal, i.e.
a 6∈ η¯(E) and b 6∈ η¯(F), then it is enough to restrict E and F onto the subspaces supp(ρi) and
supp(σj) respectively, for each i and j, when we compute fix(E ⊗ F). Furthermore, as for
each ρi and σj are minimal, the restricted memory cells Ei and Fj have the simplest shapes.
Therefore, following Theorem 1, all stationary states are separable and |λ(E ⊗ F)|∞ = 1,
contradicting the assumptions (1) or (2).
To prove (3)⇒ (1) and (3)⇒ (2), let A and B be eigenvectors of E and F corresponding
to eigenvalues a and b respectively, i.e. E(A) = aA and F(B) = bB. In the following, we only
prove the case that a ∈ η¯(E) and b ∈ η¯(F). Other cases are similar.
From the decomposition Eq.(1) of E and F , there exist mutually orthogonal minimal
stationary states ρ1, ρ2 for E and σ1, σ2 for F such that
A ∈ lin.span{|ψ1〉〈ψ2| : |ψi〉 ∈ supp(ρi), i = 1, 2},
B ∈ lin.span{|φ1〉〈φ2| : |φi〉 ∈ supp(σi), i = 1, 2}.
Then we can find a positive number ǫ such that
1
K
[
ρ1 ⊗ σ1 + ρ2 ⊗ σ2 + ǫ(A⊗B +A
† ⊗B†)
]
is a stationary state for E ⊗ F , where K is a normalization factor. Note that this state is
entangled by the positive partial transpose criteria [14], thus (2) holds.
Suppose |λ(E ⊗ F)|∞ = 1. Then there are finitely many mutually orthogonal minimal
stationary states {ξi}
m
i=1 for E ⊗F . By [18, Corollary 6.5], it contradicts the fact that A⊗B,
ρ1 ⊗ σ1 and ρ2 ⊗ σ2 can all be linearly represented by {ξi}
m
i=1. This proves (1). 
Corollary 2 Given a quantum memory cell E, |λ(E)|∞ can be super-activated if and only if
the multiset η¯(E) of external eigenvalues is not empty. Furthermore, |λ(E⊗t)|∞ is increasing
with t.
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Proof. It suffices to note that the set of eigenvalues of E is closed under complex conjugate.
Furthermore, if n > m, the noiseless subsystems of E⊗m is also the noiseless subsystems of
E⊗n, so |λ(E⊗n)|∞ ≥ |λ(E
⊗m)|∞. 
Note that computing η¯(E) is an easy linear algebra exercise. Thus super-activation of a
given quantum memory cell E can be checked easily without finding an entangled stationary
state or the noiseless subsystems of E⊗t.
Theorem 2 and Corollary 2 have some interesting implications. First, if we want to
super-activate |λ(E)|∞ by collective use of E , E must have at least two (mutually orthogonal)
stationary quantum states; i.e. |λ(E)| > 1. This means that classical information can be stored
in the memory cell E . Therefore, such super-activation implies the preservation of classical
information. This is in sharp contrast to the super-activation in zero-error communication
over quantum channels: there exist quantum channels F1 and F2 such that both of them
have vanishing zero-error classical capacity (meaning that classical information cannot be
sent without errors), but the zero-error quantum capacity of F1 ⊗ F2 is positive (meaning
that we can use it to transmit quantum information perfectly) [6]. Secondly, if an entangled
stationary state is found, then there is at least one useful noiseless subsystem in the whole
memory cell system that can be used to store (entangled) quantum states. So, entanglement
can be served as a signal for protecting quantum information, like the period in the super-
activation of |λ(·)|. Thirdly, the quantities |λ(·)|∞ and |λ(·)| are not multiplicable, i.e. in
general |λ(E ⊗ F)|∞ 6= |λ(E)|∞ · |λ(F)|∞ and |λ(E ⊗ F)| 6= |λ(E)| · |λ(F)|. This implies that
the amount of information that can be preserved through a quantum memory cell depends
on what other memory cells are also available.
Mathematically, given a quantum memory cell E , the shape is fully determined by its
magnitude-one eigenvalues and the corresponding eigenvectors, and the super-activation of
|λ(·)| and |λ(E)|∞ is determined by internal and external eigenvalues of E , respectively. This
indicates that eigenvalues with magnitude one have different roles in information storage.
Finally, we present a simple example to show that the growth of the super-activation
of |λ(·)|∞ can be exponentially fast, and the speed of growth is independent on external
eigenvalues. Therefore, the collective use of purely classical memory cells is an efficient method
to preserve quantum information.
Example 2 Let θ1, θ2 be real numbers and 0 < θ1 ≤ θ2 < 2π. We consider two quan-
tum memory cells Ek(ρ) = (|0〉〈0| + e
iθk |1〉〈1|)ρ(|0〉〈0| + e−iθk |1〉〈1|) + |2〉〈2|ρ|2〉〈2| on H =
lin.span{|0〉, |1〉, |2〉} for k = 1, 2. Note that for each k,
Ek(ρ) = (|0〉〈0|+ e
iθk |1〉〈1|)(P0 + P1)ρ(P0 + P1)(|0〉〈0|+ e
−iθk |1〉〈1|) + |2〉〈2|P2ρP2|2〉〈2|,
where Pj is the projection onto lin.span{|j〉} for j ∈ {0, 1, 2}. So, we can restrict Ek onto
lin.span{|0〉, |1〉} when we only consider |λ(·)|∞. Then the evolution is fully represented by
unitary matrices {Uk = diag(1, e
iθk)}k=1,2. It is easy to compute λ(Ek) = (1, 1, 1), and
η¯(Ek) = {e
iθk , e−iθk} for k = 1, 2. By Theorem 2, |λ(E1 ⊗ E2)|∞ > 1 if and only if θ1 = θ2 or
θ1 = 2π − θ2. Now, we show that the growth speed of the super-activation is independent on
θ1, θ2 and exponential with the number of collectively used memory cells in both cases.
(1) θ1 = θ2. Then let U = U1 = U2 and E = E1 = E2. For any strictly positive integer t,
U⊗t ≃ diag[I(t0)
, I(t1)
eiθ, · · · , I(tt)
eitθ]
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where Ik is the identity matrix with dimension k. Then |λ(E
⊗t)|∞ >
(
t
t/2
)
if t is even;
otherwise, |λ(E⊗t)|∞ >
(
t
(t−1)/2
)
.
(2) θ1 = 2π−θ2, i.e. U1 = U
†
2 . For any strictly positive integer t, |λ[(E1⊗E2)
⊗t]|∞ ≥
(
t
t/2
)2
if t is even; otherwise |λ[(E1 ⊗ E2)
⊗t]|∞ ≥
(
t
(t−1)/2
)2
.
Therefore, in the above cases, the growth speed is independent on θ1, θ2. Specifically, by
Stirling’s approximation,
(
t
t/2
)
and
(
t
(t−1)/2
)
both are growing up exponentially with t and
|λ(E⊗t)|∞ ≤ n
t with dim(H) = n, so |λ(·)|∞ has an exponential growth.
5 Conclusion
We proved that the existence of entangled stationary states of a given purely classical memory
cell is necessary and sufficient for super-activating it to store quantum information, whereas
a null memory cell can only be super-activated to preserve classical information. We also
proposed a simple method to check whether such super-activation happens by computing
its external and internal eigenvalues, respectively. Moreover, once activated, the preserved
quantum information may have exponential growth with the number of the used memory
cells. This provides an efficient way to perfectly preserve quantum information even when the
quantum memory cell is fully classical.
At this moment, we only have a simple example showing the exponential growth of super-
activation of the amount |λ(·)|∞ of stored quantum information. In future research, we expect
to give a general characterization of the growth speed of |λ(·)|∞.
A recent work [8] indicated that if we consider unital quantum memory cell E (E(I) =
I) and use the decoherence-free subsystems storing quantum information, then the super-
activation of quantum information cannot exist. So checking the existence for general quantum
memory cells is also an interesting problem.
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Appendix: Proof of Lemma 1
Lemma 2 Let E be a quantum operation on H with the fixed-point decomposition H =⊕n
k=1(HAk ⊗ HBk) ⊕ K, and X an eigenvector corresponding to some a ∈ η(E). Then
X ∈ B(K⊥).
Proof. Following [18, Proposition 6.3], Eφ is generated by E as follow. Let {Ei} be the
Kraus operators of E , i.e. E(·) =
∑
iEi · E
†
i . Then its matrix representation is defined to be
M =
∑
iEi ⊗ E
∗
i . Assume that M = SJS
−1 is the Jordan decomposition of M , where
J =
K∑
k=1
λkPk +Nk,
Ndkk = 0 for some dk > 0, NkPk = PkNk = Nk, PkPl = δklPk, tr(Pk) = dk, and
∑
k Pk = I.
Let Jφ :=
∑
k:|λk|=1
Pk. Then we write Eφ for the super-operator with the matrix representa-
tion SJφS
−1.
By the definition, we first observe that Eφ(X) = X for all X with E(X) = aX for some
a ∈ η(E). Then following [19], K is transitive, i.e. for all ρ ∈ D(H), limn→∞ tr(PE
n(ρ)) = 0,
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where P is the projection onto K. Furthermore, [18, Proposition 6.3] asserts that there exists
an increasing sequence of integers ni such that Eφ = limi→∞ E
ni . Therefore, tr(PEφ(ρ)) = 0
for all ρ ∈ D(H). The lemma follows by noting that fix(Eφ) has a decomposition similar to
Eq.(1) and X can be linearly represented by a set of quantum states. 
If we only want to compute eigenvalues of E with magnitude one and corresponding eigen-
vectors, then the restriction of E onto K⊥ is enough to be used by Lemma 2. Furthermore,
the following lemma gives a characterization of these eigenvalues when λ(E) = (1).
Lemma 3 For any quantum operation E with λ(E) = (1), we have η(E) = {exp(2πik/p)}p−1k=0
for some integer p, and all elements in η(E) are internal.
Proof. As λ(E) = (1), there is only one stationary state ρ∗ of E . By restricting E onto
X = supp(ρ∗), EX is irreducible; that is, its shape is (1) and its stationary state is of full-
rank. Then with [18, Theorem 6.6], η(E) ⊇ η(EX) = {exp(2πik/p)}
p−1
k=0 for some integer p,
and the multiplicity of any eigenvalue in η(EX) is 1. Following Lemma 2, there are no other
eigenvalues in η(E), so η(E) = η(EX). 
Corollary 3 Given a quantum operation E, if λ(E) = (d) for some positive integer d, then
η(E) = {exp(2πik/p)}p−1k=0 for some integer p, and all elements in η(E) have multiplicity d.
Recall that p is the period of E , i.e., p = p(E).
Lemma 4 For a quantum operation E with λ(E) = (1), there exists a set of mutually orthog-
onal quantum states {ρi}
p(E)−1
i=0 such that E(ρi) = ρi⊞1, where ⊞ denotes subtraction modulo
p(E).
Proof. Without loss of generality, we assume that E is irreducible. Otherwise, we restrict
E onto the support of the stationary state. Let d = p(E). By [7, Theorem 4], there exists
a set of mutually orthogonal subspaces {Bi}
d−1
i=0 such that H =
⊕
iBi and for each i, Bi is
invariant under Ed. Then for each i, Ed|Bi , the restriction of E
d onto Bi, has a limit state,
i.e. there is a quantum state σi ∈ D(Bi) such that for all ρ ∈ D(Bi), limn→∞ E
dn|Bi(ρ) = σi.
As Bi is an invariant subspace of E
d, this means limn→∞ E
dn(ρ) = σi. From [7, Theorem 4],
we have E(ρ) ∈ D(Bi⊞1). So,
lim
n→∞
Edn(ρ) = σi ⇒ lim
n→∞
Edn+1(ρ) = E(σi)
⇒ lim
n→∞
Edn(E(ρ)) = E(σi)
⇒ lim
n→∞
Edn|Bi⊞1(E(ρ)) = E(σi)
⇒ σi⊞1 = E(σi).

