Abstract. Let K be a field complete with respect to a discrete valuation v of residue characteristic p. Let f (z) ∈ K[z] be a separable polynomial of the form z ℓ − c. Given a ∈ K, we examine the Galois groups and ramification groups of the extensions of K generated by the solutions to f n (z) = a. The behavior depends upon v(c), and we find that it shifts dramatically as v(c) crosses a certain value: 0 in the case p ∤ ℓ, and −p/(p − 1) in the case p = ℓ.
1. Introduction 1.1. Arboreal Galois representations. Let K be a field. Choose an algebraic closure K. Let f (z) be a polynomial of degree ℓ over K. For n ≥ 0, let f n denote the nth iterate f • f • · · · • f . Fix a ∈ K. For n ≥ 0, let f −n (a) be the multiset of solutions to f n (z) = a in K, so #f −n (a) = ℓ n ; also let K n = K(f −n (a)) ⊆ K. Let K ∞ = n≥1 K n . For 0 ≤ n ≤ ∞, let G(n) = Aut(K n /K) and let I(n) be the inertia subgroup of G(n).
Let n ∈ {0, 1, 2, . . . , ∞}. Let T n be the complete ℓ-ary rooted tree of height n (so there are ℓ n leaves at the top); here T ∞ is the increasing union of T 1 ⊂ T 2 ⊂ · · ·. The disjoint union of the f −m (a) for m ≤ n, with an edge from α to f (α) for each vertex α other than the root, is isomorphic to T n . Suppose that the solutions to f n (z) = a are distinct. Then these solutions lie in the separable closure K s of K in K, and Gal(K s /K) acts on this copy of T n . This defines a continuous homomorphism ρ n : Gal(K s /K) → Aut T n . The image of ρ n is isomorphic to G(n). A continuous homomorphism Gal(K s /K) → Aut T ∞ is called an arboreal Galois representation [BJ07, Definition 1.1].
There is a large literature studying the image of ρ ∞ for various polynomials over global fields [Odo85a, Odo85b, Sto92, Odo97, BJ07, Jon08, BJ09, Jon13, Hin16] , and occasionally also for rational functions [JM14] .
• ("Tame case") ℓ is not divisible by p;
• ("Wild case") ℓ = p and K is a finite extension of Q p . In particular, f is separable.
In contrast with the situation over global fields in Examples 1.1 and 1.2, our Theorem 2.1 will imply that over a local field K with finite residue field, the arboreal representation associated to a separable polynomial f (z) = z ℓ − c as above is never surjective, and never even of finite index. Ingram proved a related result when K is a finite extension of Q p . In this setting, he showed that if f ∈ K[x] is a monic polynomial with good reduction and degree not divisible by p, and a ∈ K is such that f n (a) → ∞ as n → ∞, then the image of Gal(K s /K) is of finite index in a particular infinite index subgroup of Aut T ∞ [Ing13, Theorem 1].
In this introduction, we describe our main results in the wild case. It turns out that in this case there is a dramatic shift of behavior as v(c) crosses −p/(p − 1): Theorem 1.3. Suppose that K is a finite extension of Q p , and ℓ = p.
is an infinite extension if k is finite, and K ∞ /K is finitely ramified if and only if a lies within the closed unit disk centered at a fixed point of f .
In fact, our results are more precise. For example:
• If v(c) < −p/(p −1) and v(a) > v(c)/p and µ p ⊆ K, then there exists n depending on v(c) and there exists α ∈ f −n (a) such that K ∞ = K(α) (generated by one element!) and G(∞) is an elementary abelian p-group of order at most p n (Theorems 4.2 and 4.3).
• • If v(c) < 0, Theorem 6.2 provides a nontrivial upper bound on the asymptotic rate of growth of [K n : K]. We prove similar results in the tame case.
1.3. Outline of the paper. Section 2 shows that the image of an arboreal representation over a local field has infinite index, whether or not it arises from iterates of a polynomial. Section 3 proves some general lemmas used throughout the rest of the paper. The Galois groups G(n) and G(∞) depend on whether v(c) is negative, and in the wild case also on whether v(c) < −p/(p − 1). Sections 4 to 7 describe these groups; the section titles refer to the valuation of c. Finally, in Section 8, we determine K ∞ completely in the analogous situation with K = R.
Images of local arboreal representations
Recall our assumptions on K and k from Section 1.2.
Theorem 2.1. Assume that char K = 2 and k is finite. Then the image of any continuous homomorphism
Proof. Each τ ∈ Aut T ∞ acts as a permutation of the set of the leaves of T n ; let sgn n (τ ) be the sign of this permutation. We define a map sgn : Aut T ∞ → n≥1 {±1} by assigning τ → n≥1 sgn n (τ ).
The hypotheses on K imply that K has only finitely many quadratic extensions, so there are only finitely many continuous homomorphisms Gal(
{±1} has finite image. On the other hand, the map Aut T ∞ sgn → n≥1 {±1} is surjective.
Remark 2.2. Without the assumption that k is finite, Theorem 2.1 can fail. For example, if K = Q((t)), then any f (x) as in Example 1.2 defines a surjective ρ ∞ .
Remark 2.3. If k is finite but char K = 2, then again Theorem 2.1 can fail, as we now explain. In this case, K = F 2 e ((t −1 )) for some e, and the maximal pro-2 quotient of Gal(K s /K) is a free pro-2 group of infinite rank [Kat86, 1.4.4] . This implies that Gal(K s /K) admits a continuous surjective homomorphism onto any inverse limit of a sequence of finite 2-groups. If T ∞ is a binary tree (ℓ = 2), then Aut T ∞ is such an inverse limit.
General lemmas
v(ℓ). It will turn out that there is a shift of behavior when v(c) crosses these values. In the tame case, all these values collapse into one: ν n = 0 for all n ≤ ∞. In the wild case,
and their limit is
We need the valuations of the zeros of the polynomial
Its Newton polygon is the lower convex hull of the points (0,
, and (ℓ, 0). The slopes of the Newton polygon depend on whether the middle point lies above or below the line segment through (0, v(d)) and (ℓ, 0). These slopes determine the valuations of the zeros. A Newton polygon segment of width 1 corresponds to a solution in the ground field K(d, y). (c) The Newton polygon of f (z + y) − f (y) − d is a line segment containing the three points above, while all other intermediate monomials correspond to points strictly above this line since the prime ℓ divides each binomial coefficient. Thus, if we scale the variable to make the first two points horizontal, and then divide by the leading coefficient, we obtain a polynomial g(z) reducing toḡ(z) := z ℓ + u 1 z + u 2 for some units u 1 , u 2 . We havē g ′ (z) = u 1 , soḡ is separable, so the roots of g generate an unramified extension.
, then this conclusion holds for all n ≥ 1.
Proof. Let α 0 = a and let
. Thus the first case holds at most finitely many times, and then the second case holds at most once, and then the third case holds from then on.
Proof. Each extension K n+1 /K n is a Kummer extension of exponent dividing ℓ.
Sufficiently negative valuation
In this section, we consider the case v(c) < ν ∞ .
Proof. We may assume that n ≥ 1 and α = β. We use induction on n. If n = 1, then
Suppose that n > 1 and the result holds for n − 1. Let d = f (α) − f (β) and y = β. If n > 1, then by the inductive hypothesis, the hypothesis on c, and Lemma 3.2, 
is a bijection. The multiplication action of µ ℓ on f −m (a) is compatible with the trivial action on f −(m−1) (a); on the other hand, it induces an action on D m . The action on f −m (a) is free (since the elements of f −m (a) are nonzero), so the action on D m is free. But #D m = ℓ m /ℓ m−1 = ℓ = #µ ℓ , so D m is a µ ℓ -torsor, and its automorphism group as a torsor is µ ℓ . Each element of G(n) acts trivially on µ ℓ , and hence acts as an automorphism of the µ ℓ -torsor D m . Combining the bijections for m = 1, . . . , n yields a Galois-equivariant bijection f −n (a)
The group G(n)/I(n) is isomorphic to the Galois group of the residue field extension, which is cyclic. Its order divides the exponent of G(n), which by (a) is ℓ.
, which is 0 in the tame case.
Proof. First suppose that v(c) < ν n . Let α 0 = a, and for m ≥ 1, let α m be an element of
If the first case in (2) holds for m = 1, 2, . . . , n − 1, then q n−1 = ℓ 1−n q 1 ≥ ℓ −n v(c) > v(c) − ν ∞ by definition of ν n , so the second case holds for m = n. Moreover, if the second case holds for a given m, then we remain in the second case from then on, since −(ℓ − 1)v(c)/ℓ − v(ℓ) is positive under the hypothesis v(c) < ν n ≤ ν ∞ . Thus the second case holds for all m ≥ n, and we have n = 1 in the tame case. The final sentence of Lemma 3.1(b) implies that for all m ≥ n, we have α m+1 ∈ K(d, y) ⊆ K m . By Theorem 4.2(c), this implies that
Now suppose instead that we are in the wild case and v(c) = ν n . Then v(c) < ν n+1 , so the previous paragraph shows that K ∞ = K n+1 . The arguments above show that if the first case holds for m = 1, 2, . . . , n − 1, then q n−1 ≥ v(c) − ν ∞ . Thus we obtain K n+1 = K n as before unless if q n−1 = v(c) − ν ∞ , in which case Lemma 3.1(c) shows that α n+1 is unramified over K n for each α n+1 ∈ f −(n+1) (a). 
n . More generally, if ℓ r is the largest power of ℓ such that In this section and the next, we consider the wild case.
Galois groups and inertia groups.
Theorem 5.1. Suppose that ℓ = p and v(c) = −p/(p − 1) and 0 ≤ n < ∞.
Proof. Let k n be the residue field of K n . (a) The group G(n)/I(n) is isomorphic to the group Gal(k n /k), a Galois group of an extension of finite fields, so it is cyclic. By Lemma 3.3, G(n) is a p-group, so G(n)/I(n) is a p-group too. (b) Since v(c) = −p/(p − 1), the ramification index of K over Q p is divisible by p − 1. The extension K(µ p )/K is tamely ramified with ramification index dividing p − 1, so after replacing K by an unramified extension, we have µ p ⊂ K. Then Lemma 3.3 applies. (c) By Lemma 3.2, if m ≥ 1 and α ∈ f −m (a), then v(α) = −1/(p − 1). Next we prove by induction that for n ≥ 1, for any distinct α n , β n ∈ f −n (a), we have v(α n − β n ) = 0. If n = 1, then α 1 = ζβ 1 for some pth root of unity, so v(α 1 − β 1 ) = v(ζ − 1) + v(β 1 ) = 1/(p − 1) − 1/(p − 1) = 0. Now suppose that n > 1 and the result holds for all m < n. Given distinct α n , β n ∈ f −n (a), let α n−1 = f (α n ) and β n−1 = f (β n ). Let d = α n−1 − β n−1 and y = β n , so v(y) = −1/(p − 1). If α n−1 = β n−1 , then v(d) = 0 by the inductive hypothesis, and pv(y) + p/(p − 1) = 0 too, so Lemma 3.1(a) implies that v(α n − β n ) = v(d)/p = 0. If α n−1 = β n−1 , then d = 0, so Lemma 3.1(b) applies: the solution to f (x) − f (β n ) = 0 closest to β n is β n itself, and the other solutions satisfy v(x − β n ) = v(y) + 1/(p − 1) = 0; in particular, v(α n − β n ) = 0. In both cases, the inductive step is completed.
Let n ≥ 1. Let O n be the closed unit disk in K n centered at 0; let m be the open unit disk in K n centered at 0. Let D n be the closed unit disk in K n containing f −n (a); by the previous paragraph, such a disk exists and the natural map f −n (a) → D n /m is injective. Injectivity implies that G(n) acts faithfully on D n /m. The simply transitive translation action of O n /m on D n /m is G(n)-equivariant, and hence I(n)-equivariant. Since I(n) acts trivially on the residue field O n /m, the previous sentence implies that each σ ∈ I(n) acts on D n /m as a translation by some element of O n /m. This defines an injective homomorphism I(n) ֒→ O n /m, so I(n) is an elementary abelian p-group. The number of translations mapping f −n (a) mod m to itself is at most #f
−n (a). As β n varies over f −n (a), the argument in the proof of (c) shows that the differences α n − β n have valuation 0 and have distinct residues. Thus #k n ≥ p n . Hence k ∞ is infinite, so G(∞)/I(∞) is infinite. On the other hand, by (a), G(∞)/I(∞) is an inverse limit of cyclic p-groups. Thus G(∞)/I(∞) ≃ Z p . (e) By (b) and (c), it will suffice to show that I(∞) is infinite. In proving this, we may replace K by its finite extension K(b). Conjugating z → f (z) by the coordinate change
, where
Examining the Newton polygon of
, so each coefficient of g is p-adically integral. If α ∈ K satisfies v(α) < 0, then any solution to g(x) = α has valuation v(α)/p. Thus if we start at z = a, or equivalently at x = a − b, and if v(a − b) < 0, then every element of f −n (a) has x-coordinate of valuation v(a − b)/p n . Thus the ramification index of K(f −n (a)) over K tends to ∞ as n → ∞. (f) By adjoining b to K, we reduce to proving the second statement. Thus we assume that b ∈ K, and we need to prove that I(∞) = {1}. The polynomial g(x) in (3) has p-adically integral coefficients, and its reduction modulo the maximal ideal is separable (of the form
by the coordinate change x = y + (a − b) yields another polynomial h(y) with p-adically integral coefficients and with separable reduction. Moreover, h(y) could be obtained directly from f (z) by conjugating by z = y + a, so h(y) has coefficients in K. Since h(y) has separable reduction, adjoining solutions to h(y) = e for any p-adically integral e yields an unramified extension. By induction, K(h −n (0)) is unramified over K for every n ≥ 0. Conjugating back shows that K(f −n (a)) is unramified over K for every n ≥ 0. Thus I(∞) = {1}.
Example 5.3. Let p = 2 and c = −1/4, so f (z) is z 2 + 1/4. If a = 1/2, then K ∞ is the unramified Z 2 -extension of Q 2 . 5.2. Ramification group lemmas. We will prove results about the ramification groups of G(∞), but first we need some lemmas about ramification groups in general. Let K be a local field, and let L be a Galois extension of K with Galois group G. For u ∈ R ≥0 , let G u ≤ G be the uth ramification group in the lower numbering. For w ∈ R ≥0 , let G w ≤ G be the wth ramification group in the upper numbering. (We use the definitions in [Ser79, IV] .) Lemma 5.4. Let K be a local field, and let L be a Galois extension of K with Galois group G. Then w∈R ≥0 G w = {1}.
Proof. The intersection maps to the corresponding intersection for each finite Galois subextension L ′ over K, so we may assume that L is finite over K. Suppose that σ ∈ w∈R ≥0 G w . The G w are the same as the G u , only renumbered, so σ ∈ G u for all u ∈ R ≥0 . Then for any
Proof. If the result holds for every finite Galois extension of K lying between L and M, then the result holds for M too. Thus we may assume that M is finite over K. Lower numbering ramification groups are compatible with subgroups; that is,
Thus for s ∈ H, we have
Corollary 5.6. With notation as in Lemma 5.5, suppose in addition that L is Galois over
Corollary 5.7. With notation as in Lemma 5.5, if H w = {1} for some w ∈ R ≥0 , then
Proof. By Lemma 5.5, G w ∩ H ≤ H w = {1}. Thus G w injects into the finite set G/H, so G w is finite. The groups G w ′ are decreasing and their intersection is {1} by Lemma 5.4, so G w ′ = {1} for some w ′ ≥ w.
Lemma 5.9. Let L ⊇ K be a finite Galois extension of local fields with Galois group G. Then for any u ∈ R ≥0 , the uth upper and lower numbering ramification groups satisfy G u ≤ G u .
Proof. The Herbrand function satisfies φ(u) :
Lemma 5.10. Let v be a valuation on a field K. Let x, y ∈ K. If v(x) = v(y) = −ǫ for some ǫ > 0, and v(x − y) = 0, then v(x −1 − y −1 ) = 2ǫ.
Proof. This follows from x −1 − y −1 = − x−y xy .
Ramification groups of iterates.
We now return to the study of the Galois groups of f n (z) − a. The following theorem shows that when v(c) = −p/(p − 1), the ramification in K ∞ /K is not very deep. Let b ∈ K be a fixed point of f . Let e be the ramification index of K over Q p .
Proof. First suppose that v(a) > v(c) and
implies that I(∞) = {1}, so the conclusion holds trivially, with w = 0. So assume that v(a − b) < 0. Let n ≥ 1. Let v n be the valuation on K n normalized so that its value group is Z. Thus v n = (e#I(n))v. By Theorem 5.1(c), we have #I(n) ≤ p n . Let K ′ be the maximal unramified extension of K in K n . Fix α ∈ f −n (a), and let 
Hence for any positive integer w ≥ 2e|v(a − b)|, we have G(n) w = {1}, so Lemma 5.9 shows that G(n) w = {1} too. This holds for all n, so G(∞) w = {1} for such w. Now we consider the general case. By Lemma 3.2, we can find m ≥ 1 such that all
Let L be a finite Galois extension of K containing f −m (a) and b. For each α, the previous paragraph yields
; by taking the maximum of the w's, we find one w for which Gal(
Example 5.12. Suppose that ℓ = p and e = p − 1 and v(c) = −p/(p − 1) and b ∈ K and v(a−b) = −1/(p−1) (this implies v(a) ≥ −1/(p−1) > v(c)). Then the first paragraph of the proof of Theorem 5.11 shows that G(n) 2 = {1} for all n. On the other hand, G(n) 0 = G(n) 1 since the inertia group is of p-power order. Thus the only break in the ramification filtration (in either the lower or upper numbering) occurs at 1, and for the upper numbering this holds also for I(∞).
Remark 5.13. Let K be a characteristic 0 local field with perfect residue field of characteristic p. For a continuous homomorphism ρ from Gal(K s /K) to a p-adic Lie group G, Sen's theorem [Sen72, §4] relates the ramification filtration to the "Lie filtration" of G. Theorem 5.11 and Example 5.12 show that the analogue for arboreal representations does not hold.
Insufficiently negative valuation
Theorem 6.1. If ℓ = p and −p/(p − 1) < v(c) < 0, then K ∞ /K is infinitely wildly ramified.
Proof. By Lemma 3.2, we may replace a by some iterated preimage to assume that v(α) = v(c)/p for every α ∈ f −n (a) for every n ≥ 0. Let α 0 = a, and inductively choose α n ∈ f −1 (α n−1 ) for n ≥ 1. Let β 0 = a, and inductively choose β n ∈ f −1 (β n−1 ) such that β 1 = α 1 . Let d n = β n − α n . By We next bound the growth rate of [K n : K]. We have µ p ⊆ K 1 . For r ≥ 1, the field K r+1 is obtained from K r by adjoining the pth roots of the p r numbers α r + c as α r ranges over the elements of f −r (a). By Kummer theory, [K r+1 : K r ] equals the order of the subgroup generated by these p r numbers in K (If p = 2, then B n = # Aut T n .) The next theorem shows that when v(c) < 0, we can do better.
Theorem 6.2. Suppose that ℓ = p and v(c) < 0. Let r ∈ Z ≥1 be such that v(c) < −p/((p r − 1)(p − 1)). Then there exists a constant C depending on p, r, and v(a) such that
We will need the following lemma in the proof of Theorem 6.2. Proof. The hypothesis implies that the Newton polygon of (1 + x) p − (1 + ǫ) has vertices at (0, v(ǫ)), (1, 1), and (p, 0). The width 1 segment at the left corresponds to a root in K. 
