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ductive weight (Timiras and Valcana 1972; McCance and Widdowson 1974; Sibly and Calow 1986; Whitledge et al. 1998; Jobling and Johansen 1999) . Catch-up growth has been observed for many years (Reed 1921) in plants, invertebrates, and vertebrates, both in the laboratory and in the wild (Albon et al. 1987 ) and both in juveniles and in adults. Catch-up growth occurs following conditions of undernutrition rather than malnutrition (Boersma and Wit 1997) . In juvenile fish, for example, CG may occur after only a few days of complete food deprivation or a few weeks of relatively low food availability. Because most species evolved in environments in which food supplies fluctuate, we may expect that natural selection has acted on those feeding behaviors and allocation processes in ways that will allow successful responses to food shortage (Comfort 1963; Sohal and Weindruch 1996) . The commonness of CG also shows us that organisms typically grow at rates that are submaximal, although, as noted 70 years ago (McCay 1933) , they may be optimal. The reasons for this are manifold; see Mangel and Stamps (2001) for a recent review.
The connections between early growth, caloric restriction, CG, survival, and life span have been reviewed by Feuers et al. (1993) , Weindruck and Sohal (1997) , Mousseau and Fox (1998) , Metcalfe and Monaghan (2001) , Beckerman et al. (2002) , Lummaa and Clutton-Brock (2002) , Rollo (2002) , Ali et al. (2003) , Metcalfe and Monaghan (2003) , and most recently by Bateson et al. (2004) in the context of developmental plasticity and human health and by Dandona et al. (2004) , Finch and Crimmins (2004) , and Gluckman and Hanson (2004) in the context of disease, inflammation, and human health. Even with this level of review, Ali et al. (2003) note that the evolutionary consequences of CG are largely unexplored.
The short-term trade-off between rapid growth and predation mortality is one of the classic questions in behavioral ecology (Mangel and Stamps 2001) , but it is often difficult to verify (e.g., Gotthard 2000) . Here we are interested in the long-term trade-offs, which are even more difficult to verify. However, Olson and Shine (2002) , Ruel and Whitham (2002) , and Munch and Conover (2003) recently showed that rapidly growing individuals (lizards, trees, and fish, respectively) experienced lower long-term survival than slower growing conspecifics. Arendt and Wilson (2000) showed that pumpkinseed sunfish Lepomis gibbosus that had grown rapidly delayed cranial ossification, with potential fitness effects through reduced feeding ability, swimming ability, and/or defense against predators. In general, one should expect trade-offs between rapid growth and other functions such as development, repair, maintenance, defense, reproduction, and behavior (Ricklefs et al. 1994; Arendt 1997; Pedersen 1997) . Furthermore, experimental evidence indicates that these costs are often deferred : several months after the period of CG, the fish that had experienced CG entered a prolonged phase of poorer relative performance. The proximate mechanism for this could be due to damage to the white muscle, such as that observed in Arctic charr Salvelinus alpinus that had undergone rapid growth (Christiansen et al. 1992) . As a consequence of reduced longterm performance, CG is often associated with decreased life span.
In appendix A, we provide a brief review of the varieties of compensation. In summary, we now understand that CG depends on species (e.g., Hayward and Wang 2001; Zhu et al. 2001) , social environment (MacLean and Metcalfe 2001; Metcalfe and Monaghan 2001) , Julian day, temperature, and food availability, and physiological factors such as internal state and age (e.g., Nicieza 1997) . There is no single "fixed" pattern of CG (Pitts 1986 ), but there may be general principles that allow us to deepen understanding and to predict the pattern, given the context. In order to understand patterns of growth and compensatory growth, one should ultimately embed a description of growth in a life-history model (Sibly et al. 1985; Perrin 1992; Tenhumberg et al. 2000) because growth rates at any given size and time are determined by the trade-off between whatever risks are engendered by growth and the future benefits of larger size. However, current models generally perform poorly when used to study CG (Whitledge et al. 1998; Lika and Nisbet 2000; Shertzer and Ellner 2002; Gurney et al. 2003) .
Another classic subject in life-history theory is allocation trade-off, in which a fixed amount of resource must be allocated to various physiological functions. Here, we consider an acquisition trade-off in which an organism may acquire additional resources now but incur the cost of additional mortality through damage later in life. In the literature, what precisely is meant by compensatory growth is subject to terminological inexactitude. For instance, most studies of CG utilize a control treatment in which individuals grow on unlimited rations for the duration of the experiment. However, because growth strategies may depend on size, age, and the time remaining for growth, this control can only provide information about the size effects on growth. In circumstances where early-life growth at small size is typically less than the growth of younger individuals of the same size later in the season, studies employing only one control line may mistake normal but late-season growth for CG.
Compensation, Mortality, and Longevity
It is clear that compensatory growth sometimes is associated with increased rates of mortality and decreased longevity. What is not clear is the source of the association. This connects to the larger question of human health and the relationship between height and longevity (e.g., Waaler 1984; Samaras et al. 2003) . For example, if increased height (linear dimension) has a negative effect on longevity, can that be explained and predicted? In the field of human health, this is known as the "fetal origins hypothesis": CG experienced early in life (e.g., before age 11) is tightly correlated with a variety of midlife ( ) diseases (e.g., age 1 50 Desai et al. 1995; Barker 1998; Lucas et al. 1999; Ozanne and Hales 1999; Barker 2002) .
The general relationship between metabolism and life span is still unresolved (Sohal et al. 2000) , although they appear to be regulated separately (Cowen 2001) . The two major theories (Pearl's rate of living [Pearl 1928 ] and Brand's mitochondrial uncoupling [Brand 2000 ], both based on the notion of free radical production and damage) of how energy metabolism is predicted to correlate with longevity give rise to contrary notions. But the experimental results themselves are contradictory and confusing van Voorhies 2004) . There is evidence for adaptive response in the sense that across species, the generation of reactive oxygen species (ROS) that cause damage is not simply related to oxygen consumption (Filho et al. 2000) . A theory that illuminates these connections by linking physiology and life history may help resolve many of the difficulties.
Previous Models of CG
The apparent flexibility in compensatory growth and the taxonomic variability in the capacity for it have led many authors to suggest that CG may be adaptive. However, no study thus far has fully assessed the fitness consequences of CG. It is conceivable, for instance, that the observed reduction in life span accompanying CG is more than made up for by the increased fecundity that typically comes with increased size.
There are only a few existing theories of compensatory growth, and most of these are silent on the question of the adaptive nature of CG. A number of models of growth physiology have attempted to predict compensatory growth (e.g., Broekhuizen et al. 1994; Whitledge et al. 1998; Gurney et al. 2003; van Leeuwen et al. 2003) . However, in all of these models, allocations are fixed, and no measure of fitness is used. Novoseltsev et al. (2000) use a very simple physiological model to characterize oxidative damage in Mediterranean fruit flies Ceratitis capitata and the effects of anticipated oxidative damage on mortality trajectories. However, their theory lacks any measure of fitness. Yearsley et al. (2004) recently developed a theory that includes measures of fitness and that shows that growth compensation may be an adaptive strategy, depending on the duration of the period of deprivation. Their theory is a special case of the one developed here.
On the other hand, there have been a number of studies that have attempted to characterize fitness-optimizing growth trajectories when mortality and fecundity are size dependent (e.g., Sibly et al. 1985; Abrams et al. 1996) , but none has dealt explicitly with compensatory growth. As we show later, a fundamentally different characterization of mortality is required to predict compensatory growth.
Our Approach
Our goal in this article is to develop a sound theory for compensatory growth and developmental plasticity by positioning ourselves at the nexus of physiology and life history (Ricklefs and Wikelski 2002) and thus constructing norms of reaction for ecological developmental biology (Sultan 2000; Gilbert 2001; Sarkar and Fuller 2003; S. B. Munch and M. Mangel, unpublished manuscript) . We begin by clearly defining what is meant by CG. We then turn to the theory by viewing this as a problem of life in silico (sensu Wilke et al. 2001; Wilke and Adami 2002; Kirkwood and Proctor 2003; Lander 2004) . With this view, we develop a life-history model describing the salient features of the biology that might give rise to growth compensation and then explore the range of behaviors that may be generated by the model for different combinations of physiological and life-history parameters. This approach differs from classical sensitivity analysis in that we do not limit ourselves to examining the consequences of small perturbations around a fixed set of parameters but rather explore the model's behavior over a wide range of values. We hypothesize that the key to understanding CG is understanding that growth leads to the accumulation of damage at the cellular level (Martin et al. 1996; Miquel 1998) expressed at the level of the organism (Kirkwood 2005 ), so we model at the level of the organism in order to develop a life-history framework. We show that a lifehistory model incorporating the mortality consequences of both size and damage provides a framework for understanding compensatory growth (and, as a bonus, the effects of calorie restriction on aging). Furthermore, in appendix B, we show that a model without damage cannot lead to the prediction of compensatory growth. Dobzhansky (1962) introduced damage in connection with longevity (also see Gavrilov and Gavrilova 2002) . Our approach is generally consistent with the free radical theory of aging (Harman 1956; Ames et al. 1993; Shigenaga et al. 1994; Beckman and Ames 1998; Ashok and Ali 1999) . In the "Discussion," we consider the nature of damage more explicitly, but here we make the following observations (Halliwell and Gutteridge 1999, p. 790ff.) : oxidative damage is a common link between all theories of aging, there is no marked fall of antioxidant defences with age (p. 796), but net oxidative damage, especially lipid peroxidation, does generally increase with age (p. 798), which means that repair is not 100% effective. After developing the theory, we conduct a large-scale simulation experiment to evaluate the range of possible model behavior and use this to classify physiological and life-history characteristics (cf. Lander 2004) for which CG is predicted to be the optimal.
Methods
To begin, we consider the range of responses to a period of deprivation (Pitts 1986;  fig. 1 ; see also Ali et al. [2003] and Jobling et al. [1994] , who use a similar framework). First, individuals may not respond at all and continue on a normal trajectory from a smaller size at age. Second, individuals may exhibit faster-than-normal growth immediately following the end of the deprivation period (short-term compensation). Third, individuals may adopt a growth strategy that involves faster-than-normal growth at some later time (long-term compensation). Finally, individuals may overtake control individuals who have been growing normally throughout (overshooting). The goal of our theory is to explicate when each case will occur and why.
In order to consider the fitness consequences of compensatory growth, we develop a life-history model describing growth in terms of the rates at which energy is acquired and lost through metabolism, both of which are flexibly governed by an individual's level of activity. We focus on a nonreproductive period in the life history during which survival depends on size X(t), activity a(t), and another state variable representing the accumulation of oxidative or cellular damage D(t) (also see Chicon 1997; Chicon and Kozlowski 2000) . The fitness associated with a particular growth strategy is determined by the probability of surviving through the focal interval and the residual reproductive value associated with the size and dam- Short-term compensation. Note that the compensating trajectory grows more rapidly than either control compared at the same time and size. Parameters used to generate this figure were , , 
Size, damage, and activity each vary through time, and our approach is to determine the activity level at each instant in time that maximizes fitness at T, given current size and damage. We then use the optimal activity schedule to conduct a virtual compensatory growth experiment. In this virtual CG experiment, individuals are subject to a period of deprivation during which only a maintenance ration is provided and are subsequently allowed to resume the optimal activity level for their present size and damage for the remainder of the growth interval. We use the results of our virtual CG experiments to determine which physiological and life-history parameters are associated with which type of CG, if any, that is predicted to occur following a period of deprivation and to determine how survival to the end of the growth interval is effected. A fully general analytical treatment of the conditions under which CG is predicted to evolve is tractable only when considering short-term compensation and then only under strongly limiting assumptions (app. B).
The Model
We modify the energy balance framework of West et al. (2001) and von Bertalanffy (1938) to allow for activitymediated variation in growth and allocation of energy to the repair of damage. Specifically, we model growth as a function of size (X), damage (D), activity (a), and energy allocated to repair ( ) as
where C(a) and R(a) denote the influence of activity on anabolic and catabolic factors. Note that if repair (U ) is Note: For the state variables and control, the range indicates the set of achievable values within the optimization routine. For the parameters, the range indicates the support over which values were drawn at random. set to 0 and C(a) and R(a) are held constant, we obtain the model of West et al. (2001) . However, our model can quite naturally produce a much greater variety of growth trajectories than the West et al. model by allowing activity to vary through time. The 3/4-power scaling of anabolism and linear scaling for catabolism (i.e., costs are proportional to mass) represent the modal values from bioenergetics and contaminant accumulation studies (reviewed in Essington et al. 2001 ; also see Ursin 1967 Ursin , 1979 Nagy et al. 1999) and are the values commonly used to model growth in many organisms.
We define the cost of activity as the multiples of the basal catabolism; thus,
In keeping with studies across a wide variety of species, we assume that maximum metabolic rate is six to seven times resting metabolism. Hence, there is a maximum value for activity (a sup ) that can be no more than ∼6. We assume that no consumption occurs in the absence of activity and that consumption saturates with activity so that
where is the maximum rate of energy gain and is the z k activity level at which energy gain is half its maximum. For any size there is thus an activity level that maximizes the net rate of energy gain, found by elementary calculus.
We assume that damage occurs as a consequence of metabolism (e.g., through the generation of free radicals) and may be self-reinforcing (Beckman and Ames 1998; Jazwinski 2000) . For example, damaged mitochondrial membranes may allow leakage of free radicals, which increases the probability of further membrane damage (e.g., Shigenaga et al. 1994; Kowald and Kirkwood 1996; Sastre et al. 2003; Fridovich 2004) . Furthermore, damage is repaired (Promislow 1994; Ishii and Hartman 2004) . We lump the various antioxidant (Sitte and von Zglinicki 2003) and repair (Seeberg 2003a (Seeberg , 2003b ) enzymes together and model the rate of accumulation of damage as
R D where the r R is a constant that converts energy to damage, n is the energetic efficiency with which damage is repaired, and r D is the rate at which damage is reinforced. These parameters are also allowed to vary (table 1) . We assume that repair occurs continuously at a rate determined by size and damage and is modeled as the amount of energy allocated to the reduction of damage (Gaver et al. 1997 
where the maximum repair rate is , and the half-satuh ration constant for repair is . In this formulation, there b will be relatively little repair when the damage is low.
Mortality has size-dependent and damage-dependent components. Although mortality that does not involve size or damage is certainly possible, this additional mortality would be common to all growth strategies and thus would have no effect on the optimal growth strategy (although it might affect the evolution of senescence [Charlesworth 1994; Partridge and Mangel 1999] , but that is the topic for a different article). In keeping with empirical evidence for the size dependence of mortality in a variety of species (Lorenzen 1996) , we assume that mortality scales inversely with length and model the size dependence of mortality as a power function of mass with exponent Ϫ1/3. Under the assumption that size-dependent mortality arises through predation and that activity increases exposure to predators, the size-dependent mortality increases linearly in activity. For simplicity, damage-dependent mortality is proportional to damage. Thus the rate of mortality is dependent rates of mortality, respectively. We assume that residual reproductive value increases with size and decreases with damage:
where the exponents for size and damage are treated f f 1 2 as parameters. This 11-parameter model is already nondimensionalized to eliminate redundant parameters. Specifically, we have eliminated proportionality constants for metabolic losses and the size dependence of mortality. For the series of in silico experiments described below (sensu Lander 2004), we do not fix or estimate the 11 parameters that remain as one would do when fitting a model to data. Instead, we let these parameters range widely (table 1) and determine which parameter combinations promote the evolution of CG. However, we assume that the parameters are fixed prior to the interval that we model. Thus, for example, this model cannot be used to treat early programming of metabolism (Ozanne and Hales 2002) without extensions. We also understand that parameters may vary both between species and between individuals of the same species (e.g., Jobling and Koskela 1996; Wang et al. 1998) . That is, we characterize the physiological constraints on the life history by the parameter vector p p . Given these constraints,
we compute fitness, defined by equation (1), by finding the optimal pattern of activity. We then ask whether this optimal pattern of activity generates compensatory growth. In order to determine which parameter combinations promote the evolution of CG, we determine the optimal time and state-dependent pattern of activity for each set of parameters (which then determines the pattern of growth and survival). To do this, we define a function by
so that is the maximum, taken over activity levels, F(x, d, t) of fitness at the end of the interval [t, T] .
, and for previous times, satisfies an (Mangel 1985; Mangel and Clark 1988; Abrams and Ludwig 1995; Houston and McNamara 1999; Clark and Mangel 2000) :
and using equations (2) and (5), we conclude
We solved equation (11) using interpolation (Mangel and Clark 1988; Clark and Mangel 2000) . We explored Taylor expansion of equation (11), in which the differences on the right-hand side were replaced by appropriate partial derivatives (Mangel 1985) . However, the latter approachbecause it involves derivatives-was less stable and more susceptible to error. In appendix B, we describe how the optimization problem can be approached using the Pontryagin maximum principle. As with other equations of dynamic programming, equation (11) is solved backward in time, from to . At each time and state, t p T Ϫ dt t p 0 we generate the optimal level of activity . * a (x, d, t) Thus, given an initial size, the optimal increments of growth and damage can then be calculated by inserting the optimal activity into equations (2) and (5). By repeatedly looking up the optimal activity level given current size and damage, and incrementing both, optimal growth and damage trajectories are constructed. This procedure can also be used to construct the compensatory trajectories, except that the growth increments were set to 0 for the duration of the deprivation period. We set , and T p 5 in general we used , but setting did dt p 0.05 dt p 0.001 not change the results. We discretized size on a grid of 40 points between critical value (sensu Mangel and x p 1 c Clark 1988; Clark and Mangel 2000) and maximum value 80 and discretized damage on a grid of 30 points between 0.1 and 30. For each value of x, we determined the value of activity a max that maximized the growth rate and then evaluated activity on a grid of 25 values between 0 and a max , using a quadratic interpolation of the fitness function. We explored finer grids for mass, damage, and activity. Although this occasionally resulted in small quantitative differences in the forward simulated growth trajectories, there were no qualitative differences in predictions.
The Virtual CG Experiment
Our goal was to identify the parameter combinations that promote the evolution of CG by conducting a series of in silico CG experiments. For a given set of parameters, the virtual CG experiment consisted of seven treatment levels and multiple controls, defined by the onset and duration of the deprivation period ( fig. 1 ). This experimental design was repeated for each parameter combination, allowing us to determine which parameter combinations and treatment levels most commonly led to CG.
We started the deprivation period after 10% or 30% of the growth interval [0,T] had lapsed (hereafter "early" and "late" onset, respectively), and the deprivation period durations were 5%, 20%, 40%, or 60% of T. During the deprivation period, individuals were allowed only maintenance rations, so that . Thus, during the depdx/dt p 0 rivation period, mass remained constant, but damage continued to accumulate (eqq.
[1], [5]). We calculated growth trajectories for each combination of onset and duration except late onset/60% duration because the remaining interval (10%) was too short for reasonable growth to occur. For each trial, we calculated a "standard control" trajectory analogous to that used in typical CG experiments in which individuals are allowed to grow normally for the full duration of the growth interval. However, to fully control for effects of time, size, and age, we initiated additional controls from multiple time points throughout the growth interval. This experimental design allows comparison of treatment trajectories to both normally growing individuals of the same age and normally growing individuals of the same size while accounting for differences in growth due to the time remaining in the season.
We chose ranges for the 11 parameters in the model so that a reasonable amount of growth could be expected to occur in the interval , and we searched this fairly [0, T] large parameter space to determine those parameter combinations that were likely to promote different types of CG. An exhaustive search of this 11-dimensional parameter space would be impossible. Instead, we sampled parameters at random from the ranges for each parameter (table 1). To facilitate this sampling, the range of each parameter was divided into up to 30 distinct values (table  1) , and each parameter was drawn independently from the resulting discrete uniform distribution. In this way, we generated 10,000 random parameter sets, and the CG experiment described above was repeated for each. Parameter sets from this range that produced implausible results (e.g., that the optimal growth trajectory was to never grow) were discarded, leaving approximately 3,000 viable parameter sets for analysis.
For each viable parameter set and for each treatment, we classify CG as overshooting, short-term compensation, or long-term compensation. Overshooting occurs when the compensating trajectory was larger at the end of the growth interval than the standard, age-matched control ( fig. 1A) . Short-term compensation is growth immediately subsequent to the deprivation period that exceeds growth of the age, size, and time controls (fig. 1B ). Long-term compensation occurs when the compensating trajectory is larger than the size-matched control by the end of the growth interval ( fig. 1C ). Note that because each of these types of CG are defined with respect to different controls (overshooting vs. long-term CG) and different time intervals (short-term vs. long-term and overshooting), they do not necessarily co-occur, nor are they mutually exclusive.
We conducted these simulations in MATLAB (Mathworks, Natick, MA). The procedure was as follows. A random parameter set was drawn, and based on these parameters, the optimal activity schedule was determined using dynamic programming. Based on this activity schedule, growth trajectories for treatment and control groups were calculated, and treatment trajectories were tested for presence of each type of CG. This algorithm was repeated 10,000 times. The total run time for these virtual CG experiments was approximately 90 hours on a 2.8-GHz PC with 512 MB RAM.
Results

Growth Trajectories
Among the 3,000 viable parameter sets, CG occurred about 25% of the time (table 2) . Within the three types of CG analyzed, the predicted commonness is long-term compensation 1 short-term compensation ∼ short-term ϩ long-term compensation 1 overshooting (table 2). Overshooting never co-occurred with either short-or long-term compensation in a given treatment, and across treatments only four of the 3,000 parameter sets exhibited both longterm compensation and overshooting, suggesting that very different physiologies are required. Note: For each treatment combination, multiple types of catch-up growth (CG) may occur; thus, the columns do not sum to 1. The "Combined" column indicates the fraction of parameter sets for which each type of CG was present in any treatment. Because different types of CG may occur independently for different treatments within the same parameter set, this column is not the sum of the preceding columns.
; ; . OS p overshoot ST p short term LT p long term The occurrence of each type of CG depends on the onset or duration of the deprivation period (table 3). For example, short-term compensation is most likely to occur with a late onset deprivation interval of intermediate duration. Long-term compensation is more likely for late onset deprivation of short duration. In contrast, overshooting is most likely to occur under early onset deprivation of short duration.
Growth Parameters and Compensation
We analyzed the conditions required for each type of CG by comparing the average values of each parameter in cases where no CG occurred with the average parameter values associated with each type of CG. One way of thinking about this is that each set of parameters corresponds to an in silico individual (or species). We then compare the physiological and life-history parameters of individuals who exhibited CG with the population average of that parameter.
To begin, all types of CG are associated with aboveaverage maximum consumption rates ( fig. 2A ), in accord with intuition. Below-average values of the half-saturation constant k are associated with short-and long-term compensation, while overshooting requires above-average k values ( fig. 2B ). This indicates that short-and long-term compensation are more likely when consumption is less sensitive to activity, that is, the activity dependence of consumption asymptotes rapidly, but that overshooting indicates a very different biology.
Catch-up growth of all types is generally associated with lower-than-average activity-dependent mortality ( fig. 3A) .
However, the sensitivity of each type of CG to activitydependent mortality is related to the duration of the deprivation period. Short-term compensation is most sensitive to activity-dependent mortality when the deprivation period is fairly short. In contrast, long-term compensation is most sensitive to activity-dependent mortality when the deprivation period is long.
Short-term compensation is influenced by the size dependence of residual reproductive value in a manner that depends on onset and duration ( fig. 3B) . High values of size-dependent reproductive value are associated with short-term compensation in early-onset, short-deprivation trials. This pattern is reversed in late-onset, long-duration trials where lower-than-average values of size dependence appear to promote short-term compensation. The relationship between long-term compensation and sizedependent reproductive value is much simpler: belowaverage values are common across all treatments, although the sensitivity increases with the deprivation period. , compensation, Green diamonds p overshooting red triangles p short-term blue compensation, of short-and long-term compensation. A, Maximum consumption rate. B, Half squares p long-term purple circles p co-occurrence saturation for consumption. C, Activity-induced mortality. D, Size dependence of residual reproductive value.
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Damage and Compensation
As shown in appendix B, it is not possible to generate compensatory growth with an optimality model in the absence of damage or some other additional state variable. Size-dependent mortality and growth alone are insufficient to explain compensatory growth. Thus, damage is a crucial element of our modeling framework. Consequently, as with the growth parameters discussed above, we examine how each type of CG depends on the damage parameters.
Damage-dependent mortality ( fig. 4A ) is lower in short- term compensating cases and appears relatively insensitive to deprivation duration in the early onset trials. In late onset trials, however, short-term compensation is less sensitive to damage-dependent mortality overall, but this sensitivity increased with the duration of the deprivation period. Long-term compensation appears to be relatively insensitive to damage-dependent mortality except for the longest deprivation periods. In these cases, higher-thanaverage damage-dependent mortality appears to promote long-term compensation. Relatively high levels of damage reinforcement are associated with short-term compensation ( fig. 4B ), although damage reinforcement does not have a consistent effect on the other types of CG. Both short-and long-term compensation are promoted by high rates of damage accumulation. This is seen in the aboveaverage values of the metabolism to damage conversion rate (r R ; fig. 5A ) and to a lesser extent in the (typically) below-average values of repair efficiency (n; fig. 5B ).
Overshooting is strongly influenced by the capacity for repair ( fig. 6 ). The maximum repair rate is substantially higher for parameter sets in which overshooting occurred compared with cases without CG. Moreover, the halfsaturation constant b is substantially lower when overshooting occurred. Thus, overshooting is most likely when the repair rate is high at low levels of damage. The relationship between the capacity for repair and both shortand long-term compensation is ambiguous. All types of CG are associated with above-average values for the damage dependence of residual reproductive value ( fig. 7) . Given our parameterization, this indicates that CG is most likely when residual reproductive value is extremely sensitive to low values of damage and relatively insensitive to greater levels. The exceedingly high value of f 2 for overshooting in the late/5% treatment corresponds to a single parameter set, so its interpretation is unclear. 
Mortality Trajectories
Wachter (2003) notes that evolutionary theories of aging generally fail to be able to predict mortality trajectories. However, as an emergent part of the computation, our theory of compensatory growth generates trajectories of mortality. Thus, we are able to predict the shape of mortality trajectories as a function of physiological and lifehistory parameters. We find that a variety of trajectories are possible under this modeling framework (also see Mangel and Bonsall 2004) , ranging from Gompertz-like behavior through plateaus of mortality rate to declines of mortality rate. Theory for predicting mortality trajectories is an active area of research, and a more thorough exploration of the shape of mortality trajectories possible within this framework compensation will be the subject of a subsequent article.
Discussion
The General Situation
The overall picture that emerges from our analysis is fairly complex, as the review in appendix A suggests it would be. However, we are able to distill our results into a series of empirically verifiable predictions. To begin we have a number of null model predictions. First, in the absence of natural selection acting on the physiological parameters governing growth and the accumulation of damage, CG, while not rare, will not be a dominant physiological response. Second, within the three types of CG analyzed, the predicted commonness, without normalizing by terminal fitness, is long-term compensation 1 short-term compensation ∼ short-term ϩ long-term compensation 1 overshooting. Note that the first prediction stems from the observation that only 25% of the viable parameter sets resulted in some form of CG. However, in contrast to our simulation, natural selection is expected to result in nonuniform distributions of physiological parameters. Thus, natural selection may increase the frequency with which CG is observed in nature.
In addition, we have a series of strong predictions. These are summarized in table 4. Briefly, short-term compensation is predicted to occur when activity and damage incur low mortality penalties, but that damage is accrued fairly rapidly. Long-term compensation is less sensitive to the rate at which damage is accumulated, is more strongly affected by the maximum consumption rate, and is highly influenced by the residual reproductive value. Overshoot- ing is predicted primarily when repair is highest and reaches its maximum at low damage levels. Furthermore, for those parameters for which overshooting is predicted to occur, several of the control trajectories surpassed the standard control. Thus, overshooting should be thought of as a time-dependent growth strategy rather than compensatory growth per se. This result highlights the importance of having time-specific controls in empirical research into CG. With the results summarized in table 4 in mind, we predict that the capacity for CG will be strongly tied to the natural history of each species and may be reframed in terms of a comparative analysis. For instance, both short-term and long-term CG seem to require that consumption rates are relatively insensitive to activity levels while overshooting should be more likely for organisms whose intake rates depend strongly on activity. Thus, we should expect to find short-term and longterm CG more commonly among free-living organisms that forage fairly constantly and overshooting among relatively sedentary organisms such as sit-and-wait predators. Short-term CG is more likely in organisms that have low damage-induced mortality, while long-term CG is more likely in organisms that have high damage-induced mortality. Therefore, we hypothesize that organisms that have short life spans and relatively rapid senescence will be more likely to exhibit long-term CG and that relatively longlived organisms will be more prone to exhibit short-term CG.
Our results are based on the assumption that growth rate is limited by the difference between energy acquisition and expenditure, but it is possible that the constraint may be the growth potential of tissues (Ricklefs et al. 1994; Arendt 2000; Ricklefs 2003 ). In addition, we have not separated mass and skeleton, although it is known that compensatory responses in each may differ (Hermanussen et al. 1996; Metcalfe et al. 2002) . While such extensions of our approach are feasible, they are far from trivial. In addition, our treatment of repair, using a functional response, minimizes the adaptive deployment of repair enzymes (Novoseltsev et al. 2000; Zielinski and Pörtner 2000; Yanase et al. 2002 ), but we also leave this for a subsequent article.
The Nature of Damage
We have treated damage as a physical variable much like mass but have not specified it. This is often the first step in biological models, in which one does "not specify what , Green diamonds p overshooting red triangles p compensation, compensation, short-term blue squares p long-term of short-and long-term compensation. purple circles p co-occurrence the components of the model were made of, but only their formal relationships" (Maynard Smith 1986, p. 79) . Later in the book, Maynard Smith (1986, p. 106) continues: "People who only believe in things when they know what they are made of will feel uneasy. My own view is that scientific theories usually start out by assuming the existence of entities that no one has ever seen or touchedgenes, atoms, photons, viruses. If the theories are successful, someone will find a more direct way of showing that the hypothetical entities are actually there."
Existing evidence from a variety of sources tells us something about the characteristics of damage. Indeed, in some cases it might be very easy to identify damage. For example, Arendt et al. (2001) show that weakened scales are a cost of rapid growth in sunfish, so that the measure of damage is directly obtained from the scale strength of control and treatment individuals. Overwintering juvenile Atlantic salmon (Salmo salar L.) divide into resident and migrating fish; the former will spend at least another year in fresh water while the latter will move to the ocean the following spring. Individuals adopting the migrating strategy appear to maximize growth rate by minimizing the rate of protein turnover , from which we may conclude that protein damage is more likely in migrating, faster-growing individuals than in resident, slower-growing ones.
There is mounting and generally agreed-on evidence that oxidative damage accumulates at mitochondria (Van Remmen and Richardson 2001; Driver et al. 2004; Hartman et al. 2004) . There is also mounting evidence that DNA damage occurs as a consequence of oxidative damage (e.g., Minakami and Fridovich 1990; Chatgilialoglu and O'Neill 2001; Karanjawala and Lieber 2004; Lu et al. 2004 ), Late onset, short duration; low sensitivity of consumption to activity; above-average damage-dependent mortality; above-average damage accumulation; below-average values of size dependence for reproductive value OS Early onset, short duration; high sensitivity of consumption to activity; above-average repair, particularly for low levels of damage Note: The factors listed are those that discriminate among the three types of CG. Factors making all three more likely have been excluded. These are above-average maximum consumption, below-average activity-dependent mortality, and above-average values of damage dependence for reproductive value.
; ; . OS p overshoot ST p short term LT p long term and the maintenance of genome integrity is increasingly recognized as a major factor in longevity and cell viability (Hasty et al. 2003) . The in vivo level of peroxidation of lipids and protein carbonyls can be measured in a wide variety of organisms (Stadtman 1992; Rikans and Hornbrook 1997; Leeuwenburgh et al. 1998 Leeuwenburgh et al. , 1999 Pollack and Leeuwenburgh 1999; Levine and Stadtman 2001; Partridge and Gems 2002; Spiteller 2001; Sukhotin et al. 2002; Lambert and Merry 2004) and in birds (which are relatively long-lived for their masses); these levels are lower than in mammals of comparable sizes. In some cases, the genetic/ proteinomic basis of additional damage is understood too (Xin et al. 2003) . Thus, directly measurable levels of lipid, protein, or DNA peroxidation is a measure of damage; drugs that will target this damage are under development (Gibson 2004) .
What is less clear is how directly damage is connected to mortality rates and life span (Ozawa 1995; Agarwal and Sohal 1996; Finkel and Holbrook 2000; Block et al. 2002; Unterluggauer et al. 2003) even though there is a positive correlation between mammalian life span and cellular resistance to stress (Kapahi et al. 1999) . Because antioxidants slow the shortening of telomeres (Serra et al. 2003) , one possibility is that oxidative stress shortens telomeres (von Zglinicki 2002) and that telomere length is directly connected to the rate of mortality (e.g., Aviv et al. 2003; Cawthon et al. 2003; Wong and Collins 2003) . Other possibilities are that oxidative damage increases the rate of apoptosis (Sastre et al. 2000; Pollack and Leeuwenburgh 2001) , that oxidative damage affects cell cycle checkpoints (Serra et al. 2003) , or that oxidative stress increases the development and progression of atherosclerosis or hypertension (von Zglinicki et al. 2000; Dobrian et al. 2001; Farrell 2003; Keaney et al. 2003; Morrow 2003) .
Several alternative interpretations of damage independent of oxidative stress are possible as well. Dulloo et al. (2002) suggest that improper thermogenesis during CG may itself be a form of damage (and that this is why weight fluctuation early in life is a risk factor for chronic diseases later in life). Another alternative, suggested to us by Marcos A. Antezana (personal communication), is that transcription-associated mutations accumulate in highly expressed genes associated with growth. Trifunovic et al. (2004) recently reported premature aging in mice that expressed defective DNA polymerase, providing some direct evidence for the link. This source of damage could explain some of the classic comparative-biological trade-offs between fecundity or metabolic rate and longevity and suggests where to look for damage. There is already evidence concerning transcription and genomic instability (Aguilera 2002) and that Werner syndrome is associated with a deficient protein associated with optimizing DNA repair (Chen et al. 2003) .
The Route to Linking Theory and Observation
During the period of deprivation, damage increases as a consequence of metabolism and reinforcement of damage while size remains constant. Thus, for compensatory growth to occur, the optimal strategy must be to grow faster when an individual has more damage than expected under normal growth for its size and age. Formally, if we can write that CG will occur if * a (X, D ϩ dD, t) 1 , where is the optimal level of activity * * a (X, D, t) a (X, D, t) at time t when mass is X and damage is D.
This suggests a route to empirically evaluating our results; exposure to substances that will increase the rate of damage accumulation are predicted to affect growth in a manner similar to periods of deprivation. The difficulty is to apply the stress in such a way that the energetic cost of dealing with it is not excessive, but this is not impossible. The key will be to provide a pulse in damage after which predicted and observed growth trajectories can be compared and longevity measured (Sohal et al. 2000) . Of course, measurement of damage itself would be an even better comparison. For example, Minakami and Fridovich (1990) show that paraquat inhibits growth without causing cell death in E. coli through increased production of .
Ϫ O 2 In other words, the application of paraquat provided at a low level causes an increase in damage. Our theory allows a prediction of the growth response to the increase in damage. In addition, one could use either very high levels of oxygen or hydrogen peroxide (Ogburn et al. 2001) or other stressors (Janssens et al. 2002) as means of inducing damage while simultaneously inhibiting repair, thus allowing another kind of treatment for comparison.
In addition to monitoring growth through changes in mass or linear variables, RNA : DNA ratios allow us to peek inside the organism as a more accurate indicator of feeding condition (Smith and Buckley 2003) . Ultimately, however, molecular approaches will be required because identical phenotypic responses to oxidative stress may have very different genetic origins (Arking et al. 2000) .
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APPENDIX A On the Varieties of Growth Compensation
Organisms show a dazzling array of responses to deprivation. Ali et al. (2003) divide the responses to deprivation into no compensation, partial compensation, full compensation, and overcompensation, depending on the ultimate relationship between the control-and treatmentsize trajectories. They review about 50 studies on a wide range of species, which show the entire possible range of responses. Furthermore, in some cases (e.g., rainbow trout and hybrid sunfish; Weatherley and Gill 1981; Dobson and Holmes 1984) , individuals in the same study may show full compensation, partial compensation, and overcompensation (suggesting individual variation in parameters in eqq.
[2], [5]). Nicieza (1997) showed that the timing and duration of the compensatory response of juvenile Atlantic salmon depended on the life-history pathway that the individual adopted (migration the following spring or resident in freshwater for another year) and the manipulation used to reduce growth (a reduction in water temperature or a reduction in food). Perch Perca flavescens did not show overcompensation under circumstances in which bluegill-sunfish crosses did (Hayward et al. 1997; Hayward and Wang 2001) . Zhu et al. (2001) compared the compensatory responses of sympatric sticklebacks and minnows from a loch in Wales. Minnows were able to wholly compensate for 1 or 2 weeks of starvation while sticklebacks were not. Subsequently, Zhu et al. (2003) showed that two different protocols of deprivation (1 week food deprivation followed by 2 weeks maintenance rations vs. 1 week ad lib. food followed by 2 weeks deprivation) had no effect on the compensatory response, although the reason for this constancy of compensatory response is not clear. Ali and Wootton (2001) showed that three-spined sticklebacks Gasterosteus aculeatus recurrently deprived of food for 2, 4, or 6 days followed by 2 days ad lib. feeding almost fully compensated if the deprivation period was 2 days but not if it was 4 or 6 days, although the latter groups did achieve positive growth.
In juvenile barramundi Lates calcarifer (Bloch), CG can be induced by as little as 1 week of food deprivation (Tian and Qin 2003) , but the magnitude and duration of compensation and body composition of individuals depended on the length of the deprivation period. Sogard and Olla (2002) compared the compensatory responses of juvenile walleye pollock Theragra chalchgramma and sablefish Anoplopoma fimbria, two sympatric north Pacific fish species. Following a 3-week starvation period, pollock compensated in length and overcompensated in mass. However, sablefish did not compensate in either length or mass following starvation periods of either 2 or 3 weeks. Sogard and Olla did not follow the long-term consequences of compensation but did measure critical swimming speeds (which may be viewed as a proxy for escape speed and thus an inverse proxy for mortality rate) at 4 and 9 weeks after refeeding for pollock and 4 weeks after refeeding for sablefish. The former showed no difference between treatment and control individuals in critical swimming speeds, but sablefish that had been deprived of food and had partially compensated had lower critical swimming speeds. This is not simply a matter of gut contents during refeeding because there was no significant difference in the gut contents of treatment and control individuals. Perch Perca fluviatilis on compensatory trajectories may omit spawning in a particular year (Holmgren 2003) . Following a 3-week period of deprivation, roach Rutilus rutilus showed CG and associated behavioral responses through a diel pattern of temperature choice, migrating to cooler water in the dark. This behavior suggests an adaptive response to the trade-off between higher food density in warmer water and the reduced metabolic costs of cooler water. Jobling et al. (1994) alternated short periods of food deprivation with unlimited provision and found that Atlantic cod Gadus morhua fed on alternate weeks (1 : 1) ended up larger than those fed on 2 : 2 or 3 : 3 schedules.
The broad geographic distribution of Atlantic silversides Menidia menidia leads to a variety in the expression of compensatory growth within a single species and demonstrates that starvation is not necessary (maintenance ration is sufficient) to induce compensatory growth (Schultz et al. 2002) . Fish from northern (Nova Scotia) populations recovered from 10 days of limited rations by growing 12% faster in length and 46% faster in mass than control fish, but fish from southern populations (South Carolina) grew only 1.4% faster in length and 22% faster in mass than control fish. This pattern of greater capacity for CG in northern populations is predicted by our theory because northern populations have higher average rates of consumption compared to southern populations (Billerbeck et al. 2000) .
In summary, compensatory responses can vary between species that are sympatric, within a species according to the developmental pathway, and between individuals apparently on the same developmental pathway. It is thus both the pattern of compensatory growth and its variation that we seek to understand.
D
In this case, optimal size trajectories are determined solely by the individual's current size and the time remaining for growth. Therefore, optimal growth following a period of deprivation would be indistinguishable from an optimal trajectory taken by a younger individual that had grown normally to the same size. Thus CG is not possible. Analysis of this model also reveals that if reproductive value depends on damage, then CG may be predicted to occur. However, we must consider in greater depth the conditions under which CG may evolve. First, recognize that a period of deprivation must result in an individual having more damage than expected for its size. This is a consequence of metabolism continuing even if growth is suppressed and there is no reinforcement of damage. Therefore, damage accumulates damage throughout the deprivation period. Consequently, for CG to evolve, fitness must be greater for an individual exhibiting faster growth when it finds itself with an excess of damage given its size and age. More formally, if we think of the optimal activity as a function of size, damage, and time, this condition indicates that where dD is the excess damage accumulated during the period of deprivation. Recall that * * a (X, D ϩ dD, t) 1 a (X, D, t) equation (B2) takes a minimum at a opt . To ensure that , we must have
