The dropshaft structure is usually applied in an urban drainage system to connect the shallow pipe network and the deep tunnel. By using the renormalization group (RNG) k~ε turbulence model with a volume of fluid method, the flow pattern and the maximum relative water depth over a stepped dropshaft with a different central angle of step were numerically investigated. The calculated results suggested that the flow in the stepped dropshaft was highly turbulent and characterized by deflection during the jet caused by the curvature of the sidewall. According to the pressure distribution on the horizontal step and the flow pattern above the step, the flow field was partitioned into the recirculating region, the wall-impinging region and the mixing region. In addition, with the increase in the central angle of step, the scope of the wall-impinging region and the mixing region increased and the scope of the recirculating region remained nearly unchanged. The maximum water depth increased with the increase in discharge. In the present work we have shown that, as the value of the central angle of step increased, the maximum water depth decreased initially and increased subsequently.
Introduction
A dropshaft is a hydraulic structure that is installed in drainage systems and tunnel schemes to convey extreme rainfall so that it will not trigger urban flooding. The energy dissipation of a dropshaft is very notable. Studies by Rajaratnam et al., Chanson, and Camino et al. have shown that the energy dissipation rate of the dropshaft is normally more than 75% [1] [2] [3] [4] .
According to the flow features of a vertical dropshaft, the general dropshaft structure can be divided into four categories: plunge-flow dropshaft [5, 6] , vortex-flow dropshaft [7, 8] , baffle-flow dropshaft [9, 10] , and helicoidal-ramp dropshaft [11, 12] . In recent years, vortex-flow dropshafts have become popular due to the excellent energy dissipation and air removal in the construction. The flow characteristic has been investigated by engineers and scientists through laboratory experimentation and numerical simulation. Jain and Kennedy [13] reported the application of vortex dropshafts in the Milwaukee Metropolitan Sewerage District in 1984. In 2010, Hager [14] , combined with previous engineering experience, put forward a complete design plan for a vortex dropshaft. Zhao et al. [15] investigated the performance of a vortex drop structure with a relatively small height-to-diameter ratio and confirmed that the energy dissipation rate and air entrainment rate were very significant. Del Giudice and Gisonni [16] optimized the intake of a vortex drop structure in Naples and solved the problem of supercritical approach flow. Natarius [17] installed the Vortex Flow Insert (VFI) in a vortex drop which can effectively eliminate the public odor problem in that drop. Yu and Lee [18] investigated the hydraulics of tangential vortex intake and presented the design guideline that can convey the flow steadily without being influenced by the hydraulic jump.
In order to improve energy dissipation and reduce safety hazards, an innovative design of vortex-flow structures has been developed [19] . A series of steps was deployed on the dropshaft. The flow hit each step as an impinging jet, with the energy being dissipated through jet breakup in the air, collision and swirling on the step, and increased friction between jet and sidewall [20, 21] . From the perspective of safety, the steps will significantly increase the air concentration and reduce the risks of cavitation damage [22] . The features of the standing waves concerning the relative height, the location, and the extent were studied theoretically and experimentally by Wu et al. [23] .
Although researchers of existing studies have gained a comprehensive understanding of this particular type of dropshaft, little is known about the intricacies of the flow and influence of central angle of step on hydraulic properties. Therefore, in order to study the effect of central angle of step on the flow pattern and maximum water depth on the sidewall, numerical investigations of a stepped dropshaft with different central angles were carried out.
Numerical Simulation

Volume of Fluid Method
The volume of fluid [24] model, which relies on the fact that two or three phases are not interpenetrating, provides an efficient and economical way to track the volume fraction of each of the fluids throughout the domain. Because different fluid components are solved by a single set of momentum equations, the volume fraction of unit phase is defined in order to track the free surface of each computational cell. For an air-water two-phase flow model, in each computational cell, the sum of the volume fractions of the air and water is unity. Specifically, computational cells without water have a value of zero. Full cells are assigned a value of 1 and partially filled cells have a value between 0 and 1. Therefore, the volume fraction of air or water is defined as α a and α w , respectively. The relationship between α a and α w can be given as follows:
The variables and their attributes are shared by air and water and represent volume-averaged values if the volume fraction of air and water is obtained. Therefore, at any given control volume, the variables and their attributes represent either air or water, or a mixture of them. The tracking of the interface between air and water is accomplished by the solution of the continuity equation with the following form:
where α w is the volume fraction of water and u i and x i are the velocity components and coordinates (i = 1, 2, 3), respectively. The density ρ and molecular viscosity µ, which are the volume-fraction-averaged properties and not constants can be expressed as follows:
where ρ w and ρ a are the density of water and air and µ w and µ a are the molecular viscosity of water and air. By the iterating solution of the volume fraction of water α w , ρ and µ can be calculated. 
Turbulence Model
With the rapid development of computer technology, numerical methods have been applied more and more to complex flows of industrial relevance [25] [26] [27] [28] [29] [30] . The most widely used approach in both academia and industry for the modeling of turbulent flows is Reynolds-averaged Navier-Stokes (RANS) methods that solve additional transport equations for turbulence and introduce the turbulence eddy viscosity to simulations to mimic the effect of turbulence. In the RANS modeling framework, two distinct turbulence models were used, namely, k~ε and k~ω. The k~ε turbulent models have historically been used in flow simulations because of the better convergence and lower memory [31, 32] . Desirable results can be achieved in various contexts by the k~ω turbulent models, such as boundary layers with adverse pressure gradients and flow separation [33, 34] . There are many papers which simulated the complicated hydraulic properties in stepwise and vortex shaft spillway structures using the k~ε model [35] [36] [37] [38] , yielding reliable results compared with laboratory experiments. As an improvement of the standard k~ε model, the RNG k~ε model [39] is more accurate in simulating flows with high strained rates and streamline bending [40] [41] [42] , such as the swirling flow. Therefore, the RNG k~ε turbulent model was adopted to model the intricate flow in the stepped dropshaft. The computational fluid dynamics module of the ANSYS 16.0 software (ANSYS ® , Canonsburg, PA, USA), Fluent [43] , was utilized to investigate the flow over the stepped dropshaft. The equations of the turbulent kinetic energy, k, and its dissipation rate, ε, are as follows:
where ρ is the corresponding density, µ is the dynamic viscosity, µ t is the turbulence viscosity, u i is the velocity component in the ith direction, t is the time, G k is the generation of turbulent energy caused by the average velocity gradient, and C µ , C 1ε , C 2ε , β, and η 0 are empirical constants. In the RNG k~ε model, the empirical constants are given as C µ = 0.0845, σ k = σ ε = 0.7179, C 1ε = 1.42, C 2ε = 1.68, β = 0.012, and η 0 = 4.38.
Numerical Algorithm
The Pressure-Implicit with Splitting of Operators (PISO) algorithm, based on the higher degree of the approximate relation between the corrections for pressure and velocity, was applied to implicitly couple the velocity and pressure. The implicit finite volume method was used to solve the iteration. The calculated domain was divided into discrete control volumes by the unstructured grid that has a high adaptability and is self-adjusting to the complicated geometry and boundary. The detailed location of the free surface is determined by the geometric reconstruction scheme, which is accurate and applicable for general unstructured meshes in Fluent. This scheme assumes that the interface between two fluids has a linear slope within each cell, and then uses this linear shape for calculation of the advective flux. Ultimately, the volume fraction of each cell can be calculated according to the advective flux balance of previous calculations. Refining the grid on interface between water and air is important for transient VOF calculations using the Geo-Reconstruct formulation. It was unfortunate that the water level in the dropshaft could not be measured beforehand because of the complexity and randomness in the multi-phase flow process. Consequently, in order to get the high-precision results, all the three calculated configurations were refined with total grid numbers of approximately 0.30 million, 0.46 million, and 0.65 million, respectively (the specific content will be introduced later).
The appropriate setting of time-dependent solution parameters is the magnitude guarantee of robustness and efficiency for calculation. For transient volume of fluid calculations that use the implicit scheme of VOF, the fixed times stepping method was selected. The max iterations per time step, a maximum for the number of iterations per time step, was set as 50. Since the ANSYS Fluent formulation is fully implicit, there is no stability criterion that must be met in determining the time step size. A good way to adjust the size of time step is to satisfy the ideal number of iterations per time step, which ranges from 5 to 10. To be specific, if the calculation needs only a few iterations per time step, the time step size should be increased; otherwise, it should be decreased. In this work, the range of the time step size was adjusted from 0.0001 s to 0.001 s and the iteration number was always less than 5.
Geometric Model
The calculated domain is shown in Figure 1 . It has the same size as the physical model, given in the literature [19] . The numerical model consists of three main parts, namely, the inlet section, the vertical shaft section, and the outlet section. The inlet channel cross-section was rectangular, 0.15 m wide and 0.25 m deep. The length of the inlet channel was 1 m. For the vertical shaft section, the height was 1.834 m, the external radius (R) was 0.25 m, and the internal radius (r) was 0.1 m. The shaft vertical section consisted of 14 steps, which connected the inlet channel and the outlet channel. The width, b, and the height, h, of each step were 0.15 m and 0.131 m, respectively. They were numbered from S1 to S14. The central angle of step, one important structure feature of dropshaft, was defined as θ, and configurations with θ = 120 • , 150 • , or 180 • were investigated. The dimensions of the cross-section of the outlet channel were 2 × 0.15 × 0.131 m (length × width × height). 
Boundary Conditions and Cases
The boundary conditions were as follows:
(1) Inlet boundary: the velocity inlet was used for the intake, which was set at 0.89-2.69 m/s; (2) Outlet boundary: the outlet boundary was set as pressure outlet and the normal gradient of all variables was equal to 0; In order to facilitate analysis, the cylindrical coordinate systems were established. The z-axis was the center axis of shaft. The relative polar coordinates were established on each step, in which the center of the circle was defined as the pole and the starting edge of the step was defined as the polar axis.
(1) Inlet boundary: the velocity inlet was used for the intake, which was set at 0.89-2.69 m/s; (2) Outlet boundary: the outlet boundary was set as pressure outlet and the normal gradient of all variables was equal to 0; (3) Free surface: the free surface of water was assumed to be the pressure inlet and the pressure value was P = 0; and (4) Wall boundary: no-slip velocity boundary condition; the near-wall regions of the flow were analyzed using the method of standard wall function.
In this study, nine cases with different flow rates and different central angles of step were investigated. The calculation program is shown in Table 1 . The design condition of verified cases was set up the same way as the experiment from the literature [19] : h is the step height; D is the width-radius ratio, which is the ratio of step width to external radius; i is the slope coefficient, which is spreading out from the external wall; and Fr is the Froude number of approach flow. 2.6. Verification
Grid Testing
It is very important to use the grid reasonably for the accuracy of calculation results. Therefore, the effects of different grid densities on the uncertainty of the calculation results were tested using the grid convergence index (GCI) [44] with grid numbers of approximately 0.65 million (grid 1), 0.46 million (grid 2), and 0.30 million (grid 3). The GCI is defined as follows:
in which φ i represents the variable of the ith calculation, k i represents the representative grid size for the ith calculation, and let k 1 < k 2 < k 3 . For three-dimensional calculations, k is given by the following:
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The order of p in Equation (11) can be estimated by the following:
In this paper, the pressure and tangential velocity that, respectively, were written in dimensionless form as p/h and V τ /V τmax , were variables. Figure 2b ,d presents pressure and tangential velocity along a radial line that was in the yoz plane and paralleled to the y-axis (as depicted in Figure 2a ) for different grid densities with Q = 41.25 m 3 /s. The data obtained from grid 2 were close to the data obtained with the grid 1 and the computational efficiency decreased by 20%. In Figure 2c ,e, the maximum uncertainties in pressure and tangential velocity were approximately 3.12% and 4.17%, respectively, implying that the discretization uncertainties were little in most locations. For the consideration of computational efficiency and accuracy, the grid number of 0.46 million (grid 2) was adopted in the present study. (11); (d) tangential velocity profile in models with different mesh numbers; (e) fine-grid solution, with discretization error bars computed using Equation (11).
Model Verification
The calculated flow pattern was fairly consistent with the experimental results under different discharges, as is shown in Figure 3 . When transferring from the upper steps to the lower steps, and owing to the collision between the flow and the steps, part of the flow changed direction with the mainstream travelling downstream. The flow that changed direction impacted the vertical surface of the step and formed a reflux. In addition, the cavities near the vertical step were obvious. As shown in Figure 3a ,c, the main differences are as follows: (1) the recirculation zone for Q = 41.5 m 3 /s was smaller than that of Q = 12.75 m 3 /s; and (2) for Q = 12.75 m 3 /s, there was an increase in the water level when flow entered the next step, but for Q = 41.5 m 3 /s, the increase in water level occurred after the nappe flow impacted the horizontal step. As can be seen from Figure 3b ,d, the simulated flow patterns were in good agreement with experimental results. Figure 2 . Grid convergence index value for different grid densities: (a) location of radial line; (b) pressure profile in models with different mesh numbers; (c) fine-grid solution, with discretization error bars computed using Equation (11); (d) tangential velocity profile in models with different mesh numbers; (e) fine-grid solution, with discretization error bars computed using Equation (11).
The calculated flow pattern was fairly consistent with the experimental results under different discharges, as is shown in Figure 3 . When transferring from the upper steps to the lower steps, and owing to the collision between the flow and the steps, part of the flow changed direction with the mainstream travelling downstream. The flow that changed direction impacted the vertical surface of the step and formed a reflux. In addition, the cavities near the vertical step were obvious. As shown in Figure 3a ,c, the main differences are as follows: (1) the recirculation zone for Q = 41.5 m 3 /s was smaller than that of Q = 12.75 m 3 /s; and (2) for Q = 12.75 m 3 /s, there was an increase in the water level when flow entered the next step, but for Q = 41.5 m 3 /s, the increase in water level occurred after the nappe flow impacted the horizontal step. As can be seen from Figure 3b In addition, experimental data obtained from Wu et al. [19] were used to verify the numerical results by comparing the stream-wise and radial pressure at S9, as is shown in Figure 4 . In Figure 4a , four measuring points (P1~P4) were set on the center line of the bottom step along the flow direction. P3, and the other three measuring points (P5, P6, P7) were on a straight line that was paralleled to the y-axis in the radial direction. It can be seen from Figure 4b , c that, at most locations, the calculated results of pressure distribution were fairly consistent with that of laboratory tests. The maximums of the relative error for Q = 12.75 m 3 /s and Q = 41.5 m 3 /s were 7.5% and 10%, respectively, indicating that the numerical simulations produced reliable and acceptable results. In addition, experimental data obtained from Wu et al. [19] were used to verify the numerical results by comparing the stream-wise and radial pressure at S9, as is shown in Figure 4 . In Figure 4a , four measuring points (P1~P4) were set on the center line of the bottom step along the flow direction. P3, and the other three measuring points (P5, P6, P7) were on a straight line that was paralleled to the y-axis in the radial direction. It can be seen from Figure 4b ,c that, at most locations, the calculated results of pressure distribution were fairly consistent with that of laboratory tests. The maximums of the relative error for Q = 12.75 m 3 /s and Q = 41.5 m 3 /s were 7.5% and 10%, respectively, indicating that the numerical simulations produced reliable and acceptable results.
four measuring points (P1~P4) were set on the center line of the bottom step along the flow direction. P3, and the other three measuring points (P5, P6, P7) were on a straight line that was paralleled to the y-axis in the radial direction. It can be seen from Figure 4b , c that, at most locations, the calculated results of pressure distribution were fairly consistent with that of laboratory tests. The maximums of the relative error for Q = 12.75 m 3 /s and Q = 41.5 m 3 /s were 7.5% and 10%, respectively, indicating that the numerical simulations produced reliable and acceptable results. 
Fluctuation of Calculation Results
There existed instabilities and uncertainties in the computed results because of the complexity of the flow. In order to improve the reliability of results, the pressure for R = 0.25 m at S6 and the water surface on outer wall at S6 were monitored to analyze the fluctuation of pressure and water level in the calculation process. After a long time calculation, when the average relative errors of the mass flow rate were below 10%, the flow variables were considered relatively constant in this work. Five relative locations, namely, 10 • , 30 • , 60 • , 90 • , and 120 • , were selected from each of the nine cases for determining the dispersion of pressure and the water surface at the same time period. The data in a duration of 10 s with an interval of 1 s were selected for analysis. The fluctuation of the data was calculated in terms of the standard deviation (σ p/h and σ h w /h ). Table 2 shows the standard deviation of the variables for each case. In Table 2 , the standard deviations of pressure and water surface were small, ranging from 0.0565 to 0.1008, indicating the reliability of the simulated results. All verifications for computational models, including the grid sensitivity study, the model verification, and the fluctuation of the calculated results, showed some errors and uncertainties due to the use of the eddy viscosity-based turbulence models. The errors of such eddy viscosity-based turbulence models in flow separation and recirculation zones have been documented in prior studies [45, 46] . Nevertheless, using RNG k~ε to reveal the general flow patterns could satisfy the research requirements at the present stage.
Results and Analysis
Region Division in the Flow
As the simulation reveals, the flow transfers from one step to another, in which the flow regime has similar features on different steps. First, the successive impinging produces a bifurcation, where part of the flow moves backwards and forms a recirculation zone, while the main flow rotates along the sidewall with the vortex intensity decaying. Second, the flow undergoes a significant mixing and jumping process at the end of step. In order to present the complicated flow pattern of the stepped dropshaft accurately, the flow field is divided into the recirculating region (I), the wall-impinging region (II) and the mixing region (III), according to the flow characteristics. The relative ranges of these regions are expressed in terms of angles, namely, α 1 , α 2 , and α 3 , respectively. In the subsequent sections, flow regions are discussed qualitatively according to individual streamlines and analyzed quantitatively on the basis of the pressure distribution for R = 0.25 m. Figure 5 highlights the streamlines on the first step in each configuration. Although the central angle of each configuration was different, they shared similar flow features. In particular, the flow pattern had similar characteristics as well on other steps having the same central angle. Hence, only the flow on S6 in the different configuration under Q = 80 m 3 /s was analyzed. (1) Recirculating region The recirculating region was the zone where there was insignificant change of pressure gradient in the radial direction and streamline deflection in the opposite direction. Figure 6 illustrates the flow pattern along the flow direction in the cross-section for different configurations. Recirculating vortices can be found on the step due to the pressure difference between the upper and lower surfaces of the nappe flow during the falling process. Combined with the pressure difference and resistance caused by the nappe flow colliding with the horizontal step surface, the nappe flow departed from its original direction and formed a reflux. In addition, the location of recirculating moved from the external wall to the internal wall because of the curvature of the sidewall along the downstream direction. Figure 7 presents the pressure distributions on the horizontal step surfaces and the range of flow regimes. Most of the falling points were located at the intersection line of the horizontal step and the external wall. The most remarkable feature was that it was the minimum value of relative pressure that could be detected in the recirculating region.
(2) Wall-impinging region The definition for wall-impinging region was the same as the recirculating region, which was mainly based on pressure variations and streamline features. Therefore, the range of the wallimpinging region was from the location where the minimum relative pressure occurred to the location where the local minimum pressure took place.
In the wall-impinging region, the flow was subjected to resistance and centrifugal force. However, the location and time that the inner and outer fluid were impacting the step or sidewall were different because of the curvature. First, the tangential velocity changed abruptly because of the impact of the surface flow near the external wall on that of the lateral one, leading it to increase rapidly and then to decline gradually on the water surface. The flow near the internal wall jetted along the tangent of that under pressure difference and gravity, and the maximum distance of the falling point of flow was in the circumferential direction, whereas the minimum was in the radial direction. For the lower level fluid, the flow quickly dived to the bottom of the step and traveled forward along the sidewall under the influence of gravity. However, the falling points of inside flow were close to the axis of the horizontal step surface. Deflected by the step, the flow deviated to the internal wall, resulting in it hitting the internal wall and attaching to it. Therefore, the water surface was higher on the external wall than it was on the internal wall ( Figure 5 ). Moreover, maximum pressure occurred and the pressure gradient showed drastic change at the start of the wall-impinging region ( Figure 6 ).
(3) Mixing region The range of the mixing region was from the location where the local minimum pressure occurred to the end of the step. The possibility of a relatively steady flow in the mixing region may be determined by the declining intensity of the swirling flow. The flow near the external wall moved inward from the bottom and the one close to the internal wall moved to the opposite from the surface due to the inward pressure gradient near the horizontal step which prevailed over the centrifugal force. As a result, there were less variations in the water surface in the transverse direction. Flow from the internal and the external walls mixed and interacted with each other near the axis of the step, causing the fluctuation of water surface along the circumference. At the end of the step, the elevation (1) Recirculating region The recirculating region was the zone where there was insignificant change of pressure gradient in the radial direction and streamline deflection in the opposite direction. Figure 6 illustrates the flow pattern along the flow direction in the cross-section for different configurations. Recirculating vortices can be found on the step due to the pressure difference between the upper and lower surfaces of the nappe flow during the falling process. Combined with the pressure difference and resistance caused by the nappe flow colliding with the horizontal step surface, the nappe flow departed from its original direction and formed a reflux. In addition, the location of recirculating moved from the external wall to the internal wall because of the curvature of the sidewall along the downstream direction. Figure 7 presents the pressure distributions on the horizontal step surfaces and the range of flow regimes. Most of the falling points were located at the intersection line of the horizontal step and the external wall. The most remarkable feature was that it was the minimum value of relative pressure that could be detected in the recirculating region.
(2) Wall-impinging region The definition for wall-impinging region was the same as the recirculating region, which was mainly based on pressure variations and streamline features. Therefore, the range of the wall-impinging region was from the location where the minimum relative pressure occurred to the location where the local minimum pressure took place.
(3) Mixing region The range of the mixing region was from the location where the local minimum pressure occurred to the end of the step. The possibility of a relatively steady flow in the mixing region may be determined by the declining intensity of the swirling flow. The flow near the external wall moved inward from the bottom and the one close to the internal wall moved to the opposite from the surface due to the inward pressure gradient near the horizontal step which prevailed over the centrifugal force. As a result, there were less variations in the water surface in the transverse direction. Flow from the internal and the external walls mixed and interacted with each other near the axis of the step, causing the fluctuation of water surface along the circumference. At the end of the step, the elevation of the water surface caused by the transverse gradient in the outer wall was higher than that in the inner wall. The pressure distribution in the mixing region exhibited no obvious change. Figure 8 highlights the pressure distributions on the horizontal step for R = 0.25 m. As can be seen, the impact pressure fluctuated greatly with the maximum and minimum occurring in the recirculating region and the wall-impinging region, respectively, under all conditions. In addition, the pressure in the wall-impinging region showed greater gradient than that in the mixing region and the recirculating region. As the θ increased, α 1 decreased, while α 2 and α 3 increased. The cause of this phenomenon was attributed to the increase in the circumferential length of the step. These changes were able to bring the falling point of the jet flow to the vertical step closer and to make the recirculating region smaller. On the contrary, the ranges of the wall-impinging region and the mixing region were enhanced. Flow regime had little impact on the spectrum of flow regions in most cases with θ = 120 • and θ = 150 • , but a different phenomenon could be observed when θ = 180 • . When flow discharge increased, α 2 increased, whereas α 3 decreased.
Regional Scope
Water 2018, 10, x FOR PEER REVIEW 13 of 19 Figure 8 highlights the pressure distributions on the horizontal step for R = 0.25 m. As can be seen, the impact pressure fluctuated greatly with the maximum and minimum occurring in the recirculating region and the wall-impinging region, respectively, under all conditions. In addition, the pressure in the wall-impinging region showed greater gradient than that in the mixing region and the recirculating region. As the  increased, 1  decreased, while 2  and 3  increased. The cause of this phenomenon was attributed to the increase in the circumferential length of the step. These changes were able to bring the falling point of the jet flow to the vertical step closer and to make the recirculating region smaller. On the contrary, the ranges of the wall-impinging region and the mixing region were enhanced. Flow regime had little impact on the spectrum of flow regions in most cases with  = 120° and  = 150°, but a different phenomenon could be observed when  = 180°. When flow discharge increased, 2  increased, whereas 3  decreased. 
Water Depth
For the traditional dropshaft, standing waves can only occur in a supercritical approach flow [47] [48] [49] channel due to sidewall deflection or curvature; therefore, the height of sidewalls must be carefully designed in a prototype environment. In addition, these standing waves can spread to downstream channels, causing fluctuations in the water surface. Nevertheless, for the dropshaft in the present work, sidewall standing waves were generated on each step, although the standing wave was quite insignificant under a small flow rate. Therefore, research studies should be undertaken to gain insights into the typical properties of standing waves. A sketch of the wave along the external wall is shown in Figure 10 . hmax is the maximum water depth and max  is the relative position of the maximum water depth. The distance between the steps is hs, and the relative position of the vertical plane of the upper step is s  . A dimensionless height, hs/h, for  = 120° and  = 180° is, respectively, 3 and 2, and the location, s  , for both  = 120° and  = 180° is 0. However, for  = 
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For the traditional dropshaft, standing waves can only occur in a supercritical approach flow [47] [48] [49] channel due to sidewall deflection or curvature; therefore, the height of sidewalls must be carefully designed in a prototype environment. In addition, these standing waves can spread to downstream channels, causing fluctuations in the water surface. Nevertheless, for the dropshaft in the present work, sidewall standing waves were generated on each step, although the standing wave was quite insignificant under a small flow rate. Therefore, research studies should be undertaken to gain insights into the typical properties of standing waves. A sketch of the wave along the external wall is shown in Figure 10 . h max is the maximum water depth and α max is the relative position of the maximum water depth. The distance between the steps is h s , and the relative position of the vertical plane of the upper step is α s . A dimensionless height, h s /h, for θ = 120 • and θ = 180 • is, respectively, (1) With the increase in the central angles of step, drastic fluctuation began to occur. For  = 120°, the water-surface profile was steady and the water depth decreased gradually along the flow direction in which the maximum relative water depth occurred in the recirculating region. For  = 150°, the variation of free surface became remarkable. When the central angle of step increased to 180°, the oscillation of water surface was more violent than that of the other cases.
For the small center angle, as the rotational flow approached the mixing region, the flow fell into the next step suddenly owing to the small range of the mixing region, which could lead to a dramatic change in axial velocity gradient and water depth. However, the larger the angle, the greater the diffusion in the mixing region. Water surface fluctuated greatly due to the resistance of the sidewall and centrifugal force.
(2) The influence of flow rate on water depth was relatively noteworthy: the water level rose with the increase in discharge under different conditions. For  = 120° and  = 150°, the free surface changed without distinct oscillation under all circumstances. For  =180°, the water level oscillated more vigorously with a further increase in discharge, causing an increase in the water surface, and hit the vertical surface of the next step in the mixing region.
(a) (1) With the increase in the central angles of step, drastic fluctuation began to occur. For θ = 120 • , the water-surface profile was steady and the water depth decreased gradually along the flow direction in which the maximum relative water depth occurred in the recirculating region. For θ = 150 • , the variation of free surface became remarkable. When the central angle of step increased to 180 • , the oscillation of water surface was more violent than that of the other cases.
(2) The influence of flow rate on water depth was relatively noteworthy: the water level rose with the increase in discharge under different conditions. For θ = 120 • and θ = 150 • , the free surface changed without distinct oscillation under all circumstances. For θ = 180 • , the water level oscillated more vigorously with a further increase in discharge, causing an increase in the water surface, and hit the vertical surface of the next step in the mixing region. (1) With the increase in the central angles of step, drastic fluctuation began to occur. For  = 120°, the water-surface profile was steady and the water depth decreased gradually along the flow direction in which the maximum relative water depth occurred in the recirculating region. For  = 150°, the variation of free surface became remarkable. When the central angle of step increased to 180°, the oscillation of water surface was more violent than that of the other cases.
(a) Figure 12 illustrates the change of relative maximum water depth in all cases and yields the following conclusions:
(1) For a fixed central angle of step  , hmax/h and max  increased as Q increased.
(2) For a fixed discharge Q, hmax/h and αmax showed no obvious trend as  increased. 
Conclusions
For all the cases considered above in this paper, the RNG k~ε turbulence flow model is capable of predicting the main characteristics of the flow. This included the definition of the flow regime and (1) For a fixed central angle of step θ, h max /h and α max increased as Q increased.
(2) For a fixed discharge Q, h max /h and α max showed no obvious trend as θ increased. (3) With the increment of θ, h max /h decreased initially and then increased, whereas α max exhibited the opposite phenomenon.
(4) With the increase in Q, h max /h increased and α max presented no evident change. Therefore, it seemed that the range of h max /h depended on the discharge and the central angle of step, whereas the range of α max was associated with the central angle of step. For θ = 180 • , when h max /h = 2 (Q = 48 m 3 /s, 80 m 3 /s), the flow impacted the bottom of the upper step, which can only occur on some steps when θ = 150 • for Q = 80 m 3 /s. For θ = 120 • , h max /h was considerably lower than the height of the upper step in all discharge.
For all the cases considered above in this paper, the RNG k~ε turbulence flow model is capable of predicting the main characteristics of the flow. This included the definition of the flow regime and the determination of the maximum water depth. The following conclusions can be drawn:
1. Because of the complexity of the flow regime, the flow was partitioned into the recirculating region, the wall-impinging region, and the mixing region.
2. The range of the three regions was affected by the central angle of step. With the increase in θ, the range of the wall-impinging region and the mixing region increased, whereas the range of the recirculating region had no significant change.
3. The maximum water depth increased with the increase in the flow rate, whereas the flow rate showed little effect on α max . Moreover, with the increase in θ, the maximum water depth initially decreased and then increased; however, α max displayed the opposite trend.
Although the results of this study are encouraging, same solution processes can be adopted in future work to model the energy dissipation performance and air entertainment characteristics of stepped dropshafts.
