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Abstract
Cell invasion, characterised by moving fronts of cells, is an essential aspect of de-
velopment, repair and disease. Typically, mathematical models of cell invasion are
based on the Fisher–Kolmogorov equation. These traditional parabolic models can-
not be used to represent experimental measurements of individual cell velocities
within the invading population since they imply that information propagates with
infinite speed. To overcome this limitation we study combined cell motility and
proliferation based on a velocity–jump process where information propagates with
finite speed. The model treats the total population of cells as two interacting sub-
populations: a subpopulation of left–moving cells, L(x, t), and a subpopulation of
right–moving cells, R(x, t). This leads to a system of hyperbolic partial differen-
tial equations that includes a turning rate, Λ ≥ 0, describing the rate at which
individuals in the population change direction of movement. We present exact trav-
elling wave solutions of the system of partial differential equations for the special
case where Λ = 0 and in the limit that Λ → ∞. For intermediate turning rates,
0 < Λ < ∞, we analyse the travelling waves using the phase plane and we demon-
strate a transition from smooth monotone travelling waves to smooth nonmonotone
travelling waves as Λ decreases through a critical value Λcrit. We conclude by pro-
viding a qualitative comparison between the travelling wave solutions of our model
and experimental observations of cell invasion. This comparison indicates that the
small Λ limit produces results that are consistent with experimental observations.
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1 Introduction1
Cell invasion, characterised by moving fronts of cells, is an essential feature2
of development [42], tissue repair [20,21] and disease progression [24,31,41].3
Moving fronts of cells can arise in systems that involve populations of motile4
cells that proliferate to a carrying capacity density. The combination of these5
two processes, cell motility and carrying capacity–limited proliferation, leads6
to invasion fronts that can move into vacant tissues leaving them uniformly7
occupied with cells behind the front.8
Standard mathematical models of cell invasion are related to the Fisher–9
Kolmogorov equation [11,15], or extensions of the Fisher–Kolmogorov equa-10
tion [4,8,26,27,41,53,54]. The Fisher–Kolmogorov equation is a parabolic reaction–11
diffusion model that supports travelling wave solutions [5,11,28] thought to12
represent constant speed moving cell fronts [20,21,48]. Other approaches to13
modelling moving fronts of cells include discrete position–jump models of cell14
movement [1,2,4,30,32,33] which, when combined with an appropriate carry-15
ing capacity–limited proliferation mechanism [4,44,48], can lead to invasion16
wave behaviour [45].17
Advances in microscopy and imaging technologies mean that experimental18
measurements of cell invasion are becoming increasingly detailed and it is now19
possible to make measurements of the speed of individual cells within a bulk20
population of cells. For example, Britto [3] measured the speed of individual21
neurons within a population of neurons during development, comparing indi-22
vidual cell speed measurements in both wild–type and mutant mouse models.23
Kulesa [16] used detailed time lapse images within a developing mouse em-24
bryo to measure the speed of individual neural crest cells within an invading25
population with the aim of exploring whether the cell speed was related to the26
location of the cell. Nishiyama [29] also used time–lapse images to study indi-27
vidual neural crest cell movement within a developing mouse embryo and part28
of their study measured the velocity of individual cells. Similarly, Druckenbrod29
and Epstein used time–lapse images to study individual neural crest cell move-30
ment within an invasive population [9]. Druckenbrod and Epstein found that31
cells well behind the leading edge of the invading population were relatively32
immobile whereas cells at the leading edge tended to move in the same direc-33
tion as the invading population [9]. Unfortunately, standard reaction–diffusion34
partial differential equations (PDEs) and discrete position–jump models of cell35
movement and proliferation can not be used to make predictions of the speed36
of individual cells since these parabolic models imply that information propa-37
gates with infinite speed [50] even though information propagates with finite38
speed in the corresponding discrete position–jump process.39
To overcome this limitation of parabolic models, we will consider the continuum–40
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limit PDE description of a discrete random walk model known as a velocity–41
jump process in which information propagates with finite speed [7,12–14,30].42
Briefly, the discrete process in one–dimension involves considering a total pop-43
ulation of cells to be composed of a subpopulation of left–moving cells and44
a subpopulation of right–moving cells [49]. Discrete simulations can be per-45
formed on a regular lattice with lattice spacing ∆. During each discrete time46
interval, of duration τ , each agent is given the opportunity to undergo a dis-47
placement of vτ with probability Pm, where v is the agent velocity. This means48
that left–moving agents will attempt to step a distance −vτ , and right–moving49
agents will attempt to step a distance of +vτ . Agents are permitted to change50
velocity with probability Pt per time step so that left–moving agents can con-51
vert into right–moving agents, and right–moving agents can convert into left–52
moving agents. Setting Pt = 0 gives purely ballistic motion, setting Pt ≪ 153
gives persistent motion with occasional changes in direction, whereas setting54
1 − Pt ≪ 1 gives essentially persistence–free motion. Agent proliferation can55
be incorporated by allowing each agent the opportunity to produce a daughter56
agent with probability Pp per time step [50]. Other approaches are related to57
velocity–jump models, such as Carleman models [6,19,37], since these mod-58
els also incorporate two different kinds of discrete particles that can move at59
different velocities and interact with each other in some way.60
Traditional velocity–jump models ignore crowding effects so that multiple61
agents are permitted to reside at the same location in space and agents are per-62
mitted to step across other agents [7,10,12–14,55]. For applications in cell biol-63
ogy, cells have a finite size and do not occupy the same location in space [47].64
Motivated by this observation, we previously introduced crowding effects into65
existing discrete velocity–jump models so that each lattice site could be oc-66
cupied by, at most, only one agent [49]. We modified the usual motility and67
proliferation mechanisms to ensure that potential motility and proliferation68
events that would place more than one agent per site were aborted, and we69
showed that the resulting PDE description of these interacting velocity–jump70
processes is different to the usual PDE description of noninteracting velocity–71
jump models without crowding effects [49]. In particular, we showed that the72
governing PDEs for the proliferative velocity–jump process with crowding ef-73
fects appears to give rise to solutions with moving fronts that tend to travelling74
waves as time increases [50].75
Our aim in this work is to describe travelling wave solutions of a set of PDEs76
that can be used to describe cell invasion. We begin with the PDE mod-77
els derived previously for an interacting velocity–jump model with prolifera-78
tion [49,50]. The travelling wave solutions are presented for three cases: (i)79
Case 1, no turning (ii) Case 2, fast turning, and (iii) Case 3, intermediate80
turning rates. We analyse the governing system of PDEs using a combination81
of exact and numerical techniques, and we catalogue a range of travelling wave82
solutions that includes a transition from smooth monotone travelling waves to83
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smooth nonmonotone travelling waves. The PDE solutions are quantitatively84
compared with several properties of the corresponding heteroclinic orbits in85
the phase plane. We conclude by comparing our travelling wave results with86
experimental observations of cell invasion. This qualitative comparison indi-87
cates our velocity jump model with small turning rates leads to travelling wave88
solutions that recapitulate several key aspects of the experiments.89
2 Partial differential equation model90
Our previous work described a discrete model of a proliferative velocity–jump91
process with crowding effects [50]. In one dimension, we showed that the sys-92
tem of PDEs governing this process is given by93
∂R
∂t′
= −v ∂
∂x′
[R(1− S)] + λ(L−R) + θR (1− S) , (1)
∂L
∂t′
= +v
∂
∂x′
[L(1 − S)] + λ(R− L) + θL (1− S) , (2)
where L(x′, t′) is the density of left–moving cells, R(x′, t′) is the density of94
right–moving cells and S(x′, t′) = L(x′, t′) + R(x′, t′) is the total cell density.95
The parameters in the system of PDEs are the cell velocity v, the turning rate96
λ and the proliferation rate θ. These parameters are related to the parameters97
in the corresponding discrete process, Pm, Pt and Pp, respectively [50].98
The systems of PDEs, Eqs (1)–(2), correspond to the continuum–limit de-99
scription of a proliferative velocity jump discrete process. In brief, this system100
involves a population of agents on a one–dimensional lattice with lattice spac-101
ing ∆. The population is composed of a left–moving subpopulation and a102
right–moving subpopulation. Motility events take place by allowing agents to103
move at some velocity, and crowding effects are incorporated into the sys-104
tem by allowing, at most, one agent to occupy each lattice site. This motility105
mechanism leads to the nonlinear flux terms in Eqs (1)–(2) in the limit that106
∆→ 0 and τ → 0, where τ is the time step in the discrete model. Agents also107
undergo turning events whereby left–moving agents convert into right–moving108
agents, and right–moving agents convert into left–moving agents with some109
specified probability per time step. These turning events lead to the source110
terms in Eqs (1)–(2) that are proportional to λ. Agents in the discrete model111
also undergo proliferation events with some specified probability per time step.112
A proliferative agent at some site will attempt to deposit a daughter agent at113
a nearest neighbouring lattice site provided that the target site is vacant. The114
proliferation events in the discrete model give rise to the source terms in Eqs115
(1)–(2) that are proportional to θ. More details of the discrete mechanism and116
the derivation of the PDE description is presented in our earlier work [50].117
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To simplify the dimensional governing equations, Eqs (1)–(2), we introduce118
the nondimensional variables t = t′/T and x = x′/X , with T = 1/θ and119
X = v/θ to obtain120
∂R
∂t
= − ∂
∂x
[R(1− S)] + Λ(L− R) +R (1− S) , (3)
∂L
∂t
= +
∂
∂x
[L(1− S)] + Λ(R− L) + L (1− S) , (4)
where we have only one dimensionless parameter, Λ, which represents the ratio121
of the turning rate to the proliferation rate, Λ = λ/θ.122
For a typical application of Eqs (3)–(4) to describe some experimental observa-123
tions, such as a scratch wound assay [4,20,21], we would consider applying the124
PDE model on a finite domain with an initial condition describing some region125
of the domain initially containing cells, say S(x, 0) = 1, and the remainder126
of the domain being vacant, S(x, 0) = 0. As our focus is to observe travelling127
wave solutions, we instead consider an infinite domain −∞ < x < ∞ and128
apply initial conditions of the form129
L(x, 0) ≡ 0, R(x, 0) =


1, x ≤ 0 ,
exp (−ξx), x > 0 ,
(5)
where ξ > 0 is a constant. This initial condition represents a dense mass130
of right–moving cells for x < 0 whose concentration decays exponentially131
fast in the positive x–direction. Regardless of Λ, our numerical solutions of132
Eqs (3)–(4) with (5) evolve so that a front of right-moving cells moves in133
the positive x–direction, tending to travelling waves as t → ∞. For Λ > 0, a134
similar behaviour is observed for the L(x, t) subpopulation. We note that while135
L(x, t) represents the density of left–moving cells, the action of proliferation136
and turning events described by the source terms in Eqs (3)–(4), can mean137
that the L(x, t) density profile can propagate in the positive x–direction even138
though the individual cells within this subpopulation are attempting to move139
in the negative x–direction [50]140
The precise form of these travelling wave solutions is found by setting z = x−ct141
to give142
−cdR
dz
= − d
dz
[R(1− S)] + Λ(L−R) +R (1− S) , (6)
−cdL
dz
= +
d
dz
[L(1− S)] + Λ(R− L) + L (1− S) , (7)
where −∞ < z <∞, and looking for profiles with R(z)→ 0+ and L(z)→ 0+143
as z →∞. Note that the wave speed c is an unknown constant that is related144
to the initial condition, Eq (5). We expect that travelling wave solutions will145
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move with speed c > cmin = 1 since this is the speed at which information146
propagates in the absence of any turning or proliferation [50].147
3 Travelling Wave Analysis148
Here we analyse travelling wave solutions of Eqs (3)–(4) as a function of the149
only model parameter, Λ. We will use a combination of techniques to find150
exact solutions as well as approximate numerical solutions. The numerical151
solution of Eqs (3)–(4) will be found using an upwind finite difference approx-152
imation on a uniform grid with spacing δx [35,52]. The temporal integration153
of the discretised equations is approximated using a forward Euler method154
with constant time steps of duration δt [35].155
The time-dependent solutions of the PDE model, Eqs (3)–(4), will be com-156
pared with results from a phase plane analysis where we analyse heteroclinic157
orbits in the (L(z), R(z)) phase plane governed by Eqs (6)–(7). Numerical158
solutions of Eqs (6)–(7) will be obtained using a fourth order Runge–Kutta159
method with a fixed step size δz [35].160
For completeness we will present our travelling wave analysis in three sections:161
(i) Case 1, no turning, Λ = 0, (ii) Case 2, fast turning, Λ→∞, and (iii) Case162
3, intermediate turning 0 < Λ <∞.163
3.1 Case 1: No turning Λ = 0164
Setting Λ = 0, the right–moving cells remain right–moving for all time, and so165
with the initial condition (5), the solution of Eqs (3)–(4) will have L(x, t) ≡ 0166
for all time. Under these conditions Eqs (3)–(4) simplify to167
∂R
∂t
= − ∂
∂x
[R(1−R)] +R (1− R) , (8)
and travelling wave solutions are described by168
−cdR
dz
= − d
dz
[R(1− R)] +R (1− R) . (9)
Equation (9) has an exact solution169
R(z)
(1−R(z))(c+1)/(c−1) = A exp
[
− z
c− 1
]
, (10)
where A is a constant of integration which corresponds to a translation in z.170
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We now seek to determine the relationship between the initial condition,171
R(x, 0), and the asymptotic wave speed c. At the leading edge of the trav-172
elling wave, where R(z)≪ 1, Eq (10) gives us173
R(z) ∼ A exp
[
− z
c− 1
]
as z →∞. (11)
For our initial condition (5), or any initial condition with the property that174
R(x, 0) ∼ Kexp(−ξx) as x→∞, where K > 0 is a constant and ξ > 0 is the175
decay rate, we match the initial condition with Eq (10) to give the dispersion176
relationship177
c = 1 +
1
ξ
. (12)
Here, the dispersion relationship shows that slowly decaying initial conditions178
asymptote to faster travelling waves, which is consistent with previously–179
established properties of certain parabolic reaction–diffusion models [25,36,38–180
40]. Equation (12) confirms that the travelling wave solutions for Λ = 0 have181
a minimum wave speed, c > 1.182
To illustrate the key features of the travelling wave solutions with Λ = 0 we183
present a suite of exact and numerical results in Figure 1, which shows the184
shape of the travelling waves for different values of the speed, c. For each set185
of results we used Eq (5) as the initial condition and we specified ξ using Eq186
(12) to obtain the particular wave speed c. All numerical results in Figure187
1 were obtained on a truncated domain which was sufficiently wide that the188
solution did not depend on the truncation on the time scales considered [17].189
The numerical simulations were performed for a sufficiently long period of190
time that the speed of the moving front, estimated using techniques outlined191
in [17], settled to a constant value. The travelling wave profiles in Figure 1192
show that the numerical solutions of Eqs (3)–(4) are indistinguishable from193
the exact solution on this scale. Comparing the shape of the travelling wave194
solutions in Figure 1 shows that the steepness of the front increases as the195
speed decreases.196
3.2 Case 2: Fast turning Λ→∞197
When the turning rate becomes sufficiently large, Λ ≫ 1, we expect that we198
will have R(x, t)− L(x, t)≪ 1 as t→∞. The analysis for this case proceeds199
by summing Eq (6) and (7) to give200
−cdS
dz
= − d
dz
[(R− L)(1− S)] + S(1− S). (13)
7
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In the limit Λ→∞ we set R− L = 0 in this equation to give201
−cdS
dz
= S(1− S). (14)
The solution of Eq (14) can be written in terms of S(z), or equivalently in202
terms of R(z) or L(z) since we have S(z) = L(z) + R(z) and L(z) = R(z) in203
the limit Λ→∞. In terms of R(z) we have204
R(z) =
A
2A+ exp
[
z
c
] , (15)
where A is a constant of integration, which corresponds to a translation in z.205
At the leading edge of the travelling wave, where R(z)≪ 1, Eq (15) gives206
R(z) ∼ exp
[
−z
c
]
as z →∞. (16)
For our initial condition (5), or any initial condition with the property that207
R(x, 0) ∼ Kexp(−ξx) as x → ∞, for some constant K > 0, matching the208
initial condition with Eq (16) gives the dispersion relationship209
c =
1
ξ
. (17)
To illustrate the key features of the travelling wave solutions for the case of210
fast turning we present a suite of numerical results in Figure 2 for Λ = 10211
and different values of the wave speed, c. For each set of results we used Eq212
(5) as the initial condition and we specified ξ using Eq (17). These numerical213
solutions are compared with the exact travelling wave profile, Eq (15), valid214
for Λ = ∞. The initial condition for the numerical simulations was given by215
Eq (5) and we found that the asymptotic speed of the travelling wave solutions216
was related to the decay rate of the initial condition. Our numerical results217
confirmed that the relationship between the initial condition and the wave218
speed for this case of Λ = 10 is extremely well approximated by the dispersion219
relationship, Eq (17) that is computed for Λ =∞. The travelling wave profiles220
in Figure 2 show that our numerical solutions for Λ = 10 are indistinguishable221
from the exact solution for Λ =∞ on this scale, and similar comparisons with222
different choices of large Λ provide the same conclusion (not shown).223
Comparing our results in Figure 2 for large Λ with the previous results in Fig-224
ure 1 for Λ = 0 shows that the invading travelling wave profile is qualitatively225
different for the two cases with R(z) → 1− as z → −∞ for Λ = 0, whereas226
R(z) → 1/2− as z → −∞ for large Λ. Indeed, the case Λ = 0 is exceptional,227
and all travelling wave profiles for Λ > 0 have R(z) → 1/2− as z → −∞, as228
we now discuss.229
8
 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 
3.3 Case 3: Intermediate turning 0 < Λ <∞230
For the intermediate case of finite Λ we seek travelling wave solutions for the231
system Eqs (6)–(7), which can be rearranged to give232
dR
dz
=
NR(L,R)
W (L,R)
, (18)
dL
dz
=
NL(L,R)
W (L,R)
, (19)
where233
NL(L,R) = (1− c− L− 2R)[Λ(R− L) + L(1 −R− L)]− ΛL(L−R)− LR(1− L− R),
NR(L,R) = ΛR(R− L) + LR(1− L−R)− (1 + c− R− 2L)[Λ(L−R) + R(1− L−R)],
W (L,R) = LR − (1− c− L− 2R)(1 + c− R− 2L).
In the (L,R) phase plane, the curve NL(L,R) = 0 is a nullcline along which234
dL/dz = 0 and, similarly, the curve NR(L,R) = 0 is a nullcline along which235
dR/dz = 0. The curve W (L,R) = 0 describes a curve of singularities, also236
known as a “wall of singularities” [17,18,22–24,31,34,43] along which dL/dz237
and dR/dz are singular.238
To define a travelling wave solution we seek a heteroclinic orbit in the (L,R)239
phase plane connecting the invaded steady state, (1/2, 1/2), and the uninvaded240
steady state, (0, 0). A linear stability analysis shows that the eigenvalues µ1,2241
at the steady states are given by242
(
1
2
,
1
2
)
: µ1 =
1
c
, µ2 =
2Λ
c
,
(0, 0) : µ1 =
c(Λ− 1) +
√
(cΛ)2 − 2Λ + 1
c2 − 1 ,
µ2 =
c(Λ− 1)−
√
(cΛ)2 − 2Λ + 1
c2 − 1 . (20)
The steady state at (1/2, 1/2) is an unstable node for all positive Λ except243
when Λ = 1/2 for which it is an unstable star node where the eigenvalues real244
and not distinct [28]. The steady state at (0, 0) is a stable node if Λ < 1/2 and245
a saddle point if Λ > 1/2. A schematic illustration of these kinds of steady246
states can be found elsewhere, for example in Figure A1–A2 from Appendix247
A of [28]. For the steady state at (0, 0), we note that µ1 > µ2. Importantly,248
the eigenvector corresponding to µ1 has a negative slope at (0, 0), and the249
eigenvector corresponding to µ2 has a positive slope. Thus the linear stability250
of these steady states indicates that travelling wave solutions are possible for251
all Λ > 0. In particular, for Λ > 1/2 there is a single heteroclinic orbit that252
9
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leaves (1/2, 1/2) and enters (0, 0) along the eigenvector corresponding to µ2,253
while for 0 < Λ < 1/2 there are infinitely many orbits that connect the two254
steady states, but only one which enters (0, 0) in the physically relevant first255
quadrant, again along the eigenvector µ2.256
To find the dispersion relationship for intermediate values of Λ we assume257
that we have an initial condition like Eq (5) which has the property R(x, 0) ∼258
Kexp(−ξx) as x → ∞. We match the decay rate of the initial condition259
with the shape of the leading edge of the travelling wave, for which our linear260
stability analysis shows that261
R(z) ∼ A exp(µ2z) as z →∞, (21)
where here µ2 is the eigenvalue at the steady state (L,R) = (0, 0), given by262
Eq (20). Matching these conditions gives −ξ = µ2, which can be rearranged263
to give264
c =
1− Λ +√Λ2 + ξ2
ξ
. (22)
Equation (22) gives265
c ∼ 1 + 1
ξ
− Λ
ξ
+O
(
Λ2
)
as Λ→ 0+, (23)
which is consistent with our results for Case 1 where Λ = 0, and266
c ∼ 1
ξ
+
ξ
2Λ
+O
(
Λ−3
)
as Λ→∞, (24)
which is consistent with our results for Case 2 in the limit that Λ→∞.267
To demonstrate the key features of the travelling waves for intermediate Λ we268
present a suite of results in Figure 3 where we keep the same initial condition269
and vary Λ. A key finding is that the qualitative results depend on whether Λ270
is above or below some critical value Λcrit, which depends on the wave speed271
c. Profiles in Figure 3(a) show a numerical solution of Eqs (3)–(4) with a272
sufficiently large value of Λ so that Λ > Λcrit. Here we see that the shape and273
position of the L(z) and R(z) travelling wave profiles are very similar; both are274
smooth and monotonically decreasing as z increases. The corresponding phase275
plane, given in Figure 3(b), shows the heteroclinic orbit joining the steady276
states, and both the L–nullcline and the R–nullcline. The heteroclinic orbit277
does not intersect either nullcline, indicating that the travelling wave solution278
will be monotone. It is also relevant that the wall of singularities,W (L,R) = 0,279
does not intersect the portion of the phase plane nearby the two steady states280
shown in Figure 3(b), {(L,R) : −0.05 ≤ L ≤ 0.6,−0.05 ≤ R ≤ 1.0}. This281
indicates that the heteroclinic orbit does not intersect the wall of singularities282
and confirms that the travelling wave is smooth, with no shock discontinuities283
[17,18,43].284
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Profiles in Figure 3(c) show the numerical solution of Eqs (3)–(4) with a re-285
duced turning rate, Λ = 0.2. For the particular wave speed used in Figure286
3, c = 2, this value of Λ is slightly less than Λcrit. Comparing the travelling287
wave profiles in Figure 3(a) and (c) confirms that the L(z) and R(z) profiles288
become more distinct for this smaller value of Λ. Importantly, for Λ < Λcrit289
we observe that the L(z) travelling wave remains a monotonically decreasing290
function of z whereas the R(z) travelling wave becomes nonmonotone with the291
formation of a small oscillation, or hump, just behind the leading edge. The292
phase plane corresponding to these parameters, given in Figure 3(d), shows293
that the heteroclinic orbit intersects the R–nullcline and this intersection cor-294
responds to the formation of the nonmonotone travelling wave. The location of295
the intersection of the heteroclinic orbit and the R–nullcline is approximately296
(L,R) = (0.45, 0.52) and we can use this information to provide a quantitative297
check on our numerical results in Figure 3(c). The location at which we observe298
a maximum in the R(z) travelling wave profile is given using a vertical dotted299
line in Figure 3(c). This confirms that the maximum value of R(z) along the300
travelling wave occurs at approximately R(z) = 0.52, and the corresponding301
value of the L(z) travelling wave profile is approximately L(z) = 0.45. We302
also observe that the wall of singularities, W (L,R) = 0, does not intersect the303
region of the phase plane shown in Figure 3(d), indicating that the travelling304
wave solution is smooth.305
Profiles in Figure 3(e) show the numerical solution of Eqs (3)–(4) with a further306
reduced turning rate, Λ = 0.01, which is much less than Λcrit. Comparing the307
travelling wave profiles in Figure 3(a), (c) and (e) confirms that the L(z) and308
R(z) travelling wave profiles become even more distinct as Λ is further reduced309
and the nonmonotone nature of the R(z) travelling wave profile becomes even310
more exaggerated as Λ is reduced. The phase plane corresponding to these311
parameters, given in Figure 3(e), shows that the heteroclinic orbit intersects312
the R–nullcline at approximately (L,R) = (0.07, 0.88). The vertical dotted line313
in Figure 3(e) illustrates that the turning point in the travelling wave profile314
occurs at approximately R(z) = 0.88 and L(z) = 0.07, which is consistent315
with the phase plane results.316
In summary, our results in Figure 3 indicate that travelling wave solutions317
evolving from the same initial condition but reducing Λ illustrates a transition318
from smooth monotone travelling waves for Λ > Λcrit to smooth nonmonotone319
travelling waves for 0 < Λ < Λcrit. For sufficiently large Λ we observe that the320
travelling wave profile for L(z) becomes indistinguishable from the travelling321
wave profile for R(z), which is consistent with our travelling wave results for322
the case of fast turning, Λ→∞.323
We now provide further demonstration of the travelling wave solutions of Eqs324
(3)–(4) in Figure 4 where we hold Λ constant and vary the decay rate of the325
initial condition so that we observe travelling wave solutions that move with326
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different wave speed c. Results in Figure 4(a)–(b) show a travelling wave with327
Λ = 0.05 and a wave speed c = 1.1 that is relatively close to the minimum328
speed cmin = 1. For this value of c, the turning rate Λ is less than Λcrit. The nu-329
merical profiles indicate that L(z) is monotone whereas R(z) is nonmonotone330
such that the immediate region behind the leading edge the total population is331
dominated by the R subpopulation giving S ≈ R and L≪ 1. The correspond-332
ing phase plane in Figure 4(b) shows that the heteroclinic orbit intersects the333
R–nullcline at (L,R) = (0.19, 0.75), which corresponds with the R(z) and334
L(z) values where dR/dz = 0 in the numerical results.335
Results in Figure 4(c)–(d) show the corresponding travelling wave results when336
we hold Λ = 0.05 and reduce decay rate of the initial condition so that we337
observe travelling waves with an increased wave speed c = 2. As for the re-338
sults in Figure 4(a)–(b), we have Λ < Λcrit, and we observe a monotone L(z)339
travelling wave profile and a nonmonotone R(z) travelling wave profile. The340
phase plane shows that the heteroclinic orbit intersects the R–nullcline at ap-341
proximately (L,R) = (0.21, 0.72), which corresponds with the R(z) and L(z)342
values in the numerical travelling wave profiles where dR/dz = 0. Again, just343
at the leading edge of the population we observe that the total population is344
dominated by the R subpopulation with L≪ 1. Equivalent results in Figure345
4(e)–(f) illustrate the travelling wave results for Λ = 0.05 and c = 100. Again,346
the numerical results indicate that the L(z) profile is monotone while the R(z)347
is nonmonotone and this is consistent with the phase plane where the hetero-348
clinic orbit intersects the R–nullcline at approximately (L,R) = (0.49, 0.51).349
Further experimentation with Λ = 0.05 and sufficiently high values of c, such350
as c = 1000, lead to travelling waves which appear to be monotone (not351
shown).352
4 Discussion and conclusions353
In this work we analysed travelling wave solutions of a system of coupled hy-354
perbolic PDEs that arise from considering the continuum–limit of a discrete355
interacting velocity–jump process [50]. The system of PDEs describes the spa-356
tial and temporal distribution of two interacting subpopulations: a subpopu-357
lation of left–moving cells, L(x, t), and a subpopulation of right–moving cells,358
R(x, t). The behaviour of the system is controlled by a single parameter, Λ ≥ 0,359
which is the nondimensional turning rate describing the rate at which individ-360
uals in the population change their direction of movement. Unlike traditional361
parabolic reaction–diffusion models of cell invasion, where information propa-362
gates with infinite speed [11,15], the system of hyperbolic PDEs analysed here363
has information propagating with finite speed. This property means that our364
mathematical model can be used to predict both the speed of moving fronts365
of cell populations as well as the speed of individual cells within the bulk366
12
 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 
population.367
We give exact travelling wave solutions for two special cases of our model: (i)368
Case 1, Λ = 0, and (ii) Case 2, Λ→∞. In both cases the system of ordinary369
differential equations for the travelling wave profiles can be solved exactly,370
which provides an exact dispersion relationship between the initial condition371
and the asymptotic wave speed. Our numerical solutions to the full system of372
PDEs confirms these findings.373
For intermediate values of Λ, Case 3, we use a linear stability analysis to derive374
the dispersion relationship, which is consistent with the two special cases in375
the appropriate limits. Our analysis illustrates a mathematically interesting376
and biologically relevant transition at a critical value Λcrit which is dependent377
on the wave speed c. For Λ > Λcrit, we observe travelling wave solutions where378
both L(z) and R(z) are smooth and monotonically decreasing functions of379
z. For Λ < Λcrit we have smooth travelling waves with L(z) a monotonically380
decreasing function of z while R(z) is a nonmonotone function of z with a local381
oscillation, or hump, appearing behind the leading edge giving ∂R/∂x = 0 at382
x = x∗. In particular, the values of (L(x∗, t), R(x∗, t)) can be measured from383
the numerical solutions of Eqs (3)–(4) and quantitatively tested to ensure that384
they match with the values of (L,R) where the heteroclinic orbit intersects385
with the right nullcline, NR(L,R) = 0, in the phase plane [18,43]. Although our386
work demonstrates the existence of a critical value Λcrit, we have not deduced387
an explicit mathematical expression for this critical value and we leave this as388
a point for future investigation.389
To provide insight into how our model of cell invasion could relate to experi-390
mental observations, we now quantitatively compare certain properties of the391
travelling wave solutions to Eqs (3)–(4) with experimental observations of cell392
invasion, summarised in Figure 5. The image in Figure 5(a) shows several393
trajectories of individual neural crest cells within an invasion wave of cells394
during the development of the enteric nervous system in a mouse embryo [9].395
The direction of invasion of the cell population is shown with the red arrow396
and individual trajectories of cells within the population are shown by the397
red and green trajectories. Polar diagrams, in the inset, show the length and398
direction of particular trajectories as a function of position along the invasion399
wave that has been divided into four sections, I–IV. Refer to Druckenbrod and400
Epstein [9] for a complete description of the experimental results. The aim of401
this particular experiment was to investigate how the behaviour of individual402
cells varied with location relative to the position of the leading edge of the403
population. Figure 5(a) indicates that cells behind the leading edge (Section404
IV) followed relatively short trajectories while cells at the leading edge (Sec-405
tion I) followed relatively long trajectories. This difference is consistent with406
the idea that crowding influences the behaviour of individual cells within the407
invading population. These trends also appear as properties of the travelling408
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wave solutions to Eqs (3)–(4) where we have L(x, t) +R(x, t) = S(x, t)→ 1−409
well behind the leading edge where the flux terms in Eqs (3)–(4) approach410
zero. This implies that the motility of individual cells well behind the leading411
edge is reduced due to crowding effects. Alternatively, at the leading edge of412
the travelling wave solution we have L(x, t) + R(x, t) = S(x, t) → 0+, which413
means that the flux terms in Eqs (3)–(4) are unaffected by crowding. Conse-414
quently, the individual cells at the leading edge are relatively unaffected by415
crowding, and therefore free to move.416
Figure 5(a) also indicates that cells at the leading edge of the invading popu-417
lation move along trajectories that are mostly directed in same direction that418
the population is invading. We observe only one or two trajectories that appear419
to move in the opposite direction to which the population is invading. From420
our mathematical modelling perspective, if we have a travelling wave moving421
in the positive x direction, the experimental data in Figure 5(a) indicates that422
the total population just behind the leading edge, S(x, t), will be dominated by423
the right–moving subpopulation giving S(x, t) ≈ R(x, t) and L(x, t) ≈ 0 there.424
The travelling wave solutions of Eqs (3)–(4) are consistent with these exper-425
imental observations only for relatively small values of Λ which corresponds426
to the case in which the total population at the leading edge is dominated427
by the subpopulation that travels in the same direction, such as the results428
demonstrated in Figure 3(e)–(f), Figure 4(a)–(b) and Figure 4(c)–(d).429
Similar trends are observed in the image in Figure 5(b) that corresponds to430
individual cell trajectories within a scratch assay of 3T3 fibroblast cells [4].431
The direction of the population invasion wave is indicated and we observe432
that cells well behind the leading edge are less motile than those cells right at433
the leading edge. In this particular snapshot all recorded trajectories at the434
leading edge move in the same direction as the invasion direction which is con-435
sistent with our model with Λ = 0. Therefore, in summary, we conclude that436
these experimental observations of cell invasion are consistent with travelling437
wave solutions of Eqs (3)–(4) where the turning rate, Λ, is relatively small or438
zero. The limit of large turning rate does not appear to be relevant for these439
particular images.440
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Fig. 1. Comparing the exact solution, Eq (10), with numerical travelling wave so-
lutions of Eq (3) with Λ = 0 for (a) c = 2, (b) c = 5 and (c) c = 10. Travelling
wave profiles are given at intervals of T = 20 and shifted so that the middle profile
is centered at x = 0. The numerical results were generated with δx = 0.05 and
δt = 0.02.
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Fig. 2. Comparing the exact solution, Eq (15), with numerical travelling wave solu-
tions of Eqs (3)–(4) with Λ = 10 for (a) c = 2, (b) c = 5 and (c) c = 10. Travelling
wave profiles are given at intervals of T = 20 and shifted so that the middle profile
is centered at x = 0. The numerical results were generated with δx = 0.01 and
δt = 0.005.
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Fig. 3. Results in (a)–(b), (c)–(d) and (e)–(f) correspond to Λ = 0.3, Λ = 0.2 and
Λ = 0.01, respectively. Numerical results in the left column show L(x, t) (blue)
and R(x, t) (red) at intervals of T = 20, and were obtained using δx = 0.01 and
δt = 0.002. The phase planes in (b), (d) and (f) show the steady states (black
circles), the heteroclinic orbit (green), the R–nullcline (red), the L–nullcline (blue)
and the intersection of the heteroclinic orbit and the R–nullcline (purple circle).
The heteroclinic orbit was obtained numerically using δz = 0.001.
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Fig. 4. Results in (a)–(b), (c)–(d) and (e)–(f) correspond to c = 1.1, c = 2 and
c = 100, respectively. Numerical results in the left column show L(x, t) (blue) and
the R(x, t) (red) at intervals of T = 20, and were obtained using δx = 0.005 and
δt = 0.001. The phase planes in (b), (d) and (f) show the steady states (black
circles), the heteroclinic orbit (green), the R–nullcline (red), the L–nullcline (blue)
and the intersection of the heteroclinic orbit and the R–nullcline (purple circle).
The heteroclinic orbit was obtained numerically using δz = 0.001.
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(a) (b)
Fig. 5. (a) Experimental image showing the details of an invasion wave of neural
crest cells in a mouse embryo by Druckenbrod and Epstein [9] (reproduced with
permission from Wiley). (b) Experimental image showing the details of an invasion
wave of 3T3 fibroblast cells from Cai [4] (reproduced with permission from Elsevier).
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