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This paper deals with some basic notions of convex analysis and convex optimization via
convex semi-closed functions. A decoupling-type result and also a sandwich theorem are
proved. As a consequence of the sandwich theorem, we get a convex sub-differential sum
rule and two separation results. Finally, the derived convex sub-differential sum rule is
applied to solving the convex programming problem.
© 2011 Elsevier Ltd. All rights reserved.
1. Preparatory results
First, we give some notations and definitions (for more details, one can see [1–6]).
Let X be a vector space and f : X → R ∪ {+∞} be a convex function. In what follows, we denote the effective domain of
f by dom(f ) := {x ∈ X : f (x) < +∞}, the epigraph of f by Epi(f ) := {(x, r) ∈ X × R : f (x) ≤ r}, the sublevel set at height
r of f by [f ≤ r] := {x ∈ X : f (x) ≤ r} and the hypograph of f by Hyp(f ) := {(x, r) ∈ X × R : r ≤ f (x)}. We say that f is
proper whenever dom(f ) ≠ ∅.
Definition 1.1. Let X be a topological vector space and f : X → R ∪ {+∞}. The functional x∗ ∈ X∗ is called a subgradient
of f at the point x0 if x0 ∈ dom(f ) and
f (x)− f (x0) ≥ ⟨x∗, x− x0⟩, ∀x ∈ X .
The sub-differential of f at the point x0, denoted by ∂ f (x0), is the possibly empty set of all subgradients of f at the point x0.
Let C be a subset of X . The cone that it generates is R+C :=r≥0 rC . The indicator function of C is
ιC (x) :=

0, x ∈ C
+∞, x ∉ C . (1.1)
The normal cone of C at x¯ is defined by NC (x¯) := ∂ιC (x¯) = {x∗ ∈ X∗ : ⟨x∗, x− x¯⟩ ≤ 0, ∀x ∈ C}.
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Let K ⊆ X be a cone. The cone induces ordering≤k on X as follows:
x≤k y if and only if y− x ∈ K
and an abstract maximal element+∞ will be adjoined to X . Borwein et al. [7] defined the K -increasing functions as those
functions that satisfy g(x) ≤ g(y) whenever x≤k y. Let Y is ordered by the cone K , for a mapping T : X → Y ∪ {+∞}, the
domain of T is defined by dom(T ) = {x ∈ X : T (x) ∈ Y } and the graph of T is defined by Gph(T ) := {(x, T (x)) ∈ X × Y : x ∈
X} and the epigraph of T with respect to K is defined by EpiK (T ) := {(x, y) ∈ X × Y : T (x)≤k y}.
Let (X, τ ) be a topological space. The subset A of X is said to be semi-open if there exists U ∈ τ for which U ⊆ A ⊆ Cl(U)
or, equivalently, if A ⊆ Cl(Int(A)) [8]. The complement of semi-open sets are called semi-closed. It is not hard to prove that A
is semi-closed if and only if there exists a closed set F in τ such that Int(F) ⊆ A ⊆ F if and only if Int(Cl(A)) ⊆ A. Every open
and convex set in a Banach space is semi-closed and one can easily find many examples of semi-closed sets which are not
open and are not convex. Let A be a subset of X . Define the semi-closure [9] of A by s-Cl(A) ={B : B ⊇ A, B is semi-closed}
and also define semi-interior of A by s-Int(A) = {U : A ⊇ U,U is semi-open}. From the definition of s-Cl(A), we have
s-Cl(A) = A if and only if A is semi-closed and, similarly, by the definition of s-Int(A), we have s-Int(A) = A if and only if A
is semi-open.
Definition 1.2 ([10]). The function f : X → R ∪ {+∞} is called semi-closed if it is proper and its epigraph is semi-closed,
that is, its level sets [f ≤ r] are semi-closed for any r ∈ R.
A locally convex spaceX is said to be a Frechet space if it is complete andmetrizable. Note that every closed linear subspace
of a Frechet space is Frechet, too.
Theorem 1.3 ([10]). Let X be a Frechet space and f : X → R∪{+∞} be a convex semi-closed function. If R+[dom(f )− x¯] = X,
then ∂ f (x¯) ≠ ∅.
2. Main results
In this section, at first, we consider the following constraint qualifications:
X is a Frechet space,
f : X → R ∪ {+∞} is proper and convex,
g : X → R ∪ {+∞} is proper convex and semi-closed,
∃x¯ ∈ dom(f ) ∩ dom(g) such that R+[dom(g)− x¯] = X,
(2.1)

X and Y are Frechet spaces,
f : X → R ∪ {+∞} is proper and convex,
g : Y → R ∪ {+∞} is proper convex and semi-closed,
T : X → Y ∪ {+∞} is linear and bounded,
∃x¯ ∈ dom(T ) ∩ dom(f ) ∩ T−1(dom(g)) such that R+[dom(g)− T (x¯)] = Y .
(2.2)
It should be noticed that, if we set X = Y and T = IdX (the identity mapping on X), then (2.2) reduces to (2.1).
Lemma 2.1 ([11]). Suppose that (2.1) satisfies and infx∈X {f (x) + g(x)} ∈ R. Then ∂p(0) ≠ ∅, where p : X → R ∪ {+∞} is
defined by p(y) = infx∈X {f (x)+ g(x+ y)} for all y ∈ X.
Theorem 2.2. Suppose that K ⊆ Y is a cone, (2.2) satisfies and, further, infx∈X {f (x)+ g(T (x))} ∈ R and g is K-increasing. Then
there exists (x∗, y∗) ∈ X∗ × Y ∗ such that
inf
x∈X{f (x)+ g(T (x))} ≤ [f (x)− ⟨x
∗, u⟩] + [g(y+ v)− ⟨y∗, v⟩] (2.3)
for all (u, v) ∈ X × Y and (x, y) ∈ EpiK (T ).
Proof. Let f˜ , g˜ : X × Y → R ∪ {+∞} be defined, respectively, by f˜ (x, y) = f (x) + ιEpiK (T )(x, y) and g˜(x, y) = g(y) for all
(x, y) ∈ X × Y . Then
dom(f˜ ) = (dom(f )× Y ) ∩ EpiK (T ) and dom(g˜) = X × dom(g) (2.4)
and hence f˜ and g˜ are proper. It is easy to see that f˜ and g˜ are convex. Clearly,
[g˜ ≤ λ] = {(x, y) ∈ X × Y : g˜(x, y) ≤ λ}
= {(x, y) ∈ X × Y : g(y) ≤ λ}
= X × [g ≤ λ].
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Obviously, X × [g ≤ λ] is semi-closed and so, by Definition 1.2, we have g˜ is semi-closed. Since g is K -increasing,
inf
(x,y)∈X×Y
{f˜ (x, y)+ g˜(x, y)} = inf
(x,y)∈X×Y
{f (x)+ ιEpiK (T )(x, y)+ g(y)}
= inf
x∈X{f (x)+ g(T (x))} ∈ R. (2.5)
On the other hand, by using the last condition in (2.2) and (2.4), one can verify that there exists (x¯, y¯) ∈ dom(f˜ )∩dom(g˜)
such that R+[dom(g˜) − (x¯, y¯)] = X × Y . Therefore, all the conditions of Lemma 2.1 hold for (f˜ , g˜) instead of (f , g). Then
∂ p˜(0, 0) ≠ ∅, where p˜ : X × Y → R ∪ {+∞} is defined by
p˜(u, v) = inf
(x,y)∈X×Y
{f˜ (x, y)+ g˜(x+ u, y+ v)}, ∀(u, v) ∈ X × Y .
Then there exists (x∗, y∗) ∈ X∗ × Y ∗ such that (x∗, y∗) ∈ ∂ p˜(0, 0). Thus p˜(u, v)− p˜(0, 0) ≥ ⟨(x∗, y∗), (u, v)− (0, 0)⟩ for all
(u, v) ∈ X × Y and hence p˜(0, 0) ≤ p˜(u, v)− ⟨x∗, u⟩ − ⟨y∗, v⟩. Consequently, by (2.5), we have
inf
x∈X{f (x)+ g(T (x))} = inf(x,y)∈X×Y{f˜ (x, y)+ g˜(x, y)}
≤ inf
(x,y)∈X×Y
{f˜ (x, y)+ g˜(x+ u, y+ v)} − ⟨x∗, u⟩ − ⟨y∗, v⟩
= inf
(x,y)∈X×Y
{f (x)+ ιEpiK (T )(x, y)+ g(y+ v)} − ⟨x∗, u⟩ − ⟨y∗, v⟩
= inf
(x,y)∈EpiK (T )
{f (x)+ g(y+ v)} − ⟨x∗, u⟩ − ⟨y∗, v⟩
and so, for all (x, y) ∈ EpiK (T ),
inf
x∈X{f (x)+ g(T (x))} ≤ f (x)+ g(y+ v)− ⟨x
∗, u⟩ − ⟨y∗, v⟩.
This completes the proof. 
Corollary 2.3. Suppose that (2.2) holds and, further, infx∈X {f (x) + g(T (x))} ∈ R. Then there exists (x∗, y∗) ∈ X∗ × Y ∗ such
that (2.3) holds for all (u, v) ∈ X × Y and (x, y) ∈ Gph(T ).
Proof. Let K := {0}. Then Epi{0}(T ) = Gph(T ). Note that, in this case, every function such as g from Y to R ∪ {+∞}
is K -increasing. Therefore, all the conditions of Theorem 2.2 hold and hence (2.3) holds for all (u, v) ∈ X × Y and
(x, y) ∈ Gph(T ). 
Corollary 2.4. Suppose that (2.1) holds and, further, infx∈X {f (x)+ g(x)} ∈ R. Then there exists x∗ ∈ X∗ such that
inf
x∈X{f (x)+ g(x)} ≤ [f (x)+ ⟨x
∗, x⟩] + [g(y)− ⟨x∗, y⟩], ∀x, y ∈ X . (2.6)
Proof. Let X = Y and T = IdX . Then all the conditions of Corollary 2.3 hold. Consequently, we find x∗, y∗ ∈ X∗ such that
inf
x∈X{f (x)+ g(x)} ≤ [f (x)− ⟨y
∗, v⟩] + [g(x+ u)− ⟨x∗, u⟩] (2.7)
for all (x, x) ∈ Gph(IdX ) and u, v ∈ X . Now, by setting v = 0 and u = y− x in (2.7), we get x∗ ∈ X∗ such that
inf
x∈X{f (x)+ g(x)} ≤ [f (x)+ ⟨x
∗, x⟩] + [g(y)− ⟨x∗, y⟩], ∀x, y ∈ X .  (2.8)
Now, let X be a Banach space and f , g be two convex and lower semicontinuous extended real valued functions such that
f (x) ≥ −g(x) for all x ∈ X . One important question in convex analysis is as follows.
When is it possible to find an affine mapping α with f ≥ α ≥ −g?
This problem can be restated in an equivalent, more geometric, way. Suppose that we can separate the sets Epi(f ) and
Hyp(−g) with a nonvertical hyperplane. With a standard argument, this provides the affine function we are looking for.
Also, the condition f = −g gives some hope to be able to make such a separation. In the following, an extended result for
convex semi-closed functions is established.
Theorem 2.5. Suppose that (2.2) holds, infx∈X {f (x) + g(T (x))} ∈ R and f ≥ −g ◦ T . Then there exists an affine function
α : X → R of the form α(x) = r − ⟨T ∗(y∗), x⟩ satisfying f ≥ α ≥ −g ◦ T . Moreover, for any x¯ satisfying f (x¯) = −g(T (x¯)), we
have y∗ ∈ ∂g(T (x¯)).
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Proof. Corollary 2.3 guarantees that there exists (x∗, y∗) ∈ X∗ × Y ∗ such that (2.3) holds for all (u, v) ∈ X × Y and
(x, y) ∈ Gph(T ). Set u = 0 and v = T (z)− T (x) in (2.3). Then, by using f + g ◦ T ≥ 0, we get
0 ≤ f (x)+ g(T (z))− ⟨y∗, T (z)− T (x)⟩, ∀x, z ∈ X,
or, equivalently,
0 ≤ f (x)+ g ◦ T (z)+ ⟨y∗, T (x)⟩ − ⟨y∗, T (z)⟩, ∀x, z ∈ X,
i.e.,
−g ◦ T (z)+ ⟨y∗, T (z)⟩ ≤ f (x)+ ⟨y∗, T (x)⟩, ∀x, z ∈ X,
or, equivalently,
−g ◦ T (z)+ ⟨T ∗(y∗), z⟩ ≤ f (x)+ ⟨T ∗(y∗), x⟩, ∀x, z ∈ X .
Then
c := sup
z∈X
[−g ◦ T (z)+ ⟨T ∗(y∗), z⟩] ≤ inf
x∈X[f (x)+ ⟨T
∗(y∗), x⟩] := d.
For any r ∈ [c, d], define a function α : X → R by α(x) = r−⟨T ∗(y∗), x⟩. For the last statement, set u = 0 and v = q− T (x¯)
in (2.3). Then
0 ≤ f (x¯)+ g(q)− ⟨y∗, q− T (x¯)⟩, ∀q ∈ Y ,
or, equivalently, by using f (x¯) = −g ◦ T (x¯),
⟨y∗, q− T (x¯)⟩ ≤ g(q)− g(T (x¯)), ∀q ∈ Y ,
which is equivalent to the following:
y∗ ∈ ∂g(T (x¯)).
This completes the proof. 
Corollary 2.6. Suppose that (2.1) holds, infx∈X {f (x)+ g(x)} ∈ R and f + g ≥ 0. Then there exists an affine function α : X → R
of the form α(x) = r − ⟨y∗, x⟩ satisfying f ≥ α ≥ −g. Moreover, for any x¯ satisfying f (x¯)+ g(x¯) = 0, we have y∗ ∈ ∂g(x¯).
Theorem 2.7. If (2.2) holds, then ∂(f + g ◦ T )(x¯) = ∂ f (x¯)+ T ∗(∂g(T (x¯))).
Proof. It is not hard to see that
∂ f (x¯)+ T ∗(∂g(T (x¯))) ⊆ ∂(f + g ◦ T )(x¯).
For the converse, let v∗ ∈ ∂(f + g ◦ T )(x¯). Then 0 ∈ ∂(f + g ◦ T − v∗)(x¯). From the sub-differential of a convex
function, we may assume without loss of generality that f + g ◦ T − v∗ attains its minimum 0 at x¯. Then f − v∗ ≥ −g ◦ T
and infx∈X {f (x) − ⟨v∗, x⟩ + g ◦ T (x)} = 0 ∈ R. All the conditions of Theorem 2.5 hold for (f − v∗, g) instead of (f , g).
Consequently, there exists y∗ ∈ ∂g(T (x¯)) such that
− goT (x) ≤ r − ⟨T ∗(y∗), x⟩ ≤ f (x)− ⟨v∗, x⟩ (2.9)
and the equality is attained at x¯, i.e.,
− goT (x¯) = r − ⟨T ∗(y∗), x¯⟩ = f (x¯)− ⟨v∗, x¯⟩. (2.10)
Therefore, we have
⟨v∗ − T ∗(y∗), x− x¯⟩ = ⟨v∗ − T ∗(y∗), x⟩ − ⟨v∗ − T ∗(y∗), x¯⟩
≤ f (x)− r − f (x¯)+ r
= f (x)− f (x¯),
which implies that v∗ − T ∗(y∗) ∈ ∂ f (x¯) and thus v∗ ∈ ∂ f (x¯)+ T ∗(∂g(T (x¯))). This completes the proof. 
Corollary 2.8. If (2.1) holds, then ∂(f + g)(x¯) = ∂ f (x¯)+ ∂g(x¯).
Proof. Let X = Y and T = IdX . Then all the conditions of Theorem 2.7 hold and hence we have the required result. 
Corollary 2.9. Suppose that X and Y are Frechet spaces, T : X → Y is a linear and bounded mapping, g : Y → R ∪ {+∞} is a
proper convex and semi-closed function and there exists x¯ ∈ dom(T ) ∩ T−1(dom(g)) such that R+[dom(g)− T (x¯)] = Y . Then
∂(g ◦ T )(x¯) = T ∗(∂g(T (x¯))).
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Proof. Letting f = 0 and using Theorem 2.7, we have the conclusion of the theorem. 
Theorem 2.10. Suppose that X is a Frechet space, C1 and C2 are two nonempty convex subsets of X. Let s-Int(C1) ≠ ∅ and
C2 ∩ s-Int(C1) = ∅. Then there exists x∗ ∈ X∗ such that
sup
x∈C1
⟨x∗, x⟩ ≤ inf
y∈C2
⟨x∗, y⟩.
Proof. Without loss of generality, we assume that 0 ∈ s-Int(C1). Set f = ιS and g(x) = inf{r > 0 : x ∈ rC1} − 1, where
S = s-Cl(C2). Now, one can check that f is proper and convex and also g is proper convex and semi-closed. Also, f + g ≥ 0.
Therefore, all the conditions of Corollary 2.6 hold and hence there exists x∗ ∈ X∗ such that−g(x) ≤ r − ⟨x∗, x⟩ ≤ f (x) for
all x ∈ X . Hence we have
sup
x∈C1
⟨x∗, x⟩ ≤ sup
x∈C1
(−g(x)+ ⟨x∗, x⟩) ≤ r ≤ inf
y∈C2
(f (y)+ ⟨x∗, y⟩) = inf
y∈C2
⟨x∗, y⟩.
This completes the proof. 
In the above separation theorem for a particular case that C2 is a singleton, we have the following result.
Corollary 2.11. Let C be a nonempty convex subset of a Frechet space X with s-Int(C) ≠ ∅ and x0 ∉ s-Int(C). Then there exists
x∗ ∈ X∗ such that
sup
x∈C
⟨x∗, x⟩ ≤ ⟨x∗, x0⟩.
Next, we use the tools established in this paper to discuss the following convex programming problem:
minimize f (x)
subject to x ∈ C ⊆ X, (2.11)
where X is a Frechet space, C is a convex semi-closed subset of X and f : X → R ∪ {+∞} is a proper convex function.
Theorem 2.12. Suppose that X is a Frechet spaces, C is a semi-closed convex subset of X and f : X → R ∪ {+∞} is a
convex function. Let s-Int(C) ∩ dom(f ) ≠ ∅ and f be bounded below on C. Then there exists an affine function α ≤ f with
infx∈C f (x) = infx∈C α(x). Moreover, x¯ is a solution of (2.11) if and only if 0 ∈ ∂ f (x¯)+ NC (x¯).
Proof. Set m := infx∈C f (x) and f˜ (x) := f (x) − m. Then all the conditions of Corollary 2.6 hold for (f˜ , 0) instead of (f , g).
Then there exists an affine function β : X → R such that f˜ (x) ≥ β(x) ≥ 0. Therefore, we have
0 = inf
x∈C f˜ (x) ≤ infx∈C β(x) ≤ infx∈C f˜ (x),
i.e., infx∈C f˜ (x) = infx∈C β(x), which implies that infx∈C f (x) = infx∈C (β(x)+m).
On the other hand, we have β +m ≤ f . Thus α := β +m is the required affine function. For the second assertion, all the
conditions of Corollary 2.8 hold for (f , ιC ) and hence
0 ∈ ∂ f (x¯)+ NC (x¯) ⇔ 0 ∈ ∂(f + ιC )(x¯)
⇔ f (x¯) ≤ (f + ιC )(x), ∀x ∈ X
⇔ f (x¯) ≤ f (x), ∀x ∈ C .
This completes the proof. 
Remark 2.13. Our results extend and improve many known theorems of convex analysis and variational analysis as well
as some results in functional analysis, the original forms of which can be found in [12,7,1,2,13,9,3,11,10,8,4–6] and the
references cited therein.
Note that some of our results are new even for the lower semicontinuous case. More elegant paper related to our results
is [13], but the proofs of our results are different from those of Borwein and Zho in [13].
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