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Abstract
The distribution of mass density through the thickness of Medium Density
Fiberboard (MDF) panels is known to be non-uniform. A few studies have
previously investigated the influence of this non-uniform through-thickness
density distribution on the thermal behavior of MDF panels in small-scale
tests. This study assesses the significance of this material property on flame
spread simulations in a medium-scale set-up, namely that of Single Burning
Item (SBI) corner fire tests. Simulations are performed using FireFOAM
2.2.x, considering both uniform and non-uniform MDF material density pro-
files, using model-effective material properties determined from bench-scale
pyrolysis tests conducted in a Fire Propagation Apparatus (FPA). The heat
transfer from the gas phase is modeled by means of empirical expressions
with adjusted parameters. The simulations are assessed against the results
of several SBI experiments with MDF panels and a test with Calcium Sil-
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icate (CS) panels. When the non-uniform nature of the through-thickness
density is taken into account, the fire growth prediction in terms of the total
Heat Release Rate (HRR) is considerably different (20% higher peak HRR),
mainly due to the characteristic high peak mass loss rate at the initiation of
pyrolysis of MDF material, resulting from the higher mass density near the
surface of the panels. Furthermore, total heat fluxes on the panels, lateral
flame spread, surface pyrolysis and through-thickness char formation visibly
depend on the non-uniform distribution of mass density, particularly in re-
gions further away from the corner where the influence of thermal attack from
the burner is less dominant. A new diagnostic is proposed for determining
the pyrolysis front location and spread on the surface of the charring panels.
Keywords: MDF, corner fire, modeling, FireFOAM, density profile,
non-uniform
1. Introduction
Modeling the burning behavior of engineered wood products such as
medium density fiberboard (MDF) panels is of ample interest in the fire
safety community today since these modern materials are widely used in
furniture, flooring and decoration in our buildings. MDF panels, in par-
ticular, exhibit density variation across their thickness as a result of their
manufacturing process [1, 2]. This non-uniform through-thickness density
distribution in turn plays a role in the thermal behavior of MDF panels.
Previous studies have investigated this non-uniform density effect in small-
scale tests [3,4,5], but here we investigate the significance of this material
property on flame spread simulations in a medium scale set-up, namely that
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of Single Burning Item (SBI) tests [6].
The SBI test [6] constitutes a corner fire test, bridging a gap between
bench-scale tests such as Fire Propagation Apparatus (FPA) tests [7, 8] and
full-scale tests such as ISO Room Corner tests [9]. The SBI test, in addition,
forms the basis for classification of linings in Europe [10]. This paper presents
a numerical study of the corner fire experiments with Calcium Silicate (CS)
and MDF panels that have been described in [11, 12].
Large Eddy Simulations (LES) are performed using the fire modeling
code FireFOAM 2.2.x [13, 14], developed based on the OpenFOAM platform
[15]. At first, a simulation is discussed corresponding to the experiment
with CS panels [11]. There is no flame spread on the panels in this case,
making it possible to assess the predicted flame height and heat fluxes of the
burner itself. Subsequently, the MDF simulations are discussed and evaluated
against the experiments with MDF panels [12], including results of total
Heat Release Rates (HRR), total heat fluxes and flame heights, considering
cases with both uniform and non-uniform mass density profiles through the
thickness of the panels. In addition, results of fire spread and pyrolysis front
propagation are discussed, using a new diagnostic based on char fraction.
Moreover, the influence of non-uniform mass density on through-thickness
char formation is examined.
2. Experimental set-up and tests
The details of the set-up and testing methodology have been reported in
[11], and the tests with MDF panels have been discussed in [12]. A total
of 4 tests were conducted at a burner HRR of 30 kW, including 1 test with
3
Figure 1: The set-up of the SBI experiments [11, 12] (all distance units in meters), show-
ing the locations of heat flux measurement using Schmidt-Boelter sensors S1 to S3 ( ).
The heat flux sensors are set flush with the surface of the panels. X and Y denote the
horizontal and vertical axes, respectively, shown with green arrows. (For interpretation of
the references to color in this figure legend, the reader is referred to the web version of
this article.)
CS panels (‘CSCS ’) [11], and 3 tests with MDF panels (‘MM1 ’, ‘MM2 ’
and ‘MM3 ’) [12]. As shown in Fig. 1, the test panels in the SBI tests were
1.5 m high. The long panel is 1.0 m wide, and the short panel is 0.5 m
wide. Conditioning of the panels was done prior to the tests at 294 K and
50% relative humidity. The fire source was a triangular propane sandstone
burner with side dimension of 0.25 m, located at a 0.04 m clearance from the
panels. After ignition (t = 0 s), it took approximately 30 s for the burner
to reach its peak HRR of 30 kW [11]. Simulations consider the same 30 s
HRR ramp for the burner by adjusting the mass flow rate of the propane
(see Table 1). The heat of combustion of propane is set to 46.5 MJ/kg [16].
The simulations consider complete combustion of the propane gas, because
possible combustion inefficiency is already embedded in the mass flow rate of
propane, as it corresponds with the experimental HRR [11], obtained from
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oxygen calorimetry. The heat flux measurements in the experiments are
made using the sensors illustrated in Fig. 1, and pyrolysis fronts are visually
tracked in the footage, considering the front to be at the outermost location
at which MDF material has pyrolyzed and charred [11]. Only the first 900
s of the experiments are considered, during which the fire did not penetrate
through the MDF panels [12].
Table 1: The HRR ramp of the propane burner in the experiments [11, 12] and the
corresponding mass flow rate of propane in the simulations. The heat of combustion of
propane is considered to be 46.45 MJ/kg [16].
Time (s)
Burner HRR in the
experiments [11, 12] (kW)
Burner propane flow rate
in the simulations (kg/s)
0 0 0
3 12.9 2.777×10−4
6 20.5 4.414×10−4
9 25.8 5.555×10−4
12 27.8 5.985×10−4
15 28.5 6.136×10−4
18 28.8 6.200×10−4
21 29.1 6.265×10−4
24 29.5 6.351×10−4
27 29.8 6.416×10−4
30 30.0 6.459×10−4
900 30.0 6.459×10−4
2.1. Material properties
The material properties of the sample CS and MDF panels (0.0123 m
and 0.0184 m thick, respectively) are presented in Tables 2 and 3. Several
model-effective properties of the MDF material, necessary for the simulations,
were obtained in [17] based on several FPA pyrolysis tests conducted in a
controlled nitrogen atmosphere at radiative heat fluxes ranging from 25 to 100
kW/m2. This involved an inverse modeling approach [18] making use of the
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Table 2: Model-effective material properties of CS panels in test CSCS [11]
Property Value
ρ [kg.m−3] 1005± 5%
cp [J.kg
−1.K−1] 920
λ [W.m−1.K−1] 0.17
aeff [-] 0.9
a
εeff [-] 0.9
a
a Default panel radiation properties, as in [19, 20].
1D pyrolysis model embedded in FireFOAM [14]. Accordingly, two separate
sets of material properties were estimated. The Uniform Density (UD) set
assumes MDF material with uniform through-thickness density, while the
Non-uniform Density (ND) set assumes MDF material with a non-uniform
through-thickness density profile. These two sets of model-effective material
properties have been presented in Table 3.
The ND through-thickness density profile, i.e., ρ(Z) (kg/m3), is assumed
parabolic, in consistence with the literature [1, 2]:
ρ(Z) = ρbulk ·
{
1 +
1− ξ
2 + ξ
[
1− 12
(
Z
L
)2]}
(1)
where Z denotes the through-thickness distance from the center of the panel
in meter (ranging between -0.0092 and 0.0092 m), ρbulk is the bulk density
(605 kg/m3), L is the thickness of the MDF panels in meters, and ξ is the
ratio of maximum density at panel surface to the minimum density midway
through the thickness. The ratio ξ has been considered as an optimization
parameter in [17] and has been estimated to be 1.61, well in line with values
reported in the literature, ranging between 1.50 and 1.75 [2]. Note that the
ND bulk density equals the UD value, i.e., 605 kg/m3 (see Fig. 2).
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Table 3: Material properties of the sample MDF panels in tests MM1 to MM3 [12]
Property Uniform density (UD) set Non-uniform density (ND) set
ρv [kg.m
−3] 605 ρ(Z)a,b
ρc [kg.m
−3] 133b,c 133b,c
aeff, v [-] 0.70
d 0.70d
aeff, c [-] 0.86
e 0.86e
εeff, v [-] 0.70
d 0.70d
εeff, c [-] 0.86
e 0.86e
cp, v [J.kg
−1.K−1] 1580b 1576b
cp, c [J.kg
−1.K−1] 1450f 1450f
λv [W.m
−1.K−1] 0.18b 0.18b
λc [W.m
−1.K−1] 0.21b 0.18b
∆Hpyrol [J.kg
−1] 9.54×106 b,g 9.54×106 b,g
n [-] 0.66b,h 1.04b,h
A [s−1] 1.47×104 b,h 9.03×104 b,h
Ea [J.mol
−1] 7.19×104 b,h 8.02×104 b,h
Hpyr [J.kg
−1] 1.05×105 b,h,i -1.02×104 b,h,i
a Refer to Eq. (1).
b Model-effective property estimated in [17] based on inverse modeling of FPA tests in nitrogen.
c Refer to text for explanation regarding the estimation of ρc.
d The emissivity and absorptivity were determined to be temperature dependent, as quantified in [17],
but an average value is used here based on the spectral range of infrared heaters of FPA.
e Relatively constant in the temperature range between 300 and 3000 K, as established by the spectral
measurements made using spectrophotometers [17].
f Specific heat capacity of graphite (carbon) at average surface temperatures of a pyrolyzing sample
[21].
g Available from the FPA combustion test performed under 50 kW/m2.
h Reaction kinetic parameter for the pyrolysis reaction: V irgin −→ Char + Pyrolyzate.
i A positive value denotes an endothermic reaction. Note that both endothermic and exothermic
reactions are expectable [22].
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Figure 2: Distribution of mass density through the thickness of the MDF panels in the
UD and ND cases presented in Table 3. Note that the bulk density is the same for both
the cases. Depths 0.0092 m and 0.0092 m correspond to the back and front surfaces of the
panels, respectively.
It is noteworthy that implementation of a non-uniform mass density dis-
tribution through the thickness of the panels also implies non-uniform heat-
ing, because the heat transfer through the material is governed by the coupled
effect of material thermal conductivity, density, and specific heat capacity,
due to the role of thermal diffusivity. Nevertheless, to the best of the authors’
knowledge, no literature data is available regarding the variation patterns of
thermal conductivity and specific heat capacity across the thickness of MDF
panels, with a distinctive profile similar to that of density as characterized
in [1, 2]. Hence, we only consider the estimated non-uniform distribution of
density as discussed above, along with a uniform thermal conductivity and
a uniform specific heat capacity.
The density of char, ρc, as estimated in [17], shows optimum values of 125
and 142 kg/m3 for the UD and ND sets, respectively. For the simulations
discussed here, an identical ρc value is considered for both the UD and ND
sets, namely 133 kg/m3, which is the average of the aforementioned optimum
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values. The reason for this is as follows: the total heat of combustion in the
MDF panels per unit volume is ρv, bulk ·∆Htot, with ρv, bulk (605 kg/m3) being
the bulk density of virgin MDF and ∆Htot the total heat of combustion of
MDF. In the pyrolysis model [13, 14], this is decomposed as:
ρv, bulk ·∆Htot = (ρv, bulk − ρc) ·∆Hpyrol + ρc ·∆Hc (2)
The first term on the right-hand side corresponds to pyrolyzate, with
∆Hpyrol being the heat of combustion of MDF pyrolyzate (J/kg). The second
term corresponds to char, with ∆Hc being the heat of combustion of MDF
char (set to 32.8× 106 J/kg in FireFOAM). Making ρc equal for the UD and
ND cases ensures that the same amount of energy is released per unit volume
of pyrolyzate, as both cases have the same value of ∆Htot (chosen such that
the value of ∆Hpyrol corresponds to that given in Table 3).
3. Numerical modeling
The simulations are performed using FireFOAM version 2.2.x [13, 14].
FireFOAM is an unsteady solver for buoyancy driven turbulent reacting flows
based on a C++ code that employs the Open-FOAM platform [15]. The
FireFOAM code solves for the NavierStokes equations using a Favre-filtered
fully compressible flow formulation. In addition, transport equations are
considered for species mass fractions and sensible enthalpy as in [23]. The
diffusivity of different species is assumed to be equal. Thus, only the thermal
diffusivity is computed, as it is expected to be more important than mass
diffusivity in the case of fire simulations. A Pressure-Implicit Split-Operator
(PISO) algorithm is used for the pressure-velocity coupling with a RhieChow
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interpolation to avoid odd-even decoupling, and all quantities are assigned to
the cell centers (collocated grid) with velocities linearly interpolated to the
cell faces.
A maximum Courant number of 0.9 is used for time-marching in the
calculations, following a first order semi-implicit Euler scheme, and the tur-
bulent Lewis number is considered to be equal to unity. The convective
terms are second order centrally differenced. For scalar transport, a second
order Total Variation Diminishing (TVD) scheme is applied using a Sweby
limiter while the diffusive terms are centrally differenced and corrected for
the non-orthogonality of the mesh. The pressure equation is solved by a lin-
ear Geometric-algebraic multi-grid (GAMG) solver, and the momentum and
species equations are solved using a Preconditioned Bi-Conjugate Gradient
(PBiCG) scheme.
3.1. Pyrolysis
The default sub-model for pyrolysis in FireFOAM 2.2.x [13, 14] is applied,
assuming a single-step decomposition of the MDF material:
V irgin −→ Char + pyrolyzate (3)
This approach does not directly consider moisture evaporation [24], nor
char oxidation [25]. Their related influence is incorporated in the estimation
of material properties from the FPA tests (see Table 3). In particular, the
uncertainty in char oxidation modeling is circumvented through an effective
heat of combustion based on the FPA combustion test (see section 2.1),
accounting for the minor char oxidation that occurs during the experiment.
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3.2. Combustion
The eddy dissipation combustion model (EDM) [26] is implemented, as
in [27], but the default FireFOAM combustion model yields very similar
results (not discussed here for brevity), suggesting that the heat transfer and
pyrolysis modeling are dominant for the problem at hand.
The combustion model employs a one-step, infinitely fast, irreversible
chemical reaction, computing the fuel mass reaction rate ω˙′′′F (kg/m
3.s) as:
ω˙′′′F = ρ¯ ·
min
(
Y˜F , Y˜O2/r
)
τmix
(4)
where Y˜F and Y˜O2 are Favre-filtered mass fractions of the fuel (propane)
and oxygen, respectively, r is the stoichiometric ratio of fuel to oxygen by
mass, and τmix (s) is the reaction time scale in the gas phase, considering
the chemical time scale and the mixing times required for diffusion, sub-grid
scale advection, and buoyant acceleration, as discussed in detail in [27].
3.3. Turbulence
The LES approach is adopted with the dynamic Smagorinsky model [28],
with a turbulent Prandtl number of 0.7, although no significant influence
from Prandtl number was observed when it was varied between 0.5 and 1.0
in a sensitivity analysis [29]. The sub-grid scale viscosity, µsgs (kg/m.s), is
computed as:
µsgs = ρ¯gas · (cs∆)2 ·
∣∣∣S˜∣∣∣ (5)
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where ρ¯gas is the Reynolds averaged mean gas density in the computa-
tional cell (kg/m3), cs is a model parameter computed dynamically and
varying locally in time and space, ∆ is the LES filter size (m), taken as
∆ = (∆x ·∆y ·∆z)1/3 with ∆x, ∆y and ∆z denoting the effective grid spac-
ing in different coordinate directions, and S˜ (1/s) is the Favre-filtered strain
rate tensor. Near the walls, a default turbulent viscosity boundary condition
for rough walls is applied using the Spalding’s law based on velocity [30, 14],
considering also the blowing effect based on the pyrolyzate mass flux (section
3.5).
The sub-grid scale kinetic energy, ksgs (m
2/s2), is computed as:
ksgs = cI ·∆2 ·
∣∣∣S˜∣∣∣2 (6)
where cI is a model parameter computed dynamically. In our implementation
in FireFOAM, the coefficients cs and cI in Eqs. (5) and (6) are computed as
local averages of their face values. Correspondingly, the negative values of the
sub-grid viscosity are clipped to zero to avoid numerical instabilities while a
simple top-hat filter is used as a test filter, implemented as a surface integral
of the face interpolate of the field. On all the walls, a zero gradient condition
is applied.
The dynamic viscosity, µ (kg/m.s), is computed from Sutherland’s law
[31]. The molecular thermal diffusivity, α (m2/s), is expressed as λgas/ρgas.cp,
where λgas is the thermal conductivity of the gaseous species (W/m.K) de-
termined from the Eucken model [32], ρgas is the gas density (kg/m
3), and cp
is the specific heat capacity (J/kg.K) determined based on the 7-coefficient
NASA polynomials in the Burcat database [33] as a function of temperature.
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3.4. Radiation
The Finite volume Discrete Ordinates Model (fvDOM) is used to solver
for Radiative Transfer Equation (RTE) in FireFOAM, such that the radia-
tion intensity is treated as a function of both spatial location and angular
direction, with a total of 48 angles (3 × 4 azimuthal and 4 polar angles),
as in [34]. An optically-thin assumption is made and the radiative emission
is modeled using a radiant-fraction based approach, where a portion of the
chemical HRR is converted to radiation, as expressed below:
5.q˙′′rad = χrad · q˙′′′comb (7)
where q˙′′rad is the radiative heat flux (W/m
2), χrad is the global radiant fraction
constant and q˙′′′comb is the total volumetric HRR due to combustion (W/m
3).
Accordingly, the χrad parameter in Eq. (7) is determined based on the respec-
tive radiant fraction of HRR from the burner, i.e., χrad, burner, and the radiant
fraction of HRR from the MDF panels, i.e., χrad, panel, as follows:
χrad =
m˙′′burner · χrad, burner + m˙′′panel · χrad, panel
m˙′′burner + m˙
′′
panel
(8)
where m˙′′burner is the mass flow rate of propane from the burner (kg/s), and
m˙′′panel is the rate of mass loss from the panels in terms of propane (kg/s):
m˙′′panel = m˙
′′
pyrol ·∆Hpyrol/∆Hpropane (9)
where m˙′′pyrol is pyrolyzate mass flux from the MDF panels (kg/s), ∆Hpyrol is
the heat of combustion of MDF pyrolyzate given in Table 3, and ∆Hpropane
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is the heat of combustion of propane (46.45 MJ/kg). Hence, the combustion
in the gas phase is treated as complete combustion of propane gas via the
reaction C3H8 +5O2 +18.8N2 −→ 3CO2 +4H2O+18.8N2. Nevertheless, the
combustion inefficiency is already embedded within the definition of ∆Hpyrol
as well as within the regulated propane flow rate of the burner, as discussed
in explanations for Eq. (2) and Table 1, respectively. This simple, yet ef-
fective, radiation modeling approach avoids the uncertainties related to the
modeling of turbulence-radiation interaction (TRI) and modeling of soot and
soot radiation. Moreover, it aims to minimize the effect from the dependency
of the source term of the RTE on the filtered temperature, T˜ 4, that can lead
to significant errors in the calculations if coarse grids are employed in the
numerical simulations. χrad, panel is fixed at 0.33 for the MDF panels. This
radiant fraction value correlates with the radiant fraction of wood products
in the literature [35]. Note that the base material of the sample MDF panels
is softwood, with a typical radiant fraction ranging from 0.30 for pine wood
to 0.38 for Douglas fir [35]. Based on experimental observations of propane
gaseous pool fires [36], an upper limit value of 0.3 is expected for χrad, burner.
The adequacy of this radiant fraction value has been assessed here through
a simulation case corresponding to test CSCS [11]. There is no flame spread
on the panels in this case, allowing to evaluate the total heat fluxes from the
burner itself (section 4.1.2).
3.5. Convection
At the backside of the panels, natural convection is considered with a
convective heat transfer coefficient of 20 W/(m2.K). On the front side, cap-
turing the appropriate convection requires a very fine mesh resolution near
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the surface of the walls, on the order of 0.003 m [37], because the convective
heat fluxes remain approximately constant with elevation, but decrease with
the pyrolyzate mass flux [37]. This is known as the ‘blowing effect’ [38]. In
the present study, we bypass the need for a very fine mesh near the walls
by accounting for the blowing effect using an empirical wall function devel-
oped by Wang et al. [39]. Accordingly, when the panels are cooling down (i.e.,
Tpanel > Tgas), the convection is taken to be equal to q˙
′′
conv, lam = −α ·ρ ·cp · ∂T∂s ,
where q˙′′conv, lam is the convective heat flux based on the molecular thermal dif-
fusivity, and s denotes the Cartesian ordinate normal to the surface of the py-
rolyzing surface (m). Whenever the panels are heating up (i.e., Tgas > Tpanel):
• when m˙′′pyrol < 10−4 kg/m2.s:
q˙′′conv =
min
(
max
(
0, q˙′′conv, lam
)
, q˙′′conv, thresh
)
q˙′′conv, thresh
· q˙′′conv, flam (10)
• when m˙′′pyrol ≥ 10−4 kg/m2.s:
q˙′′conv = q˙
′′
conv, flam ·
[
m˙′′pyrol/hm
exp
(
m˙′′pyrol/hm
)− 1
]
(11)
where q˙′′conv is the computed convective heat flux on the panels with mass
transfer (W/m2); q˙′′conv, flam is the upper limit for turbulent convective heat-
ing without mass transfer, taken as 14000 W/m2, estimated by assuming a
temperature difference between the surface and the gas phase of approxi-
mately 900950 K (considered not to change significantly along the height of
the panels); hm (kg/m
2.s) is the mass transfer coefficient, estimated as 0.01
kg/m2.s based on [40]; and q˙′′conv, thresh = 500 W/m
2 is a threshold parameter.
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Eq. (11) accounts for the blowing effects that are significant at mass flow
rates higher than 10−4 kg.m2/s. When the pyrolyzate mass flow is below
10−4 kg.m2/s, Eq. (10) is used to account for the convective heat transfer
based on the molecular thermal diffusivity parameter. Whenever q˙′′conv, lam is
below the threshold value q˙′′conv, thresh, the convective heat flux is taken to be a
fraction (q˙′′conv, lam/q˙
′′
conv, thresh) of q˙
′′
conv, flam. When q˙
′′
conv, lam exceeds q˙
′′
conv, thresh,
the fraction is adjusted to unity. The benefit of this wall function is that the
convective heat fluxes are not strongly grid-dependent when relatively coarser
grids are used in the numerical simulations.
Figure 3: The set-up of the simulations (1 m × 1 m × 2.4 m): the mesh features local
refinements with 0.01 m cells near the corner and 0.02 and 0.04 m cells further away.
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Table 4: Simulation cases considered in the computational analysis.
The panel density distribution profiles are provided in Table 2 and 3.
CS1 ND1 UD1
Panel density Uniform Non-uniform Uniform
Gas phase cells 603,300 603,300 603,300
Solid phase cells 567,030 850,545 850,545
Total no. of cells 1,170,330 1,453,845 1,453,845
Run time (h) 112.1a 426.6b 418.8b
a Run time on an Intel machine with 20 cores (Xeon E5-2680v2,
2.8 GHz CPUs).
b Run time on an Intel machine with 24 cores (Xeon E5-2680v3,
2.5 GHz CPUs).
3.6. Computational set-up and simulation cases
As shown in Fig. 3, the computational mesh features local refinements
with cell sizes as small as 0.01 m. A total of 3 simulations are discussed
here, including 1 case with CS panels (‘CS1 ’), and 2 cases with MDF panels,
i.e., non-uniform density case ‘ND1 ’ and uniform density case ‘UD1 ’, with
details described in Table 4.
The triangular burner has been created using hexahedra and split-hexahedra
meshes from a triangulated surface geometry in Stereolithographic (STL) for-
mat by means of a default OpenFOAM utility [41].
In the MDF simulations, 45 cells are considered across the thickness of
the panels (thus each cell is approximately 0.00041 m thick), resulting in a
fine distribution of density, featuring less than 0.7% difference between UD
and ND simulations in terms of total MDF material mass. For CS1, 35 cells
are considered through the thickness (thus each cell is approximately 0.00035
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m thick). This provides a cell size smaller than the square root of material
diffusivity, ensuring a low error term in the Euler time integration scheme, as
implemented in [20]. At the boundary between the solid and the gas phase,
the cells are mapped onto each other. Details of the default solid-gas phase
coupling and models are described in [18, 21, 37].
For the flow field, an open boundary condition is assumed at the top
of the domain, considering a zero normal gradient condition when the flow
is outward and a fixed value when the flow is inward. Similarly, an open
boundary condition is assumed at the sides of the domain, considering a zero
normal gradient condition on all components, except where there is inflow,
in which case a fixed value condition is applied to the tangential component.
On the inert walls, a no-slip condition is applied. Definitions of these open
boundary and zero normal gradient conditions are available in OpenFOAM
[42].
4. Results and discussion
The key simulation results are discussed in this section, while supplemen-
tary material is made available online on grid and wall function sensitivity,
as well as panel backside temperatures and char formation evolution.
4.1. Inert CS panel case
First we discuss the results of case CS1 in comparison with test ‘CSCS’ of
[11]. There is no flame spread on the panels, allowing to assess the predicted
flame height and heat fluxes of the burner itself.
Figure 4 provides a visualization of the corner fire at t = 180 s, along
with a corresponding footage snapshot from test CSCS [11]. In both the
18
simulation and the experiment [11], sensor S1 is in the persistent flame zone
where it is engulfed by the flames constantly, whereas sensor S3 is in the
intermittent flame zone where it is touched by the flames irregularly, and
sensor S2 is located furthest away from the fire, where the flame presence is
not frequent.
Figure 4: The visualization of the corner fire from (a) FireFOAM simulation CS1 and (b)
a footage from the experimental test CSCS [11]: see Fig. 1 for the locations of heat flux
sensors S1 to S3 ( ). Note that only sensor S1 is in the persistent flame zone.
4.1.1. Flame heights
Various parameters can serve as indicators of flame height, such as mix-
ture fraction, intermittency of flames, gas temperatures, or HRR per unit
volume. In absence of substantial transient fire growth, a ‘mean flame height’
is conventionally defined as the distance above the fire source where the in-
termittency of the flames is 50% [43]. As our main simulations (with MDF
panels) involve fire growth, instantaneous flame heights are determined in
19
this study through HRR integration in the computational domain. Accord-
ingly, the flame height is defined as the height below which the integrated
HRR is 95% of the total HRR [44].
Figure 5: The flame heights in simulation CS1 versus those in test CSCS [11]: an averaging
period of 2 s is considered, as in [11], with a time resolution of 0.01 s.
The flame height results are shown in Fig. 5. The predictions are very
satisfactory considering the relatively complex shape of the burner, i.e., tri-
angular, along with the fairly challenging geometry, namely close to a corner
of walls. The predicted mean flame height in simulation CS1, 0.84 m., is
within 4% of the experimental value (0.87 m) [11].
4.1.2. Total heat fluxes
In order to compare the heat flux exposure, it is first essential to appreci-
ate the nature of heat flux as recorded by Schmidt-Boelter gauges, hereafter
referred to as ‘total gauge heat flux,’ i.e. q˙′′gauge (W/m
2). In principle, q˙′′gauge
consists of two distinct parts, namely the net radiation absorbed by the
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gauge, i.e. q˙′′rad, gauge (W/m
2), and the convection absorbed by the gauge, i.e.
q˙′′conv, gauge (W/m
2):
q˙′′gauge = q˙
′′
rad, gauge + q˙
′′
conv, gauge
=
(
αgauge · q˙′′inc − σ · εgauge · T 4gauge
)
+ h · (Tgas − Tgauge) (12)
where αgauge and εgauge are the absorptivity and emissivity of the gauge (taken
to be equal to unity, as the gauge is typically approximated as a black body
[45]), Tgauge is the temperature of the gauge (equal to 323 K at which the
gauge is constantly water cooled [11, 12]), q˙′′inc is the net incident radiation
(W/m2), σ is the Stefan-Boltzmann constant (5.67 × 10−8 W/m2K4), h is
the convective heat transfer coefficient (W/m2K), and Tgas is the gas tem-
perature (K). By adding and subtracting h · Tpanel , where Tpanel is the panel
temperature (K), one can rewrite Eq. (12) as follows:
q˙′′gauge = q˙
′′
inc − σ · T 4gauge + h · (Tgas − Tpanel) + h · (Tpanel − Tgauge) (13)
where h · (Tgas − Tpanel) is simply the convective heat transfer to the panel,
i.e. q˙′′conv, panel (W/m
2). Therefore Eq. (13) can be expressed as:
q˙′′gauge = q˙
′′
inc − σ · T 4gauge + q˙′′conv, panel + h · (Tpanel − Tgauge) (14)
Hence, q˙′′gauge can be calculated using Eq. (14) and be compared with
the experimentally reported gauge heat fluxes [11, 12], considering that q˙′′inc,
q˙′′conv,panel, and Tpanel are predicted in the simulations, and the other parame-
ters are: σ = 5.67× 10−8 W/m2K4, h ≈15 W/m2K, and Tgauge = 323 K.
The evolution profiles of total gauge heat fluxes in the simulation CS1,
determined according to the definition in Eq. (14), are shown in Fig. 6 along
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Figure 6: Total gauge heat fluxes at the locations of sensors S1 to S3 in simulation CS1
versus those in test CSCS [11]: see Fig. 1 for the locations of heat flux sensors. Thick solid
lines correspond to 30 s running average profiles.
with the corresponding total gauge heat fluxes recorded in test CSCS [11].
The total gauge heat fluxes in simulation CS1 show large fluctuations, par-
ticularly at the location of sensors S2 and S3 (see Fig. 6.b and c). This is
because sensors S2 and S3 are further away from the burner, whereas sensor
S1 is located closest to the burner and is engulfed by the flames (Fig. 4). At
all sensor locations, after t = 50 s, the heat fluxes from the burner level off.
The 30 s running average profiles at the location of sensor S1 reveal that
deviations are as small as 4% on average. This confirms that the choice of
a radiant fraction value of 0.3, also implemented in [20], is reasonable for
the propane burner. The running average profiles of sensors S2 and S3 show
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larger deviations from the corresponding experimental profiles (26% and 13%
on average, respectively). This suggests that it is challenging to precisely pre-
dict the instantaneous flame heights and widths, contributing to heat flux
fluctuations at the location of sensor S3 and S2, respectively.
4.2. MDF panel cases
4.2.1. Heat Release Rate (HRR) and mass loss rate (MLR)
The predictions of HRR and MLR evolutions are shown in Fig. 7, along
with experimental data [12]. During the first 50 s, the predicted HRR evo-
lution profiles follow the experimental average profile very closely. Further
on, however, simulation ND1 predicts the fire growth behavior much more
closely than simulation UD1. Most importantly, the magnitude and the tim-
ing of the peak HRR show considerable differences between ND1 and UD1.
For ND1, the magnitude of the peak HRR (159 kW) is nearly within experi-
mental uncertainty (153 ±5 kW), whereas UD1 shows an underestimation of
16% (129 kW). Similarly, the timing of the peak HRR (156 s in the experi-
ments) is overestimated by only 6% in simulation ND1 (165 s), versus 31%
in UD1 (204 s). Between t = 200 s and 300 s, the HRR profile of simulation
ND1 drops and eventually reaches that of UD1. After t = 300 s, however,
the profiles diverge again as the HRR profile of simulation ND1 continues
to drop rapidly. After t = 400 s, simulation ND1 mostly underestimates the
decay phase of the corner fire, by as much as 32 kW at t = 588 s, whereas
simulation UD1 reflects the decay phase very accurately. Overall, the HRR
evolution predicted by ND1 can be considered more accurate during the fire
growth period, while that of UD1 captures the later burning phase better.
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Figure 7: The temporal evolution of HRR in simulations ND1 and UD1 versus experi-
ments [12] (top), and the evolution of MLR from the panels in simulations ND1 and UD1
(bottom): the presented HRR evolution for the MDF tests [12] is the average of three
repeatability experiments (tests MM1, MM2 and MM3) with two standard deviations
(shown as ).
It is noteworthy that although the absolute value of peak HRR and its
timing in the simulations are dependent on the values of various simulation
parameters (e.g., see [29] for sensitivity to different wall function choices), the
relative differences between simulations ND1 and UD1 still persist, as they
are caused by the highly different panel density profiles in these simulations.
This can be understood more clearly from Fig. 7.b. According to Fig. 7.b,
the peak MLR from the panels in simulation ND1 is over 50% higher than
that in simulation UD1. This is essentially because the surface density of
MDF panels is higher in simulation ND1. Correspondingly, it is expected
that when the density near the surface and midway through the thickness of
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the MDF panels is modeled more accurately, there is more potential for the
simulations to capture the high peak MLR at the initiation of pyrolysis of
MDF material, just as observed in the modeling of the FPA tests [17].
4.2.2. Total heat fluxes
We evaluate the total heat fluxes in the simulations by estimating the total
gauge heat fluxes according to Eq. (14). As shown in Fig. 8, simulation UD1
features higher heat fluxes than ND1 in general, except during the period
between t = 100 s and t = 300 s, particularly at the location of sensors
S2 and S3 (Fig. 8.b and c). The latter is essentially due to the HRR being
26% higher in simulation ND1 during this period on average (note Fig. 7.a
between t = 100 s and t = 300 s). After t = 300 s, the HRR in simulation
UD1 becomes higher than that of ND1 and the heat fluxes are predominantly
higher as well.
The heat flux predictions in both simulations ND1 and UD1 can be con-
sidered most reasonable near the burner, i.e., at the location of sensor S1
(Fig. 8.a). Most of what is measured at this location is due to the direct
thermal attack from the burner: about 52 kW/m2, or 85% of the total heat
flux, is the steady heat flux from the burner (compare Fig. 6.a for simulation
CS1 with Fig. 8.a for simulations ND1 and UD1). At locations further away
from the burner, the accurate prediction of fire presence proves challenging
for both simulations ND1 and UD1, resulting in large fluctuations in the heat
flux predictions at these locations, just as observable in simulation CS1 with
inert panels (note Fig. 6.b and 6.c).
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Figure 8: Total gauge heat fluxes at the locations of sensors S1 to S3 in simulations ND1
and UD1 versus those in the MDF experiments [12]: see Fig. 1 for the locations of heat
flux sensors. Thick lines correspond to 30 s running average profiles.
4.2.3. Flame heights
The instantaneous flame heights in simulations ND1 and UD1 are deter-
mined using the integrated HRR, as explained in section 4.1.1. The results
are shown in Fig. 9, along with corresponding data from the experiments [12].
The flame heights in simulations ND1 and UD1 show minimal differ-
ences from one another, although UD1 features generally slightly higher flame
heights, occasionally by as large as 0.3 m.
Both simulations ND1 and UD1 generally tend to overestimate the flame
heights observed in the MDF experiments [12] (see Fig. 9). The deviation is
23% on average, with respect to the mean of the MDF tests [12].
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Figure 9: Averaged flame heights in simulations ND1 and UD1 versus those in the MDF
tests [12]: the averaging of the flame heights in the simulations is performed over a period
of 2 s, as in [12], with a time resolution of 0.01 s. Flame heights higher than the apparatus
height (1.5 m) are not reported in the experiments [12].
4.2.4. Fire spread and pyrolysis front propagation
The overall fire spread in MDF simulations ND1 and UD1 are shown
through Fig. 10 and 11, along with corresponding footage snapshots from
test MM3 [12], as the footage in this test is available from both the long and
short panel view angles. The flames are already present near the top of the
panels at t = 60 s in the simulations, but this happens nearly 40 s later in
test MM3. This is in line with both simulations slightly overestimating the
HRRs at this time (see Fig. 7.a), causing the flames to spread faster as well,
both upward and laterally.
In order to carefully quantify the differences between simulations ND1
and UD1, the propagation of the pyrolysis front is monitored on the surface
of the MDF panels. The location of the pyrolysis front on the surface can
be associated with various parameters, such as temperature [47], or pyrolysis
mass flux [48]. Instead of assuming a fixed pyrolysis temperature or mass flux,
we propose a new diagnostic to determine the position of the front, namely
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Figure 10: Long panel view of flame spread in simulations ND1 and UD1 versus corre-
sponding experimental footage snapshots [12] (distance units in meters): volumetric HRR
(kW/m3) is considered for visualization of the flames in the simulations, as in [46]. For
locations of sensors S1 to S3 ( ), see Fig. 1.
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Figure 11: Short panel view of flame spread in simulations ND1 and UD1 versus corre-
sponding experimental footage snapshots [12] (distance units in meters): volumetric HRR
(kW/m3) is considered for visualization of the flames in the simulations, as in [46].
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Figure 12: Pyrolysis front on the long panel at height 0.8 m shown visually (top) and
diagnostic determination of its location using Eq. (15) via the position of highest char
fraction gradient along the spread direction (bottom).
the location of highest char fraction gradient along the spread direction, i.e.,
where: ∣∣∣∣ dψdN
∣∣∣∣ = maximum (15)
in which ψ denotes the char fraction by mass and N is the Cartesian co-
ordinate along the spread direction. Essentially, Eq. (15) translates to the
location of highest char fraction gradient in the narrow region between the
completely virgin and completely charred material. This is illustrated in
Fig. 12.
The propagation of the pyrolysis fronts on the panels in MDF simulations
ND1 and UD1 is illustrated in Fig. 13 and 14, along with corresponding data
from test MM3 [12].
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Figure 13 reveals that the pyrolysis front in simulation ND1 spreads faster
than that in simulation UD1 during the period where the HRR is higher
(Fig. 7.a, t < 300 s). Afterwards, the UD results catch up. This confirms the
importance of the non-uniform mass density in the simulations: the higher
MLR (Fig. 7.b) leads to larger flame regions and thus stronger heat feedback.
This positive feedback loop leads to faster spread of the pyrolysis front. As
the top has already been reached, this spread is essentially lateral. Once the
MLR becomes higher for UD, the pyrolysis front moves faster in this simula-
tion than in ND. Given this influential role of MLR, it is expected that when
the density distribution through the thickness of the MDF panels is modeled
more accurately, there is more potential for the simulations to capture the
correct pyrolysis and flame spread on the surface of MDF material.
In the lower regions near the burner, the spread of the pyrolysis front in
both simulations UD1 and ND1 is much less extensive than that in test MM3
[12], with deviations as large as 0.15 m (see Fig. 13 at Y = 0.2 m). This is
essentially because the prediction of fire presence and the heat fluxes near the
burner proves challenging in the simulations (refer to explanations for Fig. 6.b
and c). As the positions of the fronts in regions near the burner follow each
other closely in simulations UD1 and ND1, the panel density distribution can
be considered to not play a significant role in the propagation of the pyrolysis
front in this region.
At nearly midway along the height of the panels, where 0.6 m < Y < 0.8
m, the propagation of the lateral pyrolysis front in the simulations follows
that of test MM3 [12] most closely. This is expected because the shape of the
flame envelope is predicted more accurately in this region (see Fig. 10 and
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Figure 13: Pyrolysis front propagation over the surface of the panels in simulations ND1
and UD1 versus that in test MM3 [12] on (a) the long panel and (b) the short panel: X
and Y denote the horizontal and vertical distance of the spread front from the corner,
respectively. For exact locations of sensors S1 to S3 ( ), see Fig. 1.
11). The non-uniform panel density distribution does play a visible role in
the propagation of the pyrolysis front in this region: simulation ND1 features
faster front spread than UD1, with deviations up to 0.05 m (Fig. 13 at Y =
0.8 m).
In the upper regions near the top of the panels, the spread extent of
pyrolysis front is overestimated in the simulations, with deviations up to
0.17 m from that in test MM3 [12] (Fig. 13 at Y = 1.5 m). It is expected
that lateral pyrolysis spread at higher heights and further away from the
burner is governed more by surface properties of the panels. Note that this
region is where the non-uniform panel density distribution plays the most
significant role in the propagation of the pyrolysis front: simulation ND1
features considerably faster front spread than UD1, with deviations up to
0.12 m (Fig. 13.b at Y = 1.5 m).
It is evident from Fig. 13 that the spread patterns on the long and short
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Figure 14: Time history of lateral pyrolysis front propagation over the surface of the panels
in simulations ND1 and UD1 versus that in test MM3 [12] on (a) the long panel and (b)
the short panel: as discussed in [12], the time history of lateral front propagation is tracked
for t > 180 s, so that the front is beyond the region above the burner. X and Y denote
the horizontal and vertical distance of the spread front from the corner, respectively.
panels are more or less symmetric in the simulations, while in test MM3 the
spread on the long panel is slower than that on the short panel. As discussed
in [11, 49], the thermal attack in the configuration of SBI is observed to
be slightly stronger on the short panel due to a set-up specific phenomenon
related to the supply of air from the bottom of the testing trolley, leading to
higher heat fluxes and thus higher panel temperatures on the short panel side.
In our simulations, however, the computational domain does not include the
entire testing enclosure (only the testing trolley itself has been considered),
leading to a more or less symmetric air supply and flame spread on the panels.
It has been illustrated in [50] that a larger computational domain including
the entire enclosure has the potential to reasonably capture these asymmetry
effects caused by the specific geometry of SBI, but this is beyond the scope
of the present study.
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Both MDF simulations ND1 and UD1 feature faster spread on the panels
when compared to test MM3 [12] (note Fig. 13). This is true even for the
fast burning short panel in test MM3. At t = 60 s, the spread of the front
along the upper edge of the short panel in both simulations ND1 and MD1
is 0.04 m versus 0.02 m in test MM3. That is, the average spread rate in
the simulations is twice as fast as that in test MM3 over the first 60 s. This
difference grows even larger toward t = 180 s, with values of 0.46 m and 0.34
m in simulations ND1 and UD1 versus 0.11 m in test MM3, respectively. At
t = 900 s, the final spread along the upper edge of the short panel is all the
way to 0.5 m in both ND1 and UD1, versus 0.48 m in test MM3. Noting
the temporal profiles of spread in Fig. 14, similar behavior is observed. Most
notably, the initial spread in both simulations ND1 and UD1 is faster than
that in test MM3, although the profiles level off quicker too, occasionally
showing more than 300 s difference in level-off time.
5. Conclusions
The influence of non-uniform mass density distribution in numerical simu-
lations of fire spread over MDF panels in a corner set-up has been investigated
using FireFOAM 2.2.x [13, 14]. This is accomplished through simulations of
several SBI corner fire experiments [11, 12] conducted with MDF panels and
a test with inert Calcium Silicate (CS) panels, using model-effective material
properties determined from bench-scale pyrolysis tests conducted in an FPA
[17]. The convection and radiation from the gas phase are modeled by means
of empirical expressions with adjusted parameters. Both uniform and non-
uniform through-thickness density distributions have been considered for the
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MDF material, where the non-uniform density profile of MDF was obtained
from the FPA tests [17].
Firstly, an assessment has been made of the predicted flame height and
heat fluxes of the burner itself through a simulation case corresponding to a
test with inert CS panels [11], involving no flame spread. Consequently, the
flame height estimation is found to be satisfactory for the burner itself (with
absolute average deviations of 5% from the experimental value [11]). Simi-
larly, the total gauge heat fluxes from the burner are predicted reasonably
near the burner (with average deviation of 4% from the experimental value
[11]). Most deviations are observable further away from the corner, where
an accurate prediction of the presence of flames proves challenging, resulting
in large fluctuations in the heat flux predictions.
The magnitude and the timing of the peak HRR observed for the MDF
panels are found to be significantly influenced by the non-uniform definition
of the through-thickness density profile, with the predicted value for peak
HRR being 20% higher in the non-uniform density simulation when compared
with the uniform density simulation. This has been explained through the
higher peak mass loss rate at the initiation of pyrolysis of MDF material,
also observed in the FPA tests [17].
The flame spread is found to be significantly influenced by the near-
surface density definition, namely higher surface densities are associated with
higher pyrolysis propagation rates over the surface. This is particularly the
case in regions further away from the corner, where the accurate prediction of
fire presence proves challenging for both cases with uniform and non-uniform
through-thickness density profiles, with large fluctuations in the total heat
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flux predictions.
A new diagnostic has been proposed to determine the pyrolysis front loca-
tion and spread on the surface of the panels, based on the location of highest
char fraction gradient along the spread direction, i.e., Eq. (15). This is more
systematic and less arbitrary compared to criteria assuming a fixed tempera-
ture or mass flux for the pyrolysis boundary. The proposed diagnostic relies
solely on already computed char fraction values. Thus, it is expected to be
very helpful for studies of pyrolysis propagation on the surface of charring
materials.
It is recommended for similar future computational assessments involving
flame spread scenarios over MDF panels to consider quantifying the non-
uniform panel density effects, as this study shows large implications from the
non-uniform mass density on the evolution of key parameters such as HRR,
lateral flame spread and char formation. For more elaborate analyses, it is
advisable to consider modeling water evaporation and movement inside the
wood product [51], explore more sophisticated radiation modeling approaches
[52], and evaluate gas phase velocities and temperatures in CFD simulations
against experimental data.
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Nomenclature Listing
a absorptivity θ computational cell width on the fire source (m)
A pre-exponential factor (s−1) λ thermal conductivity (W.m−1.K−1)
cI dynamic Smagorinsky model parameter µ dynamic viscosity (kg.m
−1.s−1)
cs Smagorinsky model parameter ξ ratio between max and min of local density in MDF panels
cp specific heat capacity (J.kg
−1.K−1) ρ panel density (kg.m−3)
D∗ characteristic fire diameter (m) ρ¯gas Reynolds averaged mean gas density (kg.m−3)
Ea activation energy (J.mol
−1) ρgas gas density (kg.m−3)
g gravitational acceleration (m.s−2) σ Stefan-Boltzmann constant (5.67×10−8 W.m−2.K−4)
h conv. heat transfer coeff. (W.m−2.K−1) τ time scale (s)
hm mass transfer coefficient (kg.m
−2.s−1) χrad radiant fraction of chemical HRR
Hf mean flame height (m) ψ char fraction by mass
Hpyr heat of pyrolysis (J.kg
−1) ω˙′′′F Reynolds averaged fuel mass reaction rate (kg.m
−3.s−1)
k turbulent kinetic energy
L panel thickness Subscripts
m mass of MDF material (kg) ∞ ambient air
m˙′′ gaseous mass flux (kg.m−2.s−1) bulk bulk property
n reaction order c char MDF
N Cartesian coordinate of spread direction conv convective
q˙′′ heat flux (W.m−2) EDM eddy dissipation combustion
q˙′′′comb volumetric HRR (W/m
3) eff effective
Q˙ heat release rate (103.W) F propane fuel
r stoichiometric ratio of fuel/O2 by mass flam flaming convection upper limit
T temperature (K) gas ambient and combustion gases
T˜ Favre-filtered gas temperature (K) gauge gauge heat flux meter (water cooled)
t time (s) inc net incident
X horizontal distance from corner (m) lam laminar convection at low pyrolyzate flow
Y vertical distance from corner (m) mix mixing for reaction in the gas phase
Y˜ Favre-filtered gaseous species mass fraction O2 oxygen
Z depth from panel surface (m) p constant pressure
panel MDF panel
Greek letters pyr pyrolysis
α molecular thermal diffusivity (m2.s−1) pyrol pyrolyzate
∆ LES filter size (m) rad radiative
∆H heat of combustion (J.kg−1) sgs sub-grid scale
∆x effective grid spacing in direction x (m) thresh threshold for flaming convection
∆y effective grid spacing in direction y (m) tot total
∆z effective grid spacing in direction z (m) v virgin MDF
ε emissivity V gaseous volume
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