Motivation: Effective tagging single-nucleotide polymorphism (SNP)-set selection is crucial to SNP-set analysis in genome-wide association studies (GWAS). Most of the existing tagging SNPset selection methods cannot make full use of the information hidden in common or rare variants associated diseases. It is noticed that some SNPs have overlapping genetic information owing to linkage disequilibrium (LD) structure between SNPs. Therefore, when testing the association between SNPs and disease susceptibility, it is sufficient to elect the representative SNPs (called tag SNP-set or tagSNP-set) with maximum information. Results: It is proposed a new tagSNP-set selection method based on LD information between SNPs, namely TagSNP-Set with Maximum Information. Compared with classical SNP-set analytical method, our method not only has higher power, but also can minimize the number of selected tagSNPs and maximize the information provided by selected tagSNPs with less genotyping cost and lower time complexity.
Introduction
Genome-wide association studies (GWAS) are meant to find the genetic factors in varieties of genetic markers (single nucleotide polymorphism (SNP) and copy number variations (CNVs) related to human diseases at the whole genome level, and then to fully reveal the genes related to the occurrence, development and treatment of human diseases. SNP-set analysis in GWAS has emerged as a research hot spot, and many methods for SNP-set analysis have been developed. Morgenthaler came up with the cohort allelic sums test (CAST), where SNPs were grouped by comparing the difference of the number of individuals in case and control that carried one or more variants in the same gene in CAST (Morgenthaler and Thilly, 2007) . After that, the combined multivariate and collapsing (CMC) method was proposed (Li and Leal, 2008) , which combined all rare variants, regarded the combined variants as a common variant, and then took a multivariate analysis test with other common variants. Wu presented a sequence kernel association test (SKAT) based on a logistic kernel-machine model, which allowed complex relationships between the dependent and independent variables (Wu et al., 2010) .
With the linkage disequilibrium (LD) between SNPs, many SNPs can provide similar, and even the same information, so it is imperative to select representative SNPs (also called tagSNPs) instead of original SNPs in the association studies.
Patil used a greedy algorithm to split a whole chromosome into many continuous haplotype blocks and to minimize the quantity of tagSNPs in each block, which could distinguish at least a% of SNPs of the haplotype block (Patil et al., 2001) . But unfortunately, it is only locally optimal. Zhang extended Patil's method to a dynamic programming algorithm. But tagSNP selection depends on the definition of the haplotype block boundary, and requires haplotype phase data (Zhang et al., 2002) . Johnson selected tagSNPs on genes based on the structure of the haplotype, using an expectation maximization algorithm on pedigree or unrelated individuals (Johnson et al., 2001 ). Qin combined a greedy algorithm with an exhaustive algorithm, and realized the transition from the local optimal to the global optimal (Qin, 2006) . Yan designed a weighted tagSNP selection method by weighting each tagSNP in a tagSNP-set based on LD (Yan et al., 2015) .
In our research, we proposed a new tagSNP selection method based on LD information, called TagSNP-Set with Maximum Information (TSMI), and conducted massive association studies by SKAT with a linear kernel function. Intensive simulative experiments showed that our method is effective, and it minimizes the quantity of selected tagSNPs and maximizes the information provided by selected tagSNPs. Meanwhile, our method can also reduce the cost and time complexity of genotyping.
Materials and methods

Notations
Assume that there are p SNP loci to be tested in the original SNPset, and n independent subjects 1,2,. . .,n in a case-control GWAS. We will test the haplotypes at all the p SNP loci of the n subjects. Thus, we get 2n haplotypes, where every allele at each locus only has two possibilities, 0 or 1, representing the major allele and the minor allele, respectively. Let z i ¼ ðz i1 ; z i2 ; . . . ; z ip Þ denote all the alleles of the ith haplotype at all the p SNP loci, where i ¼ 1; 2; . . . ; 2n.
TagSNP-set selection method with maximum information
So far, tagSNP selection methods are mainly divided into two categories: haplotype-based (Patil et al., 2001; Zhang et al., 2002; Johnson et al., 2001) and LD-based (Qin, 2006; Yan et al., 2015) . In this research, we selected tagSNPs based on LD. We use an LD coefficient to measure the LD level between two SNPs. For any two SNPs m i , m j , the computation formula (1) of LD coefficient r 2 ðm i ; m j Þ is as follows (Devlin and Risch, 1995) :
where z i and S i denote the mean and the variance of z i , respectively. If r 2 between two SNPs m i and m j is equal to or greater than the given threshold t, namely r 2 ðm i ; m j Þ ! t (t ¼ 0.8 in our study), then we say these two SNPs have strong LD. We will now provide our detailed algorithm to select tagSNPs based on the LD measure between an SNP pair. We first divide the original SNP-set into some subsets, and then choose one SNP from each subset (regarded as a tagSNP) as that subset's representative. Finally all the tagSNPs form a tag SNP-set. The following is our method, which can select a tagSNP-set with maximum information (for short TSMI) from the original SNP-set.
Input original SNP-set Q 0 ;
Step 1 let Q ¼ Q 0 , calculate r 2 between any two SNPs in Q;
Step 2 choose one SNP in Q randomly, denoted as m 1 .
Accumulate r 2 ordered from large to small between each SNP in Q Àfm 1 g and m 1 , and stop when the accumulated sum is greater than or equal to t 1 (t 1 ¼2 in our research). Denote the SNPs whose r 2 have been accumulated as m 11 ; m 12 ; . . . ; m 1k . Let
If tag only contains one element, then regard m tag as the tagSNP of Q 1 . Otherwise, calculate the difference of minor allele frequency (MAF) between case and control of each SNP in m tag , and regard the SNP which has the maximal difference as the tagSNP of Q 1 ;
Step 3 if the sum of r 2 of SNPs in Q À Q 1 is not more than threshold t 1 , then regard each SNP in Q À Q 1 as a tagSNP. Otherwise, let Q ¼ Q À Q 1 , and then go to Step 2;
Step 4 merge all the above selected tagSNPs. It is the tagSNP-set of the original SNP-set;
Output tagSNP-set of original SNP-set Q 0 .
Simulations
To evaluate the performance of the TSMI method, we conducted extensive simulative experiments. All simulation data of this research were produced by software hapgen2 in Linux. We took gene HTR2A, for instance, and used the software hapgen2 to generate SNP data at each locus on the basis of the LD structure of the CEU (Utah residents with Northern and Western European ancestry from the CEPH collection) samples of the International HapMap Project. HTR2A, associated with schizophrenia and obsessive-compulsive disorder (Basile et al., 2001; Frisch et al., 2000) , is a 62.66-kb-long gene with 169 HapMap (Belmont et al., 2005) SNPs and is located at 13q14-q21. A total of 34 out of 169 SNPs genotyped by the Illumina Human Hap 650v3 array are usually used as the causal SNPs in simulations. The detailed information of these 34 SNPs is shown in Supplementary Table S1 . We first generated replicated datasets at the 169 SNP loci on the gene HTR2A in 16 different scenarios using hapgen2, where each data set included 500 cases and 500 controls. In the first scenario, 34 000 replicated data sets were generated under the null disease model to estimate the type I error rate, and in scenarios 2-16, 1 000 replicated data sets were generated to estimate powers under four different methods. We assumed that heterozygote disease risk 1.25 and homozygote disease risk 1.5 for all scenarios were the same, and that there was only one causal SNP in scenario 2, two causal SNPs specified randomly in scenarios 3-9, and three causal SNPs specified randomly in scenarios 10-16. Both of the two causal SNPs were genotyped by Illumina Human Hap 650v3 array in scenarios 3-5, only one was genotyped in scenarios 6-8, and no causal SNP was genotyped in scenario 9. All the three causal SNPs in scenarios 10-16 were selected randomly in the 169 SNPs. In all scenarios the minor allele frequency (MAF), the mean r 2 with genotyped SNPs, and the distance between the causal SNPs were different.
Results
Type I error rate evaluation
We simulated 34 000 replicated data sets to estimate the type I error rate of TSMI in scenario 1. The detailed results are listed in Table 1 at the significance level of 0.05, 0.01 and 0.001, respectively. Table 1 indicates that the type I error of our TSMI can be controlled.
Power evaluation
To evaluate the power of our method, we simulated 1 000 replicated data sets in scenarios 2-9. Figure 1 shows the powers of SKAT, SKAT-tag, fast algorithm (Yan et al., 2015) and FESTA (Qin, 2006) at the significance level of 0.05 in scenarios 2-9.
To further study the performance of our method under more complex simulation data sets, we conducted scenarios 10-16. Each data set had three randomly designated causal SNPs. We simulated 1 000 replicated data sets in scenarios 10-16. Figure 2 shows the powers of SKAT, SKAT-tag, fast algorithm and FESTA at the significance level of 0.05 in scenarios 10-16.
From Figures 1 and 2 , we can see that the power of TSMI is higher than those of the other three methods, except for scenario 13 on the basis of SKAT. That is to say, the selected tag SNPs play important roles in increasing the power of the statistical test by obtaining information from the SNPs with high LD. These results show that TSMI is suitable for not only a single causal SNP, but also multiple causal SNPs. But when we conducted scenario 13, the power of the test based on TSMI was obviously even lower than the one based on the original SNP-set of SKAT. We think the main reason is the high LD among the SNPs. Namely, the very high LD existing among the causal SNPs or between multi-SNPs and the causal SNP reduces the test power due to losing some information when forming the tag SNP-set.
Time complexity evaluation
In addition to estimating the type I error rate and power of our method, we compared the time complexity of our algorithm with software tagsnpsv2 (Stram et al., 2003) . We calculated the average time of 34 groups in scenario 2. TSMI and tagsnpsv2 spent <1 and 35 min, respectively, on selecting tagSNPs in the same situation. Obviously, our TSMI has an absolute advantage over software tagsnpsv2 from the view of time complexity.
We also compared the time of the tagSNP-set selected by TSMI with that of SKAT based on the original SNP-set using the average time of 34 groups in scenario 2. The former and the latter cost 12 and 84 min, respectively. It means that SKAT with tagSNP-set based on TSMI also has an absolute advantage over original SNP-set from the view of time complexity.
Genotyping cost reduction
Our method only needs to test genotypes of tag SNP loci instead of all loci of all subjects. For example, the original SNP-set used in our simulations consisted of 169 SNPs, while the tag SNP-set using TSMI only contained 20 SNPs (about 1/8 of the original SNP-set), when regarding rs46350039 as the causal SNP in scenario 2. That is to say, the TSMI method saves nearly 7/8 of the cost of genotyping by the original SNP-set method. This also happened in other situations, and how much could be saved depended on the LD structure of the original SNP-set and the threshold.
Result analysis an discussions
In this paper, we proposed an efficient tagSNP-set selection method, TagSNP-Set with Maximum Information (TSMI). The tagSNP-set selected by TSMI has the most information and the fewest tagSNPs of the original SNP-set.
In TSMI, choosing subset Q 1 corresponding to SNP m 1 is to find a subset Q 1 of Q in which the accumulation sum of r 2 of SNP in Q Àm 1 and m 1 is not less than threshold t 1 ¼2, while the number of SNPs is minimal. When selecting tagSNP in Q 1 , we regarded the SNP with maximal number of r 2 greater than threshold t 1 ¼2 with other SNPs in Q 1 . Besides, the values of thresholds t and t 1 depend on the LD structure of the gene: the greater the degree of LD, the larger the values of thresholds t and t 1 . These two thresholds can guarantee type I error rate and power. We chose gene HTR2A in our research and took threshold t as 0.8 (empirical value). For threshold t 1 , we compared the four values 1.5, 2, 2.5, 3 and found the power is highest when t 1 equals 2. At each of the scenarios 3-9, we selected randomly m 1 in Step 2 of TSMI and then obtained the corresponding tagSNP-set. We repeated this 100 times for each scenario and found that the selected tagSNPs were the same. Power and type I error rate are two important measure indices in statistical tests. In our TSMI, the power is greater than with the other three methods, original SNP-set-based, fast algorithm and FESTA, on the premise that the type I error can be controlled. From Figure 1 , we know that the relative size of the power of the test is determined by the LD structure between causal SNP and other SNPs. We also found that the power has no direct relationships with that, whether the causal SNP is genotyped or not. This further verifies that the LD structure between causal SNP and other SNPs can impact the relative size of the power. Our TSMI method only needs to test genotypes of tagSNP loci instead of all loci of all subjects. It greatly reduces the cost and time complexity of genotyping. We verified our method through a large number of simulative experiments. But simulation data in experiments cannot accurately describe the complex relationships between disease and SNP-sets in real situations. In further study, we will apply our method to real disease data.
It is worth saying that we only applied our method to the testing of SKAT of qualitative traits. But theoretically it is also suitable for all statistical tests of qualitative and quantitative traits. It is of interest to introduce some neural-network models, such as spiking neural networks (Song et al., 2016a (Song et al., , 2016b and artificial algorithms (Pang et al., 2013; Pang and Lin, 2012) for SNP analysis. Also, a cloud computing platform would be a powerful tool in SNP detecting and analysis.
