Introduction
Infinitely divisible (ID) distributions form one of the most studied classes of probability distributions. Their investigation has a long history and goes back to the work of Lévy, Kolmogorov and De Finetti among others. One of the most attractive properties of this class is that their characteristic function have a unique explicit formulation, called the Lévy-Khintchine formula, in terms of three mathematical objects. These are the drift, which is a real valued constant, the Gaussian component, which is a non-negative constant, and the Lévy measure, which is a measure on R with no mass at {0}. Gaussian and Poisson distributions are examples of this class.
In 2018, in [12] Sato, Lindner and Pan introduced the class of quasi-infinitely divisible (QID) distributions. QID distributions are like ID distributions except for the fact that the Lévy measure is now allowed to take negative values. In other words a QID distribution is uniquely determined by a drift, a Gaussian component and by a signed measure (more precisely a real valued set function) called the quasi-Levy measure. Thus, any ID distribution is QID, but the converse is not always true. Further, an equivalent definition of a QID distribution is that its characteristic function is given by the ratio of two ID characteristic functions, which in terms of random variables reads as follows: a random variable X is QID (namely has a QID distribution) if and only if there exists two ID random variables Y and Z s.t. X +Y d = Z and Y is independent of X .
In [12] they show that QID distributions are dense in the space of all probability distributions under weak convergence, among other results. In [10] , the authors complement this result by similar criteria of relative and stochastic compactness for quasi-infinitely divisible distributions with partial weak limits from this class. In [1] , it is shown that a distribution concentrated on the integers or that is absolutely continuous w.r.t. the Lebesgue measure (or that is a 'sum' of them) is QID if and only if its characteristic function does not have zeroes. Further, in [1] it is proved that a distribution which has a Lévy measure with complex values cannot exist. Moreover, QID distributions have already shown to have an impact in different fields: from mathematical physics, see [2] and [4] , to number theory, see [13] and [14] .
In [15] , the QID framework is extended to real-valued random measures and stochastic processes. [15] represents the extension of the celebrated Rajput and Rosinski's 1989 paper [17] to the QID framework. Since our work concerns real-valued QID random measures and extend some of the results in [15] , it is useful to describe their results in details. First, they introduce real-valued QID random measures and show that under certain conditions two real-valued ID random measures generates a unique real-valued QID random measure and vice versa. Then, they show some examples of QID random measures, which are not necessarily ID. For example, similarly to the QID distributions case, it is shown that random measures whose marginal distributions are concentrated on the integers and characteristic functions have no zeros are QID. Further, in two of the most important Sections of their work, namely Sections 5 and 6, they define QID stochastic integrals (in terms of QID random measures) and show Lévy-Khintchine formulations, integrability conditions and continuity properties of these integrals. Finally, they define QID processes and provide Léyv-Khintchine formulations in many settings, including the case of uncountable time index (i.e. t ∈ [0, T ]) recently covered by [18] in the ID framework.
In particular, for QID stochastic integrals in [15] the authors provides three different set of assumptions in order to obtain the mentioned results. The reason for this is the following. They are able to extend a classical measure theoretical result on the extension of signed bimeasures by [6] (see Theorem 5.18 in [15] ). Their result applies to signed bimeasures defined on σ -algebras. However, the underlying general topological framework of [15] , which is the one of [17] , consists of a δ -ring S on a non-empty set S with the additional condition that there exists an increasing sequence of sets S 1 , S 2 , · · · ∈ S s.t. n∈N S n = S, which is more general than a σ -algebra. Thus, their result does not allow to obtain a general and complete extension of the ID results to the QID framework. For the sake of completeness, we need to mention that the authors are able to obtain the results under the general topological framework of S , but this happens at the expenses of certain restrictive assumption.
In this paper, we provide a general measure theoretical result which builds on Theorem 5.18 in [15] and which represents the complete extension of the classical measure theoretical results at the base of the Rajput and Rosinski's work [17] to signed framework. This is a non trivial result since extension results do not work well in the signed case, e.g. the Carathéodory's extension theorem. By doing this we are able to generalise and unify in one setting the three different settings of [15] . This represent the first main contribution of the paper.
The second main contribution is the density result. We prove that a certain class of QID random measures are dense under convergence in distribution in the space of all independently scattered random measures, also know as random measures with independent increments or as completely random measures. This result extend the result in [12] for real valued random variables. However, we need to be careful on the definition of convergence in distribution which in turn depends on the definition of random measure. For this result we follow the general framework of Kallenberg's book [9] for the definition of both random measures and convergence in distribution, which is one of the most general frameworks for convergence in distribution of random measures. In subsection 2.1, we discuss the different main definitions of random measures in the literature.
For the third main result we combine the Kallenberg's and Rajput and Rosiski's frameworks to obtain Lévy-Khintchine formulations, integrability conditions and continuity properties for the dense class of QID random measures.
The paper is structured as follows. Section 2 concerns the notations and some preliminaries. In Subsection 2.1 we discuss the concept of random measures and its different definitions in the literature. In Section 3 we provide the density results. In Section 4, the mentioned measure theoretical result is presented (see Theorem 4.1) and, building on this result, Lévy-Khintchine formulations, integrability conditions and continuity properties for general QID stochastic integrals are derived. In Section 5, we obtain spectral properties for the dense class of QID random measures presented in Section 3.
Notation and Preliminaries
Due to their frequent use we abbreviate the following words: random variable by r.v., random measure by r.m., characteristic function by c.f. and characteristic triplet by c.t..
By a measure on a measurable space (X , G ) we always mean a positive measure on (X , G ), i.e. a [0, ∞]-valued σ -additive set function on G that assigns the value 0 to the empty set. For a non-empty set X , by B(X ) we mean the Borel σ -algebra of X , unless stated differently. The law and the c.f. of a r.v. X will be denoted by L (X ) and byL (X ), respectively. For two measurable spaces (X , G ) and (Y, F ), we denote by G ⊗ F the product σ -algebra of G and F , and by G × F their Cartesian product. Let us recall some definitions.
Definition 2.1 (extended signed measure). Given a measurable space (X , Σ), that is, a set X with a σ -algebra Σ on it, an extended signed measure is a function µ : Σ → R ∪ {∞, −∞} s.t. µ( / 0) = 0 and µ is σ -additive, that is, it satisfies the equality µ (
where the series on the right must converge in R ∪ {∞, −∞} absolutely (namely the value of the series is independent of the order of its elements), for any sequence A 1 , A 2 , ... of disjoint sets in Σ.
As a consequence any extended signed measure can take plus or minus infinity as value, but not both. In this work, we use the term 'signed measure' for an extended signed measure. Further, the total variation of a signed measure µ is defined as the measure |µ| :
where the supremum is taken over all the partitions {A j } of A ∈ Σ. The total variation |µ| is finite if and only if µ is finite. Let us recall the definition of a signed bimeasure. Given a signed bimeasure G on Σ × Γ, we denote by G + and G − the Jordan decomposition of B → G(A, B) for fixed A ∈ Σ, and by G + and G − the Jordan decomposition of A → M(A, B) for fixed B ∈ Γ. We use the term 'measure' and 'signed measure' not only in the case of σ -algebra, but also in the case of rings, as follows. 
and the relation (2) 
holds absolutely (namely independent of the order of its elements).
Similarly, it is possible to extend the definition of bimeasures on rings. Let us now recall the celebrated Carathéodory's extension theorem.
Theorem 2.4 (Carathéodory's extension theorem, see Theorem 1.41 in [11] 
We use the term 'random measure' for a random measure as defined in Kallenberg's book [9] , see the next definition. Let S be a separable and complete metric space with Borel σ -algebra S and letŜ be the ring composed by bounded Borel sets in S. The triplet (S, S,Ŝ) is called localised Borel space (see page 19 in [9] ). Definition 2.5 (random measure). A random measure ξ on S, with underlying probability space (Ω,
is a F -measurable in ω ∈ Ω for fixed B and a locally finite measure in B ∈ S for fixed ω.
We use the term 'random noise' for a random measure as defined in [17] or in [15] , see the next definition. Let now denote by S an arbitrary non-empty set. Let S be a δ -ring with the additional condition that there exists an increasing sequence of sets S 1 , S 2 , · · · ∈ S s.t. n∈N S n = S. Definition 2.6 (random noise). Let Λ = {Λ(A) : A ∈ S } be a real valued stochastic process defined on some probability space (Ω, F , P). We call Λ to be a random noise, if, for every sequence {A n } of disjoint sets in S , the random variables Λ(A n ), n = 1, 2, ..., are independent, and, if
s. (where the series is assumed to converge almost surely). In addition, if Λ(A) is a QID (ID) random variables, for every A ∈ S , then we call Λ a QID (ID) random measure.
Notice that a more correct name, but way more tedious, for a random noise is 'independently scattered real-valued completely additive stochastic set function on S '.
One of the main properties that a r.m. or a random noise [17] might satisfy is the atomless condition. Let us start with the definition of atom for a random noise. The above is equivalent to the following. Λ is atomless if and only if for every A ∈ S satisfying
Thus, once we consider a polish space X , the above definition is equivalent to the definition of an atom in Kallenberg's book [9] . Indeed, for a random measure ξ on a Polish space X , x ∈ X is an atom of ξ if and
= 0 for every x ∈ X . The atomless condition is for random measures what the continuity in probability is for continuous time stochastic processes. We recall now a result by Prékopa in [16] . 
Random measures in the literature
In this subsection we provide a short discussion on the different definitions of random measures.
There are many different definitions of random measure in the literature. Among them two are the ones that are most used: Definition 2.5 and Definition 2.6.
As pointed out in Section 9.1 in [3] and in Section 3.3 in [19] , random noise are not necessarily measures for every ω ∈ Ω or even almost surely. This is due to the potential unaccountability of the sets of measure zero for which the almost sure relation in Definition 2.6, namely Λ(
However, once we restrict to a localised Borel space, namely S =Ŝ, and to non-negative measures then the two definitions are equivalent. This is true not only for independently scattered random measures but for any random measure on S .
Indeed, we would like to consider an independently scattered random measures on (S, S) s.t. ξ (B) is a random variable for every B ∈Ŝ. However, even if we restrict to non-negative case, random noises are R + -valued (stochastic processes) and so they cannot take infinite values and, moreover, they are defined only onŜ. Thus, the question is how can we combine the two definitions? The answer is in the following result by Harris (see [5] ), which allow us to uniquely extend the random noise to random measures on (S, S). Theorem 2.9. [see Theorem 2.15 in [9] ] Given a process η ≥ 0 onŜ, there exists a random measure ξ on S with
Observe that a non-negative random noise satisfies the above conditions, and so it extends (a.s.) uniquely to random measure on S.
The practical example one should think of is the following: a non-negative random measure Λ on B b (R) (i.e. the set of bounded intervals of R), which has almost surely finite values for any B ∈ B b (R). In this example, using the notation of this work, we have that S = R and S =Ŝ = B b (R). Then, under certain conditions (i.e. Λ is independently scattered) and parametrisations (i.e. Λ([0,t])) it is possible to associate an additive stochastic process to Λ. In particular, let X t a.s.
and is not a σ -ring, but a δ -ring, because it is not closed under countable union. From this example, it also appears clear and natural the condition that imposes the existence of an increasing sequence of sets S 1 , S 2 , · · · ∈ B b (R) s.t. n∈N S n = S; indeed, think of S n as concentric balls of radii n, namely (−n, n).
The natural question is now the following: Does this hold for all random noises onŜ, thus without the condition of non-negativeness? The answer is no, as shown in the Example 9.1(f) in [3] .
Finally, we remark that the above theorem is indeed more general than the one stated, because it holds also in the case the processes η is only defined on on a generating ring U ⊂Ŝ (see Theorem 2.15 in [9] ).
3 The density of QID r.m.
In this section we present the density results. Let us start with some preliminaries. Let S be a separable and complete metric space with Borel σ -algebra S and letŜ be the ring composed by bounded Borel sets in S. LetĈ S be the space of all bounded continuous functions f : S → R + with bounded support. Let M S be the space of locally finite measures, namely µ ∈ M S if µ(B) < ∞ for every B ∈Ŝ. The space M S might be endowed with the vague topology, denoted by B M S , generated by the integration maps π f : µ → f (x)µ(dx), for all f ∈Ĉ S . The vague topology is the coarsest topology making all π f continuous. The measurable space (M s , B M S ) is a Polish space. The associated notion of vague convergence denoted by
An equivalent definition of random measure introduced in Definition 2.5 is the following: a random measure ξ is a measurable mapping from (Ω, F , P) to (M S , B M S ), where B M S is the topology generated by all projection maps π B : µ → µ(B) with B ∈ S, or, equivalently, by all integration maps π f with measurable f ≥ 0. From Lemma 4.1 in [7] or Theorem 4.2 in [9] , we know that B M S and B M S coincide. Hence it is equivalent to consider a random measure as a measurable mapping from (Ω,
The convergence in distribution of ξ n to ξ means that
, where for any bounded measures µ n and µ, the weak convergence µ n w → µ stands for g(y)µ n (dy) → g(y)µ(dy) for all g as above. We write ξ n vd → ξ to stress that the convergence of distribution is for random measures considered as random elements in the space M S with vague topology. As mentioned at the beginning of this section, in this setting a fixed atom of a random measure ξ is an element s ∈ S such that P(ξ ({s}) > 0) > 0.
We report now another fundamental result by Harris, see [5] .
Theorem 3.1 (see Theorem 4.11 in [9] ). Let ξ , ξ 1 , ξ 2 , ... be random measures on S. Then these conditions are equivalent:
In order to present our first main result of this section we need the following density result for QID random variables, which extend the density result in by Sato, Lindner and Pan, namely Theorem 4.1 in [12] . Proof. The arguments of the proof are similar to the ones of the proof of Theorem 4.1 in [12] , but not exactly the same. Further, since the proof for the case A is bounded differs from the case of A unbounded, we first present the former and then the latter.
Let A be finite closed interval, thus
.., 2n 2 } and define the discrete distribution µ n concentrated on the lattice {b 0,n , ..., b 2n 2 ,n } by
Then, µ n w → µ as n → ∞. Observe that µ n is the probability distribution of a random variable with values on {b 0,n , ..., b 2n 2 ,n } ⊂ [k, c]. It remains to prove that each µ n is a weak limit of QID distributions with finite quasi-Lévy measure, zero Gaussian variance and with support on [k, c]. W.l.o.g. assume that the approximating sequence of distributions σ such that σ ({b j,n }) > 0 for every j ∈ {0, ..., 2n 2 }. Assume that the c.f.σ has zeros (in the other case we can directly use Corollary 3.10 in [12] to conclude). Let X be a random variable with distribution σ and define Y = 2 , and its c.f. has zeroes. Then, the polynomial f (w) = ∑ 2n 2 j=1 a j w j has zeroes on the unit circle. Factorizing, we obtain
where w ∈ C and h > 0. Then, for small enough h, f h is a polynomial with real coefficients, namely f h (w) = ∑ 2n 2 j=1 a h, j w j with a h, j ∈ R. Observe that for small enough h, a h, j and a j will be close, so a h, j > 0. Now, let Z h be a r.v. with distribution
Observe that, for every h > 0, X h is random variable with values on the lattice {b 0,n , ..., b 2n 2 ,n } and its c.f. has no zeros, and that X h d → X as h ց 0. Finally, by Corollary 3.10 in [12] we know that X h is QID with finite quasi-Lévy measure and zero Gaussian variance.
Observe that if A is bounded open interval, say A = (k ′ , c ′ ) for some c, k ∈ R, then the above arguments apply. In particular, for any n ∈ N let k
.., 2n 2 } and define the discrete distribution µ n concentrated on the lattice {b 0,n , ..., b 2n 2 ,n } as in (3).
Then, µ n w → µ as n → ∞ and applying the same reaming arguments (in which n is fixed) for k ′ n and c ′ n instead of k and c we obtain the result for A bounded and open.
Let now A be an unbounded interval of the form A = [k, ∞) for some k ∈ R. Let µ be a probability distribution with support on [k, ∞). For n ∈ N, let b j,n = k + j/n, j ∈ {0, ..., 2n 2 } and define the discrete distribution µ n concentrated on the lattice {b 0,n , ..., b 2n 2 ,n } as in (3) . Then, µ n w → µ as n → ∞. Using the notation above, let X be a random variable with distribution σ and define Y = (X − k)n. Then, Y is concentrated on {0, ..., 2n 2 } with masses a j and its c.f. has zeroes by assumption. We proceed as before. Thus, for small enough h, we obtain a polynomial with real coefficients f h , namely f h (w) = ∑ 2n 2 j=1 a h, j w j with a h, j ∈ R and a h, j > 0, for small enough h. Then, let Z h be a r.v. with distribution σ h = ∑ Further, for the proof of our first main result of this section we use the following simple lemma. Recall that the Lévy-Prokhorov metric (or better just Lévy metric since we work on R) for two probability distributions F and G on R is defined as 
Observe that for two real valued random variables X and Y the above lemma affirms that for any
Another useful property of the Prokhorov metric is the following. From condition 3) of the section "Lévy metric" in [20] (page 405), given any probability distributions on R F 1 , ...,
For the next two results denote by S n the sequence of bounded sets (i.e. S n ∈Ŝ) s.t. S n ↑ S. Notice that such sequence exists by the definition ofŜ, see page 19 in [9] . 
, for every A ∈ S, C ∈ S ⊗ B((0, ∞)) and n ∈ N. Then γ n and F n are finite measures and there exists a sequence of atomless independently scattered finite random measure ξ n with pair
Proof. From Theorem 12.11 in [8] (see also Corollary 3.21 in [9] ), we have that every atomless independently scattered random measure ξ has the following representation:
for some non-random measure γ ∈ M S and a Poisson process η on S × (0, ∞) with intensity F satisfying
for every A ∈Ŝ. In particular, for every B ∈ S we have that ξ (B) < ∞ if and only if α(B) < ∞ and condition (5) holds for B ∈ S (see Theorem 12.11 in [8] ). Further, notice that the above formulation implies that for every A ∈ S and f ∈Ĉ
Moreover, the unique one to one correspondence between ξ and (γ, F) is shown in Theorem 3.20 of [9] . It is possible to see that γ n and F n are measures on S and on S ⊗ B((0, ∞)), respectively. In particular, since ξ (A) < ∞ for every A ∈Ŝ then γ(S n ) < ∞ and
for every n ∈ N. Thus, γ n and F n are finite measures, for every n ∈ N. Now, for every n ∈ N, let η n be a Poisson process on S × (0, ∞) with intensity F n and let
Then, we have that ξ n is an atomless independently scattered random measure and since γ n and F n are finite then ξ n is finite. Concerning the stated convergence we have the following. From Lemma 12.2 in [8] (or from Lemma 3.1 in [9] ) we have that
Hence, by assumption we have that for every f ∈Ĉ
Then, by point (iii) in Theorem 3.1 we obtain that ξ n
Now, let us denote by I the set of all independently scattered random measures on S (considered as random elements in M S endowed with the vague topology) and recall that Z + = N ∪ {0}. From Theorem 7.1 in [7] we know that element of I has the following unique representation ξ a.s.
with K ∈ Z + ∪ {∞}, where {s j : j ≥ 1} is the set of fixed atoms of ξ in S, α is a random measure without fixed atoms with independent increments (hence, α is an atomless ID r.m.), and β j , j ≥ 1, are R + -valued r.v., which are mutually independent and independent of α.
Consider the following class of QID random measures:
β j δ s j , with K ∈ Z + , α an atomless ID r.m. with finite Lévy measure, {s j : j ≥ 1} a set of fixed atoms in S, and β j , j ≥ 1, R + -valued QID r.v. with finite quasi-Lévy measure and zero Gaussian variance and which are mutually independent and independent of α .
Notice that in contrast with the usual representation of independently scattered r.m. the elements of A have that the atomless random measure α has finite Lévy measure, the number of atoms K is finite and that β j , j ≥ 1, R + -valued QID r.v. with finite quasi-Lévy measure and zero Gaussian variance. We will also see later that the elements of A are almost surely finite on S. Thus, A is strictly smaller than the class of QID random measure which in turn is strictly smaller than the class of all independently scattered r.m. (namely I ).
We are ready to present the following density result. It states that this particular class of QID random measures is dense in the space of all independently scattered random measure under convergence in distribution. Proof. From Theorem 7.1 in [7] we know that any independently scattered random measure has the following unique representation ξ a.s.
with K ≤ ∞, where {s j : j ≥ 1} is the set of fixed atoms of ξ , α is a random measure without fixed atoms with independent increments (hence, α is an atomless ID r.m.), and β j , j ≥ 1, are R + -valued r.v., which are mutually independent and independent of α. From Theorem 3.2 with A = [0, ∞), we know that for each β j there exists a sequence of non-negative QID r.v. with zero Gaussian variance and finite Lévy measure that converges in distribution to β j , for every j ∈ N. Denote by β n, j such a sequence.
Denote by S n the sequence of bounded sets s.t. S n ↑ S and by (γ, F) be the pair associated to α. Let γ n (A) = γ(S n ∩ A) and F n (C) = F(C ∩ (S n × ( 1 n , ∞))), for every A ∈ S, C ∈ S ⊗ B((0, ∞)) and n ∈ N, as in Proposition 3.4. Then, by Proposition 3.4 there exists a sequence of independently scattered finite random measure α n with pair (γ n , F n ) s.t. α n d → α. The first step is to show the existence of random measures ξ n ∈ A with ID r.m. equal in distribution to α n , with atoms in {s j : j ≥ 1} and weights equal in distributions to β n, j . The existence is not immediate because we do not know whether the β n, j are mutually independent and independent of α n in the underlying probability space of ξ . This is a classical problem in probability and the solution lies in the construction of a probability space under which these conditions are satisfied, which is given by the 'product' of the probability spaces.
For the sake of clarity and completeness let us write here the arguments. Fix n ∈ N. Denote the underlying probability spaces of α n by (Ω, F , P) and of the r.v. β n, j by (Ω j , F j , P j ), for j = 1, ..., n. Consider the probability space (Ω ′ , F ′ , P ′ ) where
and P ′ is the product probability measure of P, P 1 ,...,P n .
Let α ′ n (·)(ω, ω 1 , ..., ω n ) := α n (·)(ω) and let β ′ n, j (ω, ω 1 , ..., ω n ) := β n, j (ω j ), where j = 1, ..., n, for every (ω, ω 1 , ..., ω n ) ∈ Ω ′ . Observe that for every B 1 , ..., B k ∈ S and x 1 , ...,
where s 1 ,..., s n are the same as the ones in (6). It is possible to see that, for every ω ′ ∈ Ω ′ , ξ n (·)(ω ′ ) is a measure because it is the sum of measures and that, for every B ∈ S, ξ n (B)(·) is a measurable function because it is the sum of measurable functions. Thus, ξ n is a random measure on S and from its definition it is possible to see that it belongs to A . Since β n, j d → β j we can choose a subsequence of β n, j , which by abuse of notation we denote it by β n, j , such that ρ(β n, j , β j ) < 1 n 2 for every j = 1, ..., n and n ∈ N. From the above arguments there exists a sequence of random measures in A (with possibly different underlying probability spaces) such that
n 2 for every j = 1, ..., n and n ∈ N. Now, we need to show that ξ n vd
n and α are independent of the corresponding atomic part, this reduces the goal to prove that
Let f ∈Ĉ S , hence, f is bounded and has bounded support, and by denoting B the support of f we have that B ∈Ŝ and so that almost surely ξ n (B) < ∞, n ∈ N, and ξ (B) < ∞. Thus, for each n ∈ N,
Moreover, notice that it is sufficient to prove the result for any f ∈Ĉ S with f (s) ≤ 1 for every s ∈ S. Indeed, consider any f ∈Ĉ S and letC ∈ R + be its bound, then
Now, consider any f ∈Ĉ S with f (s) ≤ 1 for every s ∈ S. By the triangular inequality we have that
The last element converges to zero as n → ∞ because
For the other element, by (4) and by Lemma 3.3 we obtain that
Thus, we have that
f (s j )β j as n → ∞, which concludes the proof.
Remark 3.6. We could alternatively consider an almost sure equality in (7) and then use the existence and uniqueness results for random measures (Corollary 2.16 in [8] and Theorem 2.9) to obtain a random measure almost surely equal to ξ n . In addition, by the Kolmogorov extension theorem the same arguments of the first part of the above proof hold for the case of n 'equal' to infinity, namely ξ n = α ′ n + ∑ ∞ j=1 β ′ n, j . Further, we point out that if ξ is such that the number of atoms in any bounded set (i.e. in any B ∈Ŝ) is finite then the number of atoms in the support of every f ∈Ĉ S is finite, namely {s j : j ≥ 1} ∩ supp( f ) has finite cardinality, and so the stated result follows directly from the mutual independence of the β ′ n, j , j = 1, ..., n, from the fact that β ′ n, j d → β j as n → ∞, for every j = 1, ..., n and n ∈ N, and from the continuous mapping theorem.
Remark 3.7. Let A ′ be a class of r.m. like A , but such that the ID component is not necessarily finite, namely the 'α' is not necessarily finite. Then, trivially A ′ is dense in I under the convergence in distribution. Let ξ = α + ∑ K j=1 β j δ s j be any independently scattered r.m. on S. The reason of this remark is because if we know the ID component of ξ , i.e. α, and we do not care of taking a sequence of finite ξ n , then we can define the ξ n s.
.., ω n ) := α(·)(ω). Then, ξ n ∈ A ′ and from the arguments of the proof of Theorem 3.5 it is possible to see that ξ n d → ξ .
It is possible to consider also the set of bounded measures, denoted byM S , which can be endowed with the vague topology, as for M S , but also with the weak topology. The weak topology onM S is the topology generated by the integration maps π f for all bounded continuous functions. Then, for random measures ξ , ξ 1 , ξ 2 , ... considered as random elements inM S , endowed with the weak topology, we will denote by ξ n wd → ξ the convergence in distribution. Observe that in this setting a QID random measures as defined in Definition are QID random measures on (S, S) (hence we do not need to extend them) because for every B ∈ S they are all a.s. bounded.
We will use the following result of Kallenberg to prove our next result. We are now ready to present our next result, which is similar to Theorem 3.5, but applies toM S and involves both the vague and the weak topology.
Theorem 3.9. QID random measures are dense in the space of independently scattered random measures, considered as random elements inM S endowed with the vague topology or with the weak topology, under the convergence in distribution.
Proof. Consider first the case ofM S endowed with the vague topology. Then, by the same arguments as the ones used in the proof of Theorem 3.5 we obtain the result.
For the weak topology case, by the same arguments as the ones used in the proof of Theorem 3.5 we have that ξ n vd → ξ . Hence, according to Theorem 3.8 it remains to prove that ξ n (S)
However, this has been proved in the proof of Theorem 3.5 -indeed, consider f ≡ 1 and notice that ξ n (S) and ξ (S) are a.s. finite since ξ n and ξ are almost surely bounded. Thus, the proof is complete.
Spectral representations
In this section we extend the main results of [15] on QID random measures, which we call here QID random noises. To obtain this result a new measure theoretical result is proved: Theorem 4.1. It extends the classical results in [6] on the extension of bimeasures and Theorem 5.18 in [15] . Moreover, it provides a general and complete signed version of the fundamental results at the base of Rajput and Rosinski's work [17] (see Lemma 2.3 and Proposition 2.4 and the results in their proofs).
We start with the mentioned general measure theoretical result.
(a) for every A ∈ A , Q 0 (A, ·) is a signed measure on (X , B), (b) for every B ∈ B, Q 0 (·, B) is a signed measure on (T, A ), (c) sup 
where C ∈ σ (A ) ⊗ B. Moreover, there exists a unique finite signed measure on D∈A 
for every A ∈ A , B ∈ B, where q : 
(t, ·) = q(t, ·).
In the following proof we follows some of the arguments of the proof of Theorem 4 in [6] . In their result, they show that there exists a signed measure on the product space. However, they work under the assumption that their bimeasures is a bimeasures on the (Cartesian) product of two σ -algebra, while in our case we weaken this assumption (indeed, (T, A ) is not a measurable space). Moreover, they do not mention any result on the Jordan decomposition of this measure.
Proof. Since sup

I Tn
∑ i∈I |Q 0 (A i , B i )| < ∞ then we have that ν(T n ) < ∞ for every n ∈ N. By Lemma 2.15 in [15] we know that (A, A ∩ A) is a σ -algebra, and by Theorem 4 in [6] (see also Theorem 5.17 in [15] ) we know that ν(·) is a finite measure on (A, A ∩ A), for every A ∈ A . Then, ν(·) is a measure on A and by the Carathéodory's extension theorem we know that there exists a unique σ -finite extension on σ (A ), which we still denote it by ν.
Consider the measurable space (T n , A ∩ T n ). By Theorem 5.18 in [15] we have that there exist two unique finite measures
and a unique finite signed measure
where C ∈ (T n , A ∩ T n ) ⊗ (X , B), q + n and q − n are two sub-Markovian kernels such that for every x ∈ T n they are the Jordan decomposition of a finite signed measure q n . In particular, we have that for very A ∈ A ∩ T n and
Observe that the above holds for any n ∈ N. Now, we want to concatenate the sequence of obtained q + n 's into one measure. For this purpose, let q + (x, B) = q + n (x, B) when x ∈ T n \ T n−1 and b ∈ B. Then, it is possible to see that q + (x, ·) is a measure for every x ∈ T . This is because for every x ∈ T there exists a n ∈ N large enough such that x ∈ T n \ T n−1 and so q + (x, ·) = q + n (x, ·), and we know that q + n (x, ·) is a measure on (X , B). It is also possible to see that q + (·, B) is a σ (A )-measurable function. Indeed, consider any A ∈ B(R) and B ∈ B, then
Further, since q n are A ∩ T n -measurable functions and
is a σ (A )-measurable function, for every B ∈ B. Similarly we can define q − and by applying the same arguments we have that q − n (x, ·) is a measure on (X , B) and q + (·, B) is a σ (A )-measurable function. Then, it is possible to define two (possibly infinite) measures Q + and Q − on σ (A ) ⊗ B by
where C ∈ σ (A ) ⊗ B.
Notice that since q + n (x, B) ≤ 1 and q − n (x, B) ≤ 1 for every x ∈ T n and B ∈ B and since this holds for every n ∈ N, then q + (x, B) ≤ 1 and q − (x, B) ≤ 1 for every x ∈ T and B ∈ B. In other words, q + and q − are sub-Markovian kernels. Then we can define q to be q(x, B) = q + (x, B) − q − (x, B) and notice that for every x ∈ T q + (x, ·) and q − (x, ·) are the Jordan decomposition of q(x, ·), and that for every n ∈ N we have q(x, B) = q n (x, B) for every x ∈ T n and B ∈ B.
Therefore, by putting together the results obtained so far we have that for every A ∈ A and B ∈ B we have that Q 0 (A, B) < ∞ and in particular that
Now, observe that it is possible to define a real valued set countably additive set function
Therefore, following Thoerem 5.18 in [15] Q is the unique finite signed measure on (D ∩ A ) ⊗ B s.t. 
Finally, we focus on uniqueness. We have that if q 1 (·, ·) is some other function satisfying (8), (d) and (e), then, off a set of ν-measure zero, q 1 (t, ·) = q(t, ·) when t ∈ T n , namely
Since this holds for every n ∈ N, we have
for every B ∈ B. Hence, off a set of ν-measure zero, q 1 (t, ·) = q(t, ·), thus we get the uniqueness of Q. Now, from this and from the uniqueness of the Jordan decomposition we deduce that, off a set of ν-measure zero, q
, whence we obtain the uniqueness of Q + and Q − .
Remark 4.2. Notice that we cannot write
because the objects T q(x, B)ν(dx) and T q 1 (x, B)ν(dx) are not well-defined. Moreover, in many situations
For example, this is the case of measures that takes finite values on bounded set of R. In that case S n 's are the concentric balls around zero and radius n, then for every A ∈ A there exists an n ∈ N large enough such that A ⊂ T n and so (A, A ∩ A) is contained in (T n , A ∩ T n ). In general this is the case when given a measurable space S is a localising ring of this measurable space, as it is the case in [9] (see page 15 and 19 in [9] ) Let us now introduce the setting of this section. Throughout the paper we denote by S an arbitrary non-empty set and by S a δ -ring with the additional condition that there exists an increasing sequence of sets S 1 , S 2 , · · · ∈ S s.t. n∈N S n = S. In this framework S does not need to belong to S (thus S is not necessarily an algebra) and arbitrary subsets of S do not need to satisfy the condition n∈N A n ∈ S (thus S is not necessarily a σ -ring). A QID random noise Let F(A, ·) be a quasi-Lévy type measure for every A ∈ S and F(·, B) be a signed measure for every
Observe that such definition of F is typical of the Lévy measures of ID and QID random noises, see Section II in [17] and Section 3 and 4 in [15] .
We define for every A ∈ S and B ∈ B(R)
Assume that J is a signed bimeasure and sup
where the supremum is taken over all the finite families of disjoints elements of (S ∩ A) × B(R). In other words, the supremum is taken over all the finite families of the form (A i , B i ) i∈I A , where I A is finite, such that A i ∈ S ∩ A and B i ∈ B(R) and that the rectangles B) is a finite signed measure on S and J(A, ·) is a finite signed measure on B(R).
Notice that ν(S n ) < ∞ and that ν is a measure on (S n , S ∩ S n ). Then, by the Carathéodory's extension theorem ν extends to a σ -finite measure on (S, σ (S )) (see also Theorem 4.1). To have a better idea of what kind of object ν is, compare it with the definition of total variation of a signed measure (see (1) 
Therefore, since ν(A) is finite by assumption we have that
We show now that the assumption of this setting is weaker than the ones presented in Section 5 in [15] . Indeed, in this section we both unify and generalise the results on QID random measures in [15] , which we call here QID random noises.
First of all, if S is a σ -algebra then the assumptions presented are the same as the ones of Section 5.3 in [15] , which are weaker than ones of Section 5.2 in [15] . However, assuming that S is a σ -algebra is more restrictive than assuming that S is a δ -ring with the additional condition that there exists an increasing sequence of sets S 1 , S 2 , · · · ∈ S s.t. n∈N S n = S. Concerning the assumptions in Section 5.1 in [15] we have the following result.
Lemma 4.3. Let F as above. Assume that F(A, B) = G(A, B) − M(A, B) where G and M are defined as follow: G(A, ·) is a measure for every A ∈ S and G(·, B) is a measure for every B ∈ B(R) s.t. 0 / ∈ B -and similarly for M. Then, for every
Proof. Notice that
and thus, for every A ∈ S , we have that
In the following, we prove that for every family
If the A i 's are all disjoints,then the B i 's could take any values. In particular, by the (finite) additivity of G we obtain that
Thus, it remains to investigate the case where the A i 's have at least one intersection. Let (A i ) i∈I be any finite family of sets in S ∩ A. It is possible to find a finite set of disjoints elements in S ∩ A, denote it (A ′ i ) i∈J A , such that i∈I A A i = i∈J A A ′ i . Hence, each A ′ i is a subset of one or more of the A i 's. Therefore, the corresponding B i of the A i 's, whose intersection is A ′ i , cannot have intersections, because the rectangles (A i , B i )'s must be disjoint. This implies that for each A ′ i the union of the corresponding B i 's is a subset of R. Hence, we have
Since the same arguments hold for M, we obtain the stated result.
is a bimeasure, we have that our assumptions are weaker than then ones in Section 5.1 in [15] .
Let us now recall the following two results proved in [15] . Lemma 4.5 (Lemma 2.18 in [15] ). Let X an arbitrary non-empty set and let R a δ -ring. Let µ be a σ -finite signed measure on R (namely there exists a sequence S 1 , S 2 , ... ∈ R s.t. X = ∪ ∞ n=1 S n and that −∞ < µ(S n ) < ∞ for every n ∈ N). Then µ + and µ − can be uniquely extended to two σ -finite measures on (X , σ (R)).
From the above it is possible to see that |µ| = µ + + µ − is the "total variation" of µ. We are now ready to present the results on QID random noises. 
Proof. The finite additivity of Λ follows from the definition of ν 0 , ν 1 and F, even without the assumption (9) . It remains to show that for any sequence {A n } ⊂ S s.t. A n ↓ / 0 we have Λ(A n ) p → 0 as n → ∞. This follows from the fact that ν 0 is a signed measure on S , ν 1 is a measure on S and ν is a measure that also satisfies (10) (notice that ν is a measure on σ (S ) hence it is also a measure on S ) and by the Lévy continuity theorem.
For the second statement, it is straightforward to see that λ (A) is a measure on S . Now, let λ (A n ) → 0 for some {A n } ⊂ S , then we have that |ν 0 |, ν 1 and ν go to zero. Then as above
Definition 4.7. Since λ (S n ) < ∞, n = 1, 2, ... we extend λ to a σ -finite measure on (S, σ (S )); we call λ the control measure of Λ. Observe that we can consider q + (s, {0}) = 0 and q − (s, {0}) = 0 for every s ∈ S. This is because of the following argument. Let q + (s, {0}) = 0 ν-a.e. and letq + (s, B) = q + (s, B \ {0}) for every B ∈ B(R). Then
). Therefore,q + satisfied the same properties of q + , namely (d) ′ and (e) ′ of Theorem 4.1, andq + (s, ·) = q + (s, ·), off a set of ν-measure zero. The same applies to q − and it is possible to see thatq + (s, ·) andq − (s, ·) are the Jordan decomposition of a signed measureq(s, ·), for every s ∈ S, and thatq(s, ·) = q(s, ·), off a set of ν-measure zero. Hence, all the results of Theorem 4.1 applied to the present setting remains unchanged (indeedq can be seen as the 'q 1 ' in the statement of Theorem 4.1). Thus, we consider q + (s, {0}) = q − (s, {0}) = 0 for every s ∈ S.
Since λ ≫ ν, define
Thus, ρ + (·, B) and ρ − (·, B) are Borel measurable (precisely σ (S )-measurable) functions. Further, notice that
where the last inequality comes from the fact that dν dλ (s) ≤ 1 for all s ∈ S. Hence, ρ + (s, ·) is a Lévy measure on R for all s ∈ S. The same holds for ρ − (s, ·). Further, let
Then ρ(s, ·) is a quasi-Lévy type measure by Lemma 2.14 in [15] , thus obtaining (i). Using the fact that ρ + (s, ·) and ρ − (s, ·) are mutually singular for every B ∈ B(R) s.t. 0 / ∈ B, then they are the positive and negative part of ρ((s, ·)) for every s ∈ S, and so we obtain (ii). Now, letF
where C ∈ σ (S ) ⊗ B(R), thenF + is a well defined measure that satisfies, for every A ∈ S and B ∈ B(R), 
Remark 4.9. The discussion at the beginning of the proof of Lemma 4.8 on the possibility to consider q + (s, {0}) = q − (s, {0}) = 0, for every s ∈ S, is implicit in the proofs of Lemma 2.3 in [17] , and of Lemmas 5.19 and 5.28 in [15] . We decided to write it explicitly for the sake of clarity and completeness and because our setting requires more attention to detail.
Using the above results, we obtain the following proposition. 
Proof. The first statement follows from Lemma 4.8 and the Lévy-Khintchine formulation of Λ(A), that iŝ
The second statement follows from the fact that for every A ∈ S , we have
Let us recall the definition of Λ-integrability of a measurable function f (see Definition in [15] ). 
Further, a measurable function f : (S, σ (S )) → (R, B(R)) is said to be Λ-integrable if there exists a sequence { f n } of simple functions such that (i) f n → f , λ -a.e., (ii) for every A ∈ σ (S ), the sequence { A f n dΛ} converges in probability as n → ∞.
If f is Λ-integrable, then we write
where { f n } satisfies (i) and (ii).
As proved in Lemma 5.8 in [15] the integral A f dΛ is well-defined. In the following result we provide a representation for the c.f. of S f dΛ. 
Proof. It follows from the same arguments as the ones used in the proof of Proposition 2.6 of [17] (see also Proposition 5.9 in [15] ).
We state an important result on the integrability conditions of S f dΛ. Proof. The statement follows from the same arguments used in the proof of Theorem 5.10 in [15] .
5 On the properties of the dense class A
In this subsection we combine the framework of Section 3, which is the one of [9] , with the one of Section 4, which is the one of [15] and of [17] . Let us introduce some preliminaries. As in [15] , let τ(x) := x if |x| ≤ 1,
Let S of Section 4 to be given by S of Section 3. In other words, we assume that S is a Borel σ -algebra of the complete metric space S. By doing this we start to combine the two frameworks. The reason of doing this is the following. The random measures involved in A , namely the ξ 's and their atomless (i.e. the α's) and atomic (i.e. the ∑ n j=1 δ s j β j 's) parts are all almost surely finite on S. Further, as mentioned in the introduction an almost surely finite random measure in the framework of Section 3 is a random noise. Therefore, since the random measures in A are almost surely finite on S, then they are random noises with S = S. Thus, we can use the results developed in the latter framework to investigate the properties of the elements of A .
Let α be an independently scattered ID random measure then it is also an ID random noise. Hence, using the notations of Section 4 and recalling that α is a non-negative random measure, its Lévy-Khintchine formulation is given bŷ L (α(A))(θ ) := E(e iθ α(A) ) = exp iθ ν for every θ ∈ R and A ∈ S (i.e. A ∈ S ), where ν 0 is a finite signed measure and F is s.t. B(R) ∋ B → F
A (B) is a Lévy measure, for every A ∈ S, and S ∋ A → F 
A (dx)
for every θ ∈ R and A ∈ S, where ν 
for every θ ∈ R and A ∈ S, where ν 0 (A) = ν (1)
0 (A) and F
A (·) = F
A (·) + F
A (·).
Before presenting the result, let us recall the assumptions of Section 5.2 in [15] . They assume that S is a σ -algebra, that for any QID random measures its quasi-L'évy measures, call it F (A, B) , is a bimeasure on S × B(R) and that sup
where the supremum is taken over all the finite families of disjoints elements of S × B(R). Proof. Consider the notations above. For the first statement we need to show that F (3) is a finite signed measure on S ⊗ B(R). Since F (and so F (1) ) is a finite measure on S ⊗ B(R), it remains to show that F (2) is a finite signed measure on S ⊗ B(R). We know that F Then, by Theorem 4 in [6] F (2) extends to a finite signed measure on S ⊗ B(R). Thus, F (3) is a finite signed measure on S ⊗ B(R).
For the second statement it is sufficient to check that the assumptions of Section 5.2 in [15] , mentioned before the statement of this theorem, are satisfied. Since S is a σ -algebra and F (3) is a finite signed measure on S⊗ B(R), then we easily have that F (3) is a signed bimeasure on S × B(R). Further, since total variation of F (3) is finite, we deduce that sup
