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Abstract
In the module allocation problem we are given n tasks t1; : : : ; tn, to be executed by m processors
P1; : : : ; Pm, subject to both execution and communication costs. The cost of any assignment of
the tasks to the processors is de4ned as the sum of the corresponding execution costs, and the
communication costs for any pair of tasks assigned to distinct processors. We consider the case
where all the tasks communicate with communication costs all equal to a constant c0.
When the number of processors is bounded, we give two exact, polynomial-time algorithms,
an elementary one for the case where the execution costs take only two distinct values and one
for the general case.
When the number of processors is not bounded, we obtain a polynomial-time approximation
scheme.
We obtain a similar algorithm when the communication graph is the edge union of a bounded
number of cliques and complete bipartite graphs.
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1. Introduction
In the task allocation problem we are given n tasks t1; : : : ; tn, to be executed by m
processors P1; : : : ; Pm, subject to both execution and communication costs. We consider
only preemptive schedules in which each task is executed on a single processor. The
cost of any assignment of the tasks to the processors is de4ned as the sum of the
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corresponding execution costs, and the communication costs for any pair of tasks as-
signed to distinct processors.
This problem is also known as the module allocation problem (see, among others,
Billionnet et al. [1], and Stone [10]). It has been proved to be NP-hard by Magirou
and Milis [7]. Their proof uses an equivalence, due to Stone [10], between the task
assignment problem and Multiway Cut, which was proved to be hard by Dalhaus et
al. [3].
The reduction between the task assignment problem and Multiway Cut suggests, of
course, to use (approximate) Multiway Cut algorithms for the task assignment problem.
However, this requires at 4rst sight not only the usual (Karp) reduction but the stronger
approximation-preserving L-reduction of Papadimitriou and Yannakakis [9]. We do not
know if this kind of reduction is valid in the present case.
Several heuristics have been proposed [8,6]. Stone [10] gave a polynomial-time al-
gorithm for the case of two processors. Bokhari [2] showed that the case where the
graph of the communicating tasks, which we call the communication graph, is a tree,
can be solved exactly using dynamic programming. Also, some random examples were
shown to be tractable or approximable by Lamari and Fernandez de la Vega [5]. Here,
we identify new cases of solvability, or approximability within 1 + 	, which concern
communication graphs with a simple structure.
We consider mainly the case where the communication graph is the complete graph
(i.e., every pair of tasks communicate) and moreover, the communication costs are all
equal to a 4xed constant. We also consider the case where the communication graph
is the union of a bounded number of not necessarily disjoint cliques. (In fact, we
consider a slightly more general case.) Here is a practical justi4cation for considering
a union of cliques: One may think of each task as possibly having some attributes
from a 4nite set. If we assume that two tasks communicate iH they share at least one
common attribute, then we get a communication graph in the above class. Concerning
the execution costs, we consider either the general case or the bi-valued case in which,
for each pair (ti; Pj), the execution cost eij of task ti on processor Pj satis4es eij ∈{a; b}
where a and b are arbitrary 4xed numbers with 06 a¡b.
Our main results are the following. Recall that a polynomial-time approximation
scheme for a given minimization problem is a family of algorithms (A	)	¿0 such that,
for each 4xed 	; A	 runs in polynomial time (on the size of the input) and provides a
solution within a factor at most 1 + 	 from the optimum.
• When the number of processors is bounded, we give two exact, polynomial-time
algorithms, an elementary one for the case where the execution costs take only two
distinct values and one for the general case, based on the theory of Iows.
• When the number of processors is not bounded, we obtain a polynomial-time ap-
proximation scheme.
• Then, we extend these results to the case where the communication graph is a union
of cliques and then, rather directly, to the case where the communication graph is a
union of pairwise disjoint cliques and complete bipartite graphs.
All except the 4rst (complete communication graph and bi-valued costs) of these
results are obtained via the same procedure:
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• Fix (exactly or approximately) a value of the communication cost, say C, (actually
C will be 4xed through the loads of the processors), and compute the minimum
value of the execution cost, say E = E(C), for the assignments corresponding to
these loads.
• Search exhaustively for the loads for which the overall cost C + E(C) is (approxi-
mately) minimum.
The justi4cation of this procedure lies, of course, in the a posteriori fact that it works
(within some limits). The a priori justi4cation is that, communication and execution
costs being of so dissimilar kinds (one is linear, the other quadratic), it seems hard to
control them simultaneously.
Let us denote by T the set of tasks and by P the set of processors. In the sequel, for
any assignment A :T → P of the tasks to the processors, we will denote by Exec(A)
and Com(A) the execution and communication costs corresponding to A. The overall
cost of A will be denoted by Cost(A):
Cost(A) = Exec(A) + Com(A):
2. Complete communication
Note 4rst that the communication cost for an assignment A satis4es, under the as-
sumption that every communication cost is equal to c0, say,
Com(A) =
c0
2
m∑
i=1
ni(n− ni); (1)
where ni = |A−1(Pi)| is the load of processor Pi in the assignment A.
2.1. The case of bi-valued execution costs
We assume 4rst that the execution costs are bi-valued: eij ∈{a; b}; 16 i6 n; 16 j
6m for 4xed a and b with 06 a¡b. Actually, there is no change if we assume
a= 0.
In the case of bi-valued execution costs, we give an elementary algorithm, while our
algorithm for the general case uses the theory of Iows.
The algorithm will result from the following propositions.
Proposition 1. In an optimal allocation Aopt, only the processor with maximum load
(if any) executes tasks at cost b.
Proof. Let Pj(1) be the processor with maximum load and suppose for the proof that
there is another processors Pj(k) which also executes tasks with cost b in Aopt. Let n1
(resp. nk) denote the load of Pj(1) (resp. Pj(k)). Thus we have n1¿nk . Consider now
the assignment A′ obtained from Aopt by moving to Pj(1), one task executed on Pj(k) at
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cost b. This transfer certainly does not increase the total execution cost. The variation
of the communication cost is, according to (1),
(Com) = c0(nk − 1− n1);
which is strictly negative, implying a contradiction.
Let us denote by B the set of tasks whose execution costs are equal to b on all the
processors. Thus, as far as the execution cost is concerned, we would like to execute
only the tasks in B at cost b. However, in an optimal assignment it may be the case
that some tasks not included in B are executed at cost b. We let B′ denote the set of
these tasks. We have then:
Proposition 2. Let Aopt be an optimal assignment and let Pi(1); Pi(2); : : : ; Pi(m), be the
sequence of processors arranged according to their non-increasing loads q1; q2; : : : ; qm
in tasks at cost a in Aopt. Then, the sequence q1; q2; : : : ; qm is lexicogra=cally maximum
among all possible sequences corresponding to this sequence of processors.
Proof. Let t denote a task with execution cost a on both processors Pi(k) and Pi(h)
with h¡k. Check that if t is assigned to Pi(k), then moving it to Pi(h) diminishes the
communication cost (and keeps the execution cost constant).
The algorithm
The algorithm follows easily from Propositions 1 and 2. Note that there is only one
lexicogra4cally maximal sequence q1; q2; : : : ; qm of loads at cost a corresponding to a
4xed sequence of processors. Therefore, if we know the optimal sequence of processors
and the size s of the set B′, then we can determine the optimum solution. We compute
a lexicogra4cally maximum assignment of the tasks at cost a on Pi(1); Pi(2); : : : ; Pi(m),
and then we transfer to Pi(1) precisely s tasks from the rightmost processors: we transfer
4rst tasks from Pi(m) and then, if s exceeds the load of Pi(m), we transfer tasks from
Pi(m−1), and so on. Note that, by proceeding this way, the remaining sequence of loads
at cost a is also lexicogra4cally maximum. Of course, we do not know the optimal
sequence of processors, and thus we must apparently try separately each of the m!
distinct possibilities.
For any given sequence of processors we need at most log2 m	 operations to 4nd the
corresponding assignment for any given task. This gives a total number of operations
O(nm!log2 m) and it is easy to see that the number of operations needed to cope with
B′ has a smaller order of magnitude.
Remark. One may wonder if it is indeed necessary to consider all sequences of pro-
cessors in order to 4nd the optimum assignment. Claire Kenyon found an example
in which the sequence of processors giving the lexicogra4cally maximum sequence of
loads at cost a, which is of course a natural candidate to optimality, is in fact not opti-
mal. (Here the maximum is taken with respect to every possible sequence of processors
and this amounts to select 4rst the processor which executes a maximum number of
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tasks at cost a, then the one which executes the maximum number of remaining tasks
at cost a, and so on).
3. Complete communication and arbitrary execution costs
In this section, we consider the case of communication costs all equal to a constant
c0, and arbitrary execution costs.
Let us 4rst recall the Minimum-Cost Flow Problem. (See for instance [4, Problem
(8.3.13), p. 238].)
Minimum-Cost Flow Problem. Given a digraph D = (V; A), two distinguished nodes
r; s∈V , a capacity function d :A → Q+, a cost function c :A → Q+, and a rational
number t, =nd an (r; s)-?ow x, subject to the capacity function d, of value t, and with
minimum cost
∑
a∈A caxa.
Here ca and xa stand for the unitary cost of the arc a and the Iow through this
arc, respectively. It is well known that a solvable minimum-Cost Flow Problem has
an integer solution for integer t and d and that such a solution can be obtained in
polynomial time. We will make use several times of this well-known result in the
sequel.
3.1. The case of a bounded number of processors
We assume 4rst that the number m of processors is bounded, say m6m0, m0 4xed.
Let us 4x the load ni of each processor Pi (with
∑m
i=1 ni = n). Then, an optimal
assignment corresponding to these loads can be obtained by 4nding a minimum-cost
integer Iow with value n in a network which we proceed to describe.
Network 1: There are two kinds of nodes apart from the source and the sink: To
each task Ti, there corresponds a node "i which is connected to the source by an arc
with unit capacity. To each processor Pj, there corresponds a node pj connected to
the sink by an arc of capacity nj. Moreover, each task node "i is connected to each
processor node pj by an arc with capacity 1 and cost eij.
Let now A be an assignment corresponding in the obvious way to an integer Iow
$ in this network with value n and minimum cost. Clearly, the execution cost of A is
minimum within all assignments giving the loads ni and we have Exec(A) = cost($).
The overall cost of A is thus
Cost(A) = cost($) + c0
∑
16i¡j6m
ninj:
The following procedure suggests itself immediately: try all the systems of loads
n1; : : : ; nm (with
∑m
i=1 ni = n) and detect the one (’s) which results in an assignment A
with minimum global cost. Observe that the number of choices for the ni’s is bounded
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above by the number of ordered partitions of n into m parts. This number does not
exceed nm−1 while an integer Iow with minimum cost can be computed in time O(n5=2).
The time complexity of the procedure is thus bounded above by nm0+3=2.
3.2. The case where the number of processors is not bounded
When the number of processors is not bounded, we have not succeeded in 4nding an
eNcient exact algorithm. We have obtained, however, a polynomial-time approximation
scheme.
Fix 	¿ 0. Let us de4ne for any assignment A the index sets I = {i: ni ¿ 	n} and
J = {i: ni6 	n}, where, for 16 i6m, ni = |A−1(Pi)| denotes the load of Pi. Let
s=
∑
i∈J ni and let us write
OCom(A) = OCom(	; A) =
c0
2
∑
i∈I
ni(n− ni) + c02 s(n− 1):
OCom(A) diHers from Com(A) exactly in that it counts the pairs of vertices {x; y} where
x and y are assigned to a same processor with load 6 	n. We have thus
OCom(A)6Com(A) + c0(	n− 1)
∑
i∈J
ni: (2)
We have also clearly,
Com(A)¿
c0
2
(n− 	n)
∑
i∈J
ni: (3)
Now, (2) and (3) give
OCom(A)
Com(A)
6 1 +
2	
1− 	 6 1 + 3	 (4)
for 	6 13 , while of course OCom(A)¿Com(A).
We call the processors whose loads do not exceed 	n the tail processors. The other
processors are called the head processors. Clearly, the number of head processors is at
most h= 
	−1. We shall put, for any assignment A,
OCost(A) = Exec(A) + OCom(A):
If we knew in advance the head processors and their loads, inequality (4) would clearly
lead to an algorithm with approximation ratio 6 1+ 3	. It suNces thus to consider all
the possibilities for the head processors P1; : : : ; Pm, say, and for their loads n1; : : : ; nm,
and select one which leads to a minimum overall cost. For each such system, the
corresponding execution cost is the minimum-cost integer Iow with value n in the
following network.
Network 2: The task nodes are connected to the source and to the processor nodes
exactly as in Network 1. Moreover, each head processor Pi is connected to the sink
by an arc of capacity ni and each tail processor is connected to an intermediate vertex
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v by an arc of capacity 	n. The vertex v is connected to the sink by an arc of capacity
n−∑hi=1 ni. This concludes the description of the network.
Consider now a system of loads ni corresponding to an optimal assignment Aopt, and
let A be some assignment corresponding to a minimum cost Iow in the network with
the loads ni. Clearly, because of (4), A yields an approximation with ratio at most
1 + 3	 to the original problem. It suNces thus to try all the possible systems of head
processors and loads of these processors.
The number of choices for the head processors is bounded above by mh=h!. The
number of choices for the loads of these processors is bounded above by the number
( n−1h ) of ordered partitions of n into h+ 1 parts. The overall time complexity is thus,
up to a constant factor, bounded above by
n5=2
mh
h!
nh
h!
h!6 n5=2
(mn)h
h!
:
Since h6 1=	, we obtain the time complexity bound
	1=2−1=	n5=2+1=	(me)1=	:
3.3. The case of several cliques
We assume now that the communication graph is the union of a bounded number
of not necessarily disjoint cliques. We consider only the case of a bounded number of
processors, say m6m0. The case of an unbounded number of processors is similar to
the case treated in the preceding section and is omitted.
Let S1; : : : ; Sk be (the vertex sets of) the cliques de4ning the communication graph.
There is then a minimal family of pairwise disjoint sets of tasks, T={T1; : : : ; Th}, say,
with the property that each Si is the union of a subfamily of T. Note that we have
h6 2k−1. For instance, for k=2 and S12=S1∩S2 = ∅, we can write T1=S1\S12; T2=S12,
and T3 =S2 \S12. Let ni= |Ti|; 16 i6 h. Let us introduce the graph G=(V (G); E(G))
with vertex set V (G) = {1; 2; : : : ; h} and where two vertices i and j are linked by an
edge iH there is at least one k such that both Ti and Tj are contained in Sk .
Let A be some assignment and let nij be the number of tasks in Tj which are assigned
to Pi in A:
nij = |A−1(Pi) ∩ Tj|; 16 i6m; 16 j6 h:
Let Ci be the total communication cost of A within the tasks in Ti and let Cij be
the total communication cost of A between the tasks in Ti and the tasks in Tj; j = i.
We have clearly
Com(A) = c0
∑
16i6h
Ci + c0
∑
{i; j}∈E(G)
Cij
with
Ci =
(
ni
2
)
−
k∑
j=1
(
nij
2
)
;
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(since the number of pairs of tasks in Ti is (
ni
2 ) and the sum in the above counts the
pairs which have no communication cost in A) and, for {i; j}∈E(G),
Cij = ninj −
∑
16k6m
nkinkj;
(since there are ninj distinct pairs picking a task in Ti and another in Tj and again the
sum counts the pairs which have no communication cost).
Note that the communication cost of the assignment A depends only on the nij.
Computing the minimum execution cost for given nij is again a Minimum Cost Flow
Problem. Let us describe the corresponding network.
Network 3: Once again, there are task nodes and processor nodes. To each processor
Pi, there correspond now h nodes pij each of which is linked to the task node "k by
an arc with capacity 1 and cost eki. Moreover, pij is connected to the sink by an arc
of capacity nij.
Again we will select the loads nij giving the overall minimum cost.
Let nj= |Tj|=
∑m
i=1 nij. The number of choices for the nij for 4xed j is the number
of ordered partitions of nj into h parts. It does not exceed (
nj−1
h−1 ). Therefore, the time
complexity is at most, up to a constant factor,
n5=2
k∏
j=1
(
nj − 1
h− 1
)
6 n5=2(n− 1)(h−1)k =O(nh+3=2) = O(n2k+1=2):
4. The case where the communication graph is the union of several cliques and
complete bipartite graphs
Assume now that the communication graph is the (edge) union of several cliques
and complete bipartite graphs. This is the same as saying that the communication
graph is de4ned by a partition of the set of tasks into a bounded number of subsets
{T1; T2; : : : ; Tk} where each Ti spans either a clique or the empty graph, and for each
pair i; j; i = j, either none or all the edges between Ti and Tj are present. Let us
denote by K the set of pairs {i; j}; i = j, such that the later case occurs and by
L the set of indices i such that Ti is a clique. Let A be some assignment and let
again nij be the number of tasks in Tj which are assigned to Pi in A. Now we have
that
Com(A) = c0
∑
i∈L

( ni
2
)
−
k∑
j=1
(
nij
2
)+ c0 ∑
{j;l}∈K

njnl − k∑
j=1
nijnil

 :
Thus, the communication cost of the assignment A depends again only on the nij and
computing the minimum execution cost for given loads nij is again a minimum cost
Iow problem.
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