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Nomenclature
N set of integers greater than or equal to 1
R set of reals
C set of complex numbers
(a, b) open interval {x ∈ R | a < x < b}
(a, b] half-closed interval {x ∈ R | a < x ≤ b}
[a, b) half-closed interval {x ∈ R | a ≤ x < b}
[a, b] closed interval {x ∈ R | a ≤ x ≤ b}
R<a (−∞, a)
R>a (a,∞)
R≥a [a,∞)
R≤a (−∞, a]
⊕ direct sum
⊗ tensorproduct
∂Ω boundary of a set Ω
AB set of mappings f : B → A
P(X) power set of a set X
B(x, r) open ball around x with radius r
B[x, r] closed ball around x with radius r
⇁ weak convergence
χA characteristic function of a set A, i.e.
χA(x) =
{
1 if x ∈ A,
0 otherwise.
H Hausdorff-metric
F Fourier-transform on L2(R)
Lν Fourier-Laplace transform on the weighted L2-space Hν
ρ(T ) resolvent set of an operator T
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6 Nomenclature
σ(T ) spectrum of an operator T
[M ]A pre-set of a set M under the relation A
A[M ] post-set of a set M under the relation A
B(R) Borel-σ-algebra over R
L(X) space of all bounded, linear operators T : X → X
L2(µ;H) space of H-valued square integrable functions, defined
on some measure space (Ω,Σ, µ)
L2(Ω) space of C-valued, square integrable functions, defined
on Ω ⊆ Rn
C(Ω) space of C-valued, continuous functions, defined on
Ω ⊆ R
Ck(Ω) space of C-valued, k-times continuously differentiable
functions, defined on Ω ⊆ R
C∞(Ω)
⋂
k∈NC
k(Ω)
Cc(Ω) space of C-valued, continuous functions, defined on
Ω ⊆ R with compact support
C∞c (Ω) Cc(Ω) ∩ C∞(Ω)
suppf support of the function f
Introduction
This thesis gives a unified Hilbert space approach to well-posedness of differential inclusions of
the form
(u, f) ∈ ∂0M(∂−10 ) +A. (0.1)
Here ∂0 denotes the time derivative, A is a so-called maximal monotone set-valued operator and
M(∂−10 ) is an operator, which describes the behaviour of the underlying material. The concept
of maximal monotonicity, even in Banach-spaces is studied in several books and articles and
the author refers to the book of S. Hu and N. Papageorgiou [25] as well as to the books of G.
Morusanu [39] and H. Brezis [8] for a very detailed introduction to this topic. A fundamental
characterization of maximal monotonicity in the Hilbert-space case was given by G. Minty in
1962 [37], who stated, that a monotone operator A is maximal monotone if and only if 1 +A is
surjective (see also Theorem 1.6 of this thesis). In the case of linear, single-valued operators this
condition is well-known for generators of contraction semigroups (cf. [30, 20]). As an important
class of maximal monotone operators, we would like to mention the subgradients of convex, lower
semicontinuous, proper functions. It was proved by R. T. Rockafellar in 1970 [46], that these
subgradients are indeed maximal monotone operators. For a definition and properties of subgra-
dients we refer to I. Ciorănescu, V. Barbu and T. Precupanu [3, 10]. Later on, this concept was
generalized by F. Clarke to gradients of locally Lipschitz-continuous functions in [11].
Problems, which can be described by (0.1) arise in many fields, such as ordinary and partial dif-
ferential equations including hysteresis phenomenas ([52, 5, 24]), variational inequalities as well
as switched dynamical systems ([34]). Beside the deterministic case, the concept of stochastic
differential inclusions introduced by P. Krée [32] is studied in several works. We refer to [41],
where, similar to the strategy we want to follow, an approximation argument is used to prove
the well-posedness of a class of inclusions. For a numerical treatment of differential inclusions
we refer to [16] and the references therein.
The form given in (0.1) is based on R. Picard´s article [43], where it was shown, that most of the
equations arising in classical mathematical physics posses this form, where A is a skew-selfadjoint
operator. The well-posedness and causality of such problems were proved and a lot of examples
were studied. We wish to extend this theory to differential inclusions, where the skew-selfadjoint
A is replaced by a maximal monotone operator. The classical way to study well-posedness of
differential inclusions is by a semigroup approach (cf. [25, 26]). Indeed, in [31] Y. Komura has
developed the concept of contractive, nonlinear semigroups generated by maximal monotone op-
erators in Hilbert spaces (see also [8, p. 113 ff.]). Later on this concept was extended to the
Banach-space case by M.G. Crandall and A. Pazy in [12, 13] and by T. Kato in [29, 28] for the
nonautonomous single-valued operator case. Another way of guaranteeing well-posedness is to
ensure that the stationary problem is well-posed. This was done by R. Showalter in his book
[48, IV, Theorem 6.1.]. However, the idea presented in this thesis, is to look at the operator in
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(0.1) as an operator in time and space, following the strategy of [43], and to establish the time
derivative in a suitable Hilbert space, such that it becomes a normal and continuously invertible
operator (this idea was also worked out by R. Picard, cf. [45] and is introduced in section 2.1 of
this thesis). In fact, there are examples of problems of the form (0.1), which are well-posed, but
whose stationary version does not have a solution for every right-hand side f .
Beside the question of well-posedness, we shall address the problem of causality. Causality plays
a crucial role in mathematical physics and we will show, that our solution operator is indeed
causal. For the theory of causal mappings we refer to the book of V. Lakshmikantham, S. Leela
and F.A. Mcrae [33]. In our setting, causality can be characterized by applying a Theorem of
Paley-Wiener type (cf. [47, 56]).
The thesis is structured in three chapters. The first chapter gives an introduction to maximal
monotone operators, where the concept of set-valued mappings is replaced by interpreting the
operator as a relation. Most of the results in the Sections 1.1 up to 1.3 can be found in standard
books dealing with maximal monotone operators. We refer to [39, 8, 26, 15]. In Section 1.4, we
introduce a new class of relations, so-called uniformly bounded relations. This class allows us
to generalize the framework of operator-valued material laws, introduced in [43], to those, which
are relation-valued (see Section 2.6).
In the second chapter, a detailed study of well-posedness of (0.1) for a large class of material
operators M(∂−10 ) is presented. This is done by establishing the time derivative in a suitably
weighted L2−space (Section 2.1) and proving well-posedness for special material operators of the
form M0 + ∂−10 M1 in Section 2.2 (this covers the so called (P)-degenerated case in [43], which
usually arises in the study of parabolic equations). After that, we study the causality of our so-
lution mapping and consider perturbation problems, where we use the results of Section 1.3. In
the last sections of Chapter 2 we extend the developed solution theory to initial value problems
and differential inclusions on R as the time line, where we make use of the concept of uniformly
bounded relations, introduced in Section 1.4.
In the third chapter we apply the solution theory, developed in the previous chapters, to a cou-
pled system of diffusion and deforming equations including hysteresis phenomena. This model
was studied by R. Showalter and U. Stefanelli in [50], who proved the existence and uniqueness
of a solution, by reducing the equations to the stationary problem and apply a general theorem
presented in [48, IV, Theorem 6.1.]. They deal with complicated boundary conditions on differ-
ent parts of the boundary and study different types of hysteresis models, covered by maximal
monotone operators. However, for simplicity we reduce ourselves to easier boundary conditions
do not study the structure of the monotone relation in detail. As a benefit of our solution theory
we can omit regularity assumptions on the given data as well as relax coercitivity conditions on
the operators.
In the appendix we give an introduction to the theory of tensor calculus in Hilbert spaces and
provide the required theorems of tensor products of Hilbert spaces and linear operators. The
basic concepts can also be found in the book of J. Weidmann [54] as well as in the book of
R. Picard and D. McGhee [44]. Moreover, we recall the definition and basic properties of the
Hausdorff metric. There are several references for this topic and we like to mention [22, 18] for
instance.
In general, we assume that the reader is familiar with the main results of functional analysis,
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Hilbert space theory and the theory of unbounded operators and we like to refer to some classical
books [56, 55, 30, 1, 54, 23].
First of all I like to express my gratitude to my supervisor Prof. Dr. Rainer Picard for suggesting
this topic and for uncountable moments of helpful and enlightening discussions. Furthermore I
like to thank Marcus Waurick, Daniel Karrasch, Henrik Freymond, Jan Mankau, Samuel Littig
and Marcus Köhler for several valuable scientific and non-scientific discussions. Moreover, I am
very grateful to the whole institute of analysis at the technical university of Dresden. And last
but not least I like to thank my parents and my whole family for supporting me in every period
of my life.

1. Maximal monotone relations
We begin our thesis by introducing the concept of maximal monotone relations. In most books,
these relations are also called maximal monotone operators, and the operators are assumed to
be set-valued. Since this coincides with the well-known mathematical structure of a relation, we
prefer to use this notion. There are a lot of studies in the field of maximal monotone relations.
We shall only refer to a few, e.g. [48], where the focus is laid on the study of differential inclusions,
[8, 3, 39] and [25] where the topic of monotone operators is studied in detail. We restrict ourselves
to relations on a complex Hilbert space H. Throughout this chapter let H be a Hilbert space
with inner product 〈·|·〉, induced norm | · | and A ⊆ H ⊕H, i.e. a relation.
1.1. The Theorem of Minty
In article [37] George J. Minty gives a celebrated characterization for maximal monotonicity of
monotone relations. To get familiar with the notion of relations instead of mappings, we like to
paraphrase the proof. At first we fix some notation in order to handle relations appropriately.
Definition 1.1. For M ⊆ H we define the post-set of M under A by
A[M ] := {y ∈ H | ∃x ∈M : (x, y) ∈ A},
and the pre-set of M under A by
[M ]A := {x ∈ H | ∃y ∈M : (x, y) ∈ A}.
We define the inverse relation A−1 by
A−1 := {(x, y) ∈ H ⊕H | (y, x) ∈ A}.
Moreover, we introduce an algebraic structure on the set of relations by
λA+B := {(x, y) ∈ H ⊕H | ∃z0 ∈ A[{x}], z1 ∈ B[{x}] : y = λz0 + z1}.
where λ ∈ C and A,B ⊆ H ⊕H.
Definition 1.2. A is called monotone, if for all (u, v), (x, y) ∈ A the following property is
satisfied:
Re〈y − v|x− u〉 ≥ 0.
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A is called strictly monotone, if there exists a constant c ∈ R>0 such that:
Re〈y − v|x− u〉 ≥ c|x− u|2
for all (u, v), (x, y) ∈ A.
The relation A is maximal monotone, if A is monotone and for every monotone relation B ⊆
H ⊕H with A ⊆ B it follows A = B.
Finally, for c ∈ R the relation A is called c−monotone, if A + c is monotone and c−maximal
monotone, if A+ c is maximal monotone.
To model monotonicity in Banach-spaces one deals with the so called duality map and arrives
at accretive relations ([9, 26]).
Remark 1.3. IfA is monotone, then the property of being maximal monotone can be characterized
in the following way: If (x, y) ∈ H ⊕H satisfies the condition
∀(u, v) ∈ A : Re〈y − v|x− u〉 ≥ 0,
then (x, y) ∈ A.
We follow the ideas presented in [8], to prove the Theorem of Minty. For doing so, we state a
Theorem of Min-Max-type.
Proposition 1.4 (Min-Max-Theorem ([8, Theoreme 1.1]). Let m,n ∈ N and X ⊆ Rn, Y ⊆ Rm
be compact, convex subsets. Moreover, let K : X × Y → R be a mapping which satisfies the
following two conditions:1
∀x ∈ X : y 7→ K(x, y) is concave and upper semicontinuous on Y,
∀y ∈ Y : x 7→ K(x, y) is convex and lower semicontinuous on X.
Then:
min
x∈X
max
y∈Y
K(x, y) = max
y∈Y
min
x∈X
K(x, y).
Proof. Obviously for all y ∈ Y
min
x∈X
K(x, y) ≤ min
x∈X
max
y∈Y
K(x, y)
holds and so
max
y∈Y
min
x∈X
K(x, y) ≤ min
x∈X
max
y∈Y
K(x, y).
1A function f :M → R is called upper semicontinuous, if for each x ∈M
f(x) ≥ lim sup
y→x
f(y)
and lower semicontinuous, if for each x ∈M
f(x) ≤ lim inf
y→x
f(y).
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Let ε > 0 and define the mapping Kε : X × Y → R by
Kε(x, y) := K(x, y) + ε|x|2 (x ∈ X, y ∈ Y ).
Clearly, Kε is convex and lower semicontinuous in the first and concave and upper semicontinuous
in the second variable. Moreover, we define the upper semicontinuous function
fε : Y → R
y 7→ min
x∈X
Kε(x, y),
where the minimum exists due to the compactness of X. We find an element Ey ∈ X with
fε(y) = Kε(Ey, y) (y ∈ Y ).
By the upper semicontinuity of fε and the compactness of Y there exists y∗ ∈ Y such that:
min
x∈X
Kε(x, y
∗) = fε(y
∗) = max
y∈Y
fε(y) = max
y∈Y
min
x∈X
Kε(x, y).
Let now x ∈ X, y ∈ Y and t ∈ (0, 1). Then we estimate:
Kε(x, ty + (1− t)y∗) ≥ tKε(x, y) + (1− t)Kε(x, y∗)
≥ tKε(x, y) + (1− t)fε(y∗).
For x = Ety+(1−t)y∗ we conclude
fε(ty + (1− t)y∗) ≥ tKε(Ety+(1−t)y∗ , y) + (1− t)fε(y∗)
and since fε(y∗) ≥ fε(ty + (1− t)y∗) we get
fε(y
∗) ≥ Kε(ξt, y) (t ∈ (0, 1), y ∈ Y ), (1.1)
where ξt := Ety+(1−t)y∗ . Then for all x ∈ X we obtain:
Kε(x, ty + (1− t)y∗) ≥ Kε(ξt, ty + (1− t)y∗) (1.2)
≥ tKε(ξt, y) + (1− t)Kε(ξt, y∗).
Let (tn)n∈N ∈ (0, 1)N be a sequence with tn → 0 as n → ∞. Since X is compact, there exists a
subsequence (tnj )j∈N such that (ξtnj )j∈N converges. We denote the limit by ξ0 ∈ X. From (1.2)
it follows that
Kε(ξ0, y
∗) ≤ lim inf
j→∞
Kε(ξtnj , y
∗)
= lim inf
j→∞
(tnjKε(ξtnj , y
∗) + (1− tnj )Kε(ξtnj , y
∗))
≤ lim sup
j→∞
Kε(x, tnjy
∗ + (1− tnj )y∗)
≤ Kε(x, y∗)
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for all x ∈ X. Therefore ξ0 = Ey∗ and with (1.1) we get
fε(y
∗) ≥ lim inf
j→∞
Kε(ξtnj , y) ≥ Kε(Ey∗ , y) (y ∈ Y ).
So it follows that
max
y∈Y
Kε(Ey∗ , y) ≤ fε(y∗) = min
x∈X
Kε(x, y
∗)
and thus
min
x∈X
max
y∈Y
Kε(x, y) ≤ max
y∈Y
min
x∈X
Kε(x, y).
Since X is compact, there exists a constant C > 0 with
Kε(x, y) = K(x, y) + ε|x|2 ≤ K(x, y) + εC (x ∈ X, y ∈ Y )
and so we get
min
x∈X
max
y∈Y
K(x, y) ≤ min
x∈X
max
y∈Y
Kε(x, y) ≤ max
y∈Y
min
x∈X
Kε(x, y) ≤ max
y∈Y
min
x∈X
K(x, y) + εC.
Since this holds for all ε > 0 the missing inequality follows.
Proposition 1.5 ([8, Theoreme 2.1]). Let C ⊆ H be closed and convex and A monotone. Then
for each y ∈ H there exists an element x ∈ C such that
Re〈η + x|ξ − x〉 ≥ Re〈y|ξ − x〉
for all ξ ∈ C with (ξ, η) ∈ A.
Proof. Without loss of generality let y = 0 (otherwise consider the relation [A] − (0, y) :=
{(u, v)|(u, v + y) ∈ A}, which is also monotone). Moreover, let (ξ, η) ∈ A where ξ ∈ C and
define:
S[ξ, η] := {x ∈ C |Re〈η + x|ξ − x〉 ≥ 0}.
We have to show, that ⋂
(ξ,η)∈A,ξ∈C
S[ξ, η] 6= ∅. (1.3)
First we show, that S[ξ, η] is convex, bounded and closed.
(a) Let u, v ∈ S[ξ, η] and t ∈ (0, 1). Then
Re〈η + tu+ (1− t)v|ξ − tu− (1− t)v〉 = Re〈η + tu+ (1− t)v|ξ〉
−Re〈η|tu+ (1− t)v〉 − |tu+ (1− t)v|2
= Re〈t(η + u)|ξ〉+ Re〈(1− t)(η + v)|ξ〉
−Re〈η + u|tu〉+ Re〈u|tu〉
−Re〈η + v|(1− t)v〉+ Re〈v|(1− t)v〉
−|tu+ (1− t)v|2
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= tRe〈η + u|ξ − u〉+ (1− t)Re〈η + v|ξ − v〉
+t|u|2 + (1− t)|v|2 − |tu+ (1− t)v|2
≥ 0.
Hence, tu+ (1− t)v ∈ S[ξ, η].
(b) Let x ∈ S[ξ, η] and compute
0 ≤ Re〈η + x|ξ − x〉 = Re〈η + x|ξ〉 − Re〈η|x〉 − |x|2 = Re〈η|ξ〉+ Re〈ξ − η|x〉 − |x|2.
The Cauchy-Schwarz-inequality yields
|x|2 ≤ Re〈η|ξ〉+ Re〈ξ − η|x〉 ≤ |η||ξ|+ |ξ − η||x|.
From this inequality we conclude
|x| ≤ 1
2
|ξ − η|+
√
1
4
|ξ − η|2 + |η||ξ|
which shows the boundedness of S[ξ, η].
(c) The closedness of S[ξ, η] follows immediately from the continuity of the inner product.
The convexity and closedness implies the weak-closedness of S[ξ, η] (see [56, p. 120 , Theorem
2]) and the boundedness of S[ξ, η] yields the weak-compactness. Therefore, for showing (1.3), it
suffices to prove that {S[ξ, η] | ξ ∈ C, (ξ, η) ∈ A} has the finite intersection property. Let n ∈ N
be fixed and choose a finite sequence ((ξi, ηi))i∈{1,...,n} ∈ An with ξi ∈ C for all i ∈ {1, . . . , n}.
We consider the n−simplex
K := {λ = (λ1, . . . , λn) ∈ Rn |
n∑
i=1
λi = 1, λi ≥ 0 (i ∈ {1, . . . , n})}
and define the following mapping
f : K ×K → R
(λ, µ) 7→
n∑
i=1
µiRe〈
n∑
j=1
λjξj + ηi|
n∑
j=1
λjξj − ξi〉.
It is not hard to see, that f satisfies the conditions of Proposition 1.4 and hence
min
λ∈K
max
µ∈K
f(λ, µ) = max
µ∈K
min
λ∈K
f(λ, µ).
Since the mapping
g : K → R
λ 7→ max
µ∈K
f(λ, µ)
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is lower semicontinuous, we find a λ0 ∈ K such that
g(λ0) = min
λ∈K
max
µ∈K
f(λ, µ) = max
µ∈K
min
λ∈K
f(λ, µ) ≤ max
µ∈K
f(µ, µ).
So for all ν ∈ K it follows that
f(λ0, ν) ≤ max
µ∈K
f(λ0, µ) = g(λ0) ≤ max
µ∈K
f(µ, µ).
Using the monotonicity of A, we compute for each µ ∈ K
f(µ, µ) =
n∑
i=1
µiRe〈
n∑
j=1
µjξj + ηi|
n∑
j=1
µjξj − ξi〉
=
n∑
i=1
µiRe〈
n∑
j=1
µjξj |
n∑
j=1
µjξj − ξi〉+
n∑
i=1
µiRe〈ηi|
n∑
j=1
µjξj − ξi〉
=
n∑
i=1
µiRe〈ηi|
n∑
j=1
µjξj − ξi〉
=
n∑
i,j=1
µiµjRe〈ηi|ξj − ξi〉
=
1
2
n∑
i,j=1
µiµjRe〈ηi − ηj |ξj − ξi〉
≤ 0.
So for each ν ∈ K we get
f(λ0, ν) =
n∑
i=1
νiRe〈
n∑
j=1
λ0jξj + ηi|
n∑
j=1
λ0jξj − ξi〉 ≤ 0.
Since C is convex we conclude that x(λ0) :=
∑n
j=1 λ
0
jξj ∈ C and with (νki )i∈{1,...,n} = (δik)i∈{1,...,n}
for k ∈ {1, . . . , n} we obtain
Re〈x(λ0) + ηk|x(λ0)− ξk〉 ≤ 0 (k ∈ {1, . . . , n}).
This implies
x(λ0) ∈
n⋂
i=1
S[ξi, ηi]
which shows the assertion.
With this proposition we are now able to prove Minty´s Theorem.
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Theorem 1.6 (G. Minty,[37]). Let A be monotone. Then the following statements are equivalent:
(i) A is maximal monotone,
(ii) ∀λ > 0 : (1 + λA)[H] = H,
(iii) ∃λ > 0 : (1 + λA)[H] = H.
Proof. (i) ⇒(ii): Let λ > 0 and y ∈ H. Then we apply Proposition 1.5 with C := H and the
monotone relation λA and get the existence of an element x ∈ H such that
Re〈η − (y − x)|ξ − x〉 ≥ 0 ((ξ, η) ∈ λA).
Since λA is maximal monotone, we conclude
(x, y − x) ∈ λA
or equivalently
(x, y) ∈ 1 + λA.
(ii) ⇒(iii): This implication holds trivially.
(iii) ⇒(i): Let (x0, y0) ∈ H ⊕H with
Re〈y − y0|x− x0〉 ≥ 0 ((x, y) ∈ A). (1.4)
Let λ > 0 be such that (iii) is satisfied and take x1 ∈ H such that
(x1, x0 + λy0) ∈ 1 + λA.
Thus, there is y1 ∈ H with (x1, y1) ∈ A and
x0 + λy0 = x1 + λy1.
From (1.4) we get
−λ|y1 − y0|2 = Re〈y1 − y0|λ(y0 − y1)〉
= Re〈y1 − y0|x1 − x0〉
≥ 0
and since λ > 0 it follows that y1 = y0. Analogously we estimate
− 1
λ
|x1 − x0|2 = Re〈x1 − x0|
1
λ
(x0 − x1)〉
= Re〈x1 − x0|y1 − y0〉
≥ 0
and so x1 = x0. Hence, (x0, y0) ∈ A which shows the maximal monotonicity by Remark 1.3.
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Remark 1.7. In the operator case, the assumption on A being maximal monotone is well-known
for generators (here −A) of contraction semigroups (see [19, p. 82 ff.]).
We like to mention some examples for maximal monotone relations, which play a crucial rule in
the topic of partial differential equations and inclusions.
Example 1.8. (a) Let T : D(T ) ⊆ H → H be a skew-selfadjoint operator. Then T is maximal
monotone, since Re〈Tu|u〉 = 0 for each u ∈ D(T ) and σ(T ) ⊆ i[R].
(b) Let T : D(T ) ⊆ H → H be a positive, selfadjoint operator. Then T is maximal monotone,
since σ(T ) ⊆ R≤0.
(c) Let ϕ : H → (−∞,∞] be a lower semicontinuous, proper and convex function. Then its
subgradient (for definition see [3, 39]) ∂ϕ is maximal monotone. For a proof we refer to
[46, 39].
1.2. Properties of maximal monotone relations
Now we want to collect some basic properties of maximal monotone relations, which are needed
for dealing with differential inclusions. The properties and proofs can also be found in [39]. For
further properties we refer to [8, 39, 25].
Remark 1.9. Let A be maximal monotone and x ∈ [H]A. Then A[{x}] is closed and convex.
Indeed, let (yn)n∈N ∈ A[{x}]N with yn → y ∈ H as n→∞. Then we obtain for all (ξ, η) ∈ A
0 ≤ Re〈yn − η|x− ξ〉 → Re〈y − η|x− ξ〉
and hence Re〈y − η|x− ξ〉 ≥ 0. By the maximal monotonicity of A, we conclude (x, y) ∈ A. For
y, ỹ ∈ A[{x}] and t ∈ (0, 1) we observe for all (ξ, η) ∈ A
Re〈ty + (1− t)ỹ − η|x− ξ〉 = tRe〈y − η|x− ξ〉+ (1− t)Re〈ỹ − η|x− ξ〉 ≥ 0.
Hence, (x, ty + (1− t)ỹ) ∈ A as A is maximal monotone.
We can apply the projection theorem on the set A[{x}] for each x ∈ [H]A and find a projector
Px : H → A[{x}]. With this projector we define the following mapping:
A0 : [H]A → A[H]
x 7→ Px(0),
the so-called minimal section of A.
Proposition 1.10. Let A be maximal monotone. Then A is demiclosed, i.e. for each sequence
((xn, yn))n∈N ∈ AN with xn → x ∈ H and yn ⇁ y ∈ H as n→∞ it follows that (x, y) ∈ A.
Proof. Let ((xn, yn))n∈N ∈ AN be a sequence like above. Then for every (ξ, η) ∈ A we estimate:
|Re〈yn − η|xn − ξ〉 − Re〈y − η|x− ξ〉| ≤ |Re〈yn − η|xn − x〉|+ |Re〈yn − y|x− ξ〉|
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≤ (sup
n∈N
|yn|+ |η|)|xn − x|+ |Re〈yn − y|x− ξ〉|
→ 0 (n→∞).
Therefore, we get
Re〈y − η|x− ξ〉 ≥ 0
and since A is maximal monotone this implies that (x, y) ∈ A.
Definition 1.11. Let A be maximal monotone and λ > 0. Then we define by
Jλ(A) := (1 + λA)
−1
the resolvent of A to λ. Moreover, we define the Yosida-Approximation of A to λ by
Aλ := λ
−1(1− Jλ(A)).
By the monotonicity of A it follows, that Jλ(A) and Aλ are mappings and by Theorem 1.6 they
are defined on the whole space H.
We will prove some properties of Jλ(A) and Aλ.
Proposition 1.12 ([39, Theorem 1.3]). Let A be maximal monotone and λ > 0. Then the
following holds:
(a) Jλ(A) is Lipschitz-continuous2 with |Jλ(A)|Lip ≤ 1.
(b) ∀x ∈ H : Aλ(x) ∈ A[{Jλ(A)(x)}].
(c) Aλ is monotone and Lipschitz-continuous with |Aλ|Lip ≤ λ−1.
(d) ∀x ∈ [H]A : |Aλ(x)| ≤ |A0(x)|.
(e) ∀x ∈ [H]A : Aλ(x)→ A0(x) for λ→ 0+.
(f) The set [H]A is convex and for all x ∈ H it holds that Jλ(A)(x) → P[H]A(x) as λ → 0+,
where P
[H]A
denotes the projector on the set [H]A.
Proof. (a) Let x, y ∈ H. By the definition of Jλ(A) it follows, that
(Jλ(A)(x), x) ∈ 1 + λA
which is equivalent to
(Jλ(A)(x), λ
−1(x− Jλ(A)(x)) ∈ A.
2For a Lipschitz-continuous function F : D(F ) ⊆ X → Y , where X,Y are metric spaces, we denote the best
Lipschitz-constant of F by
|F |Lip := inf{c ≥ 0 | ∀x0, x1 ∈ D(F ) : dY (F (x0), F (x1)) ≤ cdX(x0, x1)}.
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Therefore we estimate
Re〈λ−1(x− Jλ(A)(x))− λ−1(y − Jλ(A)(y))|Jλ(A)(x)− Jλ(A)(y)〉 ≥ 0,
which in turn is equivalent to
Re〈x− y|Jλ(A)(x)− Jλ(A)(y)〉 ≥ |Jλ(A)(x)− Jλ(A)(y)|2.
By the Cauchy-Schwarz-Inequality we conclude
|Jλ(A)(x)− Jλ(A)(y)| ≤ |x− y|.
(b) Let x, y ∈ H. Then
(x, y) ∈ Aλ ⇐⇒ (x, λy) ∈ 1− Jλ(A)
⇐⇒ (x, x− λy) ∈ Jλ(A)
⇐⇒ (x− λy, x) ∈ 1 + λA
⇐⇒ (x− λy, λy) ∈ λA
⇐⇒ (x− λy, y) ∈ A
⇐⇒ (Jλ(A)(x), y) ∈ A.
So we see y = Aλ(x) ∈ A[{Jλ(A)(x)}].
(c) Let x, y ∈ H. We calculate
Re〈Aλ(x)−Aλ(y)|x− y〉 = λ−1Re〈x− Jλ(A)(x)− (y − Jλ(A)(y))|x− y〉
= λ−1(|x− y|2 − Re〈Jλ(A)(x)− Jλ(A)(y)|x− y〉).
From (a) we know that
Re〈Jλ(A)(x)− Jλ(A)(y)|x− y〉 ≤ |x− y|2
and thus
Re〈Aλ(x)−Aλ(y)|x− y〉 ≥ 0.
For the Lipschitz-continuity we first observe
x− y = Jλ(A)(x)− Jλ(A)(y) + λ(Aλ(x)−Aλ(y)).
Using the monotonicity of A and (b) we get
Re〈x− y|Aλ(x)−Aλ(y)〉 = Re〈Jλ(A)(x)− Jλ(A)(y)|Aλ(x)−Aλ(y)〉
+λ|Aλ(x)−Aλ(y)|2
≥ λ|Aλ(x)−Aλ(y)|2.
By the Cauchy-Schwarz-Inequality this yields
|Aλ(x)−Aλ(y)| ≤
1
λ
|x− y|.
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(d) Let x ∈ [H]A. Then x = Jλ(A)((1 + λA0)(x)) and so by (a)
|Aλ(x)| = λ−1|Jλ(A)((1 + λA0)(x))− Jλ(A)(x)|
≤ λ−1|x+ λA0(x)− x|
= |A0(x)|.
(e) Let x ∈ [H]A and (λk)k∈N ∈ RN>0 with λk → 0 as k →∞. By (d) the sequence (Aλk(x))k∈N
is bounded and so there exists an element p ∈ H and a subsequence (λkj )j∈N such that
Aλkj (x) ⇁ p (j →∞).
On the other hand we know that
Jλkj (A)(x) = x− λkjAλkj (x)→ x (j →∞).
By (b) for all j ∈ N we have (Jλkj (A)(x), Aλkj (x)) ∈ A. So it follows by the demiclosedness
of A (Proposition 1.10) that
(x, p) ∈ A.
Moreover, we get
|〈p|Aλkj (x)〉| ≤ |p||A
0(x)|
and letting j →∞ it follows that
|p| ≤ |A0(x)|.
By the definition of A0 the element A0(x) is the unique element in A[{x}] with the smallest
norm and thus
p = A0(x).
So we have shown, that
Aλkj (x) ⇁ A
0(x) (j →∞) (1.5)
and by (d) we estimate
lim sup
j→∞
|Aλkj (x)| ≤ |A
0(x)|. (1.6)
From (1.5) and (1.6) we get
Aλkj (x)→ A
0(x) (j →∞)
which completes the proof of part (e).
(f) We define C := conv([H]A). Let x ∈ H be fixed. Then we get for every (u, v) ∈ A
Re〈Aλ(x)− v|Jλ(A)(x)− u〉 ≥ 0.
Since Aλ(x) = λ−1(x− Jλ(A)(x)) we estimate
Re〈x− Jλ(A)(x)− λv|Jλ(A)(x)− u〉 ≥ 0
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and therefore
|Jλ(A)(x)|2 ≤ Re〈x− λv|Jλ(A)(x)− u〉+ Re〈Jλ(A)(x)|u〉 (1.7)
≤ |x− λv|(|Jλ(A)(x)|+ |u|) + |Jλ(A)(x)||u|
= |Jλ(A)(x)|(|x− λv|+ |u|) + |x− λv||u|.
Thus, we have
|Jλ(A)(x)| ≤
1
2
(|x− λv|+ |u|) +
√
1
4
(|x− λv|+ |u|)2 + |x− λv||u|. (1.8)
Let (λk)k∈N ∈ RN>0 be a sequence with λk → 0 as k → ∞. According to (1.8) there exist a
subsequence (λkj )j∈N and q ∈ H such that
Jλkj (A)(x) ⇁ q (j →∞).
By using (1.7) we estimate
|q|2 ≤ lim sup
j→∞
|Jλkj (A)(x)|
2 ≤ Re〈x|q − u〉+ Re〈q|u〉 (u ∈ [H]A),
which is equivalent to
|q|2 ≤ lim sup
j→∞
|Jλkj (A)(x)|
2 ≤ Re〈x|q − u〉+ Re〈q|u〉 (u ∈ C). (1.9)
Hence,
Re〈q − x|q − u〉 ≤ 0 (u ∈ C). (1.10)
Since C is convex and closed, it is weakly-closed and since (Jλkj (A)(x))j∈N ∈ C
N it follows
that q ∈ C. From (1.10) we derive
|q − x|2 ≤ |q − x|2 − 2Re〈q − x|q − u〉+ |q − u|2
= |u− x|2
for all u ∈ C. Therefore q = PC(x) and so (1.9) turns into
lim sup
j→∞
|Jλkj (A)(x)|
2 ≤ Re〈x|PC(x)− u〉+ Re〈PC(x)|u〉 (u ∈ C).
In particular for u = PC(x) we get
lim sup
j→∞
|Jλkj (A)(x)|
2 ≤ |PC(x)|2
and this inequality together with the weak convergence implies
Jλkj (A)(x)→ PC(x) (j →∞). (1.11)
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It remains to show, that C = [H]A. To this end let z ∈ C. Then by (1.11) we know that
Jλkj (A)(z)→ z (j →∞)
for a nullsequence (λkj )j∈N ∈ RN>0 and since Jλkj (A)(z) ∈ [H]A for all j ∈ N it follows that
z ∈ [H]A. Since the other inclusion is trivial, this completes the proof.
For our study of differential inclusions in Chapter 2, we need to extend a maximal monotone
relation on H to H−valued L2−spaces.
Definition 1.13. Let (Ω,Σ, µ) be a measure space and A ⊆ H ⊕H. We define
AL2(µ;H) := {(u, v) ∈ L2(µ;H)⊕ L2(µ;H) | (u(ξ), v(ξ)) ∈ A (ξ ∈ Ω µ- a.e.)}
the extension of A on L2(µ;H).
We want to find sufficient conditions, which guarantee the maximal monotonicity of the above
extension (see [39, p.31]).
Proposition 1.14. Let (Ω,Σ, µ) be a measure space and A ⊆ H ⊕ H monotone. Then the
following statements hold:
(a) AL2(µ;H) is monotone.
(b) If µ(Ω) <∞ and A is maximal monotone, then AL2(µ;H) is maximal monotone.
(c) If (0, 0) ∈ A and A is maximal monotone, then AL2(µ;H) is maximal monotone.
Proof. (a) Let (u, v), (x, y) ∈ AL2(µ;H). Then we estimate
Re〈u− x|v − y〉L2(µ;H) =
∫
Ω
Re〈u(ξ)− x(ξ)|v(ξ)− y(ξ)〉︸ ︷︷ ︸
≥0 a.e.
dµ(ξ) ≥ 0.
Thus, AL2(µ;H) is monotone.
(b) We will use Theorem 1.6 to prove the maximal monotonicity of AL2(µ;H). Let g ∈ L2(µ;H)
and define
u := (1 +A)−1 ◦ g ∈ HΩ.
Since g is measurable and (1 + A)−1 is continuous we conclude that u is also measurable.
Let (x, y) ∈ A (A 6= ∅, since A is maximal monotone) and define the following measurable
mappings
x̂ : Ω → H
ω 7→ x
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and
ŷ : Ω → H
ω 7→ y.
We know that x̂, ŷ ∈ L2(µ;H) since µ(Ω) <∞. Moreover, (x̂, ŷ) ∈ AL2(µ;H). We compute∫
Ω
|u(ξ)|2dµ(ξ) ≤ 2
∫
Ω
|u(ξ)− x̂(ξ)|2 + |x̂(ξ)|2dµ(ξ)
= 2
∫
Ω
|(1 +A)−1(g(ξ))− (1 +A)−1(x̂(ξ) + ŷ(ξ))|2dµ(ξ) + 2
∫
Ω
|x̂(ξ)|2dµ(ξ)
= 2
∫
Ω
|J1(A)(g(ξ))− J1(A)(x̂(ξ) + ŷ(ξ))|2dµ(ξ) + 2
∫
Ω
|x̂(ξ)|2dµ(ξ)
≤ 2
∫
Ω
|g(ξ)− (x̂(ξ) + ŷ(ξ))|2dµ(ξ) + 2
∫
Ω
|x̂(ξ)|2dµ(ξ) <∞.
So u ∈ L2(µ;H) and thus (1 + AL2(µ;H))[L2(µ;H)] = L2(µ;H). Therefore, AL2(µ;H) is
maximal monotone by Theorem 1.6.
(c) Let g and u be chosen as before. Since (0, 0) ∈ A it follows, that (0, 0) ∈ 1 + A and we
conclude ∫
Ω
|u(ξ)|2dµ(ξ) =
∫
Ω
|u(ξ)− 0|2dµ(ξ)
=
∫
Ω
|J1(A)(g(ξ))− J1(A)(0)|2dµ(ξ)
≤
∫
Ω
|g(ξ)− 0|2dµ(ξ) <∞.
Like in (b) we get that AL2(µ;H) is maximal monotone.
1.3. Sums of maximal monotone relations
An important issue for studying differential inclusions, is the question, whether the sum of two
maximal monotone relations is again maximal monotone. Several answers on this question can
be found, for instance in [39] or [26, Chapter 3, Section 3]. It turns out, that the boundedness
or relative boundedness of a relation plays a crucial role for answering this question.
Lemma 1.15. Let A ⊆ H ⊕H be maximal monotone and C : H → H be Lipschitz-continuous
and monotone. Then A+ C is maximal monotone.
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Proof. The monotonicity is clear. For showing the maximality, we use Minty’s Theorem. If
C = 0 the statement is trivial. In the case C 6= 0 let 0 < λ < |C|−1Lip and f ∈ H. Then
|u 7→ Jλ(A)(f − λC(u))|Lip < 1.
According to the Contraction-Mapping-Theorem we know that there exists u∗ ∈ H such that
u∗ = Jλ(A)(f − λC(u∗)).
This, in turn, is
f ∈ (1 + λ(A+ C))[H]
and thus
(1 + λ(A+ C))[H] = H.
Corollary 1.16. Let A,B ⊆ H ⊕H be maximal monotone. Then for all λ ∈ R>0 the relation
A+Bλ is maximal monotone.
The next Lemma can also be found in [25, Lemma 7.41], where the Banach space case is studied
and maximal monotonicity is replaced by m−accretivity.
Lemma 1.17. Let A,B ⊆ H ⊕H be maximal monotone and y ∈ H. Denote
xλ := (1 +A+Bλ)
−1(y)
for λ ∈ R>0. If
sup
λ∈R>0
|Bλ(xλ)| <∞
then there exists x ∈ H such that
(x, y) ∈ 1 +A+B.
Proof. Let (λn)n∈N ∈ RN>0 be a sequence with λn → 0 as n→∞.We want to prove that (xλn)n∈N
is a Cauchy-sequence. We estimate by using the monotonicity of A and B
|xλn − xλm |2 = Re〈xλn − xλm |xλn − xλm〉
= −Re〈xλn − xλm |y − xλn −Bλn(xλn)− (y − xλm −Bλm(xλm))〉
+Re〈xλn − xλm |Bλm(xλm)−Bλn(xλn)〉
≤ Re〈xλn − xλm |Bλm(xλm)−Bλn(xλn)〉
= Re〈λnBλn(xλn) + Jλn(B)(xλn)− λmBλm(xλm)− Jλm(B)(xλm)|Bλm(xλm)−Bλn(xλn)〉
= −Re〈Jλn(B)(xλn)− Jλm(B)(xλm)|Bλn(xλn)−Bλm(xλm)〉
+Re〈λnBλn(xλn)− λmBλm(xλm)|Bλm(xλm)−Bλn(xλn)〉
≤ Re〈λnBλn(xλn)− λmBλm(xλm)|Bλm(xλm)−Bλn(xλn)〉
≤ (λn + λm)C,
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where C := 2
(
supλ∈R>0 |Bλ(xλ)|
)2
. Thus, (xλn)n∈N is a Cauchy-sequence and therefore conver-
gent. We denote its limit by x ∈ H. Moreover, since (Bλn(xλn))n∈N is bounded, we find a weakly
convergent subsequence (again labeled with the index n) with
Bλn(xλn) ⇁ v (n→∞)
for some v ∈ H. Also
|Jλn(B)(xλn)− x|H ≤ λn|Bλn(xλn)|H + |xλn − x|H → 0 (n→∞)
and since B is demiclosed (Proposition 1.10), we get
(x, v) ∈ B.
Since (xλn , y − xλn − Bλn(xλn)) ∈ A for all n ∈ N we obtain by applying the demiclosedness of
A that
(x, y − x− v) ∈ A
which is equivalent to
(x, y) ∈ 1 +A+B.
Lemma 1.18. Let A,B ⊆ H ⊕H be maximal monotone with [H]A ∩ [H]B 6= ∅ and y ∈ H. We
set
xλ := (1 +A+Bλ)
−1(y)
for λ ∈ R>0. Then for every x∗ ∈ [H]A ∩ [H]B
|xλ| ≤ |y|+ 2|x∗|+ |A0(x∗)|+ |B0(x∗)|
holds for every λ ∈ R>0.
Proof. We fix x∗ ∈ [H]A ∩ [H]B and calculate, by using the monotonicity of A and Bλ
|xλ − x∗|2 = Re〈xλ − x∗|xλ − x∗〉
= −Re〈xλ − x∗|y − xλ −Bλ(xλ)−A0(x∗)〉+ Re〈xλ − x∗|y − x∗ −Bλ(xλ)−A0(x∗)〉
≤ Re〈xλ − x∗|y − x∗ −Bλ(xλ)−A0(x∗)〉
= −Re〈xλ − x∗|Bλ(xλ)−Bλ(x∗)〉+ Re〈xλ − x∗|y − x∗ −A0(x∗)−Bλ(x∗)〉
≤ Re〈xλ − x∗|y − x∗ −A0(x∗)−Bλ(x∗)〉
≤ |xλ − x∗||y − x∗ −A0(x∗)−Bλ(x∗)|
and thus
|xλ| − |x∗| ≤ |xλ − x∗| ≤ |y − x∗ −A0(x∗)−Bλ(x∗)| ≤ |y|+ |x∗|+ |A0(x∗)|+ |B0(x∗)|.
So we obtain
|xλ| ≤ |y|+ 2|x∗|+ |A0(x∗)|+ |B0(x∗)|
for all λ ∈ R>0.
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Proposition 1.19 ([39, Theorem 1.7] ). Let A,B ⊆ H ⊕H be maximal monotone with [H]A ∩
[H]B 6= ∅ and
∀(x, y) ∈ A, λ ∈ R>0 : Re〈y|Bλ(x)〉 ≥ 0.
Then A+B is maximal monotone.
Proof. Let y ∈ H and xλ := (1+A+Bλ)−1(y) for λ ∈ R>0. We want to show that supλ∈R>0 |Bλ(xλ)| <
∞. Since (xλ, y − xλ −Bλ(xλ)) ∈ A we conclude, that
Re〈y − xλ −Bλ(xλ)|Bλ(xλ)〉 ≥ 0
and thus
|Bλ(xλ)|2 ≤ Re〈y − xλ|Bλ(xλ)〉 ≤ (|y|+ |xλ|)|Bλ(xλ)|.
Since (xλ)λ∈R>0 is bounded according to Lemma 1.18, we get that (Bλ(xλ))λ∈R>0 is bounded.
Therefore Lemma 1.17 is applicable and we find x ∈ H such that
(x, y) ∈ 1 +A+B.
By Minty´s Theorem this means that A+B is maximal monotone.
Definition 1.20. A relation D ⊆ H ⊕H is called bounded, if for all bounded sets M ⊆ H the
post-set D[M ] is also bounded.
Lemma 1.21. Let D ⊆ H ⊕H be bounded. Then D is bounded.
Proof. Let M ⊆ H be bounded. For each y ∈ D[M ] there is an xy ∈ M with (xy, y) ∈ D and
we find an element (uy, vy) ∈ D with |uy − xy| < 1 and |vy − y| < 1. Hence,
sup{|y| | y ∈ D[M ]} ≤ sup{|y − vy|+ |vy| | y ∈ D[M ]}
≤ 1 + sup{|v| | v ∈ D[[M ] + [B(0, 1)]]}
< ∞
which shows the assertion.
Proposition 1.22. Let A,B ⊆ H ⊕H be maximal monotone. Moreover, let A be bounded and
[H]A ∩ [H]B 6= ∅. Then A+B is maximal monotone.
Proof. Let y ∈ H. For λ ∈ R>0 we define
xλ = (1 +A+Bλ)
−1(y),
which yields in particular (xλ, y − xλ −Bλ(xλ)) ∈ A. According to Lemma 1.18 the set
{xλ |λ ∈ R>0} is bounded and since A is a bounded relation we get supλ∈R>0 |y−xλ−Bλ(xλ)| <
∞. Thus, for all λ ∈ R>0:
|Bλ(xλ)| ≤ |y − xλ −Bλ(xλ)|+ |y − xλ| ≤ sup
λ∈R>0
|y −Bλ(xλ)− xλ|+ |y|+ sup
λ∈R>0
|xλ| <∞
which shows that supλ∈R>0 |Bλ(xλ)| <∞. Thus, by Lemma 1.17 there exists x ∈ H such that
(x, y) ∈ 1 +A+B.
Since y ∈ H was chosen arbitrarily, this implies the maximal monotonicity of A+B.
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At last, we want to present a result, which generalizes the concept of A−bounded perturbations
for an operator A (cf. [30]). We begin with the definition of relative bounded relations.
Definition 1.23. Let A,B ⊆ H⊕H be two maximal monotone relations. B is called A−bounded,
if [H]A ⊆ [H]B and there exist two non-decreasing function b, c : R≥0 → R≥0 such that
∀x ∈ [H]A : |B0(x)| ≤ b(|x|)|A0(x)|+ c(|x|).
If b|[H]A is bounded, we call sup{b(|x|) |x ∈ [H]A} the A−bound of B.
Proposition 1.24 ([26, Theorem 3.7, p. 336]). Let A,B ⊆ H ⊕H be two maximal monotone
relations. If B is A−bounded with an A−bound strictly less than 1, then A + B is maximal
monotone.
Proof. We apply Lemma 1.17, to show the maximal monotonicity of A+B. For y ∈ H we define
xλ := (1 +A+Bλ)
−1(y) (λ ∈ R>0).
According to Lemma 1.18, the set {xλ |λ ∈ R>0} is bounded and we set
R := sup
λ∈R>0
|xλ|
For λ ∈ R>0 we estimate as (xλ, y − xλ −Bλ(xλ)) ∈ A
|A0(xλ)| ≤ |y − xλ −Bλ(xλ)|
≤ |y|+ sup
λ∈R>0
|xλ|+ |Bλ(xλ)|
≤ |y|+ sup
λ∈R>0
|xλ|+ |B0(xλ)|
≤ |y|+ sup
λ∈R>0
|xλ|+ b(|xλ|)|A0(xλ)|+ c(|xλ|)
≤ |y|+R+ |A0(xλ)| sup
λ∈R>0
b(|xλ|) + c(R).
Since supλ∈R>0 b(|xλ|) < 1, we conclude, that supλ∈R>0 |A
0(xλ)| <∞ and thus
|Bλ(xλ)| ≤ |B0(xλ)|
≤ b(|xλ|)|A0(xλ)|+ c(|xλ|)
≤ sup
λ∈R>0
|A0(xλ)|+ c(R)
for all λ ∈ R>0. This implies that we find an element x ∈ H such that (x, y) ∈ 1+A+B and since
y was chosen arbitrarily we obtain the maximal monotonicity of A+B by Minty’s Theorem.
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1.4. Uniformly bounded relations
In this section we introduce a new class of relations. For further examples of special classes
and continuity concepts of maximal monotone relations we refer to [25]. The set of so-called
uniformly bounded relations introduced here, will allow us to generalize the notion of material
laws, which was introduced in [43, 53].
Definition 1.25. A relation A ⊆ H ⊕H is called uniformly bounded, if there exists a constant
c ∈ R>0 such that
∀r > 0 : A[B[0, r]] ⊆ B[0, cr].
For a uniformly bounded relation A, we set
c(A) := inf{c ∈ R>0 | ∀r > 0 : A[B[0, r]] ⊆ B[0, cr]}.
We define a certain set of uniformly bounded relations by
Bu(H) := {A ⊆ H ⊕H | [H]A = H,∀x ∈ H : A[{x}] is closed, A is uniformly bounded}.
In the definition one could choose a subset of H as the common pre-set of the relations. However,
for simplicity, we assume, that all relations are defined on the whole H.
Proposition 1.26. For every A ∈ Bu(H) we have A[{0}] = {0}. The functional3
d : Bu(H)×Bu(H) → [0,∞)
(A,B) 7→ sup
x∈H\{0}
1
|x|
H(A[{x}], B[{x}])
is well-defined and (Bu(H), d) is a complete metric space.
Proof. Let A ∈ Bu(H) and y ∈ A[{0}]. By definition there exists c > 0 such that A[B[0, r]] ⊆
B[0, cr] for all r > 0. Since 0 ∈
⋂
r>0B[0, r] we conclude that y ∈
⋂
r>0B[0, cr] and hence y = 0.
Let now B ∈ Bu(H). We shall show that d(A,B) < ∞. For this we fix x ∈ H and choose
y ∈ A[{x}] and z ∈ B[{x}]. Then
|y − z| ≤ |y|+ |z|
≤ c(A)|x|+ c(B)|x|
= (c(A) + c(B))|x|.
This implies
dist(y,B[{x}]) ≤ (c(A) + c(B))|x| and dist(z,A[{x}]) ≤ (c(A) + c(B))|x|
and thus, passing to the supremum over y ∈ A[{x}] and z ∈ B[{x}] respectively, yields
H(A[{x}], B[{x}]) ≤ (c(A) + c(B))|x|.
3H is the Hausdorff-metric (cf. Appendix part B).
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This shows
d(A,B) ≤ c(A) + c(B) <∞.
The metric properties of d can be shown easily. It is left to prove the completeness of (Bu(H), d).
Let (An)n∈N ∈ Bu(H)N be a Cauchy-sequence. We first show, that supn∈N c(An) < ∞. There
exists n0 ∈ N such that
d(An, An0) ≤ 1 (n ≥ n0).
This implies that for all x ∈ H we have
H(An[{x}], An0 [{x}]) ≤ |x| (n ≥ n0).
By the triangle inequality for the metric H we conclude
H(An[{x}], {0}) ≤ |x|+H(An0 [{x}], {0}) (n ≥ n0).
By observing that for a bounded, closed, nonempty set B ⊆ H
H(B, {0}) = max{sup
x∈B
dist(x, {0}), sup
x∈{0}
dist(x,B)}
= max{sup
x∈B
|x|, inf
x∈B
|x|}
= sup
x∈B
|x|, (1.12)
we conclude
H(An[{x}], {0}) ≤ |x|+ sup{|y| | y ∈ An0 [{x}]} (n ≥ n0).
Since x ∈ B[0, |x|] we estimate for all y ∈ An0 [{x}]
|y| ≤ c(An0)|x|
and thus
H(An[{x}], {0}) ≤ (1 + c(An0))|x| (n ≥ n0). (1.13)
Now let r > 0 and x ∈ B[0, r], y ∈ An[{x}] for n ≥ n0. According to (1.12) and (1.13) we get
|y| ≤ (1 + c(An0))|x| ≤ (1 + c(An0))r
and hence
An[B[0, r]] ⊆ B[0, (1 + c(An0))r] (r > 0, n ≥ n0).
Thus, by setting
c := max{c(A1), . . . , c(An0−1), 1 + c(An0)}
we obtain
sup
n∈N
c(An) ≤ c.
From the Cauchy-property of (An)n∈N we read off
H(An[{x}], Am[{x}]) ≤ |x|d(An, Am)→ 0 (n,m→∞)
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for all x ∈ H \ {0} and hence (An[{x}])n∈N is a Cauchy-sequence for all x ∈ H (for x = 0 the
sequence is the constant sequence ({0})n∈N). Since (BC(H),H) is complete by Proposition B.4,
it follows that (An[{x}])n∈N is convergent. We define a relation A ⊆ H ⊕H by
A[{x}] = lim
n→∞
An[{x}] (x ∈ H).
We will show that A ∈ Bu(H) and An → A with respect to d as n → ∞. By the definition
of A we obtain that [H]A = H and A[{x}] is closed for every x ∈ H by the properties of the
Hausdorff-metric. Let now r > 0 and fix y ∈ A[B[0, r]]. Hence, there exists x ∈ B[0, r] with
(x, y) ∈ A. By Lemma B.2 there exists yn ∈ An[{x}] for n ∈ N such that
|y − yn| ≤ 2H(A[{x}], An[{x}])→ 0 (n→∞).
Thus, we find n ∈ N such that
|y| ≤ |y − yn|+ |yn| ≤ |x|+ c(An)|x| ≤ (1 + c)|x| ≤ (1 + c)r.
This shows
A[B[0, r]] ⊆ B[0, (1 + c)r] (r > 0)
and hence A ∈ Bu(H). It is left to prove, that An → A as n → ∞. Let ε > 0 and n0 ∈ N such
that
d(An, Am) ≤ ε (n,m ≥ n0).
This implies that for all n,m ≥ n0, x ∈ H one has
H(An[{x}], Am[{x}]) ≤ |x|d(An, Am) ≤ ε|x|.
Since Am[{x}]→ A[{x}] as m→∞ for all x ∈ H we conclude
H(An[{x}], A[{x}]) ≤ ε|x| (n ≥ n0)
and hence
d(An, A) ≤ ε (n ≥ n0).
This completes the proof.
Proposition 1.27. Let (An)n∈N ∈ Bu(H)N be convergent and denote its limit by A ∈ Bu(H).
Then supn∈N c(An) <∞ and
c(A) ≤ sup
n∈N
c(An).
Proof. In the proof of Proposition 1.26 it was already shown that supn∈N c(An) <∞ . Let ε > 0
and n0 ∈ N such that d(A,An) < ε2 for n ≥ n0.Moreover, let r > 0 and fix x ∈ B[0, r], y ∈ A[{x}].
Since
H(An[{x}], A[{x}]) ≤
ε
2
|x| (n ≥ n0)
we find an element yn ∈ An[{x}] with
|y − yn| ≤ ε|x| (n ≥ n0),
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according to Lemma B.2. Thus,
|y| ≤ |y − yn|+ |yn| ≤ (ε+ c(An))|x| ≤ (ε+ sup
n∈N
c(An))r (n ≥ n0)
and since ε > 0 was arbitrary, we conclude
A[B[0, r]] ⊆ B[0, sup
n∈N
c(An)r]
for all r > 0 and hence
c(A) ≤ sup
n∈N
c(An).
Proposition 1.28. Let A,B ∈ Bu(H) and λ ∈ C. Then λA + B ∈ Bu(H) and c(λA + B) ≤
|λ|c(A) + c(B).
Proof. By the definition of the sum of two relations and the scalar multiplication, we get
[H](λA + B) = [H]A ∩ [H]B = H. Since (λA + B)[{x}] = λ[A[{x}]] + [B[{x}]] for all x ∈ H
we obtain the closedness and boundedness of (λA+B)[{x}]. Let now r > 0 and x ∈ B[0, r], y ∈
(λA+B)[{x}]. Then there exists y1 ∈ A[{x}], y2 ∈ B[{x}] with y = λy1 +y2. Hence, we estimate
|y| ≤ |λ||y1|+ |y2| ≤ (|λ|c(A) + c(B))|x| ≤ (|λ|c(A) + c(B))r
and thus
(λA+B)[B[0, r]] ⊆ B[0, (|λ|c(A) + c(B))r]
for all r > 0. This shows λA+B ∈ Bu(H) and c(λA+B) ≤ |λ|c(A) + c(B).
Proposition 1.29. Let (An)n∈N, (Bn)n∈N ∈ Bu(H)N, (λn)n∈N ∈ CN such that An → A ∈ Bu(H),
Bn → B ∈ Bu(H) and λn → λ ∈ C as n→∞. Then λnAn +Bn → λA+B as n→∞.
Proof. Using the triangle inequality, we estimate
d(λnAn +Bn, λA+B) ≤ d(λnAn +Bn, λnA+B) + d(λnA+B, λA+B). (1.14)
Let x ∈ H and n ∈ N. For y ∈ (λnAn + Bn)[{x}] and z ∈ (λnA + B)[{x}] we find y1 ∈
An[{x}], y2 ∈ Bn[{x}], z1 ∈ A[{x}] and z2 ∈ B[{x}] such that y = λny1 + y2 and z = λnz1 + z2.
Thus,
dist(y, (λnA+B)[{x}]) = inf{|y − z| | z ∈ (λnA+B)[{x}]}
≤ inf{|λny1 − λnz1|+ |y2 − z2| | z1 ∈ A[{x}], z2 ∈ B[{x}]}
= |λn|dist(y1, A[{x}]) + dist(y2, B[{x}])
≤ |λn| sup
y1∈An[{x}]
dist(y1, A[{x}]) + sup
y2∈Bn[{x}]
dist(y2, B[{x}])
and therefore
sup
y∈(λnAn+Bn)[{x}]
dist(y, (λnA+B)[{x}]) ≤ |λn|H(An[{x}], A[{x}]) +H(Bn[{x}], B[{x}]).
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Analogously, we obtain
sup
y∈(λnA+B)[{x}]
dist(y, (λnAn +Bn)[{x}]) ≤ |λn|H(An[{x}], A[{x}]) +H(Bn[{x}], B[{x}])
and hence
H((λnAn +Bn)[{x}], (λnA+B)[{x}]) ≤ |λn|H(An[{x}], A[{x}]) +H(Bn[{x}], B[{x}]).
This implies that
d(λnAn +Bn, λnA+B) ≤ |λn|d(An, A) + d(Bn, B)
for each n ∈ N and hence d(λnAn + Bn, λnA + B) → 0 as n → ∞, since (λn)n∈N is bounded.
To obtain the convergence of the second term in (1.14), let n ∈ N and x ∈ H. Then we find for
y ∈ (λnA+B)[{x}] two elements y1 ∈ A[{x}], y2 ∈ B[{x}] with y = λny1 + y2. Thus, we obtain
dist(y, (λA+B)[{x}]) ≤ |λny1 + y2 − (λy1 + y2)|
= |λn − λ||y1|
≤ |λn − λ|c(A)|x|
and hence
sup
y∈(λnA+B)[{x}]
dist(y, (λA+B)[{x}]) ≤ |λn − λ|c(A)|x|.
Analogously, we find
sup
y∈(λA+B)[{x}]
dist(y, (λnA+B)[{x}]) ≤ |λn − λ|c(A)|x|
and summarizing, we estimate
d(λnA+B, λA+B) ≤ c(A)|λn − λ| → 0 (n→∞),
which yields the asserted convergence by (1.14).
Proposition 1.30. Let (An)n∈N ∈ Bu(H)N such that
∑∞
k=1 c(Ak) <∞. Then A :=
∑∞
k=1Ak ∈
Bu(H) with c(A) ≤
∑∞
k=1 c(Ak).
Proof. By Proposition 1.28 we know that
∑n
k=1Ak ∈ Bu(H) for all n ∈ N. Since Bu(H) is
complete, it suffices to show that (
∑n
k=1Ak)n∈N is a Cauchy-sequence. Let m,n ∈ N with
n > m. We have to study the term
H(
n∑
k=1
Ak[{x}],
m∑
k=1
Ak[{x}])
for x ∈ H. Let x ∈ H and y ∈
∑m
k=1Ak[{x}]. This means that we find elements yk ∈ Ak[{x}] for
k ∈ {1, . . . ,m} with y =
∑m
k=1 yk. For zk ∈ Ak[{x}] with k ∈ {m+ 1, . . . , n} we set
z := y +
n∑
k=m+1
zk ∈
n∑
k=1
Ak[{x}].
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Therefore
dist(y,
n∑
k=1
Ak[{x}]) ≤ |y − z|
≤
n∑
k=m+1
|zk|
≤
n∑
k=m+1
c(Ak)|x|
and hence
sup
y∈
∑m
k=1 Ak[{x}]
dist(y,
n∑
k=1
Ak[{x}]) ≤ |x|
n∑
k=m+1
c(Ak).
In the same way, we find for arbitrary z ∈
∑n
k=1Ak[{x}] elements zk ∈ Ak[{x}] for k ∈ {1, . . . , n}
with z =
∑n
k=1 zk. By setting y :=
∑m
k=1 zk we define an element of
∑m
k=1Ak[{x}] and estimate
dist(z,
m∑
k=1
Ak[{x}]) ≤ |z − y|
≤
n∑
k=m+1
|zk|
≤
n∑
k=m+1
c(Ak)|x|
and therefore
sup
z∈
∑n
k=1 Ak[{x}]
dist(z,
m∑
k=1
Ak[{x}]) ≤ |x|
n∑
k=m+1
c(Ak).
This shows
H(
n∑
k=1
Ak[{x}],
m∑
k=1
Ak[{x}]) ≤ |x|
n∑
k=m+1
c(Ak)
for all x ∈ H, which yields
d(
n∑
k=1
Ak,
m∑
k=1
Ak) ≤
n∑
k=m+1
c(Ak)→ 0 (n,m→∞).
This shows that A :=
∑∞
k=1Ak exists in Bu(H). Furthermore we get by Proposition 1.28 that
c(
∑n
k=1Ak) ≤
∑n
k=1 c(Ak) holds for all n ∈ N and by Proposition 1.27 it follows that
c(A) ≤ sup
n∈N
c(
n∑
k=1
Ak) ≤
∞∑
k=1
c(Ak).
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Definition 1.31. Let A,B ⊆ H ⊕H. Then the relation AB is defined by
AB = {(x, y) ∈ H ⊕H |B[{x}] ∩ [{y}]A 6= ∅}.
Lemma 1.32. Let A,B ∈ Bu(H). Moreover, let A be demiclosed in the first argument, i.e.
∀((xn, yn))n∈N ∈ AN : (xn ⇁ x ∧ yn → y) ⇒ (x, y) ∈ A, and B[{x}] be weakly closed for all
x ∈ H. Then AB ∈ Bu(H) and c(AB) ≤ c(A)c(B).
Proof. [H](AB) = H is trivial. Let x ∈ H and (yn)n∈N ∈ ((AB)[{x}])N with yn → y as n→∞.
By the definition of AB there exists a zn ∈ H with (x, zn) ∈ B, (zn, yn) ∈ A for every n ∈ N.
Hence, |zn| ≤ c(B)|x| for all n ∈ N and thus we find a weak-convergent subsequence (znk)k∈N,
whose limit will be denoted by z. Since B[{x}] is weak-closed, we conclude (x, z) ∈ B. Moreover,
by the demiclosedness of A we obtain (z, y) ∈ A and thus (x, y) ∈ AB, which shows the closedness
of (AB)[{x}]. Let now r > 0 and x ∈ B[0, r], y ∈ (AB)[{x}]. Then there exists a z ∈ H with
(x, z) ∈ B, (z, y) ∈ A. Thus, we estimate
|y| ≤ c(A)|z| ≤ c(A)c(B)|x| ≤ c(A)c(B)r.
This shows the boundedness of (AB)[{x}] and moreover
(AB)[B[0, r]] ⊆ B[0, c(A)c(B)r].
Hence, AB ∈ Bu(H) with c(AB) ≤ c(A)c(B).
We like to discuss the extensions of uniformly bounded relations on an H−valued L2−space like
in Proposition 1.14.
Proposition 1.33. Let A ∈ Bu(H) and (Ω,Σ, µ) a measure space. We define the extension of
A on the space L2(µ;H) like in Definition 1.13 by
AL2(µ;H) := {(u, v) ∈ L2(µ;H)⊕ L2(µ;H) | (u(t), v(t)) ∈ A for µ− a.e. t ∈ Ω}.
Then AL2(µ;H) is bounded.
Proof. Let D ⊆ L2(µ;H) be bounded and y ∈ AL2(µ;H)[D], i.e. there is x ∈ D with (x, y) ∈
AL2(µ;H). We estimate
|y|L2(µ;H) =
∫
Ω
|y(t)|2 dt
 12
≤ c(A)
∫
Ω
|x(t)|2 dt
 12
≤ c(A) sup
z∈D
|z|L2(µ;H)
and hence, A[D] is bounded.
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To justify the topology, we have chosen for the set of uniformly bounded relations, we like to
discuss, whether the set of maximal monotone, uniformly bounded relations is closed under this
topology.
Lemma 1.34. Let (An)n∈N ∈ Bu(H)N be a convergent sequence with limit A ∈ Bu(H). Assume
that there is c ∈ R such that An is c-monotone for all n ∈ N. Then A is c-monotone as well.
Proof. Let (u, v), (x, y) ∈ A. Then by Lemma B.2 there exist two sequences (vn)n∈N, (yn)n∈N ∈
HN with vn ∈ An[{u}], yn ∈ An[{x}] for all n ∈ N and vn → v as well as yn → y as n → ∞.
Thus,
Re〈u− x|v − y〉 = lim
n→∞
Re〈u− x|vn − yn〉 ≥ c|u− x|2.
Lemma 1.35. Let (An)n∈N ∈ Bu(H)N with An → A ∈ Bu(H) as n → ∞. Moreover, let
An[H] = H and A−1n be a Lipschitz-continuous mapping for all n ∈ N with
sup
n∈N
∣∣A−1n ∣∣Lip <∞.
Then A[H] is dense in H.
Proof. Let y ∈ (A[H])⊥ and ε > 0. Moreover, we set c := supn∈N
∣∣A−1n ∣∣Lip and xn := A−1n (y) for
n ∈ N. Then we estimate
|xn| =
∣∣A−1n (y)−A−1n (0)∣∣ ≤ c|y|
for all n ∈ N. Furthermore we find an N ∈ N such that for all n ≥ N and x ∈ H
H(An[{x}], A[{x}]) ≤
ε
2
|x|.
Thus, we can choose elements zn ∈ A[{xn}] with
|y − zn| ≤ ε|xn| ≤ cε|y|
for all n ≥ N . We compute
|y|2 = 〈y|y〉 = 〈y|y − zn〉 ≤ |y||y − zn| ≤ cε|y|2
and since ε was chosen arbitrarily, it follows that y = 0.
Proposition 1.36. Let (An)n∈N ∈ Bu(H)N be a convergent sequence of maximal monotone
relations with limit A ∈ Bu(H). Then A is maximal monotone and bounded.
Proof. By Lemma 1.34 A is monotone and an easy approximation argument shows, that A is
also monotone. We use Theorem 1.6 to show the maximal monotonicity of A and prove that(
1 +A
)
[H] = H. By assumption (1 + An)[H] = H and (1 + An)−1 is a Lipschitz-continuous
mapping for all n ∈ N with
sup
n∈N
∣∣(1 +An)−1∣∣Lip ≤ 1.
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By Proposition 1.28 (1 +An)n∈N ∈ Bu(H)N and from Proposition 1.29 it follows that 1 +An →
1 + A as n → ∞. Using Lemma 1.35 we conclude, that (1 + A)[H] is dense in H. According
to Lemma 1.34 (1 + A)−1 is a Lipschitz-continuous mapping with Lipschitz-constant less than
or equal to 1. Let y ∈ H. Then there exists a sequence (yn)n∈N ∈ (1 + A)[H]N with yn → y
as n → ∞. This implies, that
(
(1 +A)−1(yn)
)
n∈N is a Cauchy-sequence and hence convergent.
Thus, y ∈
(
1 +A
)
[H] which shows H =
(
1 +A
)
[H] =
(
1 +A
)
[H]. Therefore A is maximal
monotone. The boundedness of A follows from Lemma 1.21.
Corollary 1.37. Let (An)n∈N ∈ Bu(H)N be a sequence of maximal monotone relations with∑∞
n=1 c(An) <∞. Then
∑∞
n=1An is maximal monotone and bounded.
Proof. By Proposition 1.30 the relation
∑∞
n=1An ∈ Bu(H). Moreover,
∑k
n=1An is maximal
monotone for all k ∈ N according to Proposition 1.22. Thus,
∑∞
n=1An is maximal monotone
and bounded by Proposition 1.36.
Proposition 1.38. Let (cn)n∈N ∈ RN≥0 and (An)n∈N ∈ Bu(H)N such that
∑∞
n=1 cn < ∞ and∑∞
n=1 c(An) < ∞. Moreover, let An be cn−maximal monotone for each n ∈ N. Then
∑∞
n=1An
is
∑∞
n=1 cn−maximal monotone.
Proof. For all k ∈ N we obviously have
k∑
n=1
(An + cn) =
k∑
n=1
An +
k∑
n=1
cn
and since the right side converges in Bu(H) as k →∞, we conclude by using Proposition 1.29
∞∑
n=1
(An + cn) =
∞∑
n=1
An +
∞∑
n=1
cn.
By Corollary 1.37
∑
n∈N(An + cn) is maximal monotone and therefore so is
∑
n∈NAn +
∑
n∈N cn =∑
n∈NAn +
∑
n∈N cn, which shows the assertion.

2. Evolutionary inclusions
In this chapter we want to discuss the well-posedness of evolutionary inclusions, that means,
differential inclusions of the form
(u, f) ∈ ∂0M(∂−10 ) +A, (2.1)
where ∂0 denotes the time derivative, the operator M(∂−10 ) can be interpreted as a material law
and A is a maximal monotone relation. Many results are known for this problem under suitable
assumptions on M(∂−10 ), A and f (cf. [48, Chapter IV] ,[25],[39]). In [48] and [25] the problem
is studied in a Banach space setting. However, we want to restrict ourselves to the Hilbert space
case, avoiding any regularity assumptions on our given function f . Furthermore we do not want
to assume any continuity condition on our relations as well as any kind of coercitivity. For
those concepts we again refer to [39, 25, 48]. The main idea of proving the well-posedness, is to
identify the right side of (2.1) as the sum of two maximal monotone relations plus a (maybe)
small real number, and then apply the results of Chapter 1.3. For doing this, we introduce the
time derivative as a continuously invertible operator in a suitable Hilbert space. This strategy
can be found for instance in [43]. Also the problem of causality should be addressed, which
means, that our solution u of (2.1) given on a time interval [0, a] for some a ∈ R≥0 does only
depend on the behaviour of f on the same interval [0, a], or in other words, the solution of u until
a certain time does not depend on the future behaviour of f (for a exact definition of causality,
we refer to [33], however a definition in our framework is given in Chapter 2.3).
2.1. The time derivative
We want to establish a derivative on a weighted L2−space, and follow the idea presented in [45,
Chapter 1.4]. We restrict ourselves to L2(R≥0) instead of taking the whole real line as domain.
The case of L2(R) is handled in Chapter 2.6. We define the derivative operator
◦
∂ on L2(R≥0)
by taking the closure of
∂|C∞c (R>0) : C
∞
c (R>0) ⊆ L2(R≥0) → L2(R≥0)
φ 7→ φ′.
Here C∞c (R>0) denotes the space of the infinite times differentiable functions with compact
support on R>0. This operator is known to be skew-symmetric. Moreover, we define for ν ∈ R>0
the Hilbert space Hν,0 as the space of square-integrable functions1 with respect to the measure
1With the usual identification of functions, which are equal almost everywhere.
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µν : B(R≥0) → R≥0
A 7→
∫
A
e−2νx dx.
One easily sees that the operator
eνm : L2(R≥0) → Hν,0
f 7→ (x 7→ eνxf(x))
is unitary and we set (eνm)−1 =: e−νm. So the operator
◦
∂ν := e
νm
◦
∂ e−νm is skew-symmetric on
Hν,0. For φ ∈ C∞c (R>0) we compute:
◦
∂ν φ = e
νm
◦
∂ e
−νmφ
= eνm(−νe−νmφ+ e−νmφ′)
= φ′ − νφ
and thus φ′ = (
◦
∂ν +ν)φ. This leads to the definition for the derivative ∂ν,0 :=
◦
∂ν +ν on Hν,0.
Since eνm and e−νm are bijections on C∞c (R>0), it follows that
∂ν,0 = ∂|C∞c (R>0)
Hν,0⊕Hν,0
.
Using the skew-symmetry of
◦
∂ν we obtain for all u ∈ D(∂ν,0):
Re〈
◦
∂ν u|u〉Hν,0 = −Re〈u|
◦
∂ν u〉Hν,0
= −Re〈
◦
∂ν u|u〉Hν,0
and thus
Re〈∂ν,0u|u〉Hν,0 = ν|u|2Hν,0 .
The application of the Cauchy-Schwarz-Inequality on the left hand side leads to
|u|Hν,0 ≤
1
ν
|∂ν,0u|Hν,0
and thus ∂−1ν,0 exists as a linear, bounded operator on the range of ∂ν,0 with ‖∂
−1
ν,0‖ ≤ 1ν .Moreover,
we are able to show that ∂ν,0 is surjective. Since ∂ν,0 is closed and continuously invertible, it
suffices to prove the density of ∂ν,0[Hν,0] in Hν,0. Let φ ∈ C∞c (R>0) and define the function
u(x) :=
x∫
0
φ(t) dt (x ∈ R≥0).
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If we prove that u ∈ D(∂ν,0) and ∂ν,0u = φ we have shown the density of the range of ∂ν,0,
since C∞c (R>0) is dense in Hν,0. At first, we prove that u ∈ Hν,0 by calculating with Tonelli´s
Theorem
∞∫
0
|u(x)|2e−2νx dx =
∞∫
0
∣∣∣∣∣∣
x∫
0
φ(t) dt
∣∣∣∣∣∣
2
e−2νx dx
=
∞∫
0
∣∣∣∣∣∣
x∫
0
φ(t)e−
ν
2
te
ν
2
t dt
∣∣∣∣∣∣
2
e−2νx dx
≤
∞∫
0
x∫
0
|φ(t)|2e−νt dt1
ν
(eνx − 1)e−2νx dx
=
∞∫
0
1
ν
∞∫
t
e−νx − e−2νx dx|φ(t)|2e−νt dt
=
∞∫
0
1
ν2
e−νt
(
1− 1
2
e−νt
)
︸ ︷︷ ︸
≤1
|φ(t)|2e−νt dt
≤ 1
ν2
|φ|2Hν,0 .
Now we show that u ∈ D(∂ν,0) = D(
◦
∂ν) which is equivalent to e−νmu ∈ D(
◦
∂). We set a :=
inf suppφ > 0 and choose a sequence (ψn)n∈N ∈ C∞c (R>0)N satisfying the following properties:
• supn∈N |ψn|∞ <∞,
• ψn = 1 on [a, n] for all n ∈ N,
• supn∈N |ψ′n|∞ <∞.
For a function v ∈ L2(R≥0) with inf suppv ≥ a we obtain
∞∫
0
|ψn(t)v(t)− v(t)|2 dt =
∞∫
a
|ψn(t)v(t)− v(t)|2 dt
=
∞∫
n
|(ψn(t)− 1)v(t)|2 dt
≤ (sup
n∈N
|ψn|∞ + 1)2
∞∫
n
|v(t)|2 dt
→ 0 (n→∞).
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By definition of u we see that u ∈ C∞(R≥0) with inf suppu ≥ a and the same holds for e−νmu.
Furthermore e−νmu ∈ L2(R≥0) and thus (ψne−νmu)n∈N ∈ C∞c (R>0)N converges to e−νmu in
L2(R≥0). By the product rule we obtain
(ψne
−νmu)′(t) = ψ′n(t)(e
−νmu)(t) + ψn(t)(−ν(e−νmu)(t) + (e−νmφ)(t)) (t ∈ R≥0)
for each n ∈ N and by the same argumentation as above, we conclude
ψn(−νe−νmu+ e−νmφ)→ −νe−νmu+ e−νmφ in L2(R≥0) (n→∞).
Moreover, we estimate
∞∫
0
|ψ′n(t)e−νtu(t)|2 dt =
∞∫
n
|ψ′n(t)e−νtu(t)|2 dt
≤
(
sup
n∈N
|ψ′n|∞
)2 ∞∫
n
|e−νtu(t)|2 dt
→ 0 (n→∞)
and hence
(ψne
−νmu)′ → −νe−νmu+ e−νmφ in L2(R≥0) (n→∞).
This implies that e−νmu ∈ D(
◦
∂) and
◦
∂ (e−νmu) = e−νm(−νu + φ). By the definition of the
derivative operator ∂ν,0 this implies ∂ν,0u = φ. So we have proved that 0 ∈ ρ(∂ν,0).
For later applications it is useful to compute ‖∂−kν,0‖ for k ∈ N precisely.
Lemma 2.1. Let φ ∈ Hν,0. Then
(∂−1ν,0φ)(x) =
x∫
0
φ(t) dt (x ∈ R>0 a.e.).
Proof. Since C∞c (R>0) is dense in Hν,0 we find a sequence (ψn)n∈N ∈ C∞c (R>0)N such that
ψn → φ in Hν,0 as n→∞. By the calculations above we know, that
(∂−1ν,0ψn)(x) =
x∫
0
ψn(t) dt (x ∈ R>0).
Since ∂−1ν,0 is continuous, we obtain ∂
−1
ν,0ψn → ∂
−1
ν,0φ inHν,0 and by choosing a suitable subsequence
(again labeled by index n) we get (∂−1ν,0ψn)(x) → (∂
−1
ν,0φ)(x) a.e. as n → ∞. We estimate, by
using the Cauchy-Schwarz-Inequality for each x ∈ R>0:∣∣∣∣∣∣
x∫
0
ψn(t)− φ(t) dt
∣∣∣∣∣∣ ≤
x∫
0
|ψn(t)− φ(t)|e−νteνt dt
2.1. The time derivative 43
≤
 x∫
0
|ψn(t)− φ(t)|2e−2νt dt
 12  x∫
0
e2νt dt
 12
≤ |ψn − φ|Hν,0
1√
2ν
(e2νx − 1)
1
2
→ 0 (n→∞).
Since on the other hand
x∫
0
ψn(t) dt = (∂−1ν,0ψn)(x)→ (∂
−1
ν,0φ)(x) (x ∈ R>0 a.e.)
as n→∞ we get
(∂−1ν,0φ)(x) =
x∫
0
φ(t) dt (x ∈ R>0 a.e.).
Proposition 2.2. Let ν ∈ R>0. Then ‖∂−kν,0‖ = ν−k for all k ∈ N.
Proof. We first consider the case k = 1 :
We define a sequence (φn)n∈N ∈ HNν,0 by
φn(x) :=
1√
n
eνxχ[0,n](x) (x ∈ R>0, n ∈ N).
Moreover, we define
un(x) :=
x∫
0
φn(t) dt (x ∈ R>0, n ∈ N)
and obtain
un(x) =
x∫
0
φn(t) dt
=
1√
n
x∫
0
eνtχ[0,n](t) dt
=
1√
n
min{x,n}∫
0
eνt dt
=
1
ν
√
n
(eνmin{x,n} − 1)
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for all x ∈ R>0. Moreover, we obtain that |φn|Hν,0 = 1 for all n ∈ N by calculating
|φn|2Hν,0 =
1
n
∞∫
0
e2νxχ[0,n](x)e
−2νx dx
= 1.
By Lemma 2.1, we get un = ∂−1ν,0φn for all n ∈ N. Furthermore, the following equality holds:
φn(x)− νun(x) =
1√
n
(1− eνnχ(n,∞)(x)) (x ∈ R>0). (2.2)
Thus, we obtain
∞∫
0
|φn(x)− νun(x)|2e−2νx dx =
1
n
∞∫
0
|e−νx(1− eνnχ(n,∞)(x))|2 dx
→ 0 (n→∞). (2.3)
Therefore,
||νun|Hν,0 − 1| = ||νun|Hν,0 − |φn|Hν,0 | ≤ |νun − φn|Hν,0 → 0 (n→∞)
and thus |un|Hν,0 → 1ν as n→∞. Since un = ∂
−1
ν,0φn and |φn|Hν,0 = 1 this implies
1
ν
≤ ‖∂−1ν,0‖.
Since we already know that ‖∂−1ν,0‖ ≤ 1ν , this completes the proof for k = 1.
Applying the continuity of ∂−kν,0 for all k ∈ N we derive from (2.3) that
∂−kν,0φn − ν∂
−k
ν,0un → 0 (n→∞) in Hν,0.
We will show by induction that |∂−kν,0un|Hν,0 → ν−(k+1) for all k ∈ N0. For k = 0 we already
have shown the assertion. Let us assume it is true for some k ∈ N0. Then we compute by using
un = ∂
−1
ν,0φn:∣∣∣∣|∂−(k+1)ν,0 un|Hν,0 − 1νk+2
∣∣∣∣ ≤ ∣∣∣∣|∂−(k+1)ν,0 un|Hν,0 − 1ν |∂−kν,0un|Hν,0
∣∣∣∣+ ∣∣∣∣1ν |∂−kν,0un|Hν,0 − 1νk+2
∣∣∣∣
≤
∣∣∣∣1ν ∂−kν,0un − ∂−(k+1)ν,0 un
∣∣∣∣
Hν,0
+
1
ν
∣∣∣∣|∂−kν,0 |Hν,0 − 1νk+1
∣∣∣∣
=
1
ν
|∂−(k+1)ν,0 φn − ν∂
−(k+1)
ν,0 un|Hν,0 +
1
ν
∣∣∣∣|∂−kν,0 |Hν,0 − 1νk+1
∣∣∣∣
→ 0 (n→∞).
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So we conclude for all k ∈ N
|∂−kν,0φn|Hν,0 = |∂
−(k−1)
ν,0 un|Hν,0 →
1
νk
(n→∞)
and since |φn|Hν,0 = 1 for all n ∈ N we get
‖∂−kν,0‖ ≥
1
νk
.
Since on the other hand one clearly has
‖∂−kν,0‖ ≤ ‖∂
−1
ν,0‖
k =
1
νk
,
we get the assertion.
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Let A ⊆ H ⊕H be a maximal monotone relation. We set for ν ∈ R>0:
Aν := AL2(R≥0,µν ;H).
Then Aν is also maximal monotone by Proposition 1.14, since µν(R≥0) = 12ν < ∞. Moreover,
we have two bounded, linear operatorsM0,M1 : H → H such thatM0 is selfadjoint, M0|M0[H] ≥
c0 > 0 and ReM1|[{0}]M0 ≥ c1 > 0. We will denote the orthogonal projector on M0[H] by P and
set Q := 1− P .
We identify the operators ∂ν,0,M0,M1 and P with their extensions on Hν,0 ⊗H by taking the
tensorproducts with the identities 1Hν,0 and 1H respectively2. We will study partial differential
inclusions of the type
(u, f) ∈ ∂ν,0M0 +M1 +Aν
for a given right-hand side f ∈ Hν,0⊗H. We will show that this kind of problems are well-posed,
i.e. we will prove the uniqueness, the existence3 and the continuous dependence on the given
data of a solution. This problem was analyzed (with a more general material law) in [43] in
the case, when A is a skew-selfadjoint operator. By extending this theory to maximal monotone
relations, we are in particular able to deal with positive, selfadjoint operators, like the Dirichlet-
or Neumann-Laplace (cf. [20]) as well as subgradients of lower semicontinuous, convex, proper
mappings ([3],[39],[10]). We start to discuss the uniqueness and continuous dependence of a
solution on the given function f .
Lemma 2.3. For every η ∈ R>0, 0 < c < c1 we find ν0 ∈ R>0 such that
∀u ∈ D(∂ν,0M0) : Re〈∂ν,0M0u+M1u|u〉Hν,0⊗H ≥ η|Pu|2Hν,0⊗H + c|Qu|
2
Hν,0⊗H
for all ν ≥ ν0. Especially for η = c we get
∀u ∈ D(∂ν,0M0) : Re〈∂ν,0M0u+M1u|u〉Hν,0⊗H ≥ c|u|2Hν,0⊗H .
2See the appendix part A for an introduction to tensorproducts of Hilbert spaces and linear operators.
3Indeed we will show that (∂ν,0M0 +M1 +Aν)[Hν,0 ⊗H] is dense in Hν,0 ⊗H.
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Proof. Let η ∈ R>0, c ∈ (0, c1) and define ν0 := c−10 (η + ‖M1‖ + ‖M1‖2(c1 − c)−1). Then we
estimate for every u ∈ D(∂ν,0M0) and ν ≥ ν0:
Re〈(∂ν,0M0 +M1)u|u〉Hν,0⊗H = Re〈∂ν,0M0Pu|Pu〉Hν,0⊗H + Re〈M1Pu|Pu〉Hν,0⊗H
+Re〈M1Pu|Qu〉Hν,0⊗H + Re〈M1Qu|Pu〉Hν,0⊗H
+Re〈M1Qu|Qu〉Hν,0⊗H
≥ νc0|Pu|2Hν,0⊗H − ‖M1‖|Pu|
2
Hν,0⊗H − 2‖M1‖|Pu|Hν,0⊗H |Qu|Hν,0⊗H
+c1|Qu|2Hν,0⊗H
≥ (νc0 − ‖M1‖)|Pu|2Hν,0⊗H + c1|Qu|
2
Hν,0⊗H
−(‖M1‖2(c1 − c)−1|Pu|2Hν,0⊗H + (c1 − c)|Qu|
2
Hν,0⊗H)
≥ (νc0 − ‖M1‖ − ‖M1‖2(c1 − c)−1)|Pu|2Hν,0⊗H + c|Qu|
2
Hν,0⊗H
≥ η|Pu|2Hν,0⊗H + c|Qu|Hν,0⊗H .
The following result yields the uniqueness and the continuous dependence of a solution on the
given data.
Proposition 2.4. Let 0 < c < c1 and ν ∈ R>0 such that Re∂ν,0M0 + M1 ≥ c and let B ⊆
(Hν,0 ⊗H)2 be monotone. If u, v, f, g ∈ Hν,0 ⊗H are such that
(u, f), (v, g) ∈ ∂ν,0M0 +M1 +B,
then
|u− v|Hν,0⊗H ≤ c−1|f − g|Hν,0⊗H .
Proof. Let x, y ∈ Hν,0 ⊗H such that (u, x), (v, y) ∈ B and
f = ∂ν,0M0u+M1u+ x,
g = ∂ν,0M0v +M1v + y.
Since B is monotone we estimate:
Re〈f − g|u− v〉Hν,0⊗H = Re〈(∂ν,0M0 +M1)(u− v) + x− y|u− v〉Hν,0⊗H
≥ Re〈(∂ν,0M0 +M1)(u− v)|u− v〉Hν,0⊗H
≥ c|u− v|2Hν,0⊗H .
By applying the Cauchy-Schwarz-Inequality on the left hand side we conclude:
|u− v|Hν,0⊗H ≤ c−1|f − g|Hν,0⊗H .
It remains to show the existence of a solution for “sufficiently many” right-hand sides. First we
need two Lemmas.
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Lemma 2.5. For h ∈ R we define the translation operator
τh : Hν,0 ⊗H → Hν,0 ⊗H
f 7→
(
t 7→
{
f(t+ h) if t ≥ −h,
0 otherwise
)
.
Then τh is linear, continuous and τ∗h = e
2νhτ−h.
Proof. The linearity of τh is obvious. For f ∈ Hν,0 ⊗H we calculate
∞∫
0
|(τhf)(t)|2e−2νt dt =
∞∫
max{0,−h}
|f(t+ h)|2e−2νt dt
=
∞∫
max{0,h}
|f(s)|2e−2ν(s−h) ds
≤ e2νh|f |2Hν,0⊗H
and thus
‖τh‖ ≤ eνh.
Let g ∈ Hν,0 ⊗H. Then
〈τhf |g〉Hν,0⊗H =
∞∫
max{0,−h}
〈f(t+ h)|g(t)〉e−2νt dt
=
∞∫
max{0,h}
〈f(s)|g(s− h)〉e−2ν(s−h) ds
= 〈f |e2νhτ−hg〉Hν,0⊗H ,
which shows
τ∗h = e
2νhτ−h.
Lemma 2.6. Let u ∈ D(∂ν,0) for ν ∈ R>0 and h ∈ R≤0. Then τhu ∈ D(∂ν,0) and ∂ν,0τhu =
τh∂ν,0u.
Proof. Since u ∈ D(∂ν,0) there exists a sequence (φn)n∈N ∈ C∞c (R>0;H)N such that
φn → u and φ′n → ∂ν,0u in Hν,0 ⊗H as n→∞.
According to Lemma 2.5 τh is continuous and since τhφ′n = (τhφn)′ for all n ∈ N, we obtain
τhφn → τhu and (τhφn)′ → τh∂ν,0u in Hν,0 ⊗H as n→∞.
Clearly τhφn ∈ C∞c (R>0;H) (note that h ≤ 0) for all n ∈ N and thus τhu ∈ D(∂ν,0) with
∂ν,0τhu = τh∂ν,0u.
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The main argument for proving the existence of solutions for our evolutionary inclusion, is to
show the c−maximal monotonicity of ∂ν,0M0 +M1 for a certain constant c > 0, which is done in
the next proposition. With this knowledge, we are able to apply the results presented in Section
1.3 to show the existence of a solution.
Proposition 2.7. Let 0 < c < c1 and ν0 ∈ R>0 such that Re∂ν,0M0 + M1 ≥ c for all ν ≥ ν0.
Then there exists ν1 ≥ ν0 such that ∂ν,0M0 +M1 − c is maximal monotone for every ν > ν1.
Proof. The monotonicity is clear, since Re(∂ν,0M0+M1) ≥ c for ν ≥ ν0. For showing the maximal
monotonicity we apply Minty´s Theorem. In fact we show that ∂ν,0M0 + M1 is surjective. Let
f ∈ Hν,0⊗H and consider the following fixed point problem on the Hilbert space Hν,0⊗M0[H]:
u∗ = (PM0P )
−1(P∂−1ν,0(f −M1(QM1Q)
−1Qf) + P∂−1ν,0(M1(QM1Q)
−1QM1 −M1)u∗). (2.4)
Here P : Hν,0⊗H → Hν,0⊗H denotes the orthogonal projector on Hν,0⊗M0[H] and Q = 1−P.
Keep in mind that we have already proved the invertibility of ∂ν,0. We calculate the Lipschitz-
seminorm of the operator on the right hand side and estimate
|u 7→ (PM0P )−1(P∂−1ν,0(f −M1(QM1Q)
−1Qf) + P∂−1ν,0(M1(QM1Q)
−1QM1 −M1)u)|Lip
≤ 1
c0ν
(‖M1‖2
1
c1
+ ‖M1‖).
We define ν1 := max
{
ν0,
‖M1‖
c0
(
‖M1‖
c1
+ 1
)}
. Then we get for each ν > ν1
|u 7→ (PM0P )−1(P∂−1ν,0(f −M1(QM1Q)
−1Qf) + P∂−1ν,0(M1(QM1Q)
−1QM1 −M1)u)|Lip < 1
and so the Contraction Mapping Theorem yields the existence of u∗ ∈ Hν,0 ⊗ M0[H], which
satisfies (2.4). Additionally we find out that M0u∗ ∈ D(∂ν,0). We define
v∗ := (QM1Q)
−1(Qf −QM1u∗) ∈ Hν,0 ⊗ [{0}]M0
and set u := u∗ + v∗. We calculate
∂ν,0M0u+M1u = ∂ν,0M0u
∗ +M1u
∗ +M1v
∗
= ∂ν,0M0u
∗ +M1u
∗ +M1(QM1Q)
−1(Qf −QM1u∗)
= ∂ν,0M0u
∗ +M1u
∗ + PM1(QM1Q)
−1(Qf −QM1u∗) +Qf −QM1u∗
= ∂ν,0M0u
∗ + PM1u
∗ + PM1(QM1Q)
−1(Qf −QM1u∗) +Qf.
Since u∗ satisfies the fixed point equation (2.4), it follows that
PM0u
∗ = P∂−1ν,0(f −M1(QM1Q)
−1Qf) + P∂−1ν,0(M1(QM1Q)
−1QM1 −M1)u∗
and thus
∂ν,0M0u
∗ = Pf − PM1(QM1Q)−1Qf + PM1(QM1Q)−1QM1u∗ − PM1u∗.
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Summarizing we get
∂ν,0M0u+M1u = Pf +Qf = f.
Hence, ∂ν,0M0 +M1 is surjective. Let f ∈ Hν,0 ⊗H. Then we find u ∈ D(∂ν,0) such that
(∂ν,0M0 +M1 − c+ c)u = cf,
which is equivalent to
(1 +
1
c
(∂ν,0M0 +M1 − c))u = f.
This shows the maximal monotonicity of ∂ν,0M0 +M1 − c according to Theorem 1.6.
Now we are able to prove the existence of a solution for a right side f ∈ C∞c (R>0;H), by using
the results about sums of maximal monotone relations, discussed in Section 1.3.
Proposition 2.8. Let f ∈ C∞c (R>0;H) and assume that (0, 0) ∈ A. Then there exists ν0 ∈ R>0
such that for every ν ≥ ν0 we find u ∈ Hν,0 ⊗H such that
(u, f) ∈ ∂ν,0M0 +M1 +Aν .
Proof. For λ ∈ R>0 we denote the Yosida-Approximation of Aν by Aν,λ. Let 0 < c < c1 and
ν0 ∈ R>0 such that ∂ν,0M0 + M1 − c is maximal monotone for all ν ≥ ν0 (cf. Lemma 2.3). We
want to apply Lemma 1.17 for showing the existence of u ∈ Hν,0 ⊗H such that
(u, f) ∈ ∂ν,0M0 +M1 +Aν
which is equivalent to (
u,
1
c
f
)
∈
(
1 +
1
c
(∂ν,0M0 +M1 − c) +
1
c
Aν
)
.
An easy computation shows that (1cAν)λ =
1
cAν,λ
c
. We use Corollary 1.16 to define uλ ∈ Hν,0⊗H
by
uλ :=
(
1 +
1
c
(∂ν,0M0 +M1 − c) +
1
c
Aν,λ
c
)−1(1
c
f
)
,
which in particular implies that Puλ ∈ D(∂ν,0) for all λ ∈ R>0. We want to show that
sup
λ∈R>0
∣∣∣∣(1cAν,λc
)
(uλ)
∣∣∣∣
Hν,0⊗H
<∞. (2.5)
Since (0, 0) ∈ A, it follows that (0, 0) ∈ Aν and thus (0, 0) ∈ (1c (∂ν,0M0 + M1 − c)) ∩ (
1
cAν).
Lemma 1.18 yields
|uλ|Hν,0⊗H ≤
1
c
|f |Hν,0⊗H
for all λ ∈ R>0. Next we want to find an upper bound for |∂ν,0Puλ|Hν,0⊗H for λ ∈ R>0. By the
definition of uλ we obtain
∂ν,0M0uλ +M1uλ +Aν,λ
c
(uλ) = f
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for λ ∈ R>0. Let h < 0. One easily sees that τhAν,λ
c
(uλ) = Aν,λ
c
(τhuλ), since (0, 0) ∈ A and by
using Lemma 2.6, we find that
∂ν,0M0τhuλ +M1τhuλ +Aν,λ
c
(τhuλ) = τhf.
Since Aν,λ
c
is monotone, Proposition 2.4 yields that
|τhPuλ − Puλ|Hν,0⊗H ≤ |τhuλ − uλ|Hν,0⊗H ≤
1
c
|τhf − f |Hν,0⊗H
and thus
|h−1(τhPuλ − Puλ)|Hν,0⊗H ≤
1
c
|h−1(τhf − f)|Hν,0⊗H ≤
1√
2νc
|f ′|∞.
For φ ∈ C∞c (R>0;H) we observe with Lemma 2.5
〈h−1(τhPuλ − Puλ)|φ〉Hν,0⊗H = 〈Puλ|h−1(e2νhτ−hφ− φ)〉Hν,0⊗H
= 〈Puλ|e2νhh−1(τ−hφ− φ)〉Hν,0⊗H + 〈Puλ|h−1(e2νh − 1)φ〉Hν,0⊗H .
We compute
|e2νhh−1(τ−hφ− φ) + φ′|2Hν,0⊗H =
∞∫
0
|e2νh(−h)−1(φ(t− h)− φ(t))− φ′(t)|2e−2νt︸ ︷︷ ︸
≤2(e4ν+1)|φ′|2∞e−2νt
dt
→ 0 (h→ 0)
and
|h−1(e2νh − 1)φ− 2νφ|2Hν,0⊗H =
∞∫
0
|h−1(e2νh − 1)− 2ν|2|φ(t)|2e−2νt︸ ︷︷ ︸
≤8ν2(e4ν+1)|φ(t)|2e−2νt
dt
→ 0 (h→ 0),
by Lebesgue´s dominated convergence theorem. Therefore
〈h−1(τhPuλ − Puλ)|φ〉Hν,0⊗H → 〈Puλ| − φ′〉Hν,0⊗H + 〈Puλ|2νφ〉Hν,0⊗H
= 〈Puλ| − ∂ν,0φ+ 2νφ〉Hν,0⊗H
= 〈∂ν,0Puλ|φ〉Hν,0⊗H (h→ 0−).
Since (h−1(τhPuλ − Puλ))h<0 is bounded and C∞c (R>0;H) is dense in Hν,0 ⊗H it follows that
h−1(τhPuλ − Puλ) ⇁ ∂ν,0Puλ (h→ 0−)
and thus
|∂ν,0Puλ|Hν,0⊗H ≤
1√
2νc
|f ′|∞
for all λ ∈ R>0.
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Summarizing we get
|Aν,λ
c
(uλ)|Hν,0⊗H = |f −M1uλ − ∂ν,0M0Puλ|Hν,0⊗H
≤ |f |Hν,0⊗H + ‖M1‖
1
c
|f |Hν,0⊗H + ‖M0‖
1√
2νc
|f ′|∞,
which implies the desired inequality (2.5). Hence, Lemma 1.17 yields the existence of u ∈ Hν,0⊗H
such that
(u,
1
c
f) ∈ (1 + 1
c
(∂ν,0M0 +M1 − c) +
1
c
Aν),
which turns over into
(u, f) ∈ ∂ν,0M0 +M1 +Aν .
We now want to relax the condition (0, 0) ∈ A in Proposition 2.8, by just assuming 0 ∈ [H]A.
Proposition 2.9. If 0 ∈ [H]A then there exists ν0 ∈ R>0 such that for every ν ≥ ν0 the post set
(∂ν,0M0 +M1 +Aν)[Hν,0 ⊗H] is dense in Hν,0 ⊗H.
Proof. Since 0 ∈ [H]A we find an element z ∈ H with (0, z) ∈ A. We define the maximal
monotone relation B by
B := [A]− (0, z) = {(x, y − z) ∈ H ⊕H | (x, y) ∈ A}
and obtain (0, 0) ∈ B. According to Proposition 2.8 we find ν0 ∈ R>0, such that for all ν ≥ ν0
C∞c (R>0;H) ⊆ (∂ν,0M0 +M1 +Bν)[Hν,0 ⊗H].
An easy argumentation yields that Bν = [Aν ]− (0, ẑ) where ẑ ∈ Hν,0 ⊗H denotes the constant
function with value z ∈ H. Thus we find out that
[C∞c (R>0;H)] + ẑ ⊆ (∂ν,0M0 +M1 +Aν)[Hν,0 ⊗H]
and obviously [C∞c (R>0;H)] + ẑ lies dense in Hν,0 ⊗H.
We summarize our results of this section in the following Corollary.
Corollary 2.10. Let M0,M1 : H → H be two bounded, linear operators. Assume that M0 is
selfadjoint, M0|M0[H] ≥ c0 > 0 and ReM1|[{0}]M0 ≥ c1 > 0. Furthermore let A ⊆ H ⊕ H be
maximal monotone with 0 ∈ [H]A. Then there exists ν1 ∈ R>0, such that for every f ∈ Hν,0⊗H
we find an unique element u ∈ Hν,0 ⊗H, such that
(u, f) ∈ ∂ν,0M0 +M1 +Aν
for ν ≥ ν1. Moreover, the solution u depends continuously on the function f .
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2.3. Causality
We want to address the concept of causality in our framework, which plays a crucial role, when
modelling physical phenomenas mathematically. For a general definition we refer to [33].
Definition 2.11. Let H be a Hilbert space, ν > 0 and F : D(F ) ⊆ Hν,0 ⊗ H → Hν,0 ⊗ H.
Then F is called (forward) causal, if for all f, g ∈ D(F ) with χ[0,a](m0)(f − g) = 0 for a certain
a ∈ R≥0, it follows that also
χ[0,a](m0)(F (f)− F (g)) = 0.
Here (χ[0,a](m0)f)(t) := χ[0,a](t)f(t) ∈ H for t ∈ R≥0.
Causality can be interpreted as the independence of the images of F on the future behavior
of their pre-images. We now want to show, that our solution operator
(
∂ν,0M0 +M1 +Aν
)−1
is causal in Hν,0 ⊗ H, but first we show an equivalent definition of causality and some general
properties of causal mappings.
Lemma 2.12. Let H be a Hilbert space and ν > 0. A mapping F : Hν,0 ⊗ H → Hν,0 ⊗ H is
causal if and only if
∀a ∈ R≥0 : χ[0,a](m0)Fχ[0,a](m0) = χ[0,a](m0)F. (2.6)
Proof. Let F be causal and a ∈ R≥0. For f ∈ Hν,0⊗H we obtain χ[0,a](m0)(f−χ[0,a](m0)f) = 0
and thus, by using the assumed causality of F
χ[0,a](m0)(F (f)− F (χ[0,a](m0)f)) = 0,
which yields the assertion. Let now (2.6) hold and fix f, g ∈ Hν,0⊗H with χ[0,a](m0)(f − g) = 0
for some a ∈ R≥0. Then we compute
χ[0,a](m0)(F (f)− F (g)) = χ[0,a](m0)(F (χ[0,a](m0)f)− F (χ[0,a](m0)g))
= χ[0,a](m0)(F (χ[0,a](m0)f)− F (χ[0,a](m0)f))
= 0,
which shows the desired causality of F .
Lemma 2.13. Let H be a Hilbert space and ν > 0. Then the following statements hold:
a) Let F : D(F ) ⊆ Hν,0⊗H → Hν,0⊗H and G : D(G) ⊆ Hν,0⊗H → Hν,0⊗H be two causal
mappings and λ ∈ C. Then λF +G is also causal.
b) Let F : D(F ) ⊆ Hν,0⊗H → Hν,0⊗H and G : D(G) ⊆ Hν,0⊗H → Hν,0⊗H be two causal
mappings. Then F ◦G is causal.
c) Let Fn : D(Fn) ⊆ Hν,0 ⊗H → Hν,0 ⊗H be a causal mapping for every n ∈ N. Define
F : D(F ) ⊆ Hν,0 ⊗H → Hν,0 ⊗H
u 7→ lim
n→∞
Fn(u),
where D(F ) := {u ∈
⋂
n∈ND(Fn) | limn→∞ Fn(u) exists}. Then F is causal.
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Proof. a) Let f, g ∈ D(λF + G) = D(F ) ∩D(G) with χ[0,a](m0)(f − g) = 0 for an a ∈ R≥0.
Then
χ[0,a](m0)((λF +G)(f)− (λF +G)(g)) = χ[0,a](m0)λ(F (f)− F (g))
+χ[0,a](m0)(G(f)−G(g))
= λχ[0,a](m0)(F (f)− F (g))
= 0.
b) Let f, g ∈ D(F ◦G) with χ[0,a](m0)(f − g) = 0 for a certain a ∈ R≥0. We conclude, since
χ[0,a](m0)(G(f)−G(g)) = 0:
χ[0,a](m0)((F ◦G)(f)− (F ◦G)(g)) = χ[0,a](m0)(F (G(f))− F (G(g)))
= 0.
c) Let f, g ∈ D(F ) with χ[0,a](m0)(f−g) = 0 for an a ∈ R≥0. Then, according to the definition
of F , we find out that
lim
n→∞
Fn(f)− Fn(g) = F (f)− F (g).
Since the cut-off operator χ[0,a](m0) is continuous in Hν,0 ⊗H, we conclude
χ[0,a](m0)(F (f)− F (g)) = lim
n→∞
χ[0,a](m0)(Fn(f)− Fn(g)) = 0.
Remark 2.14. The concept of causality is also meaningful for functions, defined on the whole real
axis. In this case the definition should by modified, by taking the cut-off on the interval (−∞, a]
for each a ∈ R. It turns out that the preceding results remain true in this situation.
Now we will consider our solution operator and prove the following Lemma.
Lemma 2.15. Let M0,M1 be as in Corollary 2.10. Let 0 < c < c1 and a ∈ R≥0. Then there
exists ν0 ∈ R>0 such that for all ν ≥ ν0 it follows that
a∫
0
|u(t)|2e−2νt dt ≤ c−1Re
a∫
0
〈(∂ν,0M0 +M1)u(t)|u(t)〉e−2νt dt
for all u ∈ D(∂ν,0M0).
Proof. Let φ ∈ C∞c (R>0;H) and ν0 ∈ R>0 be chosen as in Lemma 2.3. Then we compute for
ν ≥ ν0 with integration by parts
Re
a∫
0
〈M0φ′(t)|φ(t)〉e−2νt dt =
1
2
Re
a∫
0
∂(s 7→ 〈M0φ(s)|φ(s)〉)(t)e−2νt dt
54 2.3. Causality
= νRe
a∫
0
〈M0φ(t)|φ(t)〉e−2νt dt+
1
2
Re〈M0φ(a)|φ(a)〉︸ ︷︷ ︸
≥c0|Pφ(a)|2≥0
e−2νa
≥ νc0
a∫
0
|Pφ(t)|2e−2νt dt.
Thus, we compute with the same technique as in Lemma 2.3
Re
a∫
0
〈M0φ′(t) +M1φ(t)|φ(t)〉e−2νt dt = Re
a∫
0
〈M0φ′(t)|φ(t)〉e−2νt dt
+Re
a∫
0
〈M1Qφ(t)|Qφ(t)〉e−2νt dt
+Re
a∫
0
〈M1Pφ(t)|Qφ(t)〉e−2νt dt
+Re
a∫
0
〈M1Qφ(t)|Pφ(t)〉e−2νt dt
+Re
a∫
0
〈M1Pφ(t)|Pφ(t)〉e−2νt dt
≥ (νc0 − ‖M1‖)
a∫
0
|Pφ(t)|2e−2νtdt+ c1
a∫
0
|Qφ(t)|2e−2νtdt
−2‖M1‖
a∫
0
|Pφ(t)||Qφ(t)| dt
≥ (νc0 − ‖M1‖)
a∫
−∞
|Pφ(t)|2e−2νtdt+ c1
a∫
−∞
|Qφ(t)|2e−2νtdt
−
a∫
0
‖M1‖2(c1 − c)−1|Pu(t)|2 + (c1 − c)|Qu(t)|2 dt
≥ c
 a∫
0
|Pφ(t)|2e−2νt dt+
a∫
0
|Qφ(t)|2e−2νt dt

= c
a∫
0
|φ(t)|2e−2νt dt.
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Since C∞c (R>0;H) is a core of ∂ν,0M0 + M1 and the cut-off operator χ[0,a](m0) is linear and
continuous in L1(R≥0) and L2(R≥0), we conclude the assertion by a standard approximation
argument.
Proposition 2.16. Let M0,M1, A be as in Corollary 2.10. Then there exists ν0 ∈ R>0, such
that the solution operator (∂ν,0M0 +M1 +Aν)−1 is causal in Hν,0 ⊗H for each ν ≥ ν0.
Proof. Let f, g ∈ (∂ν,0M0 +M1 +Aν)[Hν,0⊗H] and a ∈ R≥0.We find two pairs (u, v), (x, y) ∈ Aν
with u, x ∈ D(∂ν,0M0) such that
(∂ν,0M0 +M1)u+ v = f and (∂ν,0M0 +M1)x+ y = g.
By using Lemma 2.15 and the monotonicity of A we estimate
a∫
0
|u(t)− x(t)|2e−2νt dt ≤ c−1Re
a∫
0
〈(∂ν,0M0 +M1)(u(t)− x(t))|u(t)− x(t)〉e−2νt dt
≤ c−1Re
a∫
0
〈(∂ν,0M0 +M1)(u(t)− x(t)) + v(t)− y(t)|u(t)− x(t)〉e−2νt dt
= c−1Re
a∫
0
〈f(t)− g(t)|u(t)− x(t)〉e−2νt dt
and thus  a∫
0
|u(t)− v(t)|2e−2νt dt
 12 ≤ c−1
 a∫
0
|f(t)− g(t)|2e−2νt dt
 12 .
For f, g ∈ Hν,0⊗H with χ[0,a](m0)(f−g) = 0 we find approximating sequences (fn)n∈N, (gn)n∈N ∈
((∂ν,0M0 +M1 +Aν)[Hν,0 ⊗H])N with fn → f and gn → g in Hν,0 ⊗H as n → ∞. For un :=
(∂ν,0M0 +M1 +Aν)
−1(fn) and vn := (∂ν,0M0 +M1 +Aν)−1(gn) we define the limits
u := lim
n→∞
un and v := lim
n→∞
vn,
which implies
(u, f), (v, g) ∈ ∂ν,0M0 +M1 +Aν
and conclude, by using the inequality above and the continuity of the cut-off operator χ[0,a](m0)
in L2(R≥0)  a∫
0
|u(t)− v(t)|2e−2νt dt
 12 ≤ c−1
 a∫
0
|f(t)− g(t)|2e−2νt dt
 12 = 0.
This shows that u(t) = v(t) for almost every t ∈ [0, a]. Thus, the solution operator is indeed
causal.
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We summarize our observations of the previous and this section in the following theorem.
Theorem 2.17. Let A ⊆ H ⊕H be a maximal monotone relation with 0 ∈ [H]A and M0,M1 :
H → H be two bounded, linear operators. Moreover, let M0 be selfadjoint and the following
conditions should be satisfied : M0|M0[H] ≥ c0 > 0 and ReM1|[{0}]M0 ≥ c1 > 0. Then there exists
ν0 ∈ R>0 such that for all ν ≥ ν0 the relation (∂ν,0M0 +M1 +Aν)−1 is a Lipschitz-continuous,
causal mapping, which is defined on Hν,0 ⊗H.
In Theorem 2.17 we find a dependence of the solution operator on the parameter ν ≥ ν0. The
proceeding propositions will show the independence of the choice of ν ≥ ν0.
Lemma 2.18. Let ν, µ ∈ R>0 with µ ≥ ν and A ⊆ H ⊕H. Then the following statements hold:
(a) Hν,0 ↪→ Hµ,0,
(b) ∂ν,0 ⊆ ∂µ,0,
(c) Aν ⊆ Aµ.
Proof. (a) Let f ∈ Hν,0. We calculate
∞∫
0
|f(x)|2e−2µx dx =
∞∫
0
|f(x)|2e−2νxe−2(µ−ν)x dx
≤
∞∫
0
|f(x)|2e−2νx dx.
Thus, we obtain f ∈ Hµ,0 and the continuity of the embedding.
(b) Let u ∈ D(∂ν,0). This implies the existence of a sequence (φn)n∈N ∈ C∞c (R>0)N with
φn → u (n→∞) in Hν,0,
φ′n → ∂ν,0u (n→∞) in Hν,0.
By (a) these convergences imply the convergence in Hµ,0. Thus, u ∈ D(∂µ,0) with ∂µ,0u =
∂ν,0u.
(c) The inclusion follows easily by (a) and the definition of Aν .
Proposition 2.19. Let the assumptions of Theorem 2.17 hold and let f ∈ Hν,0⊗H for a ν ≥ ν0.
Then for all µ ≥ ν we obtain(
∂ν,0M0 +M1 +Aν
(Hν,0⊗H)2
)−1
(f) =
(
∂µ,0M0 +M1 +Aµ
(Hµ,0⊗H)2
)−1
(f).
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Proof. By Lemma 2.18 (b) and (c) we obtain
∂ν,0M0 +M1 +Aν ⊆ ∂µ,0M0 +M1 +Aµ.
Since by Lemma 2.18 (a) Hν,0 ⊗H ↪→ Hµ,0 ⊗H it follows, that
∂ν,0M0 +M1 +Aν
(Hν,0⊗H)2 ⊆ ∂µ,0M0 +M1 +Aµ
(Hµ,0⊗H)2
and this implies the assertion.
2.4. Perturbations and 0-analytic material laws
In this section we like to discuss the well-posedness of evolutionary inclusions of the form
(u, f) ∈ ∂ν,0M0 +M1 +Aν +B,
where M0,M1 and A are as in Section 2.2 and B ⊆ (Hν,0 ⊗H)2 is a c−maximal monotone
relation. As applications of such problems, we will study so called 0−analytic material laws,
which will be introduced later.
Proposition 2.20. Let M0,M1, A be as in Theorem 2.17. Moreover, let 0 < c < c̃ < c1 such
that Re(∂ν,0M0 + M1) ≥ c̃ for some ν ∈ R>0. For a bounded, c−maximal monotone relation
B ⊆ (Hν,0 ⊗H)2 and for f ∈ Hν,0 ⊗H there exists a unique u ∈ Hν,0 ⊗H such that
(u, f) ∈ ∂ν,0M0 +M1 +Aν +B.
Moreover, the solution mapping
(
∂ν,0M0 +M1 +Aν +B
)−1 is Lipschitz-continuous.
Proof. According to Theorem 2.17 the relation ∂ν,0M0 +M1 +Aν − c̃ is maximal monotone and
by Proposition 1.22 we conclude, that also
∂ν,0M0 +M1 +Aν − c̃+ (c+B).
is maximal monotone. Hence, according to Minty´s Theorem
(
∂ν,0M0 +M1 +Aν +B
)
[Hν,0 ⊗H] =
c̃− c︸ ︷︷ ︸
>0
+∂ν,0M0 +M1 +Aν − c̃+ (c+B)
 [Hν,0 ⊗H]
= Hν,0 ⊗H,
which yields the existence of a solution for every right-hand side f ∈ Hν,0 ⊗ H. Moreover,(
∂ν,0M0 +M1 +Aν +B
)−1 is a Lipschitz-continuous mapping due to the strict monotonicity of
∂ν,0M0 +M1 +Aν +B.
We specialize the situation of Proposition 2.20 by considering a Lipschitz-continuous mapping
B, which is a c−maximal monotone relation according to Example 1.8 for a suitable c ∈ R≥0.
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Corollary 2.21. Let M0,M1 and A as in Theorem 2.17. For 0 < c < c1 there exists ν0 ∈ R>0
such that for all ν ≥ ν0 the following statement holds: For a Lipschitz-continuous mapping
B : Hν,0 ⊗ H → Hν,0 ⊗ H with |B|Lip < c and f ∈ Hν,0 ⊗ H we find a uniquely determined
u ∈ Hν,0 ⊗H such that
(u, f) ∈ ∂ν,0M0 +M1 +Aν +B.
The solution operator is Lipschitz-continuous and if B is causal, then so is the solution operator.
Proof. For c < c̃ < c1 we choose ν0 ∈ R>0 according to Lemma 2.3 such that Re(∂ν,0M0 +M1) ≥
c̃ for each ν ≥ ν0. Since B is Lipschitz-continuous and |B|Lip < c, we conclude that B is
c−maximal monotone and bounded. Thus, the well-posedness follows from Proposition 2.20. To
show the causality, let f, g ∈ Hν,0 ⊗H and a ∈ R≥0 such that χ[0,a](m0)(f − g) = 0. We set
u :=
(
∂ν,0M0 +M1 +Aν +B
)−1
(f) and v :=
(
∂ν,0M0 +M1 +Aν +B
)−1
(g),
which is equivalent to
(u, f −Bu), (v, g −Bv) ∈ ∂ν,0M0 +M1 +Aν
or
u =
(
∂ν,0M0 +M1 +Aν
)−1
(f −Bu) and v =
(
∂ν,0M0 +M1 +Aν
)−1
(g −Bv).
Hence, u and v are fixed points of the mappings w 7→
(
∂ν,0M0 +M1 +Aν
)−1
(f −Bw) and
w 7→
(
∂ν,0M0 +M1 +Aν
)−1
(g−Bw) respectively. Since these mappings are Lipschitz-continuous
with a Lipschitz-constant less than 1, we obtain from the Contraction Mapping Theorem that
the sequences (un)n∈N, (vn)n∈N ∈ (Hν,0 ⊗H)N defined recursively by u0 := v0 := 0 and
un :=
(
∂ν,0M0 +M1 +Aν
)−1
(f−Bun−1) and vn :=
(
∂ν,0M0 +M1 +Aν
)−1
(g−Bvn−1) (n ∈ N)
converge to u and v respectively. Since clearly χ[0,a](m0)(u0 − v0) = 0 and B is causal, we
conclude that χ[0,a](m0)(Bu0 −Bv0) = 0 and hence
χ[0,a](m0)(f −Bu0 − (g −Bv0)) = χ[0,a](m0)(f − g) + χ[0,a](m0)(Bv0 −Bu0) = 0.
By Proposition 2.16 the mapping
(
∂ν,0M0 +M1 +Aν
)−1 is causal and hence χ[0,a](m0)(u1−v1) =
0. By induction we obtain χ[0,a](m0)(un−vn) = 0 for all n ∈ N and since χ[0,a](m0) ∈ L(Hν,0⊗H),
it follows that χ[0,a](m0)(u− v) = 0.
In applications the given material law is often of the form (cf. [43, 53])
M(∂−1ν,0) =
∞∑
k=0
∂−kν,0Mk
with Mk ∈ L(H) for k ∈ N0 and M0 selfadjoint with M0|M0[H] ≥ c0 > 0 and ReM1|[{0}]M0 ≥
c1 > 0. The convergence of the series is assumed to be absolute with respect to the operator
norm. This for instance holds if supk∈N0 ||Mk‖ < ∞ and ν ≥ 1. By comparison we see that we
have dealt with the case Mk = 0 for k ≥ 2 in the previous chapters. We now show that also
0-analytic material laws can be studied, by using classical perturbation results. At first we want
to give an equivalent formulation of absolute convergence of the series above.
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Lemma 2.22. Let (Mk)k∈N0 ∈ L(H)N0 and ν ∈ R>0. Then the series M(∂
−1
ν,0) =
∑∞
k=0 ∂
−k
ν,0Mk
converges absolutely if and only if
∞∑
k=0
1
νk
‖Mk‖ <∞.
In this case M(∂−1ν,0) is a continuous, linear operator.
Proof. Since ∂−kν,0Mk = ∂
−k
ν,0 ⊗Mk for all k ∈ N it follows, that
‖∂−kν,0Mk‖ = ‖∂
−k
ν,0‖‖Mk‖
for all k ∈ N according to Proposition A.13 and by Proposition 2.2 we obtain
∞∑
k=0
‖∂−kν,0Mk‖ =
∞∑
k=0
1
νk
‖Mk‖.
This shows the asserted equivalence. The fact, thatM(∂−1ν,0) is a bounded, linear operator, follows
from the statement that absolutely convergent series in a Banach space (here L(Hν,0 ⊗ H))
converge.
Lemma 2.23. Let (Mk)k∈N≥2 ∈ L(H)N≥2 and ν0 ∈ R≥1 such that
∑∞
k=3 ‖∂
−k
ν0,0
Mk‖ =: K <∞.
Then
∞∑
k=2
‖∂−k+2ν,0 Mk‖ ≤ ‖M2‖+K
for all ν ≥ ν30 .
Proof. Since ν ≥ ν30 it follows that for all k ∈ N
ν
k+2
k
0 ≤ ν
3
0 ≤ ν
and thus
νk+20 ≤ ν
k.
We estimate with Proposition 2.2
∞∑
k=2
‖∂−k+2ν,0 Mk‖ =
∞∑
k=2
1
νk−2
‖Mk‖
= ‖M2‖+
∞∑
k=3
1
νk−2
‖Mk‖
≤ ‖M2‖+
∞∑
k=3
1
νk0
‖Mk‖
≤ ‖M2‖+K.
This completes the proof.
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We use these two observations to prove the following proposition.
Proposition 2.24. Let (Mk)k∈N ∈ L(H)N with M0 selfadjoint, M0|M0[H] ≥ c0 > 0 and
ReM1|[{0}]M0 ≥ c1 > 0. Let A ⊆ H ⊕ H be maximal monotone with 0 ∈ [H]A. Moreover, let
ν0 ∈ R≥1 such that K :=
∑∞
k=3 ν
−k
0 ‖Mk‖ <∞. Then there exists ν1 ∈ R≥1 such that(
∂ν,0M(∂
−1
ν,0) +Aν
)−1
: Hν,0 ⊗H → Hν,0 ⊗H
is Lipschitz-continuous and causal for all ν > ν1, where M(∂−1ν,0) =
∑∞
k=0 ∂
−k
ν,0Mk.
Proof. According to Lemma 2.23 we obtain for all ν ≥ ν30
∞∑
k=2
‖∂−k+2ν,0 Mk‖ ≤ ‖M2‖+K
and thus we can define the operator B(∂−1ν,0) :=
∑∞
k=2 ∂
−k+2
ν,0 Mk ∈ L(Hν,0 ⊗ H) for all ν ≥ ν30 .
Hence,
∂ν,0M(∂
−1
ν,0) +Aν = ∂ν,0M0 +M1 + ∂
−1
ν,0B(∂
−1
ν,0) +Aν
with
‖∂−1ν,0B(∂
−1
ν,0)‖ ≤ ‖∂
−1
ν,0‖‖B(∂
−1
ν,0)‖ ≤
1
ν
(‖M2‖+K).
According to Lemma 2.3 we find for 0 < c < c1 a constant ν∗ ∈ R>0 such that
Re(∂ν,0M0 +M1) ≥ c
for all ν ≥ ν∗. We define ν1 := max{ν∗, ν30 ,
‖M2‖+K
c } and obtain for all ν > ν1
‖∂−1ν,0B(∂
−1
ν,0)‖ < c and Re(∂ν,0M0 +M1) ≥ c.
Thus, it follows by Corollary 2.21 that(
∂ν,0M(∂
−1
ν,0) +Aν
)−1
: Hν,0 ⊗H → Hν,0 ⊗H
is Lipschitz-continuous. Now consider the causality. According to Corollary 2.21 it suffices to
prove the causality of ∂−1ν,0B(∂
−1
ν,0). By Lemma 2.13 b) this follows, if ∂
−1
ν,0 and B(∂
−1
ν,0) are causal.
The causality of ∂−1ν,0 follows from Lemma 2.15 (for M0 = 1 and M1 = 0). Then again by Lemma
2.13 b) we know, that ∂−kν,0 is causal for all k ∈ N. Thus, ∂
−k+2
ν,0 Mk = ∂
−k+2
ν,0 ⊗Mk is causal for
every k ∈ N≥2 and hence, by Lemma 2.13 a)
∑n
k=2 ∂
−k+2
ν,0 Mk is causal for all n ∈ N≥2. Since∑n
k=2 ∂
−k+2
ν,0 Mk → B(∂
−1
ν,0) for n → ∞ uniformly, the causality of B(∂
−1
ν,0) follows from Lemma
2.13 c).
2.5. Initial value problems 61
2.5. Initial value problems
In the previous sections we did not mention any initial condition on our solution. However, the
definition of our derivative operator ∂ν,0 implies the initial condition Pu(0+) = 0. We now want
to consider problems of the following type
(u, f) ∈ ∂νM0 +M1 +Aν
Pu(0+) = u0
where P,Aν ,M0 and M1 are as before and ∂ν is the so-called weak derivative in time. We like to
introduce this operator ∂ν and want to discuss how the initial condition Pu(0+) = u0 should be
understood. Again we want to discuss the questions about existence, uniqueness and continuous
dependence of solutions. We may assume that the reader is familiar with the Fourier-transform
and refer to [20, p. 187 ff] for the definition and some basic properties.
Definition 2.25. Let ν ∈ R>0. We define the weak derivative
∂ν := −(∂ν,0)∗ + 2ν.
Remark 2.26. By the definition of ∂ν,0 it follows that ∂ν = −
( ◦
∂ν
)∗
− ν + 2ν = −
( ◦
∂ν
)∗
+ ν and
by definition of
◦
∂ν we obtain
−
( ◦
∂ν
)∗
= −eνm
( ◦
∂
)∗
e−νm = eνm∂e−νm
where ∂ = −
( ◦
∂
)∗
is the classical weak derivative on L2(R≥0) (see [20, Section 5.2]). Summa-
rizing we get
∂ν = e
νm∂e−νm + ν
and since
◦
∂ is skew-symmetric, it follows that
∂ν,0 ⊆ ∂ν .
Moreover, since C∞(R≥0)∩D(∂) is a core of ∂ (by the famous H = W−Theorem, see [36]) and
since e−νm, eνm are bijections on C∞(R≥0) we observe that C∞(R≥0)∩D(∂ν) is a core of ∂ν and
we obtain for u ∈ C∞(R≥0) ∩D(∂ν):
∂νu = (e
νm∂e−νm + ν)u = u′.
Henceforth, we identify ∂ν with its extension ∂ν ⊗ 1H on the space Hν,0 ⊗H. At first we want
to prove a version of the Sobolev Embedding Theorem. For this we need to define a particular
space of continuous functions.
Definition 2.27. Let ν ∈ R>0. We define
Cν(R≥0;H) := {f : R≥0 → H | f is continuous, |f |ν,∞ <∞},
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where
|f |ν,∞ := sup
t∈R≥0
|f(t)e−νt|.
One can show, that this space is a Banach space with respect to the norm |.|ν,∞, which is called
the Morgenstern-Norm (see [38]). Moreover, we define the subspace
Cν,0(R≥0;H) := {f ∈ Cν(R≥0;H) | lim
t→∞
e−νtf(t) = 0}.
It is easy to verify that this subspace is closed and thus a Banach space as well.
Lemma 2.28. Let ψ, ∂ψ ∈ L2(R;H). Then ψ̂ ∈ L1(R;H), where ψ̂ denotes the Fourier-
transform of ψ with
|ψ̂|L1(R;H) ≤
√
π(|ψ|L2(R;H) + |∂ψ|L2(R;H)).
Proof. By the definition of the Fourier-transform we get
∂̂ψ(ξ) = (iξ)ψ̂(ξ) (ξ ∈ R a.e.).
We estimate ∫
R
|ψ̂(ξ)| dξ =
∫
R
|ψ̂(ξ)(1 + iξ)||(1 + iξ)−1| dξ
≤
∫
R
|ψ̂(ξ)(1 + iξ)|2 dξ
 12 ∫
R
1
|1 + iξ|2
dξ
 12
≤ (|ψ̂|L2(R;H) + |∂̂ψ|L2(R;H))
√
π,
which shows the assertion, since the Fourier-transform is an isometry on L2(R;H) (cf. [20,
Theorem 1, p.187] ).
With this knowledge we are able to state the one-dimensional Sobolev Embedding Theorem in
the Hilbert space case, sometimes also called Morrey´s inequality. For the general Banach space
situation we refer to [20, p. 266]. However, since we deal with weighted L2− spaces, we have to
use the space Cν,0, defined in Definition 2.27 (see [44]).
Proposition 2.29 (Sobolev Embedding Theorem). Let ν ∈ R>0. Then
D(∂ν) ↪→ Cν,0(R≥0;H),
where D(∂ν) is equipped with the graph norm of ∂ν .
Proof. Let ψ ∈ C∞(R≥0;H) ∩ D(∂ν). Then ϕ := e−νmψ ∈ C∞(R≥0;H) ∩ D(∂). We extend ϕ
symmetrically by
ϕ̃(x) :=
{
ϕ(x) if x ∈ R≥0,
ϕ(−x) if x ∈ R<0.
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It is not hard to see, that ϕ̃ ∈ C(R;H) ∩ L2(R;H) and ϕ̃ is weakly differentiable with
∂ϕ̃(x) =
{
ϕ′(x) if x ∈ R>0,
−ϕ′(−x) if x ∈ R<0
and thus ∂ϕ̃ ∈ L2(R;H). According to Lemma 2.28 we get ˆ̃ϕ ∈ L1(R;H) and thus, by the Lemma
of Riemann-Lebesgue (see [2, Theorem 9.9]), lim|x|→∞ ϕ̃(x) = 0 and hence limx→∞ e−νxψ(x) =
limx→∞ ϕ(x) = 0. Let now x ∈ R. We estimate by using the inequality in Lemma 2.28 and the
formula for the inverse Fourier transform
|ϕ̃(x)| = 1√
2π
∣∣∣∣∣∣
∫
R
ˆ̃ϕ(y)eixy dy
∣∣∣∣∣∣
≤ 1√
2π
| ˆ̃ϕ|L1(R;H)
≤ 1√
2
(|ϕ̃|L2(R;H) + |∂ϕ̃|L2(R;H))
= |ϕ|L2(R≥0;H) + |ϕ
′|L2(R≥0;H)
and thus
|ϕ|∞ ≤ |ϕ|L2(R≥0;H) + |ϕ
′|L2(R≥0;H).
By the definition of ϕ, it follows that
|ψ|ν,∞ ≤ |ψ|Hν,0⊗H + |ψ′ − νψ|Hν,0⊗H ≤ (1 + ν)(|ψ|Hν,0⊗H + |ψ′|Hν,0⊗H)
and hence
|ψ|ν,∞ ≤
√
2(1 + ν)
√
|ψ|2Hν,0⊗H + |ψ
′|2Hν,0⊗H .
This proves the continuity of the mapping
C∞(R≥0;H) ∩D(∂ν) ⊆ D(∂ν) → Cν,0(R≥0;H)
ψ 7→ ψ
and since C∞(R≥0;H) ∩D(∂ν) is dense in D(∂ν), we get the desired embedding.
Remark 2.30. Proposition 2.29 states that each function u ∈ D(∂ν) has a representer in Cν,0(R≥0;H).
From now on we like to identify the function u with its continuous representer.
Proposition 2.31. Let ν ∈ R>0 and u ∈ D(∂ν). Then u(0) = 0 if and only if u ∈ D(∂ν,0).
Proof. Assume first that u ∈ D(∂ν,0). Then we can choose a sequence (φn)n∈N ∈ C∞c (R>0;H)
with φn → u and φ′n → ∂ν,0u = ∂νu in Hν,0⊗H as n→∞. Thus, by Proposition 2.29 it follows
that φn(0) → u(0) in H as n → ∞. Since φn is supported by a compact set in R>0 for each
n ∈ N, we conclude that u(0) = 0.
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Let us now assume that u ∈ D(∂ν) with u(0) = 0. Thus, there exists a sequence
(un)n∈N ∈ (C∞(R≥0;H) ∩D(∂ν))N such that un → u in D(∂ν) as n→∞. For
ψ ∈ C∞(R≥0;H) ∩D(∂ν) we obtain
〈un|ψ′〉Hν,0⊗H =
∫
R≥0
〈un(t)|ψ′(t)〉e−2νt dt
=
∫
R≥0
∂(s 7→ 〈un(s)|ψ(s)〉)(t)e−2νt dt−
∫
R≥0
〈u′n(t)|ψ(t)〉e−2νt dt
= 2ν
∫
R≥0
〈un(t)|ψ(t)〉e−2νt dt+ lim
s→∞
〈un(s)|ψ(s)〉e−2νs − 〈un(0)|ψ(0)〉
−
∫
R≥0
〈u′n(t)|ψ(t)〉e−2νt dt
= 〈−u′n + 2νun|ψ〉Hν,0⊗H + lims→∞〈un(s)|ψ(s)〉e
−2νs − 〈un(0)|ψ(0)〉.
Since by Proposition 2.29 un, ψ ∈ Cν,0(R≥0;H), it follows that
|〈un(s)|ψ(s)〉e−2νs| ≤ |un(s)|e−νs|ψ(s)|e−νs → 0 (s→∞).
Therefore
〈un|ψ′〉Hν,0⊗H = 〈−u′n + 2νun|ψ〉Hν,0⊗H − 〈un(0)|ψ(0)〉
for every n ∈ N. Passing to the limit n → ∞ leads to (keep in mind, that also un → u in
Cν,0(R≥0;H) by Proposition 2.29)
〈u|ψ′〉Hν,0⊗H = 〈−∂νu+ 2νu|ψ〉Hν,0⊗H .
Since C∞(R≥0;H) ∩D(∂ν) is a core of ∂ν we conclude, that u ∈ D(∂∗ν) with
∂∗νu = −∂νu+ 2νu.
By definition of ∂ν we see that
∂∗ν = −∂ν,0 + 2ν
and thus u ∈ D(∂ν,0).
Remark 2.32. Proposition 2.31 shows that the initial condition u(0) = 0 can be formulated by
u ∈ D(∂ν,0). Thus, we have implicitly assumed an initial condition u(0) = 0 in the Sections 2.2
up to 2.4.
Lemma 2.33. Let v ∈ D(∂ν,0) and u0 ∈ H. Then u := v + u0 ∈ D(∂ν) with u(0) = u0 and
∂νu = ∂ν,0v.
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Proof. First we prove, that h : t 7→ u0 is a function in D(∂ν). For every φ ∈ C∞c (R>0;H) we
calculate
〈h|φ′〉Hν,0⊗H =
∫
R≥0
〈u0|φ′(t)〉e−2νt dt
=
∫
R≥0
∂(s 7→ 〈u0|φ(s)〉)(t)e−2νt dt
=
∫
R≥0
2ν〈u0|φ(t)〉e−2νt dt
= 〈2νh|φ〉Hν,0⊗H .
Thus, h ∈ D(∂∗ν,0) with ∂∗ν,0h = 2νh and therefore h ∈ D(∂ν) with ∂νh = −(∂ν,0)∗h + 2νh = 0.
Thus, u = v + h ∈ D(∂ν) with ∂νu = ∂ν,0v and u(0) = v(0) + u0 = u0 by Proposition 2.31.
We now want to study problems of the form
(u, f) ∈ ∂νM0 +M1 +Aν (2.7)
Pu(0) = u0 ∈ H.
Remark 2.34. Let u be a solution of (2.7). Then by Proposition 2.31 it follows that Pu − u0 ∈
D(∂ν,0) with ∂ν,0(Pu− u0) = ∂νPu and hence
∂ν,0M0(u− u0) +M1u = ∂νM0u+M1u
which implies
(u, f) ∈ ∂ν,0M0(· − u0) +M1 +Aν . (2.8)
If on the other hand u is a solution of (2.8), we derive that Pu − u0 ∈ D(∂ν,0) and thus,
Pu ∈ D(∂ν) with
∂νM0u+M1u = ∂ν,0M0(u− u0) +M1u
and Pu(0) = u0 according to Lemma 2.33. Thus, u satisfies the inclusion (2.7).
This remark yields that we can replace the problem of finding u ∈ Hν,0 ⊗H satisfying (2.7), by
searching for u ∈ Hν,0 ⊗H with
(u, f) ∈ ∂ν,0M0(· − u0) +M1 +Aν .
The central proposition in this chapter shows that for every solution of the initial value problem,
we can find a corresponding solution of an evolutionary inclusion with initial condition 0.
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Proposition 2.35. Let ν ∈ R>0 and A ⊆ (Hν,0 ⊗H)2. For a given function f ∈ Hν,0 ⊗H and
an initial state u0 ∈ H the following statements are equivalent
(i) (u, f) ∈ ∂ν,0M0(· − u0) +M1 +A,
(ii) (u − u0, f −M1u0) ∈ ∂ν,0M0 +M1 +B, where B := [A] − (u0, 0) := {(x, y) ∈ (Hν,0 ⊗
H)2 | (x+ u0, y) ∈ A}.
Proof. (i) ⇒ (ii): If (u, f) ∈ ∂ν,0M0(· − u0) +M1 +A there exists a sequence ((un, fn))n∈N ∈
(∂ν,0M0(· − u0) + M1 + A)N such that un → u and fn → f in Hν,0 ⊗ H as n → ∞. Thus, for
every n ∈ N we obtain
(un, fn − ∂ν,0M0(un − u0)−M1un) ∈ A
and hence, by the definition of B
(un − u0, fn −M1u0 − ∂ν,0M0(un − u0)−M1(un − u0)) ∈ B,
which turns equivalently into
(un − u0, fn −M1u0) ∈ ∂ν,0M0 +M1 +B.
Sending now n→∞ shows:
(u− u0, f −M1u0) ∈ ∂ν,0M0 +M1 +B.
(ii)⇒(i): This follows, by arguing exactly as above.
With this proposition we simply can answer the questions about existence, uniqueness and con-
tinuous dependence of a solution on the given data f . First we consider the uniqueness and
continuous dependence of the solution for a fixed initial value.
Proposition 2.36. Let 0 < c < c1 and ν ∈ R>0 such that Re(∂ν,0M0 + M1) ≥ c and B ⊆
(Hν,0 ⊗H)2 be monotone. Moreover, let u, v, f, g ∈ Hν,0 ⊗H,u0 ∈ H are such that
(u, f), (v, g) ∈ ∂ν,0M0(· − u0) +M1 +B.
Then
|u− v|Hν,0⊗H ≤ c−1|f − g|Hν,0⊗H .
Proof. From Proposition 2.35 we know, that for C := [B]− (u0, 0) we have
(u− u0, f −M1u0), (v − u0, g −M1u0) ∈ ∂ν,0M0 +M1 + C.
By Proposition 2.4 we obtain
|u−v|Hν,0⊗H = |(u−u0)−(v−u0)|Hν,0⊗H ≤ c−1|(f−M1u0)−(g−M1u0)|Hν,0⊗H = c−1|f−g|Hν,0⊗H ,
which is the asserted inequality.
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For proving the existence of a solution, we need the following Lemma.
Lemma 2.37. Let A ⊆ H ⊕H be maximal monotone and u0 ∈ H. Then B := [A] − (u0, 0) is
maximal monotone. Moreover, for ν ∈ R>0 :
Bν = [Aν ]− (u0, 0).
Proof. Let (u, v), (x, y) ∈ B. Then by definition it follows, that (u + u0, v), (x + u0, y) ∈ A and
thus
Re〈u− x|v − y〉 = Re〈(u+ u0)− (x+ u0)|v − y〉 ≥ 0.
This shows the monotonicity of B. Let now (x, y) ∈ H ⊕H such that
∀(u, v) ∈ B : Re〈x− u|y − v〉 ≥ 0.
This is equivalent to
∀(u, v) ∈ A : Re〈x− (u− u0)|y − v〉 ≥ 0.
Since A is maximal monotone, it follows that (x+u0, y) ∈ A, which shows (x, y) ∈ B. Therefore B
is also maximal monotone. Let now ν ∈ R>0 and (x, y) ∈ Bν . This implies, that (x(t), y(t)) ∈ B
and hence, (x(t) + u0, y(t)) ∈ A for almost every t ∈ R≥0. Since x + u0 ∈ Hν,0 ⊗ H, we
conclude (x+ u0, y) ∈ Aν , which gives (x, y) ∈ [Aν ]− (u0, 0). Summarizing we have shown that
Bν ⊆ [Aν ]− (u0, 0) but we already know that Bν is maximal monotone and since [Aν ]− (u0, 0)
is monotone, we conclude
Bν = [Aν ]− (u0, 0).
This completes the proof.
Now, we want to answer the question about the existence of a solution of (2.7) .
Proposition 2.38. Let 0 < c < c1 and ν1 ∈ R>0 such that ∂ν,0M0+M1−c is maximal monotone
for every ν ≥ ν1 and let A ⊆ H ⊕H be maximal monotone. Moreover, let ν ≥ ν1, f ∈ Hν,0 ⊗H
and u0 ∈ [H]A. Then there exists u ∈ Hν,0 ⊗H such that
(u, f) ∈ ∂ν,0M0(· − u0) +M1 +Aν .
Proof. Let B := [A] − (u0, 0). This relation is maximal monotone by Lemma 2.37 and since
u0 ∈ [H]A it follows that 0 ∈ [H]B. Thus, according to Corollary 2.10 we find an element
v ∈ Hν,0 ⊗H such that
(v, f −M1u0) ∈ ∂ν,0M0 +M1 +Bν .
For u := v + u0 ∈ Hν,0 ⊗H we get by Proposition 2.35
(u, f) ∈ ∂ν,0M0(· − u0) +M1 +Aν .
This completes the proof.
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Summarizing, we have shown that we find an unique solution for our initial value problem for
a initial state u0 ∈ [H]A. Moreover, this solution depends continuously on the right-hand side
f. Also the independence of the solution on the choice of ν is clear, by using the Proposition
2.19. The next question we want to consider, is the question about causality. We will see that
causality of our initial value problem follows simply from what we have found out in Section 2.3.
Proposition 2.39. Let ν1 ∈ R>0,M0,M1 and A as in Proposition 2.38. Then for u0 ∈ [H]A
the mapping
(
∂ν,0M0(· − u0) +M1 +Aν
)−1
is causal for all ν ≥ ν1.
Proof. Let f, g ∈ Hν,0 ⊗H such that χ[0,a](m0)(f − g) = 0 for an a ∈ R≥0. Then
χ[0,a](m0)(f −M1u0 − (g −M1u0)) = χ[0,a](m0)(f − g) = 0.
Let u, v be the solutions of the initial value problem for the right-hand sides f and g respectively.
Then by Proposition 2.35 we know that
(u− u0, f −M1u0), (v − u0, g −M1u0) ∈ ∂ν,0M0 +M1 +Bν ,
where B := [A] − (u0, 0). Since the mapping (∂ν,0M0 +M1 +Bν)−1 is causal, according to
Proposition 2.16, we conclude
χ[0,a](m0)(u− v) = χ[0,a](m0)(u− u0 − (v − u0)) = 0
and thus, we obtain the asserted causality.
By looking at Proposition 2.36 we have already proved the continuous dependence of the solution
on the given right-hand side, if we assume a fixed initial condition u0 ∈ H. The next proposition
provides a continuous dependence result on the initial condition in a suitable norm, assuming
that u0 ∈ [H]A∗, where A∗ is the so-called adjoint relation (see [44]), which is defined as follows.
Definition 2.40. Let H0, H1 be two Hilbert spaces and C ⊆ H0⊕H1. Then the adjoint relation
C∗ ⊆ H1 ⊕H0 is defined by
C∗ = (−(C−1))⊥,
where −C := {(x, y) ∈ H0 ⊕H1 | (x,−y) ∈ C} and the orthogonal complement should be taken
in H1 ⊕H0. Obviously this relation is linear and closed.
Lemma 2.41. Let H0, H1 be two Hilbert spaces and C ⊆ H0⊕H1. Then (x, y) ∈ C∗ if and only
if 〈u|y〉H0 = 〈v|x〉H1 for all (u, v) ∈ C.
Proof. We obtain
(x, y) ∈ C∗ ⇐⇒ ∀(u, v) ∈ −(C−1) : 〈(x, y)|(u, v)〉H1⊕H0 = 0
⇐⇒ ∀(u, v) ∈ C−1 : 〈(x, y)|(u,−v)〉H1⊕H0 = 0
⇐⇒ ∀(u, v) ∈ C : 〈(x, y)|(−v, u)〉H1⊕H0 = 0
⇐⇒ ∀(u, v) ∈ C : 〈u|y〉H0 = 〈v|x〉H1 ,
which yields the assertion.
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Lemma 2.42. Let H0, H1 be Hilbert spaces, C ⊆ H0 ⊕H1 and ν ∈ R>0. Then (C∗)ν ⊆ (Cν)∗.
Proof. Let (u, v) ∈ (C∗)ν and (x, y) ∈ Cν . Then we compute, using Lemma 2.41,
〈u|y〉Hν,0⊗H1 =
∫
R≥0
〈u(t)|y(t)〉H1e−2νt dt
=
∫
R≥0
〈v(t)|x(t)〉H0e−2νt dt
= 〈v|x〉Hν,0⊗H0 .
Since this holds for every (x, y) ∈ Cν , we conclude again by Lemma 2.41 (u, v) ∈ (Cν)∗.
Now we want to consider the pre-set of a linear relation and define a norm, which is a general-
ization of the graph norm in the operator case.
Lemma 2.43. Let H0, H1 be two Hilbert spaces and C ⊆ H0 ⊕H1 be linear. Then [H1]C is a
linear subspace and
|.|C : [H1]C → R≥0
u 7→ inf
v∈C[{u}]
√
|u|2H0 + |v|
2
H1
defines a norm on [H1]C.
Proof. The linearity of [H1]C is clear, since C is a linear relation. We now show the properties
of a norm for our functional |.|C : Let u, x ∈ [H1]C and λ ∈ C. Then
|λu|C = inf
v∈C[{λu}]
√
|λu|2H0 + |v|
2
H1
= inf
v∈C[{u}]
√
|λu|2H0 + |λv|
2
H1
= |λ| inf
v∈C[{u}]
√
|u|2H0 + |v|
2
H1
= |λ||u|C .
Moreover, we estimate for y ∈ C[{x}] :
|u+ x|C = inf
v∈C[{u+x}]
√
|u+ x|2H0 + |v|
2
H1
= inf
v∈C[{u+x}]
√
|u+ x|2H0 + |(v − y) + y|
2
H1
= inf
v−y∈C[{u}]
√
|u+ x|2H0 + |(v − y) + y|
2
H1
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≤ inf
v−y∈C[{u}]
(√
|u|2H0 + |v − y|
2
H1
+
√
|x|2H0 + |y|
2
H1
)
= |u|C +
√
|x|2H0 + |y|
2
H1
.
Since y ∈ C[{x}] was arbitrary, we conclude
|u+ x|C ≤ |u|C + |x|C .
Let us assume that |u|C = 0. Then we get, since |u|H0 ≤ |u|C that u = 0. This shows that |.|C is
indeed a norm on [H1]C.
With this knowledge, we are able to prove a result about the continuous dependence of solutions
on their initial values.
Proposition 2.44. Let 0 < c < c1 and ν0 ∈ R>0 such that Re(∂ν,0M0 +M1) ≥ c for all ν ≥ ν0.
Moreover, let A ⊆ H ⊕H be monotone and u, v, f, g ∈ Hν,0 ⊗H,u0, v0 ∈ [H]A∗ such that
(u, f) ∈ ∂ν,0M0(· − u0) +M1 +Aν and (v, g) ∈ ∂ν,0M0(· − v0) +M1 +Aν .
Then there exists a constant C ∈ R>0 such that:
|u− v|Hν,0⊗H ≤ C(|f − g|Hν,0⊗H + |u0 − v0|A∗).
Proof. We find x, y ∈ Hν,0 ⊗H such that (u, x), (v, y) ∈ Aν and
∂ν,0M0(u− u0) +M1u+ x = f and ∂ν,0M0(v − v0) +M1v + y = g.
Let u∗0, v∗0 ∈ H such that (u0, u∗0), (v0, v∗0) ∈ A∗. We estimate, using the monotonicity of Aν ,
Lemma 2.41 and Lemma 2.42:
Re〈f − g|(u− u0)− (v − v0)〉Hν,0⊗H = Re〈∂ν,0M0(u− u0) +M1u+ x− (∂ν,0M0(v − v0)
+M1v + y)|(u− u0)− (v − v0)〉Hν,0⊗H
= Re〈(∂ν,0M0 +M1)((u− u0)− (v − v0))
+M1(u0 − v0) + x− y|(u− u0)− (v − v0)〉Hν,0⊗H
≥ c|(u− u0)− (v − v0)|2Hν,0⊗H
+Re〈M1(u0 − v0)|(u− u0)− (v − v0)〉Hν,0⊗H
+Re〈x− y|v0 − u0〉Hν,0⊗H
≥ c|(u− u0)− (v − v0)|2Hν,0⊗H
−‖M1‖|u0 − v0|Hν,0⊗H |(u− u0)− (v − v0)|Hν,0⊗H
+Re〈u− v|v∗0 − u∗0〉Hν,0⊗H
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≥ c|(u− u0)− (v − v0)|2Hν,0⊗H
−‖M1‖|u0 − v0|Hν,0⊗H |(u− u0)− (v − v0)|Hν,0⊗H
−(|(u− u0)− (v − v0)|Hν,0⊗H + |u0 − v0|Hν,0⊗H)
·|v∗0 − u∗0|Hν,0⊗H .
Hence, we obtain by applying the Cauchy-Schwarz-Inequality on the left-hand side:
c|(u− u0)− (v − v0)|2Hν,0⊗H ≤ |f − g|Hν,0⊗H |(u− u0)− (v − v0)|Hν,0⊗H
+‖M1‖|u0 − v0|Hν,0⊗H |(u− u0)− (v − v0)|Hν,0⊗H
+|(u− u0)− (v − v0)|Hν,0⊗H |v∗0 − u∗0|Hν,0⊗H
+|u0 − v0|Hν,0⊗H |v∗0 − u∗0|Hν,0⊗H .
By using ab ≤ 12εa
2 + ε2b
2 for all ε > 0, a, b ≥ 0 and |x|Hν,0⊗H =
√
1
2ν |x| for x ∈ H, we find a
constant C > 0 (just depending on c, ‖M1‖, ν) such that
|(u− u0)− (v − v0)|Hν,0⊗H ≤ C
(
|f − g|Hν,0⊗H +
√
|u0 − v0|2 + |u∗0 − v∗0|2
)
.
A simply application of the triangle inequality leads to
|u− v|Hν,0⊗H ≤ (C + 1)
(
|f − g|Hν,0⊗H +
√
|u0 − v0|2 + |u∗0 − v∗0|2
)
.
Since this inequality holds for every u∗0 ∈ A∗[{u0}], v∗0 ∈ A∗[{v0}] we get the desired estimate.
If A is a skew-selfadjoint operator, then the continuous dependence result shows an estimate in
terms of the graph norm of A of the initial states. Since in general [H]A is not a linear set, we
have to consider the adjoint relation to get an analogous result in terms of the “graph norm” of
A∗. We like to summarize our results in the following theorem.
Theorem 2.45. Let 0 < c < c1 and ν1 ∈ R>0 such that ∂ν,0M0 +M1 − c is maximal monotone
for every ν ≥ ν1 and let A ⊆ H ⊕H be maximal monotone. Moreover, let ν ≥ ν1, f ∈ Hν,0 ⊗H
and u0 ∈ [H]A ∩ [H]A∗. Then there exists a unique u ∈ Hν,0 ⊗H such that
(u, f) ∈ ∂ν,0M0(· − u0) +M1 +Aν .
Moreover, u depends continuously on the given data f and u0. Furthermore the mapping(
∂ν,0M0(· − u0) +M1 +Aν
)−1
is causal in Hν,0 ⊗H.
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In this last section we want to introduce a solution-theory, where the time variable is no longer
restricted to the positive real axis. We like to generalize the situation of Section 2.2 up to 2.5
by assuming a more general structure of our material law. Here we follow the ideas of [43] and
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define material laws as mapping, which are relation-valued (instead of operator-valued, as in
[43]), in fact, taking values in the set of uniformly bounded relations, introduced in Section 1.4.
For doing so, we need the concept of the so-called Fourier-Laplace transform ([45, 44]). We begin
to define the Hilbert space setting and the derivative analogously to Section 2.1.
Definition 2.46. As in Section 2.1 we define for ν ∈ R>0 the measure µν on the Borel-σ-algebra
B(R) by
µν(A) :=
∫
A
e−2νt dt (A ∈ B(R))
and set Hν := L2(R, µν). Again we find a unitary mapping between L2(R) and Hν given by
eνm : L2(R) → Hν
f 7→ (x 7→ eνxf(x))
and denote its inverse by e−νm. It is well known that the operator
∂|C∞c (R) : C
∞
c (R) ⊆ L2(R) → L2(R),
φ 7→ φ′
can be extended to a skew-selfadjoint operator on L2(R), which we denote by ∂ (see [56, p.198
Example 3],[44, 43]). With a slight abuse of notation, we define the derivative ∂ν on Hν by
∂ν = e
−νm∂eνm + ν,
which becomes, due to the skew-selfadjointness of ∂, a continuously invertible operator with
‖∂−1ν ‖ ≤ ν−1 (see [43, 44, 53]).
Using the advantage of working on the whole real line, we can state a spectral representation of
∂ν using the Fourier-Laplace transform, which is defined as follows.
Definition 2.47. As in Section 2.5 we denote the Fourier-transform on L2(R) by F . This
mapping is known to be unitary (cf. [47], Theorem 9.13). To involve our weighted Hilbert space
Hν for ν ∈ R>0 we define the Fourier-Laplace transform Lν := Fe−νm. Since e−νm is unitary,
we conclude that Lν is unitary as well.
Remark 2.48. It is known that for u ∈ D(∂) we have (c.f. [20])
F(∂u) = (t 7→ it(Fu)(t)).
Since ∂ν = eνm∂e−νm + ν we conclude that for u ∈ D(∂ν)
Lν(∂νu)(t) = Lν(eνm∂e−νmu)(t) + Lν(νu)(t)
= F(∂e−νmu)(t) + ν(Lνu)(t)
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= (it)F(e−νmu)(t) + ν(Lνu)(t)
= (it+ ν)(Lνu)(t) (t ∈ R a.e.)
and hence
∂ν = L∗ν(im+ ν)Lν ,
where m is defined as
m : D(m) ⊆ L2(R) → L2(R)
f 7→ (t 7→ tf(t))
with D(m) := {f ∈ L2(R) | (t 7→ tf(t)) ∈ L2(R)}. Via this spectral representation of the
derivative operator ∂ν we define so-called generalized material laws. Like above, we identify the
operator Lν with its extension on the tensorproduct space Hν ⊗H via Lν ⊗ 1H .
Definition 2.49. Let r > 0 and H a Hilbert space. We define
M : BC(r, r) → Bu(H)
z 7→ M(z)
as a continuous mapping into the set of uniformly bounded relations on the space H. We assume
the following conditions
C := sup
z∈BC(r,r)
c(M(z)) <∞
and
∃c ∈ R>0∀z ∈ BC(r, r) : z−1M(z)− c is maximal monotone.
We call such a mapping M a generalized c−material law (the notion of c−material laws was
introduced in [53]). We like to define the relation M( 1im+ν ) for ν >
1
2r by
(u, v) ∈M
(
1
im+ ν
)
⊆ (L2(R)⊗H)2 : ⇔ (u(t), v(t)) ∈M
(
1
it+ ν
)
(t ∈ R a.e.)
and
M(∂−1ν ) := L∗νM
(
1
im+ ν
)
Lν ⊆ (Hν ⊗H)2.
Lemma 2.50. Let r, c > 0, M : BC(r, r) → Bu(H) a generalized c−material law and ν > 12r .
Then M(∂−1ν ) is bounded.
Proof. Let d ∈ R>0 and v ∈ M(∂−1ν )[B(0, d)]. Then we find u ∈ B(0, d) such that (u, v) ∈
M(∂−1ν ), which yields
((Lνu)(t), (Lνv)(t)) ∈M
(
1
it+ ν
)
(t ∈ R a.e.).
We estimate
|v|2Hν⊗H = |Lνv|
2
L2(R)⊗H
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=
∫
R
|(Lνv)(t)|2 dt
≤
∫
R
C2|(Lνu)(t)|2 dt
= C2|u|2Hν⊗H
< C2d2,
where C := supz∈BC(r,r) c(M(z)). This shows M(∂
−1
ν )[B(0, d)] ⊆ B(0, Cd).
Proposition 2.51. Let r, c > 0 and M : BC(r, r)→ Bu(H) a generalized c−material law. Then
(im+ ν)M
(
1
im+ν
)
is c−monotone for every ν > 12r .
Proof. Let (u, v), (x, y) ∈ (im+ ν)M
(
1
im+ν
)
. We compute
Re〈u− x|v − y〉L2(R)⊗H =
∫
R
Re〈u(t)− x(t)|v(t)− y(t)〉H dt
≥ c
∫
R
|u(t)− x(t)|2H dt
= c|u− x|2L2(R)⊗H .
Lemma 2.52. Let d ∈ R>0. The mapping
I : {A ∈ Bu(H) |A− d is maximal monotone} ⊆ Bu(H) → Bu(H)
A 7→ A−1
is Lipschitz-continuous.
Proof. Let x ∈ H \ {0} and A,B ∈ Bu(H) with A− d,B − d maximal monotone. We conclude
that B−1, A−1 are Lipschitz-continuous mappings, defined on the whole space H with Lipschitz-
constant less than or equal to 1d . By the monotonicity of A− d we obtain
∀y ∈ A[{B−1(x)}] : d|A−1(x)−B−1(x)|2 ≤ Re〈x− y |A−1(x)−B−1(x)〉
and hence, by applying the Cauchy-Schwarz-Inequality
∀y ∈ A[{B−1(x)}] : |A−1(x)−B−1(x)| ≤ d−1|x− y|.
The latter yields
|A−1(x)−B−1(x)| ≤ d−1dist(x,A[{B−1(x)}])
and since (B−1(x), x) ∈ B we conclude
|A−1(x)−B−1(x)| ≤ d−1H(B[{B−1(x)}], A[{B−1(x)}]).
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Moreover, B−1(x) 6= 0, because if B−1(x) = 0, then (0, x) ∈ B and since B ∈ Bu(H) we conclude
that x = 0. By the monotonicity of B − d and the fact that (0, 0) ∈ B it follows
|B−1(x)| = |B−1(x)−B−1(0)| ≤ 1
d
|x|.
Hence, we conclude
1
|x|
|A−1(x)−B−1(x)| ≤ 1
d
1
|x|
H(B[{B−1(x)}], A[{B−1(x)}])
≤ 1
d2
1
|B−1(x)|
H(B[{B−1(x)}], A[{B−1(x)}])
≤ 1
d2
d(A,B),
which leads to
d(A−1, B−1) ≤ 1
d2
d(A,B).
Proposition 2.53. Let r, c > 0 and M : BC(r, r) → Bu(H) a generalized c−material law. Fur-
thermore let g ∈ Cc(R;H) and define
f(t) :=
(
(it+ ν)M
(
1
it+ ν
))−1
(g(t)) (t ∈ R)
for ν > 12r . Then f ∈ Cc(R;H).
Proof. By Proposition 1.28, we know (it + ν)M
(
1
it+ν
)
∈ Bu(H) and (it + ν)M
(
1
it+ν
)
is
c−maximal monotone for each t ∈ R. Since t 7→ M
(
1
it+ν
)
is continuous, we conclude that
also t 7→ (it+ ν)M
(
1
it+ν
)
is continuous (compare Proposition 1.29). According to Lemma 2.52,
it follows that also
t 7→
(
(it+ ν)M
(
1
it+ ν
))−1
is continuous. The continuity of f follows, since for a sequence (tk)k∈N ∈ RN with tk → t ∈ R as
k →∞ we estimate
|f(tk)− f(t)| =
∣∣∣∣∣
(
(itk + ν)M
(
1
itk + ν
))−1
(g(tk))−
(
(it+ ν)M
(
1
it+ ν
))−1
(g(t))
∣∣∣∣∣
≤
∣∣∣∣∣
(
(itk + ν)M
(
1
itk + ν
))−1
(g(tk))−
(
(itk + ν)M
(
1
itk + ν
))−1
(g(t))
∣∣∣∣∣
+
∣∣∣∣∣
(
(itk + ν)M
(
1
itk + ν
))−1
(g(t))−
(
(it+ ν)M
(
1
it+ ν
))−1
(g(t))
∣∣∣∣∣
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≤ 1
c
|g(tk)− g(t)|
+
∣∣∣∣∣
(
(itk + ν)M
(
1
itk + ν
))−1
(g(t))−
(
(it+ ν)M
(
1
it+ ν
))−1
(g(t))
∣∣∣∣∣
→ 0 (k →∞).
The last term converges to 0, since convergence of mappings in Bu(H) implies pointwise conver-
gence. Thus, f is continuous and since
(
(it+ ν)M
(
1
it+ν
))−1
(0) = 0, it follows that suppf ⊆
suppg.
Proposition 2.54. Let r, c > 0 and M : BC(r, r)→ Bu(H) a generalized c−material law. Then
(im+ ν)M
(
1
im+ν
)
is c-maximal monotone for each ν > 12r .
Proof. The monotonicity was already shown in Proposition 2.51. According to Minty´s Theorem,
we have to show that (im+ ν)M
(
1
im+ν
)
[L2(R)⊗H] = L2(R)⊗H. Let y ∈ L2(R)⊗H . Then
we find a sequence (yn)n∈N ∈ Cc(R;H)N with yn → y in L2(R;H) and yn(t) → y(t) for almost
every t ∈ R as n→∞. For n ∈ N we define
xn(t) :=
(
(it+ ν)M
(
1
it+ ν
))−1
(yn(t)) (t ∈ R).
By Proposition 2.53 we know that xn ∈ Cc(R;H). Furthermore
xn(t) =
(
(it+ ν)M
(
1
it+ ν
))−1
(yn(t))→
(
(it+ ν)M
(
1
it+ ν
))−1
(y(t)) (n→∞)
for almost every t ∈ R. Thus, x :=
(
t 7→
(
(it+ ν)M
(
1
it+ν
))−1
(y(t))
)
is measurable and we
estimate ∫
R
|x(t)|2H dt ≤
1
c
∫
R
|y(t)|2H dt <∞.
Hence, x ∈ L2(R)⊗H and by definition of M
(
1
im+ν
)
we get (x, y) ∈ (im+ ν)M
(
1
im+ν
)
.
Corollary 2.55. Let r, c > 0 and M : BC(r, r) → Bu(H) a generalized c−material law. Then
∂νM(∂
−1
ν ) is c-maximal monotone for ν >
1
2r .
Proof. This follows from Proposition 2.54, since ∂νM(∂−1ν )−c = L∗ν
(
(im+ ν)M
(
1
im+ν
)
− c
)
Lν .
Next we want to show well-posedness of evolutionary inclusion of the form
(u, f) ∈ ∂νM(∂−1ν ) +Aν ,
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where A ⊆ H ⊕ H is maximal monotone and whose extension on Hν ⊗ H is again denoted
by Aν . To guarantee the maximal monotonicity of Aν , we may assume that (0, 0) ∈ A (see
Proposition 1.14). The question on uniqueness and continuous dependence of a solution on the
given right-hand side is easy to answer.
Proposition 2.56. Let r, c ∈ R>0 and M : BC(r, r) → Bu(H) a generalized c−material law.
Moreover, let B ⊆ (Hν ⊗ H)2 be a monotone relation for ν > 12r . Then for all (u, f), (v, g) ∈
∂νM(∂
−1
ν ) +B we estimate
Re〈f − g|u− v〉Hν⊗H ≥ c|u− v|2Hν⊗H
and hence
|u− v|Hν⊗H ≤
1
c
|f − g|Hν⊗H .
Proof. By assumption we find x, y, ω, σ ∈ Hν⊗H such that f = x+ω, g = y+σ and (u, x), (v, y) ∈
∂νM(∂
−1
ν ) as well as (u, ω), (v, σ) ∈ B. We estimate by using the monotonicity of B and
∂νM(∂
−1
ν )− c:
Re〈f − g|u− v〉Hν⊗H = Re〈x− y|u− v〉Hν⊗H + Re〈ω − σ|u− v〉Hν⊗H
≥ c|u− v|2Hν⊗H .
Applying the Cauchy-Schwarz-Inequality on the left-hand side yields:
|u− v|Hν⊗H ≤
1
c
|f − g|Hν⊗H .
To guarantee the existence of a solution u for “sufficiently many” right-hand sides f , we assume
a translation invariance in time of the material law. This is done, by assuming homogeneity of
the relation M(z) for each z ∈ BC(r, r).
Definition 2.57. Let r, c ∈ R>0. We call M : BC(r, r) → Bu(H) a homogeneous generalized
c−material law, if M is a generalized c−material law and
∀z ∈ BC(r, r), λ ∈ C : (u, v) ∈M(z)⇒ (λu, λv) ∈M(z).
The latter can also be written as λM(z) = M(z)λ for all λ ∈ C, z ∈ BC(r, r).
Proposition 2.58. Let r, c ∈ R>0 and M : BC(r, r) → Bu(H) a homogeneous generalized
c−material law. Furthermore let A ⊆ H ⊕H be a maximal monotone relation with (0, 0) ∈ A.
Then we find for f ∈ C∞c (R;H) and ν > 12r an element u ∈ Hν ⊗H such that
(u, f) ∈ ∂νM(∂−1ν ) +Aν .
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Proof. For λ ∈ R>0 we denote the Yosida-Approximation of Aν by Aν,λ. According to Corollary
2.55 the relation ∂νM(∂−1ν )− c is maximal monotone and since Aν,λ is Lipschitz-continuous and
monotone, we conclude that ∂νM(∂−1ν ) + Aν,λ − c is maximal monotone as well (see Corollary
1.16). Hence, for each λ ∈ R>0 there exists uλ ∈ Hν ⊗H with
(uλ, f) ∈ ∂νM(∂−1ν ) +Aν,λ. (2.9)
For the existence of u ∈ [{f}](∂νM(∂−1ν ) +Aν) it is sufficient to check, whether
supλ∈R>0 |Aν,λ(uλ)|Hν⊗H <∞ by Lemma 1.17. For h ∈ R we define the translation operator τh
by
τh : Hν → Hν
g 7→ (x 7→ g(x+ h)).
It is easy to verify that τh is a continuous, linear operator, and its adjoint is given by (cf. Lemma
2.5)
τ∗h = e
2νhτ−h.
We extend this operator on Hν ⊗H by identify τh with τh ⊗ 1H . By (2.9) we find vλ ∈ D(∂ν)
such that
f = ∂νvλ +Aν,λ(uλ) and (uλ, vλ) ∈M(∂−1ν ).
Let h ∈ R. An easy computation yields
Lντhg = e(im+ν)hLνg
for g ∈ Hν . Since (uλ, vλ) ∈ M(∂−1ν ), it follows by definition that (Lνuλ,Lνvλ) ∈ M
(
1
im+ν
)
,
which implies
((Lνuλ)(t), (Lνvλ)(t)) ∈M
(
1
it+ ν
)
(t ∈ R a.e.).
By the homogeneity of M
(
1
it+ν
)
we conclude
(
e(it+ν)h(Lνuλ)(t), e(it+ν)h(Lνvλ)(t)
)
∈M
(
1
it+ ν
)
(t ∈ R a.e.),
which yields
((Lντhuλ)(t), (Lντhvλ)(t)) ∈M
(
1
it+ ν
)
(t ∈ R a.e.),
since τhuλ, τhvλ ∈ Hν ⊗H. It follows, that (τhuλ, τhvλ) ∈M(∂−1ν ). An easy computation shows
that also
Aν,λ(τhuλ) = τhAν,λ(uλ) (λ ∈ R>0, h ∈ R)
and hence
(τhuλ, τhf) ∈ ∂νM(∂−1ν ) +Aν,λ
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for each h ∈ R and λ ∈ R>0. By Proposition 2.56 and the monotonicity of Aν,λ, we estimate
|τhuλ − uλ|Hν⊗H ≤
1
c
|τhf − f |Hν⊗H .
Let h ∈ (0, 1). Then the latter yields
1
h
|τhuλ − uλ|Hν⊗H ≤
1
c
1
h
|τhf − f |Hν⊗H . (2.10)
Moreover, we estimate using the mean value inequality
1
h
|τhf − f |2Hν⊗H =
∫
[suppf ]+[B(0,1)]
|1
h
(f(t+ h)− f(t))|2e−2νt dt
≤
∫
[suppf ]+[B(0,1)]
|f ′|2∞e−2νt dt
≤ µν([suppf ] + [B(0, 1)])|f ′|2∞. (2.11)
We want to show that uλ ∈ D(∂ν) and
1
h
(τhuλ − uλ) ⇁ ∂νuλ (h→ 0+).
For this purpose let φ ∈ C∞c (R;H). Then we obtain
〈h−1(τhuλ − uλ)|φ〉Hν⊗H = 〈uλ|h−1(e2νhτ−hφ− φ)〉Hν⊗H
= 〈uλ|e2νhh−1(τ−hφ− φ)〉Hν⊗H + 〈uλ|h−1(e2νh − 1)φ〉Hν⊗H .
We compute
|e2νhh−1(τ−hφ− φ) + φ′|2Hν⊗H =
∫
[suppφ]+[B(0,1)]
|e2νhh−1(φ(t− h)− φ(t)) + φ′(t)|2e−2νt︸ ︷︷ ︸
≤(2e4ν+2)|φ′|2∞e−2νt
dt
→ 0 (h→ 0)
and
|h−1(e2νh − 1)φ− 2νφ|2Hν⊗H =
∫
suppφ
|h−1(e2νh − 1)− 2ν|2|φ(t)|2e−2νt︸ ︷︷ ︸
≤8ν2(e4ν+1)|φ(t)|2e−2νt
dt
→ 0 (h→ 0)
by Lebesgue´s dominated convergence Theorem. Therefore
〈h−1(τhuλ − uλ)|φ〉Hν⊗H → 〈uλ| − φ′〉Hν⊗H + 〈uλ|+ 2νφ〉Hν⊗H
= 〈uλ| − ∂νφ+ 2νφ〉Hν⊗H
= 〈uλ|∂∗νφ〉Hν⊗H . (2.12)
80 2.6. Evolutionary inclusions on the whole real line
By (2.10) and (2.11) we know that there exists a nullsequence (hn)n∈N ∈ (0, 1)N such that(
1
hn
(τhnuλ − uλ)
)
n∈N
is weak-convergent. We denote its weak limit by wλ. According to (2.12)
we obtain
∀φ ∈ C∞c (R;H) : 〈uλ|∂∗νφ〉Hν⊗H = 〈wλ|φ〉Hν⊗H .
Since C∞c (R;H) is a core of ∂∗ν we conclude that uλ ∈ D(∂ν) and ∂νuλ = wλ. Since wλ is uniformly
bounded in λ by (2.11), then so is ∂νuλ. We will now show that (∂νuλ, ∂νvλ) ∈ M(∂−1ν ) : We
already know that
((Lνuλ)(t), (Lνvλ)(t)) ∈M
(
1
it+ ν
)
(t ∈ R a.e.)
and thus
((it+ ν)(Lνuλ)(t), (it+ ν)(Lνvλ)(t)) ∈M
(
1
it+ ν
)
(t ∈ R a.e.).
Since uλ, vλ ∈ D(∂ν) it follows that
((Lν∂νuλ)(t), (Lν∂νvλ)(t)) ∈M
(
1
it+ ν
)
(t ∈ R a.e.)
and hence
(∂νuλ, ∂νvλ) ∈M(∂−1ν ).
Since supλ∈R>0 |∂νuλ| < ∞ we conclude with Lemma 2.50, that also supλ∈R>0 |∂νvλ| < ∞.
Summarizing we estimate
sup
λ∈R>0
|Aν,λ(uλ)| = sup
λ∈R>0
|f − ∂νvλ| <∞,
which yields the existence of an element u ∈ Hν ⊗H with
(u, f) ∈ ∂νM(∂−1ν ) +Aν .
Corollary 2.59. Let the assumptions of Proposition 2.58 hold. Then(
∂νM(∂
−1
ν ) +Aν
)−1
: Hν ⊗H → Hν ⊗H
is a Lipschitz-continuous mapping with Lipschitz-constant less than or equal to 1c .
Now the question on causality of our solution mapping
(
∂νM(∂
−1
ν ) +Aν
)−1
should be answered.
For doing so, we use a Paley-Wiener-type result, which can be found for instance in [47] or [56].
At first we give the definition of the so called Hardy-Lebesgue space.
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Definition 2.60. We define the vector space
HL := {f : [R]− i[R>0]→ C | f analytic, ∀ε > 0 : f(· − iε) ∈ L2(R), sup
ε>0
|f(· − iε)|L2(R) <∞},
the so-called Hardy-Lebesgue space and equip it with the norm
f 7→ sup
ε>0
|f(· − iε)|L2(R).
We say a function g ∈ L2(R) belongs to the Hardy-Lebesgue space (denoted by g ∈ HL), if
([R]− i[R>0] 3 x− iε 7→ (LεF∗g)(x)) ∈ HL.
Theorem 2.61 (Paley-Wiener,[47]). A function g ∈ L2(R) satisfies suppg ⊆ R≥0 if and only if
Fg ∈ HL.
Note that the Fourier-Laplace transform applied to a function in L2(R) can also be interpreted
as a complexification of F . As a direct consequence of this theorem we obtain the following.
Corollary 2.62. A function g ∈ Hν satisfies suppg ⊆ R≥0 if and only if Lνg ∈ HL.
We have to find an assumption on our material law, which guarantees the causality of our solution
mapping.
Definition 2.63. Let r, c ∈ R>0. We call a homogeneous c−material M : BC(r, r) → Bu(H)
HL-preserving, if there exists ν0 ∈ R> 1
2r
such that for all f, g ∈ L2(R)⊗H with f − g ∈ HL⊗H(
(im+ ν)M
(
1
im+ ν
))−1
(f)−
(
(im+ ν)M
(
1
im+ ν
))−1
(g) ∈ HL⊗H (2.13)
for each ν ≥ ν0.
Proposition 2.64. Let r, c ∈ R>0 and M : BC(r, r) → Bu(H) a homogeneous, generalized
c−material law. There is ν0 ∈ R> 1
2r
such that the mapping (∂νM(∂−1ν ))−1 is causal for all
ν ≥ ν0 in the sense of Definition 2.11 and Remark 2.14, if and only if M is a HL-preserving
material law.
Proof. Assume first that M is HL-preserving. Then there is ν0 ∈ R> 1
2r
such that(
(im+ ν)M
(
1
im+ν
))−1
satisfies (2.13) for all ν ≥ ν0. Let a ∈ R, ν ≥ ν0 and u, v ∈ Hν ⊗ H
such that χ(−∞,a](m0)(u− v) = 0. We set
x := (∂νM(∂
−1
ν ))
−1(u),
y := (∂νM(∂
−1
ν ))
−1(v)
and conclude
(x, ∂−1ν u), (y, ∂
−1
ν v) ∈M(∂−1ν ),
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which turns into(
(Lνx)(t),
1
it+ ν
(Lνu)(t)
)
,
(
(Lνy)(t),
1
it+ ν
(Lνv)(t)
)
∈M
(
1
it+ ν
)
(t ∈ R a.e.). (2.14)
We can rewrite χ(−∞,a](m0)(u − v) = 0 into χ(−∞,0](m0)(τau − τav) = 0 and since M(z) is
homogeneous for each z ∈ BC(r, r), we obtain from (2.14) that(
e(it+ν)a(Lνx)(t),
1
it+ ν
e(it+ν)a(Lνu)(t)
)
∈ M
(
1
it+ ν
)
(t ∈ R a.e.),(
e(it+ν)a(Lνy)(t),
1
it+ ν
e(it+ν)a(Lνv)(t)
)
∈ M
(
1
it+ ν
)
(t ∈ R a.e.)
and thus
(τax, ∂
−1
ν τau), (τay, ∂
−1
ν τav) ∈M(∂−1ν ).
So it suffices to discuss the case a = 0. According to Corollary 2.62 we have Lν(u− v) ∈ HL⊗H
and by (2.14) we obtain
(Lνx,Lνu), (Lνy,Lνv) ∈ (im+ ν)M
(
1
im+ ν
)
or
Lν(x− y) =
(
(im+ ν)M
(
1
im+ ν
))−1
(Lνu)−
(
(im+ ν)M
(
1
im+ ν
))−1
(Lνv).
By assumption Lν(x− y) ∈ HL⊗H and this implies χ(−∞,0](m0)(x− y) = 0 by Corollary 2.62.
For showing the converse, assume that the mapping (∂νM(∂−1ν ))−1 is causal for all ν ≥ ν0 ∈
R> 1
2r
. Let f, g ∈ L2(R) ⊗H such that f − g ∈ HL ⊗H, which yields, by using Corollary 2.62,
suppL∗ν(f − g) ⊆ R≥0. The assumed causality implies
supp((∂νM(∂
−1
ν ))
−1(L∗νf)− (∂νM(∂−1ν ))−1(L∗νg)) ⊆ R≥0
and thus, again according to Corollary 2.62, we conclude
Lν((∂νM(∂−1ν ))−1(L∗νf)− (∂νM(∂−1ν ))−1(L∗νg)) ∈ HL⊗H,
which yields(
(im+ ν)M
(
1
im+ ν
))−1
(f)−
(
(im+ ν)M
(
1
im+ ν
))−1
(g) ∈ HL⊗H.
Hence, M is a HL-preserving material law.
The next proposition gives a useful criterion for the causality of the mapping (∂νM(∂−1ν ))−1.
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Proposition 2.65. Let r, c ∈ R>0 and M : BC(r, r) → Bu(H) a homogeneous, generalized
c−material law. Then the following statements are equivalent:
(i) M is HL-preserving,
(ii) There exists ν0 ∈ R> 1
2r
such that (∂νM(∂−1ν ))−1 is a causal mapping for each ν ≥ ν0,
(iii) There exists ν0 ∈ R> 1
2r
such that for all a ∈ R and all ν ≥ ν0 the inequality
c
a∫
−∞
|u(t)− x(t)|2e−2νt dt ≤
a∫
−∞
Re〈v(t)− y(t)|u(t)− x(t)〉e−2νt dt
holds for all (u, v), (x, y) ∈ ∂νM(∂−1ν ).
Proof. The equivalence of (i) and (ii) was already shown in Proposition 2.64.
Assume now that (ii) holds and fix a ∈ R, ν ≥ ν0. Let (u, v), (x, y) ∈ ∂νM(∂−1ν ), which can be
rewritten as
u = (∂νM(∂
−1
ν ))
−1(v) and x = (∂νM(∂−1ν ))
−1(y).
We compute by settingA := ∂νM(∂−1ν ) and using Lemma 2.12 (replacing χ[0,a](m0) by χ(−∞,a](m0)):
a∫
−∞
Re〈v(t)− y(t)|u(t)− x(t)〉e−2νt dt
=
a∫
−∞
Re〈v(t)− y(t)|A−1(v)(t)−A−1(y)(t)〉e−2νt dt
= Re〈v − y|χ(−∞,a](m0)A−1(v)− χ(−∞,a](m0)A−1(y)〉Hν⊗H
= Re〈v − y|χ(−∞,a](m0)A−1(χ(−∞,a](m0)v)− χ(−∞,a](m0)A−1(χ(−∞,a](m0)y)〉Hν⊗H
= Re〈χ(−∞,a](m0)v − χ(−∞,a](m0)y|A−1(χ(−∞,a](m0)v)−A−1(χ(−∞,a](m0)y)〉Hν⊗H .
Since A− c is monotone according to Corollary 2.55, we conclude, again by using Lemma 2.12
a∫
−∞
Re〈v(t)− y(t)|u(t)− x(t)〉He−2νt dt
= Re〈χ(−∞,a](m0)v − χ(−∞,a](m0)y|A−1(χ(−∞,a](m0)v)−A−1(χ(−∞,a](m0)y)〉Hν⊗H
≥ c|A−1(χ(−∞,a](m0)v)−A−1(χ(−∞,a](m0)y)|2Hν⊗H
= c
∫
R
|A−1(χ(−∞,a](m0)v)(t)−A−1(χ(−∞,a](m0)y)(t)|2He−2νt dt
≥ c
∫
R
|χ(−∞,a](m0)(A−1(χ(−∞,a](m0)v)−A−1(χ(−∞,a](m0)y))(t)|2He−2νt dt
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= c
a∫
−∞
|(A−1(v)−A−1(y))(t)|2He−2νt dt
= c
a∫
−∞
|u(t)− x(t)|2He−2νt dt.
This shows (iii). For showing the reverse implication, let ν ≥ ν0, a ∈ R and f, g ∈ Hν ⊗H such
that χ(−∞,a](m0)(f − g) = 0. According to (iii) we find out
0 =
a∫
−∞
Re〈f(t)− g(t)|(∂0M(∂−10 ))
−1(f)(t)− (∂0M(∂−10 ))
−1(g)(t)〉He−2νt dt
≥ c
a∫
−∞
|(∂0M(∂−10 ))
−1(f)(t)− (∂0M(∂−10 ))
−1(g)(t)|2He−2νt dt
≥ 0.
The latter implies (∂νM(∂−1ν ))−1(f)(t)− (∂νM(∂−1ν ))−1(g)(t) = 0 for almost every t ∈ (−∞, a]
and hence, (ii) holds.
With this knowledge we are able to prove the causality of our solution mapping.
Proposition 2.66. Let r, c ∈ R>0 and M : BC(r, r) → Bu(H) a HL-preserving, homogeneous
generalized c−material law. Furthermore let A ⊆ H ⊕H be a maximal monotone relation with
(0, 0) ∈ A. Then there is ν0 ∈ R> 1
2r
such that the mapping
(
∂νM(∂
−1
ν ) +Aν
)−1
is causal for all
ν ≥ ν0.
Proof. Let a ∈ R and f, g ∈ Hν ⊗ H with χ(−∞,a](m0)(f − g) = 0. First assume f, g ∈
(∂νM(∂
−1
ν ) +Aν)[Hν ⊗H] and define
u := (∂νM(∂
−1
ν ) +Aν)
−1(f),
x := (∂νM(∂
−1
ν ) +Aν)
−1(g).
Thus, we find v, y ∈ Hν ⊗H such that (u, v), (x, y) ∈ ∂νM(∂−1ν ) and
(u, f − v) ∈ Aν as well as (x, g − y) ∈ Aν .
We estimate, by using Proposition 2.65 (iii):
0 =
a∫
−∞
Re〈f(t)− g(t)|u(t)− x(t)〉He−2νt dt
=
a∫
−∞
Re〈f(t)− v(t) + v(t)− (g(t)− y(t) + y(t))|u(t)− x(t)〉He−2νt dt
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≥
a∫
−∞
Re〈v(t)− y(t)|u(t)− x(t)〉He−2νt dt
≥ c
a∫
−∞
|u(t)− x(t)|2He−2νt dt
≥ 0.
The latter yields χ(−∞,a](u−x)(m0) = 0, which shows the causality of
(
∂νM(∂
−1
ν ) +Aν
)−1
. Let
now f, g ∈ Hν⊗H such that χ(−∞,a](m0)(f−g) = 0.We choose two sequences (fn)n∈N, (gn)n∈N ∈(
(∂νM(∂
−1
ν ) +Aν)[Hν ⊗H]
)N with
fn → f and gn → g in Hν ⊗H as n→∞.
We set un := (∂νM(∂−1ν ) + Aν)−1(fn) and xn := (∂νM(∂−1ν ) + Aν)−1(gn) and by the inequality
we showed above, we obtain for each n ∈ N
c
a∫
−∞
|un(t)− xn(t)|2He−2νt dt ≤
a∫
−∞
Re〈fn(t)− gn(t)|un(t)− xn(t)〉He−2νt dt.
Since un → u :=
(
∂νM(∂
−1
ν ) +Aν
)−1
(f) =
(
∂νM(∂
−1
ν ) +Aν
)−1
(f) and
xn → x :=
(
∂νM(∂
−1
ν ) +Aν
)−1
(g) in Hν ⊗ H as n → ∞ and since the cut-off operator
χ(−∞,a](m0) is continuous on Hν ⊗H, the inequality yields
c
a∫
−∞
|u(t)− x(t)|2He−2νt dt ≤
a∫
−∞
Re〈f(t)− g(t)|u(t)− x(t)〉He−2νt dt = 0
and hence χ(−∞,a](m0)(u− x) = 0.
We summarize our results in the following theorem.
Theorem 2.67. Let r, c ∈ R>0 and M : BC(r, r) → Bu(H) a HL-preserving, homogeneous
generalized c−material law. Furthermore let A ⊆ H ⊕H be a maximal monotone relation with
(0, 0) ∈ A. Then there exists ν0 ∈ R> 1
2r
such that the relation
(
∂νM(∂
−1
ν ) +Aν
)−1
is a causal,
Lipschitz-continuous mapping with domain Hν ⊗H for each ν ≥ ν0.

3. Diffusion in poro-plastic media
To show the versatility of the concepts, developed in the previous chapters, we like to apply our
solution theory to a system of partial differential equations and differential inclusions, which de-
scribes the diffusion process of a fluid through a porous, plastically deforming media. In [50] this
system was studied by Showalter and Stefanelli and the existence and uniqueness of a solution
was shown, by proving the well-posedness of the corresponding stationary problem (cf. [48, IV,
Theorem 6.1.]). However, to show the solvability of the stationary problem, they have to assume
coercitivity conditions on the involved differential operators. In our approach there is no need
to look for solvability of the stationary problem. Indeed, one can find examples of well-posed
equations, whose stationary problem does not posses a solution. Thus, we can relax the assump-
tions on the differential operators and relations. Also we do not need regularity assumptions on
the source terms. In [50] Showalter and Stefanelli studied different boundary conditions, even
on different frictions of the boundary. For simplicity we may assume these boundary conditions
to be valid on the whole boundary and show that the corresponding differential operator gets
skew-selfadjoint and hence maximal monotone (cf. Example 1.8).
Before we can consider the equations in detail, we have to introduce the right Hilbert space
setting and the needed differential operators to formulate the problem.
3.1. The Hilbert space setting
In general let Ω ⊆ R3 be open.
Definition 3.1. We define the following space:
L2(Ω)
3×3 := {Φ = (Φij)i,j∈{1,2,3} |Φij ∈ L2(Ω)}
and equip this space with a sesquilinear functional, defined by
〈Φ|Ψ〉L2(Ω)3×3 :=
∫
Ω
trace(Φ∗Ψ) (Φ,Ψ ∈ L2(Ω)3×3).
Furthermore we define the subspace of symmetric matrix-valued functions by
Hsym(Ω) := {Φ ∈ L2(Ω)3×3 |Φ(x) = Φ(x)T (x ∈ Ω a.e.)}.
Proposition 3.2. The space L2(Ω)3×3 is a Hilbert space with respect to the inner product
〈·|·〉L2(Ω)3×3 . The space Hsym(Ω) is a closed subspace of L2(Ω)3×3.
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Proof. Let Φ,Ψ ∈ L2(Ω)3×3. Then
〈Φ|Ψ〉L2(Ω)3×3 =
∫
Ω
trace(Φ∗Ψ)
=
∫
Ω
trace
(
3∑
k=1
Φ∗k,iΨk,j
)
i,j
=
3∑
i,k=1
∫
Ω
Φ∗k,iΨk,i. (3.1)
With this formula the properties of an inner product can be shown easily. Also the completeness
of the space follows directly, since for a Cauchy sequence (Φn)n∈N in L2(Ω)3×3 each component
of the matrix is a Cauchy sequence in L2(Ω). Therefore, for each i, k ∈ {1, 2, 3} there exists an
element Φi,k ∈ L2(Ω) with
Φni,k → Φi,k (n→∞) in L2(Ω).
Thus, for Φ := (Φi,k)i,k∈{1,2,3} ∈ L2(Ω)3×3 it follows by (3.1)
|Φn − Φ|2L2(Ω)3×3 =
3∑
i,k=1
∫
Ω
|Φnk,i − Φk,i|2 → 0 (n→∞).
For a convergent sequence (Φn)n∈N ∈ Hsym(Ω)N with limit Φ ∈ L2(Ω)3×3 we conclude with (3.1)
Φnk,i → Φk,i (n→∞) in L2(Ω)
for each k, i ∈ {1, 2, 3} and since Φnk,i = Φni,k for every n ∈ N, we obtain the symmetry of Φ.
Remark 3.3. We like to consider the adjoint of the operator
trace : L2(Ω)
3×3 → L2(Ω),
Φ 7→
3∑
i=1
Φi,i.
Obviously this is a bounded linear operator with ‖trace‖ =
√
3. Let f ∈ L2(Ω) and Ψ ∈
L2(Ω)
3×3. Then for F :=
 f 0 00 f 0
0 0 f
 ∈ Hsym(Ω) we obtain by (3.1):
〈traceΨ|f〉L2(Ω) =
3∑
i=1
∫
Ω
Ψ∗i,if
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=
3∑
i,k=1
∫
Ω
Ψ∗k,iFk,i
= 〈Ψ|F 〉L2(Ω)3×3 .
Thus, trace∗(f) = F.
We now define the well-known differential operators gradient and divergence in a L2−space
setting.
Definition 3.4. First we define the gradient on C∞c (Ω), where C∞c (Ω) denotes the space of the
infinite times continuously differentiable functions with compact support in Ω:
grad|C∞c (Ω) : C
∞
c (Ω) ⊆ L2(Ω) → L2(Ω)3
ϕ 7→ (∂jϕ)j∈{1,2,3}.
In the same way we define the divergence on the space C∞c (Ω)3:
div|C∞c (Ω)3 : C
∞
c (Ω)
3 ⊆ L2(Ω)3 → L2(Ω)
(ψ1, ψ2, ψ3)
T 7→
3∑
j=1
∂jψj .
Both operators are clearly densely defined and linear.
We now introduce the general concept of formally adjointness of linear operators in Hilbert spaces
(cf. [44]).
Definition 3.5. Let A : D(A) ⊆ H1 → H2 and B : D(B) ⊆ H2 → H1 be two densely defined
linear operators between the Hilbert spaces H1 and H2. A and B are called formally adjoint, if
A ⊆ B∗.
Lemma 3.6. The relation, which is induced by the formally adjointness of operators, is sym-
metric.
Proof. Let A and B be two formally adjoint operators, i.e. A ⊆ B∗. Then clearly B∗ is also
densely defined and so
A∗ ⊇ B∗∗ = B ⊇ B.
Remark 3.7. The operators grad|C∞c (Ω) and −div|C∞c (Ω)3 are formally adjoint, since for ϕ ∈
C∞c (Ω) and ψ := (ψ1,ψ2, ψ3)T ∈ C∞c (Ω)3 we compute:
〈gradϕ|ψ〉L2(Ω)3 =
3∑
j=1
∫
Ω
(∂jϕ)
∗ψj
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= −
3∑
j=1
∫
Ω
ϕ∗∂jψj
= −〈ϕ|divψ〉L2(Ω).
Thus, ψ ∈ D((grad|C∞c (Ω))
∗) and (grad|C∞c (Ω))
∗ψ = −divψ , i.e. −div|C∞c (Ω)3 ⊆ (grad|C∞c (Ω))
∗.
Definition 3.8. We define the following operators:
◦
grad := grad|C∞c (Ω),
◦
div := div|C∞c (Ω)3 ,
grad := −(
◦
div)∗,
div := −(
◦
grad)∗.
By the Remark above, we conclude that
◦
grad⊆ grad and
◦
div⊆ div. The difference of the domains
of these operators lies in the implicitly assumed boundary conditions. So a function u ∈ D(
◦
grad)
satisfies a generalized Dirichlet-boundary condition. This concept of boundary values of weakly-
differentiable functions is well-known and can be justified by so-called trace operators (c.f. [20]).
In the same way a function v ∈ D(
◦
div) satisfies a generalized Neumann-boundary condition.
Now we want to introduce similar differential operators on the space Hsym(Ω), by following the
same strategy.
Definition 3.9. As above we define operators on matrices or vectors of functions, which are
infinite times continuously differentiable and have compact support in Ω. For doing so, we need
to define the following vector space:
C∞c,sym(Ω) := {Ψ ∈ C∞c (Ω)3×3 |Ψ = ΨT }.
By (3.1) it is easy to see that this space is dense in Hsym(Ω). We define:
Grad|C∞c (Ω)3 : C
∞
c (Ω)
3 ⊆ L2(Ω)3 → Hsym(Ω)
(ϕ1, ϕ2, ϕ3)
T 7→
(
∂iϕj + ∂jϕi
2
)
i,j∈{1,2,3}
and
Div|C∞c,sym(Ω) : C
∞
c,sym(Ω) ⊆ Hsym(Ω) → L2(Ω)3
(Ψi,j)i,j∈{1,2,3} 7→
 3∑
j=1
∂jΨi,j

i∈{1,2,3}
,
which are again densely defined, linear operators.
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Remark 3.10. The operators Grad|C∞c (Ω)3 and −Div|C∞c,sym(Ω) are formally adjoint, since for
ϕ := (ϕ1, ϕ2, ϕ3)
T ∈ C∞c (Ω)3 and Ψ := (Ψi,j)i,j∈{1,2,3} ∈ C∞c,sym(Ω) we compute, by using (3.1)
〈Gradϕ|Ψ〉L2(Ω)3×3 =
3∑
i,j=1
∫
Ω
(
∂iϕj + ∂jϕi
2
)∗
Ψi,j
= −1
2
3∑
i,j=1
∫
Ω
ϕ∗j∂iΨi,j −
1
2
3∑
i,j=1
∫
Ω
ϕ∗i ∂jΨi,j
= −1
2
3∑
j=1
∫
Ω
ϕ∗jdivΨ.,j −
1
2
3∑
i=1
∫
Ω
ϕ∗i divΨi,.
= −
3∑
i=1
∫
Ω
ϕ∗i divΨi,.
= −〈ϕ|DivΨ〉L2(Ω)3 .
So we have Ψ ∈ D((Grad|C∞c (Ω)3)
∗) and (Grad|C∞c (Ω)3)
∗Ψ = −DivΨ , i.e. −Div|C∞c,sym(Ω) ⊆
(Grad|C∞c (Ω)3)
∗.
Definition 3.11. We define the following operators:
◦
Grad := Grad|C∞c (Ω)3 ,
◦
Div := Div|C∞c,sym(Ω)3 ,
Grad := −(
◦
Div)∗,
Div := −(
◦
Grad)∗.
Again, by using
◦
Grad we describe a generalized Dirichlet-boundary condition and by using
◦
Div,
a generalized Neumann-type-boundary condition.
Now, our aim is to show that a function u ∈ D(grad) with compact support in Ω belongs to the
domain of
◦
grad . For this purpose we need the concept of convolutions with mollifiers. For this
topic we refer to [1, p. 109 ff]. We state the next results in an n−dimensional setting.
Lemma 3.12. Let Ω ⊆ Rn be open, i ∈ {1, . . . n} and f ∈ L2(Ω), such that1 ∂if ∈ L2(Ω) and
suppf is compact in Ω. Then for
f̃(x) :=
{
f(x) if x ∈ Ω,
0 otherwise
(x ∈ Rn)
we get ∂if̃ = ∂̃if ∈ L2(Rn), where ∂̃if again denotes the canonical extension of ∂if on Rn.
1The derivative is meant in the distributional sense.
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Proof. Let ψ ∈ C∞c (Rn) with suppψ ⊆ Ω, 0 ≤ ψ ≤ 1 and ψ = 1 on suppf . Then for each
ϕ ∈ C∞c (Rn) we obtain ψϕ|Ω ∈ C∞c (Ω) and
−
∫
Rn
f̃∗∂iϕ = −
∫
suppf
f∗ψ∂iϕ
= −
∫
suppf
f∗∂i(ψϕ)
=
∫
suppf
(∂if)
∗ψϕ
=
∫
Rn
(∂̃if)
∗ϕ,
where we have used supp ∂if ⊆ suppf. Thus, the distributional derivative of f̃ is given by ∂̃if .
Proposition 3.13. Let Ω ⊆ Rn be open, i ∈ {1, . . . , n} and f ∈ L2(Ω) with ∂if ∈ L2(Ω)
and suppf compact in Ω. Let (ρk)k∈N ∈ C∞c (Rn)N denote the Friedrichs mollifier2. Then
(f̃ ∗ ρk)|Ω ∈ C∞c (Ω) for k large enough and
(f̃ ∗ ρk)|Ω → f and ∂i(f̃ ∗ ρk)|Ω → ∂if in L2(Ω) as k →∞.
Proof. Let ε := dist(suppf, ∂Ω) > 0 and k0 ∈ N such that 1k0 < ε. Then it follows, since
supp(f̃ ∗ ρk) ⊆ [suppf̃ ] + [suppρk] ⊆ [suppf̃ ] + [B(0, k−1)]
that for k ≥ k0
(f̃ ∗ ρk)|Ω ∈ C∞c (Ω).
Let ϕ ∈ C∞c (Rn). According to Lemma 3.12, we know that ∂if̃ = ∂̃if and thus∫
Rn
(f̃ ∗ ρk)∗(x)∂iϕ(x) dx =
∫
Rn
∫
B(0,k−1)
f̃∗(x− y)ρk(y) dy ∂iϕ(x) dx
=
∫
B(0,k−1)
ρk(y)
∫
Rn
f̃∗(x− y)∂iϕ(x) dx dy
=
∫
B(0,k−1)
ρk(y)
∫
Rn
f̃∗(z)∂iϕ(z + y) dz dy
= −
∫
B(0,k−1)
ρk(y)
∫
Rn
∂̃if
∗
(z)ϕ(z + y) dz dy
2For a definition see for instance [20, Chapter C.4].
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= −
∫
B(0,k−1)
ρk(y)
∫
Rn
∂̃if
∗
(x− y)ϕ(x) dx dy
= −
∫
Rn
(∂̃if ∗ ρk)(x)ϕ(x) dx.
The latter implies ∂i(f̃ ∗ ρk) = ∂̃if ∗ ρk ∈ L2(Rn). Obviously for k ≥ k0 we have
supp ∂i(f̃ ∗ ρk) ⊆ Ω.
Hence, we conclude for k ≥ k0∫
Ω
|(f̃ ∗ ρk)|Ω − f |2 =
∫
Rn
|f̃ ∗ ρk − f̃ |2 → 0 (k →∞)
and ∫
Ω
|∂i(f̃ ∗ ρk)|Ω − ∂if |2 =
∫
Rn
|∂̃if ∗ ρk − ∂̃if |2 → 0 (k →∞).
This shows the assertion.
Corollary 3.14. Let Ω ⊆ R3 be open and f ∈ D(grad) with suppf compact in Ω. Then
f ∈ D(
◦
grad).
Proof. Since f ∈ D(grad), we know that ∂if ∈ L2(Ω) for all i ∈ {1, 2, 3}. Therefore, according
to Proposition 3.13, it follows that for i ∈ {1, 2, 3}
(f̃ ∗ ρk)|Ω → f and ∂i(f̃ ∗ ρk)|Ω → ∂if in L2(Ω) for k →∞,
where (ρk)k∈N ∈ (C∞c (R3))N denotes the Friedrichs-mollifier. So we have
|grad(f̃ ∗ ρk)|Ω − gradf |2L2(Ω)3 =
3∑
i=1
|∂i(f̃ ∗ ρk)|Ω − ∂if |2L2(Ω) → 0 (k →∞).
Since (f̃ ∗ ρk)|Ω ∈ C∞c (Ω) for k large enough, this yields the assertion.
To obtain an analogous result for the divergence, we need the following Lemma.
Lemma 3.15. Let Ω ⊆ R3 be open, f ∈ D(grad) and ψ ∈ C∞c (Ω). Then fψ ∈ D(
◦
grad) with
◦
grad (fψ) = (gradf)ψ + f
◦
grad ψ.
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Proof. By Corollary 3.14, it suffices to check fψ ∈ D(grad). So let ϕ ∈ C∞c (Ω)3. Then
〈fψ|divϕ〉L2(Ω) = 〈f |ψ
∗divϕ〉L2(Ω)
= 〈f |
◦
div (ψ∗ϕ)− (
◦
grad ψ∗) · ϕ〉L2(Ω)
= −〈gradf |ψ∗ϕ〉L2(Ω)3 − 〈f |(
◦
grad ψ)∗ · ϕ〉L2(Ω)
= −〈(gradf)ψ + fgradψ|ϕ〉L2(Ω)3 .
Thus, fψ ∈ D(grad) and
grad(fψ) = (gradf)ψ + f
◦
grad ψ.
Corollary 3.16. Let Ω ⊆ R3 be open and f ∈ D(div) with suppf compact in Ω. Then f ∈
D(
◦
div).
Proof. Let g ∈ D(grad) and ψ ∈ C∞c (Ω) with ψ = 1 on suppf . Thus, ψg ∈ D(
◦
grad), according
to Lemma 3.15 and, using gradψ = 0 on suppf , we compute:
〈f |gradg〉L2(Ω)3 =
3∑
i=1
∫
suppf
f∗i (x)(∂ig)(x)ψ(x) dx
= 〈f |ψ(gradg)〉L2(Ω)3
= 〈f |grad(ψg)〉L2(Ω)3
= 〈f |
◦
grad (ψg)〉L2(Ω)3
= −〈divf |ψg〉L2(Ω)
= −〈divf |g〉L2(Ω),
where we have used supp divf ⊆ suppf . Hence, f ∈ D(grad∗) = D(
◦
div).
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3.2. The equations
The following system of partial differential equations and differential inclusions describes the
diffusion of a compressible fluid through a saturated, porous media, which underlies a plastic
deformation. These equations go back to the fundamental works of M. A. Biot [6, 7] and K.
Terzaghi [51]3:
∂ν,0(c0p+ αdivu)− divk(gradp) = h, (3.2)
ρ∂2ν,0u− gradλ∂ν,0(divu)−Divσ + αgradp = g, (3.3)
∂ν,0M + L 3 (σ, ∂ν,0Gradu). (3.4)
The unknown functions are p ∈ Hν,0 ⊗ L2(Ω), which models the pressure on the fluid, the
displacement field u ∈ Hν,0 ⊗ L2(Ω)3 of the media and the effective stress tensor σ ∈ Hν,0 ⊗
Hsym(Ω), which goes back to K. Terzaghi [51]. Furthermore c0 : Ω → R+ is a function, which
describes the compressibility of the fluid and the porosity of the medium. The constant k ∈ R>0
is related to the viscosity of the fluid as well as to the permeability of the medium. ρ : Ω→ R+ is
describing the density of the medium, α ∈ R is a constant coupling term and λ ∈ R>0. Equation
(3.4) describes the material behavior, where M : Hsym(Ω) → Hsym(Ω) is a self-adjoint, strictly
positive definite operator and L ⊆ Hsym(Ω) ⊕ Hsym(Ω) is maximal monotone. If L = 0, then
(3.4) reduces to Hooke´s law and the equations describe the diffusion in poro-elastic media. This
case was already studied by Showalter [49] and by McGhee and Picard [35]. In the case of non-
vanishing L we cover models of plastic hysteresis, like the Prandtl-Reuss model of elastic perfectly
plastic materials (see [17, p.229 ff.]). Further examples of hysteresis models, like the Prandtl-
Ishlinskĭı hysteresis type (see [52]), which can be modeled by maximal monotone relations, are
given in [50]. Equation (3.2) describes the diffusion of the fluid through the media by using
Darcy´s law modified by the physical parameter k. The term αdivu describes the additional
fluid content, due to the dilation of the medium. The second equation (3.3) describes the
deformation and is derived from the classical model of linear elasticity. The phenomena of
secondary consolidation (see [14]) comes into play by the term gradλ∂ν,0(divu) (see [40, 49]) and
αgradp stands for the additional stress, generated by the fluid pressure.
For simplicity we may assume that the initial conditions are set to 0, in the knowledge that other
initial conditions could be handled by the strategies developed in Section 2.5.
We would like to transform these equations into a type, which is studied in Chapter 2.
Definition 3.17. We define:
ε := Gradu,
v := ∂ν,0u,
q := kgradp.
Moreover, we define:
τ := traceε
3All involved operators should be understood as operators in time and space. This is done by taking the
tensorproducts with the identities (see Appendix part A.2).
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p̃ := c0p+ ατ,
q̃ := ∂−1ν,0k
−1q,
ṽ := ρv,
ω := λ∂ν,0τ − αp.
The last equality can be reformulated by
τ = ∂−1ν,0(λ
−1ω + λ−1αp)
and thus we obtain
p̃ = (c0 + ∂
−1
ν,0αλ
−1α)p+ ∂−1ν,0αλ
−1ω.
Remark 3.18. With this definitions we are able to reformulate the problem. We conclude the
following equations:
∂ν,0p̃− divq = h,
∂ν,0ṽ −Div(σ + trace∗ω) = g,
∂ν,0ε−Gradv = 0,
∂ν,0τ − traceGradv = 0,
∂ν,0q̃ − gradp = 0.
So we can summarize the equations (3.2) and (3.3) by
∂ν,0

p̃
ε
τ
ṽ
q̃
− U∗

0 0 0 0 div
0 0 0 Grad 0
0 0 0 0 0
0 Div 0 0 0
grad 0 0 0 0
U

p
σ
ω
v
q
 =

h
0
0
g
0
 , (3.5)
where
U :=

1 0 0 0 0
0 1 trace∗ 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1

with a new material law given by:

p
σ
ω
v
q
 ,

p̃
ε
τ
ṽ
q̃

 ∈

c0 0 0 0 0
0 M 0 0 0
0 0 0 0 0
0 0 0 ρ 0
0 0 0 0 0
+ ∂−1ν,0

αλ−1α∗ 0 αλ−1 0 0
0 L 0 0 0
λ−1α∗ 0 λ−1 0 0
0 0 0 0 0
0 0 0 0 k−1
 .
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From now on we will use the following notation:
M0 :=

c0 0 0 0 0
0 M 0 0 0
0 0 0 0 0
0 0 0 ρ 0
0 0 0 0 0
 ,
M1 :=

αλ−1α 0 αλ−1 0 0
0 0 0 0 0
λ−1α 0 λ−1 0 0
0 0 0 0 0
0 0 0 0 k−1
 ,
B :=

0 0 0 0 0
0 L 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

and
Ã :=

0 0 0 0 div
0 0 0 Grad 0
0 0 0 0 0
0 Div 0 0 0
grad 0 0 0 0
 .
This leads to an evolutionary inclusion of the form
(V, F ) ∈ (∂ν,0M0 +M1 −A+B) (3.6)
for V ∈ [Hν,0 ⊗ H](∂0M0 + M1 − A + B), F ∈ Hν,0 ⊗ H and A := U∗ÃU , where the Hilbert
space H is given by L2(Ω)⊕Hsym(Ω)⊕ L2(Ω)⊕ L2(Ω)3 ⊕ L2(Ω)3.
Remark 3.19. By the structure ofM1 we see that we can generalize λ and k to selfadjoint, strictly
positive operators on L2(Ω) and L2(Ω)3 respectively. The strict positive definiteness of λ−1and
k−1 then holds due to the following general fact.
Lemma 3.20. Let H be a Hilbert space and M : H → H be selfadjoint with M ≥ c for some
c ∈ R>0. Then M is continuously invertible and the inverse M−1 is strictly positive definite as
well. In detail we have
M−1 ≥ c
‖M‖2
.
Proof. Since M is selfadjoint, it follows that ([{0}]M)⊥ = M [H] and since M is injective, by
the strict positive definiteness, we conclude that M [H] is dense in H. Furthermore we have that
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M [H] is closed, since M is continuously invertible on its range and thus, M is onto. Moreover,
for u ∈ H we estimate
〈M−1u|u〉H = 〈M−1u|MM−1u〉H
≥ c|M−1u|2H
≥ c
‖M‖2
|u|2H ,
which shows the desired strict positive definiteness of M−1.
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At first we have to verify, whether the operators M0 and M1 satisfy the conditions, which are
required for the application of the results in Chapter 2.
Lemma 3.21. The operator M0 is selfadjoint and strictly positive definite on its range. ReM1
is strictly positive definite on the null space of M0.
Proof. M0 is selfadjoint, since M is selfadjoint and the functions c0, ρ are real-valued. The null
space of the operator M0 is given by
[{0}]M0 := {0} ⊕ {0} ⊕ L2(Ω)⊕ {0} ⊕ L2(Ω)3
Clearly, M0 is strictly positive definite on M0[H] = ([{0}]M0)⊥ = L2(Ω) ⊕ Hsym(Ω) ⊕ {0} ⊕
L2(Ω)
3 ⊕ {0}. We need to ensure that ReM1 is strictly positive definite on [{0}]M0. Let χ :=
(0, 0, ϕ, 0, ψ) ∈ [{0}]M0. We calculate
Re〈M1χ|χ〉H = Re〈λ−1ϕ|ϕ〉L2(Ω) + Re〈k
−1ψ|ψ〉L2(Ω)3 ≥ c〈χ|χ〉H
for a certain c ∈ R>0, whose existence is guaranteed by Lemma 3.20.
We have to find out that the relation −A+B is maximal monotone to apply our solution theory
to the inclusion
(V, F ) ∈ ∂ν,0M0 +M1 + (−A+B)ν
for ν ∈ R>0 sufficiently large. We can easily verify that B is maximal monotone, due to the
maximal monotonicity of L :
Lemma 3.22. The relation B ⊆ H ⊕H is maximal monotone.
Proof. Clearly (u, v) ∈ B if and only if (u2, v2) ∈ L and vi = 0 for i ∈ {1, 3, 4, 5}. We estimate
for (u, v), (x, y) ∈ B
Re〈u− x|v − y〉H = Re〈u2 − x2|v2 − y2〉L2(Ω)3×3 ≥ 0.
For showing the maximal monotonicity we fix an arbitrary y ∈ H. According to Minty´s Theorem
(Theorem 1.6) there exists x2 ∈ Hsym(Ω) such that (x2, y2) ∈ 1 + L. By setting xi := yi for
i ∈ {1, 3, 4}, we conclude (x, y) ∈ 1 + B, which yields the maximal monotonicity according to
Theorem 1.6.
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Next we want to study different boundary conditions and corresponding versions of the operator
A, such that A gets skew-selfadjoint and hence maximal monotone (see Example 1.8). In [50]
different boundary conditions on frictions of the boundary are studied. For simplicity, we may
assume that the variables satisfy the boundary conditions on the whole boundary.
Remark 3.23. By the right use of
◦
grad,
◦
div,
◦
Div or
◦
Grad in Ã instead of the operators with-
out boundary conditions in (3.5), we can make Ã and thus A skew-selfadjoint4. This simulates
Dirichlet- or Neumann-type-boundary-conditions for the variables p, σ+ trace∗ω, v and q respec-
tively. More precisely the following versions of Ã are skew-selfadjoint:
0 0 0 0
◦
div
0 0 0
◦
Grad 0
0 0 0 0 0
0 Div 0 0 0
grad 0 0 0 0
 ,

0 0 0 0
◦
div
0 0 0 Grad 0
0 0 0 0 0
0
◦
Div 0 0 0
grad 0 0 0 0
 ,

0 0 0 0 div
0 0 0
◦
Grad 0
0 0 0 0 0
0 Div 0 0 0
◦
grad 0 0 0 0
 ,

0 0 0 0 div
0 0 0 Grad 0
0 0 0 0 0
0
◦
Div 0 0 0
◦
grad 0 0 0 0
 .
Following [50], we want to study the boundary condition:
kgradp · n− αβ∂ν,0u · n = 0 on ∂Ω,
λ(div∂ν,0u)n+ σn− α(1− β)pn = 0 on ∂Ω.
Here n is the outward normal vector on ∂Ω and β : ∂Ω→ [0, 1] is a measurable function, which
describes the fraction of the pores on ∂Ω. By using our variables p, q, v, σ and ω we get the
following conditions:
q · n− αβv · n = 0 on ∂Ω,
(σ + trace∗ω)n+ αβpn = 0 on ∂Ω. (3.7)
Since we do not want to assume any regularity on ∂Ω, we may assume that β can be extended to
a real-valued function defined on Ω, which we denote by β again and which satisfies the following
conditions:
β ∈ L∞(Ω),
gradβ ∈ L∞(Ω)3,
where gradβ is to be understood in the distributional sense. Before we consider the boundary
condition (3.7), we want to show some general properties, which will be used later.
4Note that U is a homeomorphism.
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Lemma 3.24. Let f ∈ L2(Ω) and g ∈ L2(Ω)3.
(a) f ∈ D(
◦
grad) if and only if trace∗f ∈ D(
◦
Div) and then
◦
grad f =
◦
Div (trace∗f).
(b) If g ∈ D(
◦
Grad), then g ∈ D(
◦
div) with
◦
div g = trace
◦
Grad g.
Proof. (a) If f ∈ D(
◦
grad), then there exists a sequence (fn)n∈N ∈ C∞c (Ω)N with fn → f and
◦
grad fn →
◦
grad f in L2(Ω) and L2(Ω)3 respectively as n→∞. For all n ∈ N the equality
◦
grad fn =
◦
Div (trace∗fn)
holds trivially. By the continuity of trace∗ we get trace∗fn → trace∗f in Hsym(Ω) as n→∞
and thus trace∗f ∈ D(
◦
Div) with
◦
Div trace∗f = lim
n→∞
◦
Div trace∗fn = lim
n→∞
◦
grad fn =
◦
grad f.
By using the same argumentation backwards and the fact that 13trace trace
∗ = 1, we get the
missing implication.
(b) We find a sequence (gn)n∈N ∈
(
C∞c (Ω)
3
)N with gn → g and ◦Grad gn → ◦Grad g in L2(Ω)3
and Hsym(Ω) respectively as n→∞. By using the trivial observation that
◦
div gn = trace
◦
Grad gn
holds for all n ∈ N and by using the continuity of trace, we get the assertion.
We state an analogous result for the operators without boundary conditions.
Lemma 3.25. The following holds:
(a) For a function f ∈ L2(Ω) we have: f ∈ D(grad) if and only if trace∗f ∈ D(Div). For such
f the equality
gradf = Div(trace∗f)
holds.
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(b) Let g ∈ D(Grad). Then g ∈ D(div) with
divg = trace Gradg.
Proof. (a) First we assume f ∈ D(grad). Then for each ϕ ∈ C∞c (Ω)3 the following holds:
〈trace∗f |
◦
Grad ϕ〉L2(Ω)3×3 =
∫
Ω
3∑
i=1
f∗∂iϕi
= 〈f |
◦
div ϕ〉L2(Ω)
= −〈gradf |ϕ〉L2(Ω)3 .
Therefore trace∗f ∈ D(Div) and Div trace∗f = gradf. By using the same argumentation
backwards, we get the other implication.
(b) For ψ ∈ C∞c (Ω) we have:
〈g|
◦
grad ψ〉L2(Ω)3 =
3∑
i=1
〈gi|∂iψ〉L2(Ω)
= 〈g|
◦
Div trace∗ψ〉L2(Ω)3
= −〈Gradg|trace∗ψ〉L2(Ω)3×3
= −〈trace Gradg|ψ〉L2(Ω).
That is, g ∈ D(div) and divg = trace Gradg.
Lemma 3.26. Let β ∈ L∞(Ω) with gradβ ∈ L∞(Ω)3. Then for every ϕ ∈ C∞c (Ω)3 it follows
that βϕ ∈ D(
◦
div) and
◦
div (βϕ) = βdivϕ+ (gradβ) · ϕ.
Moreover, for every η ∈ C∞c (Ω) it holds that βη ∈ D(
◦
grad) and
◦
grad (βη) = (gradβ)η + βgradη.
Proof. We show that βϕ ∈ D(div) and by Corollary 3.16 we conclude βϕ ∈ D(
◦
div) since
supp(βϕ) is compact. Let ψ ∈ C∞c (Ω).Then we calculate
〈βϕ|gradψ〉L2(Ω)3 =
3∑
i=1
∫
Ω
β∗ϕi
∗∂iψ
=
3∑
i=1
∫
Ω
β∗(∂i(ϕ
∗
iψ)− (∂iϕ∗i )ψ)
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=
∫
Ω
β∗div(ϕ∗ψ)−
∫
Ω
β∗div(ϕ∗)ψ
= −
∫
Ω
gradβ · (ψϕ∗)−
∫
Ω
(βdivϕ)∗ψ
= −〈(gradβ) · ϕ+ βdivϕ|ψ〉L2(Ω).
Thus, we get βϕ ∈ D(div) and with Corollary 3.16 we obtain
◦
div (βϕ) = div(βϕ) = βdivϕ+ (gradβ) · ϕ.
Let ψ ∈ C∞c (Ω)3. Then it follows
〈βη|divψ〉L2(Ω) =
∫
Ω
β∗η∗divψ
=
∫
Ω
β∗div(η∗ψ)−
∫
Ω
β∗(gradη∗) · ψ
= −
∫
Ω
gradβ∗ · (η∗ψ)−
∫
Ω
(βgradη)∗ · ψ
= −〈(gradβ)η + βgradη|ψ〉L2(Ω)3
and so βη ∈ D(grad) with
grad(βη) = (gradβ)η + βgradη.
By Corollary 3.14 we get the assertion.
Lemma 3.27. Let β ∈ L∞(Ω) with gradβ ∈ L∞(Ω)3. Then the following holds:
(a) Let f ∈ D(grad). Then βf ∈ D(grad) and the following equality holds:
grad(βf) = (gradβ)f + βgradf.
(b) Let g ∈ D(div). Then βg ∈ D(div) with
div(βg) = βdivg + (gradβ) · g.
Proof. (a) We know that βf ∈ L2(Ω), since β is bounded. For ψ ∈ C∞c (Ω)3 we calculate with
Lemma 3.26
〈βf |
◦
div ψ〉L2(Ω) = 〈f |β
∗ ◦div ψ〉L2(Ω)
= 〈f |
◦
div (β∗ψ)− gradβ∗ · ψ〉L2(Ω)
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= −〈gradf |β∗ψ〉L2(Ω)3 − 〈f |(gradβ)
∗ · ψ〉L2(Ω)
= −〈βgradf |ψ〉L2(Ω)3 − 〈(gradβ)f |ψ〉L2(Ω)3
= −〈βgradf + (gradβ)f |ψ〉L2(Ω)3 .
Since β and gradβ are bounded, it follows that βgradf + (gradβ)f ∈ L2(Ω)3, which shows
the assertion.
(b) Like in (a) we know that βg ∈ L2(Ω)3. For ψ ∈ C∞c (Ω) it follows with Lemma 3.26
〈βg|
◦
grad ψ〉L2(Ω)3 = 〈g|β
∗ ◦grad ψ〉L2(Ω)3
= 〈g|
◦
grad (β∗ψ)− (gradβ∗)ψ〉L2(Ω)3
= −〈divg|β∗ψ〉L2(Ω) − 〈(gradβ) · g|ψ〉L2(Ω)
= −〈βdivg + (gradβ) · g|ψ〉L2(Ω).
Since β and gradβ are bounded, we get that βdivg + (gradβ) · g ∈ L2(Ω), which shows the
assertion.
With this knowledge we can define the operator, which allows us to model the boundary condi-
tions (3.7).
Definition 3.28. We define the following two operators:
T : D(T ) ⊆ L2(Ω)⊕Hsym(Ω) → L2(Ω)3 ⊕ L2(Ω)3
(p, σ̃) 7→ (gradp,Divσ̃)
with
D(T ) := {(p, σ̃) ∈ D(grad)⊕D(Div) | σ̃ + αβtrace∗p ∈ D(
◦
Div)}
and
T̃ : D(T̃ ) ⊆ L2(Ω)3 ⊕ L2(Ω)3 → L2(Ω)⊕Hsym(Ω)
(q, v) 7→ (divq,Gradv)
with
D(T̃ ) := {(q, v) ∈ D(div)⊕D(Grad) | q − αβv ∈ D(
◦
div)}.
T and T̃ are obviously linear.
Lemma 3.29. The operators T and T̃ are densely defined and closed.
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Proof. For showing the density of D(T ) we take arbitrary functions σ̃ ∈ C∞c,sym(Ω) and p ∈
C∞c (Ω) and prove that (σ̃, p) ∈ D(T ). For seeing this, we have to show that
σ̃ + αβtrace∗p ∈ D(
◦
Div).
Since clearly σ̃ ∈ D(
◦
Div), we have to conclude that also βtrace∗p = trace∗(βp) ∈ D(
◦
Div). By
Lemma 3.26 we know that βp ∈ D(
◦
grad) and thus, trace∗(βp) ∈ D(
◦
Div) according to Lemma
3.24. Via an analogous argumentation we also get the density of D(T̃ ).
Now we show that T is closed. Let ((pn, σ̃n))n∈N ∈ D(T )N with
(pn, σ̃n) → (p, σ̃) ∈ L2(Ω)⊕Hsym(Ω) (n→∞),
T (pn, σ̃n) → (f, g) ∈ L2(Ω)3 ⊕ L2(Ω)3 (n→∞).
This implies that pn → p and gradpn → f as n → ∞. Since grad is closed by, we know that
p ∈ D(grad) and f = gradp. In the same way we get that σ̃ ∈ D(Div) and g = Divσ̃. So it leaves
to prove that
σ̃ + αβtrace∗p ∈ D(
◦
Div).
This follows by observing that
|σ̃n + αβtrace∗pn − (σ̃ + αβtrace∗p)|L2(Ω)3×3 ≤ |σ̃n − σ̃|L2(Ω)3×3 + |α||β(trace
∗pn − trace∗p)|L2(Ω)3×3
≤ |σ̃n − σ̃|L2(Ω)3×3 + |α||β|∞|trace
∗pn − trace∗p|L2(Ω)3×3
= |σ̃n − σ̃|L2(Ω)3×3 +
√
3|α||β|∞|pn − p|L2(Ω)3×3
→ 0,
as n→∞ and by Lemma 3.25 (a)
|Div(σ̃n + αβtrace∗pn)−Div(σ̃ + αβtrace∗p)|L2(Ω)3 ≤ |Divσ̃n −Divσ̃|L2(Ω)3
+|α||Div(trace∗βpn)−Div(trace∗βp)|L2(Ω)3
= |Divσ̃n −Divσ̃|L2(Ω)3
+|α||grad(βpn)− grad(βp)|L2(Ω)3 .
By Lemma 3.27 (a) we conclude
|grad(βpn)− grad(βp)|L2(Ω)3 ≤ |(gradβ)(pn − p)|L2(Ω)3 + |βgrad(pn − p)|L2(Ω)3
≤ |gradβ|∞|pn − p|L2(Ω) + |β|∞|grad(pn − p)|L2(Ω)3
→ 0 (n→∞).
Since also |Divσ̃n−Divσ̃|L2(Ω)3 → 0 as n→∞, we see that σ̃+α∗βtrace∗p ∈ D(
◦
Div), since
◦
Div
is a closed operator. The closedness of T̃ follows analogously.
3.3. Boundary conditions and maximal monotonicity 105
Proposition 3.30. The operator
Ã :=
 0 0 T̃0 0 0
T 0 0

is skew-selfadjoint.
Proof. We will show that T ∗ = −T̃ . Let (q, v) ∈ D(T̃ ). Then for each (p, σ̃) ∈ D(T ) we compute
〈T (p, σ̃)|(q, v)〉L2(Ω)3⊕L2(Ω)3 = 〈gradp|q〉L2(Ω)3 + 〈Divσ̃|v〉L2(Ω)3
= 〈gradp|q〉L2(Ω)3 + 〈Div(σ̃ + αβtrace
∗p)|v〉L2(Ω)3
−〈Div(αβtrace∗p)|v〉L2(Ω)3 .
Since we know that σ̃ + αβtrace∗p ∈ D(
◦
Div), we get
〈Div(σ̃ + αβtrace∗p)|v〉L2(Ω)3 = −〈σ̃ + αβtrace
∗p|Gradv〉L2(Ω)3×3 .
Using Lemma 3.25 (a) and Lemma 3.27 (a) we compute5
−〈Div(αβtrace∗p)|v〉L2(Ω)3 = −α〈grad(βp)|v〉L2(Ω)3
= −α〈(gradβ)p|v〉L2(Ω)3 − α〈βgradp|v〉L2(Ω)3
= −α〈p|(gradβ) · v〉L2(Ω) − α〈gradp|βv〉L2(Ω)3 .
Summarizing we get
〈T (p, σ̃)|(q, v)〉L2(Ω)3⊕L2(Ω)3 = −〈σ̃ + αβtrace
∗p|Gradv〉L2(Ω)3×3 − 〈p|α(gradβ) · v〉L2(Ω)
+〈gradp|q − αβv〉L2(Ω)3 .
Since q − αβv ∈ D(
◦
div) we conclude
〈gradp|q − αβv〉L2(Ω)3 = −〈p|div(q − αβv)〉L2(Ω)
and hence, using Lemma 3.25 (b)
〈T (p, σ̃)|(q, v)〉L2(Ω)3⊕L2(Ω)3 = −〈σ̃ + αβtrace
∗p|Gradv〉L2(Ω)3×3 − 〈p|α(gradβ) · v〉L2(Ω)
−〈p|div(q − αβv)〉L2(Ω)
= −〈σ̃|Gradv〉L2(Ω)3×3 − 〈p|divq〉L2(Ω) − α〈βtrace
∗p|Gradv〉L2(Ω)3×3
+α〈p|div(βv)− (gradβ) · v〉L2(Ω).
Again by Lemma 3.25 (b) we get
〈βtrace∗p|Gradv〉L2(Ω)3×3 = 〈p|βtraceGradv〉L2(Ω) = 〈p|βdivv〉L2(Ω)
5Keep in mind that β was assumed to be real-valued.
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and by applying Lemma 3.27 (b) it follows that
〈p|div(βv)− ((gradβ) · v + βdivv)〉L2(Ω) = 0.
So we conclude
〈T (p, σ̃)|(q, v)〉L2(Ω)3⊕L2(Ω)3 = −〈σ̃|Gradv〉L2(Ω)3×3−〈p|divq〉L2(Ω) = −〈(p, σ̃)|T̃ (q, v)〉L2(Ω)⊕L2(Ω)3×3 ,
which shows −T̃ ⊆ T ∗.
Now let (q, v) ∈ D(T ∗).We denote the image of (q, v) under T ∗ by (T ∗1 (q, v), T ∗2 (q, v)) ∈ L2(Ω)⊕
Hsym(Ω). Then we obtain
〈gradp|q〉L2(Ω)3 + 〈Divσ̃|v〉L2(Ω)3 = 〈T (p, σ̃)|(q, v)〉L2(Ω)3⊕L2(Ω)3
= 〈(p, σ̃)|T ∗(q, v)〉L2(Ω)⊕L2(Ω)3×3
= 〈p|T ∗1 (q, v)〉L2(Ω) + 〈σ̃|T
∗
2 (q, v)〉L2(Ω)3×3
for each (p, σ̃) ∈ D(T ). Since (p, 0) ∈ D(T ) for every p ∈ C∞c (Ω), we conclude that q ∈ D(div)
and T ∗1 (q, v) = −divq. Also (0, σ̃) ∈ D(T ) for every σ̃ ∈ C∞c,sym(Ω) and so it follows that
v ∈ D(Grad) with T ∗2 (q, v) = −Gradv.
So it leaves to prove that q − αβv ∈ D(
◦
div). For doing so, we fix an arbitrary p ∈ D(grad) and
define σ̃ = −αβtrace∗p. By Lemma 3.27 (a) we know that βp ∈ D(grad) and so it follows by
Lemma 3.25 (a) that −βtrace∗p ∈ D(Div). Thus, we obtain that σ̃ ∈ D(Div) and moreover,
(p, σ̃) ∈ D(T ). We calculate
〈gradp|q − αβv〉L2(Ω)3 = 〈gradp|q〉L2(Ω)3 − α〈gradp|βv〉L2(Ω)3 + 〈Divσ̃|v〉L2(Ω)3
−〈Divσ̃|v〉L2(Ω)3
= 〈T (p, σ̃)|(q, v)〉L2(Ω)3⊕L2(Ω)3 − α〈gradp|βv〉L2(Ω)3 − 〈Divσ̃|v〉L2(Ω)3
= −〈p|divq〉L2(Ω) − 〈σ̃|Gradv〉L2(Ω)3×3 − α〈gradp|βv〉L2(Ω)3
−〈Divσ̃|v〉L2(Ω)3
= −〈p|divq〉L2(Ω) + α〈βtrace
∗p|Gradv〉Hsym − α〈gradp|βv〉L2(Ω)3
+α〈grad(βp)|v〉L2(Ω)3
= −〈p|divq〉L2(Ω) + α〈p|βdivv〉L2(Ω) − α〈βgradp|v〉L2(Ω)3
+α〈grad(βp)|v〉L2(Ω)3
= −〈p|divq〉L2(Ω) + α〈p|βdivv〉L2(Ω) + α〈(gradβ)p|v〉L2(Ω)3
= −〈p|divq〉L2(Ω) + α〈p|βdivv + (gradβ) · v〉L2(Ω)
= −〈p|div(q − αβv)〉L2(Ω).
Here we have used the results of Lemma 3.25 and Lemma 3.27. This shows that q−αβv ∈ D(
◦
div)
and so (q, v) ∈ D(T̃ ). Since we have already seen that T ∗(q, v) = (−divq,−Gradq), we conclude
T ∗ ⊆ −T̃ .
By Lemma 3.29 T is closed and hence, the skew-selfadjointness of
 0 0 T0 0 0
T̃ 0 0
 follows imme-
diately.
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Summarizing, we have shown that −A and B are maximal monotone relations. However, it is
left to ensure the maximal monotonicity of −A+B. Of course this can not hold in general and
so we have to assume further properties on our relation B, to apply the results of Section 1.3.
The easiest assumption would be the boundedness of B and apply Proposition 1.22 or assume
a relative boundedness with respect to the operator A (see Proposition 1.24). In [50] we find
an assumption of the form (M + L)−1 is coercive6. However, this condition implies that L and
hence, B is bounded due to the following Lemma.
Lemma 3.31. Let H be a Hilbert space and A ⊆ H⊕H. Furthermore let T : H → H be bounded
and linear such that (T +A)−1 is coercive. Then A is bounded.
Proof. We prove the statement by contradiction. Assume that A is not bounded, i.e. there
exists a bounded subset M ⊆ H such that A[M ] is unbounded. We may choose a sequence
((un, vn))n∈N ∈ AN such that un ∈ M for each n ∈ N and |vn| → ∞ as n → ∞. It follows that
(un, Tun + vn) ∈ T + A or equivalently (Tun + vn, un) ∈ (T + A)−1 for each n ∈ N. For x ∈ H
we estimate, by using the Cauchy-Schwarz-Inequality
lim sup
n→∞
Re〈Tun + vn − x|un〉
|Tun + vn|
≤ sup
n∈N
|un| <∞.
This contradicts the coercitivity of (T + A)−1, since |Tun + vn| ≥ |vn| − ‖T‖ supk∈N |uk| → ∞
as n→∞. Thus, A is bounded.
We summarize our findings under the assumption that L is bounded in the following theorem.
Theorem 3.32. Let M0,M1, U be the operators, defined in Remark 3.18. Let Ã be one of
the operators in Remark 3.23 or in Proposition 3.30 and L ⊆ Hsym(Ω) ⊕Hsym(Ω) be maximal
monotone and bounded. We set
B =

0 0 0 0 0
0 L 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

and assume D(A) ∩ [H]B 6= ∅, where H = L2(Ω) ⊕ Hsym(Ω) ⊕ L2(Ω) ⊕ L2(Ω)3 ⊕ L2(Ω)3 and
A = U∗ÃU . Then there exists ν0 ∈ R>0, such that for all ν ≥ ν0 the following holds:
6A relation A ⊆ H ⊕H is called coercive, if there exists x ∈ H such that for every sequence ((un, vn))n∈N ∈ AN
with |un| → ∞ as n→∞:
Re〈un − x|vn〉
|un|
→ ∞ (n→∞).
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(a) For each F ∈ Hν,0 ⊗H and V0 ∈ D(A) ∩ [H]B, there exists a unique V ∈ Hν,0 ⊗H satisfy
(V, F ) ∈ ∂ν,0M0(· − V0) +M1 + (A+B)ν .
Furthermore the solution V depends continuously on F .
(b) If additionaly V0 ∈ [H](A+B)∗, then V depends continuously on F and V0.
(c) The solution operator is causal.
4. Conclusion and Summary
The theory developed in this thesis covers a large field of applications in mathematical physics.
The general form of the differential inclusion
(u, f) ∈ ∂ν,0M(∂−1ν,0) +Aν
can be found in the classical linear partial differential equations, like the wave equation, the
heat conduction, Maxwell´s equations and the equations of elasticity. In all of these examples,
the relation A is (under suitable boundary conditions) a skew-selfadjoint operator (see [43]).
The advantage of studying inclusions, instead of equations lies in its application to hysteresis
phenomenas as well as to nonlinear ordinary differential equations, even with discontinuous right
hand sides (by using the so called Filippov-modification [21]). So, for instance the equation
∂ν,0u+ sgn(u) = f
is in general not solvable, but by extending the signum function sgn to a maximal monotone
relation, given by
(x, y) ∈ sgn⇔

y = 1 if x > 0,
y ∈ [−1, 1] if x = 0,
y = −1 if x < 0,
we obtain well-posedness of the differential inclusion
(u, f) ∈ ∂ν,0 + sgn.
This strategy of modifying discontinuous right-hand sides can also be found in the study of
switched dynamical systems (cf. [34]). Also ordinary differential equations of the form
∂ν,0u = F (u),
where F is a Lipschitz-continuous mapping are covered, since F + |F |Lip becomes maximal
monotone. This very general type of an ordinary differential equation also covers equations with
memory effects (see [27]).
A further mentionable advantage lies in the very general structure of the material laws introduced
in Section 2.6. These types of operators allow us to represent equations and inclusions with
convolution terms (see [53]), integro-differential equations and inclusions, neutral differential
equations and inclusions as well as inclusions with delay.
Starting from the general setting developed in the previous chapters, questions of stability should
be addressed in future. Furthermore, in view of [53], limiting processes of evolutionary inclusions
should be studied to work out a unified concept of homogenization of such inclusions.
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A. Tensorproducts
In this part of the appendix, we introduce the needed theory of Tensorproducts. For this topic
we refer to [54, p. 47 and p. 262], where the case of selfadjoint operators is studied. However
we want to deal a more general case, where the operators do not have to be selfadjoint, but only
closable (c.f. [44, 42]).
A.1. Tensorproducts of Hilbert spaces
Throughout let H0, H1 be complex Hilbert spaces.
Definition A.1. For x ∈ H0, y ∈ H1 we define a functional on H0 ×H1 by
x⊗ y : H0 ×H1 → C
(φ, ψ) 7→ 〈x|φ〉H0〈y|ψ〉H1 .
This functional is bilinear and continuous. We define a linear structure on such elements by
setting (
n∑
i=1
αi(xi ⊗ yi)
)
(φ, ψ) :=
n∑
i=1
α∗i (xi ⊗ yi)(φ, ψ) (φ ∈ H0, ψ ∈ H1)
for xi ∈ H0, yi ∈ H1, αi ∈ C with i ∈ {1, . . . , n} and n ∈ N and obtain again a bilinear, continuous
functional. For subsets V0 ⊆ H0, V1 ⊆ H1 we define the algebraic tensorproduct by
V0
a
⊗ V1 := Lin{x⊗ y |x ∈ V0, y ∈ V1},
where the linear hull is taken with respect to the linear structure defined above. For x, u ∈ H0
and y, v ∈ H1 we define
〈x⊗ y|u⊗ v〉⊗ := 〈x|u〉H0〈y|v〉H1 = (x⊗ y)(u, v)
and denote by 〈.|.〉⊗ the sesquilinear extension of this mapping to (H0
a
⊗ H1)× (H0
a
⊗ H1).
Proposition A.2. 〈·|·〉⊗ defines an inner product on H0
a
⊗ H1.
Proof. The sesquilinearity of 〈·|·〉⊗ follows by definition. Let n,m ∈ N. For i ∈ {1, . . . , n}, j ∈
{1, . . . ,m} let xi, rj ∈ H0, yi, sj ∈ H1, αi, βj ∈ C. We calculate〈
n∑
i=1
αi(xi ⊗ yi)|
m∑
j=1
βj(rj ⊗ sj)
〉
⊗
=
n∑
i=1
m∑
j=1
α∗i βj〈xi|rj〉H0〈yi|sj〉H1
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=
 m∑
j=1
n∑
i=1
β∗jαi〈rj |xi〉H0〈sj |yi〉H1
∗
=
〈
m∑
j=1
βj(rj ⊗ sj)|
n∑
i=1
αi(xi ⊗ yi)
〉∗
⊗
and obtain the symmetry. Also we see that〈
n∑
i=1
αi(xi ⊗ yi)|
n∑
i=1
αi(xi ⊗ yi)
〉
⊗
=
n∑
i=1
n∑
j=1
α∗iαj〈xi|xj〉H0〈yi|yj〉H1
which can be rewritten, using the Gramian matrices G0 := (〈xi|xj〉H0)i,j∈{1,...,n},
G1 := (〈yi|yj〉H1)i,j∈{1,...,n} and their square roots A0 = (a0ij)i,j∈{1,...,n}, A1 = (a1ij)i,j∈{1,...,n}, as
n∑
i=1
n∑
j=1
α∗iαj〈xi|xj〉H0〈yi|yj〉H1 =
n∑
i=1
n∑
j=1
α∗iαj
n∑
k0=1
a0ik0a
0
k0j
n∑
k1=1
a1ik1a
1
k1j
=
n∑
k0=1
n∑
k1=1
n∑
i=1
α∗i
(
a0k0i
)∗ (
a1k1i
)∗ n∑
j=1
αja
0
k0ja
1
k1j
=
n∑
k0,k1=1
|
n∑
j=1
αja
0
k0ja
1
k1j |
2
≥ 0.
Thus, we obtain the positivity of 〈·|·〉⊗.
Next we prove that 〈.|.〉⊗ is a mapping. Let
∑n
i=1 αi(xi ⊗ yi) =
∑m
j=1 βj(rj ⊗ sj) ∈ H0
a
⊗ H1.
We get that 〈
n∑
i=1
αi(xi ⊗ yi)|φ⊗ ψ
〉
⊗
−
〈
m∑
j=1
βj(rj ⊗ sj)|φ⊗ ψ
〉
⊗
=
n∑
i=1
α∗i (xi ⊗ yi)(φ, ψ)−
m∑
j=1
β∗j (rj ⊗ sj)(φ, ψ)
=
(
n∑
i=1
αi(xi ⊗ yi)
)
(φ, ψ)−
 m∑
j=1
βj(rj ⊗ sj)
 (φ, ψ)
= 0
for all φ⊗ ψ ∈ [H0]⊗ [H1]. Using the linearity in the second argument we conclude〈
n∑
i=1
αi(xi ⊗ yi)|u
〉
⊗
=
〈
m∑
j=1
βj(rj ⊗ sj)|u
〉
⊗
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for all u ∈ H0
a
⊗ H1 and by the symmetry we also obtain〈
u|
n∑
i=1
αi(xi ⊗ yi)
〉
⊗
=
〈
u|
m∑
j=1
βj(rj ⊗ sj)
〉
⊗
for all u ∈ H0
a
⊗ H1, which shows the right-uniqueness of 〈.|.〉⊗. So it is left to show the
definiteness of 〈.|.〉⊗. Let
∑n
i=1 αi(xi ⊗ yi) ∈ H0
a
⊗ H1 with〈
n∑
i=1
αi(xi ⊗ yi)|
n∑
i=1
αi(xi ⊗ yi)
〉
⊗
= 0.
Then for all φ ∈ H0, ψ ∈ H1 we get by the Cauchy-Schwarz-Inequality for symmetric sesquilinear
forms:∣∣∣∣∣
(
n∑
i=1
αi(xi ⊗ yi)
)
(φ, ψ)
∣∣∣∣∣ =
∣∣∣∣∣∣
〈
n∑
i=1
αi(xi ⊗ yi)|φ⊗ ψ
〉
⊗
∣∣∣∣∣∣
≤
√√√√〈 n∑
i=1
αi(xi ⊗ yi)|
n∑
i=1
αi(xi ⊗ yi)
〉
⊗
√
〈φ⊗ ψ|φ⊗ ψ〉⊗
= 0.
Hence,
∑n
i=1 αi(xi ⊗ yi) = 0.
Definition A.3. We define the tensorproduct H0 ⊗ H1 as the completion of H0
a
⊗ H1 with
respect to the inner product 〈·|·〉⊗. Thus, H0 ⊗ H1 is a Hilbert space and we denote its inner
product by 〈·|·〉H0⊗H1 .
Proposition A.4. Let S0 ⊆ H0 and S1 ⊆ H1 be total1 in H0 and H1 respectively. Then S0
a
⊗ S1
is dense in H0 ⊗H1.
Proof. Let x ∈ H0, y ∈ H1. Then there exist sequences (xn)n∈N ∈ (LinS0)N and (yn)n∈N ∈
(LinS1)
N such that xn → x in H0 and yn → y in H1 as n → ∞. At first we show that for all
n ∈ N we have xn⊗yn ∈ S0
a
⊗ S1. Let n ∈ N. Then we find k,m ∈ N and elements s01, . . . , s0k ∈ S0
as well as s11, . . . , s1m ∈ S1 and complex numbers α1, . . . , αk, β1, . . . βm ∈ C such that
xn =
k∑
i=1
αis
0
i ,
yn =
m∑
j=1
βjs
1
j .
1S ⊆ H is called total, if LinS is dense in H.
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Hence,
xn ⊗ yn =
(
k∑
i=1
αis
0
i
)
⊗
 m∑
j=1
βjs
1
j
 = k∑
i=1
m∑
j=1
αiβj(s
0
i ⊗ s1j ) ∈ S0
a
⊗ S1.
Moreover, we estimate
|xn ⊗ yn − x⊗ y|H0⊗H1 ≤ |xn ⊗ yn − x⊗ yn|H0⊗H1 + |x⊗ yn − x⊗ y|H0⊗H1
= |(xn − x)⊗ yn|H0⊗H1 + |x⊗ (yn − y)|H0⊗H1
= |xn − x|H0 |yn|H1 + |x|H0 |yn − y|H1
→ 0 (n→∞).
Thus, decomposable elements of H0⊗H1 can be approximated by elements of S0
a
⊗ S1. We now
show that each element of H0
a
⊗ H1 can be approximated by elements of S0
a
⊗ S1. Let n ∈ N and
x1, . . . , xn ∈ H0, y1, . . . , yn ∈ H1, α1, . . . , αn ∈ C \ {0}. Then, according to what we have shown
above, we find for every ε > 0, i ∈ {1, . . . , n} an element ui ∈ S0
a
⊗ S1 such that
|xi ⊗ yi − ui|H0⊗H1 <
(
n∑
i=1
|αi|
)−1
ε.
Then
∑n
i=1 αiui ∈ S0
a
⊗ S1 and∣∣∣∣∣
n∑
i=1
αi(xi ⊗ yi)−
n∑
i=1
αiui
∣∣∣∣∣
H0⊗H1
≤
n∑
i=1
|αi||xi ⊗ yi − ui|H0⊗H!
< ε.
Since H0
a
⊗ H1 is dense in H0 ⊗H1, this yields the assertion.
Corollary A.5. Let O0 ⊆ H0, O1 ⊆ H1 be two complete orthonormal sets in H0 and H1 respec-
tively. Then
[O0]⊗ [O1] = {u⊗ v |u ∈ O0, v ∈ O1}
is a complete orthonormal set in H0 ⊗H1.
Proof. According to Proposition A.4 O0
a
⊗ O1 = Lin ([O0]⊗ [O1]) is dense in H0 ⊗H1. Let now
u⊗ v, x⊗ y ∈ [O0]⊗ [O1]. Then
〈u⊗ v|x⊗ y〉H0⊗H1 = 〈u|x〉H0〈v|y〉H1 =
{
1 if u = x, v = y,
0 otherwise.
Thus, [O0]⊗ [O1] is orthonormal in H0 ⊗H1.
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Example A.6. Let H be a complex Hilbert space. Then L2(R)⊗H = L2(R, H) in the sense of
a unitary mapping. We begin to define the mapping on elements of the form χI ⊗ φ for I ⊆ R a
bounded interval and φ ∈ H. We define
U(χI ⊗ φ) := (x 7→ χI(x)φ).
This function is well defined and isometric, since∫
R
|χI(x)φ|2H dx =
∫
I
|φ|2H dx = |χI |2L2(R)|φ|
2
H = |χI ⊗ φ|2L2(R)⊗H .
We extend this mapping linearly to I(R)
a
⊗ H, where I(R) denotes the indicator functions
of intervals in R. We have to prove that this extension stays a mapping. For this, let 0 =∑n
i=1 αiχIi ⊗ φi ∈ I(R)
a
⊗ H. Then we get for all intervals J ⊆ R and ψ ∈ H〈
n∑
i=1
αiχIiφi|χJψ
〉
L2(R,H)
=
n∑
i=1
α∗i
∫
R
〈χIi(x)φi|χJ(x)ψ〉H dx
=
n∑
i=1
α∗i
∫
Ii∩J
dx 〈φi|ψ〉H
=
n∑
i=1
α∗i 〈χIi |χJ〉L2(R)〈φi|ψ〉H
=
n∑
i=1
α∗i (χIi ⊗ φi)(χJ , ψ)
=
(
n∑
i=1
αi(χIi ⊗ φi)
)
(χJ , ψ)
= 0.
Since the set {χJψ | J ⊆ R interval , ψ ∈ H} is total in L2(R, H), we conclude
∑n
i=1 αiχIiφi = 0.
Thus, we have proved the right uniqueness of U . Now we show that U is an isometry. Let
u :=
∑n
i=1 αiχIi ⊗ φi ∈ I(R)
a
⊗ H and assume without loss of generality that the intervals Ii are
pairwise disjoint. Then on the one hand
|u|2L2(R)⊗H =
〈
n∑
i=1
αiχIi ⊗ φi|
n∑
j=1
αjχIj ⊗ φj
〉
L2(R)⊗H
=
n∑
i,j=1
α∗iαj〈χIi |χIj 〉L2(R)〈φi|φj〉H
=
n∑
i=1
|αi|2|χIi |2L2(R)|φi|
2
H
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and on the other hand ∫
R
|(Uu)(x)|2H dx =
∫
R
∣∣∣∣∣
n∑
i=1
αiχIi(x)φi
∣∣∣∣∣
2
H
dx
=
n∑
i=1
∫
Ii
|αi|2|φi|2H dx
=
n∑
i=1
|αi|2|χIi |2L2(R)|φi|
2
H
= |u|2L2(R)⊗H .
Thus, U is an isometric, linear operator. It is left to prove that U has a dense range. For this
purpose let (x 7→
∑n
i=1 αiχIi(x)φi) ∈ L2(R, H) be a simple function. Then
U
(
n∑
i=1
αiχIi ⊗ φi
)
=
n∑
i=1
αiU(χIi ⊗ φi)
= (x 7→
n∑
i=1
αiχIi(x)φi).
By the density of simple functions in L2(R;H) the assertion follows. Since I(R)
a
⊗ H is dense in
L2(R) ⊗H by Proposition A.4, we can extend U to a unitary, linear operator from L2(R) ⊗H
into L2(R, H).
At last we want to show that the tensorproduct of Hilbert spaces is associative.
Proposition A.7. Let H0, H1, H2 be complex Hilbert spaces. Then
(H0 ⊗H1)⊗H2 = H0 ⊗ (H1 ⊗H2) =: H0 ⊗H1 ⊗H2
in the sense of a unitary mapping.
Proof. For φ ∈ H0, ψ ∈ H1, χ ∈ H2 we set
U((φ⊗ ψ)⊗ χ) := φ⊗ (ψ ⊗ χ).
We extend this mapping to (H0
a
⊗ H1)
a
⊗ H2 by
U : (H0
a
⊗ H1)
a
⊗ H2 → H0 ⊗ (H1 ⊗H2)
m∑
j=1
βj
( nj∑
i=1
αji (x
j
i ⊗ y
j
i )
)
⊗ zj 7→
m∑
j=1
βj
nj∑
i=1
αji (x
j
i ⊗ (y
j
i ⊗ zj)).
At first we prove that this extension stays right-unique.
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Let φ ∈ (H0
a
⊗ H1)
a
⊗ H2 with
φ =
m∑
j=1
βj
( nj∑
i=1
αji (x
j
i ⊗ y
j
i )
)
⊗ zj ,
=
p∑
j=1
δj
 kj∑
i=1
γji (u
j
i ⊗ v
j
i )
⊗ wj .
Then for all a ∈ H0, b ∈ H1, c ∈ H2 :
U
 m∑
j=1
βj
( nj∑
i=1
αji (x
j
i ⊗ y
j
i )
)
⊗ zj
 (a, b⊗ c) =
 m∑
j=1
βj
nj∑
i=1
αji (x
j
i ⊗ (y
j
i ⊗ zj))
 (a, b⊗ c)
=
m∑
j=1
β∗j
nj∑
i=1
(
αji
)∗
〈xji |a〉H0〈y
j
i ⊗ zj |b⊗ c〉H1⊗H2
=
m∑
j=1
β∗j
nj∑
i=1
(
αji
)∗
〈xji |a〉H0〈y
j
i |b〉H1〈zj |c〉H2
=
m∑
j=1
β∗j
nj∑
i=1
(
αji
)∗
〈xji ⊗ y
j
i |a⊗ b〉H0⊗H1〈zj |c〉H2
=
m∑
j=1
β∗j 〈
nj∑
i=1
αji (x
j
i ⊗ y
j
i )|a⊗ b〉H0⊗H1〈zj |c〉H2
= φ(a⊗ b, c).
The same augmentation yields
U
 p∑
j=1
δj
 kj∑
i=1
γji (u
j
i ⊗ v
j
i )
⊗ wj
 (a, b⊗ c) = φ(a⊗ b, c).
Since these functionals are bilinear, continuous and since H0
a
⊗ (H1
a
⊗ H2) is dense in H0 ⊗
(H1⊗H2), we conclude the right-uniqueness of U . Moreover, U is linear, since for κ ∈ C, φ, ψ ∈
(H0
a
⊗ H1)
a
⊗ H2 with
φ =
m∑
j=1
βj
( nj∑
i=1
αji (x
j
i ⊗ y
j
i )
)
⊗ zj ,
ψ =
p∑
j=1
δj
 kj∑
i=1
γji (u
j
i ⊗ v
j
i )
⊗ wj
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it follows that
κφ+ ψ = κ
m∑
j=1
βj
( nj∑
i=1
αji (x
j
i ⊗ y
j
i )
)
⊗ zj +
p∑
j=1
δj
 kj∑
i=1
γji (u
j
i ⊗ v
j
i )
⊗ wj
=
m+p∑
j=1
ζj
 lj∑
i=1
ηji (θ
j
i ⊗ λ
j
i )
⊗ µj
where
ζj :=
{
κβj if j ∈ {1, . . . ,m},
δj−m if j ∈ {m+ 1, . . . ,m+ p}
,
lj :=
{
nj if j ∈ {1, . . . ,m},
kj−m if j ∈ {m+ 1, . . . ,m+ p}
,
ηji :=
{
αji if j ∈ {1, . . . ,m},
γj−mi if j ∈ {m+ 1, . . . ,m+ p}
,
θji :=
{
xji if j ∈ {1, . . . ,m},
uj−mi if j ∈ {m+ 1, . . . ,m+ p}
,
λji :=
{
yji if j ∈ {1, . . . ,m},
vj−mi if j ∈ {m+ 1, . . . ,m+ p}
,
µj :=
{
zj if j ∈ {1, . . . ,m},
wj−m if j ∈ {m+ 1, . . . ,m+ p}
.
Then we compute
U(κφ+ ψ) =
m+p∑
j=1
ζj
lj∑
i=1
ηji
(
θji ⊗ (λ
j
i ⊗ µj)
)
=
m∑
j=1
ζj
lj∑
i=1
ηji
(
θji ⊗ (λ
j
i ⊗ µj)
)
+
p∑
j=m+1
ζj
lj∑
i=1
ηji
(
θji ⊗ (λ
j
i ⊗ µj)
)
= κ
m∑
j=1
βj
nj∑
i=1
αji
(
xji ⊗ (y
j
i ⊗ zj)
)
+
p∑
j=1
δj
kj∑
i=1
γji
(
uji ⊗ (v
j
i ⊗ wj)
)
= κU(φ) + U(ψ).
Next we prove that U is an isometry. Let φ =
∑m
j=1 βj
(∑nj
i=1 α
j
i (x
j
i ⊗ y
j
i )
)
⊗ zj ∈ (H0
a
⊗ H1)
a
⊗
H2. Then
|Uφ|2H0⊗(H1⊗H2) =
m∑
j,k=1
β∗j βk
nj∑
i=1
nk∑
l=1
(
αji
)∗
αkl 〈x
j
i ⊗ (y
j
i ⊗ zj)|x
k
l ⊗ (ykl ⊗ zk)〉H0⊗(H1⊗H2)
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=
m∑
j,k=1
β∗j βk
nj∑
i=1
nk∑
l=1
(
αji
)∗
αkl 〈x
j
i |x
k
l 〉H0〈y
j
i ⊗ zj |y
k
l ⊗ zk〉H1⊗H2
=
m∑
j,k=1
β∗j βk
nj∑
i=1
nk∑
l=1
(
αji
)∗
αkl 〈x
j
i |x
k
l 〉H0〈y
j
i |y
k
l 〉H1〈zj |zk〉H2
=
m∑
j,k=1
β∗j βk
nj∑
i=1
nk∑
l=1
(
αji
)∗
αkl 〈x
j
i ⊗ y
j
i |x
k
l ⊗ ykl 〉H0⊗H1〈zj |zk〉H2
=
m∑
j,k=1
β∗j βk
〈 nj∑
i=1
αji (x
j
i ⊗ y
j
i )|
nj∑
l=1
αkl (x
k
l ⊗ ykl )
〉
H0⊗H1
〈zj |zk〉H2
=
m∑
j,k=1
β∗j βk
〈( nj∑
i=1
αji (x
j
i ⊗ y
j
i )
)
⊗ zj |
( nj∑
l=1
αkl (x
k
l ⊗ ykl )
)
⊗ zk
〉
(H0⊗H1)⊗H2
= |φ|2(H0⊗H1)⊗H2 .
If we show that the range of U is dense, the proof is finished, since then we can extend U to a
unitary operator. Let ψ :=
∑m
j=1 βj(xj ⊗ (
∑nj
i=1 α
j
i (y
j
i ⊗ z
j
i ))) ∈ H0
a
⊗ (H1
a
⊗ H2) and define
φ :=
m∑
j=1
βj
nj∑
i=1
αji
(
(xj ⊗ yji )⊗ z
j
i
)
∈ (H0
a
⊗ H1)
a
⊗ H2.
Since U is linear we get
Uφ =
m∑
j=1
βj
nj∑
i=1
αjiU((xj ⊗ y
j
i )⊗ z
j
i )
=
m∑
j=1
βj
nj∑
i=1
αji (xj ⊗ (y
j
i ⊗ z
j
i ))
=
m∑
j=1
βj
(
xj ⊗
nj∑
i=1
αji (y
j
i ⊗ z
j
i )
)
= ψ.
The assertion follows by the density of H0
a
⊗ (H1
a
⊗ H2) in H0 ⊗ (H1 ⊗ H2) according to
Proposition A.4.
A.2. Tensorproducts of linear operators on Hilbert spaces
Throughout this section letH00, H01, H10, H11 be complex Hilbert spaces andA ⊆ H00⊕H10, B ⊆
H01 ⊕H11 linear operators.
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Proposition A.8. We define
(A
a
⊗ B)|[D(A)]⊗[D(B)] : [D(A)]⊗ [D(B)] ⊆ H00 ⊗H01 → H10 ⊗H11
φ⊗ ψ 7→ Aφ⊗Bψ
and set
A
a
⊗ B := Lin(A
a
⊗ B)|[D(A)]⊗[D(B)],
where the linear hull is taken in the space (H00⊗H01)⊕(H10⊗H11). Then A
a
⊗ B is right-unique.
Proof. Since A
a
⊗ B is linear, it suffices to consider the case (0, w) ∈ A
a
⊗ B. Thus,
w =
n∑
i=1
αi(Aφi ⊗Bψi),
where
n∑
i=1
αi(φi ⊗ ψi) = 0.
Let us first assume that {φi | i ∈ {1, . . . , n}} and {ψi | i ∈ {1, . . . , n}} are linear independent.
Then we conclude for all a ∈ H00, b ∈ H01
0 =
(
n∑
i=1
αi(φi ⊗ ψi)
)
(a, b)
=
n∑
i=1
α∗i 〈φi|a〉H00〈ψi|b〉H01
=
〈
n∑
i=1
αi〈b|ψi〉H01φi|a
〉
H00
.
Since this holds for every a ∈ H00, it follows that
∑n
i=1 αi〈b|ψi〉H01φi = 0 and by the linear
independence we get
0 =
n∑
i=1
αi〈b|ψi〉H01 =
〈
b|
n∑
i=1
αiψi
〉
H01
.
By the same reason we observe
∑n
i=1 αiψi = 0 and hence, αi = 0 for all i ∈ {1, . . . , n}, which
shows w = 0. If {φi | i ∈ {1, . . . , n}} and {ψi | i ∈ {1, . . . , n}} are not linear independent, we
choose linear independent sets {xi | i ∈ {1, . . . , k}} ⊆ H00 and {yi | i ∈ {1, . . . ,m}} ⊆ H01 such
that
φi =
k∑
j=1
βijxj ,
ψi =
m∑
j=1
γijyj
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for i ∈ {1, . . . , n}. Then we obtain by the linearity of A and B
n∑
i=1
αi(Aφi ⊗Bψi) =
n∑
i=1
αi
A
 k∑
j=1
βijxj
⊗B
 m∑
j=1
γijyj

=
n∑
i=1
αi
k∑
j=1
m∑
l=1
βijγ
i
l (Axj ⊗Byl)
and
0 =
n∑
i=1
αi(φi ⊗ ψi) =
n∑
i=1
αi
k∑
j=1
m∑
l=1
βijγ
i
l (xj ⊗ yl).
By the linear independence, it follows that αiβijγ
i
l = 0 for all i, j, l. Hence, w = 0 and thus,
A
a
⊗ B is right-unique.
Definition A.9. If A
a
⊗ B is closable, then we define the tensorproduct A⊗B as the closure of
A
a
⊗ B.
Lemma A.10. Let A,B be densely defined, closable, linear operators. Then A
a
⊗ B is closable
and
A⊗B = A
a
⊗ B ⊆ (A∗
a
⊗ B∗)∗.
Proof. Let ξ ∈ D(A∗)
a
⊗ D(B∗), i.e. there exist n ∈ N, x1, . . . , xn ∈ D(A∗), y1, . . . , yn ∈ D(B∗)
and α1, . . . , αn ∈ C such that
ξ =
n∑
i=1
αi(xi ⊗ yi).
Moreover, let η ∈ D(A)
a
⊗ D(B), i.e. there exist m ∈ N, u1, . . . , um ∈ D(A), v1, . . . , vm ∈ D(B)
and β1, . . . , βm ∈ C such that
η =
m∑
i=1
βi(ui ⊗ vi).
We calculate
〈(A
a
⊗ B)η|ξ〉H10⊗H11 =
m∑
i=1
n∑
j=1
β∗i αj〈Aui|xj〉H10〈Bvi|yj〉H11
=
m∑
i=1
n∑
j=1
β∗i αj〈ui|A∗xj〉H00〈vi|B∗yj〉H01
= 〈η|(A∗
a
⊗ B∗)ξ〉H00⊗H11
and hence A∗
a
⊗ B∗ ⊆ (A
a
⊗ B)∗. Thus, we conclude
A
a
⊗ B ⊆ A
a
⊗ B = A∗∗
a
⊗ B∗∗ ⊆ (A∗
a
⊗ B∗)∗.
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Since A and B are closable, A∗
a
⊗ B∗ is densely defined by Proposition A.4 and therefore,
(A∗
a
⊗ B∗)∗ is a closed linear operator. This yields the assertion.
Proposition A.11. Let A and B be densely defined and closable. Then
A⊗B = A⊗B.
Proof. Clearly
A
a
⊗ B ⊆ A
a
⊗ B ⊆ A⊗B
and hence A⊗ B ⊆ A⊗ B. Let x =
∑n
i=1 αi(ξi ⊗ ηi) ∈ D(A)
a
⊗ D(B) = D(A
a
⊗ B) with x 6= 0
and ε > 0. Then we find for each i ∈ {1, . . . , n} an element xi ∈ D(A) such that
|xi − ξi|H00 <
ε
2
∑n
j=1 |αj ||ηj |H01
and
|Axi −Aξi|H10 <
ε
2
∑n
j=1 |αj ||Bηj |H11
.
Also we find an element yi ∈ D(B) for every i ∈ {1, . . . , n} with
|yi − ηi|H01 <
ε
2
∑n
j=1 |αj ||xj |H00
and
|Byi −Bηi|H11 <
ε
2
∑n
j=1 |αj ||Axj |H10
.
We set y :=
∑n
i=1 αi(xi ⊗ yi) ∈ D(A
a
⊗ B) and estimate
|y − x|H00⊗H01 =
∣∣∣∣∣
n∑
i=1
αi(xi ⊗ yi)−
n∑
i=1
αi(ξi ⊗ ηi)
∣∣∣∣∣
H00⊗H01
=
∣∣∣∣∣
n∑
i=1
αi(xi ⊗ yi − xi ⊗ ηi + xi ⊗ ηi − ξi ⊗ ηi)
∣∣∣∣∣
H00⊗H01
=
∣∣∣∣∣
n∑
i=1
αi(xi ⊗ (yi − ηi) + (xi − ξi)⊗ ηi)
∣∣∣∣∣
H00⊗H01
≤
n∑
i=1
|αi||xi|H00 |yi − ηi|H01 +
n∑
i=1
|αi||xi − ξi|H00 |ηi|H01
< ε
and
|(A
a
⊗ B)y − (A
a
⊗ B)x|H10⊗H11 =
∣∣∣∣∣
n∑
i=1
αi(Axi ⊗Byi)−
n∑
i=1
αi(Aξi ⊗Bηi)
∣∣∣∣∣
H10⊗H11
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=
∣∣∣∣∣
n∑
i=1
αi(Axi ⊗Byi −Axi ⊗Bηi +Axi ⊗Bηi −Aξi ⊗Bηi)
∣∣∣∣∣
H10⊗H11
=
∣∣∣∣∣
n∑
i=1
αi(Axi ⊗ (Byi −Bηi) + (Axi −Aξi)⊗Bηi)
∣∣∣∣∣
H10⊗H11
≤
n∑
i=1
|αi||Axi|H10 |Byi −Bηi|H11 +
n∑
i=1
|αi||Axi −Aξi|H10 |Bηi|H11
< ε.
Thus, we conclude that x ∈ D(A⊗B) and (A⊗B)x = (A
a
⊗ B)x, which shows
A
a
⊗ B ⊆ A⊗B
and thus
A⊗B ⊆ A⊗B.
Corollary A.12. Let Hij be complex Hilbert spaces for i ∈ {0, 1} and j ∈ {0, 1, 2}. Moreover,
let A ⊆ H00 ⊕H10,B ⊆ H01 ⊕H11,C ⊆ H02 ⊕H12 be densely defined, closable, linear operators.
Then
(A⊗B)⊗ C = A⊗ (B ⊗ C) =: A⊗B ⊗ C.
Proof. It is clear that
(A
a
⊗ B)
a
⊗ C = A
a
⊗ (B
a
⊗ C)
in the virtue of Proposition A.7. Then it follows by Proposition A.11. that
(A⊗B)⊗ C = (A
a
⊗ B)⊗ C
= (A
a
⊗ B)
a
⊗ C
= A
a
⊗ (B
a
⊗ C)
= A⊗ (B
a
⊗ C)
= A⊗ (B ⊗ C).
Proposition A.13 ([4, p. 25, Theorem 2.1]). Let A ∈ L(H00, H10) and B ∈ L(H01, H11). Then
A⊗B ∈ L(H00 ⊗H01, H10 ⊗H11) and ‖A⊗B‖ = ‖A‖‖B‖.
Proof. We denote by Sij a complete orthonormal set in the Hilbert space Hij for i, j ∈ {0, 1}.
Let x =
∑l
j=1 κj(ϕj ⊗ ψj) ∈ H00
a
⊗ H01. Then we find for each j ∈ {1, . . . , l} sequences
(αjn)n∈N, (β
j
n)n∈N ∈ CN, (ζn)n∈N ∈ SN00 and (ξn)n∈N ∈ SN01 such that
κjϕj =
∑
n∈N
αjnζn and ψj =
∑
n∈N
βjnξn
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and hence
x =
l∑
j=1
(κjϕj)⊗ ψj =
∑
n,m∈N
l∑
j=1
αjnβ
j
m(ζn ⊗ ξm).
We set γnm :=
∑l
j=1 α
j
nβ
j
m for n,m ∈ N and obtain
x =
∑
n,m∈N
γnm(ζn ⊗ ξm).
By the continuity of A and B we conclude
(A⊗B)(x) =
l∑
j=1
(Aκjϕj)⊗ (Bψj)
=
l∑
j=1
(
A(
∑
n∈N
αjnζn)
)
⊗
(
B(
∑
m∈N
βjmξm)
)
=
∑
n,m∈N
l∑
j=1
αjnβ
j
m(Aζn ⊗Bξm)
=
∑
n,m∈N
γnm(Aζn ⊗Bξm).
Let y =
∑k
i=1 λi(σi ⊗ τi) ∈ H10
a
⊗ H11. Then we find for each i ∈ {1, . . . , k} sequences
(µin)n∈N, (ρ
i
n)n∈N ∈ CN, (ηn)n∈N ∈ SN10 and (θn)n∈N ∈ SN11 such that
λiσi =
∑
n∈N
µinηn and τi =
∑
n∈N
ρinθn
and thus
y =
∑
n,m∈N
k∑
i=1
µinρ
i
m(ηn ⊗ θm)
and again by setting δnm :=
∑k
i=1 µ
i
nρ
i
m for m,n ∈ N we get
y =
∑
n,m∈N
δnm(ηn ⊗ θm).
We calculate
〈(A⊗B)x|y〉H10⊗H11 =
∑
n,m,s,t∈N
γ∗nmδst〈Aζn ⊗Bξm|ηs ⊗ θt〉H10⊗H11
=
∑
n,m,s,t∈N
γ∗nmδst〈Aζn|ηs〉H10〈Bξm|θt〉H11
=
∑
n,m,s,t∈N
γ∗nmδst〈Aζn|ηs〉H10〈ξm|B∗θt〉H01
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=
∑
n,m,s,t∈N
γ∗nm〈Aζn|ηs〉H10(δ∗st〈B∗θt|ξm〉H01)∗
=
∑
m,s∈N
〈
A
(∑
n∈N
γnmζn
)
|ηs
〉
H10
〈B∗(∑
t∈N
δstθt
)
|ξm
〉
H01
∗ .
Hence, we estimate by the Cauchy-Schwarz-Inequality
|〈(A⊗B)x|y〉H10⊗H11 |2 ≤
 ∑
m,s∈N
∣∣∣∣∣∣
〈
A
(∑
n∈N
γnmζn
)
|ηs
〉
H10
∣∣∣∣∣∣
2
 ∑
m,s∈N
∣∣∣∣∣∣
〈
B∗
(∑
t∈N
δstθt
)
|ξm
〉
H01
∣∣∣∣∣∣
2 .
Since (ηs)s∈N and (ξm)m∈N are orthonormal sequences, we obtain by Bessel´s inequality (cf. [55,
Corollary V.4.7])
|〈(A⊗B)x|y〉H10⊗H11 |2 ≤
∑
m∈N
∣∣∣∣∣A
(∑
n∈N
γnmζn
)∣∣∣∣∣
2
H10
∑
s∈N
∣∣∣∣∣B∗
(∑
t∈N
δstθt
)∣∣∣∣∣
2
H01

≤ ‖A‖2‖B∗‖2
∑
m∈N
∣∣∣∣∣∑
n∈N
γnmζn
∣∣∣∣∣
2
H10
∑
s∈N
∣∣∣∣∣∑
t∈N
δstθt
∣∣∣∣∣
2
H01
 .
By the orthonormality of (ζn)n∈N and (θt)t∈N and using ‖B‖ = ‖B∗‖, we conclude
|〈(A⊗B)x|y〉H10⊗H11 |2 ≤ ‖A‖2‖B‖2
 ∑
m,n∈N
|γnm|2
∑
s,t∈N
|δst|2
 .
Now using Parseval’s equality (cf. [55, Theorem V.4.9]) we finally get
|〈(A⊗B)x|y〉H10⊗H11 |2 ≤ ‖A‖2‖B‖2|x|2H00⊗H01 |y|
2
H10⊗H11 .
By choosing y = (A⊗B)x ∈ H10
a
⊗ H11, we derive from this last inequality
|(A⊗B)x|H10⊗H11 ≤ ‖A‖‖B‖|x|2H00 ,
which shows the continuity (since H00
a
⊗ H01 is dense in H00 ⊗H01) and we estimate
‖A⊗B‖ ≤ ‖A‖‖B‖.
To show the equality of the operator norms, we choose sequences (xn)n∈N ∈ BH00(0, 1)N and
(yn)n∈N ∈ BH01(0, 1)N with
|Axn|H10 → ‖A‖ and |Byn|H11 → ‖B‖ (n→∞).
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Then (xn ⊗ yn)n∈N ∈ BH00⊗H01(0, 1)N and
|(A⊗B)(xn ⊗ yn)|H10⊗H11 = |Axn|H10 |Byn|H11 → ‖A‖‖B‖ (n→∞),
which leads to
‖A⊗B‖ ≥ ‖A‖‖B‖.
This finishes the proof.
Proposition A.14. Let H0, H1 and H2 be complex Hilbert spaces. We denote the identity on
H0 by 1H0. Let A ⊆ H1 ⊕H2 be a densely defined, closable, linear operator. Then
(1H0 ⊗A)∗ = 1H0 ⊗A∗
and
(A⊗ 1H0)∗ = A∗ ⊗ 1H0 .
Proof. From Lemma A.10 and Proposition A.11 we get
(1H0 ⊗A∗) ⊆ (1H0 ⊗A)∗ = (1H0 ⊗A)∗.
To show the missing inclusion we take x ∈ D((1H0 ⊗ A)∗) ⊆ H0 ⊗ H2. Let Si be a complete
orthonormal set in Hi for i ∈ {0, 1, 2}. According to Corollary A.5 [S0] ⊗ [Sj ] is a complete
orthonormal set in H0⊗Hj for j ∈ {1, 2}. Hence, we find sequences (ξn)n∈N ∈ SN0 , (ζn)n∈N ∈ SN1
and (ηn)n∈N ∈ SN2 such that
x =
∑
n∈N
〈ξn ⊗ ηn|x〉H0⊗H2(ξn ⊗ ηn),
(1H0 ⊗A)∗x =
∑
n∈N
〈ξn ⊗ ζn|(1H0 ⊗A)∗x〉H0⊗H1(ξn ⊗ ζn).
For s ∈ S0 and u ∈ D(A) we have
〈(1H0 ⊗A)(s⊗ u)|x〉H0⊗H2 = 〈s⊗ u|(1H0 ⊗A)∗x〉H0⊗H1
and by using the representations above as well as the linearity and the continuity of the inner
product in the second argument, we obtain∑
n∈N
〈ξn ⊗ ηn|x〉H0⊗H2〈(1H0 ⊗A)(s⊗ u)|ξn ⊗ ηn〉H0⊗H2
=
∑
n∈N
〈ξn ⊗ ζn|(1H0 ⊗A)∗x〉H0⊗H1〈s⊗ u|ξn ⊗ ζn〉H0⊗H1 .
Let i ∈ N and set s = ξi. Then the latter reads as
〈Au|〈ξi ⊗ ηi|x〉H0⊗H2ηi〉H2 = 〈u|〈ξi ⊗ ζi|(1H0 ⊗A)∗x〉H0⊗H1ζi〉H1
for all u ∈ D(A). This shows 〈ξi ⊗ ηi|x〉H0⊗H2ηi ∈ D(A∗) and
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A∗(〈ξi ⊗ ηi|x〉H0⊗H2ηi) = 〈ξi ⊗ ζi|(1H0 ⊗A)∗x〉H0⊗H1ζi
for all i ∈ N. This implies
m∑
n=1
〈ξn ⊗ ηn|x〉H0⊗H2(ξn ⊗ ηn) ∈ H0
a
⊗ D(A∗) ⊆ D(1H0 ⊗A∗)
and
(1H0 ⊗A∗)
(
m∑
n=1
〈ξn ⊗ ηn|x〉H0⊗H2(ξn ⊗ ηn)
)
=
m∑
n=1
〈ξn ⊗ ζn|(1H0 ⊗A)∗x〉H0⊗H1(ξn ⊗ ζn)
for all m ∈ N. Since (1H0 ⊗ A∗) is closed, we conclude x ∈ D(1H0 ⊗ A∗) with (1H0 ⊗ A∗)x =
(1H0 ⊗A)∗x. The second equality follows by an analogous argument.
Proposition A.15. Let {0} 6= H0, H1, H2 be complex Hilbert spaces. We denote the identity on
H0 by 1H0 . Let A ⊆ H1 ⊕ H2 be a linear, densely defined, closable operator. Then 1H0 ⊗ A is
continuously invertible if and only if A is continuously invertible. Furthermore
(1H0 ⊗A)−1 = (1H0 ⊗A−1).
Proof. First let A be continuously invertible. Then 1H0 ⊗A−1 ∈ L(H0⊗H2, H0⊗H1) according
to Proposition A.13. We will prove that 1H0 ⊗A−1 is the left- and right-inverse of 1H0 ⊗A. Let
x =
∑n
i=1 αi(ζi ⊗ ξi) ∈ H0
a
⊗ D(A). Then
(1H0 ⊗A−1)(1H0 ⊗A)x = (1H0 ⊗A−1)
(
n∑
i=1
αi(ζi ⊗Aξi)
)
=
n∑
i=1
αi(ζi ⊗A−1Aξi)
= x.
Hence, (1H0 ⊗ A−1)(1H0 ⊗ A)|D(1H0
a
⊗A)
= 1
D(1H0
a
⊗A)
. Let now x ∈ D(1H0 ⊗ A). Then we find a
sequence (xn)n∈N ∈ D(1H0
a
⊗ A)N such that xn → x inH0⊗H1 and (1H0⊗A)(xn)→ (1H0⊗A)(x)
in H0 ⊗H2 as n→∞. Using the continuity of (1H0 ⊗A−1) we obtain
xn = (1H0 ⊗A−1)(1H0 ⊗A)(xn)→ (1H0 ⊗A−1)(1H0 ⊗A)(x) in H0 ⊗H1 (n→∞)
and since the limit is unique, we conclude x = (1H0 ⊗ A−1)(1H0 ⊗ A)(x), which shows (1H0 ⊗
A−1)(1H0 ⊗A) = 1D(1H0⊗A). Analogously one sees that for y =
∑m
i=1 βi(φi⊗ψi) ∈ H0
a
⊗ H2 the
following holds
(1H0 ⊗A)(1H0 ⊗A−1)y = (1H0 ⊗A)
(
m∑
i=1
βi(φi ⊗A−1ψi)
)
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=
m∑
i=1
βi(φi ⊗AA−1ψi)
= y.
Let now y ∈ H0 ⊗ H2 and choose a sequence (yn)n∈N ∈ (H0
a
⊗ H2)N with yn → y in H0 ⊗ H2
as n→∞. Then by continuity we get (1H0 ⊗A−1)(yn)→ (1H0 ⊗A−1)(y) in H0 ⊗H1 and since
(1H0 ⊗ A−1)(yn) ∈ D(1H0 ⊗ A) with (1H0 ⊗ A)(1H0 ⊗ A−1)(yn) = yn for all n ∈ N, we obtain
by the closedness of 1H0 ⊗ A that (1H0 ⊗ A−1)y ∈ D(1H0 ⊗ A) and (1H0 ⊗ A)(1H0 ⊗ A−1)y =
limn→∞ yn = y. Thus,
(1H0 ⊗A)−1 = (1H0 ⊗A−1) ∈ L(H0 ⊗H2, H0 ⊗H1).
We now assume that 1H0 ⊗A is continuously invertible. We fix an element x0 ∈ H0 with x0 6= 0.
Let y ∈ D(A) with Ay = 0. Then (1H0⊗A)(x0⊗y) = x0⊗Ay = 0 and since 1H0⊗A is injective,
we conclude x0 ⊗ y = 0. This means that for all (φ, ψ) ∈ H0 ×H1
〈x0|φ〉H0〈y|ψ〉H1 = (x0 ⊗ y)(φ, ψ) = 0.
In particular for φ = x0 and ψ = y this yields |x0|H0 |y|H1 = 0 and since x0 6= 0, we get y = 0.
Thus, A is injective. Next we show the density of the range of A. Let y ∈ A[H1]⊥. Then for all
z ∈ D(A) we have 〈Az|y〉H2 = 0 and thus
∀x ∈ H0, z ∈ D(A) : 〈(1H0 ⊗A)(x⊗ z)|(x0 ⊗ y)〉H0⊗H2 = 0.
By the conjugate linearity of the inner product in the first argument, we conclude
∀ξ ∈ H0
a
⊗ D(A) : 〈(1H0 ⊗A)ξ|(x0 ⊗ y)〉H0⊗H2 = 0
and by the continuity of the inner product
∀ξ ∈ D(1H0 ⊗A) : 〈(1H0 ⊗A)ξ|x0 ⊗ y〉H0⊗H2 = 0.
Hence, x0⊗y ∈ ((1H0 ⊗A)[H0⊗H1])⊥ and thus x0⊗y = 0. Like above, this implies y = 0, since
x0 6= 0, which yields the asserted density of A[H1]. It is left to show the continuity of the inverse
of A. By using (1H0 ⊗A)−1|[H0]⊗[A[H1]] = (1H0 ⊗A−1)|[H0]⊗[A[H1]] we estimate for y ∈ A[H1] :
|A−1y|H1 =
|x0|H0
|x0|H0
|A−1y|H1
=
1
|x0|H0
|x0 ⊗A−1y|H0⊗H1
=
1
|x0|H0
|(1H0 ⊗A)−1(x0 ⊗ y)|H0⊗H1
≤ 1
|x0|H0
‖(1H0 ⊗A)−1‖|x0 ⊗ y|H0⊗H1
= ‖(1H0 ⊗A)−1‖|y|H1 .
This completes the proof.
B. The Hausdorff metric
In this part of the appendix we want to recall some well-known results concerning the Hausdorff
distance of closed, bounded sets (cf. [22, 18, 1]). In [18] a different definition of the metric is given,
which, however, can be shown to be equivalent to our definition (see [1, p. 34]). Throughout, let
(X, d) be a metric space.
Definition B.1. We define the distance between an element of X and a subset of X by
dist : X ×P(X) → [0,∞)
(x,A) 7→ inf{d(x, y) |y ∈ A}.
Moreover, we define the diameter of a subset of X by
diamA := sup{d(x, y) |x, y ∈ A} (A ⊆ X).
A subset is called bounded, if its diameter is finite. Next we introduce the so-called Hausdorff
distance between two subsets of X by
H̃ : P(X)×P(X) → [0,∞]
(A,B) → max
{
sup
x∈A
dist(x,B), sup
y∈B
dist(y,A)
}
.
We denote the set of all closed, bounded and nonempty subsets ofX byBC(X) and the restriction
of H̃ to BC(X)×BC(X) by H.
Lemma B.2. Let A,B ⊆ X and ε > 0. Then for each x ∈ A there exists y ∈ B such that
d(x, y) ≤ H̃(A,B) + ε.
Proof. If H̃(A,B) = ∞ the assertion holds trivially. So let H̃(A,B) < ∞. By definition of the
Hausdorff distance we conclude
∀x ∈ A : dist(x,B) ≤ H̃(A,B).
Let x ∈ A. We choose a sequence (yn)n∈N ∈ BN with d(x, yn)↘ dist(x,B) as n→∞. Thus, we
find n ∈ N with
d(x, yn)− dist(x,B) ≤ ε
and hence
d(x, yn) = d(x, yn)− dist(x,B) + dist(x,B) ≤ ε+ H̃(A,B).
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Proposition B.3. (BC(X),H) is a metric space.
Proof. At first we prove the finiteness of H(A,B) for A,B ∈ BC(X) : Since A and B are
bounded, there exists r ∈ R>0 such that diamA ≤ r and diamB ≤ r. We fix x0 ∈ A, y0 ∈ B and
obtain for all x ∈ A, y ∈ B
d(x, y) ≤ d(x, x0) + d(x0, y) ≤ r + d(x0, y)
and thus
dist(x,B) ≤ r + dist(x0, B)
for all x ∈ A. Analogously we conclude
dist(y,A) ≤ r + dist(y0, A)
for all y ∈ B and read off
H(A,B) ≤ r + dist(x0, B) + dist(y0, A) <∞.
The symmetry of H follows directly from the definition. Let A,B ∈ BC(X). Then dist(x,A) = 0
for all x ∈ A and hence H(A,A) = 0. Assume now that H(A,B) = 0. This implies
∀x ∈ A : dist(x,B) = 0.
Then there exists (yn)n∈N ∈ BN with d(x, yn) ↘ dist(x,B) = 0 for n → ∞ and thus x =
limn→∞ yn ∈ B = B. Since x ∈ A was arbitrary we get A ⊆ B. Since also dist(y,A) = 0 for all
y ∈ B we conclude B ⊆ A as well and hence A = B. It is left to prove the triangle inequality.
For doing so let A,B,C ∈ BC(X) and x ∈ A, y ∈ B. Then for all z ∈ C we obtain
d(x, z) ≤ d(x, y) + d(y, z)
and hence, after taking the infimum over all z ∈ C,
dist(x,C) ≤ d(x, y) + dist(y, C) ≤ d(x, y) +H(B,C).
This implies, since y ∈ B was chosen arbitrarily,
dist(x,C) ≤ dist(x,B) +H(B,C) ≤ H(A,B) +H(B,C)
and thus
sup
x∈A
dist(x,C) ≤ H(A,B) +H(B,C).
Via an analogous argument (start by taking the infimum over all x ∈ A) we also obtain
sup
z∈C
dist(z,A) ≤ H(A,B) +H(B,C)
and hence
H(A,C) ≤ H(A,B) +H(B,C).
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Proposition B.4. If (X, d) is complete, then so is (BC(X),H).
Proof. Let (An)n∈N ∈ (BC(X))N be a Cauchy-sequence. We define the following set:
A := {limk→∞ xnk | (nk)k∈NN
N strictly monotone increasing,
(xnk)k∈N ∈ X
N convergent with xnk ∈ Ank}.
At first we want to show that A ∈ BC(X).
• A is nonempty: There exists (nk)k∈N ∈ NN strictly monotone increasing such that
H(Ank , Ank+1) ≤ 12k+1 for all k ∈ N. Let xn1 ∈ An1 . According to Lemma B.2 there exists
xn2 ∈ An2 with
d(xn1 , xn2) ≤
1
4
+
1
4
=
1
2
.
Again, by applying Lemma B.2, we find xn3 ∈ An3 with
d(xn2 , xn3) ≤
1
8
+
1
8
=
1
4
.
In that way we define a sequence (xnk)k∈N with xnk ∈ Ank and d(xnk , xnk+1) ≤ 12k for all
k ∈ N. We show, that (xnk)k∈N is a Cauchy-sequence. Let ε > 0. Then there exists K ∈ N
such that 1
2K−1
≤ ε. We estimate for all k, l ≥ K, l > k :
d(xnk , xnl) ≤
l−k−1∑
i=0
d(xnk+i , xnk+i+1)
≤
l−k−1∑
i=0
1
2k+i
≤ 1
2k−1
≤ ε. (B.1)
Hence, (xnk)k∈N is a Cauchy-sequence and thus convergent. Its limit belongs to A by
definition.
• A is bounded: We first prove that there exists a constant c ∈ R>0 such that diamAn ≤ c for
all n ∈ N. Let N ∈ N such that H(An, Am) ≤ 1 for all n,m ≥ N. Let n ≥ N, x1, x2 ∈ An.
By Lemma B.2 there exists y1, y2 ∈ AN such that
d(x1, y1) + d(x2, y2) ≤ 2H(An, AN ) + 1 ≤ 3.
Hence,
d(x1, x2) ≤ d(x1, y1) + d(y1, y2) + d(y2, x2) ≤ 3 + diamAN .
This implies, that for all n ≥ N we have
diamAn ≤ 3 + diamAN .
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We set c := 3 + max{diam(Am) | 1 ≤ m ≤ N} and get the desired estimate. Let now
x, y ∈ A. Then we find n,m ∈ N≥N , x̃ ∈ An, ỹ ∈ Am such that d(x, x̃) ≤ 1 and d(y, ỹ) ≤ 1.
According to Lemma B.2 we find z̃ ∈ Am with d(x̃, z̃) ≤ H(An, Am) + 1 ≤ 2. Hence, we
estimate
d(x, y) ≤ d(x, x̃) + d(x̃, z̃) + d(z̃, ỹ) + d(ỹ, y)
≤ 1 + 2 + diam(Am) + 1
≤ 4 + c.
Since x, y ∈ A were chosen arbitrarily, it follows that
diamA ≤ 4 + c <∞.
• A is closed: Let (xk)k∈N ∈ AN with xk → x in X as k → ∞. For x1 we find n1 ∈ N
and xn1 ∈ An1 with d(x1, xn1) ≤ 12 . For x2 we find n2 ∈ N>n1 and xn2 ∈ An2 with
d(x2, xn2) ≤ 14 . In that way we define recursively a strictly monotone increasing sequence
(nk)k∈N ∈ NN and a corresponding sequence (xnk)k∈N with xnk ∈ Ank and
d(xnk , xk) ≤
1
2k
for all k ∈ N. Let ε > 0 and K1 ∈ N such that 12K1 ≤
ε
2 . There exists K ∈ N≥K1 such that
d(x, xk) ≤ ε2 for all k ∈ N≥K . We estimate for all k ∈ N≥K
d(xnk , x) ≤ d(xnk , xk) + d(xk, x)
≤ 1
2k
+
ε
2
≤ ε
and hence x ∈ A.
Next we show that An → A as n → ∞. Let ε > 0 and N ∈ N such that H(An, Am) ≤ ε2
for all n,m ∈ N≥N . Let x ∈ A. Then we find m ∈ N≥N and an element xm ∈ Am such that
d(x, xm) ≤ ε2 . For every xn ∈ An with n ≥ N we estimate
d(x, xn) ≤ d(x, xm) + d(xm, xn)
and hence
dist(x,An) ≤ d(x, xm) + dist(xm, An) ≤
ε
2
+H(Am, An) ≤ ε.
Since x ∈ A was arbitrary we get for all n ≥ N
sup
x∈A
dist(x,An) ≤ ε. (B.2)
Using the Cauchy-property of (An)n∈N we find a strictly monotone increasing sequence (nk)k∈N ∈
NN with n1 := N and
H(Ank , Ank+1) ≤
ε
2k
(k ∈ N).
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We take x1 ∈ AN = An1 and find, by using Lemma B.2, an element x2 ∈ An2 with
d(x1, x2) ≤
ε
2
+
ε
2
= ε.
We define recursively a sequence (xk)k∈N with xk ∈ Ank and
d(xk, xk+1) ≤
ε
2k−1
for all k ∈ N. Like in (B.1) we find out that (xk)k∈N is a Cauchy-sequence and hence convergent
with limit x ∈ A. Let k0 ∈ N such that d(xk, x) ≤ ε for all k ≥ k0. Then
d(x1, x) ≤
k0−1∑
i=1
d(xi, xi+1) + d(xk0 , x)
≤
k0−1∑
i=1
ε
2i−1
+ ε
≤ ε
(
k0−2∑
i=0
1
2i
+ 1
)
≤ 3ε.
This implies
dist(x1, A) ≤ 3ε
and since x1 ∈ AN was chosen arbitrarily, we get
sup
y∈AN
dist(y,A) ≤ 3ε.
Together with (B.2) this shows
H(AN , A) ≤ 3ε.
Let now n ≥ N. Then the triangle inequality yields
H(An, A) ≤ H(An, AN ) +H(AN , A) ≤ 4ε.
This shows An → A as n→∞, which was the desired result.
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[30] T. Katō. Perturbation theory for linear operators. Grundlehren der mathematischen Wis-
senschaften. Springer, 1995.
[31] Y. Komura. Nonlinear semigroups in Hilbert space. J. Math. Soc. Japan, 19:493–507, 1967.
[32] P. Krée. Diffusion equation for multivalued stochastic differential equations. Journal of
Functional Analysis, 49(1):73 – 90, 1982.
Bibliography 137
[33] V. Lakshmikantham, S. Leela, and F. A. Mcrae. Theory of Causal Differential Equations.
Atlantis Studies in Mathematics for Engineering and Science. World Scientific Pub Co Inc,
2010.
[34] D. Liberzon. Switching in systems and control. Systems & control. Birkhäuser, 2003.
[35] D. F. McGhee and R. Picard. A note on anisotropic, inhomogeneous, poro-elastic media.
Math. Methods Appl. Sci., 33(3):313–322, 2010.
[36] N. G. Meyers and J. Serrin. H = W . Proc. Natl. Acad. Sci. USA, 51:1055–1056, 1964.
[37] G. Minty. Monotone (nonlinear) operators in a hilbert space. Duke Math. J., 29, 1962.
[38] D. Morgenstern. Beiträge zur nichtlinearen Funktionalanalysis. PhD thesis, TU Berlin,
1952.
[39] G. Morosanu. Nonlinear evolution equations and applications. Springer, 2nd edition, 1988.
[40] M. A. Murad and J. H. Cushman. Multiscale flow and deformation in hydrophilic swelling
porous media. International Journal of Engineering Science, 34(3):313 – 338, 1996.
[41] R. Pettersson. Yosida approximations for multivalued stochastic differential equations.
Stochastics Stochastics Rep., 52(1-2):107–120, 1995.
[42] R. Picard. Unbounded linear Operators in Hilbert Space. unpublished manuscript.
[43] R. Picard. A structural observation for linear material laws in classical mathematical physics.
Math. Methods Appl. Sci., 32(14):1768–1803, 2009.
[44] R. Picard and D. McGhee. Partial Differential Equations. Gruyter, to appear in 2011.
[45] R. H. Picard. Hilbert space approach to some classical transforms. Pitman research notes
in mathematics series. Longman Scientific & Technical, 1989.
[46] R. T. Rockafellar. On the maximal monotonicity of subdifferential mappings. Pac. J. Math.,
33:209–216, 1970.
[47] W. Rudin. Real and complex analysis. Mathematics series. McGraw-Hill, 1987.
[48] R. E. Showalter. Monotone Operators in Banach Space and Nonlinear Partial Differential
Equations. American Mathematical Society, 1997.
[49] R. E. Showalter. Diffusion in Poro-Elastic Media. Journal of Mathematical Analysis and
Applications, 251(1):310 – 340, 2000.
[50] R. E. Showalter and U. Stefanelli. Diffusion in poro-plastic media. Math. Methods Appl.
Sci., 27(18):2131–2151, 2004.
[51] K. Terzaghi. Erdbaumechanik auf bodenphysikalischer Grundlage. F. Deuticke, 1925.
138 Bibliography
[52] A. Visintin. Differential models of hysteresis. Applied mathematical sciences. Springer,
1994.
[53] M. Waurick. Limiting Processes in Evolutionary Equations - A Hilbert Space Approach to
Homogenization. PhD thesis, TU Dresden, 2010.
[54] J. Weidmann. Linear Operators in Hilbert Spaces. Springer, 1980.
[55] D. Werner. Funktionalanalysis. Springer-Lehrbuch. Springer, 2007.
[56] K. Yosida. Functional Analysis. Springer, 6th edition, 1995.
Versicherung
Hiermit versichere ich, dass ich die vorliegende Arbeit ohne unzulässige Hilfe Dritter und ohne
Benutzung anderer als der angegebenen Hilfsmittel angefertigt habe; die aus fremden Quellen
direkt oder indirekt übernommenen Gedanken sind als solche kenntlich gemacht. Die Arbeit
wurde bisher weder im Inland noch im Ausland in gleicher oder ähnlicher Form einer anderen
Prüfungsbehörde vorgelegt.
Datum, Unterschrift
139
