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ABSTRACT
A COMMUNICATION-BASED PERSPECTIVE ON
CUSTOMER RELATIONSHIP MANAGEMENT (CRM) SUCCESS
By
Alex Ricardo Zablah
May 2005
Committee Chairs: Dr. Danny N. Bellenger
Dr. Wesley J. Johnston
Major Department: Marketing
Although little empirical evidence exists to support this contention, the
extant literature suggests that firms can potentially achieve two types of benefits
from developing a CRM orientation: (1) increased efficiency in the allocation of
resources destined for relationship building and maintenance activities, and (2)
enhanced exchange relationship outcomes through the provision of superior
customer value (Zablah, Bellenger, and Johnston 2004b). This effort focused on
the latter of these purported benefits and sought to answer the following two
fundamental questions: (1) does a CRM orientation influence the outcome of
customer-provider relationships and, if so, how; and (2) does CRM technology
have an effect on the relative success of CRM initiatives?
In an attempt to address these questions, a conceptual model of “CRM
success” was advanced and tested utilizing data from, both, customers and their
providers. The conceptual model, which is based on interactive communications
theory, posits that a CRM orientation has a positive effect on the quality of the
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product, service and planned interaction messages providers convey to their
customers. The model also suggests that the quality of these messages directly
influences customer-perceived relationship value which, in turn, drives other
relationship attitudes, perceptions and, ultimately, customers’ behavioral
intentions. Finally, the model proposes a moderating role for CRM technology:
the association between CRM orientation and message quality is expected to
increase (decrease) as the assimilation of CRM technology within firms increases
(decreases).
The model was tested utilizing (multi-level) SEM techniques. The results
provide partial support for the proposed model and suggest the following:
1. As firms’ level of CRM orientation increases, customer-perceived
message quality decreases. This inverse relationship between CRM
orientation and message quality does not hold true across accounts of
different sizes. For large accounts, message quality tends to increase as
firms’ level of CRM orientation increases while the opposite holds true for
small and medium-sized accounts.
2. The relationship between CRM orientation and message quality is not
contingent upon the extent to which firms have assimilated CRM
technology. Rather, firms’ level of CRM technology assimilation appears
to exert a direct effect upon message quality.
3. Customer-perceived relationship value (CPRV) mediates the effect that
product, planned and service messages exert upon customers’
relationship attitudes, perceptions and, ultimately, behavioral intentions.
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CHAPTER 1 – INTRODUCTION
Customers and their providers are connected to each other in the
marketplace through some form of a working relationship that facilitates the
exchange of values (e.g. products, services, time and information) between them
(Day 2000; Hunt 1983; Hunt 1976; Kotler 1972). While different approaches for
categorizing customer-provider exchange relationships have been offered in the
literature, most researchers seem to agree that the basic nature of these
relationships depends upon their relative position along a transactional-relational
continuum (e.g. Coviello et al. 2002; Heide 1994; Jackson 1985; Lambe,
Spekman, and Hunt 2000; Webster 1992).
On the transactional end of the spectrum are those short-lived, tenuous
relationships that result when a customer and a provider engage in a single,
anonymous exchange episode. In such arrangements, the terms of the
transaction (e.g. price) are dictated by prevalent market conditions (i.e. supply
and demand), no expectation of future exchange exists, and the relationship
terminates once the transfer of values between the two parties is completed. In
contrast, exchange relationships on the relational end of the continuum are close
and highly collaborative in nature. They are characterized by high levels of
coordination, mutual commitment, and the anticipation of exchange into the
indefinite future. While purely transactional and purely relational exchange
arrangements are uncommon, hybrid exchange arrangements—i.e. relationships
that exhibit a mixture of transactional and relational bonds—are typically the
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norm between customer-provider dyads (Arndt 1979; Day 2000; Johnson and
Selnes 2004; Kalwani and Narayandas 1995; Lambe et al. 2000; Webster 1992).
Over the last two decades, a significant amount of effort has been devoted
to the study of relationship marketing, a phenomenon which is concerned with
the activities providers undertake in an attempt to develop and maintain
successful relational exchanges with their customers (Berry 2002; Morgan and
Hunt 1994; Parvatiyar and Sheth 2000). While the voluminous literature on
relationship marketing has and continues to enhance understanding about the
characteristics, antecedents and consequences of relational exchange (e.g.
Keep, Hollander, and Dickinson 1998; Sirdeshmukh, Singh, and Sabol 2002;
Wathne, Biong, and Heide 2001), it has also generated numerous related
insights which are starting to exert a strong influence upon current marketing
research, practice and thought. Several of these insights now follow:
1. Customer relationships are an important type of organizational asset that
represents a potential source of sustainable competitive advantage
(Dwyer, Schurr, and Oh 1987; Hunt 1997; Hunt 2002; Hunt and Morgan
1995).
2. A provider’s level of profitability is contingent upon its ability to develop a
customer portfolio that contains an adequate mix of transactional,
relational and hybrid exchange relationships (Anderson and Narus 1990;
Coviello et al. 2002; Day 2000; Frazier, Spekman, and O'Neal 1988; Hunt
2002; Johnson and Selnes 2004; Sawhney and Zabin 2002).
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3. Relationship development and maintenance activities require significant
resource commitments (Dwyer et al. 1987). Consequently, a provider’s
level of profitability is partially determined by its ability to prioritize
investments in customer relationships such that they are proportional to
each customer’s lifetime value to the firm (Jackson 1985; Reinartz, Krafft,
and Hoyer 2004; Ryals 2003; Ryals 2002).
4. Exchange relationships consist of a series of interrelated interactions1
and, therefore, a provider’s ability to retain existing customer relationships
is heavily influenced by how well it is able to manage these interrelated
interactions (Cunningham 1980; Gronroos 2000b; Peppers, Rogers, and
Dorf 1999; Turnbull et al. 1996).
The preceding insights have significant implications for the management
of exchange relationships which, thus far, have received minimal attention in the
marketing literature. First, they suggest that a provider’s level of relationship
management expertise is likely to affect its long-term performance in the
marketplace (Day and Van den Bulte 2002; Webster 1992). Second, they reveal
that a provider’s level of profitability is influenced—not by its ability to engage in
relational exchange with its customers—but by its capacity to build the right type
of relationship with the right type of customer (Reinartz et al. 2004; Rigby,
Reichheld, and Schefter 2002; Sawhney and Zabin 2002). Finally, they indicate
that in order to build the right type of relationship with the right type of customer,

1

The term interaction is used here to refer to any instance in which two active parties, which
have the ability to exert influence upon each other, engage in the exchange of values (e.g. goods
and services exchanged for money). (Campbell 1985; Cunningham 1980; Ford 1980; Kalafatis
2002; Kotler 1972; Metcalf, Frear, and Krishnan 1992; Turnbull, Ford, and Cunningham 1996).
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a provider must be able to discriminate between (current and prospective)
customers based on their expected level of long-term profitability (Reinartz et al.
2004).
Given the foregoing discussion, it is not surprising that the extant literature
also suggests that the effective and efficient management of customer
relationships presents a difficult challenge for providers—a challenge which
grows in complexity as the heterogeneity in a firm’s customer base increases
(Eriksson and Mattsson 2002; Reinartz et al. 2004; Sawhney and Zabin 2002).
That is, when providers elect or are compelled (by market conditions) to pursue
customers who differ in terms of their needs and preferences, it becomes
significantly more difficult for them to build the right type of relationship with the
right type of customer. This added difficulty arises from the inherent intricacies
associated with (1) distinguishing between “customer types” based on their
apparent needs and preferences, and (2) having to behave differently towards
each individual customer (i.e. crafting relationship-appropriate interactions) given
their particular “customer type” (cf. Peppers et al. 1999). As a consequence, the
quality of a provider’s customer portfolio is ultimately determined by how well it is
able to balance two conflicting organizational needs: the need to market its
products and services to a heterogeneous customer base, and the need to
effectively and efficiently manage its exchange relationship with each individual
member of that customer base.
Recently, improvements in communication and information technology
have led to the development and widespread commercialization of a set of
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marketing, sales and customer support tools that are intended to enhance
marketers’ ability to more effectively and efficiently manage heterogeneous
customer relationship portfolios (Crosby and Johnson 2001; Greenberg 2001;
Verhoef and Donkers 2001; Winer 2001). Among other things, these new tools
are intended to link front (e.g. sales) and back office (e.g. logistics) organizational
functions in order to facilitate the coordination of different types of exchanges that
occur across a multitude of customer touch-points (e.g. Internet, direct mail,
sales call, etc.) (Chen and Popovich 2003). Moreover, they are designed to
enable firms to harness the power of database, data mining, and interactive (e.g.
Internet) technologies in order to collect and store unprecedented amounts of
customer data, build intelligence from that data, and disseminate the resulting
customer intelligence across the organization (Bose 2002; Crosby and Johnson
2001; Greenberg 2001). Upon their arrival in the marketplace, these versatile
tools were quickly embraced by marketing organizations worldwide (cf. Winer
2001). While their contribution to organizational profitability is still unclear (e.g.
Krol 2002; Lee 2003; Zimmermann 2003), the emergence of these technological
tools has had a significant impact on marketers’ focus: it has propelled the topic
of customer relationship management (CRM) to the forefront of marketing
practice and academic research (see MSI 2002; MSI 2004).
CRM can be formally defined as an “ongoing process that involves the
development and leveraging of market intelligence for the purpose of building
and maintaining a profit-maximizing portfolio of customer relationships” (Zablah
et al. 2004b, p.480). Broadly speaking, CRM is intended to help providers
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develop a maximally profitable customer base by enabling them to acquire and
centrally store information (i.e. intelligence) about current and prospective
customers which they can utilize to: (1) prioritize customer relationships
according to their long-term value to the firm, and (2) craft “high quality”
interactions that take into consideration each customer’s unique set of needs and
preferences (Zablah et al. 2004b). The underlying assumption is that CRM leads
to desirable relationship outcomes (and thus improved organizational
performance) because customers tend to naturally “gravitate” towards those
providers that are able to consistently deliver “superior” interactions—vis-à-vis
competitors—over time (Reinartz, Krafft, and Hoyer 2003).
Since the emergence of CRM technologies, the market for CRM-related
products and services has grown substantially. In fact, early projections suggest
that, by 2007, yearly global expenditures on CRM technology are likely to
exceed $17 billion (Aberdeen Group 2003), and that estimate surpasses $100
billion if the market is broadened to include CRM-related services (e.g.
consulting, customer care outsourcing and change management) (Schneider
2003). Current and projected levels of organizational spending on CRM are
surprising, given that conclusive evidence regarding its impact on organizational
performance is still scarce and numerous reports in the popular press allege that
CRM initiatives often fail to provide organizations with the intended benefits (see
Day and Van den Bulte 2002; Dignan 2002; Hellweg 2002; Rigby et al. 2002;
Starkey and Woodcock 2002).
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While emerging academic research suggests that CRM does have a
weak, positive effect on firms’ financial performance (Day and Van den Bulte
2002; Reinartz et al. 2004), thus far, no attempt has been made to ascertain how
customers construe and respond to their exchange partners’ CRM efforts. As a
consequence, there is no empirical evidence to support the prevailing
assumption that CRM leads to “superior” customer-provider interactions which
ultimately result in desirable relationship outcomes and improved organizational
performance. This represents a critical gap in our CRM knowledge base given
that: (1) past studies suggest that CRM can have detrimental effects on
customer-provider exchange relationships (Rigby et al. 2002), and (2) other
“relationship-inhibiting” factors—such as an improved ability to pricediscriminate—could potentially account for the CRM-organizational performance
relationship. Thus, research is needed to determine what effect—if any—CRM
has on the outcomes of customer-provider exchange relationships. Such
research would provide support for the unproven contention that CRM programs
enable providers to more productively manage their exchange relationships and
would also offer insights as to the factors that contribute to the success and
failure of such programs.
Furthermore, the extant literature also indicates that CRM technology
plays a limited—if not insignificant—role in the relative success of CRM programs
(Day and Van den Bulte 2002; Reinartz et al. 2004). Although it is possible for
firms to successfully engage in CRM without the aid of technology, this
conclusion seems premature in nature at this time. If it is true that CRM leads to
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desirable relationship outcomes by influencing customer-provider interaction
quality, then the value of technology in a CRM environment will only become
evident when considered in light of its effects on interaction quality. That is, it is
likely that interaction quality mediates the impact of CRM technology on
customer-provider relationship outcomes and thus its contribution to CRM
success has been obscured in past studies. Additional research is needed to
more precisely determine what type of role technology plays in the success of
CRM initiatives.
Considering the knowledge needs identified in the preceding paragraphs,
the objectives of this study are twofold: (1) to determine whether (and how) CRM
influences customer-provider relationship outcomes, and (2) to assess whether
CRM technology has an effect on the relative success of CRM initiatives. This
study will achieve its objectives by advancing and testing a conceptual model of
customer relationship management success that is grounded in marketing
communications theory. The proposed model will attempt to build a bridge
between providers’ CRM efforts and customers’ relationship perceptions,
attitudes, and behaviors. Given the nature of the model, dyadic data will be
collected in order to test the hypothesized relationships.
This research effort will make five substantive contributions. First, it will
provide the first theoretically-based, empirically supported explanation of why
CRM contributes to the achievement of desirable customer-provider relationship
outcomes. Second, it will provide a more thorough assessment of the role of
technology in CRM initiatives. Third, this study will develop and validate several

8

of the measurement scales needed to test the proposed conceptual model.
These measures will serve not only the purposes of this study, but will also help
expand the CRM knowledge base by facilitating future research endeavors.
Fourth, it will serve to highlight the explanatory power afforded by
communications theory when investigating relationship management
phenomena. Although not commonly employed, communication theory provides
a useful and powerful lens that is capable of accounting for the relationship
implications of specific marketing actions, programs and initiatives. Finally, this
study will also prove highly valuable to practitioners for the following reasons: (1)
it will provide empirical evidence of the value of CRM to marketers, and (2) it will
advance a set of customer-centric criteria and measures that will enable
managers to better assess the state of their CRM efforts and diagnose the root
cause of failed initiatives.
The balance of this manuscript is organized as follows. Chapter 2
provides a comprehensive literature review and introduces the proposed
conceptual model along with its corresponding hypotheses. Chapter 3 describes
the study’s methodology and details how relevant constructs will be measured.
Chapter 4 presents the study’s results. Finally, Chapter 5 highlights the
managerial, research and theoretical implications of this effort and provides a
critical evaluation of the study’s key limitations.
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CHAPTER 2 – LITERATURE REVIEW
This chapter is divided into two major sections. Its objective is to present
a review of the literature that served to motivate and substantiate the conceptual
model and hypotheses advanced in this study. The first section provides an
overview and analysis of alternative CRM perspectives that have been
introduced in the literature and then proceeds to offer a detailed description of
the CRM process. The second section examines a wide-range of literature that
serves to explain the posited relationship between CRM and customers’
relationship perceptions, attitudes and behaviors. The study’s research
hypotheses are introduced in this last section of the literature review.
1. The CRM Phenomenon
While a formal, process-based definition of CRM was presented in
Chapter 1, numerous different perspectives have been offered in the literature.
At this juncture, a review of these different perspectives seems appropriate as it
will provide the reader with a more in-depth understanding of the nature of the
phenomenon under investigation. Consequently, the first part of this section will
review five seemingly divergent (but truly complementary) CRM perspectives
presented in the literature. Building on these five different perspectives, this
section will conclude by providing a detailed description of the CRM process.
The discussion and materials which follow closely parallel and are based upon
the work of Zablah, Bellenger and Johnston (2004b).
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1.1 Divergent CRM Perspectives
As a cursory review of the literature reveals, numerous definitions of CRM
have been proposed by marketing practitioners and scholars alike. While some
of these conceptualizations are similar, there is definitely a lack of consensus as
to the most appropriate way in which this emerging phenomenon should be
defined. In fact, a detailed analysis of the popular and academic literature
reveals that CRM has, implicitly or explicitly, been conceptualized as a: (1)
strategy (e.g. Adenbajo 2003; CRM Guru 2003; Croteau and Li 2003; Deck 2003;
Destination CRM 2002; IT Director.com 2003; Kracklauer, Passenheim, and
Seifert 2001; Tan, Yen, and Fang 2002; Verhoef and Donkers 2001), (2)
philosophy (e.g. Fairhurst 2001; Hasan 2003; Piccoli et al. 2003), (3) capability
(e.g. ITtoolbox.com 2003; Peppers et al. 1999), (4) technological tool (Gefen and
Ridings 2002; Shoemaker 2001) and/or (5) process (e.g. Day and Van den Bulte
2002; European Centre for Customer Strategies 2003; Galbreath and Rogers
1999; Gronroos 2000b; Plakoyiannaki and Tzokas 2002; Reinartz et al. 2004;
Srivastava, Shervani, and Fahey 1999). An evaluation of each of these
perspectives is subsequently presented and is intended to highlight the critical
insights that each affords in terms of CRM’s nature, characteristics and purpose.
The review and analysis of each of the perspectives begins with a representative
CRM definition.
1.11 CRM as a Strategy
[CRM enables companies to] invest in the customers that are (potentially)
valuable for the company, but also minimize their investments in nonvaluable customers. (Verhoef and Donkers 2001, p.189)
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The strategic view of CRM emphasizes the fact that resources destined
for relationship building and maintenance efforts should be allocated based on
customers’ lifetime value to the firm (CRM Guru 2003; IT Director.com 2003;
Kracklauer et al. 2001; Tan et al. 2002). More specifically, this view suggests
that all customers are not equally valuable and that, therefore, maximum
profitability can only be achieved when available resources are invested in
customer relationships that provide a desired level of return (Ryals 2003). The
main implication stemming from the strategic perspective is that firms must
continually assess and prioritize customers—based on their expected lifetime
value—if they are to build long-term, profitable customer relationships.
Those who define CRM as a strategy also tend to emphasize that it
enables firms to build the “right” type of relationship with each individual
customer, which—in some instances—implies choosing not to build one at all
(Kracklauer et al. 2001; Verhoef and Donkers 2001). The focus of this view of
CRM is not on how relationships are developed and maintained, but more so on
how building the right type of relationship with the right type of customer can
have a substantial positive impact on corporate profitability. Hence, closely
associated with this view of CRM is the notion that customer relationships should
be treated as a portfolio of assets or investments that need to be actively
managed in order to maximize profitability (Plakoyiannaki and Tzokas 2002;
Ryals 2003; Ryals 2002; Ryals and Knox 2001). In fact, customer portfolio
management is touted as a valuable tool for enabling firms to identify an optimal
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combination of customers in which to invest their limited resources (Turnbull et
al. 1996).
1.12 CRM as a Philosophy
CRM is not a discrete project—it is a business philosophy aimed at
achieving customer centricity for the company. (Hasan 2003, p.16)
The recent emphasis on customer relationship management stems—in
part—from Reichheld’s (1996) research which demonstrated that a strong link
exists between customer loyalty and corporate profitability. When defined as a
philosophy, CRM refers to the idea that the most effective way to achieve such
loyalty is by proactively seeking to build and maintain long-term relationships with
customers. Rather than treating recurring transactions between customers and
providers as isolated events, the philosophical view of CRM stresses that a loyal
customer base can only be achieved if interactions are viewed within the context
of an ongoing relationship (Piccoli et al. 2003; Shahnam 2003).
As a business philosophy, CRM is inextricably linked to the marketing
concept (Hasan 2003; Shahnam 2003), which stresses that firms must organize
around and be responsive to their customers and their changing needs (Kohli
and Jaworski 1990). That is, the philosophical perspective recognizes that in
order for exchange relationships to last, providers must be able to continually
deliver what their customers value—a feat that is best accomplished by those
firms which boast a customer-centric culture (Rigby et al. 2002; Wilson, Daniel,
and McDonald 2002). Moreover, this perspective effectively builds a bridge
between the marketing concept and relationship marketing paradigm and
focuses on the importance of creating customer value, something which is only
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implied in the other perspectives. Stated differently, this view suggests that in
order to build long-term, profitable relationships, it is critical that firms’ day-to-day
activities be driven by an understanding of customers’ evolving needs.
1.13 CRM as a Capability
[CRM] means being willing and able to change your behavior toward an
individual customer based on what the customer tells you and what else
you know about that customer. (Peppers et al. 1999, p.101)
The capability perspective on CRM highlights the fact that firms must
invest in developing and acquiring a mix of resources that enables them to
modify their behavior—towards individual customers or groups of customers—on
a continual basis (ITtoolbox.com 2003; Peppers et al. 1999). In other words, the
capability view of CRM suggests that to effectively manage customer
relationships firms must find an efficient way in which to relate to each of their
customers on an individual basis (as opposed to mass market or market segment
basis).
Although the capability view of CRM has not received wide-spread
support in the literature, it does serve to emphasize that a certain mix of
resources are needed in order to effectively manage customer relationships.
After all, it is an organization’s capabilities which enable it to execute day-to-day
activities (Day 1994). Broadly speaking, the literature suggests that effective
CRM demands that firms—at a minimum—be capable of: (1) gathering
intelligence about their current and prospective customers (Campbell 2003;
Crosby and Johnson 2000) and (2) applying that intelligence to shape their
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subsequent interactions with them (i.e. change its behavior towards them)
(Bradshaw and Brash 2001; Hirschowitz 2001).
1.14 CRM as a Technological Tool
CRM is the technology used to blend sales, marketing, and service
information systems to build partnerships with customers (Shoemaker
2001, p.178).
While the emergence of CRM technology helped spark the “relationship
management revolution” (cf. Winer 2001), few (if any) marketers would now
argue that CRM is simply a technological tool that enables firms to build
customer relationships. In fact, one of the most common views expressed in the
literature is that “CRM is much more than technology” and that a lack of
understanding about its true nature is in part responsible for the failure of
numerous CRM initiatives (Chen and Popovich 2003; Fairhurst 2001; Kotorov
2003; Ragins and Greco 2003). Nonetheless, it is important to emphasize that
technology does play a substantial role in CRM efforts by—among other things—
enhancing interaction coordination and facilitating the collection, storage and
dissemination of market intelligence that is needed for effective relationship
management (Crosby and Johnson 2000; Hirschowitz 2001).
1.15 CRM as a Process
[CRM is concerned with] the creation and leveraging of linkages and
relationships with external marketplace entities, especially channels and
end users (Srivastava et al. 1999, p.169).
A business process refers to a group of activities that convert
organizational inputs (e.g. human resources) into desired outputs (e.g.
successful new products) (Davenport and Beers 1995; Davenport and Short
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1990; Hammer 1996). Given that groups of tasks can be sub-divided or
aggregated into lower-level and higher-level processes, the specific nature (i.e.
inputs and outputs) of a business process depends on the level of aggregation
used to define it (Fahey et al. 2001). For instance, Srivastava and his colleagues
(1999) define CRM as macro-level (i.e. highly aggregated) process that
subsumes numerous sub-processes, such as prospect identification and
customer knowledge creation. Moreover, they suggest these sub-processes can
often be further separated into—more refined—micro-level processes (e.g. data
collection and storage is a micro-level process that forms part of the customer
knowledge creation sub-process). Thus, for any given set of tasks, the
specification of required inputs and intended outputs depends entirely upon how
the constituent activities are aggregated.
When viewed as a process, customer relationship management has been
defined at two different levels of aggregation. More specifically, some have
defined it as a higher-level process that includes all activities firms undertake in
their quest to build durable, profitable, mutually-beneficial customer relationships
(e.g. Plakoyiannaki and Tzokas 2002; Reinartz et al. 2004; Srivastava et al.
1999). Yet, others have construed it more narrowly and define it as a process
that is concerned with managing customer interactions for the purpose of
promoting the establishment and maintenance of long-term, profitable
relationships (e.g. Day and Van den Bulte 2002; Galbreath and Rogers 1999;
Kohli et al. 2001). Comparatively speaking, then, the former perspective defines
customer relationship management as a macro-level process while the latter
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focuses exclusively on interaction management, arguably one of the subprocesses subsumed under the macro-level perspective (Hirschowitz 2001;
Reinartz and Kumar 2003).
While each of the five preceding perspectives on CRM is potentially
viable, this study adopts and emerging academic research seems to favor the
more inclusive, macro-process perspective of customer relationship management
(e.g. Reinartz et al. 2004; Srivastava et al. 1999). The rationale for this choice is
simple: the process view of CRM is unlike any of the others in that it accounts for
the process aspects of relationship development and maintenance. That is, the
process perspective is the only one which overtly acknowledges that customerprovider relationships develop over time (i.e. are characterized by a lifecycle) and
must evolve in order to perdure (cf. Dwyer et al. 1987; Gronroos 2000b;
Parvatiyar and Sheth 2000).
However, before proceeding to consider the CRM process in more detail,
it is worth highlighting that the remaining four perspectives serve to better
delineate the purpose (i.e. output) and to identify some of the organizational,
technological and human resources (i.e. inputs) firms need in order to
successfully execute the CRM process. More specifically, the strategic
perspective provides a clear indication of the intended output of the CRM
process: a profit-maximizing portfolio of customer relationships. The remaining
three perspectives (CRM as a philosophy, technology and capability) help
identify some of the CRM process inputs. The philosophical view, on the one
hand, reveals that a customer-centric culture is a crucial organizational input into
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the CRM process. The technological perspective, on the other hand, suggests
that technological tools which facilitate cross-functional coordination and
intelligence generation help enhance firms’ ability to execute the CRM process.
Finally, the capabilities perspective indicates that firms need to possess a
collection of resources that work together (i.e. capabilities) to enable firms to: (1)
develop customer or prospect knowledge (i.e. market intelligence), and (2) adapt
their behavior towards individual customers or prospects based on that
intelligence (i.e. use that knowledge to influence interactions). In other words,
the capability view of CRM suggests that firms need a complex and (potentially)
indeterminate mix of resources which enables them to acquire and adaptively
respond to market intelligence.
Given the preceding analysis and as was indicated in the introductory
chapter, this study favors and adopts the following macro-process definition of
CRM:
CRM is an ongoing process that involves the development and leveraging
of market intelligence for the purpose of building and maintaining a profitmaximizing portfolio of customer relationships. (Zablah et al. 2004b,
p.480).
1.2 A Description of the CRM Process
According to the preceding conceptualization, CRM is concerned with the
creation of market intelligence that firms can leverage to build and sustain a
profit-maximizing portfolio of customer relationships. Thus, in order to develop a
more refined understanding of CRM, it is imperative to consider not only the
specific set of activities firms undertake in order to create that intelligence but
also how they utilize it to achieve the intended process objective (i.e. a profit
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maximizing portfolio of customer relationships). Broadly speaking, the CRM
literature suggests that the requisite market intelligence is generated through the
effective execution of a knowledge management process (Campbell 2003; Fahey
et al. 2001; Massey, Montoya-Weiss, and Holcom 2001; Plakoyiannaki and
Tzokas 2002; Stefanou and Sarmaniotis 2003), and that the resulting intelligence
is utilized to build the profit-maximizing portfolio of customer relationships by
enabling firms to select the right customers, prioritize relationships and
productively manage interactions with them (Hansotia 2002; Hirschowitz 2001;
Reinartz et al. 2003; Rigby et al. 2002). Thus, as is illustrated in Figure 1,
knowledge and interaction management are the major sub-processes of the
CRM macro-level process. The remainder of this section will be devoted to
discussing and explaining the interrelationship between these key subprocesses.
------------------------------------------------Insert Figure 1 About Here
------------------------------------------------1.21 Knowledge Management
Building on the work of Huber (1991) and Nonaka (1994), Alavi and
Leidner (2001) define knowledge as “a justified belief that increases an entity’s
capacity for effective action” (p. 109). Knowledge management, then, refers to
the organizational process which is concerned with the creation, storage,
retrieval, and application of knowledge (Alavi and Leidner 2001). The literature
on CRM suggests that in order to build a profit-maximizing portfolio of customer
relationships, firms need to develop knowledge stores related to the: (1)
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desirability of prospects, (2) customer defection intentions, (3) needs and
preferences of customers, (4) likely profitability of current and prospective
customers, and (5) emergence of market threats (cf. Crosby and Johnson 2000;
Fairhurst 2001; Hirschowitz 2001; Massey et al. 2001; Park and Kim 2003;
Reinartz et al. 2004; Ryals and Payne 2001; Stefanou and Sarmaniotis 2003).
Thus, from a CRM standpoint, the knowledge management process is concerned
with all of the activities directed towards creating and leveraging the market
intelligence firms need in order to build and maintain a portfolio of customer
relationships that maximizes organizational profitability.
As Figure 1 suggests, the knowledge management process can be further
subdivided into three distinct micro-processes: (1) data collection, (2) intelligence
generation, and (3) intelligence dissemination (Alavi and Leidner 2001; Fahey et
al. 2001). As its name implies, the data collection process refers to a firm’s
activities that focus on capturing information about customers and markets. It
can involve recording details about a particular interaction (e.g. customer
response to a direct mail campaign), obtaining data from secondary sources (e.g.
U.S. Census data), or querying customers about their satisfaction with the firm
(Park and Kim 2003; Stefanou and Sarmaniotis 2003). In contrast, the
intelligence generation process attempts to convert data that has been amassed
into actionable intelligence. This involves employing traditional analysis
techniques as well as data mining and modeling methods to identify trends and
patterns related to customers’ behavior and/or general market conditions
(Campbell 2003; Fahey et al. 2001). Any intelligence which has a potential

20

bearing on the outcome of customer-provider interactions is considered
especially valuable (e.g. customer value drivers, changing preferences, crossselling opportunities, etc.). Finally, any intelligence that is generated needs to
be disseminated to all members of the organizations that, either, have direct
contact with customers (i.e. boundary-spanners) or have an influence over the
marketing mix elements of a firm’s operations (Campbell 2003; Ryals and Knox
2001).
1.22 Interaction Management
As was previously suggested, an interaction refers to any instance in
which two active parties, which have the ability to exert influence upon each
other, engage in the exchange of values (Cunningham 1980; Ford 1980; Kotler
1972; Turnbull et al. 1996). Broadly speaking, an interaction can focus on the
exchange of core benefits (i.e. products and services for money), information
exchange, social exchange (i.e. interpersonal exchange), and/or any combination
of the three (Cunningham 1980; Kalafatis 2002; Metcalf et al. 1992).
Increasingly, the marketing literature has stressed the importance of recognizing
that customer-provider interactions do not exist in isolation but rather occur within
the context of an ongoing relationship (Cunningham 1980; Gronroos 2000b;
Turnbull et al. 1996). That is, every customer-provider interaction takes place
within the context of all preceding interactions (Peppers et al. 1999) and,
consequently, all interactions must be actively managed in order to nurture the
development and growth of exchange relationships (cf. Reinartz et al. 2003).
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As is depicted in Figure 1, the interaction management process leverages
available intelligence in order to build and strengthen customer relationships by
enhancing the quality of individual exchange episodes. More specifically, the
derived market intelligence is utilized to influence the productivity (i.e. efficiency
and effectiveness) of interactions in which the customer and provider engage in,
either: (1) the exchange of products and services for money (i.e. core benefits
exchange), (2) information exchange, such as planned (e.g. direct mail piece) or
unplanned communications (e.g. e-mail request for product information), and (3)
social exchange (e.g. business lunch). As the figure also illustrates, the extant
CRM literature suggests that—regardless of the specific purpose and/or nature of
the exchange episode—interactions should remain appropriate, relevant and
consistent (Khirallah 2000; Ragins and Greco 2003) over the course of a
relationship’s lifecycle (i.e. interaction quality is determined by the collective
consistency, relevancy and appropriateness of individual exchange episodes).
Moreover, in line with the strategic view on CRM (e.g. Kracklauer et al.
2001; Tan et al. 2002), Figure 1 indicates that the evaluation and prioritization of
customer relationships are key activities of the interaction management process.
Customer evaluation involves making an informed assessment of the current
state of the relationship (i.e. of how the relationship is evolving) (Reinartz et al.
2004). For instance, do the customer’s needs appear to be changing? Is the
relationship in danger of being lost to a competitor? In contrast, prioritization is
concerned with making a determination of the relative importance of individual
customer relationships in order to allocate organizational resources accordingly

22

(Fairhurst 2001). For example, some firms may elect to allocate more
organizational resources (e.g. key account manager) to high value customers
and/or to at-risk customer accounts (Hirschowitz 2001). Finally, it is important to
highlight that an organization’s perceived level of responsiveness to the available
market intelligence is contingent upon the customer evaluation and prioritization
sub-processes. That is, firms’ response to market intelligence will be moderated
by an understanding of the current state and priority status of each individual
relationship. Thus, for example, even if the available intelligence suggests that a
customer is at-risk of being lost, a firm may elect to take no corrective action
because the priority status of the relationship suggests it is not warranted from an
organizational profitability standpoint.
1.23 The Interaction Quality Dimensions
Although interaction appropriateness, relevancy and consistency were
previously identified as the key dimensions of interaction quality, these concepts
have—thus far—not been defined. Therefore, in an attempt to provide the reader
with a more thorough understanding of the factors that influence the overall
quality of customer-provider interactions, a discussion of each of the interaction
quality dimensions now follows. When considering each of these dimensions, it
is important to keep in mind that any given interaction can focus on the exchange
of core benefits (i.e. products and services for money), information exchange,
interpersonal exchange, and/or any combination of the three.
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1.231 Interaction Appropriateness
Appropriateness refers to the extent to which a customer perceives that a
particular exchange episode is structured in a manner that conforms to their
interaction needs and preferences (cf. Zablah et al. 2004b). Structural interaction
elements refer to things such as the frequency, timing and duration of
interpersonal exchanges, the availability of products when and where a customer
needs them, and the communication medium selected for information exchange
episodes (e.g. ad in a trade magazine vs. online banner ad). In other words, an
interaction is appropriate if, given a customer’s needs and preferences, it occurs
under conditions and/or contains elements that facilitate the exchange of values
between the dyad.
Numerous articles in the popular press stress the importance of interaction
appropriateness to achieving desired outcomes within ongoing exchange
relationships (e.g. Nelson 2003; Paddison 2004). In addition, empirical evidence
highlights the impact of interaction appropriateness on customers’ relationship
perceptions. For instance, Liu and Leach (2001) found that customers perceive
salespeople who know how to appropriately time their interactions with them as
having higher levels of expertise and thus being more trustworthy. Furthermore,
providers’ use of the “right” mix of communication tools has been linked to higher
levels of customer trust in the provider firm (MacDonald and Smith 2004).
Finally, research has found that an envelope’s characteristics (e.g. dimensions,
size, etc.) have an impact upon the likelihood that organizational customers will
read a commercial mailer (i.e. the envelope’s structural characteristics influence
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the likelihood that the exchange of information between the two parties will occur)
(De Wulf, Hoekstra, and Commandeur 2000).
1.232 Interaction Relevancy
Relevancy refers to the degree to which a customer perceives that an
interaction creates value within the context of the exchange relationship (Zablah
et al. 2004b). Value here is defined as customers’ perception of the net,
marginal bundle of economic and psychological benefits gained from engaging in
a particular exchange episode (Anderson and Narus 1998; Gronroos 2000b;
Park and Kim 2003; Ulaga 2003; Ulaga 2001; Ulaga and Eggert 2003). For
example, suppose a provider sends an existing customer a direct mail piece
announcing the introduction of a new service. Upon receiving the communication
from the provider, the customer takes the time to read it and concludes that the
new service could potentially enhance the productivity of their operations. From
the customer’s perspective, this interaction is relevant—that is, it creates value
because the benefits gained (i.e. knowledge about the new service) exceed the
associated costs (i.e. time invested in reading and digesting the direct mail
piece).
Relevancy is often cited as a highly desirable and critical interaction
attribute (e.g. Abbott, Stone, and Buttle 2001; Ansari and Mela 2003; Fairhurst
2001; Galbreath and Rogers 1999). From an information exchange standpoint,
relevancy is highly valued as targeted communications are thought to aid
consumers in decision-making and reduce or minimize information overload
(Ansari and Mela 2003). In addition, empirical evidence provides credence to the
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relevancy dimension of interaction quality. For instance, the successful
resolution of customer initiated complaints (i.e. interactions with a net marginal
value greater than zero) was found to have a positive impact on customer share
and word-of-mouth behaviors (Bowman and Narayandas 2001). Likewise,
purchasing managers express higher levels of interaction satisfaction when they
perceive that their counterparts provide them with added value by enabling them
to perform their jobs in a more efficient manner (Tellefsen 2002). Finally, in an
online environment—where high levels of interactivity are possible—relevancy
has also been linked to desirable outcomes. More specifically, the customization
of communication messages and the personalization of online content have been
empirically linked to favorable consumer attitudes and behaviors (Karuga et al.
2001; Postma and Brokke 2002; Thorbjornsen et al. 2002).
1.233 Interaction Consistency
Consistency refers to the extent to which a customer perceives that an
interaction varies from and builds upon the preceding stream of customerprovider interactions (Zablah et al. 2004b). Thus, an interaction is consistent if it
does not vary significantly from preceding interactions in regards to things such
as product and service quality, delivery time, methods of communication,
ordering procedures, etc. Moreover, consistent interactions are characterized by
a cumulative understanding of the customer-provider relationship, regardless of
how (e.g. over the phone or electronically) or with whom (e.g. key contact
employee or anonymous service representative) a customer interacts. For
instance, consider the case of a customer that reports a service failure
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electronically (e.g. e-mail) and then proceeds to call the support desk a few hours
later in regards to the same problem. Upon calling the support desk, the service
representative has no information regarding the previous interaction, and thus
asks the customer to restate the difficulties that he or she has been experiencing.
In this scenario, the subsequent interaction (the call to the support desk) is not
consistent because it fails to build upon the interaction that immediately preceded
it (i.e. the call to the support desk is not consistent with the state of the
relationship).
Numerous articles on CRM, in both the popular press and academic
literature, cite interaction consistency as one of the key factors leading to
desirable relationship outcomes (e.g. Bradshaw and Brash 2001; Butler 2000;
Pan and Lee 2003; Rheault and Sheridan 2002). In addition, consistency has
been described as a signal of providers’ commitment to a relationship (Dwyer et
al. 1987), and has been thought to enhance the effectiveness of the sales
process (Keillor, Parker, and Pettijohn 2000) as well as the impact of
organizational communication efforts (Naik and Raman 2003). Empirically, the
inconsistency of promotional mix elements has been found to have a negative
effect on consumer brand evaluations (Swait and Erdem 2002).
Before concluding, it is also important to underscore that consistency does
not refer to a regulated uniformity or an unwillingness to change (Bradshaw and
Brash 2001; Doyle 2001). In her 1985 work, Jackson talks about the challenge
of consistency and concludes that customers want their providers to demonstrate
a consistent concern for their needs, but also want them to be agile and
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responsive to change. That is, it is not about achieving a static consistency, but
about being consistent and yet dynamic in response to changing conditions.
2. CRM’s Impact on Customer-Provider Relationship Outcomes
Armed with an understanding of the CRM process, it is now possible to
attempt an explanation as to why CRM is likely to influence customer-provider
relationship outcomes. In order to attempt such an explanation, this effort will
rely primarily on marketing communications theory. Therefore, this section
begins by presenting an interactive communications model originally developed
by Duncan and Moriarty (1998) and expanded upon by several scholars
belonging to the Nordic school of thought (e.g. Gronroos 2004; Lindberg-Repo
and Gronroos 2004). Then, building on Sheth’s (1976) work, an in-depth
discussion of the communicative elements of customer-provider interactions will
be offered. After presenting the relevant theoretical framework, the conceptual
model that is the basis for this empirical study will be introduced and justified.
Corresponding research hypotheses will be presented where appropriate.
2.1. Interactive Communications Theory
In 1998, Duncan and Moriarty introduced a communication-based model
for managing marketing relationships that is built upon the fundamental assertion
that “communication is the human activity that links people together and creates
relationships” (p. 2). In their work, they argue that relationships are not possible
without communication and thus suggest that a focus on communication is
critical to, both, understanding and managing marketing relationships. They
bolster their argument by contending that factors such as trust and commitment,
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which are often considered to be primary determinants of customer-provider
relationship outcomes, are—in reality—a consequence of quality communication
themselves.
At the very heart of this communication-based perspective is the notion
that everything a provider does (or fails to do) sends a message. These
provider-emitted messages, which may be encoded in words, actions, pictures
and numerous other elements, contain information that influences customers’
perceptions of the exchange relationship (Duncan 2002). More specifically,
providers are thought to emit planned, product, service and/or unplanned
messages that carry relationship-relevant information (Duncan 2002; Duncan
and Moriarty 1998; Duncan and Moriarty 1997; Gronroos 2000a; Gronroos 2004;
Gronroos 2000b). Planned messages refer to the implicit and explicit information
contained in and conveyed by providers’ promotional activities, such as
advertising, press releases and direct mail campaigns. Product messages refer
to the implicit messages that are expressed by the design, performance, pricing
and distribution of a firm’s products and services. For instance, a product’s price
is often viewed as a signal (i.e. as a message containing information) of its
quality (e.g. Dawar and Parker 1994; Kirmani and Rao 2000). Service messages
refer to all the implicit or explicit information that is conveyed to customers
through their interpersonal interactions with a provider’s employees, such as
service representatives, delivery personnel and salespeople. Finally, unplanned
messages refer to the, mostly uncontrollable, information that is communicated
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through message sources like news stories, rumors and gossip related to the
provider.
Figure 2 provides a graphical representation of the interactive
communications model proposed by Duncan and Moriarty (1998) and partially
introduced in the preceding paragraph. The model illustrates how the provider
(i.e. the message source) sends planned, product, service and unplanned
information to its target audience (i.e. customers) through messages that are
encoded in different communication channels (e.g. explicitly in a newspaper ad
vs. implicitly in a product’s packaging). Implicit in the model is the idea that once
customers receive these messages, they engage in information processing and
assign meaning to the information which they convey (see Grewal et al. 1997 ;
Hawkins 1973; MacInnis and Jaworski 1989; Smith and Swinyard 1982 for a
review of information response models). That is, these messages are eventually
“transformed into the stakeholder perceptions that are the building blocks of
brand relationships” (Duncan and Moriarty 1998, p. 7). As logic would suggest,
those messages that are more difficult for the provider to control (e.g. service
messages) are thought to have a greater relative impact upon customers’
relationship perceptions than those the provider can more easily influence (e.g.
planned messages) (Duncan and Moriarty 1998; Duncan and Moriarty 1997;
Gronroos 2000b).
Moreover, in a departure from traditional marketing communications
models, the figure highlights the interactive nature of customer-provider
communication. More specifically, it shows that after processing these provider-
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emitted messages, customers respond by sending messages of their own (i.e.
provide the sender with feedback) (see also Blattberg and Deighton 1991;
Coviello, Milley, and Marcolin 2001). In other words, at any given point in time,
customers and providers engaged in an ongoing relationship can each be a
message source or target. The messages customers convey may be in the form
of explicit information and/or a multitude of relationship behaviors (e.g. repeat
purchases, response to a direct mail campaign, lack of purchase, negative wordof-mouth, etc). It is important to underscore that this customer “feedback” is a
function of (1) the relationship perceptions and attitudes resulting from these
provider-emitted messages and (2) customers’ own needs and preferences
(Duncan 2002; Duncan and Moriarty 1998; Duncan and Moriarty 1997).
------------------------------------------------Insert Figure 2 About Here
------------------------------------------------These ongoing, implicit or explicit, unidirectional (e.g. advertising, lack of
purchase) or bidirectional (e.g. interpersonal information sharing) messages that
customers and providers exchange are thought to result in a relationship
dialogue or conversation that serves as a foundation for the dyadic relationship
(Ballantyne 2004; Duncan and Moriarty 1998; Gronroos 2000a; Gronroos 2000b;
Lindberg-Repo and Gronroos 2004; Zahay and Griffin 2003). It is this dialogue
which enables customers and providers to develop a sense of shared or mutual
understanding about what each party’s needs and preferences are and what
each is willing to offer the other within an ongoing exchange relationship
(Ballantyne 2004; Duncan 2002; Duncan and Moriarty 1998; Gronroos 2000a;
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Gronroos 2000b). In other words, this dialogue permits customers and providers
to adequately calibrate their relationship expectations.
Before proceeding, it is critical to note that past research suggests that a
positive relationship exists between the quality of this ongoing dialogue and
customers’ assessment of the value afforded by the exchange relationship
(Lindberg-Repo and Gronroos 2004; Sanzo et al. 2003). This finding is posited
to be a consequence of the increased customer-provider connectedness
resulting from such a dialogue, and is extremely significant in that it implies that
customers are key players in the value creation process, given that this ongoing
“conversation” cannot exist without their participation. Therefore, a provider’s
ability to create value for and communicate value to its customers is dependent
upon the latter’s willingness to participate in this ongoing relationship dialogue.
Closely related to this communication-based view of marketing
relationships is a phenomenon known as integrated marketing communications
(IMC), which is formally defined as a “cross-functional process for creating and
nourishing profitable relationships with customers and other stakeholders by
strategically controlling or influencing all messages sent to these groups and
encouraging data-driven, purposeful dialogue with them” (Duncan 2002, p.8). In
other words, IMC is concerned with coordinating the interaction messages
providers convey to customers and prospects in an attempt to establish a “highquality” relationship dialogue that, by definition, is conducive to mutual
understanding and thus successful exchange relationships (Duncan and Moriarty
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1997; Gronroos 2000a; Gronroos 2000b; see Montgomery 1981 for a parallel
argument regarding "quality communication" in the marriage literature).
A distinguishing characteristic of IMC programs is their emphasis on
message consistency or synergy, which represents one of the most important
characteristic of a “high-quality” relationship dialogue (Duncan and Moriarty
1998; Edell and Keller 1989) and is thought to maximize the effectiveness of
providers’ communication efforts (Naik and Raman 2003). In this context,
consistency refers to the extent to which the different provider-emitted messages
(i.e. planned, service, product and unplanned) are congruent with each other and
are stable over time (Duncan 2002; Duncan and Moriarty 1998; Edell and Keller
1989). Consistency is viewed as critical to effective relationship management, as
conflicting messages are believed to lead to a sense of insecurity that, ultimately,
diminishes customers’ level of trust in the provider (Gronroos 2000a).
The preceding discussion points to a high level of correspondence
between IMC and CRM (cf. Duncan 2002). More specifically, it appears to
indicate that both processes are similar in that they are intended to enhance a
firm’s profitability by providing for the coordinated, systematic management of the
set of interactions that form part of exchange relationships. Clearly, IMC and
CRM differ in that the former stresses the communication aspects of customerprovider interactions while the latter focuses more explicitly on the generation of
the intelligence needed to strategically manage these interactions and, ultimately,
build a profit-maximizing portfolio of customer relationships. However, if only the
customer-facing (as opposed to internal) output of these processes is
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considered, both phenomena appear to be in pursuit of the same objective: “high
quality” customer-firm interactions. Consequently, it can be argued that the CRM
process generates its intended output (i.e. a profit-maximizing customer
portfolio), in part, by ensuring that the explicit and implicit messages that are
conveyed in each and every customer-provider interaction are perceived to be of
high quality (i.e. appropriate, relevant and consistent) by the intended customer
target.
2.2 Communication in Interpersonal Exchange
While the communication-based view of marketing relationships outlined
in the preceding pages is quite comprehensive and contains many unique
elements, it is not without precedent in the marketing literature. In fact, over the
last forty years, a significant amount of research has been devoted to the study
of interpersonal interactions—such as those that occur between customers and
salespeople or service representatives—and the implicit and explicit
communication that occurs in such exchange episodes (e.g. Bitner, Booms, and
Tetreault 1990; Brady and Cronin 2001; Butcher, Sparks, and O'Callaghan 2003;
Johlke and Duhan 2001; Leigh and Summers 2002; Liu and Leach 2001;
Mathews, Wilson, and Monoky 1972; Naylor and Frank 2000; Pennington 1968;
Preis 2003; Sundaram and Webster 2000; Taylor and Woodside 1980; Tellefsen
2002; Wilson 1976; Wilson et al. 2002; Woodside and Taylor 1978).
Studies focusing specifically on the communicational elements of
interpersonal interactions are varied in their focus and, in large part, rely upon the
interpersonal behavior categorization schemes advanced by Bales (1950) and
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Longabaugh (1963; 1966). For instance, early work by Webster (1968) and
Hulbert and Capon (1972) served to highlight that the outcome of interpersonal
interactions is influenced by the numerous implicit and explicit messages that are
exchanged over the course of any given encounter (compare to Duncan and
Moriarty 1998). More recent work has focused on how implicit verbal messages
are used to convey relative power in exchange relationships (e.g. Soldow and
Penn Thomas 1984), and on the impact that relationship quality has on the actual
content (e.g. number of questions asked) of interpersonal interactions (e.g. Jap,
Manolis, and Weitz 1999). In addition, several studies have examined the role
that nonverbal cues play in interpersonal exchange episodes (e.g. Leigh and
Summers 2002; Sundaram and Webster 2000).
Of particular relevance to this effort are a few studies built around a
relatively simple conceptual model advanced by Sheth (1976) and subsequently
enhanced and tested by several other scholars (e.g. Williams and Spiro 1985;
Williams, Spiro, and Fine 1990). Their work indicates that the interpersonal
communication that takes place in customer-provider interactions can be
described in terms of four elements: (1) content, (2) code, (3) rules, and (4) style.
Communication content refers to the ideas contained in a message or “what is
said” in any given interaction (compare to planned, product and service
messages in Duncan and Moriarty 1998; see also Keller 2001). Communication
code refers to the verbal (i.e. words) and nonverbal elements (e.g. physical
gestures, eye movements) that carry the message content (compare to the
channel notion in Duncan and Moriarty 1998). Communication rules refer to the
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policies, customs, interaction dynamics and other such elements that govern the
content and code of interpersonal exchange episodes. In other words,
communication rules are the norms that help shape what is said (content) and
how and when it is said (code). Finally, communication style refers to “synthesis
of content, code and communication rules into unique and infinite combinations”
(Williams and Spiro 1985, p. 434). That is, communication style refers to each
customer’s and provider’s individual pattern of communication.
In his original paper, Sheth (1976) identified three communication style
archetypes: task-oriented (i.e. individuals primarily concerned with the task at
hand), self-oriented (i.e. individuals primarily concerned with their own
outcomes), and interaction-oriented (i.e. individuals primarily concerned with the
social aspects of the exchange episode). Subsequent empirical work validated
these three communication styles and found that communication style does, in
fact, exert a strong influence upon the success of sales interactions (Williams
and Spiro 1985). Building on their findings, the study’s authors concluded that a
salesperson’s ability to adapt to a customer’s communication style is critical to
the success of interpersonal exchange episodes.
As it pertains to this study, the preceding work in the interpersonal
communications literature is valuable for two reasons: (1) it introduces the critical
concepts of communication rules (content and code) and communication style,
and (2) it serves to partially validate the more progressive, interactive
communications model currently being advocated by Duncan and Moriarty
(1998) and the Nordic scholars. However, the usefulness of the model advanced
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in the interpersonal communications literature is limited by the fact that it fails to
account for the messages that emanate from all types of customer-provider
interactions—namely, information, interpersonal and core benefit exchange
episodes (Cunningham 1980; Kalafatis 2002; Metcalf et al. 1992).
Therefore, in an attempt to build upon the ideas and concepts articulated
in the interpersonal communications literature, Figure 3 presents an updated
communication model of customer-provider interactions that aims to effectively
account for the different types of value exchanges dyads engage in. The model
begins by identifying some of the code and content rules that have an impact
upon customers’ and providers’ behaviors and, ultimately, determine the nature
of their interactions. For instance, organizational “branding guidelines” are
provided as an example of a code rule that has an impact on the structure of
information exchange episodes. Likewise, customers’ “procurement policies” are
identified as a type of content rule that governs the nature of interactions
concerned with the exchange of core relationship benefits. Moreover, as the
figure illustrates, the interactions resulting from the collective set of code and
content rules convey information that is coded into both implicit and explicit
messages. For example, a customer’s lack of response to a provider’s “call for
action” in a direct mail campaign is an implicit message that conveys a lack of
interest on the customer’s part. Finally, the sum of the three preceding
elements—content, code and rules—is shown to represent each parties’ unique
communication style, which can vary along a transactional-relational continuum.

37

As can be expected, a “transactional” style is characteristic of firms that only
convey an interest in the successful completion of the exchange at hand. That
is, such firms express no interest in future interactions and appear to lack any
memory of past exchange episodes. On the other hand, a “relational” style
describes those firms that communicate an interest in close, collaborative
relationships through their interactions and are concerned with the long-term (as
opposed to short-term) implications of each exchange episode. From a
relationship management standpoint, it is critical to note that it is possible for
customers and providers to exhibit communication styles that vary significantly
along the transactional-relational communication continuum. As is illustrated in
Figure 3, the discrepancy between a customer’s and a provider’s communication
style results in what is labeled as a “value gap.” This value gap can be traced
back to the code and content rules which govern the dyad’s interactions, such as
the relationship strategy a particular provider adopts towards an individual
account (e.g. using automated technologies to service a low priority account). In
“interactive marketing communications” terminology, as the size of this value gap
increases, the quality of the relationship dialogue (and thus of the relationship)
decreases. Stated differently, the size of the value gap is indicative of the extent
of mutual understanding that exists in the relationship.
------------------------------------------------Insert Figure 3 About Here
-------------------------------------------------
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2.3 CRM and Customer-Provider Relationship Outcomes
The foregoing discussion affords the perspective needed to examine the
relationship implications of organizational CRM efforts. Thus, in the pages that
follow, the conceptual model that serves as the basis for this study will be
introduced. The left-hand side of the conceptual model considers CRM’s impact
on customers’ perceptions of provider-emitted interaction messages. The righthand side examines how these perceptions ultimately influence customerprovider relationship outcomes. At the end of this section, a summary of the
proposed conceptual model and the theoretical rationale utilized to justify the
posited linkages is provided.
2.31 Interaction Message Quality
The preceding review of the CRM and marketing communications
literature advanced the following three ideas that are particularly relevant at this
juncture: (1) customer-provider interactions can focus on the exchange of core
benefits, information exchange, social exchange (i.e. interpersonal exchange),
and/or any combination of the three (Cunningham 1980; Kalafatis 2002; Metcalf
et al. 1992), (2) the CRM process enables firms to retain desirable customers
(i.e. build and maintain a profit-maximizing portfolio) by providing, in part, for
“high-quality” customer-provider interactions (see page 21 for a review), and (3)
over the course of an interaction, providers can emit planned, service and/or
product messages that influence their customers’ relationship perceptions
(Duncan and Moriarty 1998; Gronroos 2004). Building on these three
arguments, Table 1 illustrates the correspondence between the three interaction
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“types” and provider-emitted messages. More specifically, Table 1 suggests that
more than one type of message (i.e. planned, service and/or product) may be
emitted in individual exchange episodes. For instance, when engaging in the
exchange of core benefits (e.g. purchase of a new office computer in a retail
store), the interaction might include both service and product messages. Service
messages would originate from any type of one-on-one interaction that the
customer has with a sales representative, and product messages would be
conveyed by the computer’s pricing, design and after-purchase performance.
------------------------------------------------Insert Table 1 About Here
------------------------------------------------Thus far, the issue of what constitutes a “high quality” interaction message
has not been explicitly addressed. Unfortunately, there does not appear to be a
consensus definition in the literature as to what constitutes “high quality”
messages or communication. In fact, most researchers seem to adopt a
definition that is specific to the study’s context (e.g. Johlke and Duhan 2001;
Mohr and Nevin 1990; Mohr and Fisher 1996; Montgomery 1981). Furthermore,
in the case of this research effort, available message quality criteria is unlikely to
be adequate given that the study focuses on implicit and explicit messages that
are not solely interpersonal in nature. Therefore, building on the three
interaction quality criteria advanced in the CRM literature, interaction message
quality is defined herein as the extent to which a provider’s planned, service and
product messages are appropriate, relevant and consistent. Appropriateness
refers to the extent to which an interaction message conveys to the customer that
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the provider understands, is able and is willing to accommodate their structural
interaction needs and preferences (e.g. “this provider understands that e-mail is
my preferred method of contact”). In contrast, relevancy refers to the extent to
which provider-emitted interaction messages convey to the customer that the
provider is concerned with creating value for them through their interaction (e.g.
“the information this provider sent us about the upcoming changes to industry
regulations was very useful”). Finally, consistency refers to the extent to which
an interaction message communicates to the customer that the provider (1) can
be relied upon to perform as expected, time after time (e.g. “this provider delivers
on what it promises”), and (2) is able to adequately manage interdependent
interactions that occur over time, across different channels and/or involve
different contact personnel (e.g. “this provider is able to effectively integrate our
online and offline account information”).
Table 2 provides a description and summary of the three interaction/
message quality criteria. Aside from the corresponding definitions and examples,
the table highlights several communication-related elements that are worth
discussing. In particular, the table suggests that the appropriateness of
interaction messages is influenced by the code rules that govern how and when
messages are conveyed. For instance, providers’ budgetary constraints (a code
rule) dictate how frequently (an appropriateness factor) they can send their
customers printed promotional materials. Likewise, the relevancy of interaction
messages is affected by the content rules that shape the nature of the
information conveyed. For example, a provider’s relationship strategy (a content
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rule) might call for customized products (a relevancy factor) for its top-tier
customers and generic products (a relevancy factor) for its low-tier customers.
Clearly, this content rule shapes the nature of the information conveyed in the
resulting messages. Finally, it is important to underscore that both the CRM and
IMC literature recognize that interaction/message consistency is critical to
achieving desirable relationship outcomes.
------------------------------------------------Insert Table 2 About Here
------------------------------------------------2.311 CRM Orientation and Message Quality
As was previously articulated, a firm’s collective set of knowledge and
interaction management activities represent the two key sub-processes that
combine to form the macro-level CRM process (cf. Campbell 2003; Fahey et al.
2001; Hansotia 2002; Hirschowitz 2001; Massey et al. 2001; Rigby et al. 2002).
In line with this perspective, the term CRM orientation is used here to refer to the
degree to which a provider (1) engages in the ongoing, systematic generation of
(current and prospective) customer knowledge, and (2) utilizes this knowledge to
actively influence and coordinate the set of customer-provider interactions that
form part of ongoing exchange relationships (cf. Reinartz et al. 2004; Zablah et
al. 2004b).
As a provider’s level of CRM orientation increases, the likelihood that the
provider will actively seek market intelligence regarding factors such as the
desirability of prospects, customer defection intentions, customers’ (changing)
needs and preferences, profitability of current and prospective customers, and/or
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the emergence of market threats also increases (cf. Crosby and Johnson 2000;
Fairhurst 2001; Massey et al. 2001; Park and Kim 2003; Reinartz et al. 2004;
Ryals and Payne 2001). In addition, as a provider’s level of CRM orientation
increases, so does the likelihood that the provider will be able to utilize market
intelligence to provide for marketing, sales and service interactions that are wellcoordinated with each other and are responsive to individual customers’
changing needs and preferences (Reinartz and Kumar 2003; Zablah et al.
2004b).
Thus, as a provider’s level of CRM orientation increases, so does the
probability that the provider will be able to (1) continuously adapt its behavior
towards individual customers as the needs of those customers evolve over time,
and (2) ensure that the numerous, potentially multi-channel, marketing, sales and
service interactions that form part of evolving exchange relationships are
synergistic with each other. This customer need-driven behavior adaptation and
interaction coordination is expected to yield high-quality customer-provider
interactions that are: (1) appropriate, in terms of their timing and frequency, (2)
relevant, as it pertains to customer-derived value, and (3) consistent with each
other and the state of the exchange relationship (Khirallah 2000; Ragins and
Greco 2003; Zablah et al. 2004b).
Therefore, as is suggested by the preceding discussion, the
appropriateness, relevancy and consistency of provider-emitted interaction
messages will also be heavily influenced by providers’ level of CRM orientation.
That is, the more (less) CRM oriented providers are, the more (less) likely that
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they will emit interaction messages which communicate that they: (1) understand,
are able and are willing to accommodate their customers’ structural interaction
needs and preferences, (2) are concerned with creating value for their customers
through their interactions, (3) can be relied upon to perform as expected, time
after time, and (4) possess the expertise needed to adequately manage
interdependent interactions that occur over time, across different channels and/or
involve different contact personnel. Consequently, given that the quality of
interaction messages is posited to be a function of their collective
appropriateness, relevancy and consistency, it is reasonable to expect that
customer perceptions of planned, product and service message quality will also
increase as providers’ level of CRM orientation increases. The following set of
hypotheses formally articulate the expected relationship between CRM
orientation and interaction message quality, which is graphically represented in
Figure 4:
H1a: Providers’ level of CRM orientation will positively affect customers’
perceptions of product message quality.
H1b: Providers’ level of CRM orientation will positively affect customers’
perceptions of service message quality.
H1c: Providers’ level of CRM orientation will positively affect customers’
perceptions of planned message quality.
------------------------------------------------Insert Figure 4 About Here
-------------------------------------------------
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2.312 The Moderating Role of CRM Technology
While the advent of CRM tools is partially responsible for the recent
practitioner and academic emphasis on CRM, preliminary research concludes
that such tools have a minimal, if not insignificant, effect on the relative success
of providers’ CRM initiatives (Day and Van den Bulte 2002; Reinartz et al. 2004).
Nonetheless, it is important to note that the impact of CRM tools on the quality of
customer-provider interactions (and thus interaction message quality) has never
been investigated, and that numerous CRM technology implementation initiatives
fail to deliver the intended benefits due to an apparent lack of end-user (i.e.
employee) acceptance of the technology (Krol 2002; Speier and Venkatesh
2002). In fact, end-user resistance to CRM technology has been heavily
researched and is said to be a consequence of numerous factors, including: (1) a
lack of organization-wide commitment to the technology, (2) inadequate end-user
training, (3) the absence of a CRM champion, (4) incompatible compensation
structures, (5) poor change management practices, (6) end-users’ failure to
understand the benefits the technology affords, and (7) inadequate financial
commitment to the technology (Croteau and Li 2003; Fjermestad and Romano
2003; Morgan and Inks 2001; Parthasarathy and Sohi 1997; Pullig, Maxham, and
Hair 2002; Rigby et al. 2002; Rivers and Dart 1999; Ryals and Knox 2001; Ryals
and Payne 2001; Shoemaker 2001; Speier and Venkatesh 2002; Tan et al. 2002;
Wilson et al. 2002; Yu 2001).
This well-documented, end-user resistance to CRM technology is critically
important to the objectives of this research effort. It implies that in order to study
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the effect that these new tools have on the relative success of CRM initiatives, it
is necessary to consider not only whether an organization has adopted some sort
of CRM tool, but if the tools that have been adopted are being embraced by
organizational users. Consequently, this effort focuses on the assimilation of
CRM technology, which refers to the extent to which the use of CRM tools has
diffused across organizational work processes and has become routinized in the
activities of those processes (Purvis, Sambamurthy, and Zmud 2001).
Although the specific CRM tools individual firms choose to deploy are
likely to vary significantly, broadly speaking, CRM technology is intended to
enhance the productivity of those tasks which form part of the knowledge and
interaction management processes (cf. Crosby and Johnson 2000; Hirschowitz
2001). For instance, some CRM tools are designed to support sales (e.g.
opportunity management), marketing (e.g. campaign management) and service
and support tasks (e.g. case management), and serve to either: (1) enable the
coordination of tasks within a process or across functions, (2) automate routine
tasks, (3) provide detailed insight regarding organizational and individual
employee performance, and (4) standardize common tasks and processes (cf.
Adenbajo 2003; Bose 2002; Chen and Popovich 2003; Crosby and Johnson
2000; Davis 2002; Ebner et al. 2002; Fjermestad and Romano 2003; Greenberg
2001; Hirschowitz 2001; Light 2003; Mirani, Moore, and Weber 2001; Shoemaker
2001; Tan et al. 2002; Wilson et al. 2002).
Given their features and intended purpose, it seems fair to suggest that—if
assimilated—the CRM tools that firms elect to adopt are likely to enhance their
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ability to acquire and adaptively respond to market and customer intelligence on
an ongoing basis. That is, CRM tools are likely to improve firms’ ability to provide
their customers with high-quality interactions that convey appropriate, relevant
and consistent messages. However, it is important to note that the CRM process
can still be successfully executed without the use of CRM technology. In other
words, technology is only likely to enhance the productivity of CRM activities but
is not required for their successful execution. Consequently, as is illustrated in
Figure 4, the organizational assimilation of CRM technology is posited to
moderate the relationship between firms’ level of CRM orientation and
customers’ perceptions of the quality of interaction messages. The following
hypothesis formally states the expected relationship:
H2: As providers’ assimilation of CRM technology increases (decreases),
the association between providers’ CRM orientation and customers’
message quality perceptions becomes stronger (weaker).
2.32 Direct Effects of Message Quality
Figure 4 graphically illustrates how planned, service and product message
quality are expected to influence customer-provider relationship outcomes. In
particular, the figure indicates that the quality of provider-emitted interaction
messages exerts a direct influence upon customer-perceived relationship value
(CPRV). CPRV, in turn, is posited to affect other critical customer perceptions,
attitudes and behavioral intentions concerning the relationship. In other words, it
is anticipated that the quality of provider-emitted interaction messages will
indirectly influence customer-provider relationship outcomes through their effect
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on customer-perceived relationship value. In this framework, “relationship
length,” “relationship depth,” and “relationship breadth” represent the conative
precursors (i.e. intent to continue the relationship, willingness to expand the
relationship, and willingness to deepen the relationship) of the customer
behaviors that serve as a response to provider-emitted messages.
The choice of CPRV as key mediating variable is consistent with
interactive communications theory. As was previously articulated, CPRV is
thought to represent the outcome of a successful relationship dialogue because it
is through this ongoing exchange of one-way and two-way messages that a
provider is able to create value for and communicate value to its customers
(Duncan and Moriarty 1998; Gronroos 2000a; Gronroos 2004; Gronroos 2000b;
Lindberg-Repo and Gronroos 2004). Moreover, the selection of CPRV as a key
mediator recognizes the tremendous importance placed in the business
management literature on continuous customer value creation. In particular, it
has been suggested that superior customer value creation provides firms with a
source of sustainable competitive advantage that ultimately translates into
superior organizational performance (e.g. Cannon and Homburg 2001; Chen and
Dubinsky 2003; Narver and Slater 1990; Plank and Ferrin 2002; Sharma,
Krishnan, and Grewal 2001; Slater 1997; Slater and Narver 2000; Slater and
Narver 1995; Zeithaml 1988).
Several definitions of CPRV—that stress different aspects or dimensions
of the concept—have been advanced in the literature. Following a detailed
review of value research in marketing, Ulaga (2003) concluded that CPRV: (1) is
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a subjective concept, (2) refers to a trade-off between customer benefits and
customer sacrifices, (3) involves different types (e.g. social vs. economic) of
customer benefits and customer sacrifices, and (4) is relative to the competition.
Therefore, CPRV is defined in this study as a customer’s perception of the
benefits minus the cost of engaging in an ongoing exchange relationship (Chen
and Dubinsky 2003; Flint and Woodruff 2001; Flint, Woodruff, and Gardial 2002;
Gwinner, Gremler, and Bitner 1998; Lapierre 2000; Narver and Slater 1990;
Sirdeshmukh et al. 2002; Slater 1996; Slater 1997; Ulaga and Eggert 2003;
Zeithaml 1988). Relationship benefits refer to the intrinsic and extrinsic utility
afforded by an exchange relationship (Sirdeshmukh et al. 2002) while
relationship costs include the monetary (e.g. costs of products) and nonmonetary
(e.g. time, effort and energy) sacrifices associated with the relationship
(Anderson and Narus 1998; Lapierre 2000; Slater and Narver 2000).
Due to a lack of operational measures, empirical research focusing on
customer-perceived relationship value is somewhat limited (Lapierre 2000; Ulaga
2003). Moreover, to date, only a few studies have empirically examined
marketing relationships from an interactive communications perspective. As a
consequence, there is very limited empirical evidence to support the posited
association between interaction message quality and CPRV. However, a recent
study, which examined marketing relationships from a communications
perspective, found that the “outcome of successful communication is the
customer-perceived value that results from the increased connectedness
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between the customer and the provider in their relationship with one another”
(Lindberg-Repo and Gronroos 2004, p. 231).
Moreover, several studies provide implicit evidence regarding the likely
relationship between interaction message quality and CPRV. For instance,
Naylor and Frank (2000) find a positive relationship between retail sales force
responsiveness (an interaction appropriateness factor) and CPRV. In the same
study, the authors also identify a negative relationship between service failure
(an interaction relevancy factor) and customers’ value perceptions. In addition, a
recent effort also reveals that CPRV increases when communication between
exchange partners occurs regularly (an interaction consistency factor) and
whenever necessary (an interaction appropriateness factor) (Sanzo et al. 2003).
In a study that focuses on the value-creation role of key account managers
(KAMs), Georges and Eggert (2003) find that customers’ value perceptions
increase as a function of a KAM’s ability to: (1) provide them with customized
offers that better-match their needs, and (2) coordinate dyadic efforts (both
interaction relevancy factors). Finally, research on e-commerce suggests that
customers’ value perceptions are positively related to a product’s level of quality
and inversely related to its price (both interaction relevancy factors) (Chen and
Dubinsky 2003).
In an attempt to improve existing CPRV measures, several studies have
focused on identifying customer value drivers (e.g. Georges and Eggert 2003;
Lapierre 2000; Plank and Ferrin 2002; Ulaga 2003). While these value drivers
are likely to change over time (Flint et al. 2002) and are context dependent (Chen
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and Dubinsky 2003), it is still worth examining how they relate to the message
quality dimensions. Thus, building on the work of Ulaga (2003) and Lapierre
(2000), Table 3 presents a list of key relationship value drivers identified in the
literature, grouped according to the message quality dimensions. A brief
overview of these value drivers and their correspondence to message quality is
presented in the paragraphs that follow.
------------------------------------------------Insert Table 3 About Here
------------------------------------------------As is illustrated in Table 3, value drivers such as on-time delivery, delivery
flexibility, and availability of spare parts are thought to relate to product message
appropriateness. In particular, a provider’s level of performance as it relates to
these value drivers would likely convey to the customer that the former
understands, is able and is willing to accommodate their structural interaction
needs and preferences. Furthermore, product performance, availability of
alternative solutions, product customization, accuracy of delivery, supply-base
consolidation, product enhancements, new product development, price and
process costs are some of the value drivers identified in the literature that are
associated with product message relevancy. That is, an adequate level of
performance on these product-related factors will likely convey to the customer
that the provider is concerned with creating value for them through each and
every interaction. Finally, product reliability is listed as a value driver that is
related to product message consistency. Logically, a reliable product
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“communicates” that it can be counted upon to perform as expected, time after
time.
Similar arguments can also be made for the remaining value drivers
identified in Table 3 that correspond to service and planned messages. The
crucial thing to note is that most customer-provider interactions are likely to
convey information about characteristics of the exchange relationship that
customers feel are important or value-creating. Finally, it is worth highlighting
that of the value drivers identified in the literature, only one was found to relate to
planned message quality. This fact is not surprising given that interactive
communications theory suggests that those messages that are easily influenced
by the provider (i.e. planned messages) will have relatively less impact on
customers’ relationship perceptions than those that are not (i.e. product and
service messages) (Duncan and Moriarty 1998; Gronroos 2000b). This is not to
say that planned message quality will not have an effect on CPRV. After all,
planned messages are often a critical component of the ongoing dialogue that
develops between customers and providers. Their value, however, may not be
explicitly recognized by customers and is likely to be highly dependent upon the
nature of the relationship (i.e. are less influential as the relationship becomes
more relational).
Therefore, given the preceding evidence and based on the contention that
an ongoing relationship dialogue creates and communicates customer value, the
following expectations are introduced:
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H3a: The quality of provider-emitted planned messages will positively
influence customer-perceived relationship value.
H3b: The quality of provider-emitted service messages will positively
influence customer-perceived relationship value.
H3c: The quality of provider-emitted product messages will positively
influence customer-perceived relationship value.
2.33 Indirect Effects of Message Quality
As was previously suggested and is illustrated in Figure 4, the quality of
provider-emitted interaction messages is posited to influence customer-provider
relationship outcomes through their effect on CPRV. More precisely, it is
anticipated that CPRV will influence relationship quality, both, directly and
indirectly through its impact upon customers’ perceptions of provider relationship
investment and market orientation. Relationship quality, in turn, is expected to
influence customers’ behavioral intentions (intent to continue the relationship,
willingness to expand the relationship, and willingness to deepen the
relationship), which are the conative precursors of the customer behaviors that
serve as a signal (i.e. feedback) to the provider regarding the relationship’s
condition. Finally, the association between relationship quality and relationship
length, depth and breadth is said to be moderated by customers’ level of
relationship proneness. The supporting literature and formal hypotheses are
introduced in the sections that follow.
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2.331 Relationship Quality
Relationship quality refers to an exchange party’s overall assessment of
the strength of a relationship (Crosby, Evans, and Cowles 1990; De Wulf,
Odekerken-Schroder, and Iacobucci 2001; Garbarino and Johnson 1999; Smith
1998) and is typically conceptualized as a multidimensional construct.
Unfortunately, there is no consensus in the literature as to the construct’s
appropriate dimensions (De Wulf et al. 2001; Dorsch, Swanson, and Kelley 1998;
Smith 1998). While trust and satisfaction are typically viewed as the fundamental
dimensions of relationship quality (e.g. Boles, Johnson, and Barksdale 2000;
Crosby et al. 1990; Leuthesser 1997), others now emphasize the need to include
commitment as one of the construct’s key dimensions (e.g. De Wulf et al. 2001;
Smith 1998; Walter et al. 2003). Furthermore, a few authors have included other
dimensions—such as minimal opportunism, conflict, customer orientation, ethical
profile, willingness to invest in the relationship and expectation of continuity—in
their assessment of relationship quality (e.g. Dorsch et al. 1998; Kumar, Scheer,
and Steenkamp 1995b).
In this study, relationship quality is conceptualized as a multidimensional
construct whose key dimensions are trust and satisfaction. While a customer’s
level of commitment to a relationship can be viewed as being indicative of an
exchange relationship’s quality, it is also known to be contingent upon customers’
time orientation (Garbarino and Johnson 1999; Jackson 1985). Therefore, it is
possible for customers to be satisfied with and trust providers but not be
committed to them. In order to allow for this possibility and as has been done in
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previous studies, commitment is excluded as one of relationship quality’s
dimensions (e.g. Crosby et al. 1990; Geyskens et al. 1996; Grayson and Ambler
1999; Moorman and Zaltman 1992; Morgan and Hunt 1994). In order to better
justify the expected relationship between relationship quality and its posited
antecedents and consequences, a brief overview of the trust and satisfaction
literature now follows.
2.3311 Trust
Trust has been widely studied in the social sciences and is considered
critical to the establishment of successful relationships whenever parties
engaged in ongoing exchange are particularly vulnerable or exposed to
significant risk (Doney and Cannon 1997; Morgan and Hunt 1994). Numerous
conceptualizations of trust have been advanced in the literature and, as a result,
there appears to be some confusion regarding its domain (cf. Gefen, Karahanna,
and Straub 2003). From a structural standpoint, it has been defined as both a
unidimensional and multidimensional construct (Brashear et al. 2003). Moreover,
as indicated by Smith and Barclay (1997), it has been described as a belief
regarding a party’s perceived trustworthiness (i.e. a cognitive expectation) (e.g.
Anderson and Weitz 1989; Anderson and Narus 1990; Morgan and Hunt 1994)
and as willingness to engage in risk-taking or trusting behaviors (Andaleeb and
Ingene 1996; Moorman, Deshpandé, and Zaltman 1993; Moorman and Zaltman
1992). While both the cognitive and behavioral perspectives have received
support in the literature, the former is often preferred because trusting behaviors
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are thought to be an implicit consequence of perceived trustworthiness (Morgan
and Hunt 1994; Smith and Barclay 1997).
Moreover, perceived trustworthiness is often viewed as a function of at
least three related cognitive elements (Brashear et al. 2003; Gefen et al. 2003):
(1) benevolence (e.g. Doney and Cannon 1997; Ganesan 1994; Gefen et al.
2003; Geyskens et al. 1996; Kumar, Scheer, and Steenkamp 1995a; Kumar et al.
1995b; Siguaw, Simpson, and Baker 1998a), (2) honesty or integrity (e.g. Doney
and Cannon 1997; Gefen et al. 2003; Geyskens et al. 1996; Kumar et al. 1995a;
Kumar et al. 1995b; Macintosh and Lockshin 1997; Tax, Brown, and
Chandrashekaran 1998) and (3) ability or competence (e.g. Ganesan 1994;
Garbarino and Johnson 1999; Gefen et al. 2003; Macintosh and Lockshin 1997;
Siguaw et al. 1998a; Sirdeshmukh et al. 2002; Tax et al. 1998). Therefore, trust
is defined here as a party’s confidence in an exchange partner’s benevolence,
honesty, and ability (Doney and Cannon 1997; Ganesan 1994; Morgan and Hunt
1994). Benevolence is the extent to which a party to an exchange believes the
other party is genuinely interested in their welfare and is motivated by mutually
beneficial outcomes (Brashear et al. 2003; Doney and Cannon 1997; Ganesan
1994; Siguaw, Simpson, and Baker 1998b). Honesty, on the other hand, refers
to the degree to which a party to an exchange considers that the other party can
be relied upon to keep their word and fulfill their obligations (Brashear et al. 2003;
Doney and Cannon 1997). Finally, the ability dimension of trust refers to the
extent to which a party to an exchange believes the other party has the required
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expertise to perform a job or task as expected (Brashear et al. 2003; Ganesan
1994; Siguaw et al. 1998b).
2.3312 Satisfaction
While trust is viewed as critical to the success of highly relational
exchange arrangements, satisfaction is considered to be equally as important to
attaining desirable outcomes in relationships that are more transactional in
nature (Garbarino and Johnson 1999). In this study, satisfaction is defined as a
positive affective state resulting from a party’s overall evaluation of its past
interactions with another party (Anderson and Narus 1990; Crosby et al. 1990;
De Wulf et al. 2001; Ganesan 1994; Ganesan 1993; Garbarino and Johnson
1999; Scheer and Stern 1992; Walter et al. 2003). It is worth emphasizing that
the preceding conceptualization refers to a party’s cumulative—as opposed to
transaction-specific—assessment of a particular exchange relationship (see
Homburg, Giering, and Menon 2003; contrast with Preis 2003).
2.3313 CPRV’s Impact on Relationship Quality
Despite garnering much attention in the literature, empirical studies that
focus on customers’ relationship quality perceptions are still somewhat limited in
number (Walter et al. 2003). Nonetheless, available evidence suggests that a
strong association is likely to exist between CPRV and, both, relationship quality
and its constituent dimensions (i.e. trust and satisfaction). In a recent study,
Walter and colleagues (2003) find a positive relationship between the direct and
indirect functions performed by providers’ and customers’ relationship quality
perceptions. The direct and indirect functions they refer to in their study relate to
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important value drivers cited in the literature (e.g. Georges and Eggert 2003;
Lapierre 2000; Ulaga 2003), including: cost reduction, product/service quality,
sharing of market and technical information, innovation (e.g. new product
development) and interpersonal cooperation. Similarly, other value drivers have
been empirically linked to relationship quality. For instance, Leuthesser (1997)
finds that customers’ perceptions of the quality of an offer have a positive impact
on their assessment of relationship quality. Moreover, Smith (1998) reports that
open communication is positively related to customers’ perceptions of
relationship quality. Finally, research also indicates that a salesperson’s
expertise is positively related to perceived relationship quality (Boles et al. 2000;
Crosby et al. 1990).
In their 2002 study, Sirdeshmukh, Singh and Sabol identify a positive
relationship between trust and CPRV. However, they model trust as an
antecedent condition to CPRV and justify their causal ordering by arguing that
trust creates value by reducing risk and uncertainty in exchange. While this is a
valid assertion, the reverse is also true—the more value a provider creates for its
customers, the more likely the provider will be perceived to have benevolent
intentions (i.e. be interested in the customer’s welfare) and possess the
competence needed to deliver the desired relationship benefits on an ongoing
basis (Doney and Cannon 1997). That is, the cumulative amount of value
generated by a provider for a customer—at any given point in time—provides
prima facie evidence of the provider’s trustworthiness and therefore is likely to
influence future customer behaviors in an ongoing relationship. Furthermore, the
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causal ordering proposed in this study is supported by empirical findings that link
trust to antecedent factors known to be important customer value drivers (see
Georges and Eggert 2003; Lapierre 2000; Ulaga 2003), such as: (1) openness in
communication (Anderson and Weitz 1989; Anderson and Narus 1990; Morgan
and Hunt 1994), (2) level of support provided (Anderson and Weitz 1989), (3)
partner expertise (Doney and Cannon 1997; Liu and Leach 2001; Moorman et
al. 1993), (4) project customization (Moorman et al. 1993), (5) timeliness
(Moorman et al. 1993) and (6) frequency of contact (Doney and Cannon 1997).
The explicit purpose of a customer-provider relationship is to facilitate the
exchange of values between the two parties (Day 2000; Hunt 1983; Hunt 1976;
Kotler 1972). Consequently, customers and providers expect to be better-off (i.e.
achieve a desired level of net benefits) as a result of their ongoing association.
To the extent that this expectation is confirmed over the course of repeated
customer-provider interactions, customers’ overall assessment of the relationship
is likely to be positive (Cadotte, Woodruff, and Jenkins 1987; Oliver 1980;
Woodruff, Cadotte, and Jenkins 1983; Woodruff and Gardial 1996). That is,
customers’ perceptions of the net benefits they derive from the exchange
relationship (i.e. CPRV) are likely to influence their overall level of satisfaction
with the relationship. In fact, the posited association between CPRV and
satisfaction has been empirically substantiated in several efforts. For example, a
recent study by Sanzo and colleagues (2003) finds a positive relationship
between CPRV and satisfaction. Moreover, much like trust, numerous
antecedent factors that are known value drivers have been demonstrated to
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influence satisfaction, including: (1) an exchange partner’s contribution to the
other’s market and financial performance (Kumar and Stern 1992), (2) a partner’s
level of competence (Scheer and Stern 1992; Smith and Barclay 1997), (3) the
favorability of obtained outcomes (Scheer and Stern 1992), (4) openness in
communication (Smith and Barclay 1997) and (5) level of conflict in the
relationship (Frazier, Gill, and Kale 1989).
The preceding discussion and summary of empirical findings suggest that
a strong relationship between CPRV and relationship quality is likely. This
expectation is formally introduced via the following hypothesis:
H4: Customer-perceived relationship value (CPRV) will positively
influence customers’ assessment of relationship quality.
2.332 Perceived Provider Market Orientation
Market orientation is a fundamental concept of the marketing discipline
that is based on the notion that continuous customer value creation leads to
superior organizational performance over the long-term (Siguaw, Baker, and
Simpson 2003; Slater and Narver 1994; Slater and Narver 1995). In the early
1990’s, three distinct conceptualizations of market orientation were advanced in
the literature and are still widely used today. The first of these conceptualizations
was introduced by Kohli and Jaworski (1990) who define market orientation as
“the organizationwide generation of market intelligence pertaining to current and
future customer needs, dissemination of the intelligence across departments, and
organizationwide responsiveness to it” (p. 6). Narver and Slater (1990), on the
other hand, define market orientation as “the organization culture…that most
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effectively and efficiently creates the necessary behaviors for the creation of
superior value for customers and, thus, continuous superior performance for the
business” (p. 21). In addition, they suggest these “necessary behaviors” include
a customer orientation, a competitor orientation and interfunctional coordination.
Finally, Deshpande, Farley and Webster (1993) define market orientation as “the
set of beliefs that puts the customer's interest first, while not excluding those of
all other stakeholders such as owners, managers, and employees, in order to
develop a long-term profitable enterprise” (p. 27).
While each of the conceptualizations has their own strengths and
weaknesses, none of them appear to be preferred in the literature. That is, it
seems researchers adopt the perspective they deem most appropriate given their
research objectives. Thus, in line with Narver and Slater (1990) and Desphandé
and colleagues (1993), this study defines market orientation as the corporate
culture that recognizes that long-term profitability is best achieved by an enduring
focus on customer-need fulfillment.
Although a significant amount of research has been devoted to the study
of the internal performance implications of a firm’s market orientation (e.g. Han,
Kim, and Srivastava 1998; Jaworski and Kohli 1993; Kohli, Jaworski, and Kumar
1993; Matsuno and Mentzer 2000; Piercy, Harris, and Lane 2002; Siguaw and
Brown 1994; Slater and Narver 1994), very few studies have focused on
identifying the factors that influence a party’s perception of its exchange partner’s
market orientation and the implications of these perceptions for exchange
relationships (Siguaw et al. 1998b). However, it is reasonable to expect that the
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value a provider creates for a customer serves as a signal to that customer that
the provider understands and is focused on meeting its changing needs and
preferences (cf. Narver and Slater 1990; Siguaw et al. 2003; Slater and Narver
1994; Slater and Narver 1995). In other words, a customer’s attributions about a
provider’s level of organizational emphasis on customer-need fulfillment (i.e.
market orientation) are likely a function of the value it derives from the exchange
relationship. This expectation is formally presented in the hypothesis that
follows.
H5: Customer-perceived relationship value (CPRV) will positively affect
customers’ perception of providers’ market orientation.
In one of the few dyadic studies on market orientation, Siguaw, Simpson
and Baker (1998b) find that a supplier’s market orientation does—in fact—
influence distributors’ satisfaction with and trust in their exchange partners.
Thus, there is some empirical evidence to substantiate the contention that a
customer’s perception of its exchange partner’s market orientation will have a
positive effect on relationship quality. Furthermore, it is important to emphasize
that a provider’s relative level of market orientation conveys information to its
customers regarding its focus on and responsiveness to their needs.
In other words, the more market-oriented providers are perceived to be, the more
likely their customers will (1) attribute mutually beneficial—as opposed to selfserving—intentions to their words and behaviors, and (2) deem them capable of
continuously meeting their changing needs. Such beliefs, in turn, would serve to
enhance benevolence and ability-based trust in the provider (Doney and Cannon
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1997). Finally, given that customers enter into exchange relationships in search
of need-fulfillment, it is reasonable to expect that they will experience higher
levels of relationship satisfaction when working with a provider that they perceive
is actually focused on meeting and catering to those needs (i.e. market-oriented).
The following hypothesis states the expected relationship:
H6: Customers’ perception of providers’ market orientation will positively
affect relationship quality.
2.333 Perceived Relationship Investment
Perceived relationship investment is used here to refer to the extent to
which a customer perceives that a provider “devotes resources, efforts, and
attention aimed at maintaining or enhancing” the exchange relationship (De Wulf
et al. 2001, p.35). This concept is similar to the idiosyncratic investment
phenomenon often investigated in the marketing channels literature (eg.
Anderson and Weitz 1992; Jap 1999; Jap and Ganesan 2000), but is broader in
the sense that it allows for the possibility that firms invest unrecoverable assets
that are, sometimes, directed towards a group of customers rather than an
individual customer.
Research on relationship marketing in the consumer market provides
some empirical evidence regarding the association between customers’
perceptions of value and relationship investment. In particular, De Wulf and
colleagues (2001) find that a retailer’s use of direct mail, preferential treatment
programs, personalized communication and tangible rewards has a moderate
impact on customers’ perception of the retailer’s level of investment in the
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relationship. To the extent that customers valued these retailer efforts, the study
provides some preliminary evidence of the likely association between these two
customer relationship perceptions. Furthermore, it can be argued that the value
a provider creates for a customer is a signal to that customer of the time, energy,
effort and resources that the provider invests in order to provide for a mutually
beneficial relationship. For instance, in order to create value for a customer, a
provider must invest in developing knowledge stores about its changing needs
and preferences. The extent to which the provider is able to continuously
respond to these changing needs and preferences (i.e. provide value on an
ongoing basis) conveys to the customer some information about the level of
investment the provider has made in the relationship. Therefore, the following
association is expected:
H7: Customer-perceived relationship value (CPRV) will positively affect
customers’ perception of providers’ investment in the relationship.
Several studies provide evidence of the impact of perceived relationship
investment on relationship quality and its constituent dimensions (i.e. trust and
satisfaction). In particular, Smith (1998) and De Wulf and colleagues (2001) find
a positive association between perceived relationship investment and
relationship quality. Moreover, research on idiosyncratic investments in
distribution channels indicates that a positive relationship exists between
relationship specific investments and, both, trust (Ganesan 1994) and
satisfaction (e.g. Anderson and Narus 1990; Ganesan 1994; Jap and Ganesan
2000). Again, it is important to underscore that a provider’s apparent level of
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investment in a relationship conveys information to the customer regarding its
motivations and the potential exposure it faces in the relationship. In other
words, the greater the apparent level of investment a provider makes in a
relationship, the more likely the customer will (1) view them as taking deliberate
actions to benefit them directly, and (2) consider dishonest behaviors less
plausible given that they would potentially result in the loss of relationshipspecific assets. As a consequence, benevolence and integrity-based trust in the
provider would ultimately increase (Doney and Cannon 1997). Finally, given that
customers seek need-fulfillment in their exchange relationships, it is reasonable
to expect that they will experience higher levels of relationship satisfaction when
engaged with an exchange partner that is perceived to make deliberate
investments towards that end. The following hypothesis states the expected
relationship:
H8: Customers’ perception of providers’ investment in the relationship will
positively affect relationship quality.
2.334 Relationship Length, Depth and Breadth
The extant CRM literature recognizes three dimensions of customer
relationship behaviors: length, depth and breadth (Bolton, Lemon, and Verhoef
2004). Length refers to how long a firm remains a customer of a given provider.
Depth focuses on the extent to which a customer purchases product/service
upgrades (e.g. upgrade to a more comprehensive service level agreement)
and/or premium (i.e. higher margin) products/services from a focal provider.
Finally, breadth is concerned with the degree to which a customer purchases
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different, related products/services (i.e. extent to which a customer engages in
cross-buying) from the same provider. These three customer behaviors all
represent some form of behavioral loyalty, which has been empirically linked to
relationship quality and its constituent dimensions (i.e. trust and satisfaction).
More specifically, previous studies find that as (1) relationship quality (e.g. Boles
et al. 2000; Crosby et al. 1990; De Wulf et al. 2001; Leuthesser 1997), (2) trust
(e.g. Doney and Cannon 1997; Ping 1993), and (3) satisfaction (e.g. Homburg et
al. 2003; Magi 2003; Reynolds and Beatty 1999) increase so does behavioral
loyalty.
Given that the length, depth and breadth of customer-provider
relationships is heavily influenced by the set of circumstances each individual
customer faces (see for example Verhoef, Franses, and Hoekstra 2002), the
focus in this effort is on the conative aspects of these relationship behaviors.
More specifically, relationship length is used here to refer to customers’
willingness to continue their relationship with a given provider into the future
(Bolton et al. 2004; Crosby et al. 1990). In a similar fashion, relationship depth is
viewed here as customers’ willingness to purchase product/service upgrades
and/or increase product/service usage as their needs/preferences change
(Bolton et al. 2004; Bolton and Lemon 1999). Finally, relationship breadth is
defined here as customers’ willingness to purchase related products/services
from a focal provider as their needs/preferences change (Bolton et al. 2004;
Verhoef et al. 2002). Before proceeding, it is worth emphasizing that— in the
communication-based framework advanced in this study—these behavioral
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intentions are a precursor to the customer behaviors that serve as implicit
feedback to the provider regarding the quality of the ongoing relationship.
Customers’ willingness to behave loyally towards a given provider involves
some level of both social and economic risks. Thus, it is reasonable to expect
that customers’ willingness to continue working with and behave loyally towards
a provider is influenced by their confidence in the provider’s trustworthiness
(Doney and Cannon 1997). It is also reasonable to expect that, in their drive to
continue to experience need-fulfillment, satisfied customers will be more likely
and willing to continue, deepen and expand their relationship with a focal
provider than their less-satisfied counterparts. The following hypotheses state
the expected relationships:
H9a: Relationship quality will positively influence customer-provider
relationship length.
H9b: Relationship quality will positively influence customer-provider
relationship depth.
H9c: Relationship quality will positively influence customer-provider
relationship breadth.
2.335 The Moderating Role of Customers’ Relationship Proneness
Relationship proneness refers to a firm’s relative interaction style
preference—along a transactional-relational continuum—when engaging in
exchange relationships (cf. Ganesan 1994; Jackson 1985). Customers on the
transactional end of the spectrum are primarily interested in the successful
completion of the exchange at hand and give little or no consideration to the
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possibility that another exchange might take place in the future. On the other
hand, customers on the relational end of the continuum desire close,
collaborative relationships and are concerned with the long-term (as opposed to
short-term) implications of each exchange episode (Heide 1994; Jackson 1985;
Lambe et al. 2000; Webster 1992).
Aside from making the relationship management task more difficult for
providers (Eriksson and Mattsson 2002; Sawhney and Zabin 2002), differences
in customers’ relationship proneness also have significant implications for the
outcomes of customer-provider relationships (De Wulf et al. 2001; Garbarino and
Johnson 1999). More precisely, the closer customers move towards the
transactional end of the continuum, the less likely they are to behave loyally
towards a particular provider (Ganesan 1994; Jackson 1985). For instance,
customers that are not interested in forming a durable bond with a provider will
convey this desire (intentionally or unintentionally) by limiting their level of crosspurchasing. In contrast, customers who are looking for a closer relationship are
likely to signal their preferences by, for example, deepening their relationship
through the purchase of premium service level agreements. As a consequence, it
is anticipated that the association between relationship quality and relationship
investment is contingent upon customers’ relationship proneness. The following
hypothesis states the expected relationship:
H10: As customers’ relationship proneness increases (decreases), the
association between relationship quality and (a) relationship length, (b)
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relationship depth, and (c) relationship breadth becomes stronger
(weaker).
2.4 A Summary of the Proposed Conceptual Model
The conceptual model developed and presented in this chapter traces the
indirect (i.e. mediated or distal) impact of a provider’s level of CRM orientation on
its customers’ relationship intentions. Broadly speaking, the model proposes that
as a provider’s level of CRM orientation increases, so does the quality of
customer-provider interactions. Interaction quality, in turn, is posited to have a
positive impact on customers’ relationship perceptions, attitudes and, ultimately,
their behavioral intentions. Figure 4 provides a graphical representation of the
proposed conceptual model. In addition, a summary of the constructs employed
in the model and the rationale for the expected relationships between the
constructs is provided in Table 4 and Table 5, respectively.
------------------------------------------------Insert Table 4 About Here
------------------------------------------------------------------------------------------------Insert Table 5 About Here
-------------------------------------------------
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CHAPTER 3 – RESEARCH DESIGN AND METHODOLOGY
This chapter is divided into four sections. Its objective is to present the
research design and measures utilized to test the proposed conceptual model.
The first section provides an overview of the key issues considered when
elaborating the research design. The second section offers a detailed review of
the sampling plan and survey administration procedures. The third section
describes the measures and measure development procedures employed in the
study. The final section discusses the statistical techniques utilized to analyze
the data and test the proposed linkages between constructs.
3.1 Overview
The primary objective of this study was to empirically test a conceptual
model that examines the association between providers’ level of CRM orientation
and their customers’ relationship beliefs, attitudes and behavioral intentions. As
a consequence, testing of the proposed conceptual model required that dyadic
data (i.e. data from both customers and their providers) be collected. In
developing an appropriate research design for this effort, a review of extant
dyadic studies in marketing was conducted. This review revealed that there are
multiple challenges associated with the collection of dyadic data (Anderson and
Weitz 1992; Anderson and Narus 1990), the most critical being the rapid
dwindling of sample size when cooperation from both members of the dyad
cannot be achieved (e.g. Ganesan 1994; Siguaw et al. 1998b). Thus, in order to
overcome this likely obstacle, a nested (i.e. hierarchical or complex) research
design was elected instead of a one-to-one dyadic design (see Hox 2002;
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Muthen 1994; Muthen and Satorra 1995; Muthen and Muthen 2004 for a
discussion on complex data designs). The nested research design involved (1)
limiting the number of providers in the sample to a manageable size (in this case
10), (2) inviting multiple customers of each of these providers to report on their
beliefs, attitudes and behavioral intentions regarding their exchange relationship
with the provider, and (3) obtaining measures of CRM orientation for each of the
providers. This one-to-many (i.e. one provider to many customers) design yielded
matched customer-provider data in which several customers in the sample
shared (i.e. were nested within) a common provider. While use of this nested
research design introduced added complexity2 to the data analysis process, the
benefits of this research design were twofold: (1) it eliminated the problem of
missing dyadic data inherent in these types of research studies, and (2) it was
significantly more cost-effective than a one-to-one dyadic design.
Before moving forward to discuss the sampling plan and data collection
procedures, it is worth emphasizing that this study follows closely in the research
traditions of modern empiricists (Hunt 2002). Hence, the data needed to test the
plausibility of the proposed conceptual model was gathered via a field survey of
customers and their providers. Such an approach yielded the quantitative data
required for a critical evaluation of the expected relationships between the
attitudinal, cognitive and conative constructs that form part of the explanatory
model.

2

Statistical tests are largely based on the assumption that observations are independent from
each other (Hox 2002). Use of nested research designs typically results in a violation of this
critical assumption. Hence, non-traditional estimation procedures had to be employed in order to
account for the lack of independence between customers in the sample.
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3.2 Sampling Plan and Survey Administration
The telecommunications industry was judged as an appropriate setting in
which to test the proposed model. In particular, this effort focused on the
relationship between providers of Internet access services (e.g. dial-up, DSL, T1/T-3 connections, etc.) and their business customers (i.e. the unit of analysis for
this study was the exchange relationship between a business customer and its
provider of Internet access services). This industry was selected for study since
it is characterized by: (1) relatively high levels of activity across the three
customer-facing functions (i.e. marketing, sales and service), (2) an industry-wide
focus on customer satisfaction and retention (as a way to overcome the
detrimental effects of, both, customer churn due to intense competition and
decreased revenues stemming from downward pricing pressures), and (3)
availability of multiple, relatively large providers of Internet access services which
are likely to vary in terms of their levels of CRM orientation.
Prior to beginning data collection, it was necessary to identify the limited
set of Internet access providers (referred to hereafter as “focal providers”) that
business customers (i.e. respondents) would be asked to evaluate for the
purposes of this study. In selecting the focal providers, two issues were
considered to be of paramount importance: (1) the providers had to hold a
relatively large share of the business Internet access market so that their
customers’ incidence rate in the population would make data collection practically
feasible, and (2) the providers had to differ in terms of their level of CRM
orientation.
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The results of two industry-wide customer surveys served as a basis for
selecting the focal providers for this effort. The first of these is an annual survey
sponsored by Network Magazine (see Greenfield 2003 for further details) in
which over 1,100 network managers across the United States were asked to
evaluate their firm’s provider of Internet access products and services. The
second survey is a similar effort conducted by the private research firm
Extelligent and sponsored by America’s Network Magazine (2002). Respondents
for this second survey included a total of 473 enterprise users of telecom
services who worked primarily for small and medium-sized businesses (based on
number of employees and annual revenues) across the United States. Building
on the results of these two surveys, a total of 10 providers of business Internet
access services were identified which appeared to (1) be relatively large players
in the marketplace (based on the percent of customers who identified them as
their Internet access services provider), and (2) differ in terms of their level of
CRM orientation (given widely different customer ratings on several customercentric performance criteria). Several other secondary data sources (e.g. annual
reports, Datamonitor  industry reports, etc.) were consulted in order to ensure
that the providers identified by the industry surveys did, in fact, meet the critical
requirements for inclusion in the study. Based on the aforementioned selection
criteria, the following focal providers were selected for the study: (1) AT&T, (2)
BellSouth, (3) Earthlink, (4) MCI, (5) Qwest, (6) SBC, (7) Sprint, (8) Time Warner
Telecommunications, (9) Verizon, and (10) XO Communications.
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3.21 Customer Survey Administration
In an attempt to minimize data collection costs while still achieving a
suitable sample size for rigorous analytical testing, a target sample size of 300
completed customer surveys was established. e-Rewards, a research firm
which specializes in the management and maintenance of online customer
panels, was enlisted to help with customer data collection. In order to attain
panelist cooperation, e-Rewards utilizes a pay-for-input model in which
members receive reward points (redeemable for different prizes) for every
completed survey. As of January 2005, the e-Rewards panel consisted of over
600,000 business customers and 1,000,000 household consumers. The use of
an online panel to recruit respondents—as opposed to the more conventional
approach in which respondents are invited to participate via mail or email—was
prompted by two factors: (1) two small-scale pre-tests in which mail and email
invitations were sent out to potential respondents yielded response rates of only
7% and 1%, respectively (such low response rates are deemed biasing as they
increase the likelihood of non-response error) and (2) use of a panel made it
possible to limit the sample, in a cost-effective manner, to those customer firms
whose focal provider is one of the 10 service providers being evaluated in this
effort.
Given that the unit of analysis for this study was the exchange relationship
between business customers and their Internet access services providers,
identification of a suitable key informant within each of the customer firms was
necessary prior to commencing data collection. Building on Campbell’s (1955)
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work, John and Reve (1982) provide guidelines for key informant selection. They
suggest that key informants should be knowledgeable about the phenomena
being investigated as well as be willing and able to communicate with the
researcher about the phenomena. In addition, the authors stress that key
informants are not intended to be statistically representative of their sampling
unit, but rather are selected because of their competence in answering (what are
likely to be very domain-specific) survey questions. Since members of a
research panel are assumed to be willing and able to communicate with
researchers, the sole criterion for key informant selection was knowledge about
the exchange relationship under investigation. To that end, the potential panelist
pool was limited to those individuals who had indicated (in their membership
profile) that they were decision-makers or influencers within their firm as it relates
to the purchase of Internet services.
Qualified panelists were invited to complete a self-administered online
survey that was developed and hosted by the researcher. The survey was
hosted at http://cbim.org, the domain address for Georgia State University’s
Center for Business and Industrial Marketing. The data collection process
remained under the researcher’s direct control and supervision at all times. For a
copy of the survey instrument, refer to Appendix A.
Given that a pay-for-input model was utilized to achieve panelist
cooperation, safeguards were established in order to minimize the likelihood that
professional respondents would become part of the customer sample. In this
context, the term professional respondent is utilized to refer to those individuals
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who simulate completing online surveys—by “responding” to all of the questions
presented without actually evaluating them or without having the knowledge
needed to provide accurate answers—for the sole purpose of being
compensated for their participation. Three steps were taken to control for the
possibility of professional respondents. First, respondents were presented with a
list of over 30 telecom providers and were asked to select their firm’s Internet
access services provider from that list. If respondents selected a telecom
provider that was not one of the 10 focal providers of interest for this study, they
were redirected to another site, not allowed to complete the survey and
prevented from selecting an alternate provider from the list. In so doing, it was
possible to minimize the likelihood that ineligible respondents would select and
report on a non-existent relationship with one of the 10 focal providers in order to
receive participation credit. Second, panelists’ page-by-page completion times
were monitored and recorded. Any respondent who took less than one minute to
complete each of the survey pages was flagged as a professional respondent
and eliminated from the sample (based on a series of tests, the one minute
threshold was established as the minimum amount of time that it would take a
respondent to evaluate and respond to the questions being asked on each of the
survey pages). Finally, upon completing the survey, respondents were asked to
rate their level of confidence in their survey answers and were eliminated from
the sample if they expressed relatively low levels of confidence. Since they had
already completed the survey (and were guaranteed credit for their participation)
this question made it possible to screen out those respondents who lacked the
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knowledge needed to accurately answer the survey questions but who agreed to
participate in the study for the purpose of being compensated.
3.22 Provider Survey Administration
As with the customer sample, it was also necessary to identify key
informants within each of the provider firms. However, in order to minimize the
potential of key informant bias (see Phillips 1981; Van Bruggen, Lilien, and
Kacker 2002 for a discussion on key informant bias), three qualified informants
were sought for each of the provider firms3. For the purposes of this effort, it was
critical that key informants be knowledgeable about their firms’ customer-facing
(i.e. sales, marketing and service) activities within the business market. The
sampling frame of key informants—which included individuals who primarily
perform either marketing, sales or service activities within their firms—was
compiled from four different sources: (1) key contact information provided by
respondents who completed the customer survey, (2) the American Marketing
Association’s membership directory, (3) commercial lists purchased from online
providers such as infoUSA, Zapdata and Corptech, and (4) referrals
provided by employees in each of the 10 different provider firms.
The provider surveys were administered via computer-assisted telephone
interviews (CATI). Given the relatively low incidence rate of the population of
interest, the use of CATI was thought to enhance the likelihood of attaining three
completed surveys per provider. DW Marketing Support Services (DWSS), a
3

As an aside, it is worth mentioning that multiple informants were not sought in each of the
customer firms because multiple informants (across the different customer firms) evaluated each
of the providers. Hence, the input provided by the respondents who shared the same provider
served, in large part, to counterbalance the potential bias of selecting a single key informant in
each of the customer firms.
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business-to-business telemarketing firm (based out of Buffalo, New York), was
enlisted to assist with the data collection process. The DWSS data collector was
trained and given specific guidelines regarding the survey administration
procedures. A maximum of four call-back attempts were made to reach potential
key informants within each firm. Upon initial contact, the data collector asked
potential respondents a series of screening questions in order to determine
whether they were suitable key informants for the study. More specifically,
potential respondents were asked whether their business unit (1) was involved in
the marketing, sales or provision of support for their firm’s Internet access
products and services, and (2) served the business market. Those who did not
meet these criteria were deemed unsuitable key informants and were not asked
to participate in the survey. Furthermore, those individuals who met the
screening criteria were asked to rate their level of confidence in their survey
answers upon completing the survey. Those who expressed relatively low levels
of confidence were also deemed to be inadequate key informants and were
consequently eliminated from the sample. Refer to Appendix B for a copy of the
provider survey, screening questions and call script.
3.3 Measures and Measure Development Procedures
In order to test the proposed conceptual model, it was necessary to
measure a total of 13 different constructs. Multi-item, seven point, Likert-type
scales or indexes were utilized to measure each of the constructs. When
available, existing measures were employed and adapted to the context of this
study. Existing measures were not available for five of the constructs in the
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model, including: (1) Provider CRM Orientation, (2) Provider Assimilation of CRM
Technology, (3) Product Message Quality, (4) Service Message Quality and (5)
Planned Message Quality. Measures for these constructs were developed
utilizing the established procedures which are discussed shortly.
Building on insights afforded by the extant literature, the three message
quality constructs were specified as reflective scales while the remaining two
constructs (“Provider CRM Orientation” and “Provider Assimilation of CRM
Technology”) were defined as formative indexes. Hence, before proceeding to
discuss how the new measures were developed, it is important to briefly consider
the conceptual differences between reflective scales and formative indexes.
Reflective scales are based on the assumption that measurement items (i.e.
observed variables) are caused by underlying constructs (i.e. latent variables)
(Edwards and Bagozzi 2000; Nunnally and Bernstein 1994). In contrast,
formative indexes specify measurement items as the cause of latent variables
(Diamantopoulos and Winklhoffer 2001). This reversal in causal order
expectation has substantial implications for the meaning of constructs and,
consequently, measure development procedures. The necessarily different
approaches to scale development and index construction are outlined in sections
3.31 and 3.32, respectively.
3.31 Development of Reflective Scales
The three message quality constructs were developed based on the wellestablished guidelines offered by Churchill (1979), Gerbing and Anderson (1988),
Fornell and Larcker (1981), Nunnally and Bernstein (1994), Peter (1979) and
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others. More specifically, the following steps were taken to develop the message
quality constructs:
1. Building on the conceptualizations advanced by Zablah, Bellenger and
Johnston (2004b) , each construct’s domain was delineated.
2. An extensive review of the popular and academic literature was
undertaken in order to generate a sample of potential measurement items.
3. An initial pre-test (with a sample of senior-level undergraduate students at
Georgia State University) was conducted in order to assess the adequacy
of the proposed measures (refer to Appendix C for a copy of the customer
pre-test survey instrument). Once the data had been collected, the
following criteria was utilized to assess the adequacy of the proposed
items:
a. Item-to-total correlations were examined for all of the items in each
scale. If deleting an item from a scale did not compromise the
construct’s conceptual meaning, items with relatively low item-tototal correlations (i.e. item-to-total correlations of 0.50 or below)
were deleted.
b. The scales were subjected to a confirmatory factor analysis (CFA)
using LISREL 8.52 in order to assess the unidimensionality of each
of the measurement items. The fit indexes (e.g. CFI, RMSEA) for
the CFA were utilized to determine whether the items conformed to
the assumption of unidimensionality.

80

c. Coefficient alphas and composite reliabilities were estimated for the
disaggregated and aggregated measurement scales, respectively.
Scales with coefficient alphas and composite reliabilities greater
than 0.7 were deemed acceptable. In addition, average variance
extracted (AVE) was estimated as a final test of reliability, with
AVE’s greater than 0.5 deemed to be adequate.
d. Convergent validity was established by examining the significance
of the CFA parameter estimates and evaluating the composite
reliability for each of the scales.
e. Discriminant validity was evaluated via a chi-square difference test
in which CFAs with construct correlations constrained to unity and
unconstrained construct correlations were compared (a significant
chi-square difference test is considered indicative of discriminant
validity). Discriminant validity was also assessed by a more
stringent test in which the AVE for each of the constructs was
compared to its shared variance with other constructs.
Discriminant validity is established when the AVE for each
construct is greater than its shared variance with any of the other
constructs.
4. A second, smaller pre-test of telecommunications executives was
undertaken in order to assess the properties of the purified measures.
Using the data from this second pre-test, the adequacy of the purified

81

measures was evaluated by examining item-to-total correlations and
coefficient alpha.
3.32 Development of Formative Indexes
In the case of reflective scales, the items selected to measure a construct
are viewed as a random sample of items from an infinitely large measurement
item population (Nunnally and Bernstein 1994). Hence, for reflective constructs,
the inclusion of certain (randomly selected) items and exclusion of others does
not affect the meaning or content of the construct (i.e. measurement items in
reflective scales are deemed interchangeable with other items of the
measurement item population). The same is not true for formative indexes, in
which each item represents some facet or aspect of the construct of interest and
the exclusion of domain-relevant items alters the construct’s substantive meaning
(Diamantopoulos and Winklhoffer 2001). In other words, formative indexes must
include the complete census of relevant measurement items in order to be valid
(Bollen and Lennox 1991; Diamantopoulos and Winklhoffer 2001). Furthermore,
given that the population of formative measurement items for a particular
construct often includes uncorrelated but additive facets of the construct, the
expectation of high internal consistency (i.e. reliability) does not apply to such
constructs.
Edwards and Bagozzi (2000) argue that researchers (incorrectly) invoke
formative measurement when their reflective scales fail to exhibit internal
consistency. Consequently, they suggest that in order to ensure the validity of
formative indexes, the formative measure development process should begin
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with the specification of all the facets that combine to form the construct of
interest (i.e. formative measure development should begin with the specification
of the population of facets as opposed to the population of items). They argue
that after the relevant construct facets have been identified, each can be
specified as a separate reflective scale which is subject to rigorous validity and
reliability testing.
Consequently, the development of the “Provider CRM Orientation” and
“Provider Assimilation of CRM Technology” indexes began with the identification
of the relevant construct facets and the development of each facet’s indicators.
The construct facets and sample of items were developed based on a literature
review and build extensively upon the conceptualizations and measures offered
by Reinartz, Krafft and Hoyer (2004). A pre-test with master’s level business
students at Georgia State University was conducted in order to assess the
adequacy of each construct’s facets via the procedures outlined in the preceding
section. Refer to Appendix D for a copy of the provider pre-test survey
instrument.
After assessing the facets’ internal consistency and validity, it was still
necessary to determine whether the facets did, in fact, combine to form the
construct of interest (i.e. it was still necessary to determine whether the facets
possessed external validity). To do so, the following procedures—which are
outlined by Diamantopoulos and Winklhoffer (2001)—were followed:
1. The reflective indicators were averaged to create a composite
measurement item for each of the facets. Then, a multiple indicators and
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multiple causes (MIMIC) model was developed and tested using the
statistical software package Mplus 3.04. In the MIMIC model, the facet
measurement items were specified as a direct cause of the construct of
interest (which itself was measured using reflective indicators that were
thought to capture its underlying meaning). The validity of the proposed
facets was determined by evaluating the fit of the model via traditional fit
indexes and the significance of model parameters.
2. As a final test of measurement validity, each formative index was tested
within a nomological network. More specifically, a structural model was
specified to determine whether the formative index was linked to other
constructs which theory suggests it should be linked to. Once again, the
validity of the measures was determined by evaluating fit indexes and the
significance of posited linkages between the formative index and other
constructs in the model.
3.33 Measures Used in the Study
3.331 CRM Orientation
CRM orientation measures the degree to which a provider (1) engages in
the ongoing, systematic generation of (current and prospective) customer
knowledge, and (2) utilizes this knowledge to actively influence and coordinate
the set of customer-provider interactions that form part of ongoing exchange
relationships. To date, the only published measure of CRM orientation is the
formative index developed by Reinartz, Krafft and Hoyer (2004). As such, their

4

Mplus is a comprehensive, versatile software package that was developed by Muthen and
Muthen (2004) and is comparable to LISREL 8.52.
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index served as the foundation for the CRM orientation measure developed for
the purposes of this effort. In their study, the aforementioned authors identify two
major facets of a CRM orientation: measurement and management. The
measurement facet deals with the extent to which firms are engaged in the
development of customer knowledge across the relationship lifecycle. The
management facet, on the other hand, is concerned with the degree to which
firms utilize available customer knowledge in order to influence the customer-firm
interactions that occur as part of ongoing exchange relationships. More
specifically, the management facet focuses on assessing firms’ use of customer
knowledge to (1) initiate relationships, (2) help maintain relationships, (3) exploit
cross and up-selling opportunities, (4) gain customer referrals, and (5) terminate
relationships.
Although the work of Reinartz, Krafft and Hoyer (2004) served to delineate
the CRM orientation construct, their index was deemed unsuitable for the
purposes of this effort due to three critical reasons. First, their management
facet focuses primarily on the efficiency (as opposed to effectiveness) aspects of
a CRM orientation. That is, their construct facets and items are concerned with
how exchange relationships can be managed in order to maximize the amount of
value (e.g. maximize up-sell revenues) a provider extracts from each and every
relationship. Given that the emphasis in this effort is on the effectiveness
implications of a CRM orientation—i.e. on whether systematically managing the
content, timing and consistency of customer-provider interactions influences
customer attitudes and intentions—such measures were deemed inadequate.

85

Second, their management facet is organized around the relationship lifecycle
(e.g. relationship maintenance activities, cross and up-selling activities, etc).
Although such an approach is conceptually intuitive, it does not necessarily
reflect how firms execute their customer-facing processes. For instance, most
firms are unlikely to have a formal “relationship maintenance” process in place.
They are more likely to be organized around functional departments, such as
sales, service and marketing, which all execute relationship maintenance
activities on an ongoing basis (e.g. marketing creates and sends promotional
materials to established customers, customer service handles complaints that
arise over the course of the relationship and the sales function handles repeat
purchases). As a consequence, a functional approach to operationalizing
relationship management activities was viewed as more appropriate than the
relationship lifecycle approach adopted by Reinartz and his colleagues. Finally,
the existing scale excludes a critical facet of the CRM orientation phenomenon,
interaction coordination. According to Zablah, et al. (2004b), coordination of the
multiple customer-firm interactions that occur as part of ongoing exchange
arrangements is vital to effective relationship management and, as such, must be
assessed by any purported measure of CRM orientation.
The CRM orientation index developed for the purposes of this effort
attempts to overcome the limitations inherent in the existing measure and, as is
illustrated in Figure 5, is conceptualized as a third-order formative construct. The
construct has three main facets which deal with the management of customerprovider interactions across organizational functions: (1) management of product
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interactions, (2) management of service interactions, and (3) management of
planned interactions. Each of the main facets is further sub-divided into three
sub-components: (1) measure, (2) adjust and (3) coordinate. The “measure”
sub-component assesses the degree to which firms have a formal system in
place to develop customer knowledge that can be leveraged to enhance the
content, timing and consistency of each of the three types of customer-provider
interactions (e.g. knowledge about customers’ product needs, communication
preferences and service expectations). The “adjust” sub-component measures
the degree to which firms attempt to actively influence product, service and
planned customer-provider interactions. Stated differently, it measures the
degree to which firms behave differently towards customers who differ in terms of
their needs and preferences and adjust their behavior towards individual
customers as the exchange relationship evolves over time. Finally, the
“coordinate” sub-component measures the extent to which firms attempt to
synchronize (i.e. achieve synergy between) the separate interactions that form
part of ongoing exchange relationships.
------------------------------------------------Insert Figure 5 About Here
------------------------------------------------3.332 Provider Assimilation of CRM Technology
Provider assimilation of CRM technology measures the extent to which the
use of CRM tools has diffused across organizational work processes and has
become routinized in the activities of those processes. To date, only global
measures of CRM technology assimilation (e.g. “Indicate the extent to which
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CRM tools are being utilized in your firm”) have been employed (see Day and
Van den Bulte 2002; Reinartz et al. 2004 for further examples). Considering that
a multitude of different CRM tools are available which vary in their form, function
and rates of assimilation, such measures fail to capture the true extent to which
CRM tools are being actively utilized within individual firms. Hence, CRM
technology assimilation is measured here as the extent to which sales, service
and marketing tools are being actively utilized within firms for the purposes of
accomplishing relevant process activities. As Figure 6 illustrates, the formative
index is conceptualized as a second-order construct.
------------------------------------------------Insert Figure 6 About Here
------------------------------------------------3.333 Product Message Quality
Product message quality measures the extent to which customers
perceive that provider-emitted product messages are appropriate, relevant and
consistent. Product message appropriateness refers to the degree to which
customers perceive that a provider makes it convenient for them to place and
monitor their requests for new products and services. Product message
relevancy refers to the extent to which customers perceive that a provider makes
an effort to provide them with products and services that adequately address
their changing needs and preferences over time. Finally, product message
consistency refers to the degree to which customers perceive that a provider’s
products and services perform as expected (i.e. reliably) time after time. Figure 7
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provides a graphical representation of the second-order reflective measurement
model for the product message quality construct.
3.334 Service Message Quality
Service message quality measures the extent to which customers
perceive that provider-emitted service messages are appropriate, relevant and
consistent. Service message appropriateness refers to the degree to which
customers perceive that a provider’s employees are available to provide them
with assistance when they need it. Service message relevancy refers to the
extent to which customers perceive that a provider’s employees are able and
willing to help them accomplish their organizations’ goals. Finally, service
message consistency refers to the degree to which customers perceive that a
provider’s contact employees are able to effectively build upon previous
interactions with them. Figure 7 illustrates the second-order reflective
measurement model for the service message quality construct.
3.335 Planned Message Quality
Planned message quality measures the extent to which customers
perceive that the planned messages emitted by a provider are appropriate,
relevant and consistent. Planned message appropriateness refers to the degree
to which customers perceive that a provider’s planned communication efforts are
tailored to and respectful of their communication preferences (e.g.
communication frequency, medium, etc). Planned message relevancy refers to
the extent to which customers perceive that a provider’s planned communication
efforts offer information that is of value to them. Finally, planned message
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consistency refers to the degree to which customers perceive that a provider’s
planned communication efforts are synergistic with each other in terms of, both,
their design and content. Refer to Figure 7 for a visual representation of the
second-order reflective measurement model of the planned message quality
construct.
------------------------------------------------Insert Figure 7 About Here
------------------------------------------------3.336 Customer Perceived Relationship Value
Customer perceived relationship value (CPRV) measures customers’
perception of the benefits minus the cost of engaging in an ongoing exchange
relationship with a focal provider. Two scale items to measure CPRV were
adapted from each of the following studies: Naylor and Frank (2000) and
Georges and Eggert (2003). The authors of the latter study reported reliabilities
of .93 for their scale. A final item was developed for this study based on Ulaga’s
(2003) work on customer perceived value in business markets.
3.337 Provider Relationship Investment
Provider relationship investment measures the extent to which a customer
perceives that a provider “devotes resources, efforts, and attention aimed at
maintaining or enhancing” the exchange relationship (De Wulf et al. 2001, p.35).
The items to measure provider relationship investment were adapted from De
Wulf et al. (2001) and Ping (1993), who reported reliabilities for their scales of
.68-.93 and .91, respectively.
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3.338 Relationship Quality
Relationship quality measures customers’ overall assessment of the
strength of their exchange relationship with a provider. More specifically, it
measures customers’ level of trust in and satisfaction with a provider. Trust in a
provider refers to customers’ level of confidence in a provider’s benevolence,
honesty, and ability. Satisfaction refers to a positive affective state resulting from
customers’ overall evaluation of their past interactions with a provider. The items
to measure trust were drawn from several sources, including Doney and Cannon
(1997), Ganesan (1994), Morgan and Hunt (1994), and Siguaw, et al. (2003) .
Across these studies, reliabilities for the trust scale ranged from .90 to .95. The
satisfaction measurement items were drawn from De Wulf et al. (2001) and
Homburg, et al. (2003), with the latter reporting a reliability of .89 for their
satisfaction scale.
3.339 Provider Market Orientation
Provider market orientation measures the extent to which customers
perceive that a provider has a corporate culture that emphasizes customer-need
fulfillment. The measurement items for the scale were adapted from Siguaw et
al. (2003) who reported a reliability of .87 for the scale.
3.340 Relationship Length
Relationship length measures customers’ willingness to continue their
relationship with a given provider into the future. Items for the scale were
adapted from Doney and Cannon’s (1997) and Crosby, et al’s (1990)
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“anticipation of future interaction” scales with reported reliabilities of .95 and .82,
respectively.
3.341 Relationship Depth
Relationship depth measures customers’ willingness to purchase
product/service upgrades and/or increase product/service usage as their
needs/preferences change. Once again, items for the scale were based on
Doney and Cannon’s (1997) and Crosby, et al’s (1990) “anticipation of future
interaction” scales—the wording of the items was adapted to reflect customers’
willingness to deepen the relationship via anticipated future interactions.
3.342 Relationship Breadth
Relationship breadth measures customers’ willingness to purchase related
products/services from a focal provider as their needs/preferences change.
Much like the relationship depth construct, the items for this scale were based on
existing future interaction scales, with the wording of the items adapted to reflect
customers’ willingness to expand the relationship through future interactions.
3.343 Customer Relationship Proneness
Customer relationship proneness measures customers’ relative interaction
style preference—along a transactional-relational continuum—when engaging in
exchange relationships. The measurement items for this scale were adapted
from De wulf et al. (2001) and Ganesan (1994), with the latter reporting a
reliability of .93 for the scale.
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3.4 Data Analysis Procedures
Anderson and Gerbing (1988) outline a two-step approach for theory
testing using structural equation modeling (SEM). They suggest that, to avoid
interpretational confounding, it is advisable for researchers to estimate and respecify the measurement model prior to simultaneously estimating the
measurement and structural sub-models. Given the nested research design and
the properties of hierarchical data, the approach undertaken to validate the
customer-side and provider-side measures was necessarily different.
Furthermore, the hierarchical nature of the data also demanded that different
approaches be adopted to simultaneously estimate the structural and
measurement sub-models for the dyadic hypotheses (H1-H2) and customer level
hypotheses (H3-H10). The remainder of this chapter describes the set of
analytical procedures employed to test the proposed measures and conceptual
model.
3.41 Measurement Adequacy: Customer-Side Constructs
Multi-item, reflective scales were utilized to measure each of the following
customer-side constructs: (1) product message quality, (2) service message
quality, (3) planned message quality, (4) CPRV, (5) provider market orientation,
(6) provider relationship investment, (7) relationship quality, (8) relationship
length, (9) relationship depth, (10) relationship breadth, and (11) customer
relationship proneness. Given the reflective nature of these scales and the target
sample size for the study (n=300), the adequacy of customer-side measurement
model was estimated via SEM using LISREL 8.52. However, in order to ensure
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an acceptable parameter-to-observations ratio (Hair et al. 1998), the customerside constructs were divided into three groups of theoretically related variables
(Bentler and Chou 1987) and each set was tested as a separate measurement
model (see Doney and Cannon 1997; Vorhies and Morgan 2005; Wathne and
Heide 2004 for examples on how this procedure has been applied.) More
specifically, measurement models for the following three sets of constructs were
specified and tested: (1) message quality variables (product, service and planned
message quality), (2) relationship attitudes and perceptions variables (CPRV,
provider market orientation, provider relationship investment and relationship
quality), and (3) outcome and moderator variables (relationship length,
relationship depth, relationship breadth and customer relationship proneness).
The criteria previously discussed (see section 3.31) for assessing the reliability
and validity of new measures was also employed to gauge the adequacy of the
customer-side measurement models.
3.42 Measurement Adequacy: Provider-Side Constructs
Multi-item, formative indexes were utilized to measure the two providerside constructs: (1) CRM orientation and (2) provider assimilation of CRM
technology. Given that the provider sample was limited to ten firms, the relatively
small sample size (even when multiple informants per firm are considered)
prohibits testing the measurement quality of the reflective sub-components of
each of the indexes (see sections 3.331 and 3.332 for further details) via SEM.
Therefore, the adequacy of the provider-side constructs was initially assessed by
estimating the reliability (i.e. coefficient alpha) for each constructs’ reflective sub-
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dimensions. As a further test of measurement quality, each of the constructs’
facets was then correlated with the different scales5 that were utilized to assess
the constructs’ external validity during the pre-testing phase (see section 3.32
and Appendix D for further details). The validity of the measures was determined
by examining the magnitude, direction and significance of the correlation
coefficients. Once the adequacy of the measures had been established, the
responses of the multiple informants for each of the firms were utilized to
compute a data-based, weighted mean score for each of the providers on the two
constructs of interest. The weighted mean score was developed utilizing the
procedures outlined by Van Bruggen and his colleagues (2002).
3.43 Testing of the Dyadic Hypotheses
As was discussed in section 3.1, the dyadic data needed to test the
conceptual model was obtained from ten providers in the telecom industry and a
sample of business customers which correspond to each of the providers.
Consequently, individual customers within the sample share a common provider
or are said to be nested within providers. Stated differently, the data to test the
dyadic hypotheses (H1 and H2) are measured at two different levels of
aggregation: the customer-level (level one) and the provider level (level two).
Historically speaking, hypotheses that involve multi-level data have been
tested by, either, disaggregating level two data or aggregating level one data and
then testing the hypotheses of interest using traditional techniques such as
regression (Hox 2002). The first approach (the disaggregation of level two data)

5

The validation scales included global measures of each of the constructs of interest as well as
market performance measures that were expected to be positively associated with the constructs.
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involves assigning the value of the level two variables to all nested level one
cases. For the purposes of this study, the disaggregation approach would
involve computing the “CRM orientation” and “Provider assimilation of CRM
technology” scores for each provider and then assigning those scores to the
corresponding customers in the sample. The second approach (the aggregation
of level one data) would involve estimating an average score for all level one
variables so that the final data matrix is composed of variables that are all at the
same level (i.e. level two) of aggregation. In this case, aggregation would result
in a total of ten cases, one for each provider in the sample.
The preceding two approaches for testing dyadic hypotheses each have
disadvantages of their own (Hox 2002; Muthen 1994; Muthen and Satorra 1995).
On the one hand, the disaggregation of level two data leads to an increased
probability (i.e. a probability greater than that implied by the nominal alpha level)
that a type I error (i.e. rejection of the null hypothesis when the null hypothesis is
actually true) will be committed. This increased probability of a type I error is a
consequence of the lack of independence between the disaggregated
observations in the dataset. On the other hand, the aggregation of the data
results in the loss of information and statistical power which increases the
likelihood that a type II error (i.e. acceptance of the null hypothesis when the null
hypothesis is actually false) will be committed. In order to overcome the
statistical problems associated with the aggregation and disaggregation of
nested data, multi-level (i.e. hierarchical) techniques were employed to test the
dyadic hypotheses proposed in the study. Broadly speaking, multi-level
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techniques involve the disaggregation of data coupled with the explicit modeling
of the dependency between cases in order to produce unbiased parameter and
fit estimates.
In order to test the dyadic hypotheses, a multi-level structural equation
model (SEM) was specified and tested using the specialized software package
Mplus 3.0 (see Muthen and Muthen 2004). Multi-level SEM involves
decomposing variation across a set of dependent variables (e.g. message quality
constructs) into individual-level (e.g. customer-level) and group-level (e.g.
provider-level) variance. Doing so makes it possible to isolate and explain
variability in dependent variables across the two levels of the hierarchy (Heck
2001; Heck and Thomas 2000). Hence, the application of multi-level SEM
techniques begins with the decomposition of individual scores into an individual
component (i.e. individual deviation from the group mean) and a group
component (i.e. disaggregated group mean). The decomposed individual scores
are then utilized to estimate the pooled within group and scaled between group
population covariance matrices6. These matrices are, in turn, utilized to specify
model constructs and test posited relationships at the within and between group
levels via SEM (Hox 2002). The steps undertaken to test the dyadic hypotheses
(H1 and H2) via multi-level SEM are as follows:
1. The intra-class correlation (ICC) coefficient was estimated for the
dependent variables of interest in order to determine if multi-level
techniques were truly needed to estimate the model and, if so, identify the
6

The scaled between groups population matrix is equal to the sum of the within groups and
between groups matrix multiplied by a scaling parameter that approximates the average group
sample size.
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most appropriate grouping variable. The ICC coefficient provides an
indication of the proportion of the total variability in individual scores that
can be attributed to between group variability (i.e. it quantifies the amount
of homogeneity within groups) (Heck 2001; Muthen 1994). An ICC
coefficient of zero suggests that the cases in the sample are independent
from each other and, consequently, hierarchical techniques are not
needed in order to produce unbiased parameter and fit estimates. In
contrast, the more the ICC coefficient departs from zero, the greater the
bias incorporated into parameter and fit estimates when the hierarchical
nature of the data is ignored.
2. Once the need for multi-level techniques was established, a multi-level
measurement model was developed and tested. As is illustrated in Figure
8, the development of the multi-level measurement model involved three
steps (see Hox 2002; Muthen 1994 for a review). First, a null-model was
specified and tested. The null model includes specification of a within
group structure but no between group structure. As such, a well-fitting null
model indicates that there is no between-level variance to be explained
(i.e. it indicates that hierarchical techniques need not be employed).
Then, an independence model was tested. The independence model
specifies the within group model and variances7 at the between group
level. A well-fitting independence model reveals that between group
variance is present but that no structural model of interest can be specified
7

Given that between-group means are continuous, random intercepts that vary across groups,
they are specified as individual constructs in multi-level models (between-group means are
depicted in Figure 8 as small circles labeled Y1B, Y2B and so on).
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at the between group level. Finally, a series of two-level measurement
models were specified in order to determine the appropriate between-level
measurement structure (the number of between level constructs is
typically different than the number of within-level constructs). The fit of the
resulting two-level model8 was assessed using established criteria. All of
the measurement models were estimated using Muthen’s MUML estimator
because, unlike other fit functions, it has been shown to generate
unbiased parameter estimates when between-level group sizes are
unequal (i.e. when unbalanced group sizes are present) (Heck 2001; Heck
and Thomas 2000).
3. After the multi-level measurement model was established, H1 was tested
by incorporating the construct “Provider CRM Orientation” as a betweengroup level predictor in a structural model. Once again, the analyses were
performed using Muthen’s MUML estimator. Parameter estimates and
their significance were utilized to determine whether the hypothesis was
supported by the data.
4. The second dyadic hypothesis (H2) was tested in a similar manner to H1.
However, based on the guidelines offered by Sharma, Durand and GurArie (1981), two additional models were specified and run in order to test
the hypothesis via a moderated regression analysis. More specifically, a
8

As Figure 8 reveals, the two-level model identifies four sources of variance for each observed
variable: the within group variability common to the items measured by the same construct
(represented by the loading of the item on its within-level construct), the measure’s unique
variance at the within-level (i.e. its within-level residual), the between group variability common to
the items measured by the same construct (represented by the loading of the item on its
between-level construct), and the measure’s unique variance at the between-level (i.e. its
between-level residual).
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second model was run in which “Provider assimilation of CRM technology”
was introduced as a predictor variable along with “Provider CRM
orientation.” The third model included the preceding two variables as
predictors as well as an additional variable which represented the
interaction (i.e. product) between the two aforementioned variables. The
significance and magnitude of the parameter estimates was utilized to
ascertain whether the variable of interest was truly a moderator, a quasimoderator, a predictor variable or neither of the three.
------------------------------------------------Insert Figure 8 About Here
------------------------------------------------In order to corroborate the findings of and extend the insights offered by
the multi-level SEM analyses, more conservative (i.e. less statistically powerful)
aggregated techniques were also employed (sample size for the aggregated data
set was 10). In particular, the association between the variables of interest was
further analyzed via Spearman Rank correlations (SPSS 12.0) and simple
regression coefficients estimated using bootstrapping techniques (Mplus 3.0).
Both of these techniques involve non-parametric inference and are appropriate in
situations where the sample size is small (Gibbons and Chakraborti 2003;
Mooney and Duval 1993). Estimation of the Spearman rank correlation
coefficient involved assigning each provider a rank based on their level of CRM
orientation and a rank based on their (weighted) mean scores for the message
quality constructs (Spearman Rank correlation coefficients are interpreted in a
manner similar to those of its parametric analog, the Pearson Product Moment
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correlation). Bootstrapping, on the other hand, is a type of re-sampling with
replacement technique that takes random, repeated samples of available data in
order to calculate a sampling distribution that can be used to estimate population
parameters and their confidence intervals (Hair et al. 1998). In order to
investigate the construct relationships of interest, a series of simple regression
analyses were performed in which 1,000 bootstrap samples of the available data
were taken to estimate the regression coefficients and their confidence intervals.
3.44 Testing of the Customer-Level Hypotheses
The customer model, which is concerned with hypotheses 3-10, was
simultaneously estimated using SEM. It is worth noting that the moderation
effect posited in hypothesis 10 was tested via SEM using the multi-group
procedure. In order to obtain unbiased parameter estimates and fit indexes,
estimation of the model required that the nested (i.e. complex) nature of the data
be accounted for. To that end, the model was estimated in Mplus 3.0 using MLR,
a fit function that produces maximum likelihood parameter and fit estimates that
are robust to the non-independence of observations (Muthen and Muthen 2004).
Aside from examining traditional fit-indexes, the overall viability of the proposed
model was also assessed via a series of nested chi-square tests as suggested
by Anderson and Gerbing (1988). Given that MLR model estimation yields a chisquare fit statistic (the Yuan-Bentler T2* chi-square) which is inappropriate for
chi-square difference testing (Muthen and Muthen 2004), available fit data was
utilized to estimate the Satorra-Bentler chi-square statistic before comparing the
fit of nested models.
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CHAPTER 4 – RESULTS
This chapter presents the study’s results and is divided into seven
sections: (1) results of the measure development pre-tests, (2) sample
characteristics and response rates for the main study, (3) measurement
properties of the provider-side constructs, (4) measurement properties of the
customer-side constructs, (5) structural model results for the dyadic-level
hypotheses, (6) structural model results for the customer-level hypotheses, and
(7) summary of the hypothesis tests and research results.
4.1 Measure Development Pre-Tests
Three pre-tests were conducted for measure development purposes. The
first two pre-tests focused on the development of the message quality scales
while the final pre-test was concerned with the development of the “Provider
CRM Orientation” and “Provider Assimilation of CRM Technology” indexes. The
results of these pre-tests are presented in the remainder of this section and
follow the measure development procedures outlined in Chapter 3, sections 3.31
and 3.32.
4.11 Pre-Test 1: Development of the Message Quality Scales
For the purposes of pre-test 1, 90 undergraduate students were asked to
report on their relationship with their cell phone service provider. After a detailed
evaluation of item-to-total correlations (Gerbing and Anderson 1988), a total of 24
measurement items were retained to measure the nine (product, service and
planned X appropriate, relevant and consistent) message quality subdimensions. A subsequent confirmatory factor analysis of the resulting pool of
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measurement items (listed in Table 1 of Appendix C) indicated that the
measurement model fits the data well9 (χ2=341.23, 240 d.f., p<.01; comparative
fit index [CFI]=.96; standardized root means squared residual [SRMR]=.077) (Hu
and Bentler 1999). The good fit of the measurement model is indicative of
measures that are unidimensional in nature (Anderson and Gerbing 1988).
As is summarized in Table 2 of Appendix C, the resulting measures
appear to be, both, reliable and valid. More specifically, the relatively high
composite reliabilities (ranging from .88 to .95) and average variances extracted
(AVE, ranging from .71 to .87) provide evidence in support of the measures’
reliability (Fornell and Larcker 1981; Gerbing and Anderson 1988). Furthermore,
confirmation of the measures’ convergent validity is provided by the fact that all
factor loadings are significant and that the scales exhibit high levels of internal
consistency (Anderson and Gerbing 1988; Fornell and Larcker 1981). Evidence
of the measures’ discriminant validity is provided by a significant (p<.01) chisquare difference test in which a measurement model with construct correlations
constrained to unity is compared to a measurement model in which construct
correlations are specified as free and allowed to be less than one (Anderson and
Gerbing 1988). Finally, support for the measures’ discriminant validity is also
provided by the fact that the average variance extracted (AVE) for each of the
constructs is greater than its shared variance with any of the other constructs in
the measurement model (Fornell and Larcker 1981).

9

Hu and Bentler (1999) offer a combinatorial rule for evaluating model fit. They suggest that a
SRMR ≤ .08 and either a CFI ≥.95 or RMSEA ≤ .06 are indicative of good model fit.
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4.12 Pre-Test 2: Refinement of the Message Quality Scales
Building on the results of pre-test 1, the measurement items were refined,
and the pool of items was expanded. In order to test the refined measurement
item pool, a sample considered to be more representative of the population of
interest was selected. More specifically, the sample was comprised of a total of
29 telecom executives from across a variety of medium-to-large U.S. businesses.
The sample frame for the pre-test was obtained from a commercial list broker
(infoUSA ), and data was collected via a self-administered, mail survey.
Following a careful evaluation of item-to-total correlations, a total of 27
measurement items were retained to measure the nine message quality subdimensions (3 items per sub-dimension; the retained items are the same as
those for the main study). Cronbach’s alpha values for the refined scales ranged
from .85 to .95, a finding which suggests that the resulting scales are highly
reliable (Nunnally and Bernstein 1994).
4.13 Pre-Test 3: Development of the CRM Orientation and Technology
Assimilation Indexes
The (convenience) sample for the third pre-test was comprised of 121 parttime MBA students that indicated being knowledgeable about their firms’
customer-facing practices. Overall, key informants in the sample differed
substantially in terms of their professional experience and firm tenure as well as
in regards to the nature of the company in which they were employed (e.g.
industry, company size, etc.).
As is discussed in Chapter 3 (section 3.32), development of the formative
indexes involved a two-step process: (1) tests were performed to assess the
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reliability and validity of the indexes’ reflectively-specified facets (nine facets for
the CRM orientation construct and three facets for the technology assimilation
construct), and (2) the facets’ external consistency was subsequently evaluated
in order to determine whether they adequately combined to “form” the construct
of interest.
After examining item-to-total correlations (Gerbing and Anderson 1988), 24
measurement items were retained to measure the nine CRM orientation facets
and eight items were retained as indicators of the three technology assimilation
facets. The resulting pool of measurement items (listed in Table 1 of Appendix
D) for each of the constructs was subjected to separate confirmatory factor
analyses which revealed that the measurement models fit the data well (CRM
Orientation: χ2=269.86, d.f.=216, p<.01; CFI= .98; SRMR=.048; CRM
Technology Assimilation: χ2=28.93, d.f.=17, p<.05; CFI=.98; SRMR=.029) (Hu
and Bentler 1999). The good fit of the measurement models supports the
assumption of unidimensional measures (Anderson and Gerbing 1988).
As is summarized in Table 2 of Appendix D, the resulting facet measures
appear to exhibit reliability, convergent validity and discriminant validity. More
specifically, the relatively high composite reliabilities (ranging from .80 to .93) and
average variances extracted (AVE, ranging from .57 to .81) provide evidence in
support of the measures’ reliability (Fornell and Larcker 1981; Gerbing and
Anderson 1988). Furthermore, confirmation of the measures’ convergent validity
is provided by the fact that all factor loadings are significant and that the scales
exhibit high levels of internal consistency (Anderson and Gerbing 1988; Fornell
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and Larcker 1981). Evidence of the measures’ discriminant validity is provided
by a significant (p<.01) chi-square difference test (for each of the groups of
measures) in which a measurement model with construct correlations
constrained to unity is compared to a measurement model in which construct
correlations are specified as free and allowed to be less than one (Anderson and
Gerbing 1988). Finally, support for the measures’ discriminant validity is also
provided by the fact that the average variance extracted (AVE) for each of the
constructs is greater than its shared variance with any of the other constructs in
the measurement model (Fornell and Larcker 1981).
The fit and parameter estimates of the multiple indicators and multiple
causes (MIMIC) models and of the nomological models provide evidence in
support of each construct’s external validity (Diamantopoulos and Winklhoffer
2001). As Figure 1 of Appendix D illustrates, the three aggregated CRM
orientation facets are significant predictors of a global, reflectively-specified CRM
orientation construct and account for an estimated 45% of the construct’s
variance (refer to the figure for details on model fit and parameter estimates).
Moreover, as is revealed in Figure 2 of Appendix D, the composite CRM
orientation index is also a significant predictor of and accounts for 43% of the
variance in firms’ market performance (a reflectively-specified construct which
theory suggests should be related to a firm’s level of CRM orientation). In a
similar fashion, Figure 3 of Appendix D suggests that the three facets of the CRM
technology assimilation index are significant predictors of a global, reflectively
specified technology assimilation construct and account for 72% of the
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construct’s variance. Finally, as Figure 4 of Appendix D depicts, the composite
CRM technology assimilation index is also a significant predictor of and accounts
for 53% of the variance in firms’ market performance.
4.2 Sample Characteristics and Response Rates for the Main Study
4.21 Sample of Provider Key Informants
A total of 29 key informants (three key informants for all of the provider
firms except one) completed the survey for an estimated response rate of 30%.
This response rate was estimated using the formula developed by CASRO, the
Council of American Survey Research Organizations (see Burns and Bush 2003)
and is based on the following sampling parameters: (1) sample frame size=173
(including 15 “key informant” referrals provided by ineligible respondents), (2)
potential respondents not reached=98, (3) ineligible respondents=15, (4)
respondents declining to participate in the survey=4, and (5) respondents not
contacted once the target sample size was achieved=75.
Tables 6-9, which are briefly discussed in the remainder of this paragraph,
provide details regarding the sample’s key characteristics. As is illustrated in
Table 6, about 48% of the respondents in the sample were part of the original
sample frame while the remaining 52% were identified via referrals provided by
ineligible respondents. In terms of demographic characteristics, the majority
(52%) of the sample is composed of managerial-level key informants, including
marketing, sales, service, brand and product managers (refer to Table 7 for
further details on respondent titles). In addition, as Table 8 reveals, an estimated
65% of the sample reported working, either, in their firms’ business markets
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division or in a division that was concerned with customer-facing activities (i.e.
marketing, sales or service). Moreover, 48% of respondents indicated that their
division focused exclusively on the business market while the remaining 52%
revealed that their division was concerned with, both, the business and consumer
markets. When asked what account types (i.e. small, medium-sized or large
accounts) their division managed, 62% of respondents specified that their
division dealt with accounts of all sizes (refer to Table 9 for a breakdown of the
account management activities of the remaining 38% of the sample). Finally,
respondents expressed relatively high levels of confidence in the answers they
provided to survey questions. More specifically, based on a 1 to 7 scale (where
1=not at all confident and 7=extremely confident), the mean level of confidence
among respondents is 5.86 (s.d.=.74), with the minimum response being 5 and
the maximum response being 7.
------------------------------------------------Insert Table 6 – Table 9 About Here
------------------------------------------------4.22 Sample of Customer Key Informants
A total of 295 key informants completed the customer survey for an
estimated response rate of 19%. Once again, this response rate was calculated
using the CASRO formula (Burns and Bush 2003) and is based on the following
sampling parameters: (1) estimated number of emails delivered=8,230, (2)
potential respondents not reached=6,670 and (3) ineligible respondents=1,265
(includes individuals who were flagged as professional respondents, lacked
confidence in their ability to answer the survey questions, could not report on a
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relationship with one of the focal providers of interest and/or could not complete
the survey because the target sample size had been reached). It is worth noting
that—given the nature of online panels—no attempt was made to boost the
response rate by sending reminder emails. Rather, once the opportunity to
participate in the survey “expired” for a group of panelists, invitation emails were
sequentially sent to a new group of panel members until the target sample size
was achieved.
The demographic composition of the customer sample is summarized in
Tables 10-18 and is discussed in the remainder of this section. First, it is
important to underscore that 58% of respondents selected, either, AT&T, SBC or
Verizon as their focal provider. As is summarized in Table 10, this distribution is
consistent with two prior industry studies in which these three providers ranked in
the top four in terms of the percentage of respondents who identified them as
their primary provider of Internet access services. Furthermore, much like the
aforementioned industry studies, the seven remaining firms were each identified
as a focal provider by, on average, an estimated 6% of respondents.
------------------------------------------------Insert Table 10 About Here
------------------------------------------------The sample’s demographic data reveals that the most prevalent (32%) title
among respondents is IT manager/specialist. In addition, non-IT managers
(20%) and Directors/Vice-Presidents (15%) represent the second and third
largest groups of respondents, respectively (refer to Table 10 for a complete
breakdown of respondents’ titles). In terms of key informant tenure (see Table
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12), the majority (57.5%) of respondents indicated that they had been employed
in their firms for more than one but less than six years.
------------------------------------------------Insert Table 11-Table12 About Here
------------------------------------------------The customer sample is relatively diverse—it includes firms that differ in
their functional and industry classification as well as in terms of their size (based
on number of employees and annual sales). In terms of functional classification,
38.8% of respondents classified their firms as service providers, compared to
23.8% which described their firms as manufacturers (see Table 13 for further
details). Moreover, as is formally presented in Table 14, respondents revealed
that their firms compete in a variety of different industries, including consumer
goods (7.5%), healthcare (8.2%), hi-tech (16.3%) and education (8.5%). In terms
of number of employees (less than 250 employees, 250-4,999 employees and
5,000 or more employees) and annual sales (less than $25 million, $25-749.9
million and $750 million or more), firms in the sample were almost equally divided
among the three demographic categories for both questions (refer to Table 15
and Table 16 for the exact distributions). Finally, 53.4% of firms in the sample
are privately owned, in contrast to 46.6% which are publicly held.
------------------------------------------------Insert Table 13-Table16 About Here
------------------------------------------------Before proceeding to discuss the adequacy of the measurement models, it
is appropriate to describe the sample in terms of one additional demographic
characteristic which—as will become evident later on—substantially influenced
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the data analysis process. Respondents were asked to indicate if their firm was
one of the focal providers’ smallest, typical or largest customers based on
monthly expenditures (i.e. they were asked to indicate their relative account
size). As Table 17 illustrates, about half of the sample indicated that they were a
“typical customer” and the remaining half was almost evenly split among
“smallest customer” and largest customer.” As logic would suggest, this selfclassification of account size corresponds closely to firms’ number of employees
and annual sales. More precisely, as is indicated in Table 18, there is a
significant association between customer account size and, both, firms’ number
of employees and annual sales (e.g. of those firms that classify themselves as
the providers’ smallest customers, 66.3% report having less than 250
employees).
------------------------------------------------Insert Table 17-Table18 About Here
------------------------------------------------4.3 Measurement Model Results: Provider-Side Constructs
As discussed in Chapter 3 (section 3.42), the relatively small sample
(n=29) precludes evaluating the adequacy of the provider-side constructs (i.e.
CRM orientation and provider assimilation of CRM technology) via SEM
techniques. Hence, evidence of the measures’ reliability and external validity
was obtained by examining the internal consistency of the reflectively-specified
construct sub-facets (via Cronbach’s alpha), and the correlation between the
items/facets and related “validation” constructs (the “validation constructs” are
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identical to those employed for measure development purposes—refer to Figures
1-4 of Appendix D and section 4.13 for further details).
Table 19 identifies the items utilized to measure each of the constructs
and provides evidence which suggests that the provider level measures are
reliable and externally valid. As the Table illustrates, the reliability of all of the
reflectively-specified construct sub-facets is uniformly high (ranged from .702.939) and meets or exceeds recommended standards (Nunnally and Bernstein
1994). In addition—with very few exceptions—all measurement items and
construct sub-facets correlated significantly (and in the expected direction) with a
global measure of the construct of interest as well as with a market performance
measure (i.e. correlated significantly with the “validation” constructs). The
resulting correlation patterns suggest that the formative indexes are externally
valid and, hence, combine to form the latent variables which they purport to
represent (cf. Diamantopoulos and Winklhoffer 2001).
------------------------------------------------Insert Table 19 About Here
------------------------------------------------4.4 Measurement Model Results: Customer-Side Constructs
Following a detailed evaluation of item-to-total correlations (Gerbing and
Anderson 1988), a total of 60 measurement items were retained to measure the
11 constructs of interest. Three separate confirmatory factor analyses (one each
for the message quality variables, relationship attitudes and perceptions
variables, and outcome and moderator variables) were performed using the
retained items and indicate that the measurement models fit the data well (see
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Table 20 for a summary of the relevant fit statistics) (Hu and Bentler 1999). The
good fit of the measurement models is indicative of measures that are
unidimensional in nature (Anderson and Gerbing 1988).
Table 21 reports aggregated construct properties, including the mean,
standard deviation, average variance extracted, composite reliability and shared
variance for the 11 customer-side variables. Table 22 lists the individual items
that were retained as well as their corresponding loadings, t-values and squared
multiple correlations (SMCs). As is discussed in the paragraph that follows, the
results presented in the preceding two tables suggest that (for the most part) the
measures are reliable and valid.
------------------------------------------------Insert Table 21-Table 22 About Here
------------------------------------------------First, the measures’ relatively high composite reliabilities (ranging from .84
to .95) and average variances extracted (AVE, ranging from .69 to .89) provide
evidence in support of their reliability (Fornell and Larcker 1981; Gerbing and
Anderson 1988). Second, confirmation of the measures’ convergent validity is
provided by the fact that all factor loadings are significant and that the scales
exhibit high levels of internal consistency (Anderson and Gerbing 1988; Fornell
and Larcker 1981). Finally, although most of the constructs appear to possess
discriminant validity, there is mixed evidence regarding the market orientation
construct. As is highlighted in Table 20, significant fit differences (p<.01) were
identified when nested models with construct correlations constrained to unity
were compared to models with construct correlations specified as free (i.e.
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allowed to vary from unity). This finding is indicative of discriminant validity
between the constructs (Anderson and Gerbing 1988). However, the market
orientation measure fails to pass the more stringent test of discriminant validity
proposed by Fornell and Larcker (1981). More specifically, the average variance
extracted for the market orientation construct is .76, which is less than its shared
variance with the relationship investment (.87) and relationship quality (.80)
constructs. This finding suggests that the market orientation construct is
empirically indistinguishable from the preceding two constructs and thus should
not be included when the structural model is tested (for a similar example see
Doney and Cannon 1997; cf. Fornell and Larcker 1981). As a consequence of
this finding, the market orientation construct was eliminated from any further
analyses.
4.5 Structural Model Results: Dyadic Hypotheses
4.51 Multi-Level Analyses
As outlined in Chapter 3 (section 3.43), testing of the dyadic hypotheses
(H1 and H2) via multi-level SEM involved a three-step process: (1) selection of
the appropriate grouping variable(s) based on an evaluation of intra-class
correlation coefficients, (2) specification of a multi-level measurement model, and
(3) estimation of the structural relationships once an adequate multi-level
measurement model had been established. The results of this three-step testing
process (and, hence, of H1 and H2) are presented in the sub-sections which
follow.
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4.511 Selection of a Grouping Variable
Given that the customer firms in the sample were nested within providers
(i.e. shared a limited number of common providers), the logical assumption was
that a “provider variable” would serve as an adequate grouping variable for multilevel testing. However, as Table 23 illustrates, when providers are utilized for
grouping purposes, the intra-class correlation coefficients (ρ) for the nine
aggregated measures of message quality (i.e. the dependent variables in the
case of H1 and H2) are relatively low (ρ=.000 to .045). This finding suggests that
there is substantial heterogeneity among respondents10 who share a common
provider as it pertains to the dependent variables of interest and, thus, there is
neither a strong dependency between observations (due to the nesting of
customers within providers) nor a need for multi-level techniques (Hox 2002;
Muthen 1994) .
A closer examination of the data revealed that the low intra-class
correlations are due to the fact that customer sub-groups are present in the
sample for each of the providers. More specifically, the data shows that
customers who share a common provider but differ in terms of their relative
account size (see section 4.22 for a discussion of this variable) hold somewhat
dissimilar views about the provider in terms of the nine message quality
variables. Hence, a new variable called “customer experience group” (CEG) was
estimated and used for grouping purposes. The CEG variable was created by
placing all customers who share a common provider and who are similar in terms
10

Stated differently, if two customers who share a common provider were randomly drawn from
the population, the correlation between their responses on these nine dependent variables would
approximate zero.
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of account size into the same group11. When the CEG variable is utilized for
grouping purposes, the dependency between observations in the dataset and the
need for multi-level techniques to accommodate this dependency become much
more evident. The level of dependency present between observations within the
same CEG is reflected by the (moderate) intra-class correlations (ρ) reported in
Table 23 which range from .032 to .126.
The fact that the dependency between observations is at the customer
experience group (CEG) level (and not at the provider level) suggests that threelevel (as opposed to two-level) data is present. Stated differently, the intra-class
correlations suggest that customers are nested within customer experience
groups which, in turn, are nested within providers (in the case of two-level data,
customers would be directly nested within providers). Given the sample size at
the provider level (n=10), the presence of three-level data presents significant
challenges from a data analysis standpoint. However, the relatively low intraclass correlations at the provider-level suggest that the data’s three-level
structure can be ignored12 (i.e. a two-level analysis can be employed) as long as
(dummy variable) covariates are utilized to account for level-two variance (CEG
variance) when level-three (i.e. provider-level) predictors are employed (cf. Heck
2001; Heck and Thomas 2000; Hox 2002; Muthen 1994).
-----------------------------------------------------Insert Table 23 About Here
------------------------------------------------------

11

The resulting CEG variable identified 30 customer groups: 10 providers x 3 account sizes.
Given the relatively low intra-class correlations at the provider-level, the application of a twolevel (instead of a three-level) analysis will not result in biased fit and parameter estimates.
12
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4.512 Specification of a Multi-Level Measurement Model
Using the CEG variable for grouping purposes, a series of multi-level
message quality models were estimated, including a(n): (1) null model, (2)
independence model, (3) two-level, three between factors model, and (4) twolevel, one between factor model (for a description of these models refer to
section 3.43 of Chapter 3 as well as Figure 9 and Figure 10). Table 24 provides
a summary of the fit statistics for each of the multi-level measurement models.
As the Table indicates, neither the null (between-level SRMR=.198) nor
independence model (between-level SRMR=.194) fit the data well at the between
level13, a finding which suggests that the explicit modeling of between-level
variance is desirable and necessary to achieve unbiased structural parameter
estimates (Hox 2002). Table 23 also suggests that the two-level, one between
factor model14 (between-level SRMR=.053) provides a much better fit to the data
than the two-level, three between factors model (between-level SRMR=.130).
The superior fit of the latter model implies that while the variance in the observed
variables at the within (i.e. customer) level is best-accounted for by three latent
variables (i.e. product message quality, service message quality and planned
message quality), the variance at the between (i.e. CEG) level is adequately
accounted for by one between-level factor which, conceptually, represents
overall message quality. The superior fit of the simpler between-level factor
13

Much like traditional SEM models (see Hu and Bentler 1999), an SRMR ≤ .08 is considered
indicative of good, between-level model fit.
14
While relatively small in magnitude (.009-.031), several of the between-level residual variances
for the measurement items of the two-level, one factor model were negative. Given the small
between-level sample size (n=30), this anomaly is quite common, is resolved by setting residual
variances to zero, and is not indicative of model fit problems as long as the magnitude of the
negative residual variances is relatively small (Hox 2002; Hox and Maas 2001; Muthen 1994).
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structure (vis-à-vis the within-level factor structure) is a common finding in multilevel studies (Hox 2002; Muthen 1994). Figure 10 provides a graphical
representation of the resulting two-level, one between factor measurement model
as well as a summary of the relevant fit statistics and factor loadings.
-----------------------------------------------------Insert Table 24 About Here
----------------------------------------------------------------------------------------------------------Insert Figure 9 - Figure 10 About Here
-----------------------------------------------------4.513 Estimation of Structural Relationships
4.5131 The Association between CRM Orientation and Message Quality
As is depicted in Figure 11, the relationship of interest was tested by
regressing the (between-level) overall message quality construct on the CRM
orientation index while controlling for the effect of account size on the betweengroup variable means. Overall, the fit indexes suggest that the between-level
SEM model fits the data well (χ2=117.66, 67 d.f., p<.01; CFI=.98; SRMR=.085).
-----------------------------------------------------Insert Figure 11 About Here
-----------------------------------------------------Table 25 provides a summary of the standardized parameter estimates
and corresponding t-values for the structural relationships tested in the model.
Contrary to the expectations set forth in H1, there is a significant (p<.05),
negative relationship (γ11=-.497) between a firm’s level of CRM orientation and
overall message quality. CRM orientation (the sole predictor) accounts for 24.7%
of the variance in overall message quality. Given that dummy variable covariates
were utilized to control for the effects of account size on CEG means, the inverse
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parameter estimate represents the net effect of a CRM orientation on message
quality independent of the level of heterogeneity present in the customer
population.
Before moving forward to evaluate the results for H2, it is worth noting that
between-level variable means differ significantly across account size. As is
depicted in Table 25—when compared to medium-sized accounts—mean
message quality perceptions (for six of the nine variables) are significantly higher
among the larger accounts. These differences in mean levels suggest that firms,
as a whole, do a significantly better job of managing messages directed towards
their key accounts (vis-à-vis small and medium-sized accounts), and also raises
the possibility that the relationship between CRM orientation and message
quality is not consistent across customer groups. Given the limitations imposed
by the between-level sample size (i.e. the inability to test for sub-group
differences via multi-level SEM when the between-level sample size is only 30),
the aforementioned possibility is explored utilizing the aggregated analyses
which are presented in section 4.52.
-----------------------------------------------------Insert Table 25 About Here
-----------------------------------------------------4.5132 Assimilation of CRM Technology as Moderator of the Relationship
Between CRM Orientation and Message Quality
The second hypothesis was evaluated via a moderated regression
analysis (Sharma et al. 1981) and involved estimating two additional models
(beyond the structural model tested in H1) in which the relevant variables (i.e.
provider assimilation of CRM technology and an interaction term) were
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incorporated as level-two predictors of overall message quality (see Chapter 3,
section 3.43, for further details). Table 26 provides a summary of the
standardized parameter estimates, corresponding t-values, fit indexes and
variance explained estimates (i.e. R-square) for the different models. An
evaluation of the parameter estimates suggests that, contrary to the expectations
set out in H2, provider assimilation of CRM technology is a significant predictor of
message quality but does not serve to moderate the relationship between CRM
orientation and overall message quality. More specifically, the parameter
estimates show that when incorporated as a predictor variable along with CRM
orientation (model 2), the parameter estimate (γ12=-.422) for “provider
assimilation of CRM technology” is statistically significant (p<.10). In contrast,
when the interaction term is incorporated (model 3), the coefficients for all three
predictor variables become non-significant (p>.10). This pattern of results is
consistent with the conclusion that provider assimilation of CRM technology is
simply a predictor variable and does not exert any moderating effects on the
relationship of interest (Sharma et al. 1981).
-----------------------------------------------------Insert Table 26 About Here
-----------------------------------------------------4.52 Aggregated Analyses
As was previously mentioned, the association between CRM orientation
and message quality was evaluated across customer sub-groups (i.e. small,
medium and large accounts) using a series of aggregated analyses. In
particular, bootstrapped regression coefficients and Spearman rank correlations
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were estimated based on the aggregated data set (see section 3.43 in Chapter 3
for further details). The results of these analyses are presented in Tables 27-30
and suggest that the association between CRM orientation and message quality
differs across customer sub-groups. The general pattern of results is effectively
captured by the bootstrapped regression coefficients presented in Table 27
which suggest that firms’ level of CRM orientation is (1) positively related to
overall message quality for large accounts (β=.517, p<.05), (2) inversely related
to message quality for medium-sized accounts (β=-.467 p<.05), and (3) not
significantly related to overall message quality for small accounts (β=-.474
p>.10). Table 28, Table 29 and Table 30 respectively examine the association
between CRM orientation and the three dimensions (i.e. appropriate, relevant
and consistent) of product, service and planned message quality across
customer sub-groups. Overall, the boot-strapped regression coefficients and
Spearman rank correlation coefficients evaluated across these different
dimensions and types of messages coincide with the general pattern of results
previously discussed and presented in Table 27. Particularly noteworthy is the
fact that across the three message types, the association between CRM
orientation and message relevancy (i.e. the value dimension) is positive and
statistically significant for the large accounts. The preceding pattern of results for
overall message quality, product message quality, service message quality and
planned message quality are also graphically depicted in Figure 12, Figure 13,
Figure 14 and Figure 15, respectively.
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-----------------------------------------------------Insert Table 27 - Table 30 About Here
----------------------------------------------------------------------------------------------------------Insert Figure 12- Figure 15 About Here
-----------------------------------------------------4.6 Structural Model Results: Customer-Level Hypotheses
Overall, the fit indexes suggest that the customer-level conceptual model
fits the data well (χ2=697.78, 287 d.f., p<.01; CFI=.93; SRMR=.060;
RMSEA=.071) (Hu and Bentler 1999). Parameter estimates for hypothesized
relationships are significant and in the expected direction (see Table 31).
Moreover, the squared multiple correlations indicate that between 45.1% and
97% of the variance in the dependent variables is explained by the conceptual
model (see Table 32). Building on the parameter estimates generated from the
model, the tests of the individual hypotheses are subsequently discussed in
sections 4.61-4.64.
-----------------------------------------------------Insert Table 31-Table 32 About Here
-----------------------------------------------------4.61 The Impact of Message Quality on Customer-Perceived Relationship Value
Hypothesis 3 posited that product, service and planned message quality
would be positively related to customer-perceived relationship value (CPRV). As
expected, the relationship between product message quality and CPRV (γ11=
.402, p<.05) was confirmed. Likewise, a positive relationship between service
message quality and CPRV (γ12= .287, p<.05) was also identified. Finally, the
expected, positive relationship between planned message quality and CPRV was
also supported by the data (γ13= .402, p<.10).
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4.62 The Effect of CPRV on Relationship Attitudes and Perceptions
As indicated by Hypotheses 4 and 7, respectively, CPRV was expected to
be positively related to relationship quality and customers’ perceptions of
providers’ relationship investment. As suggested by the parameter estimates
and their corresponding significance levels (CPRVÆRelationship Quality:
β21=.527, p<.01; CPRVÆProvider Relationship Investment: β31=.776, p<.01), the
expected relationships were supported by the data. Moreover, it was also
hypothesized (H8) that customers’ perceptions of providers’ relationship
investment would be positively related to relationship quality. This expectation
was also supported (β23=.518, p<.01). Finally, it is important to note that
hypotheses 5 and 6 posited a mediating role for customers’ perceptions of
providers’ market orientation. Unfortunately, due to measurement problems, the
construct was eliminated from the model (refer to section 4.4 for further details).
Hence, no evidence to support or refute the expected relationships is available.
4.63 The Association between Relationship Quality and Behavioral Intentions
It was hypothesized that relationship quality would be positively related to
customers’ behavioral intentions (H9). This expectation was confirmed by the
data. More specifically, a positive relationship was identified between
relationship quality and (1) relationship length (β42=.914, p<.01), (2) relationship
depth (β52=.731, p<.01), and (3) relationship breadth (β62=.671, p<.01),
4.64 The Moderating Role of Customer Relationship Proneness
Hypothesis 10 posited that customers’ relationship proneness would
moderate the association between relationship quality and customers’ behavioral
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intentions such that the association would become stronger (weaker) when
customers’ relationship proneness increased (decreased). As discussed in
section 3.44 of chapter 3, the hypothesis was tested using SEM via the multigroup procedure (customers were divided into three equal groups according to
their level of customer relationship proneness). As is revealed by the SatorraBentler scaled chi-square difference test (χ2=11.72, 6 d.f., p=.069), customers’
relationship proneness is a moderator of the association between relationship
quality and customers’ behavioral intentions. However, as is revealed by the
parameter estimates in Table 33 and contrary to expectations, the association
between relationship quality and the behavioral intention variables is the
strongest for customers who scored “low” on relationship proneness (β=.64-.82),
moderately strong for customers who scored “high” on relationship proneness
(β=.52-.83), and the weakest for customers who scored “average” on relationship
proneness (β=.25-.72). The moderating role of customer relationship proneness
on the association between relationship quality and relationship length, depth
and breadth is illustrated in Figure 16, Figure 17 and Figure 18, respectively.
-----------------------------------------------------Insert Table 33 About Here
----------------------------------------------------------------------------------------------------------Insert Figure 16- Figure 18 About Here
-----------------------------------------------------4.65 Evaluation of Competing Models
Utilizing the approach recommended by Anderson and Gerbing (1988), a
series of competing, nested models were estimated to evaluate the adequacy of
the proposed theoretical model vis-à-vis other plausible explanatory models. In
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the case of this effort, the evaluation of competing models is critical to
determining whether—as predicted by interactive communications theory—
customer perceived relationship value (CPRV) truly mediates the impact that
product, service and planned message quality has on provider relationship
investment, relationship quality and, ultimately, customers’ behavioral intentions.
Based on the guidelines offered by Anderson and Gerbing (1988), the
theoretical model was compared to three alternative explanatory models: (1) a
saturated model in which all paths relating constructs to one another are
specified as free and estimated, (2) a more constrained model in which
theoretically defensible paths found in the conceptual model are constrained and
not estimated, and (3) a less constrained model in which paths not estimated in
the conceptual model are specified as free and estimated. The more constrained
model is depicted in Figure 20 and restricts the path between CPRV and provider
relationship investment. The less constrained model, which is illustrated in
Figure 21, provides a significantly less prominent role to CPRV. More
specifically, the less constrained model posits relationship quality as the key
mediating variable and relegates CPRV to a predictor role.
Table 34 summarizes the results of the chi-square difference tests that
were utilized to assess the relative fit of the competing models. The results of
the chi-square difference tests suggest that the theoretical model is superior to
the more constrained model but is inferior to the less constrained and saturated
models. Nonetheless, it is important to note that these model comparisons are
based solely on the statistical significance of the chi-square difference test and
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do not take into account whether the differences between the models are
practically significant. Hence, Anderson and Gerbing (1988) suggest that the
adequacy of the competing models also be assessed via a comparison of the
Normed Fit Index (NFI), a fit statistic which provides an indication of the
percentage of measure covariation explained by each of the competing models.
As is highlighted in Table 34, the parsimony-adjusted NFI values for the
theoretical (PNFI=.79) model are greater than those for the less constrained
(PNFI=.78) and saturated models (PNFI=.75), a finding which suggests that the
more parsimonious, theoretical model provides a better fit to the data than the
competing models (cf. Morgan and Hunt 1994). Stated differently, the
comparison of the PNFI values suggests that the statistically significant chisquare fit differences (which favor the saturated model) are not practically
significant in terms of the amount of covariation explained by each of the models
(Anderson and Gerbing 1988).
In order to further evaluate the relative adequacy of the theoretical, less
constrained and saturated models, the significance and directionality of the
structural paths for each of the models were compared (cf. Morgan and Hunt
1994). Of the 30 paths estimated in the saturated model, only 9 are statistically
significant (p<.10). In contrast, all of the paths estimated in the theoretical and
less constrained models achieve this benchmark (p<.10). Moreover, an
evaluation of the path estimates for the less constrained models reveals a
counter-intuitive finding: when relationship quality is modeled as the key
mediating variable, a negative association between planned message quality and
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relationship quality results. In other words, it appears that the expected (positive)
effect of planned message quality on relationship attitudes and perceptions is
obscured unless the mediating role of CPRV is explicitly modeled. While the less
constrained and theoretical models both appear to be adequate, the preceding
finding suggests that the theoretically-based model provides the best fit to the
data.
-----------------------------------------------------Insert Table 34 About Here
----------------------------------------------------------------------------------------------------------Insert Figure 19 – Figure 20 About Here
-----------------------------------------------------4.7. Summary of Key Findings
The expected and unexpected findings from this dyadic study offer
valuable insight regarding the effects of organizational CRM efforts on product,
service and planned message quality, and, ultimately, customers’ relationship
intentions. More precisely, as is summarized in Table 35, the results of this effort
suggest the following:
1. As firms’ level of CRM orientation increases, customer-perceived
message quality decreases.
a. The preceding (inverse) relationship between CRM orientation and
message quality does not hold true across accounts of different
sizes. For large accounts, message quality tends to increase as
firms’ level of CRM orientation increases while the opposite holds
true for small and medium-sized accounts.
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b. The relationship between CRM orientation and message quality is
not contingent upon the extent to which firms have assimilated
CRM technology. Rather, firms’ level of CRM technology
assimilation appears to exert a direct effect upon message quality.
2. Customer-perceived relationship value (CPRV) mediates the effect that
product, planned and service messages exert upon customers’
relationship attitudes, perceptions and, ultimately, behavioral intentions.
3. Customers’ relationship proneness moderates the association between
relationship quality and customers’ relationship intentions. The association
between relationship quality and customers’ relationship intentions is the
strongest among customers that report relatively low levels of relationship
proneness, moderately strong for customers who report relatively high
levels of relationship proneness, and the weakest among customers who
report average levels of relationship proneness.
-----------------------------------------------------Insert Table 35 About Here
------------------------------------------------------
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CHAPTER 5 – DISCUSSION, IMPLICATIONS AND LIMITATIONS
This chapter consists of four sections. The first section offers a more indepth discussion of the statistical results presented in Chapter 4. The second
section considers the managerial implications stemming from the study’s results.
A critical evaluation of the study’s limitations and the future research
opportunities that stem from those limitations are presented in the third section.
Concluding remarks are offered in the fourth and final section.
5.1 Discussion of the Results
The literature recognizes two potential benefits that firms can achieve from
developing a CRM orientation: (1) increased efficiency in the allocation of
resources destined for relationship building and maintenance activities, and (2)
enhanced exchange relationship outcomes through the provision of superior
customer value (Zablah et al. 2004b). This effort focused on the latter of these
purported benefits and examined the following two fundamental questions:
1. Does a CRM orientation influence the outcome of customer-provider
relationship outcomes and, if so, how?
2. Does CRM technology have an effect on the relative success of CRM
initiatives?
Building on interactive communications theory and dyadic data, a conceptual
model of “CRM success” was advanced and tested in an attempt to address
these questions. The study’s results, while not entirely expected, provide
valuable insight regarding the impact that a CRM orientation and related
technologies have on the outcome of customer-provider exchange relationships.
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More precisely, the data suggests that: (1) a CRM orientation is inversely related
to the quality of provider-emitted messages (as perceived by customers), (2) the
quality of provider-emitted messages is positively related to customer-perceived
relationship value which, in turn, has a positive effect on relationship quality
and—ultimately—customers’ behavioral intentions, and (3) the relationship
between a CRM orientation and message quality is not contingent upon the
extent to which CRM technology has been assimilated within firms. Each of
these findings is subsequently discussed in the paragraphs that follow.
The ever-growing prevalence of CRM practices within organizations has,
in part, been driven by the assumption that engaging in such activities enables
providers to productively manage heterogeneous customer portfolios (Zablah,
Bellenger, and Johnston 2004a). In other words, the working theory is that as
firms’ level of CRM orientation increases, their ability to foster mutually-beneficial
relationships with different types of customers (i.e. their ability to develop a
maximally-profitable, heterogeneous customer portfolio) should also increase.
The results of this study suggest that this is an erroneous assumption. More
precisely, they indicate that when a heterogeneous customer population is
involved, firms’ level of CRM orientation is inversely related to customerperceived message quality. Given that message quality influences the
relationship perceptions and attitudes which are thought to be the proximal cause
of customers’ behavioral intentions, a CRM orientation appears to have a
detrimental effect on the overall quality of firms’ relationship portfolio.
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In addition, the data also suggests that the association between CRM
orientation and message quality differs across customer sub-groups. That is,
firms’ level of CRM orientation appears to be positively related to message
quality among larger customers (i.e. key accounts) and inversely related to
message quality among small and medium-sized accounts. Thus, instead of
helping promote the development of a heterogeneous customer portfolio, it
appears that—at least within this context—a CRM orientation strengthens key
account relationships but actually weakens those with small and mid-sized
accounts. From a strategic perspective, this finding is somewhat intuitive: firms
have limited amount of resources and thus cannot be “all things to all customers.”
Consequently, as firms’ level of CRM orientation increases, their betterdeveloped knowledge stores allow them to engage in resource prioritization and,
evidently, they do so at the expense of their relatively less important accounts.
In terms of the role of technology in organizational CRM efforts, the initial
expectation was that the extent to which CRM tools have been assimilated within
firms would moderate the CRM orientation-message quality relationship. More
specifically, it was hypothesized that as CRM technology assimilation increased,
the association between CRM orientation and message quality would strengthen
and vice-versa. This expectation stemmed from the assumption that firms are
capable of managing exchange relationship without the aid of technology and,
hence, its assimilation would only serve to enhance the productivity of
organizational CRM processes. However, the data did not support the expected
moderating role—in fact, it revealed that much like CRM orientation, the extent of
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CRM technology assimilation within firms is antecedent to and inversely related
to message quality. This finding (1) suggests that the execution of CRM
processes within organizations is much more closely-linked to the assimilation of
CRM technology than was previously expected, and (2) is consistent with the
notion that the successful implementation of (the somewhat complex) CRM
processes within firms is made possible by the new functionality afforded by
previously unavailable CRM technology (cf. Broadbent, Weill, and St. Clair 1999).
Finally, it is important to note that the proposed conceptual model posited
and the data supported a key mediating role for the construct “customerperceived relationship value (CPRV).” Consistent with interactive
communications theory (e.g. Duncan and Moriarty 1998; Gronroos 2000a), the
quality of provider-emitted messages was thought to indirectly influence
customers’ relationship attitudes, perceptions and behavioral intentions through
its effect on CPRV. This finding is important not only because it is consistent
with extant theory but more so because it underscores the overriding importance
of customer value in business-to-business exchange relationships (Ulaga 2003;
Ulaga 2001). In terms of the three types of provider-emitted messages which
were considered in this study, a comparison of their standardized SEM
coefficients suggests that the quality of product messages is more closely
associated with CPRV than either service or planned message quality. Stated
differently, product message quality appears to be highly influential in
determining customers’ value perceptions within the telecommunications
industry. In addition, the results also indicate that planned message quality is the
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least closely associated with CPRV. This latter finding is consistent with
communications theory which argues that easily controllable messages (e.g.
planned messages) are less likely to have an impact on CPRV than those
messages (e.g. service messages) which are more difficult for firms to control
(Gronroos 2000a; Lindberg-Repo and Gronroos 2004).
5.2 Managerial Implications
The results of this study point to several issues that are of significant
managerial importance, each of which is discussed in the paragraphs that follow.
For firms that have already undertaken CRM initiatives, the study’s results offer
both “good” and “bad” news. The good news is that a CRM orientation appears
to result in customer-perceptible message quality differences. The bad news is
that, when considered across a heterogeneous customer population, the net
effect of a CRM orientation is a decrease in overall message quality. More
precisely, the data suggests that the effects of a CRM orientation on message
quality differ across customer groups: it leads to enhanced message quality
among relatively large customers (i.e. key accounts) and decreased message
quality among small to mid-sized accounts.
The asymmetric effects of a CRM orientation on message quality extend
across the three types of provider-emitted messages (i.e. product, service and
planned) and message quality attributes (i.e. appropriate, relevant and
consistent). In particular, the study’s findings suggest that—when compared to
their less CRM oriented competitors—providers which boast a CRM orientation
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received lower evaluations among small and mid-sized customers and higher
evaluations among large customers as it pertains to the following factors:
1. Ease of product/service order placement.
2. Ability to address changing product/service needs over time.
3. Reliability of product/service performance.
4. Contact personnel’s willingness to offer assistance when needed.
5. Value of interactions with customer contact personnel.
6. Ability of customer contact personnel to build upon pervious interactions.
7. Respectfulness/timing of planned communication efforts.
8. Value of information provided via planned communication materials.
9. Consistency (both in content and appearance) of planned communication
efforts.
The preceding pattern of results seems to indicate that as firms’ level of
CRM orientation increases, they tend to focus more and more on the needs of
key accounts and cater less to those of their small and mid-sized customers. In
other words, it appears that “key account myopia” develops as a consequence of
a CRM orientation. In light of this phenomenon, firms that undertake CRM
initiatives in an attempt to pro-actively foster the development of a
heterogeneous customer portfolio should (1) identify and control the managerial
and cultural factors within their firm that are likely to promote key account
myopia, and (2) periodically monitor interaction quality across customer subgroups in order to guard against the possibility of damaging existing relationships
as a result of the implementation of new or modified CRM processes.
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While firms might wish to focus their relationship management efforts on
larger accounts, it is important to note that key account myopia can have
potentially detrimental effects on overall organizational profitability. For instance,
after repeated interactions in which a provider sends a mid-sized account the
“wrong signals,” the customer might elect to terminate the relationship and
search for a new provider. When that happens, the provider incurs not only a
short-term loss in revenues but, more importantly, the loss of an account which—
with the right amount of nurturing—could have grown into a key account
(Johnson and Selnes 2004). Finally, although key accounts collectively tend to
account for a greater percentage of a firm’s revenue (vis-à-vis small and midsized accounts), they do not necessarily contribute disproportionately to
organizational profitability. Small and mid-sized customers tend to be less
demanding, require less servicing and have significantly less bargaining power
than their larger counterparts—thus, they contribute substantially to
organizational profitability and should not necessarily “be sacrificed” for the wellbeing of key accounts.
In regards to CRM technology, the data suggests that the extent to which
CRM tools have been assimilated within firms has a direct, negative effect on
customer-perceived message quality (i.e. an effect similar to that exerted by a
CRM orientation). This direct effect (whose directionality also varies across subgroups) is suggestive of a major role for CRM technology in the organizational
implementation and facilitation of CRM processes. Hence, organizations wishing
to achieve a CRM orientation should take deliberate steps to ensure that tools
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designed to support relevant CRM processes are deployed within the firm and
achieve organizational assimilation. Stated differently, it appears that in order for
firms to truly realize a CRM orientation, both CRM processes and tools must coexist within the organization (cf. Zablah et al. 2004a).
Another finding of substantial managerial import is the fact that customerperceived relationship value was found to be a key mediator of the effects of
message quality on relationship outcomes. While this is a relatively intuitive
finding, it has clear implications for marketers: in order to achieve beneficial
relationship outcomes, all product, service and planned interactions with
“desirable” or targeted customers should focus on value delivery. That is, before
engaging or being engaged by customers, firms should have clear guidelines as
to how each type of interaction will be managed in order to maximize, both, the
amount of value customers derive from each interaction and the long-term profits
firms obtain from the relationship.
This effort offers one final but important insight regarding the effect of
customers’ relationship proneness on the relative success of CRM initiatives.
Commentary in the popular press often suggests that the prevalence of CRM
failure (cf. Zablah et al. 2004b) is due, in part, to the fact that customers do not
necessarily wish to establish long-term exchange relationships with their
providers. The study’s results provide evidence that undermines this contention.
More specifically, the results show that a stronger association exists between
relationship quality and behavioral intentions (i.e. willingness to continue, deepen
and expand the relationship) among those customers who express the lowest
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levels of relationship proneness. Although counterintuitive, this finding indicates
that providers can engage non-relationship prone customers in long-term
exchange arrangements if they are able to achieve relatively high levels of trust
and satisfaction (i.e. relatively high levels of relationship quality) among their
customers. Therefore, providers should not be deterred from seeking long-term
exchange arrangements with non-relationship prone customers as long as they
are confident in their ability to foster customer trust and satisfaction.
5.3 Limitations and Future Research
The study’s results must be interpreted in light of several limitations. First,
the conceptual model was tested within the context of a single industry. From a
theory-testing standpoint, this was deemed to be desirable in order to control for
the potential effects of extraneous variables as well as to facilitate the
development of new measures. Nonetheless, care must be taken when
attempting to generalize the study’s findings to other contexts.
The study is also limited by the fact that the market orientation construct
was found not to possess discriminant validity. This measurement-related
limitation precluded the testing of the original model and may be an indication of
potential problems with the dataset (e.g. presence of item-ordering effects).
However, it is important to note that prior research suggests that respondents
often have difficulty discriminating between conceptually-related constructs. For
instance, Doney and Cannon (1997) suggest that while the dimensions of trust
are conceptually distinct, they are—in practice—operationally inseparable. Given
the similarity of the measurement items for the (conceptually distinct) relationship
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perceptions included in the model, it is highly likely that the source of this
limitation is the measurement items themselves.
Finally, the unbalanced group sizes and relatively small sample size at the
between-group level imposed limitations regarding the types of multi-level
analyses that could be performed to evaluate sub-group differences (e.g.
separate evaluation of the association between CRM orientation and message
quality for small, medium-sized and large accounts). While these limitations
were overcome through the application of non-parametric methods, multi-level
techniques would have provided for a more robust test of the relationships of
interest if a larger between-level sample size had been achieved.
Given the study’s scope and limitations, some questions still remain
unanswered and are appropriate avenues for further investigation. First, the
results suggest that the association between CRM orientation and message
quality differs across customer sub-groups. In particular, the data indicate that
the relationship is positive for large (i.e. key accounts) and negative for small and
medium-sized accounts. However, the data fails to provide insights regarding
why the implementation of the CRM process appears to be skewed towards big
accounts (i.e. why a CRM orientation appears to engender key account myopia).
For instance, is it because managers’ decision-making is biased in favor of key
accounts? Or, is it because knowledge development efforts (e.g. customer data
collected by salespeople) focus primarily on the larger accounts? Further
research to investigate this issue would certainly be of value.
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A natural extension to this study would be to evaluate the proposed
conceptual model within consumer markets and across other industries. In
particular, it would insightful to determine whether the key account myopia
evident in the telecommunications industry also extends to the consumer
markets (where “key accounts” are typically less important) and to other
business-to-business settings. Such efforts are critical to ascertaining the
generalizability of this study’s results and to better-understanding the true impact
of a CRM orientation on the outcomes of exchange relationships.
Finally, the cross-sectional nature of the research effort precluded
examining how message quality actually impacts customer defection behaviors
(rather, the study focused on behavioral intentions). The undertaking of a
longitudinal study would be an extremely worthwhile effort as it would make it
possible to quantify the extent to which the detrimental effects of a CRM
orientation on message quality lead to the defection of small and mid-sized
customers.
5.4 Concluding Remarks
This effort investigated the effects of a CRM orientation and of the
assimilation of CRM technology on customers’ relationship attitudes, perceptions
and intentions. Building on communications theory, a conceptual model was
developed to help explain the outcomes of interest and was tested within the
telecommunications industry using dyadic data. Overall, the study’s results
reveal that a CRM orientation has differing effects across customer groups: it
leads to more positive evaluations among key accounts and poorer perceptions
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among small and mid-sized customers. Hence, the study’s results partially
corroborate contradictory anecdotal evidence which suggests that a CRM
orientation both enhances and is detrimental to relationship development (cf.
Zablah et al. 2004b). While this study is not likely to quell the debate regarding
CRM’s true effect on the outcome of customer-provider relationships, it certainly
sheds some light on the potential benefits and consequences to marketers of
adopting a CRM orientation.
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TABLES AND FIGURES
TABLE 1
Provider-Emitted Messages During Customer-Provider Interactions
Interaction Type

Potential Messages

Description

Sample Interactions

Information
Exchange

Planned messages

Explicit and implicit information conveyed
by providers’ formal communication efforts
(e.g. banner ads, direct mail, print ads, etc.)

A customer receives a direct mail piece from one of its
providers.

Service messages

Explicit and implicit information providers’
employees convey when interacting on an
interpersonal basis with their customers.

A customer calls on a provider to inquire when an
order will be received.

Interpersonal
Exchange

Service messages

Core Benefits
Exchange

Product messages

Service messages

A provider’s delivery person asks the customer to
“sign” for the merchandise that has just been
delivered.
Implicit messages conveyed by products’
design, features, performance, price and
distribution.

A customer begins using a newly acquired desktop
publishing software package.
A customer calls a customer support desk to ask for
help regarding the desktop publishing software that
the firm has recently purchased.
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TABLE 2
Appropriateness, Relevancy and Consistency as Determinants of Provider-Emitted Interaction Message Quality
Criterion
Appropriate

Relevant

Consistent

a

Defined as it Pertains
to Interaction Quality

Defined as it Pertains
to Message Quality

Related
Communication Element

Appropriateness refers to the
extent to which a customer
perceives that a particular
exchange episode is
structured in a manner that
conforms to their interaction
needs and preferences.

Provider-emitted interaction
messages are appropriate to the
extent to which they convey to the
customer that the provider
understands, is able and is willing
to accommodate their structural
interaction needs and
preferences.

Code Rules—Govern how
and when messages are
conveyed.

Relevancy refers to the
degree to which a customer
perceives that an interaction
creates value within the
context of the exchange
relationship.

Provider-emitted interaction
messages are relevant to the
extent to which they convey to
the customer that the provider is
concerned with creating value for
them through their interaction.

Content Rules—Govern the
nature of the information
conveyed.

Consistency refers to the
extent to which a customer
perceives that an interaction
varies from and builds upon
the preceding stream of
customer-provider
interactions.

Provider-emitted interaction
messages are consistent to the
extent to which they convey to the
customer that the provider (1) can
be relied upon to perform as
expected, time after time, and (2)
is able to adequately manage
interdependent interactions that
occur over time, across different
channels and/or involve different
contact personnel.

Message Synergy/
Consistency—The impact of
communication efforts is
enhanced if all provideremitted messages are
congruent with each other.

Sample
Message Codea
-Choice of communication
medium (P)
-Frequency of interpersonal
contact (S)
-Product availability (Pr)
-Usefulness of information
provided (P)
-Relationship-specific knowledge
of key contact employees (S)
-Benefits provided by product
enhancements (Pr)
-Incongruent information across
channels (P)
-Level of service and support
received across employees (S)
-Product performance, vis-à-vis,
advertised performance (Pr)

P=Planned messages, S=Service messages, and Pr=Product messages.
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TABLE 3
Interaction Message Quality and Related Value Drivers
Message Quality Dimension

Related Value Driver(s)

Planned Messages
Relevancy
Service Messages
Appropriateness

-Firm image
-Access to key contacts when needed
-Interaction frequency
-Request turnaround time

Relevancy

-Information accuracy
-Information comprehensiveness
-Relationship-specific know how
-Knowledge of the supply market

Consistency

-Service reliability

Product Messages
Appropriateness

-Technical competence
-Flexibility
-Problem solving
-Responsiveness

-On-time delivery
-Delivery flexibility
-Availability of spare parts

Relevancy

-Product performance
-Alternative solutions
-Product customization
-Accuracy of delivery
-Supply-base consolidation

Consistency

-Product reliability

-Product enhancements
-New product development
-Price
-Process costs
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TABLE 4
Summary of Constructs Employed in the Conceptual Model
Construct

Definition

Source(s)

CRM Orientation

Degree to which a provider (1) engages in
the ongoing, systematic generation and
dissemination of (current and prospective)
customer knowledge, and (2) utilizes this
knowledge to actively influence and
coordinate the set of customer-provider
interactions that form part of ongoing
exchange relationships.

Reinartz et al. 2004;
Zablah et al. 2004b

CRM Technology
Assimilation

Extent to which the use of CRM tools (in
the provider firm) has diffused across
organizational work processes and has
become routinized in the activities of those
processes.

Purvis, Sambamurthy,
and Zmud 2001

Provider Message
Quality

Degree to which provider-emitted
messages are viewed as appropriate,
relevant and consistent by customers.

Zablah et al. 2004b

Customer-Perceived
Relationship Value

Customers’ perception of the benefits
minus the cost of engaging in an ongoing
exchange relationship.

Slater 1997; Ulaga and
Eggert 2003; Zeithaml
1988

Relationship Quality

Customers’ overall assessment of the
strength of a relationship (trust +
satisfaction).

Crosby, Evans, and
Cowles 1990; Smith
1998

Trust

Customers’ level of confidence in a
provider’s benevolence, honesty, and
ability.

Doney and Cannon
1997; Ganesan 1994;
Morgan and Hunt 1994

Satisfaction

Positive affective state resulting from
customers’ overall evaluation of their past
interactions with a provider.

Anderson and Narus
1990; Ganesan 1993;
Scheer and Stern 1992

Provider Market
Orientation

Extent to which customers perceive that the
provider firm has a corporate culture that
emphasizes customer-need fulfillment.

Narver and Slater 1990;
Deshpande, Farley and
Webster 1993

Provider Relationship
Investment

Extent to which a customer perceives that a
provider “devotes resources, efforts, and
attention aimed at maintaining or
enhancing” the exchange relationship.

De Wulf et al. 2001, p.35

Relationship Length

Customers’ willingness to continue their
relationship with a given provider into the
future.

Bolton et al. 2004;
Crosby et al. 1990
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TABLE 4 (Continued)
Summary of Constructs Employed in the Conceptual Model
Construct

Definition

Source(s)

Relationship Depth

Customers’ willingness to purchase
product/service upgrades and/or increase
product/service usage as their
needs/preferences change.

Bolton et al. 2004;
Bolton and Lemon 1999

Relationship Breadth

Customers’ willingness to purchase related
products/services from a focal provider as
their needs/preferences change.

Bolton et al. 2004;
Verhoef et al. 2002

Customer Relationship
Proneness

Customers’ relative interaction style
preference—along a transactional-relational
continuum—when engaging in exchange
relationships.

Ganesan 1994; Jackson
1985
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TABLE 5
Summary of Hypothesized Relationships
Relationship

Justification

Source(s)

H1. Providers’ level of CRM
orientation will positively affect
customers’ perceptions of (a)
planned, (b) service and (c)
product message quality.

CRM orientationÆ Superior
interactionsÆ Convey
understanding, ability and
willingness to consistently
provide customers with what
they value, when they need it on
an ongoing basis.

Zablah et al. 2004b

H2: As providers’ assimilation
of CRM technology increases
(decreases), the association
between providers’ CRM
orientation and customers’
message quality perceptions
becomes stronger (weaker).

Technology enhances
productivity of CRM process but
is not required for its execution.

Crosby and Johnson 2000;
Greenberg 2001; Hirschowitz
2001; Light 2003; Mirani,
Moore, and Weber 2001;
Shoemaker 2001; Wilson et
al. 2002

H3: The quality of provideremitted (a) planned, (b)
product and (c) service
messages will positively
influence customer-perceived
relationship value.

High quality provider-emitted
messages help create and
communicate value.

Linberg-Repo and Gronroos
2004; Naylor and Frank
2000; Georges and Eggert
2003; Chen and Dubinsky
2003; Ulaga 2003; Lapierre
2000

H4: Customer-perceived
relationship value (CPRV) will
positively influence customers’
assessment of relationship
quality.

CPRV conveys benevolent
intentions and competence;
CPRV confirms expectations
about benefits of ongoing
exchange.

Walter et al (2003);
Leuthesser 1997; Doney and
Cannon 1997; Liu and Leach
2001; Moorman et al. 1993;
Cadotte, Woodruff, and
Jenkins 1987; Oliver 1980;
Woodruff, Cadotte, and
Jenkins 1983; Woodruff and
Gardial 1996

H5: Customer-perceived
relationship value (CPRV) will
positively affect customers’
perception of providers’
market orientation.

CPRV is a signal to the
customer that the provider
understands and is focused on
meeting its changing needs and
preferences.

H6: Customers’ perception of
providers’ market orientation
will positively affect
relationship quality.

Market orientation conveys
benevolent intentions and
competence; Satisfaction is
enhanced by working with a
partner focused on need
fulfillment.

Siguaw, Simpson and Baker
(1998b)
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TABLE 5 (Continued)
Summary of Hypothesized Relationships
Relationship

Justification

Source(s)

H7: Customer-perceived
relationship value (CPRV) will
positively affect customers’
perception of providers’
investment in the relationship.

CPRV communicates to the
customer the time, energy, effort
and resources the provider invests
in order to provide for a mutually
beneficial relationship.

De Wulf et al. 2001

H8: Customers’ perception of
providers’ investment in the
relationship will positively affect
relationship quality.

Provider relationship investments
signal benevolent intentions and
potential losses as a result of
dishonest behavior; Satisfaction
increases when providers make
deliberate efforts towards
customers.

Smith 1998; De Wulf et
al 2001; Anderson and
Narus 1990; Ganesan
1994; Jap and Ganesan
2000

H9: Relationship quality will
positively influence customerprovider relationship (a) length,
(b) depth and (c) breadth.

The higher the quality of an
exchange relationship, the more
likely customers will seek to
maintain and/or expand the
relationship with a provider in order
to continue to experience need
fulfillment and minimize the risks
associated with engaging in
exchange.

Boles, Johnson, and
Barksdale 2000; Bolton
et al. 2004; Crosby et al.
1990; De Wulf et al.
2001; Doney and
Cannon 1997; Homburg
et al. 2003; Leuthesser
1997;.

H10: As customers’
relationship proneness
increases (decreases), the
association between
relationship quality and (a)
relationship length, (b)
relationship depth, and (c)
relationship breadth becomes
stronger (weaker).

Relationship proneness enhances
the likelihood that customers will
seek to maintain and enhance an
exchange arrangement.

De Wulf et al. 2001
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TABLE 6
Characteristics of the Provider Sample (Main Study):
Source of Key Informant Contact Information
Category

Frequency

Percent

AMA1 Membership Directory

6

21

Customer Referrals

2

7

Commercial List

6

21

Referrals by Ineligible Respondents

15

52

29

100

Total
1

American Marketing Association.
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TABLE 7
Characteristics of the Provider Sample (Main Study):
Respondent Title
Category

Frequency

Percent

Manager1

15

52

Account Executive/Sales Associate

3

10

Director/VP

6

21

Other

5

17

29

100

Total
1

Includes marketing, sales, service, brand and product managers.
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TABLE 8
Characteristics of the Provider Sample (Main Study):
Company Division
Category

Frequency

Percent

Business Markets

7

24

Marketing, Sales or Service

12

41

Operations

4

14

Other

6

21

29

100

Total
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TABLE 9
Characteristics of the Provider Sample (Main Study):
Accounts Managed within the Respondent’s Division
Category

Frequency

Percent

Accounts of All Sizes

18

62

Small Accounts Only

2

7

Medium Accounts Only

1

3

Large Accounts Only

2

7

Small and Medium Accounts

3

10

Medium and Large Accounts

3

10

29

100

Total
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TABLE 10
Provider Distribution Among the Customer Sample:
A Comparison of the Current and Past Studies
Current Study
Provider

2

Network Magazine
Survey2

Frequency

Percent

Percent

Percent

AT&T

59

20

27.8

14.8

BellSouth

23

7.8

7.4

5.1

Earthlink

36

12.2

--

4.3

MCI

13

4.4

5.6

8.2

Qwest

13

4.4

8.8

5.8

SBC

56

19

7.9

9.5

Sprint

13

4.4

7.4

6.7

Time Warner

22

7.5

--

4.8

Verizon

56

19

15.3

8.8

XO Communications

4

1.4

4.6

--

Other

--

--

15.2

32

295

100

100

100

Total
1

America’s Network
Survey1

America's Network (2002), "Enterprise Customer User Survey," in America's Network, Vol. 106 (8).
Greenfield, David (2003), "Strategies and Issues: The Best Just Get Better," in Network Magazine, Vol. 18 (9).
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TABLE 11
Characteristics of the Customer Sample (Main Study):
Respondent Title
Category

Frequency

Percent

IT Manager/Specialist1

90

32

Manager (Non-IT)

55

20

Director/VP

42

15

Owner/CXO

25

9

Business Analyst/Consultant

14

5

Other

51

18

277

100

Total
1

Includes IT analysts, administrative managers, network managers, project
managers and engineers.
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TABLE 12
Characteristics of the Customer Sample (Main Study):
Key Informant Tenure in their Firm
Category

Frequency

Percent

Less than 1 year

26

8.8

1-3 years

75

34.4

4-6 years

68

23.1

7-9 years

40

13.6

10 or more years

85

28.9

Total

294

100
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TABLE 13
Characteristics of the Customer Sample (Main Study):
Functional Classification
Category

Frequency

Percent

Manufacturer

70

23.8

Distributor

11

3.7

Wholesaler

6

2.0

Retailer

23

7.8

Service Provider

114

38.8

Other

70

23.8

295

100

Total

155

TABLE 14
Characteristics of the Customer Sample (Main Study):
Industry Classification
Category

Frequency

Percent

Consumer Goods

22

7.5

Manufacturing

20

6.8

Healthcare

24

8.2

Hi-Tech

48

16.3

Education

25

8.5

Services

54

18.4

Other

101

34.4

294

100

Total

156

TABLE 15
Characteristics of the Customer Sample (Main Study):
Number of Employees
Category

Frequency

Percent

Less than 250

77

27

250-4,999

111

38.9

5,000 or more

97

34

285

100

Total

157

TABLE 16
Characteristics of the Customer Sample (Main Study):
Annual Sales (Millions of Dollars)
Category

Frequency

Percent

Less than $25 million

86

35.4

$25-$749.9 million

85

35

$750 million or more

72

29.6

243

100

Total

158

TABLE 17
Characteristics of the Customer Sample (Main Study):
Account Size1
Category

Frequency

Percent

Smallest customer

82

27.8

Typical customer

141

47.8

Largest customer

72

24.4

295

100

Total
1

Respondents were asked to classify their firms’ relative size (as it pertains
to their account with the focal provider) based on monthly expenditures.
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TABLE 18
Characteristics of the Customer Sample (Main Study):
Association between Account Size, Number of Employees and Firm Sales1
Account Size

Number of Employees

Annual Sales (Millions of Dollars)

Less than 250 250-4,999 5,000 or more Less than $25M $25M-749.9M $750M or more
Smallest customers

66.32

21.3

12.5

72.0

18.7

9.3

Typical customers

18.2

51.8

29.9

23.9

45.3

30.8

Largest customers

2.8

32.4

64.8

13.0

33.3

53.7

1

The chi-square test of association suggests that a significant nonmonotonic relationship exists between account size and number of
employees (p<.01) and account size and annual sales (p<.01).
2
To be interpreted as the percent of (self classified) “small customers” who report employing less than 250 workers.
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TABLE 19
Main Study Measurement Item Properties: Provider-Side Constructs
Correlation with…
Mean

Standard
Deviation

Scale
Reliability

Global
Measure of
Construct

Market Performance
Measure

Product Interaction Management: Measure

5.80

.90

.702

.514***

.506***

We have a formal process in place to measure our
customers’ current and potential needs for new
products/services.

5.71

1.27

.738***

.234

We routinely ask our customers to provide us with feedback
regarding the performance of our products/services.

5.92

1.06

.528***

.294

We monitor our customers’ product/service usage levels to
identify changes in their needs for our products/services.

6.00

.93

.629***

.530***

Product Interaction Management: Adjust

5.95

1.04

.683***

.538***

We take deliberate steps to ensure that our products/services
satisfactorily address customers’ needs over time.

6.07

1.00

.696***

.473***

We take deliberate steps to ensure that targeted customers
continuously derive the value they want from our
products/services.

5.83

1.14

.794***

.568***

Product Interaction Management: Coordinate

5.66

1.45

.602***

.402**

We offer our customers a centralized interface (e.g. online
account tool) to manage the different products/services they
purchase from us.

5.64

1.59

.645***

.260

We provide our customers with integrated account information.

5.57

1.50

.719***

.478**

Construct/Item1

.939

.859

1

All items were measured using 7-point Likert-type scales.
***p<.01 **p<.05 *p<.10
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TABLE 19 (Continued)
Main Study Measurement Item Properties: Provider-Side Constructs
Correlation with…
Mean

Standard
Deviation

Scale
Reliability

Global
Measure of
Construct

Market Performance
Measure

Service Interaction Management: Measure

5.57

1.21

.816

.235

.461**

We have a formal process in place to document customeremployee interactions.

5.62

1.55

.552***

.343*

We have a formal process in place to track recurring
issues/problems being reported by customers.

5.72

1.33

.620***

.447**

We have a formal process in place to identify individual
customers that are experiencing recurring problems with our
firm.

5.38

1.37

.475***

.401**

Service Interaction Management: Adjust

5.38

1.27

.679***

.409**

Our service and support strategy differs for
customers/prospects with different needs.

5.61

1.32

.611***

.287

We adjust our service and support strategy towards individual
customers as their needs change.

5.04

1.48

.572***

.400**

.699***

.464**

Construct/Item

.746

Service Interaction Management: Coordinate

5.52

1.21

We take deliberate steps to ensure that different employees
servicing the same customer account have access to the latest
account information.

5.71

1.41

.531***

.245

We take deliberate steps to ensure that different employees
servicing the same customer account are able to coordinate
their efforts.

5.18

1.34

.801***

.544***

We take deliberate steps to ensure that multiple employees can
effectively service individual customer accounts.

5.68

1.34

.732***

.453**

.863

***p<.01 **p<.05 *p<.10
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TABLE 19 (Continued)
Main Study Measurement Item Properties: Provider-Side Constructs
Correlation with…
Mean

Standard
Deviation

Scale
Reliability

Global
Measure of
Construct

Market Performance
Measure

Planned Interaction Management: Measure

5.04

1.39

.815

.459**

.594***

We have a system in place to document customers’
communication preferences.

5.39

1.85

.648***

.647***

We routinely record customers’ responses to our planned
communication efforts.

4.65

1.75

.736***

.627***

We keep track of the number/types of planned communication
efforts that our firm directs towards individual
customers/prospects.

5.04

1.64

.477**

.221

Planned Interaction Management: Adjust

5.58

1.21

.779***

.455**

We take deliberate steps to ensure that our planned
communication materials are relevant to the individual
customers being targeted.

5.46

1.20

.617***

.356*

We take deliberate steps to ensure that our planned
communication efforts are respectful of our customers’
communication preferences
(e.g. frequency, timing, and contact medium).

5.61

1.71

.781***

.348*

We take deliberate steps to ensure that our planned
communication materials provide valuable information to the
individual customers being targeted.

5.68

1.22

.688***

.519***

Construct/Item

.838

***p<.01 **p<.05 *p<.10
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TABLE 19 (Continued)
Main Study Measurement Item Properties: Provider-Side Constructs
Correlation with…
Mean

Standard
Deviation

Scale
Reliability

Global
Measure of
Construct

Market Performance
Measure

Planned Interaction Management: Coordinate

5.27

1.14

.852

.495***

.417**

We have a formal process in place to ensure customer contact
personnel (e.g. sales and service reps) are aware of planned
communication initiatives being undertaken in the firm.

4.85

1.43

.662***

.475*

We have a formal process in place to ensure customer contact
personnel (e.g. sales and service reps) have the information
they need to respond to customers’ questions stemming from
our planned communication efforts.

5.26

1.38

.653***

.253

We have a formal process in place to coordinate our firm’s
planned communication efforts.

5.56

1.05

.479***

.331*

Assimilation of CRM Technology: Marketing Tools2

5.90

1.10

.235

.078

Market segmentation.

5.88

1.14

.254

-.049

Marketing campaign management/execution.

5.92

1.26

.390**

.181

Assimilation of CRM Technology: Sales Tools

5.97

.77

.679***

.557***

Sales opportunity management.

6.04

.980

.632***

.528***

Sales team management.

6.19

.786

.677***

.289

Sales performance analysis.

6.04

1.22

.348*

.423**

Sales activity planning.

5.63

1.15

.731***

.400**

Construct/Item

.812

.720

2

Respondents were asked to indicate the extent to which CRM tools were actively utilized within their firms to execute the listed tasks or
processes (1=not utilized at all and 7=extensively utilized).
***p<.01 **p<.05 *p<.10
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TABLE 19 (Continued)
Main Study Measurement Item Properties: Provider-Side Constructs
Correlation with…
Mean

Standard
Deviation

Scale
Reliability

Global
Measure of
Construct

Market Performance
Measure

Assimilation of CRM Technology: Service Tools

5.56

1.08

.807

.525***

.322*

Service/support case management.

5.59

1.10

.455**

.230

Customer case assignment.

5.64

1.14

.494**

.376*

Construct/Item

***p<.01 **p<.05 *p<.10
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TABLE 20
Fit of Measurement Models for Customer-Side Constructs
Unconstrained

Constrained

χ2 Difference Test
Preferred
χ2(d.f.)
Model

χ2(d.f.)

CFI

SRMR

χ2(d.f.)

Message Quality Variables

743.30 (312)***

.99

.041

1004.6 (315)

261.30 (3)

Unconstrained

Relationship Attitudes and
Perceptions Variables

316.37(84)***

.98

.042

394(90)

77.63(6)

Unconstrained

9.11(14)

1.00

.011

69.18(20)

60.07(6)

Unconstrained

Measurement Model

Outcome and Moderator Variables

Notes: Unconstrained= measurement model in which inter-construct correlations are specified as free and allowed to be less than 1.
Constrained= measurement model in which inter-construct correlations are set to 1. d.f.= degrees of freedom for chi-square statistic. CFI=
comparative fit index. SRMR= standardized root mean square residual. χ2 difference test= χ2 constrained model - χ2 unconstrained model. All χ2
difference tests are significant (p<.01) and thus support the contention of discriminant validity between the constructs.
*** p<.01.
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TABLE 21
Properties of Main Study Customer-Side Constructs
Construct

Mean

S.D.

AVE

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

1. Product Appropriateness

5.08

1.19

0.70

0.88

0.53

0.38

0.44

0.49

0.39

0.45

0.38

0.38

0.39

0.39

0.43

0.50

0.38

0.27

0.29

0.10

2. Product Relevancy

5.01

1.12

0.76

0.73

0.90

0.36

0.35

0.41

0.38

0.43

0.44

0.38

0.40

0.38

0.43

0.40

0.36

0.29

0.17

0.11

3. Product Consistency

5.27

1.17

0.80

0.62

0.60

0.92

0.31

0.35

0.30

0.36

0.26

0.28

0.38

0.27

0.28

0.41

0.37

0.20

0.15

0.10

4. Service Appropriateness

4.88

1.32

0.77

0.66

0.59

0.56

0.91

0.75

0.66

0.53

0.45

0.41

0.41

0.52

0.53

0.58

0.39

0.30

0.22

0.06

5. Service Relevancy

4.89

1.30

0.80

0.70

0.64

0.60

0.86

0.92

0.75

0.58

0.48

0.43

0.45

0.55

0.59

0.64

0.45

0.35

0.28

0.05

6. Service Consistency

4.72

1.43

0.86

0.63

0.61

0.55

0.81

0.87

0.95

0.54

0.48

0.43

0.42

0.57

0.59

0.61

0.40

0.32

0.24

0.05

7. Planned Appropriateness

5.09

1.11

0.74

0.67

0.66

0.60

0.73

0.76

0.73

0.89

0.64

0.55

0.47

0.51

0.54

0.57

0.43

0.32

0.28

0.09

8. Planned Relevancy

4.70

1.15

0.73

0.61

0.66

0.51

0.67

0.69

0.69

0.80

0.89

0.61

0.40

0.54

0.57

0.53

0.33

0.27

0.21

0.04

9. Planned Consistency

4.99

1.06

0.72

0.62

0.61

0.53

0.64

0.66

0.66

0.74

0.78

0.88

0.4

0.44

0.46

0.47

0.30

0.25

0.21

0.05

10. CPRV

5.11

1.10

0.69

0.62

0.64

0.62

0.64

0.67

0.65

0.68

0.63

0.65

0.92

0.46

0.49

0.65

0.63

0.46

0.30

0.15

11. Relationship Investment

4.56

1.32

0.78

0.62

0.62

0.52

0.72

0.74

0.75

0.71

0.73

0.66

0.68

0.94

0.87

0.76

0.49

0.44

0.29

0.09

12. Market Orientation

4.50

1.25

0.76

0.65

0.65

0.53

0.73

0.77

0.76

0.74

0.76

0.68

0.70

0.93

0.93

0.80

0.51

0.41

0.31

0.08

13. Relationship Quality

4.93

1.27

0.89

0.71

0.63

0.64

0.76

0.80

0.78

0.75

0.73

0.68

0.81

0.87

0.89

0.94

0.69

0.52

0.35

0.12

14. Relationship Length

5.01

1.35

0.81

0.61

0.60

0.61

0.63

0.67

0.63

0.65

0.57

0.55

0.80

0.70

0.71

0.83

0.90

0.51

0.30

0.16

15. Relationship Depth

4.86

1.37

0.85

0.52

0.54

0.44

0.55

0.59

0.57

0.56

0.52

0.50

0.68

0.66

0.64

0.72

0.71

0.92

0.32

0.15

16. Relationship Breadth

5.20

1.16

0.72

0.54

0.41

0.39

0.47

0.53

0.49

0.53

0.46

0.45

0.54

0.54

0.56

0.59

0.54

0.57

0.84

0.10

17. Relationship Proneness

5.09

1.11

0.77

0.32

0.33

0.31

0.25

0.23

0.21

0.29

0.20

0.22

0.39

0.30

0.28

0.34

0.40

0.38

0.31

0.88

Notes: All correlations are significant (p<.01). S.D.=standard deviation. AVE=average variance extracted. Entries below the diagonal of the correlation matrix are construct correlations.
Entries above the diagonal of the correlation matrix represent shared variance between the constructs. Composite reliabilities are shown in bold on the correlation matrix diagonal.
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TABLE 22
Main Study Measurement Item Properties: Customer-Side Constructs
Construct/Item1

Loading2

t-value

SMC3

Product Messages: Appropriateness4
This service provider makes it convenient for us to place product/service orders (e.g.
request that a new service be installed or that changes be made to an existing service).
This service provider completes product/service orders when promised.
This service provider makes it easy for us to monitor the status of our product/service
orders.
Product Messages: Relevancy
The products/services this service provider offers address our firm's changing needs and
preferences.
This service provider develops new products/services that help our firm keep up with
changing industry conditions.
The products/services this service provider offers our firm evolve as available
technologies change.
Product Messages: Consistency
The products/services our firm purchases from this service provider perform reliably, time
after time.
The products/services our firm purchases from this service provider consistently exhibit
the same level of quality.
The products/services our firm purchases from this service provider perform as expected,
time after time.

.92

15.77

.85

.85

--

.73

.85

17.91

.72

.82

16.95

.67

.85

13.69

.72

.81

--

.66

.90

18.46

.81

.90

18.27

.80

.75

13.04

.56

.89

--

.80

.87

21.08

.75

.91

23.14

.84

1
4

All items were measured using 7-point Likert-type scales. 2 Standardized loadings, significant at p<.01. 3 Squared multiple correlation.
Loadings, t-values and SMCs for the nine message quality sub-dimensions are based on the test of the second order measurement model.
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TABLE 22 (Continued)
Main Study Measurement Item Properties: Customer-Side Constructs
Construct/Item1

Loading2

t-value

SMC3

Service Messages: Appropriateness4

.94

18.46

.88

This service provider's employees make sure we can reach them whenever necessary.

.92

--

.84

This service provider's employees are willing to call on our firm as needed.

.79

18.5

.62

This service provider's employees are available to us whenever we need them.

.92

26.58

.85

Service Messages: Relevancy

1.00

20.84

1.00

This service provider's employees are able to productively address our
concerns/problems as they arise.

.92

--

.85

This service provider's employees are empowered to resolve our problems.

.88

24.96

.78

This service provider's employees are interested in helping our firm achieve its objectives.

.87

23.61

.75

Service Messages: Consistency

.93

19.11

.86

This service provider's employees are able to build upon previous interactions.

.94

--

.89

This service provider's employees are able to “pick-up” where previous interactions “leftoff.”

.95

34.23

.90

This service provider's employees have a good understanding of our firm's interaction
history with them.

.89

27.47

.80

1
4

All items were measured using 7-point Likert-type scales. 2 Standardized loadings, significant at p<.01. 3 Squared multiple correlation.
Loadings, t-values and SMCs for the nine message quality sub-dimensions are based on the test of the second order measurement model.
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TABLE 22 (Continued)
Main Study Measurement Item Properties: Customer-Side Constructs
Construct/Item1

Loading2

t-value

SMC3

Planned Messages: Appropriateness4
This service provider respects our communication preferences.
This service provider knows what communication channels are most effective when trying
to convey information to us.
This service provider knows how to adequately time its planned communication efforts.

.96
.83

16.44
--

.92
.69

.85

17.92

.72

.89

19.41

.80

.95

17.33

.91

.87

--

.76

.85

19.30

.72

.84

19.07

.71

.90

16.55

.81

.89

--

.79

.91

22.56

.83

.74

15.55

.54

Planned Messages: Relevancy
The information this service provider conveys to us through its planned communication
materials is relevant to our firm.
This service provider sends us planned communication materials that are designed with
our firm's changing needs in mind.
This service provider utilizes its planned communication materials to keep us informed
about changes (e.g. in the environment, in the industry or within their firm) that are likely
to affect our firm.
Planned Messages: Consistency
The information this service provider conveys to us through its different planned
communication materials is consistent with each other.
The different planned communication efforts this service provider undertakes are well
integrated with each other.
This provider's planned communication efforts have a consistent "look and feel" to them.
1
4

All items were measured using 7-point Likert-type scales. 2 Standardized loadings, significant at p<.01. 3 Squared multiple correlation.
Loadings, t-values and SMCs for the nine message quality sub-dimensions are based on the test of the second order measurement model.
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TABLE 22 (Continued)
Main Study Measurement Item Properties: Customer-Side Constructs
Construct/Item1

Loading2

t-value

SMC3

Considering what other telecom service providers offer and charge for their
products/services, this provider's products/services are fairly priced.

.77

--

.60

Given our firm's needs and preferences, we are able to derive the benefits we are
looking for from our relationship with this service provider.

.88

17.47

.78

This service provider fulfills our company's needs.

.89

17.60

.79

Maintaining an ongoing relationship with this service provider is beneficial to our firm.

.77

14.59

.59

Given our firm's needs and preferences, we pay a fair price for the products/services we
purchase from this service provider.

.83

16.05

.68

This service provider understands our firm's changing needs.

.86

--

.74

This service provider is more customer-focused than its competitors.

.83

19.49

.68

This provider believes the customer's interest should come first.

.92

24.05

.85

This service provider believes that its business exists primarily to serve customers.

.88

22.17

.78

Customer Perceived Relationship Value

Provider Market Orientation

1

All items were measured using 7-point Likert-type scales. 2 Standardized loadings, significant at p<.01. 3 Squared multiple correlation.
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TABLE 22 (Continued)
Main Study Measurement Item Properties: Customer-Side Constructs
Construct/Item1

Loading2

t-value

SMC3

This service provider has made various efforts to enhance its relationship with our firm.

.82

--

.68

This provider really cares about keeping our firm as its customer.

.88

19.89

.77

All things considered, this service provider has put a lot of effort into its relationship with
our firm.

.91

21.16

.83

This service provider routinely takes steps to ensure that our firm remains its customer.

.92

21.68

.86

Trust scale (9 items).

.98

--

.96

Satisfaction scale (3 items).

.90

33.35

.82

Our firm is likely to continue to purchase its telecom services from this service provider.

.93

--

.86

Our firm plans to maintain its relationship with this service provider for years to come.

.87

20.07

.76

Provider Relationship Investment

Relationship Quality4

Relationship Length

1
4

All items were measured using 7-point Likert-type scales. 2 Standardized loadings, significant at p<.01. 3 Squared multiple correlation.
The trust and satisfaction indicators are composite measures based on nine and three item scales, respectively. For further details on these
two indicators, refer to Chapter 3 (section 3.338) and the survey instrument in Appendix A.
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TABLE 22 (Continued)
Main Study Measurement Item Properties: Customer-Side Constructs
Construct/Item1

Loading2

t-value

SMC3

If our firm's needs were to increase as it relates to the products/services we currently
purchase from this provider, we would be willing to upgrade our current contract with this
service provider.

.97

--

.95

If our firm's needs were to increase as it relates to the products/services we currently
purchase from this provider, we would be willing to increase our usage levels of the
products/services we purchase from this service provider.

.87

22.70

.76

If this provider introduced telecom products/services that are new to the market and
potentially beneficial to our firm, we would be willing to explore the possibility of
purchasing the new products/services from this provider.

.87

--

.75

If this provider introduced telecom products/services that are new to the market and
potentially beneficial to our firm, we would be willing to purchase the new
products/services from this provider as part of an integrated product/service package.

.83

13.57

.69

In general, our company likes to consistently utilize the same providers.

.84

--

.71

Our firm tends to repeatedly engage in business with the same service providers.

.92

10.57

.85

Relationship Depth

Relationship Breadth

Customer Relationship Proneness

1

All items were measured using 7-point Likert-type scales. 2 Standardized loadings, significant at p<.01. 3 Squared multiple correlation.
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TABLE 23
Intraclass Correlations between the Message Quality Variables
Grouping Variable
Construct Dimension

Provider1

Customer Experience
Group2

Product Messages: Appropriate

.029

.087

Product Messages: Relevant

.038

.126

Product Messages: Consistent

.045

.067

Service Messages: Appropriate

.000

.048

Service Messages: Relevant

.010

.064

Service Messages: Consistent

.018

.052

Planned Messages: Appropriate

.000

.032

Planned Messages: Relevant

.012

.057

Planned Messages: Consistent

.000

.076

1
2

Average correlation between variables measured on respondents who share a common provider.
Average correlation between variables measured on respondents who belong to the same
customer experience group (i.e. share a common provider and are similar in terms of account size).
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TABLE 24
Fit Assessment of the Multi-Level Message Quality Measurement Model
χ2(d.f.)

CFI

Within-Level
SRMR

Between-Level
SRMR

Null Model

106.98(69)***

.98

.046

.198

Independence Model

97.85(60)***

.98

.048

.194

Two-Level, Three Between
Factors Model

85.22(56)***

.99

.029

.130

Two-Level, One Between
Factor Model

86.45(59)**

.99

.022

.053

Model

Notes: d.f.= degrees of freedom for chi-square statistic. CFI= comparative fit index. SRMR= standardized
root mean square residual.
*** p<.01. **p<.05
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TABLE 25
Structural Parameter Estimates of the Between-Level Model1
Standardized
Parameter2

t-value

-.497**

-2.08

Small AccountsÆ Product Message Appropriateness

.297

1.021

Large AccountsÆ Product Message Appropriateness

.404

0.139

Small AccountsÆ Product Message Relevancy

.093

0.365

Large AccountsÆ Product Message Relevancy

.397

1.559

Small AccountsÆ Product Message Consistency

.022

0.064

Large AccountsÆ Product Message Consistency

.213

0.628

Small AccountsÆ Service Message Appropriateness

.291

0.655

Large AccountsÆ Service Message Appropriateness

.942**

2.124

Small AccountsÆ Service Message Relevancy

.327

1.001

Large AccountsÆ Service Message Relevancy

.775**

2.371

Small AccountsÆ Service Message Consistency

.076

0.200

Large AccountsÆ Service Message Consistency

.772**

2.040

Small AccountsÆ Planned Message Appropriateness

.370

1.155

Large AccountsÆ Planned Message Appropriateness

.772**

2.408

Small AccountsÆ Planned Message Relevancy

.395

1.065

Large AccountsÆ Planned Message Relevancy

.614*

1.656

Small AccountsÆ Planned Message Consistency

.499*

1.729

Large AccountsÆ Planned Message Consistency

.758***

2.625

Structural Relationship
Main Effect
CRM OrientationÆ Overall Message Quality
Covariates (Dummy Variables)

1

Fit statistics: χ2=117.66(67 d.f.), CFI=.98, within-level SRMR=.019, between-level SRMR=.085.
Standardized using the variances of the between-level variables.
***p<.01. **p<.05. *p<.10.

2
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TABLE 26
Moderated Regression Analysis: Assessing the Role of CRM Technology
Model

Predictor Variables in the
Model1

Standardized
Parameter2

t-value

Between-Level
SRMR3

Variance
Explained

1

CRM Orientation

-.497**

-2.08

.085

24.7%

2

CRM Orientation

-.369*

-1.66

.083

37.8%

Provider Assimilation of CRM
Technology

-.422*

-1.86

CRM Orientation

-1.17

-0.334

.091

37.7%

Provider Assimilation of CRM
Technology

-1.19

-0.364

CRM Orientation x Provider
Assimilation of CRM Technology

1.22

0.233

3

1

Dependent variable= overall message quality. 2 Standardized using the variances of the between-level
variables. 3 Standardized root mean square residual estimate specific to the between-level of the model.
***p<.01. **p<.05. *p<.10.

177

TABLE 27
Association between CRM Orientation and
Overall Message Quality According to Account Size

1

Dependent Variable
According to Account Size1

Bootstrapped
Regression
Coefficient

t-value

Spearman
Rank
Correlation2,3

All Accounts

-.081

-0.287

-.250

Small accounts

-.474

-1.008

-.536

Medium accounts

-.467**

-1.973

-.433

Large accounts

.517**

2.239

.583*

Predictor variable= CRM orientation. 2 Rank correlation between CRM orientation and the listed
dependent variable. 3 Exact test statistic utilized to test significance of the association.
***p<.01. **p<.05. *p<.10.
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TABLE 28
Association between CRM Orientation and
Product Message Quality According to Account Size
Bootstrapped
Regression
Coefficient

t-value

Spearman
Rank
Correlation2,3

-All accounts

-.433

-1.487

-.567

-Small accounts

-.603*

-1.846

-.571

-.664***

-2.683

-.633*

.239

0.808

.343

-All accounts

-.353

-1.192

-.444

-Small accounts

-.575

-1.637

-.564

-.691***

-3.092

-.672*

.311

0.969

.300

-.453

-1.218

-.410

-Small accounts

-.721**

-2.220

-.643

-Medium accounts

-.516*

-1.945

-.502

-Large accounts

.675***

3.100

.667*

-All accounts

-.419*

-1.732

-.517

-Small accounts

-.338

-0.880

-.321

-Medium accounts

-.550

-1.543

-.550

-Large accounts

-.215

-0.664

-.283

Dependent Variable
According to Account Size1
Product Message Quality

-Medium accounts
-Large accounts
Product Message Appropriateness

-Medium accounts
-Large accounts
Product Message Relevancy
-All accounts

Product Message Consistency

1

Predictor variable= CRM orientation. 2 Rank correlation between CRM orientation and the listed
dependent variable. 3 Exact test statistic utilized to test significance of the association.
***p<.01. **p<.05. *p<.10.

179

TABLE 29
Association between CRM Orientation and
Service Message Quality According to Account Size
Bootstrapped
Regression
Coefficient

t-value

Spearman
Rank
Correlation2,3

-All accounts

.035

0.035

-.100

-Small accounts

-.235

-0.553

-.286

-Medium accounts

-.272

-0.885

-.250

-Large accounts

.611**

2.312

.683**

-All accounts

.392

1.623

.483

-Small accounts

-.155

-0.360

-.179

-Medium accounts

-.045

-0.126

.000

.690***

3.017

.767**

-All accounts

-.173

-0.622

-.368

-Small accounts

-.374

-0.918

-.357

-.566**

-2.559

-.667*

.457*

1.852

.583*

-All accounts

0.112

0.337

.000

-Small accounts

-.508

-1.246

-.464

-Medium accounts

.090

.247

.017

-Large accounts

.547*

1.837

.467

Dependent Variable
According to Account Size1
Service Message Quality

Service Message Appropriateness

-Large accounts
Service Message Relevancy

-Medium accounts
-Large accounts
Service Message Consistency

1

Predictor variable= CRM orientation. 2 Rank correlation between CRM orientation and the listed
dependent variable. 3 Exact test statistic utilized to test significance of the association.
***p<.01. **p<.05. *p<.10.
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TABLE 30
Association between CRM Orientation and
Planned Message Quality According to Account Size
Bootstrapped
Regression
Coefficient

t-value

Spearman
Rank
Correlation2,3

-All accounts

-.057

-0.202

-.370

-Small accounts

-.301

-0.693

-.179

-Medium accounts

-.297

-0.975

-.283

-Large accounts

.621**

2.467

.583*

-All accounts

.066

0.249

-.111

-Small accounts

-.320

-0.810

-.321

-Medium accounts

-.195

-0.605

-.234

-Large accounts

.561*

1.783

.740**

-All accounts

.025

0.085

-.042

-Small accounts

-.176

-0.395

.000

-Medium accounts

-.092

-0.333

-.233

-Large accounts

.525**

1.976

.550

-All accounts

-.016

-0.059

-.167

-Small accounts

-.546

-1.220

-.321

-Medium accounts

-.510

-1.577

-.450

-Large accounts

.505

1.632

.600*

Dependent Variable
According to Account Size1
Planned Message Quality

Planned Message Appropriateness

Planned Message Relevancy

Planned Message Consistency

1

Predictor variable= CRM orientation. 2 Rank correlation between CRM orientation and the listed
dependent variable. 3 Exact test statistic utilized to test significance of the association.
**p<.05. *p<.10.

181

TABLE 31
Structural Parameter Estimates of the Customer-Level Model1
Standardized
Parameter

t-value

Product Message QualityÆ CPRV

.402**

2.349

Service Message QualityÆ CPRV

.287**

2.298

Planned Message QualityÆ CPRV

.235*

1.870

CPRVÆ Provider Relationship Investment

.776***

9.013

CPRVÆ Relationship Quality

.527***

11.438

Provider Relationship InvestmentÆ Relationship
Quality

.518***

7.935

Relationship QualityÆ Relationship Length

.914***

24.975

Relationship QualityÆ Relationship Depth

.731***

13.527

Relationship QualityÆ Relationship Breadth

.671***

7.169

Structural Relationship

1

Fit statistics: χ2=697.78 (287), CFI=.931, RMSEA=.071, SRMR=.060.
***p<.01. **p<.05. *p<.10.
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TABLE 32
Customer-Level Constructs: Variance Explained
Construct

R-Square

CPRV

.768

Provider Relationship Investment

.603

Relationship Quality

.970

Relationship Length

.836

Relationship Depth

.534

Relationship Breadth

.451
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TABLE 33
Test of Moderation: Customer Relationship Proneness
Association1 between Relationship Quality and…

Customer
Relationship
Proneness

Relationship Relationship Relationship
Length
Depth
Breadth
Low

.82***

.89***

.64***

Average

.72***

.38***

.25**

High

.83***

.64***

.52***

1

Standardized SEM parameter estimates.
***p<.01. **p<.05. *p<.10.
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TABLE 34
Assessment of Competing Customer-Level Models via Chi-Square Difference Tests
Test
Test 1

Test 2

Test 3

Test 4

χ2 (d.f.)

TRd (d.f.)

NFI

PNFI

Theoretical

697.78 (287)

105.90 (21)

.89

.79

Saturated

540.66 (266)

.91

.75

More constrained

809.23(288)

.87

.77

Theoretical

697.78 (287)

.89

.79

Theoretical

697.78 (287)

.89

.79

Less constrained

607.85(281)

.90

.78

Less constrained

607.85(281)

.90

.78

Saturated

540.66 (266)

.91

.75

Models Compared

151.63 (1)

63.26 (6)

43.99 (15)

Preferred Model
Saturated

Theoretical

Less constrained

Saturated

Notes: TRd= Satorra-Bentler scaled chi-square difference test. NFI= Normed fit index. PNFI= Parsimonious normed
fit index. All chi-square difference tests are significant. Preferred model selected based on the results of the chisquare difference test only (consideration of the NFI and PNFI suggests the opposite model is preferable in test 1, test
3 and test 4).
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TABLE 35
Summary of Hypothesis Tests
Hyp.

Relationship Tested

H1

Provider CRM OrientationÆ
Customer-Perceived Message Quality.

H2

Expected Relationship

Observed Relationship

Conclusion

Positive.

Negative, significant. While firms’ level of CRM orientation appears to be
inversely related to message quality (when a heterogeneous customer
base is simultaneously evaluated), the data suggests that the relationship
is not consistent across customer groups (firms’ level of CRM orientation is
positively related to message quality for large accounts and negatively
related to message quality for mid-sized accounts).

Reject and reevaluate H1.

Assimilation of CRM Technology as
moderator of the relationship posited
in H1.

Association between CRM orientation and
message quality increases (decreases) as
technology assimilation increases (decreases).

The construct is a predictor of message quality (inverse relationship) but
not a moderator of the CRM orientation-message quality relationship.

Reject H2.

H3

Customer-Perceived Message
QualityÆ Customer-Perceived
Relationship Value.

Positive.

Positive, significant.

Accept H3.

H4

Customer Perceived Relationship
ValueÆ Relationship Quality.

Positive.

Positive, significant.

Accept H4.

H5

Customer Perceived Relationship
ValueÆ Customers’ Perception of
Provider Market Orientation.

Positive.

H6

Customers’ Perception of Provider
Market OrientationÆ Relationship
Quality.

Positive.

The relationships posited in H5 and H6 were not tested due to lack of
discriminant validity between the focal construct (i.e. Customers’
Perception of Provider Market Orientation) and two other latent variables in
the model.

Not enough
information to
accept or
reject the
hypothesis.

H7

Customer Perceived Relationship
ValueÆ Customers’ Perception of
Provider Relationship Investment.

Positive.

Positive, significant.

Accept H7.

H8

Customers’ Perception of Provider
Relationship InvestmentÆ
Relationship Quality.

Positive.

Positive, significant.

Accept H8.

H9

Relationship QualityÆ Relationship
Length, Depth and Breadth.

Positive.

Positive, significant.

Accept H9.

H10

Customer Relationship Proneness as
moderator of the relationship posited
in H9.

Association between relationship quality and
relationship length, depth and breadth increases
(decreases) as customer relationship proneness
increases (decreases).

Customer relationship proneness is a significant moderator of the
relationship tested in H9. However, the nature of the moderation effect is
not entirely as expected—customers low on relationship proneness who
consider their relationship to be of high quality exhibit relatively higher
levels of continuance intentions (i.e. relationship length, depth and breadth)
than those customers who report being more relationship prone.

Accept and
re-evaluate
H10.
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FIGURE 1
The Customer Relationship Management Processa

a

Source: Zablah, Bellenger and Johnston (2004b).
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FIGURE 2
An Interactive Marketing Communications Modela

a

Source: Duncan (2002).
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FIGURE 3
A Communication Model of Customer-Provider Interactions
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FIGURE 4
A Communication-Based Model of Customer Relationship Management Success
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FIGURE 5
CRM Orientation: A Third-Order Formative Measurement Model
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FIGURE 6
Provider Assimilation of CRM Technology:
A Second-Order Formative Measurement Model
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FIGURE 7
Customer Interaction Quality Perceptions: A Second Order Factor Model
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FIGURE 8
Assessing the Fit of Multi-Level Measurement Models
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FIGURE 9
Fit Assessment of the Multi-Level Message Quality Measurement Model
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FIGURE 10
Two Level, One Between Factor Measurement Model

Notes: All loadings unstandardized and significant (p<.01). Fit indexes: χ2=86.45(59 d.f.), CFI=.99, within-level
SRMR=.022, between-level SRMR=.053. The constructs (e.g. b_PRC) above the row of measurement items represent the
variable intercepts which are random and vary across groups. * Fixed. ** Fixed to the square root of the average cluster
size in order to transform between level variables to their proper scale.
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FIGURE 11
Two Level Structural Model1

1

Fit statistics: χ2=117.66(67 d.f.), CFI=.98, within-level SRMR=.019, between-level SRMR=.085.
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FIGURE 12
The Impact of CRM Orientation on Overall Message Quality:
Differing Effects across Customer Groups
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FIGURE 13
The Impact of CRM Orientation on Product Message Quality:
Differing Effects across Customer Groups
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FIGURE 14
The Impact of CRM Orientation on Service Message Quality:
Differing Effects across Customer Groups
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FIGURE 15
The Impact of CRM Orientation on Planned Message Quality:
Differing Effects across Customer Groups
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FIGURE 16
Customer Relationship Proneness as Moderator of the
Association between Relationship Quality and Relationship Length
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FIGURE 17
Customer Relationship Proneness as Moderator of the
Association between Relationship Quality and Relationship Depth
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FIGURE 18
Customer Relationship Proneness as Moderator of the
Association between Relationship Quality and Relationship Breadth
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FIGURE 19
Mediation Tests: An Alternative, More Constrained Model

Notes: Dashed line depicts theoretically-supported path that was set to zero in the more constrained model.

205

FIGURE 20
Mediation Tests: An Alternative, Less Constrained Model
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TABLE C1
Measurement Items Retained Based on Pre-Test Analyses1
Product Messages: Appropriate
1. This provider’s products/services can be conveniently
ordered/purchased.
2. This provider’s products/services are available for purchase when I need
them.
3. This provider’s products/services are delivered when I need them.
Product Messages: Relevant
1. This provider’s products/services are able to effectively address my
changing needs and preferences.
2. This provider’s products/services keep up with changing industry
conditions.
3. This provider’s products/services evolve as available technologies
change.
Product Messages: Consistent
1. This provider’s products/services perform consistently, time after time.
2. This provider’s products/services exhibit the same level of quality, time
after time.
3. This provider’s products/services perform reliably, time after time.
Service Messages: Appropriate
1. This service provider’s employees make sure I can reach them whenever
necessary.
2. This service provider’s employees are able to respond to my
inquiries/requests in a timely fashion.
Service Messages: Relevant
1. This service provider’s employees are able to address my
concerns/problems in a productive manner.
2. This service provider’s employees are empowered to resolve my
problems.
1

All items were measured using 7-point Likert-type scales.
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TABLE C1 (Continued)
Measurement Items Retained Based on Pre-Test Analyses
Service Messages: Consistent
1. Regardless of whom I interact with, this service provider’s employees are
able to “pick-up” where previous interactions “left-off.”
2. Regardless of whom I interact with, this service provider’s employees are
able to build upon previous interactions.
Planned Messages: Appropriate
1. This service provider respects my communication frequency preferences.
2. This service provider respects my communication channel preferences.
3. This service provider respects my communication timing preferences.
Planned Messages: Relevant
1. The information conveyed by this service provider through its
planned communication materials is accurate.
2. The information conveyed by this service provider through its planned
communication materials is relevant.
3. The information conveyed by this service provider through its planned
communication materials is complete.
Planned Messages: Consistent
1. This service provider’s different planned communication materials are
well integrated with each other.
2. This service provider’s different planned communication materials are
consistent with each other.
3. This service provider’s different planned communication materials have a
consistent “look and feel” to them.
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TABLE C2
Properties of Message Quality Constructs Based on Pre-Test Data
Construct Dimension

Mean

S.D.

AVE

1

2

3

4

5

6

7

8

9

1. Product Messages: Appropriate

5.64

1.39

76%

0.91

0.32

0.39

0.14

0.10

0.14

0.15

0.27

0.35

2. Product Messages: Relevant

5.29

1.31

80%

0.57

0.92

0.51

0.17

0.11

0.13

0.14

0.32

0.33

3. Product Messages: Consistent

4.81

1.54

87%

0.63

0.72

0.95

0.22

0.20

0.22

0.22

0.26

0.26

4. Service Messages: Appropriate

5.00

1.66

78%

0.37

0.41

0.47

0.88

0.39

0.37

0.12

0.09

0.12

5. Service Messages: Relevant

4.97

1.48

81%

0.31

0.33

0.45

0.62

0.89

0.31

0.27

0.13

0.09

6. Service Messages: Consistent

4.32

1.71

85%

0.38

0.37

0.47

0.61

0.55

0.92

0.29

0.12

0.08

7. Planned Messages: Appropriate

4.87

1.40

79%

0.38

0.37

0.47

0.35

0.52

0.54

0.92

0.32

0.26

8. Planned Messages: Relevant

4.80

1.47

71%

0.52

0.56

0.51

0.29

0.36

0.35

0.57

0.88

0.46

9. Planned Messages: Consistent

5.09

1.24

84%

0.59

0.57

0.51

0.35

0.30

0.28

0.51

0.67

0.94

Notes: All correlations are significant (p<.05). S.D.=standard deviation. AVE=average variance extracted. Entries below the
diagonal of the correlation matrix are construct correlations. Entries above the diagonal of the correlation matrix represent
shared variance between the constructs. Composite reliabilities are shown in bold on the correlation matrix diagonal.
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TABLE D1
Measurement Items Retained Based on Pre-Test Analyses1
Product Interaction Management: Measure
1. We have a formal process in place to measure our customers’
current and potential needs for new products/services.
2. We routinely ask our customers to provide us with feedback regarding
the performance of our products/services.
3. We monitor our customers’ product/service usage levels to identify
changes in their needs for our products/services.
Product Interaction Management: Adjust
1. We take deliberate steps to ensure that our products/services
satisfactorily address customers’ needs over time.
2. We take deliberate steps to ensure that targeted customers continuously
derive the value they want from our products/services.
Product Interaction Management: Coordinate
1. We offer our customers a centralized interface (e.g. online account tool)
to manage the different products/services they purchase from us.
2. We provide our customers with integrated account information.
Service Interaction Management: Measure
1. We have a formal process in place to document customer-employee
interactions.
2. We have a formal process in place to track recurring issues/problems
being reported by customers.
3. We have a formal process in place to identify individual customers that
are experiencing recurring problems with our firm.
Service Interaction Management: Adjust
1. Our service and support strategy differs for customers/prospects with
different needs.
2. We adjust our service and support strategy towards individual customers
as their needs change.
1

All items were measured using 7-point Likert-type scales.
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TABLE D1 (Continued)
Measurement Items Retained Based on Pre-Test Analyses
Service Interaction Management: Coordinate
1. We take deliberate steps to ensure that different employees servicing the
same customer account have access to the latest account information.
2. We take deliberate steps to ensure that different employees servicing the
same customer account are able to coordinate their efforts.
3. We take deliberate steps to ensure that multiple employees can
effectively service individual customer accounts.
Planned Interaction Management: Measure
1. We have a system in place to document customers’ communication
preferences.
2. We routinely record customers’ responses to our planned communication
efforts.
3. We keep track of the number/types of planned communication efforts that
our firm directs towards individual customers/prospects.
Planned Interaction Management: Adjust
1. We take deliberate steps to ensure that our planned communication
materials are relevant to the individual customers being targeted.
2. We take deliberate steps to ensure that our planned communication
efforts are respectful of our customers’ communication preferences
(e.g. frequency, timing, and contact medium).
3. We take deliberate steps to ensure that our planned communication
materials provide valuable information to the individual customers being
targeted.
Planned Interaction Management: Coordinate
1. We have a formal process in place to ensure customer contact personnel
(e.g. sales and service reps) are aware of planned communication
initiatives being undertaken in the firm.
2. We have a formal process in place to ensure customer contact personnel
(e.g. sales and service reps) have the information they need to respond
to customers’ questions stemming from our planned communication
efforts.
3. We have a formal process in place to coordinate our firm’s planned
communication efforts.
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TABLE D1 (Continued)
Measurement Items Retained Based on Pre-Test Analyses
Assimilation of CRM Technology: Marketing Tools2
1. Market segmentation.
2. Marketing campaign management/execution.
Assimilation of CRM Technology: Sales Tools
1. Sales opportunity management.
2. Sales team management.
3. Sales performance analysis.
4. Sales activity planning.
Assimilation of CRM Technology: Service Tools
1. Service/support case management.
2. Customer case assignment.
2

Respondents were asked to indicate the extent to which CRM tools were actively utilized within
their firms to execute the listed tasks or processes (1=not utilized at all and 7=extensively
utilized).
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TABLE D2
Properties of Provider-Side Constructs Based on Pre-Test Data
Construct Dimension

Mean

S.D.

AVE

1

2

3

4

5

6

7

8

9

10

11

12

1. Product Management: Measurement

4.37

1.31

57%

0.80

0.44

0.16

0.23

0.20

0.09

0.24

0.18

0.15

0.19

0.07

0.23

2. Product Management: Differentiation

4.55

1.38

72%

0.66

0.84

0.12

0.19

0.29

0.17

0.12

0.28

0.11

0.11

0.08

0.16

3. Product Management: Coordination

3.88

1.88

71%

0.40

0.35

0.83

0.11

0.10

0.08

0.20

0.04

0.10

0.08

0.06

0.09

4.Service Management: Measurement

4.03

1.45

61%

0.48

0.44

0.33

0.83

0.19

0.20

0.19

0.09

0.09

0.07

0.06

0.10

5. Service Management: Differentiation

4.30

1.41

78%

0.45

0.53

0.32

0.43

0.88

0.26

0.09

0.13

0.05

0.02

0.06

0.03

6. Service Management: Coordination

4.00

1.52

81%

0.30

0.41

0.28

0.45

0.51

0.93

0.13

0.18

0.17

0.06

0.06

0.06

7. Planned Management: Measurement

3.48

1.36

58%

0.49

0.34

0.45

0.43

0.31

0.36

0.80

0.28

0.17

0.29

0.15

0.27

8. Planned Management: Differentiation

4.21

1.43

72%

0.43

0.53

0.20

0.29

0.36

0.43

0.53

0.88

0.38

0.20

0.17

0.27

9. Planned Management: Coordination

3.96

1.40

81%

0.39

0.33

0.31

0.30

0.21

0.41

0.41

0.62

0.93

0.22

0.11

0.24

10. Assimilation of Marketing Tools

4.15

1.68

76%

0.43

0.33

0.28

0.27

0.12

0.24

0.54

0.45

0.47

0.86

0.35

0.55

11. Assimilation of Sales Tools

4.47

1.56

71%

0.26

0.29

0.24

0.24

0.24

0.24

0.39

0.42

0.33

0.60

0.91

0.47

12. Assimilation of Service Tools

4.11

1.51

76%

0.48

0.39

0.30

0.31

0.17

0.25

0.52

0.52

0.49

0.74

0.68

0.86

Notes: All correlations are significant (p<.05). S.D.=standard deviation. AVE=average variance extracted. Entries below the diagonal of the correlation
matrix are construct correlations. Entries above the diagonal of the correlation matrix represent shared variance between the constructs. Composite
reliabilities are shown in bold on the correlation matrix diagonal.
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Figure D1
MIMIC Model for CRM Orientation Construct

Notes: The reflective indicators (i.e. Y1-Y3) for the CRM
orientation construct were measured on a 7-point, Likert-type
scale (1=strongly disagree and 7=strongly agree). Y1= We
devote a significant amount of effort to managing customer
relationships. Y2= We engage in the proactive management
of customer relationships. Y3= Customer relationship
management is a strategic priority within our firm.
Fit assessment: χ2 6 d.f.=2.92 (p=.82), CFI=1.00, SRMR=.013.
CRM orientation R-squared=.45.
*p<.10.
**p<.05.
***P<.01.
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Figure D2
The CRM Orientation Construct within a Nomological Network

Notes: The reflective indicators (i.e. Y1-Y2) for the market performance construct were
measured on a 7-point, Likert-type scale (1=strongly disagree and 7=strongly agree).
Y1= Our firm is successful in attracting the business of targeted customers.Y2= Our firm is
successful in retaining the business of targeted customers.
Fit assessment: χ2 2 d.f.=3.01 (p=.22), CFI=.99, SRMR=.021.
Market performance R-squared=.43.
***P<.01.
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Figure D3
MIMIC Model for Provider Assimilation of
CRM Technology Construct

Notes: The reflective indicators (i.e. Y1-Y3) for the
technology assimilation construct were measured on a 7point, Likert-type scale (1=not utilized at all and 7=utilized
extensively). Y1=Extent to which CRM tools are used for
customer information sharing across functions. Y2= Extent to
which CRM tools are used to engender employee
coordination across organizational functions. Y3= Extent to
which CRM tools are used to centrally store customer
account/prospect information.
Fit assessment: χ2 6 d.f.=19.4 (p=.004), CFI=.95, SRMR=.049.
Technology assimilation R-squared=.72.
**p<.05.
***P<.01.
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Figure D4
The Provider Assimilation of CRM Technology Construct
within a Nomological Network

Notes: The reflective indicators (i.e. Y1-Y2) for the market performance construct were
measured on a 7-point, Likert-type scale (1=strongly disagree and 7=strongly agree).
Y1= Our firm is successful in attracting the business of targeted customers.Y2= Our firm
is successful in retaining the business of targeted customers.
Fit assessment: χ2 2 d.f.=3.43 (p=.18), CFI=.98, SRMR=.020.
Market performance R-squared=.53.
***P<.01.
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