In this paper it is explained how the techniques of fuzzy decision tables can used for business site selection. It is outlined how this technique fits in the spectrum of techniques which can be adopted for business site selection. Furthermore, it is described how decision tables can be modelled based on functional equivalence. The decision tables are modelled with a tool called Prologa. This tool supports the interactive construction, optimization and consultation of knowledge structuring formalisms such as decision tables, decision rules and decision trees.
Introduction
The problem of locational choice modelling is a well explored subject not only among geographers, planners and economists but it also recently gained the interest from fuzzy researchers. This has lead to the promising development that a number of standard quantitative and qualitative locational modelling techniques are being extended with notions from fuzzy set theory.
The principle idea is that when firms are evaluating potential location sites they use imprecise and vague notions when describing their locational decision-making process. Because fuzziness is abound in human choice making, applying fuzzy set theory allows one to deal with this vagueness in a more precise way. Crisp decision tables only appear to produce an accurate or non-fuzzy decision output because the imprecision inherent in decision-making is not noticed. Therefore, in this contribution, we advance the technique of fuzzy decision tables as an interesting extension to the qualitative research methods of crisp decision tables.
The paper is organized as follows. In section 2 the crisp decision table representation is briefly described. In section 3 different approaches to locational choice models are given. The next section concentrates on decision tables and functional classification. Section 5 of this paper defines the extension of the crisp decision table to include fuzziness. In section 6 it is demonstrated how decision tables can be used in locational choice. Next, some issues about the consultation of fuzzy decision tables are specified. Finally, our major findings are summarized, and some suggestions for future research paths are given.
Crisp decision tables
A decision table is a tabular representation used to describe and analyze procedural decision situations, where the state of a number of conditions determines the execution of a set of actions. Not just any representation, however, but one in which all distinct situations are shown as columns in a table, such that every possible case is included in one and only one column.
The tabular representation of the decision situation is characterized by the separation between conditions and actions, on one hand, and between subjects and conditional expressions (states), on the other. Every table column (decision column) indicates which actions should (or should not) be executed for a specific combination of condition states. In order to make a meaningful use of decision tables possible, the decision table has to be defined clearly and must meet the important requirements of consistency and completeness.
A decision AVanum such that each possible condition combination is mapped into one (completeness or exhaustivity) and only one (exclusivity) action configuration.
Notably, the elements of CD, involved in a condition state Sik determine a subset of CDi, such that the set of all these subsets constitutes a partition of CDi.
The use of decision tables has several advantages. Firstly, they can be easily verified and validated (V&V) [ 181. Subsequently, they provide a structuring formalism which can be used efficiently in the knowledge acquisition phase [16] . Finally, decision tables can be executed very efficiently [7] . A major problem of the use of decision tables, however, is the complexity of the manual building process. Therefore, PROLOGA (PROcedural LOGic Analyzer) has been developed. This is an interactive design tool for computer-supported construction and manipulation of decision tables [ 171. When building decision tables, the designer essentially provides the system with the following information: a list of conditions with their states, a list of actions and a list of rules. This will enable the system to construct the corresponding decision tables. During this process, a V&V check will take place [20] . After this process the decision tables can be consulted. This can be accomplished either visually or by transforming the decision tables to a format that can be executed in an expert system shell or program [ 161.
Business site location models
There are many different methods available to analyse the problem of business site selection. Often, in the literature on location modelling [15], [22] a distinction is made between quantitative approaches and qualitative techniques.
On the one hand, the quantitative location choice models, such as the spatial interaction models, revealed preference models, discrete choice models, and more recent, the so-called decompositional multiattribute preference and choice models (also known as conjoint analysis or stated choice models), all focus on trying to explain and predict a firm's choice in respect to different business location sites. The aggregate spatial interaction models (i.e., gravity models) were used to delimit a certain market area whereby it was assumed that two towns attract firms from an intermediate town in direct proportion to the populations of the two cities and in inverse proportion to the squares of the distances from these two town to the intermediate town. Because a number of problems are associated with these gravity models, the focus shifted from the delimitation of market areas to probabilities of interaction and disaggregate choice modelling. A new modelling technique came to the fore, known as revealed preference models and discrete choice models which originated from behavioural geography and psychology.
It is typical of this approach to make use of probabilistic choice models in an attempt to characterize different patterns of choice behaviour of firms. The location decision is usually modelled as a selection procedure in terms of a number of site alternatives that are defined by means of a number of attributes that mathematically combined result in a certain utility. The alternative with the highest utility is of course selected. The way in which the attributes are combined to form the overall utility of the alternative makes it possible to distinguish between fundamental measurement and conjoint measurement. In both cases a multinomial logit model could be used to estimate the site alternative's utilities.
On the other hand, qualitative models are typically concerned with trying to uncover which factors influence the decision-making process and with reconstructing the process of how a decision or choice option was finally made. Therefore, qualitative models such as decision plan nets, decision trees, and decision tables function more as decision support systems that will assist firms when they are making a business site selection. It is characteristic of qualitative models that they are less based on the use of statistical and mathematical procedures to arrive at a certain solution.
In recent years, however, it can be noted that fuzzy set theory is being introduced in both the quantitative and, to a some lesser extent, qualitative approaches to business site location modelling. Both approaches are making use of the fuzzy set extensions in order to deal with vagueness and imprecision that are abound in human decisionmaking. In quantitative methods such techniques are being suggested as fuzzy linear programming, fuzzy parametric analysis, and fuzzy simulation (e.g.
In the qualitative approach applications are to our knowledge rather limited [lo] , [13] . Therefore, in this contribution it is our aim to advance the qualitative technique of the decision table which incorporates elements of fuzzy set theory The result is a so-called fuzzy decision table (FDT).
In functional modelling, choice behaviour is viewed as being highly goal-oriented whereby these goals can be achieved through a variety of functional equivalent strategies. Spatial choice is not analyzed on the basis of an actor's preferences, but on the basis of the relationship between an object and its context. Such an 'end-means' relationship automatically implies goal-rationality. Or, to put it in other words: "What is important is not to find the object [i.e., the choice alternative] with the highest preference value, but the object or set of objects that can satisfy a pre-defined goal or objective" [ 121. An important factor in relational modelling is that a distinction is made between an object-type and an object on the basis of the intension and extension of concepts. The intension of a concept refers to a set of necessary and sufficient conditions that should be satisfied by an object in order that the object may be classified under the particular concept. Therefore, the intension of a concept refers to the object-type, as it sets the scene for evaluating whether an object is or is not to be considered to belong to the class covered by the concept. The extension of the concept points to a set of objects that comply with the object-type. A simple example may clarify this distinction somewhat further. Take, for instance, a concept like 'bachelor'. The intension of this concept is determined by three necessary conditions that put together are sufficient: 'male', 'adult', and 'not married'. Only those persons that comply with all three conditions, are considered as extensions of the concept 'bachelor'. Persons that do not match with all three conditions cannot accurately (and also literally) be classified as extensions of the concept 'bachelor'. For instance, a person that lacks the 'unmarried' condition might be termed a 'man', and if the 'married condition is present, a 'husband'. Clearly, the importance of a distinction between object-type and object has everything to do with a matching or classification problem, in the sense that constraints defined by the object-type need to be matched by a set of attributes defining an object in order that the object can be classified as an object-type.
In the literature [I41 several theories have been put forward that can be used to interpret and solve this matching or classification problem. In the classical theory, classification of objects as object-types is established on a simple crisp, 'yes' or 'no' (all or nothing) basis, in the sense that an object either complies or does not comply with the object-type. Characteristic for such a theory is the assumption that the set of necessary and sufficient conditions defining the object-type is totally univocal, which automatically implies a totally unambiguous matching. If this were true, matching or classification would be very straightforward. However, intuitively, it stands to reason that classification is far more complex than that the classical theory perceives it to be. As a consequence, a number of alternative theories have been developed that assumed that classification problems result from a sort of "fuzziness" in the delineation of the set of constraints that define an object-type. One of those theories is called the functional classification theory which aims at explicitly expressing the methodological viewpoint of relational realism.
The central notion of functional classification is that on a theoretical level an object-type cannot be univocally defined through a set of constraints due to some sort of fuzziness. It is assumed that fuzziness has a systematic character. Therefore, it cannot be avoided either by the elimination of random disturbances through some mathematical technique or by comparing the objects to a prototypical object-type. Thus, the problem of fuzziness should be solved in another way. The solution is found by consequent allowing for the systematic identification and reconstruction of several object-types instead of one single object-type. In this respect, matching or classification is based on the so-called functionality of the objects. This means that objects, although they have different sets of attributes, are assigned to distinct classes if they can fulfil specific functions associated with these classes. In the functional classification theory this characteristic is referred to as functional equivalence, or "the phenomenon that objects, possibly differing in many respects, are equivalent in achieving a nominally specified function in a certain context" [ 111.
Applied to the locational choice problem of businesses, the object refers to a 'production environment' and the object-type to a 'potential location site'. The production environment is any geographical unit, be it a region, city, district, enterprise zone, etc., that is eligible or suitable to serve as a potential location site for a particular company. The production environment is characterized by a variety of location factors (attraction and repulsion forces) that combined form a kind of "locational profile" (i.e., the supply-side). This profile needs to be matched with the specific locational requirements put forward by the individual firm (i.e., the demand-side) that should be present in order to achieve the goal of finding the most suitable location site.
It follows from the above that a production environment can only function as a potential location site for a firm, if the characteristics of the production environment relationally match with the characteristics of the production requirements put forward by the firm. Only when both properties match successfully, the production environment is able to fulfil the function of potential location site for the firm, and can be classified accordingly. In all likelihood, more than one production environment will be classified as suitable location site. Therefore, the result of the matching process is a set of functional equivalent production environments from which a selection can be made. Thus matching is defined as a two-way process based on functional equivalence, and a knowledge representation formalism, like decision tables, complies with that definition.
Fuzzy decision tables
It is evident that crisp decision tables produce crisp decision outputs. This property was deemed to be one of the major strengths of applying the crisp decision table formalism. However, it was also noted that the greatest weakness of crisp decision making is the fact that the crisp decision table is unable to take into account imprecisions and uncertainties that are abound in human decision making. In a way, the price to pay for the pursuit of accuracy is the lack of being able to allow for flexibility. In many problems crisp decision tables prove to be too stringent. Therefore, based on recent progress in crisp decision A crisp decision table may be extended to include fuzziness in the condition part andlor in the action part, which then gives rise to the notion of a fuzzy decision table. Fuzziness in the condition part can be expressed by fuzzy conditions (in form of simple predicates) such as "Distance is long" while fuzziness in the action part can be expressed by linguistic terms such as "Value of land is high". In a fuzzy decision table, these linguistic terms and fuzzy sets appear with condition states (Sik) and/or with action subjects (AS.). More formally, a fuzzy decision table is defined as fohows:
Let CSi be a condition subject with domain CDi (i = I , ..., cnum), CTi be a set of condition states Sik (k = 1, ..., ni , i = 1, ..., cnum) with Sik being a fuzzy logic expression, ASj be an action subject incorporated with linguistic terms and fuzzy sets, and AVj = {true (x), false (-), nil (.)} be an action value set (j = 1, ... , anum), then a fuzzy decision table is a function from Definition 2. CT1 x CT2 x ... x CTcnum to AV1 x AV2 x ... x AVanum such that each possible condition combination is mapped _ _ into one action configuration.
An example of a fuzzy decision table, in the field of location theory, is shown in Figure 1 . This fuzzy decision table was built with the decision table workbench Prologa.
Accessibility is bad

I
The construction of fuzzy decision tables can proceed mainly according to the steps of the crisp case, however, some extensions are needed (see also below). For example, extra steps are necessary to specify fuzzy sets involved in condition or actions, some provisions are needed to handle fuzzy decision rules, etc.
As far as the properties of decision tables (completeness, exclusivity, correctness) are concerned, it can be seen that definition 2 guarantees the completeness because any possible condition combination will lead to a decision in terms of action configurations.
The property of exclusivity, however, needs to be relaxed since it is no longer the case that there exists one and only one perfect match. In the fuzzy case the degree of matching between a column in a decision table and a given condition configuration is a value in [0,1]. This, however, should not be a problem since the nature of fuzziness allows for some overlap between states. This does not mean that the V & V process becomes obsolete in fuzzy systems [8], [9] .
The notion of correctness can be determined in a similar way to that of the crisp case. That is, it can be checked by the knowledge engineer whether the fuzzy decision table reflects the ideas of the expert. Note, however, that a decision cannot be taken by merely checking with each column of the table to match perfectly a given condition configuration. Instead, the degree of matching between the given condition combination and each column should be evaluated [4] . As a result, more than one action configuration may be chosen, each with a degree in [ Obviously, in a real business location problem other factors need to be evaluated as well such as transportation conditions, agglomeration economies, availability of public utilities, etc. For these locational factors, however, an identical matching process can be applied.
Fuzzy decision tables and locati
Fuzzy consultation
Two major categories for consulting fuzzy decison tables can be distinguished (1. calculating the degree of matching between a column in the decision table and a given condition combination; 2. transforming the columns in a decision table to IF-THEN rules which can then be consulted in an expert sytem shell). In [4] it was explained technically how these two methods can be applied to consult fuzzy decision tables. More concretely in the domain of location choice modelling the following remarks can be made.
When comparing the crisp and fuzzy decision output, it should be clear that the latter allows for a more subtle decision differentiation than the former. This is because crisp decision tables are unable to make comparisons between location sites that point to an identical crisp action state. The table evaluates all these locations as functionally equivalent, but makes no further distinction in terms of a degree of matching or ranking order. Recall that it was exactly this lack of flexibility typical of working with crisp decision tables that gave cause to the introduction of fuzziness in the decision making process.
In contrast to the crisp decision table output, the fuzzy decision table produces for each potential location site a membership value with the fuzzy set of suitable locations. In other words, the matching process will by no means always be evaluated as "ideal". As a result, it is possible to compare and rank location sites in terms of their overall calculated membership values whereby it is obvious that the higher the membership value, the better the degree of matching, and vice versa. Note also that only those locations that have similar membership values are deemed totally functional equivalent.
In conclusion, it may appear that the construction and consultation of a fuzzy decision table is a rather timeconsuming process because all decision rules of the crisp decision table need to be specified in terms of membership functions and values. This is however wrong. After all, whenever a zero membership value is calculated for a particular condition state, this implies that all subsequent condition states need not to be determined as they will have no influence on the fuzzy decision output.
For the moment, one major drawback of fuzzy consultation, is that the semantics of it are poorly understood. The current state of the art of fuzzy set theory provides little help on this issue. Especially, when reasoning in a knowledge based system it is very difficult to determine which implication function should be chosen in order to produce the desired outcome.
Conclusions and future research
In this paper fuzzy decision tables were defined and constructed. Moreover, it was explained how they can be applied in the field of locational choice modelling. Currently, we are using fuzzy decision tables to model a locational choice problem of a petro-chemical industrial plant. One of the main topics of interest in this project is to evaluate the influence of the different implication operators on the consultation process of fuzzy decision tables. Further topics for future research include the interpretation of fuzzy membership functions in the specific context of location choice modelling and V&V of the fuzzy decision tables.
