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ABSTRACT
The advent of the laser frequency comb as the wavelength calibration unit allows us to
measure the radial velocity at cm s−1 precision level with high stability in long-term,
which enable the possibility of the detection of Earth-twins around solar-like stars.
Recent study shows that the laser frequency comb can also be used to measure and
study the precision of the instrumental system including the variations of line pro-
file and the systematic uncertainty and instrumental drift. In this paper, we present
the stringent analysis of a laser frequency comb(LFC) system with 25GHz repetition
frequency on a R∼50,000 spectrograph with the wavelength spanning from 5085A˚ to
7380A˚. We report a novel fitting model optimized for the comb line profile, the con-
strained double Gaussian. The constraint condition is set as
µ1,2 − µ < √2ln2σ. We
introduce Bayesian information criterion to test various models. Compared to the tra-
ditional Gaussian model, the CDG(Constrained Double Gaussians) model provides
much better goodness of fit. We apply the CDG model to the observed comb data
to demonstrate the improvement of RV precision with CDG model. We find that the
improvement of CDG model is about 40%∼60% for wavelength calibration precision.
We also consider the application to use the LFC and CDG model as a tool to charac-
terize the line shape variation across the detector. The motivation of this work is to
measure and understand the details of the comb lines including their asymmetry and
behaviors under various conditions, which plays a significant role in the simultaneous
calibration process and cross-correlation function method to determine the Doppler
shift at high precision level.
Key words: methods: data analysis – techniques: radial velocities – techniques:
spectroscopic
1 INTRODUCTION
The golden era for the detection of exoplanets is enabled
by the radial velocity(RV) method with precise astronomi-
cal spectroscopy. Beginning from the discovery of substellar
companions(Campbell et al. 1988; Latham et al. 1989) and
the validation of the first extra-solar planet orbiting a main-
sequence star(Mayor & Queloz 1995), the study of Doppler
meansurements has become a vibrant field in exoplanets re-
search(Winn & Fabrycky 2015). To date, more than 3800
exoplanets are confirmed in which nearly 750 were discov-
ered by Doppler method1. Among them, there are about 12%
super Earth and about 17% Mini-Neptune(by mass classi-
fication scheme)(Valencia et al. 2007; Charbonneau et al.
2009). On the road of finding terrestrial exoplanets in habit-
able zone or even Earth-twins, high precision Doppler mea-
surements play a vital role. Combined with transit observa-
1 https://exoplanet.eu/ & https://exoplanetarchive.ipac.caltech.edu/
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tions, they provide the planetary mass for the measurement
of the bulk density and characterization of the planet’s struc-
ture(Mills & Mazeh 2017; Cloutier et al. 2017; Sarkis et al.
2018). The amplitude of the RV for a solar mass star due to
an Earth mass planet at 1 AU is about 9.6 cm s−1 (or 174
kHz shift in frequency at 5500A˚). For this planet at 0.05AU,
this amplitude can increases to about 1 m s−1. With the
goal of achieving a precision better than 1 m/s, it is nec-
essary to identify and overcome the limitation on Doppler
measurements. To understand and characterize the RV un-
certainties, we briefly divide them into two major categories
depending on their origins: instrumental(Pepe et al. 2002)
and stellar(Kjeldsen et al. 2005; Hatzes 2013; Dumusque
et al. 2014). The instrumental uncertainty could dominate
the RV precision especially in cm s−1 level. The research on
RV noise caused by stellar photospheres will become more
effective if we have a better understanding of the noise char-
acteristics from instruments. There are several main factors
from instrumental aspect that induce RV uncertainties, such
as wavelength calibration, the stability of the light injection
for optics, detector effects etc.(Lo Curto et al. 2012). Among
these, the wavelength calibration is a crucial step especially
for an instrumental system based on simultaneous calibra-
tion method and cross-correlation function(CCF) technique
to determine Doppler shifts(Baranne et al. 1996; Lovis &
Pepe 2007).
Originally, the detector can only record the number of
photons or the light’s intensity as a function of pixel posi-
tion without the information of wavelength. In order to de-
termine the continuous wavelength distribution, we should
convert the pixel space into the wavelength space by observ-
ing a calibration lamp as reference. One of these solutions is
to use a Thorium-Argon hollow cathode lamp(ThAr lamp).
With the knowledge of the standard wavelength of thorium
emission lines measured in laboratory, we can fit a calibra-
tion curve (or wavelength solution) with high order polyno-
mials. For each echelle order, this fitting function translates
the pixel position information into the wavelength informa-
tion. A typical precision level provided by ThAr lamps is
10−7 to 10−9(or a few m s−1 to several tens of cm s−1 scaled
by the speed of light)(Lo Curto et al. 2012). In the case of
ThAr lamp, the wavelength calibration precision is limited
by the line blending, the irregular intensity and space den-
sity of thorium emission lines, the lamps age, the contam-
ination of strong emission lines from adjacent orders etc.
Another calibration method is the absorption cell. Iodine
cell technique is widely used to calculate the Doppler shifts.
With the narrow absorption I2 lines, we can model the spec-
trum by taking into account the variations of instrumental
profile(IP)(Butler et al. 1996). The limitation of iodine cell
method mainly includes the loss of the starlight via the ab-
sorption gas cell, the contamination of the spectral lines and
the narrow wavelength coverage.A typical RV precision level
obtained by iodine cell is about several m s−1(Endl et al.
2000).
However, such a calibration precision level is not suffi-
cient for detecting the population of terrestrial exoplanets.
To estimate how small the shift is, we consider an R=50,000
spectrograph, its resolution unit will be expressed as 0.11A˚
at 5500A˚. Meanwhile, the radial velocity resolution unit is
∆v = c/R = 6000 m s−1. Typically, ∆λ should cover 2 pixels
on detector based on Nyquist sampling. Thus the velocity
resolution is equal to 3000 m s−1 per pixel. For a 0.1 m s−1
Doppler shift on a 12µm pixel size CCD, the physical shift
in pixels is 4 × 10−10m which is about 7.5 times the radius
of a Hydrogen atom. For such a exquisite shift, it is a chal-
lenge for wavelength calibration methods to measure and
calculate.
Beyond the traditional wavelength calibration meth-
ods like iodine cells and Th-Ar lamps, laser frequency
combs(LFC)(Reichert et al. 1999; Udem et al. 2002) can of-
fer a promising solution to the wavelength calibration with
ultra high precision and long-term stability(Murphy et al.
2007; Li et al. 2008; Steinmetz et al. 2008). An LFC, based
on femtosecond pulse mode-locked laser, can produce thou-
sands of uniformly spaced modes in frequency space as a
function of fn = f0 + n · frep, where fn is the frequency of
the nth mode. The f0 is the carrier envelope offset frequency
which provide an offset for each mode. Here n is typically a
large integer approximately in the range of 105 − 106. The
frequency spacing between each adjacent mode is a con-
stant(which equals to the repetition frequency frep). The
frequencies are synchronized with the absolute ratio fre-
quency reference such as an atomic clock or a GPS(global
positioning system), which makes the astronomical laser fre-
quency comb(astro-comb) meet the requirements of an ideal
tools for high precision wavelength calibration. In the work
of Murphy et al. (2012), the authors studied the variation of
Intra-pixel sensitivity(IPS) by using a moded-locked fiber-
based laser frequency comb with frep=90MHz and 1.03Ghz
after filtered by a designed Fabry-Perot(FP) cavity. With
the symmetrical fitting model, they found the change of av-
eraged IPS deviates by less than 8% level. Dumusque et al.
(2015) reported the observations of the Sun as a star with an
astro-comb as the simultaneous wavelength calibrator. This
work showed several tens cm s−1 RV precision during 7 days
time scale.
Nowadays, the laser frequency comb becomes a mature
technology applied in several astronomical spectrographs
worldwide. One of the available turn-key LFC is from Menlo
system(Steinmetz et al. 2008; Probst et al. 2014). In recent
years, the Menlo combs are used or in operation at several
telescopes, such as HARPS at 3.6m telescope in La Silla, the
VTT solar telescope in Tenerife, the FOCES spectrograph
in Wendelstain observatory at USM and the HRS(High Res-
olution Spectrograph) on 2.16m telescope in Xinglong obser-
vatory in China. In Wilken et al. (2010), the authors showed
the evidence of the CCD stitching pattern revealed by using
the Menlo system’s 18GHz LFC mounted on HARPS. There
are discontinuities on each 512 pixel position for the wave-
length solution curve due to the variations of the intra-pixel
distance and sensitivity at the borders of the stitching. By
comparing the signals in both fibers(channels) simultane-
ously, a remarkable short-term repeatability of 2.5cm/s can
be achieved on HARPS(Wilken et al. 2012). Since Febru-
ary 2016, a 25GHz LFC was installed in HRS(Zhao & Li
2001; Fan et al. 2016), which is a fiber-fed spectrograph with
R∼50,000 at 0.19mm slit width. In this paper, we demon-
strate the calibration results of this HRS-comb system and
analysis the line profile variations based on an optimized
fitting model.
Ideally, for a well-designed astro-comb system, each in-
dividual comb mode(line) should be well resolved at the giv-
ing line spacing and should be unresolved at the scale of the
MNRAS 000, 1–10 (2018)
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Figure 1. A part of spectrum of the τ-Ceti centered around the double Sodium lines observed by HRS on 2.16m telescope with the
simultaneous wavelength calibration by the 25GHz astro-comb. The top panel shows the normalized spectrum of τ-Ceti fed in the science
fiber with the wavelength range from about 5887.5A˚ to 5896.2A˚. The middle panel displays the LFC signal fed in the reference fiber.
The red curves are Gaussian profiles fitted to each comb line individually. The red dashed vertical lines are their line center marked as
the µ positions of Gaussians. The fitting residuals are shown in the bottom panel. The blue dots are residuals of Gaussian fit and the
gray ones are residuals of Double Gaussian fit(Sect.3). The black dashed line is the edge of a CCD mask at 2048(4 ×512) pixel position.
FWHM(no intrinsic structures). With respect to the HRS
spectrography for R∼50,000 at 5500A˚, the 25GHz line spac-
ing equals to 2.29 times of FWHM. This can be derived
based on the equation below:
|df | = c
λ2
|dλ | (1)
where c is the speed of light. Considering that an infinitely
narrow mode of LFC passes through the spectrograph, the
instrumental response of the spectrograph will be the in-
strumental profile(IP). Note that the LFC’s mode is much
narrower than the resolution of our spectrograph, the comb
line represents the IP and can be used as a tool to model
the line profile and study the asymmetries and shape vari-
ation as a function of wavelength, pixel position and signal
intensity etc. In general, the comb signal can be described
as:
C(x) =
N∑
i=1
[Ei
∫ i+m
i−n
IP(x)dx] (2)
Where x is the pixel position in the spectral direction on
each echelle order and i is the line center for each comb
line while m and n are the ends position for each individual
comb line. E is the envelope function. N is the total num-
ber of the comb lines in each echelle order. For a 18GHz
line spacing comb on R=110,000 spectragraph, N is about
275±5 while for a 25GHz comb on R=50,000, N is around
345±5 depending on each order’s wavelength range and av-
erage SNR. Thus, the LFC can be use as a powerful tool to
characterize the line profile variation across the bandpass,
to trace the instrumental shift at long-term and to probe
the detector effects that induce errors to the RV measure-
ments. The significance of studying the line profile consist
of: 1). Although the comb modes are filtered to eliminate
side modes, the superfluous modes are not completely re-
moved(Quinlan et al. 2010; Ycas et al. 2012) and the mode
remnants may have influences on the line profile that can
provide asymmetries and potential shift to the line center.
This can be reflected by studying the comb line profile. 2).
The signal of LFC undergoes two non-linear process during
the optical path. One is the frequency doubling, the another
is the spectra broadening. They will have impacts on the
remnant side modes and may induce unwanted shift to the
RV measurements. 3). The errors from detector effects such
as quantization uncertainty(Zhao et al. 2014) and the influ-
ence of the CCD stitching effects can be studied in details
by scanning all the pixels with the LFC lines.
This paper is structured as follows: In Section 2 we ex-
plain the instrumental setup of the LFC and describe the
data reduction methods. In Section 3 we demonstrate the
new model of line profile, estimate the precision derived from
various models and analyze the parameters. In Section 4 we
discuss our results, and we present the conclusions and sum-
maries in Section 5.
2 INSTRUMENTAL SETUP AND DATA
REDUCTION
Our astro-comb calibration system is based on a com-
mercial mode-locked Yb-fiber Menlosystem laser frequency
MNRAS 000, 1–10 (2018)
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comb(Wilken et al. 2012) with the mode repetition rate of
250MHz which is locked to a rubidium atomic clock. Three
Fabry-Perot cavities are employed as filters to suppress the
unwanted intermediate modes and increase the line spacing
to 25GHz which can be well resolved by the HRS spectro-
graph at R∼50,000. Then we use a high power amplifier to
reduce the affects due to low pulse energies. After the am-
plification, a second harmonic generator(SHG) is adopted to
double the frequency of the light and converts the center of
wavelength coverage to the optical spectral region. We then
use photonic crystal fibers(PCFs) to broaden the spectrum
and obtain sufficient wavelength coverage. The LFC signal
is then coupled to a multimode fiber. A fiber scrambler(Ye
et al. 2016) is then implemented to increase the occupancy
of the spatial modes of the light from the multimode fiber.
By averaging a large number of modes, the scrambler can
reduce the sensitivity of the light injection. Finally, the light
from LFC is coupled to the HRS calibration fiber and illu-
minates the CCDs.
We installed the laser frequency comb in HRS spectro-
graph on 2.16m telescope at Xinglong observation in early
2016 with the efforts of the teams from Nanjing Institute of
Astronomical Optics & Technology (NIAOT), National As-
tronomical Observatories of China(NAOC) and Menlosys-
tem. Several measurement campaigns has been carried out
during the past two years. We highlight some typical ac-
quisitions obtained from the HRS-LFC system and report
the data analysis. In January 2017, we measured the perfor-
mance of the wavelength calibration for this system. Dur-
ing this campaign, we obtained more than 60 consecutive
exposures in one observing night with the light of LFC in
the reference fiber(diameter=2.4”) by using the typical expo-
sure time of 20s and read-out time for the CCD of 40s. The
CCD is a E2V 4k×4k 12µ scientific chip working at -106◦C
cooling with Liquid nitrogen. The tempreature variation in
short-term is ±0.05◦C and ±0.34◦C in a week(Fan et al.
2016). A python and iraf based pipeline is used to reduce
the data from the 2D raw fits to the flat-fielded, background-
subtracted and extracted 1D spectrum. The default wave-
length frame is measured by a ThAr lamp. The wavelength
of comb line i can also be computed independently by the
setup of the LFC with the equation λi = c/ fi = c/( f0+n· frep)
for giving f0=9.52GHz, frep=25GHz and set the range of n
in [16000, 25000]. In each acquisition obtained in this cam-
paign, the wavelength coverage of LFC is about 2300 A˚(from
5085A˚ to 7382A˚). There are 35 echelle orders(25th to 60th)
can be used with high enough signal to noise ratio(SNR).
The averaged SNR in the whole wavelength coverage is 234.9
with the two ends lower than 50. For each echelle order j we
can estimate the wavelength calibration precision σj by cal-
culating the rms(root mean square) around the wavelength
solution curve. We find that when j<25 and j>60, we have
σj>3σtotal where σtotal is the mean of σj with 25<j<60.
Thus, with the limitation of both SNR and σj , we set the
available comb line range between echelle order 25th and
60th, which is corresponding to [5085A˚, 7382A˚].
In October 2017, we observed the τ-Ceti(HD10700) in
simultaneous calibration mode with the starlight in the sci-
ence fiber and LFC light in the reference fiber. A set of
neutral density(ND) filters were employed to control the
signal intensity of LFC in the aim of exposing appropri-
ately with the star. For a 200s exposure and ND=3dB
setup, Fig 1 shows a part of the reduced spectrum in the
echelle order 43th for two channels simultaneously. The
mean FWHM(Full width at half maximum) of this order
is 0.125A˚. We fit each individual comb line with Gaussian
model. The red profiles in the middle panel of Fig 1 repre-
sent the Gaussian fitting results. Their residuals are plotted
in the bottom panel with blue dots. The rms of residuals of
Gaussian model in the wavelength range of [5888A˚, 5896A˚]
is 1348.7 counts e− while for the double Gaussian model it
is 376.9 counts e−. We can see from Fig 1 that each comb
line occupied about ∼14 pixels in this spectrum range which
represents 0.288A˚.
We noticed that the amplitude of each individual comb
line varies along the spectral direction. In Fig 1, the max-
imum flux is 66112 counts e− and the minimum is 17579
counts e−. Currently the reason of this variation is not fully
understood(Milakovic et al. 2017). It may come from the
non-linear process during the optical pass or the affects from
the fibers or the combination of them. One of our aim is to
study whether this variation gives influence to the wave-
length calibration precision which is discussed in the fol-
lowing Section 3. We also notice that the Gaussian fitting
residuals of each pixel is changing with its intensity. It can
be seen from the bottom panel of Fig 1. For a pixel near the
peak of one comb line with the flux of 66112 counts e−, the
Gaussian fitting residuals of this pixel is 2989 counts e−. For
a pixel located near the gap between two adjacent lines, its
residuals are close to zero. As can be seen from Fig 1, the
double Gaussian model(gray dots) can improve this effect.
In the following sections, we demonstrate the several models
of comb line profile and discuss the correlation between the
models and wavelength calibration precision.
3 CHARACTERIZING THE LINE PROFILE
WITH VARIOUS MODELS
Fitting an appropriate model of comb lines can help develop
a better understanding of the RV uncertainties induced by
the line profile variation. A widely used model of the the IP
is the sum of several Gaussians(Valenti et al. 1995), which
parameterizes a central Gaussian plus several satellite Gaus-
sians. The main component is chosen as Gaussian because
the instrumental profile at first order follows a Gaussian pro-
file. The satellite Gaussians as components are used to gen-
erate asymmetries to the whole profile.
3.1 Optimized double Gaussian Model
Recalling that in a typical exposure acquisition, there are
about 12∼14 pixels for each individual comb line. In this
case, we mainly adopt two Gaussians to fit the line profile
to achieve a high enough degree of freedom(DOF). We use
the Levenberg-Marquardt algorithm for fitting to find local
minima. In particular, we set a constraint to the parameters
of double Gaussians to avoid unwanted fitting results. These
situations occur mainly to the low SNR comb lines where
the line wings may suffer from the remnants of side modes
and the other noises. When constraining the parameters of
double Gaussians to an optimized range, they can properly
represents the intrinsic components of line profile and give
out a better goodness of fit.
MNRAS 000, 1–10 (2018)
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Figure 2. The distribution of the reduced χ2 for Gaussian model
and the CDG model for comparison. The red dashed vertical line
is the mean of CDG model, and the blue dashed vertical line is
the mean for Gaussian model. The samples are all the 765337
comb lines in consecutive 63 exposure acquisitions.
Considering that x is the pixel or wavelength unit along
the spectrum’s main dispersion direction, and G1 and G2
represent the two Gaussians function: G1(x, A1, µ1, σ21 ) =
A1exp[−(x − µ1)2/2σ21 ] and G2(x, A2, µ2, σ22 ) = A2exp[−(x −
µ2)2/2σ22 ]. We assume that the line profile reaches the max-
imum when x=xm. This can be described as:
∂G1 + ∂G2
∂x

x=xm
= 0 (3)
With this equation, we can simply derived that:
xm =
µ1G1
σ21
+
µ2G2
σ22
G1
σ21
+
G2
σ22
=
σ22G1 · µ1 + σ21G2 · µ2
σ22G1 + σ
2
1G2
(4)
In this way, if we define a parameter W as the weights:
W =
σ21G2
σ22G1 + σ
2
1G2
(5)
where 0<W<1. Then Equation 4 can be written as:
xm = µ1 −W · (µ1 − µ2) (6)
When W = 0 we can get xm = µ1 and when W = 1 we
have xm = µ2. Equation 6 indicates that the maximum po-
sition(mode) lies in the range of [µ1, µ2]. The distance be-
tween µ1 and µ2(marked as |µ1 − µ2 |) can be used to set
constraints to the two Gaussians components. Considering
a free |µ1 − µ2 | situation, when there is a ’jump’ data point
near one of the line wing due to certain noises or side mode
remnants, the satellite Gaussian profile may arrange its peak
around this jump area to give more weights and to find
minimum chi-square for the whole profile. This could gen-
erate unwanted fitting results such as ’double-peaks’ shape
which are obviously not the real intrinsic profile. We found
this phenomenon in the comb exposure acquisitions espe-
cially at low SNR level. Typically, taking the 45th echelle
order for example(∼ 356 lines), we compared the 45th or-
ders from the exposure acquisitions of different SNR. When
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Figure 3. The comparison of various models. We use two typical
ehcelle orders(32th, 33th) to measure BIC and the fitting residuals
for example. The other orders have similar correlation and range
like this. Each point represent the mean value of the all the comb
lines in the orders. The y-axis is the standard deviation of the
fitting residuals, which describe how scattered the residuals are.
the mean SNR is less than 60 the ’double-peak’ lines are
1.12%. When the mean SNR<50 the ratio grows to 1.96%.
To avoid this situation, one of the conservative estima-
tion for the constraint is to use: |µ1 − µ2 | < FWHM orµ1,2 − µ < 12FWHM where µ1 and µ2 are centers of the
two components Gaussians G1 and G2 and µ is the center of
single Gaussian fit. To express the FWHM, we use the rela-
tions of A·exp[−(x−µ)2/2σ2] = (1/2)·Gmax and Gmax = G(µ)
to derive that FWHM = 2
√−2 · ln(1/2)σ ≈ 2.355σ. Then the
constraint correlation can be written as:
µ − 1.177σ < µ1,2 < µ + 1.177σ (7)
Here µ and σ are calculated from single Gaussian fit. Con-
sidering a low SNR line with certain asymmetric profile,
the µ and σ from Gaussian fit may already induce er-
rors compared to the real line center and line width. Thus,
we use the first raw moment and second central moment
instead of µ and σ. For the ith pixel with flux xi , the
first raw moment equals to center of gravity(CG here af-
ter) which is CG = E[xi]. The second raw moment is the
variance of the xi distribution which can be written as:
V =
√
E[xi − CG]2 = K−1 · σ. With regards to our situa-
tion that each comb line occupied about 12∼14 pixels, we
computed the coefficient K = 1.107 ± 0.000874. In this way,
the constraint conditions can be described as:µ1,2 − CG < √2ln2K · V (8)
where the first raw moment and second central moment can
be calculated directly from the extracted 1D spectra without
any fitting process and its errors. For the example we men-
tioned above, by using this constraint to the 45th ehcelle or-
der for double Gaussians fitting, we find no unwanted fitting
situation(e.g. double-peak shape) in the whole process. We
apply this constrained double Gaussians fitting method to
all the comb lines in our acquisitions(765337 lines in consec-
utive 63 exposures) and compared it to other fitting models.
To evaluate the goodness of the fit, one of the direct
MNRAS 000, 1–10 (2018)
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Figure 4. The correlation between ∆BIC and the averaged line
intensity grouped by each exposure acquisition. In the top panel,
BICCDG stands for the BIC values of constrained double Gaus-
sian model and ∆BIC is the difference between Gaussian and
CDG model. The second panel and third panel show the ∆BIC
of Gaussian×error function model and Gaussian+constant model
respectively. The bottom panel is the difference of fitting resid-
uals for Gaussian against CDG model. The red dashed lines are
polynomial fitting curves.
approaches is to calculate the reduced χ2 for each indi-
vidual line. Figure 2 shows the comparison of the single
Gaussian and the constrained double Gaussians(CDG here-
after) fitting. The mean reduced χ2 of the Gaussian model
is < χ2
red,G
>= 1.406 with the standard deviation of 0.0611.
For the CDG model, we have χ2
red,CDG
= 1.252±0.0505. The
CDG model has χ2
red
more closer to 1 in most cases. How-
ever, we should be careful about adding more parameters to
increase the likelihood by considering the situation of over-
fitting. For a more stringent study of the model selection,
we attempt to use another advanced indicator in the next
subsection with the aim to analyze which model is preferred.
3.2 BIC analysis of various models
In statistics, one of the pervasively used tools in candi-
date model selection is the Schwarz criterion(Schwarz 1978)
or Bayesian information criterion(BIC, hereafter)(Kass &
Wasserman 1995; Liddle 2007) which is an asymptotic ap-
proximation applied to a form of the posterior probability
in Bayesian statistics for determining candidate models. The
standard definition of BIC is as follow:
BIC = −2ln[L(θˆk |x)] + k · ln(n) (9)
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Figure 5. The comparison of different models with the fitting
residuals and comb line amplitude. The transparent black dots
are samples of Gaussian fit for all the available comb lines(11251)
in a typical exposures. The density is described with contours
marked as red lines. For the other models, the three dashed lines
are fitting to their areas, without plotting the raw dots for a clear
comparison. Both the x and y axis are in log scale.
where x is the observed data, n is the sample size, e.g. the
number of data points in x, k is the number of parameters
in the model and θk stands for the set of all parameters.
The components in the k-dimensional parametric vectors are
functionally independent. The L(θk |x) represents the likeli-
hood corresponding to the density function p(x |θk ). The θˆk
denotes the estimated parameter values obtained by max-
imizing the likelihood function. For the line shape analy-
sis, we assume that the errors of the different models are
independent and identically distributed following a normal
distribution. We also suppose that the derivative of the like-
lihood in log scale as the boundary condition with respect
to the variance is zero(Priestley 1981). In this case, equation
9 can be derived as:
BIC = n · ln
[∑n
i=1(Residi)2
n
]
+ k · ln(n) (10)
Here Residi denotes the fitting residuals of position i. In
this way, we can calculate the BIC value for each comb line
and for different models such as n=14 and k=3 as Gaus-
sian profile. Comparing various models with the Bayesian
information criterion can simply refer to calculate the BIC
value for each model. The model with the lowest BIC value
is considered the best one.
Figure 3 shows the BIC comparison for four models:
Gaussian, constrained double Gaussians, Gaussian multi-
plied by an error function and Gaussian plus a constant. The
error function is set with the aim to help generate skewness
components to find the best fit especially for the comb lines
at low SNR level. A constant as free parameter is added
to a Gaussian for considering the contributions of the rem-
nants of background. For CDG model, it has the lowest BIC
value’s range which is from 170.8 to 206.6. With regards to
the other three models, the BIC’s range are similar which is
about [187.4, 230.38]. The ’Gaussian+C’ model is relatively
∼7% better for the BIC’s range. Recalling from Fig.1 bottom
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Figure 6. The wavelength calibration precision of Gaussian
model and CDG model grouped by each order. The data is from
63 consecutive exposures. The blue and red dashed line are poly-
nomial fitting curves for Gaussian and CDG respectively.
panel, the residuals have different distributions when the line
intensity varies. We measure the standard deviation of the
fitting residuals and grouped by each order as it is shown in
y-axis of Fig.3. We find that the ”flux-flat” orders tends to
have smaller BICs. While the orders with stronger variation
of line intensity may have larger BICs. For the CDG model,
this correlation follows a 2th-order polynomial:
STDRes = 1.206 × 104 + 143.5BIC + 0.439BIC2 (11)
When we study the target comb lines in a certain wavelength
range or pixel position range, we are able to simply obtain
the STDRes by the fitting code and then we use the equation
11 to estimate the BIC values and check the goodness of fit.
We also calculate the ∆BIC for the comparison, which is
the difference of BIC values between a particular model and
the target model. The ∆BIC can be used as an argument
against the other models. Generally, if the value of ∆BIC is
between 2 and 5, we can say the evidence against the target
model is positive. If ∆BIC is between 5 and 10, it can be
believed that the evidence for the best model compared to
the weaker model is strong. If ∆BIC > 10, it means the evi-
dence for the best model against the alternate models is very
strong(Liddle 2007). We choose the Gaussian as the target
model, and use ∆BIC to evaluate the other models compared
to Gaussian. Figure 4 depicts the ∆BIC changing as a func-
tion of the line intensity. For each individual comb line i,
assuming it has ∼14 data points, we calculate its BIC val-
ues of Gaussain model, Gaussian×error function model(Ge,
hereafter), Gaussian+constant model(Gc, hereafter) and of
CDG model by computing the difference of them. Then they
are grouped by each exposure acquisition which is displayed
as the black dots in the top panel of Figure 4. During the
measurements, we used neutral density filters (0.2dB to 4dB)
to control the average light intensity of the exposures. For
the CDG model, we find that the ∆BIC increases when the
averaged flux of lines’ peak is growing. For the exposure with
lowest mean flux, it has the ∆BIC = 14.61, while for the ac-
quisitions with mean flux of peak greater than 6 × 104, the
∆BIC increased to > 15.7. The whole trend in our measure-
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Figure 7. The comparison of photon noise limit and the precision
derived from the two models. The blue and green dashed lines are
the means of the distribution of Gaussian and CDG model. The
red line is the polynomial fit of photon noise. The gray shadow
area marks the 10 consecutive exposures with relative stable pho-
ton noise values.
ment range follows a polynomial as:
∆BIC = 14.15 + 4.91 × 10−5F − 3.7 × 10−10F2 (12)
Where F denotes the flux as the averaged comb line intensity
for each exposure acquisition. This evidence means that the
CDG model is significantly better for fitting comb lines in
all the flux range and especially tends to have better fitting
results for the stronger lines. Equation 12 can be used to
estimate the ∆BIC in various flux levels for given exposures
in our following observations. For the Ge model, we find
it works worse than Gaussian due to the negative ∆BIC in
the range of (-2.38, -2.2). With regard to the Gc model as
its ∆BIC in (4.2, 5), it shows a positive evidence against
the Gaussian model. On the other hand, we already notice
that the strong lines has larger residuals(e.g. Fig. 1, bottom
panel) for Gaussian profile fitting. The CDG can effectively
reduce the fitting residuals for the comb lines in high flux
level. In the bottom panel of Fig.4, averagely speaking, the
difference between the fitting residuals of Gaussian and CDG
grows up with the increase of peak flux, which is roughly
along a linear function as ∆Resi = −30.5+0.0366×Fluxp. This
relationship is corresponding to equation 12 which indicates
that the CDG model fit the line profile better especially for
strong lines.
The relationship between the amplitude of comb line
and the fitting residuals for various models is shown in Fig.5.
We find that 35.5% comb lines concentrate in the line am-
plitudes range of [4.2, 4.4] in log scale. The mean of residu-
als for Gaussian model is 1279.2 counts e−, comparing with
the CDG model as 550.5 ± 251.1 counts e−. With regards to
Gaussian×error function model, we estimate its residuals as
ResGe = 1265.4 ± 631.5 counts e− which is almost the same
with Gaussian fit. For the model of Gaussian+constant, we
have ResGc = 992.1 ± 540.8 counts e− that is about 22.4%
better than Gaussian fit. From the comparison, it is evident
that CDG model is currently the best one. In the next step,
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Table 1. The detail information of the 10 chosen exposures(marked as gray shadow) in Fig.7. The first column is the series number .
The second and third columns are wavelength calibration precision or uncertainty of Gaussian and CDG model respectively.
Series no. Uncertainty(G) [m/s] Uncertainty(CDG) [m/s] Photon noise [m/s] Quality factor FWHM [
◦
A] SNR
1 0.53 ± 0.12 0.20 ± 0.039 0.07311 60617.15 0.12612 ± 0.000148 217.44
2 0.62 ± 0.13 0.22 ± 0.038 0.07124 59872.55 0.12614 ± 0.000148 225.40
3 0.27 ± 0.07 0.09 ± 0.019 0.07147 59327.83 0.12614 ± 0.000148 226.45
4 0.25 ± 0.06 0.17 ± 0.033 0.07036 60406.28 0.12607 ± 0.000148 226.62
5 0.44 ± 0.09 0.22 ± 0.046 0.07213 60747.34 0.12608 ± 0.000148 219.84
6 0.27 ± 0.06 0.20 ± 0.041 0.07004 59345.02 0.12617 ± 0.000148 230.96
7 0.46 ± 0.10 0.17 ± 0.025 0.06990 60607.95 0.12617 ± 0.000161 227.36
8 0.23 ± 0.05 0.15 ± 0.023 0.06884 58243.03 0.12612 ± 0.000148 238.80
9 0.34 ± 0.07 0.23 ± 0.046 0.06900 60279.56 0.12618 ± 0.000148 231.34
10 0.26 ± 0.06 0.17 ± 0.036 0.06888 60038.58 0.12610 ± 0.000149 232.65
we will discuss the results when we apply the CDG model
to the observed comb data.
3.3 Improving the RV precision by CDG model
In the subsections above, we introduce the CDG model and
demonstrate that it has a better goodness of fit than other
models for comb line profile. Thus, an important question
may arises that how the CDG model can improve the wave-
length calibration precision. In this section, we discuss the
performance when applying the CDG model to the comb
data.
To be clarified, there are several definitions of RV preci-
sion referring to Doppler method which basically stem from
two approaches: iodine cell technique(Butler et al. 1996) and
cross correlation technique(Lovis & Pepe 2007). For differ-
ent time scales, they can be classified as single measurement
precision and long-term radial velocity rms. To investigate
the LFC as the wavelength calibrator, we adopt the method
of Wilken et al. (2012), in which the single measurement
precision is calculated from the standard deviation around
the wavelength solution curve for each echelle order.
σi = std
[
3 × 108 × (λj − λˆj )
λj

j=1,2...N
]
(13)
here for the ith order, λj is the wavelength of the jth comb
line and λˆj stands for its wavelength values from the wave-
length calibration curve(5th order polynomial). The N is the
total number of the comb lines in the ith order.
Figure 6 shows the wavelength dependence of the pre-
cision. We calculated the σi for i in [25, 60] and grouped by
each order. For the Gaussian fit situation, there is a steep de-
crease trend from about 5100A˚to 6600A˚. This trend grows
up near the red end of the coverage. With regards to the
orders whose wavelength is less than 5500A˚, their mean pre-
cision is 0.56m s−1 and maximum is 0.62m s−1. It drops to
the minimum of 0.097m s−1 at 6898A˚. Then it increases to
4.74±1.13 m s−1 at 7304A˚. For the CDG model, the inclina-
tion is relatively weak and smooth. Approximately, it follows
the function as:
σCDG = 0.676 + 0.000415 × λ + 2.74 × 10−8 × λ2 (14)
As it is depicted in Fig.6, the precision of the red side is
relatively better than the blue side. One of the reason is the
varying line interval in different orders due to the comb’s
characteristic. Recalling equation 1, when ∆ f is fixed to
frep, we will have a larger ∆λ at greater λ. In this way, a
larger distance between neighbour comb lines could reduce
the influence from its conjoint neighbour comb lines and en-
able a better determination of each line’s position from the
fitting models. Thus, the results of wavelength calibration
precision is better. However, on the blue side, the narrower
interval distance makes the comb lines slightly suffer the
signals from their neighbour lines or remnant of side modes
between them. Besides, we also notice that there are sev-
eral scatted points of Gaussian model near red end, which
may be due to the low SNR in this area. The mean SNR
in the order close to the red edge is 39.8. In a word, we
find the precision derived by CDG model is generally better
than traditional Gaussian model in the wavelength coverage
shorter than ∼6500A˚. Near the blue end, the improvement
of CDG model is about 56%. In Fig.6, we also notice that
there exists a outlying data point near the red edge of the
comb wavelength coverage due to the low SNR level in the
red end. If we only examine the comb lines without con-
sidering the red edge(∼7300A˚), the performance of the two
models are similar at the wavelength longer than ∼6500A˚.
Figure 7 exhibits the precision grouped by each expo-
sure acquisition. For the 63 consecutive exposures, the preci-
sion of CDG model is σCDG = 0.17±0.034 and for Gaussian
model is σG = 0.32 ± 0.11. During the whole test series,
the improvement of CDG model is about 47% compared
with Gaussian model. We also investigate the photon noise
limit of all these exposure acquisitions, and compare it to
the two fitting models. An optimum photon-limited preci-
sion is claimed in Murphy et al. (2007). We compute the
(S/N)max = 244 for a typical acquisition. Then we estimate
the precision by given:
σopt = 0.45 ·
(
500
244
) (
1.5 × 105
R
) 32
= 4.79 [cm s−1] (15)
where R=50,000 for the current setup of HRS. We also com-
pute the photon noise and quality factor for each exposure
individually based on (Bouchy et al. 2001). Considering a
small enough RV change is detected from pixel i with the
intensity I(i), the pixels with a larger gradient of flux tends
to have more contributions to the RV precise, which can be
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expressed as:
δ(i)
c
=
∆I(i)
λ(i) ·
[
∂I (i)
∂λ(i)
] (16)
where ∆I(i) is the change of intensity relative to a ref-
erence(epoch 0). By giving an optimum weight W(i) =
[δ(i)/c]−2, one can derive the quality factor Q =√
ΣW(i)/√ΣI0(i). Then the uncertainty of the RV change is
given by:
δrv =
c
Q · √Ne−
(17)
Here Ne− is the whole number of the photoelectrons gathered
in the entire spectral range. By applying this algorithm, we
calculate the photon noise limit(red dots in Fig.7) and the
corresponding quality factor Q for all the available exposure
acquisitions as σv = 0.088±0.019m s−1 and Q = 63018±2484.
We pick out 10 successive and relative stable exposures with
∆σv = 1.3× 10−3m s−1 and show the details in Table1. From
Fig.7 and Table1, we can see the average precision of CDG
is about 46% better than the Gaussian model but still above
the photon noise limit.
4 DISCUSSION
Using the asymmetric fitting models for line profile or cal-
culating from the raw moment analysis, we find the comb
line shapes are not perfectly symmetric. Approximately, the
skewness of line shape can be seen as a function of line in-
tensity and the line’s position on the detector. The origins
of the asymmetric component is still not clear. With the
clues given by the analysis methods in this paper, it may
source from the asymmetric instrumental profile, the CTI
effect(Toyozumi & Ashley 2005; Murphy et al. 2012), the im-
perfect light injection and the envelop-background problem
of the current LFCs (Milakovic et al. 2017), or a mixture of
all the sources above which are estimated to generate about
several tens of cm s−1 uncertainties. To understand the ori-
gins of line skewness can help push down the RV precision
below 1 m s−1 and keep stable for long-term scale. In the
next step, the CDG model is considered to be used as a
tool to study the asymmetric properties of line profile by
designing more experiments and observations.
There are several ongoing RV surveys that have
achieved the RV precision from a few m s−1 to the
level less than 1 m s−1, such as ELODIE(Baranne et al.
1996), HARPS(Pepe et al. 2002; Mayor et al. 2003)
and HARPS-N(Cosentino et al. 2012). The up-coming
instruments with the main goals to search for terres-
trial planets at several tens of cm s−1 precision in-
cludes ESPRESSO(Echelle SPectrograph for Rocky Exo-
planets and Stable Spectroscopic Observations)(Pepe et al.
2014), HARPS3(Thompson et al. 2016), EXPRES(The EX-
treme PREcision Spectrograph)(Jurgenson et al. 2016) and
CARMENES(Quirrenbach et al. 2014). For the RV precision
level below 1 m s−1, some instrumental effects and uncer-
tainties must be carefully studied. With the application of
LFC and the CDG model, it is possible to characterize the
spectrometer drift, estimate the PSF across the instrument
bandpass and investigate the detector imperfections. In the
current test, when we apply CDG model analysis into the
pipeline for routine observations, the computational cost of
time is about extra 10 to 20 seconds for each typical expo-
sure which contains about 12,000 comb lines.
Moreover, the precise radial velocity measurements with
LFC are significant for the science of the current and future
space missions. With the high precision RV follow-up ob-
servation with astro-comb, we can enhance the productiv-
ity of the transit missions such as TESS(Ricker et al. 2014),
CHEOPS(Cessa et al. 2017) and PLATO(Rauer et al. 2016).
5 CONCLUSIONS AND SUMMARY
We reported the successful observation and measurement
with a 25GHz LFC system on HRS spectrograph in Xinglong
observatory. In the measurement campaigns, we obtained
more than 60 consecutive exposure acquisitions during one
observing night. More than 2000A˚wavelength range(from
5085A˚to 7382A˚) is covered by comb lines in each exposure
acquisition. With the statistic investigation about multi-
tudes of comb lines as samples, we develop a novel model to
fit the line profile. The Double Gaussians model with a con-
straint can effectively give out a better goodness of fit even at
low SNR level. The constraint is given as
µ1,2 − µ < √2ln2σ
where µ and σ are from traditional Gaussian fit. To evaluate
and compare the goodness of fit among various models, we
introduce Bayesian information criterion to test the data.
After comparison, it is obvious that the CDG model is sig-
nificantly better than any other models. We apply the CDG
model to the obtained comb data to testify the improvement
of RV precision by CDG model. The results shows that the
CDG model can give better wavelength calibration preci-
sion about 20 cm s−1. In the next step, we also consider to
use the LFC and CDG model to characterize the line shape
variation across the detector.
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