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Computational investigation of interfacial failure in composite materials is challenging because it
is inherently multi-scale: the bond-breaking processes that occur at the covalently bonded inter-
face and initiate failure involve quantum mechanical phenomena, yet the mechanisms by which
external stresses are transferred through the matrix occur on length and time scales far in excess
of anything that can be simulated quantum mechanically. In this work, we demonstrate and val-
idate an adaptive quantum mechanics (QM)/molecular mechanics simulation method that can be
used to address these issues and apply it to study critical failure at a covalently bonded carbon nan-
otube (CNT)-polymer interface. In this hybrid approach, the majority of the system is simulated
with a classical forcefield, while areas of particular interest are identified on-the-fly and atomic
forces in those regions are updated based on QM calculations. We demonstrate that the hybrid
method results are in excellent agreement with fully QM benchmark simulations and offers qual-
itative insights missing from classical simulations. We use the hybrid approach to show how the
chemical structure at the CNT-polymer interface determines its strength, and we propose candidate
chemistries to guide further experimental work in this area. © 2018 Author(s). All article content,
except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/1.5035508
I. INTRODUCTION
The excellent mechanical properties of carbon fibre-
polymer composites (CFPCs) make them remarkable and well-
established structural materials. Despite their success, CFPCs
may be improved by using alternative reinforcement such as
carbon nanotubes (CNTs), which offer similar advantages to
carbon fibres but their better mechanical properties translate to
enhanced structural and functional characteristics of the com-
posite.1–4 Current applications of carbon nanotube-polymer
composites (CNPCs) involve mostly lab-based experimental
systems;5–8 however, increased understanding and availabil-
ity could make them an industrially feasible choice, replacing
CFPCs in demanding applications such as ballistic protection8
or aerospace, where high-strength yet lightweight components
are needed.
Composite reinforcement can be improved by increasing
the quality of dispersion3,9–11 and alignment of the fibres,3,10
as well as the strength of the interface.11–17 Given the high
surface area to the weight ratio of CNTs,3 the last factor is
considered to be especially important3,11,12,18 when CNPCs
are considered. Developing a fundamental understanding of
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failure mechanisms at the interface is essential to making better
materials suited to a broader range of applications.
Experimental investigation of CNPC interfacial proper-
ties with Raman spectroscopy13,15,19 and CNT pull-out tests
using atomic-force microscopy20–22 can be instrumental when
evaluating the interfacial strength. However, measuring the
properties of a single CNT-polymer interface, let alone a single
attachment can be challenging due to the nanometre diameter
of the nanotubes. As the mechanism of interfacial load trans-
fer is believed to depend on the local atomic structure,13,23–25
the molecular resolution offered by computational studies can
provide complementary insight into the underlying processes.
However, studying this problem using computational sim-
ulations is challenging because it is inherently multi-scale:
failure is a macroscopic phenomenon, yet it originates from
local changes in chemical bonding that occur at the nanoscale.
The bond-breaking processes at the polymer-CNT attachment
point that initiate failure are quantum-mechanical in nature,
yet the mechanisms by which stresses are transferred through
the disordered polymer occur on length-scales far in excess of
anything that can be simulated quantum-mechanically. Addi-
tionally, strain rates in this class of problem can span between
10−4 and 104 s−18,26 and even the highest ones can only be
considered in a limited capacity due to time scale constraints
of atomistic simulations.
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In CNPCs, effects that would benefit from a quantum
mechanics (QM) description, such as changes in bonding,
are present only at points where interfacial failure is initi-
ated while the behavior of the surrounding environment can
be well-described by a less accurate, classical model. As such,
using a single method is not a necessity and the multi-scale
nature of the problem can be addressed using a hybrid approach
that combines an accurate QM Hamiltonian with an inexpen-
sive classical forcefield. Similar simulation techniques have
been successfully applied in the past: QM/ molecular mechan-
ics (MM) methods have been used to study crack propaga-
tion in a silicon crystal, resulting in an accurate treatment of
atomic-scale effects and the prediction of the stability of crack
propagation through various cleavage planes27–30 in agree-
ment with the experimental results for the first time; atom-
istic QM/MM methods have also been used to study CNTs
with the ONIOM approach,31 successfully predicting elas-
tic properties of defective CNTs32 and interactions of CNTs
with non-covalently bonded molecules.33,34 Investigation of
CNT-polymer interfaces, however, has been mostly limited
to classical molecular dynamics (MD)25,35–37 and atomistic-
continuum hybrid approaches38–40 studying the properties of
CNPC structures of 100 nm and larger. In this work, we
investigate interfacial interactions on a smaller length scale,
studying a simplified model of the CNT-polymer interface
consisting of the fundamental building-block of the interface,
namely, the attachment of a single CNT and polymer chain.
In our method, we supplement the fully atomistic, classical
approach with a quantum mechanical description of chemical
bonding.
The complexity of polymer-based composites makes
application of hybrid simulation techniques a challenging task
as it is often unclear which elements of the system should be
treated with which level of theory.41 Here, we demonstrate
a QM/MM hybrid simulation technique with an automated,
dynamic selection of QM regions based on atom-resolved
potential energies. We show that the approach presented can
be successfully applied to study the critical strength of a CNT-
polymer attachment, representing a simplified model for the
composite interface, and reproduces fully QM results at mod-
est computational cost. The method is used to evaluate a variety
of strategies for grafting polymer chains to the CNT surface
and enables us to propose candidates chemistries that could be
used to optimise the interfacial properties of high-performance
CNPCs.
The remainder of the paper is structured as follows: in
Sec. II, we describe our novel hybrid simulation method; in
Sec. III, we show the results of a dynamical study of the
mechanism of load transfer at the CNT-polymer interface; in
Sec. IV, we demonstrate the locality of quantum mechani-
cal effects in CNT/polymer systems; Sec. V describes the
QM/MM study of fracture in defective CNT, while Sec. VI
contains the conclusions of this paper.
II. METHODOLOGY
The method demonstrated here is based on the “Learn
on the fly” approach29,42 and aims to compute a purely local
quantity—the force on each atom.43 Forces are calculated
using the quantum method in the chosen region and a classical
forcefield in the rest of the system instead of deriving all of
them from a combined Hamiltonian. The procedure involving
selecting the QM regions and using force mixing to find atomic
forces is described in detail below and shown schematically in
Fig. 1.
Classical forcefields are designed to describe atomic inter-
actions in the vicinity of an equilibrium configuration. How-
ever, when the structure is significantly disturbed (as would
be the case during a fracture event), the description can be
much less accurate. Within a classical picture, the total poten-
tial energy of an atom exceeding a certain threshold indicates
the structure locally moving out of its stable configuration, at
which point the classical treatment is no longer accurate and
a quantum mechanical description is desired. In our scheme,
atoms fulfilling this criterion are flagged and individual inner
QM clusters are constructed by including all particles within
a selected number of bond hops from each particle. Overlap-
ping clusters are then joined to avoid unnecessary calculations
although they could be treated separately to facilitate bet-
ter parallelization as discussed by Csa´nyi et al.43 and more
recently by Caccin et al.44 It is important to note that the flag-
ging mechanism is hysteretic: there is a lower energy threshold
for an atom to remain within a QM region than to enter it.
Selecting only out-of-equilibrium atoms has an additional ben-
efit of ensuring that the expensive quantum mechanical calcu-
lations are only performed when needed. In most simulations,
the majority of time steps do not involve any QM computations
which allows for very efficient calculations. More detailed
discussion of the flagging mechanism can be found in the
supplementary material.
Once the inner QM clusters are found, the next step
involves including the buffer region which is constructed by
expanding the inner cluster through adding atoms within a
fixed number of bond-hops. The full cluster constructed from
inner and buffer regions is carved out of the structure, and
any dangling bonds are hydrogenated to form a structure used
to compute quantum mechanical properties. It is important to
consider the size and the geometry of the buffer region used
to ensure accurate force evaluation; it is advised to find the
right balance between computational speed and accuracy. This
discussion is picked up in Sec. IV.
After QM calculation, the quantum mechanical forces are
used to replace the classical forces on the atoms in the inner
region while QM forces on atoms in the buffer region are
discarded. The boundary between inner and buffer regions is
abrupt; however, ensuring smooth force mixing is not as signif-
icant as excluding low accuracy forces evaluated on the buffer
region atoms; this has been discussed in more detail in Refs. 41
and 45. Discontinuities which may affect the action-reaction
principle are treated by carefully re-fitting the fundamental
forcefield to match the QM description around equilibrium.
This approach to treating the boundary between two levels of
theory is validated in Sec. V.
A typical simulation using the QM/MM routine consists
of a multitude of iterations following the above description. It
is summarized below and shown schematically in Fig. 1.
1. Classical evaluation. Forces and energies on all atoms
are calculated using a classical forcefield.
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FIG. 1. Schematic representation of QM/MM hybrid time step.
2. QM flagging. Atoms that move out of an equilibrium
configuration, which indicates uncommon interactions,
are flagged based on their potential energies.
3. Cluster carving. The simulation cell is created by carv-
ing out the selected area from the original geometry,
placing it in a vacuum and terminating all the dangling
bonds with hydrogen atoms.
4. Cluster QM calculation. Prepared cluster is simulated
using a quantum-mechanical method.
5. Force mixing. Classical forces on flagged atoms in
the simulation are replaced by the quantum mechanical
forces.
6. Time evolution. The system is evolved in time using
the Verlet algorithm with the mixed quantum/classical
forces; the end state of the system becomes the new initial
state.
Within the following work, the Consistent Valence
Forcefield (CVFF)46 as implemented in Large-scale Atomic/
Molecular Massively Parallel Simulator (LAMMPS)47 was
used as a base classical potential. Two and three body force-
field terms for the polypropylene backbone and CNT car-
bon atoms were rescaled using the procedure described in
Sec. V applied on the 10-monomer polypropylene chain and
a 40 Å, end-capped (10, 0) CNT, respectively. In this study,
density-functional tight binding (DFTB)48 implemented in
the PLATO49 simulation package was used as the quantum
mechanical method but could readily be extended to the large
number of quantum mechanical codes interfaced to the Atomic
Simulation Environment (ASE) framework.50 The implemen-
tation of the QM/MM coupling described here can be found
in the Multi Cluster Force Mixing (MCFM) module in the
MatSciPy library.51 DFTB calculations were performed self
consistently with the parameters by Krishnapriyan et al.,52
using an electronic temperature of 0.015 Ry and Pulay mix-
ing. No electrostatic embedding was used following the cluster
embedding approach from Peguiron et al.;45 more details can
be found in Sec. IV. It is important to note that in principle
any combination of two atomistic simulation techniques can
be coupled using this scheme as long as access to per-atom
potential energy is provided by the method being used as an
inexpensive force evaluator (MM element). The reactive force-
field simulations used for comparison were performed using
the ReaxFF forcefield53 with parameterization from54 extend-
ing the CHO forcefield55 with nitrogen atom interactions.
Throughout the simulation, an NVT ensemble was enforced
using the Langevin thermostat as implemented in ASE.
III. EFFECTS OF ATTACHMENT POINT
COMPOSITION ON INTERFACIAL SHEAR
STRENGTH OF THE CNT-POLYMER INTERFACE
The QM/MM technique was used to simulate a (10, 0)
CNT with a polypropylene (PP) strand attached to the surface
of the CNT as a representation of a CNT-polymeric inter-
face. The attached polymer was composed of 25 PP monomers
which accounts to more than two times the persistence length
of the polymer which ensures an appropriate representation
of an actual chain. A small velocity of 10−3 Å/fs in the out-
ward radial direction with respect to CNT was applied to
one of the chain atoms to simulate an external load leading
to critical failure. Throughout the simulation, the force on
the pulled out atom was recorded to measure the system’s
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response to applied strain. The simulation setup is shown in
Fig. 2.
The study was designed to compare CNT-polymer graft-
ing mechanisms by investigating CNT-PP systems as the one
described above, with various molecules used to join the
CNT surface and polymer chain. The attachments shown in
Fig. 3 are composed of the bromide salt residue with a ben-
zene ring in panels (a) and (d), single carbon atom with a
benzene ring in panels (b) and (e), as well as single nitro-
gen atom with a benzene ring in panels (c) and (f). Each of
the attachment types is used to compose two systems: one
where a single bond connects the molecule with the CNT
surface [(a)–(c)] and one when two single bonds are used
[(d)–(f)]. For each configuration, the force necessary to break
the interfacial connection was found by analyzing the atomic
force on the pull-out atom as a function of simulation time
which has a linear relation with its displacement. The curves
were initially smoothed by averaging over a 30 fs window to
account for carbon-carbon bond vibrations. The critical force
was measured by finding the maximum recorded value and
taking an average over a 100 fs window to account for chain
oscillations. For each grafting mechanism, the process was
repeated for a set of six simulations at different temperatures
T = 50, 100, 250, 200, and 300 K to get the mean and standard
deviation.
The results of the study using the QM/MM approach were
compared with the outcomes of similar simulations with the
ReaxFF forcefield.53 Both methods were evaluated against
a fully QM simulation of a similar, slightly smaller system
composed of a 20 Å CNT, 10 PP monomers, and the same con-
necting molecules, performed at T = 100 K; the system size
was reduced for this study for computational feasibility. The
critical force for systems with different attachments computed
using the described methods is shown in Fig. 4. The results
from the QM/MM simulations are in agreement with the fully
QM results which indicates that the hybrid approach can effec-
tively reproduce the results of the quantum mechanical model
it is based on.
We can use the QM/MM results to investigate the prop-
erties of interfaces composed of different attachments. In
general, systems in which the doubly bonded attachments
were used perform much better than their counterparts in
all cases. The systems are otherwise identical, which indi-
cates that altering the chemistry at the attachment point to
increase the binding energy can lead to an increase in the
CNT–polymer interface strength by a factor of two. In fact,
in the doubly bonded systems, the critical failure is caused
by the polymer chain breaking instead of detaching from the
CNT which shows that carefully selecting the grafting strategy
can lead to maximising the interfacial shear strength (ISS) to
the limit dictated by the strength of the polymer used in the
composite.
The key insights from those simulations are not captured
when ReaxFF is used to drive the dynamics. The breaking force
needed to detach the polymer chain from the CNT surface
is systematically overestimated, and the distinction between
high and low strength systems is not accurate. Attachment
b is reported to break at relatively low load; however, all
of the other systems are considered to be of similar, high
strength. In general, ReaxFF with parameters from Ref. 54
offers a correct qualitative description of systems where the
key elements are carbon-based; in cases (d), (e), and (f), the
rupture occurs inside a carbon-based polymer chain, while
in system b, only carbon atoms are present, and the ReaxFF
simulations correctly predict relative strengths of those sys-
tems. On the other hand, in cases (a) and (c), where the
attachment includes various atoms different than carbon, the
electronic structure of the functional group is more intricate
and a parameterized description of bonding is not accurate.
As a result, ReaxFF predicts that for systems (a) and (c), the
critical failure occurs at a much higher pull-out strength and
is caused by a rupture inside the polypropylene chain, while
the DFTB based hybrid approach shows that it is due to the
polymer detaching from the CNT. This is shown in detail in
Fig. 2.
While it should be possible to reproduce the QM results
exactly with ReaxFF forcefield by carefully re-fitting the
parameters, the results would need to be validated against fully
QM simulations for each system in the study. This approach
is time consuming and highly limiting in terms of exploring
properties of unknown structures. The method demonstrated
here is designed to be more transferable; the approach relies
FIG. 2. A system representing CNT-
polypropylene composite composed of
a (10, 0) CNT joined with a short PP
strand using a bromide salt residue and
a benzene ring. The gray atoms repre-
sent carbon, white hydrogen, red oxy-
gen, and blue nitrogen. The arrow indi-
cates a fixed velocity used to simulate
external load. Additionally, the criti-
cal failure points for simulations with
QM/MM approach and ReaxFF force-
field are shown.
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FIG. 3. CNT attachment point with different molecules used as link between
the benzene ring and CNT surface.
on the results of ab initio or semi-empirical computations and
as such could be used to make predictions about previously
unseen compositions and screen for high performance candi-
dates as presented here. Additionally, the approach could be
applied to complement the current state of the art studies of
CNT-based structures.56,57
FIG. 4. Critical force on the pulled-out particle for simulations of six simi-
lar systems using both QM/MM approach and ReaxFF for force evaluation.
Each structure was composed of a (10, 0) CNT, an attachment molecule, a
benzene ring, and a polypropylene strand in the form of CNT-attachment
molecule-benzene-PP; different attachment point chemistries are shown in
Fig. 3. Each point is located at coordinates dictated by the breaking force from
a full QM simulation on the x-axis and breaking force from an approximated
method on the y-axis. Each colour represents a single attachment chemistry,
and shapes represent the simulation method, squares for ReaxFF and diamonds
for QM/MM.
IV. FORCE LOCALITY
The methodology has not been used to study this class
of materials before, and as such, a significant effort must
be directed at validating and fine-tuning the approach. In
this section, the locality of quantum mechanical calculations,
as well as the selection of different QM clusters, will be
investigated.
As mentioned in Sec. II, a hybrid scheme has areas
described by two levels of theory and for this approach to
be valid, the interactions described by the higher level the-
ory must be localized to a small neighbourhood. Properties
of atoms within the quantum region must be computed with
high accuracy by only considering a finite neighbourhood, and
if the region is large enough, it should be unaffected by the
classical treatment of the remainder of the system. Both of
those requirements are brought to completion when the strong
FIG. 5. A system representing a CNT-polyethylene composite composed of
a (6, 6) CNT functionalized with a short PE strand.
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FIG. 6. A plot of the relative changes in atomic forces as a result of displacing
the C1 carbon atom, given as a function of atom’s distance from the central
C1 carbon. The system and the notation are shown in Fig. 5.





→ 0 as xi − xj → ∞ ∀n, i , j, (1)
where Etol is the total energy and xi and xj are the positions
of atoms i and j, respectively. The non-metallic systems obey
strong locality, and the intrinsically long-range effects such
as Coulombic or van der Waals interactions can be accu-
rately treated with classical approximations outside the hybrid
framework.43
Here, the force locality has been tested for ten differ-
ent configurations of a functionalized CNT structure shown
in Fig. 5 as a representation of a CNT-polymer composite.
For each structure, the forces acting on individual atoms were
calculated for the equilibrated configuration, the central C1 car-
bon atom (see Fig. 5 for notation) was displaced by 0.01 Å, and
the atomic forces were recalculated for the new structure. The
relative change in forces acting on individual atoms as a func-
tion of their distance from the central C1 atom is given in Fig. 6.
The change in forces decays exponentially with increasing dis-
tance until an accuracy comparable with simulation noise is
achieved. This result indicates that the strong locality assump-
tion is indeed correct for the functionalized CNT systems and
CNPC structures. Strong force locality demonstrated here jus-
tifies the choice of buffered force QM/MM approach without
the use of electrostatic embedding as using a buffer region
with sufficient width allows forces to converge to reference
values obtained from fully quantum mechanical calculations;
this discussion is picked up in the supplementary material. The
buffer region of 6 neighbour hops was chosen for practical
FIG. 8. A plot of average force on constrained, end atoms as a response to
applied strain in the top panel and the number of QM atoms as a function of
strain in the bottom panel.
calculation based on convergence tests presented in the sup-
plementary material.
V. CNT FRACTURE
The hybrid method has been further validated by inves-
tigating the elastic response of a defective CNT. A 40 Å,
end-capped (10, 0) CNT with a single atom vacancy was
strained quasi-statically by iteratively straining the structure
in 1% increments and optimising the geometry while con-
straining the positions of end-atoms. The structure is shown
in Fig. 7. Throughout the simulation, the energy-based crite-
rion was used to flag the quantum mechanical regions. In the
beginning, all atoms were treated classically, and throughout
the run, the QM inner region and the buffer were selected auto-
matically at 7% strain, accurately flagging the defective part
of the CNT once the system moved away from its equilibrium
structure; this is shown in Fig. 8.
The study was performed three times using the CVFF,
DFTB, and QM/MM approaches presented here. The two and
three body terms in the forcefield CVFF were re-fitted to
match the DFTB equilibrium length of the CNT as well as
its elastic response in the range of 0%–3% strain. Even though
the force-mixing approach is naive, a simple forcefield re-
fitting ensures that stresses are accurately transferred through
the classical-quantum barrier, demonstrated by the QM/MM
scheme accurately reproducing the DFTB critical stress, as
shown in Fig. 8.
FIG. 7. Figure representing the CNT
system in equilibrium. Green region
represents inner QM atoms, red the
buffer region, while gray and white rep-
resent the fully classical carbons and
hydrogens, respectively. Blue markings
are to indicate the neighbours of the
vacancy in the CNT.
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VI. CONCLUSIONS
The results presented in this work demonstrate that an
accurate description of QM effects such as bond breaking is
essential when simulating interfacial critical failure in CNT-
polymer composites. Such effects govern the initial evolution
of the failure process, and an accurate description of the sur-
rounding electronic structure is required to simulate them
correctly.
The need to include QM description in the large-scale
MD simulation necessary to describe the load transfer through
the polymer chains creates a difficult multiscale challenge.
Here, it has been successfully addressed by employing a quan-
tum/classical hybrid simulation technique with automated,
dynamic flagging offering QM accuracy only in the crucial
parts of the system, thus maintaining modest computational
cost. The method was shown to produce similar results to a
fully QM technique, and it is based on problems of critical
failure in CNT and polymer-based systems.
The hybrid method demonstrated here is best suited to
investigate problems where the crucial effects dictating the
behavior of the system are local in nature; most critical fail-
ure effects, especially in non-homogenous systems, fall into
that category. In this class of problems, the QM/MM approach
could be used to take advantage of accuracy and predictive
power of methods such as DFT at modest computational
cost, allowing for studies at a large length and time scales.
As a result, the method could be used as an improvement
over classical forcefields in problems where transferability
is important such as an investigation of various attachment
strategies in the search for high-performing CNT-polymer
interfaces.
Here, the QM/MM approach was used to study differ-
ent CNT-polymer interfaces to identify the frailest element of
the CNT-polymer interface and test potential high-performing
replacements. The findings indicate that the chemistry at the
attachment point significantly contributes to the effective ISS
of the interface, and using a carefully chosen attachment
can lead to increasing the ISS to the limit dictated by the
strength of the polymer used in the composite. Computational
investigations such as this one could be used as guidance
for future developments of CNPCs with covalently bonded
interfaces.
SUPPLEMENTARY MATERIAL
Please see supplementary material for a description of, and
the results associated with, convergence test of the QM/MM
atomic forces with respect to the size of the buffer region,
details about the cluster QM calculations, QM flagging energy
criterion as well as a discussion of force vs displacement curves
and QM/MM force evaluation errors for simulations presented
in Sec. III.
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