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We present a novel bandwidth (BW) eﬃcient orthogonal frequency division multiplexing (OFDM) scheme with adaptive zero-
padding (AZP-OFDM) for wireless transmission. Redundancy issues in OFDM based on cyclic prefix (CP), zero-padding (ZP),
as well as no guard interval (NGI) systems are analyzed. A novel system design criterion based on the channel matrix condition
is studied and applied to the design of an AZP-OFDM system. Simulation results have shown that the proposed AZP-OFDM
oﬀers performance similar to that of CP-OFDM, complexity similar to that of ZP-OFDM, with BW eﬃciency higher than that
of both CP- and ZP-OFDM in channels with small to moderate delay spread. In channels with large delay spread, AZP scheme
adaptively maintains high performance at the expense of BW eﬃciency. Essentially, AZP-OFDM oﬀers a more flexible tradeoﬀ
between symbol recovery, BW eﬃciency, and complexity.
Keywords and phrases: bandwidth eﬃciency, cyclic prefix, equalization, multipath channels, orthogonal frequency division mul-
tiplexing (OFDM), zero-padding.
1. INTRODUCTION
Orthogonal frequency division multiplexing (OFDM) has
been receiving growing interest in recent years and has been
adopted in many standards. For example, OFDM has been
chosen as a solution for digital audio and video broadcasting
(DAB and DVB) in Europe, and applied for high-speed digi-
tal subscriber line (DSL) modems over twisted pairs (ADSL,
HDSL, and VDSL). Recently, it has also been proposed for
digital cable television systems and adopted in new standards
for wireless local area networks (wireless LAN) in North
America (IEEE 802.11a), in Europe (HIPERLAN/2), and in
Asia (MMAC) [1].
All standard OFDM systems are based on a cyclic pre-
fix (CP) to eliminate interblock interference (IBI) between
successive blocks. A CP of length no less than the channel
order is inserted per transmitted block. Discarding the CP
at the receiver not only suppresses IBI, but also converts the
linear channel convolution into a circular one, which facil-
itates the diagonalization of the channel matrix, and makes
single-tap equalization using scalar division possible [1]. An
obvious problem in CP-OFDM systems is that the transmit-
ted symbols cannot be recovered when some channel zeros
are located on subcarriers. Recently, it has been proposed in
[1, 2] to replace CP insertion by zero-padding (ZP) at the end
of the block of symbols to be transmitted. The padded zeros
deterministically suppress the IBI but lead to a larger number
of observed samples. That way, the transmitted symbols can
always be retrieved regardless of the channel zero locations
[1]. Note that since the number of zeros required to cancel
IBI equals the CP length, ZP- and CP-OFDM transmissions
have the same bandwidth (BW) eﬃciency. For some exist-
ing OFDM systems, such as HIPERLAN/2 and DAB physical
layer, the length of the CP is chosen to be 1/4 of the block
size, which results in a BW eﬃciency of 80%.
Approaches that have been proposed to increase the BW
eﬃciency in OFDM systems include [3, 4, 5]. In [3], an
OFDM system that does not use a guard interval (referred to
here as NGI-OFDM) was proposed. Because equalization in
such a systemmay be ill-conditioned, aMoore-Penrose pseu-
doinverse of the channel matrix has to be performed. A par-
tial response (PR)OFDM transmission scheme has been pro-
posed in [4] that employs a smooth window function. In [5],
a vector OFDM scheme was proposed which performs CP
insertion after blocking of conventional OFDM data blocks
so that the average overhead due to the guard interval is

















Figure 1: Block diagram of CP-OFDM transmitter.
decreased. In wireline applications, channel impulse re-
sponse shortening techniques have been developed so that
the length of the guard interval can be reduced [6]. Appli-
cation in wireless systems may be very diﬃcult due to the
time-varying characteristic of wireless channels.
In this paper, we propose a novel OFDM transmission
scheme with adaptive zero-padding (AZP-OFDM). We first
examine the redundancy introduced in CP- and ZP-OFDM
as well as OFDM without using a guard interval. The re-
duction of redundancy is then investigated and a novel sys-
tem design criterion based on channel matrix condition
is introduced. Using this criterion, a BW eﬃcient AZP-
OFDM scheme is developed. Complexity issues are also ad-
dressed in system design, which results in more flexibility in
that one can make tradeoﬀ among performance, eﬃciency,
and complexity. Generally multicarrier transmission suﬀers
from problems including high peak-to-average power ratio
(PAPR) ([7]). By reducing the redundancy, the proposed
AZP scheme achieves improved signal-to-noise ratio (SNR)
compared to that of ZP-OFDM, which is an added benefit
besides increased BW eﬃciency. In channels with large de-
lay spread, simulation results show that the proposed AZP-
OFDM oﬀers better performance than those of both CP- and
ZP-OFDM with fixed guard length.
This paper is organized as follows: a brief description
of CP- and ZP-OFDM as well as NGI-OFDM are provided
in Section 2. Section 3 addresses redundancy issues in these
schemes. In Section 4, we first propose a system design crite-
rion based on channel matrix condition. The application to
OFDM to tradeoﬀ BW eﬃciency and performance leads to
our proposed AZP-OFDM scheme. A modification to lower
equalization complexity is also discussed, along with an al-
gorithm for choosing the key parameter. Simulation results
and some further discussions in the context of HIPERLAN/2
channel models as well as channels with exponential power
delay profiles are provided in Section 5.
2. SYSTEMMODEL
2.1. CP-OFDM
A baseband discrete-time equivalent model of a CP-OFDM
transmitter is shown in Figure 1. A serial stream of infor-
mation bits b(n) is first passed through an error-control en-
coder, then serial-to-parallel (S/P) converted into data blocks
of size N , uN (i)
def= [u(iN),u(iN + 1), . . . ,u(iN + N − 1)]T .
Performing multicarrier modulation via inverse fast Fourier
transform (IFFT), we obtain
sN (i) = FHNuN (i), (1)
where FN is the N × N FFT matrix with [FN ]n,k =
(1/
√
N)e− j2πnk/N , and (·)H denotes Hermitian transpose. A
length G CP is then inserted between each block, and the
resulting redundant ith block scp(i) of length P = N +
G is parallel-to-serial (P/S) converted into time-domain
samples scp(n) and sent sequentially through the channel.
The input back-oﬀ (IBO) and nonlinear distortion intro-
duced by the power amplifier (PA) will be discussed in
Section 5. The multipath propagation channel can be mod-
eled as a finite impulse response (FIR) filter with tap vec-
tor h
def= [h0,h1, . . . ,hL, 0, . . . , 0]T and additive white Gaus-
sian noise (AWGN) η(n) ∼ N(0, σ2). This baseband discrete-
time equivalent model combines the eﬀects of the spectral-
shaping, sampling the continuous-time channel, and the
receive-filter.
We assume perfect symbol and block synchronization. If
the length of the CP, G, is no less than the channel model
order L, after discarding the first G entries corresponding to
the CP, we obtain1
rcp(i) = H˜sN (i) + ηN (i), (2)
where H˜ is the N ×N circulant matrix [9] with first column
[h0, . . . ,hL, 0, . . . , 0]T ; and ηN (i) is the N × 1 AWGN vector.
After demodulation by FFT, we obtain
ycp(i) = FNH˜FHNu(i) + FNηN (i)
= DN (H)u(i) + n(i),
(3)
where DN (H) = diag(H(0), . . . ,H(N − 1)) with H(k) =∑L
l=0 hle− j2πkl/N denoting the channel frequency response on
the kth subcarrier, and n(i) = FNηN (i) is the FFT-processed
noise vector. Note that in (3), we use the well-known prop-
erty that a circulant matrix can be diagonalized by pre- and
postmultiplication by FFT and IFFT matrices. This property
facilities simple one-tap equalization for CP-OFDM.
2.2. ZP-OFDM
ZP-OFDM [2] transmission diﬀers from CP-OFDM only in
that instead of CP insertion, a guard interval of G zeros is
padded at the end of each block. Assuming G ≥ L, the re-
ceived block is now given by
rzp(i) = HsN (i) + ηP(i), (4)
1Note that if G < L, (2) is not valid due to residual IBI. For a general
signal model with IBI, see [8].
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where H is a P × N tall Toeplitz matrix with first column
[h0, . . . ,hL, 0, . . . , 0]T . Zero-forcing (ZF) or minimum mean
squared error (MMSE) equalization can be performed at the
receiver [1]. However, direct ZF or MMSE equalization re-
quires the inversion of a P×P or N ×N matrix, respectively.
The computation can be lowered with fast algorithms based
on the FFT [10].
2.3. NGI-OFDM
NGI-OFDM for frequency-selective channels was proposed
in [3] to achieve maximal BW eﬃciency. NGI-OFDM has the
same transmitter structure as CP-OFDM except that there is
NGI inserted and removed. The IBI due to time dispersion
of the channel is combated by ISI cancellation as in [8]. After
IBI cancellation, the “IBI-free” received block symbol is given
by
rngi(i) = HNsN (i) + ηN (i), (5)
where HN is an N ×N lower triangular Toeplitz matrix with
first column [h0, . . . ,hL, 0, . . . , 0]T , which is not circulant and
cannot be diagonalized with FFT and IFFT matrices. There-
fore, intercarrier interference (ICI) has been introduced and
must be mitigated for symbol detection by solving (5). To
avoid stability problems with matrix inversion for a prob-
ably ill-conditioned channel matrix, Moore-Penrose pseu-
doinversion [9] is employed in [3]. However, the ICI can-
cellation algorithm in [3] does not take advantage of the
lower triangular Toeplitz structure of the channel matrixHN .
Furthermore, from our analysis (Section 3) and simulations
(Section 5) in the context of standard HIPERLAN/2 channel
models, the system performance of NGI-OFDM over hostile
wireless propagation channels is not acceptable.
3. REDUNDANCY ISSUES IN OFDM TRANSMISSION
Note that the length of the guard interval in ZP-OFDM is the
same as that in CP-OFDM. Both have the same BW eﬃciency
N/(N + G). Typically, G = N/4 (e.g., in DAB and HIPER-
LAN/2), which results in a BW eﬃciency of 80%. The inser-
tion of CP or trailing zeros introduces redundancy in OFDM
transmission and decreases the system throughput, which is
unattractive in high-rate communications. We now discuss
whether such redundancy is necessary for OFDM systems.
3.1. CP- and ZP-OFDM
As described above, CP-OFDM uses redundancy in the CP
to cancel IBI and transform the linear convolutional chan-
nel into a circular one (see (2)), which makes simple one-
tap equalization possible (see (3)). One main problem in CP-
OFDM is that the transmitted symbols cannot be recovered
when some subcarriers encounter channel zeros even in the
absence of noise [1]. Moreover, if a channel zero is located
close to the DFT grid (|H(k0)|  1), then equalization will
suﬀer from a “noise-enhancement” problem. Therefore, CP-
OFDM oﬀers simple equalization without guaranteed symbol
recovery.
In ZP-OFDM, redundancy is introduced in terms of G
trailing zeros, which not only cancels IBI but also guarantees
symbol recovery. This can be shown as follows. Consider the
noise-free received block in (4). Taking Z-transform
Rzp(z) = H(z)S(z). (6)
ZF equalization for ZP-OFDM turns out to be a deconvolu-
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= H(e j(2kπ/P))S(e j(2kπ/P)), k = 0, 1, . . . ,P − 1; (8)
that is, there are P virtual subcarriers compared to CP-
OFDM, where the number of subcarriers is N . Heuristi-
cally, more virtual subcarriers oﬀer diversity and immunity
to channel nulls. In other words, robustness to channel nulls
in ZP-OFDM is achieved by means of using P virtual subcar-
riers. The price paid for this benefit is increased equalization
complexity [10]. Therefore, ZP-OFDM guarantees symbol re-
covery with increased complexity.
3.2. NGI-OFDM
Equalization in NGI-OFDM is achieved by solving the lin-
ear systems of equations in (5). The perturbation analysis of
direct methods for solving such linear equations (see, e.g.,
[12, 13]) is summarized in the following theorem.3
Theorem 1 (see [12, Theorem 7.7.4]). Consider the linear sys-
tem Ax = b, where the matrix A ∈ Rn×n is nonsingular. Let
(A + δA)(x + δx) = b + δb be a perturbed system and assume
that
ε
def= ∥∥A−1∥∥ · ‖δA‖ = κ(A)‖δA‖‖A‖ < 1. (9)
Then (A+δA) is nonsingular and the norm of the perturbation













def= ‖A‖ · ‖A−1‖ is the condition number with re-
spect to the problem of matrix inversion.
We note that κ(A) depends on the choice of matrix norm,
for example, if the 2-norm is chosen, κ2(A) = σmax/σmin with
2Note that this has also been used in [10] for fast ZF and MMSE equal-
ization of ZP-OFDM.
3Note that this theorem holds for any consistent vector and matrix
norms, and is not restricted to the 2-norm [12].
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σmax and σmin denote, respectively, the maximum and min-
imum singular values of A [12]. Consider the equalization
problem of NGI-OFDM in (5). For simplicity of notation,
we drop the indices and subscripts,
r = Hs + η. (11)
Assuming no channel mismatch, that is, δH = 0, the condi-
tion in (9) is satisfied since ε = ‖H−1‖·‖δH‖ = 0. Define the








‖s‖2∥∥H†r− s∥∥2 , (12)
where sˆ = H†r is the output of the equalizer, and (·)† denotes
the pseudoinverse. We have the following corollary.
Corollary 2. The relative estimation error and the SNR at the









Since multicarrier demodulation with FFT is a unitary
transform, the SNR remains the same at the input of decision
devices, which determines system performance. For example,














def= (1/√2π) ∫∞x e−t2/2dt.
An example of the equalizer output SNR, γout, with ZF
equalization in HIPERLAN/2 channel A [15] and the bound
from Corollary 2 is shown in Figure 2. We can see that the
bound is not tight. However, from Figure 2, we can see that
this bound is proportional to the mean square estimation er-
ror (MSEE). Therefore, the lower bound in (14) may serve
as a predictor for γout. Figure 3 shows an example of the
condition number of NGI-OFDM channel matrix varying
with time in HIPERLAN/2 channel A with a terminal speed
v = 3 (m/s). As a comparison, those of CP- and ZP-OFDM
are also shown. From Figure 3, we can see that the condition
number of NGI-OFDM is usually very large, which makes
equalization in (5) an ill-conditioned problem, and more-
over causes unacceptable performance in NGI-OFDM, as
will be shown in Section 5.
We note that equalization in CP-OFDM also requires
solving linear equations (2). So the above perturbation anal-
ysis for NGI-OFDM applies. For ZP-OFDM, the system is
overdetermined and the above analysis has to be modified,
as detailed in Section 4. From Figure 3, we see that the con-
dition number of the CP-OFDM channel matrix is usually
much smaller compared to that of NGI-OFDM, which ex-
plains why CP-OFDM oﬀers better performance than NGI-






















ZP-OFDM bound (Corollary 2)
ZP-OFDM bound (approximation)
NGI-OFDM simulation
NGI-OFDM bound (Corollary 1)



























Figure 3: Condition number of NGI-OFDM channel matrix vari-
ation with time in HIPERLAN/2 channel A with terminal speed
v = 3 (m/s).
viewpoint. From the received signal models in (4) and (5),
we know that the NGI signal is a length-N rectangularly win-
dowed version of ZP-OFDM, which suﬀers from Gibbs phe-
nomenon [16]. In the Z-transform domain, Rngi(z) is ob-
tained by discarding those items with power less than 1−N .
Consider the system identification problem to find an equiv-
alent convolutional channel for NGI-OFDM, that is, to find

































Figure 4: The Gibbs phenomenon and channel impulse response lengthening eﬀect in NGI-OFDM (N = 64, L = 14). (a) Magnitude
response of the received signal; (b) channel impulse response.
Hˆ(z) such that
Rngi(z) = Hˆ(z)S(z). (16)
Since S(x) divides Rzp(z), it cannot divide Rngi(z). Therefore,
the eﬀective channel impulse response hˆ(l) = Z−1{Hˆ(z)} is
lengthened. Figure 4 shows an example of the channel im-
pulse response lengthening eﬀect in NGI-OFDM systems.
Now that the eﬀective channel order is larger than the orig-
inal one, L, there are more channel nulls and the possibility
for subcarriers encounter channel nulls is also increased.
Compared with CP- and ZP-based schemes, NGI-OFDM
oﬀers high BW eﬃciency, but suﬀers from inferior perfor-
mance and high complexity, as will be discussed. We con-
clude that redundancy is required for OFDM transmission
over wireless channels. Therefore, it is meaningful to in-
vestigate introducing redundancy in a “better” way, or, in
other words, to find better tradeoﬀs among eﬃciency, per-
formance, and complexity.
4. PROPOSED AZP-OFDM SCHEME
To increase the BW eﬃciency of ZP-OFDM systems, redun-
dancy introduced in transmission must be reduced. In fact,
from the guaranteed symbol recovery property of ZP-OFDM
discussed in Section 3, we find that the necessary amount of
redundancy is L. Padding more zeros does not aﬀect the sys-
tem performance and only results in lower BW eﬃciency. On
the other hand, if we loosen the constraint on symbol recov-
ery slightly by padding less zeros, higher BW eﬃciency may
be achieved. This does not mean a loss of symbol recovery ca-
pability, but a tradeoﬀ between eﬃciency and performance,
as will be clear in Section 4.1. Tradeoﬀs including complexity
issues will be discussed in Section 4.2.
4.1. AZP-OFDM scheme
Consider the signal model in ZP-OFDM. Rewrite (4) as in
(11). Equalization in ZP-OFDM requires solving an overde-
termined system, which can be easily treated as a full-rank
least squares (LS) problem [9, 12, 13]. The sensitivity of the
LS problem is well measured by the condition of channel ma-
trix H with respect to the 2-norm κ2(H)
def= σ1/σN , where
σ1 and σN denote, respectively, the maximum and minimum
singular values of H.
Theorem 3 (see [13, Theorem 3.4]). Suppose that A is m-by-
n with m ≥ n and has full rank. Suppose that x minimizes
‖Ax − b‖. Let ξ = Ax − b be the residual. Let xˆ minimize


































where θ is defined by sin(θ)
def= ‖ξ‖/‖b‖, that is, θ is the angle
between the vectors b and Ax and measures whether the resid-
ual norm ‖ξ‖ is large (near ‖b‖) or small (near 0). κLS is the
condition number of the LS problem.
Note that the assumption ·κ2(A) < 1 guarantees thatA+
δA has full rank so that xˆ is uniquely determined. This bound
can be interpreted as [13]: if θ is 0 or very small, then the
residual is small and the eﬀective condition number is about
2κ2(A), much like ordinary linear equation solving; if θ is not
small but not close to π/2, the residual is moderately large,
and then the eﬀective condition number can be much larger:
κ22(A); if θ is close to π/2, the true solution is nearly zero, then
the eﬀective condition number becomes unbounded even if
κ2(A) is small.
For our equalization problem in (11), if we assume no
channel mismatch, that is, δH = 0; then the residual ξ def=
Hs − (r − η) = 0, so sin(θ) = 0, tan(θ) = 0. Define  def=
‖η‖/‖Hs‖ and the SNR at the input of the equalizer γin def=



















Figure 5: MSEE and bounds for ZF equalization in HIPERLAN/2
channel A.
which may be violated, but (18) still holds except that the
bound is loosened in this case becauseH always has full rank
and sˆ = H†r is uniquely determined as required by the con-
dition in (17). Therefore, we have the following corollary.
Corollary 4. The relative estimation error of equalization in













Figure 5 shows the MSEE of ZF equalization in HIPER-
LAN/2 channel A and the upper bound from Corollary 4.
We can see that the upper bound is not tight. This is due
to a probable violation of the condition in (19). However,
from Figure 5, we can see that this bound is proportional
to the MSEE. Therefore, the bound acts as a prediction for
the MSEE. We note that γin may range from 0 to 20 dB in
wireless communications and usually κ2(H) 
 1. There-
fore, O(1/γin) is usually negligible in (20). If we define the
SNR at the output of the equalizer γout
def= ‖s‖2/‖sˆ − s‖2 ≡




An example of the output SNR, γout, for ZF equalization in
HIPERLAN/2 channel A is also shown in Figure 2 together
with the bound from Corollary 4. Again, the bound gives a
good prediction of γout.
Since system performance is determined by the SNR at
the equalizer output γout which can be predicted by κ2(H)
together with γin, we may use κ2(H) as a system design cri-
terion. To be specific, redundancy introduced by ZP can
be reduced by means of inserting fewer zeros at the end of
each block, which is referred to as AZP-OFDM, while keep-
ing κ2(H) relatively low. Assuming K zeros are padded, with
0 ≤ K ≤ L, the new signal model is given by
r′ = H′sN + η′, (22)
where r′ and η′ are (N +K)-vectors andH′ is a (N +K)×N
matrix. Note that the received signal in AZP-OFDM (22) is
just a “truncated” version of ZP-OFDM. The corresponding
channel matrix H′ is a submatrix of the ZP-OFDM channel
matrix H constructed by deleting its last P − N − K rows.
Let {σi}Ni=1 denote the singular values of H and {σ ′i }Ni=1 de-
note the singular values of H′, both arranged in nonincreas-
ing order. From the interlacing property of singular values
[17], we know σ1 ≥ σ ′1 ≥ σ2 ≥ σ ′2 ≥ · · · ≥ σN ≥ σ ′N ≥ 0.
Usually σ1 
 σN . Heuristically, σN is more sensitive to per-
turbation. Therefore, deleting some of the last rows of H,
or in other words, padding with fewer zeros in ZP-OFDM
increases κ2(H), as is confirmed by simulations. This is the
price to pay for increased BW eﬃciency.
Of course, in so doing, the received signal will experience
IBI, which can be canceled via decision feedback. Note that
in AZP-OFDM, redundancy is reduced but still exists, which
makes robust symbol recovery possible. Either ZF or MMSE
equalization can be employed. Similar to ZP-OFDM, equal-
ization in AZP-OFDM requires the solution of an overdeter-
mined system of equations. The fast equalization algorithms
developed in [10] cannot be applied due to their diﬀerent
structure of channel matrices. Therefore, AZP-OFDM trades
oﬀ eﬃciency and performance, with the price of increased
complexity.
4.2. Modification for low-complexity equalization
Alternatively, by taking advantage of the band-Toeplitz struc-
ture of the channel matrix, we propose a modification to the
AZP-OFDM scheme. To be specific, if we discard K initial
observations, we obtain a system with the same number of
observations as unknowns, that is,
r′′ = H′′s + η′′, (23)
where r′′ and η′′ are N-vectors and H′′ is an N ×N Toeplitz
matrix. We note that the received signal in (23) is a “win-
dowed” version of that in ZP-OFDM (see (4)), with window
width N and delay K . As a result, ZF equalization is trans-
formed into solving a band-Toeplitz system (with BW L) for
which there are eﬃcient solvers [18].
We note that the modified scheme diﬀers from AZP-
OFDM in the number of trailing zerosK (as will be discussed
in Section 4.3) and in equalization at the receiver. Both the
NGI and the proposed methods are windowed versions of
ZP-OFDM with the same window width, but in the modi-
fied AZP scheme, the window is shifted to a “best” position
to capture more the transmitted energy in the received sig-
nal, while in NGI-OFDM, the window is always fixed at the
head part of the received block; in other words, the modi-
fied AZP system itself is nearly as overdetermined as in ZP-
OFDM (therefore, redundancy-based), but transformed for
























Figure 6: Criteria for choice of ZF length: κ2(H) versus σN in two-tap channel.
simpler equalization, while NGI-OFDM does not introduce
redundancy. Of course, by discarding some observations, we
lose part of the redundancy in the received signal. As a result,
the system performance will be slightly worse. However, due
to the choice of AZP length (as will be clear in Section 4.3),
the resulting system is still well-conditioned, as has been con-
firmed by our simulations.
4.3. Choice of ZP length
From the previous discussion, the condition number of the
channel matrix can be used as a system design criterion.
However, the calculation of the condition number of a ma-
trix is computationally complex. Since κ2(H) = σ1/σN and
σN is more sensitive to perturbation, κ2(H) depends mainly
on σN . Hence, instead of using condition number, we con-
sider the smallest singular value of the channel matrix, σN , as
a criterion. In (20), if we substitute κ2(H) by 1/σN , we obtain



















To gain more insight into the criteria for choice of ZP
length, we consider a special case of a two-tap channel, that
Table 1: Inverse iteration of power method.
Initialization: choose x0; i = 0.
Iteration: until convergence,
yi+1 = (A− σI)−1xi
xi+1 = yi+1/‖yi+1‖2 (approx. eigenvector)
λi+1 = xHi+1Axi+1 (approx. eigenvalue)
i = i + 1
is, h = [h0,h1, 0, . . . , 0]T . For this channel, the ZP length
K ∈ {0, 1}. It can be shown that singular values of chan-
nel matrices (of both K = 0 and 1) depend only on |h0| and
|h1|. Figure 6 compares two criteria for choice of ZP length
in all possible two-tap channels. We see that 1/σN oﬀers a
close approximation to κ2(H), up to a scaling factor. An ex-
ample of the approximate bound for the MSEE is also shown
in Figure 5. From Figure 5, we see that (24) can also be used
to predict the MSEE.
Fortunately, some eﬃcient algorithms have been devel-
oped for calculating the smallest singular value of a matrix
[13]. Here we adopt the power method, which can find the
largest magnitude eigenvalue of a matrix A and the corre-
sponding eigenvector. To find the other eigenpairs, the power
method can be applied to (A− σI)−1 for some shift σ , and it
will converge to the eigenvalue closest to σ . By choosing σ




































Figure 7: Variation of AZP lengths with time for HIPERLAN/2 channel model A with terminal speed v = 3m/s: (a) shows condition number
of channel matrix for diﬀerent AZP lengths while (b) presents adaptively selected AZP length versus time.
very close to a desired eigenvalue, convergence of the algo-
rithm can be accelerated [13]. Table 1 details the algorithm.
For a complete treatment of the power method and its varia-
tions, see [12, 13].
To estimate the smallest singular value of H, the power
method can be applied to (HHH − σ2I)−1 with an initial
shift σ equals 0 or previous estimate. The initial guess of
the singular value can be chosen to be the previous esti-
mate as well due to the slowly changing property of the
channel matrix spectra as discussed in Section 5. Specif-
ically, for the modified AZP-OFDM, to take the advan-
tage of the channel matrix structure, we set σ = 0 so
that in every iteration, the computational cost is mainly
solving two band-Toeplitz systems, that is, (HHH)−1 =
H−1H−H . The convergence criterion for the power method
used in our proposed method can be set quite loose be-
cause we are not required to estimate the singular value ac-
curately.
Remark 1. We note that the choice of the number of padded
zeros of modified AZP-OFDM may be diﬀerent from that of
the original AZP-OFDM. For the original AZP scheme, the
condition number of the channel matrix will decrease with
an increase of AZP length. Therefore, the singular-value-
finding algorithm may stop whenever the smallest singu-
lar value is large enough to guarantee symbol recovery. Be-
yond that, increasing AZP length will improve system per-
formance, but the BW eﬃciency will decrease, and therefore
its choice may depend on the system requirements. On the
other hand, in the modified scheme, there exists some op-
timal choice of AZP length. Heuristically, if we slide a win-
dow on the received block, there exists an optimal shift for
the windowed sequence to capture most of the energy in the
original sequence. This can be achieved by a simple search
procedure.
Since wireless channels are well modelled as stochastic
processes, the system parameter K is random. However, it is
diﬃcult to find a closed-form expression for statistics of K .
In Section 5, we will instead characterize K by Monte-Carlo
simulations.
5. SIMULATION RESULTS ANDDISCUSSIONS
5.1. Statistics of AZP length
Standard HIPERLAN/2 channel models [15] are used. The
OFDM block size of 64 and a terminal speed of 3m/s are
assumed. The expected BW eﬃciency for diﬀerent channel
models ranges from 93%–100%, while employing CP- or ZP-
OFDM, BW eﬃciency is fixed at 80%. The variation of AZP
length depends on the velocity of the mobile terminal. An ex-
ample of the variation of the channel matrix condition num-
ber with diﬀerent numbers of padding zeros as well as vari-
ation of the estimated K with time is shown in Figure 7 for
channel A with a terminal speed of 3m/s. We see that for a
terminal speed of 3m/s, the AZP length varies very slowly
and it most likely changes among neighboring values. This is
due to small changes in the channel only resulting in small
variations of the spectra of the channel matrix [17].
5.2. Complexity issues
The AZP length results lead to further reductions in imple-
mentation complexity in that the AZP length need not be
updated very frequently. The search algorithm can be sim-
plified, examining several neighboring values, instead of per-
forming exhaustive search over the set of all possible values.
Moreover, since in the proposed schemes, accurate estimate
of the smallest singular value is not required, the convergence
criterion in applying the power method can be very loose,
which will reduce the number of iterations significantly.
Equalization in (22) is a band-Toeplitz LS problem,
for which special methods have been devised of complex-
ity O((N + K)N). Some “superfast” methods require only
O((N+K) logN) operations [19]. Formodified AZP-OFDM,
in each iteration for choosing AZP length and in the pro-
cessing of each data block, the main cost is for solving band-
Toeplitz equations. Usually the system design results in a nar-
rowband matrix. As a result, the computational cost can be
significantly reduced [12]. The complexity of CP-OFDM is
O(N logN), while using ZP-OFDM with fast equalization
algorithms [10], the complexity is O(P logP). In our simula-
tions under the context of HIPERLAN/2 channel models, we





Figure 8: Simplified PA model.
estimate AZP length every 20 blocks and the power method
usually converges in several iterations. In summary, the pro-
posed scheme has almost the same complexity as ZP-OFDM,
both of which are slightly higher than that of CP-OFDM.
5.3. Clipping effects
As is well known, one of the major drawbacks of OFDM is
the high PAPR of the signal to be transmitted. As a result,
OFDM signals cause serious problems such as distortion of
the transmitted signal due to the PA nonlinearity. In this pa-
per, we consider the simplified PA model shown in Figure 8,
with both the input and output normalized as in [10]. Ac-
cording to [10], by defining the clipping ratio C as the num-
ber of clipped symbols over the total number of symbols, and
the IBO as the ratio of the mean power at PA input to the
input saturation power, (which is a function of C), the trans-
mitter output SNR diﬀerence between CP- and ZP-OFDM is
given by [10]





+ IBOzp(C)− IBOcp(C). (26)
Therefore, such SNR loss will be smaller with a shorter guard
interval as is the case in our proposed AZP-OFDM. Since the
length of AZP, K , is not fixed, we can estimate the expected











For HIPERLAN/2 transmission, Figure 9 shows the sim-
ulated SNR loss for ZP- and AZP-OFDM with respect to CP-
OFDM. The clipping eﬀect alone requires reducing the trans-
mit power by less than 0.3 dB compared to CP-OFDM in or-
der to guarantee the same amount of out-of-band radiation,
while the reduction for ZP-OFDM is about 0.9 dB [10].
5.4. Uncoded BER performance
Example 1 (uncoded BER in HIPERLAN/2 channel A).
Figure 10 shows the uncoded BER performances of NGI-,
CP-, ZP-, and the proposed modified AZP-OFDM scheme
in channel A. The AZP length K(n) is updated every 20






















































Figure 10: Uncoded BER in HIPERLAN/2 channel A for QPSK.
OFDM has similar performance to CP-OFDM at low SNR,
and both are slightly worse than that of ZP-OFDM. This
is due to the guaranteed symbol recovery capability in ZP-
OFDM, whereas for AZP-OFDM, this property has been sac-
rificed to achieve higher BW eﬃciency and lower complexity.
Example 2 (uncoded BER in channels with exponential
power delay profile). We assume channel model order L =
N , and channel tap powers ρ2l = βe−αl, for l = 0, 1, . . . ,N −1,
with β chosen to normalize the total channel power, that
is, β = 1/∑N−1l=0 e−αl and ∑N−1l=0 ρ2l = 1. Obviously, small α



















Figure 11: Uncoded BER in channels with exponential power delay
profiles for QPSK, N = 32, G = 4, (solid line: α = 0.5, dashed line:
α = 0.1, dashed-dotted line: α = 0.05).
corresponds to large rms delay spread. Figure 11 shows the
uncoded BER performance of CP-OFDM, ZP-OFDM, and
AZP-OFDM in a system with block size N = 32 and guard
length G = 4. We see that for small α, both CP- and ZP-
OFDM, with fixed guard length, experience serious error
floors. Using AZP-OFDM, since the guard length is adaptive,
the system is more robust to channels with large delay spread.
The expected BW eﬃciencies of AZP-OFDM for diﬀerent α
are, respectively, 71.35%(α = 0.05), 77.20%(α = 0.1), and
90.27%(α = 0.5), compared with fixed BW eﬃciencies in
CP- and ZP-OFDM, 88.89%. In other words, when the de-
lay spread is low, AZP-OFDM has performance slightly be-
low that of CP- and ZP-OFDM, while if the delay spread is
large, performance can be maintained at the expense of BW
eﬃciency.
6. CONCLUSIONS
This paper has shown how to optimize the transmit re-
dundancy for OFDM transmission over wireless channels
to tradeoﬀ performance, complexity, and BW eﬃciency. A
novel BW eﬃcient zero-padding scheme, AZP-OFDM, was
introduced based on the channel matrix condition, which is
flexible for system design compared with the standard CP-
/ZP-OFDM. The new AZP-OFDM transmission method of-
fers robust performance over a large range of time disper-
sion (delay spread) while keeping implementation complex-
ity low.
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