Abstract|The root structure of the equation sin(z) = cz is studied for jcj 1, and an iterative root nding method for the nonreal roots, based on an equation x = f(x) for the real part, is presented.
INTRODUCTION
In problems involving the biharmonic equation in wedge regions, e.g., plane Stokes ow near a corner, the solution can often, locally or globally, be expressed as a superposition of biharmonic functions of the form r +1 ( ; ), where r and are polar coordinates and a parameter with positive real part. The values of which occur in a particular problem depend on the boundary conditions. For example, for plane Stokes ow in a wedge with rigid walls and opening angle , must satisfy the one or the other of the equations sin( ) = sin( ):
Other examples of the occurrence of equation (1) are mentioned in 1].
In both equations in (1), = 0 is a root, and = 1 is a root of the one with the plus sign used, but in general neither of these two roots are of physical interest. For = or 2 , the equations have the in nitely many real roots = n = , where n is an integer; for all other values of 2 ]0; 2 ] there are in nitely many nonreal roots, and for some values, a number of real ones, too.
A few of the roots obtained via the Newton-Raphson technique were tabulated in 2,3] in connection with special applications. Investigations of the equations as such are found in 4], and in a paper by Kelmanson 1] , which, so far, is the most detailed one. Kelmanson found analytical approximations to the roots, used his results to illustrate certain of the global properties of the solution, and compared his approximations with values found by numerical solution.
Previous investigators have characterized the solution structure as being very complicated and displaying an involved scheme with branch points. In the following, we show that it is possible to give a rather simple description of the solution structure. Kelmanson 1] used the NewtonRaphson technique to evaluate the nonreal roots. He reports that a judicious initialization is then required, and that the full numerical solution is not necessarily straightforward to obtain. In Section 4, we present a simple method for nding the nonreal roots. In the sequel we use the notation z = and c = sin( ) ; (2) so from now on, we write (1) as sin(z) = cz: (3) We express our results in connection with (3) rather than (1), since the root structure of (3) as a function of c, and thus, via (2), of , is simpler to describe. In (1), 2 ]0; 2 ], so that jcj 2 0; 1 .
The values c = 1 are also of interest, since they occur when the wedge degenerates into a strip.
We shall therefore assume that c is real and c 2 ?1; 1]. The equations sin(x) cosh(y) = cx; cos(x) sinh(y) = cy; (4) where x denotes the real and y the imaginary part of z, are then equivalent with (3). It is seen that if z is a root of (3), ?z, the complex conjugate z , and ?z , are roots, too, and that the only root with vanishing real part is z = 0. Thus, it is su ces to look for roots with x > 0 and y 0, but since the results are simpler to express if one considers the entire half plane x > 0, we shall henceforth do so.
THE REAL ROOTS
Many properties of the real roots are immediately evident from Figure 1 and are also found in 1,4]. They are included here for reference. The results on the real roots are included in the theorem in Section 3.
The numerical determination of the real roots is straightforward. If there are two roots in an interval I + M or I ? M , an obvious choice of method is Newton's with the lower and upper end of the interval used as initial approximations.
THE NONREAL ROOTS
The equations in (4) 
Thus, (7) and (8) hold for all roots of (3). Conversely, (7) and (8) to the branch in question, to 2M or (2M ?1) . Since f 1 increases from q to in nity as y increases from 0 to 1, every branch of f 2 , for which f 2 (0) > q, intersects f 1 (x; jcj) = f 1 (x; (1 + q 2 ) ?1=2 ) once and only once in y > 0, and these intersections are the roots. We combine these results with those on the real roots in the following theorem.
Theorem on the roots of the equation sin(z) = cz for 0 < jcj 1. In the strip 0 < Re z < , there is exactly one root, which is real, if c > 0, and none if c < 0. In terms of It is now clear how the roots vary with varying . Assume for de niteness that the plus sign applies in (1). For = 0, the nonreal roots then are at the intersections of the curve x = f 1 (y; 1) and the branches of x = f 2 (y) which are in the strips where x 2 I + M (the dashed curves in Figure 2 ). As increases to , c decreases to 0, and q = (c ?2 ? 1) 1=2 increases to in nity. Since the apex of the curve x = f 1 (y; jcj) is at x = q, the curve thereby moves to the right, so that the roots (the intersections with the branches of x = f 2 (y)) move towards the real axis.
The roots starting with x 2 I + M reach the real axis when q = x M , and then move in opposite directions along the axis arriving at x = 2M and (2M + 1) , respectively, when = . When grows beyond , q decreases so that the curve x = f 1 (y; jcj) moves back towards the left. The real roots rst continue to move along the axis, but when one of them reaches the intersections with a branch of x = f 2 (y) corresponding to a negative value of c (a dash-dotted curve), it moves out along that branch to the intersection with the curve x = f 1 (y; ?c 1 ). Here c 1 denotes Min (sin( )= ). The minimum value is assumed for = 257:45:: . As increases further, q also increases, since c is negative. Therefore the root moves towards the real axis and nally along it ending (when = 2 ) at the point where it was for = . The variation of the two roots starting with 4 < x < 5 is shown in Figure 3 
AN ITERATION METHOD FOR THE NONREAL ROOTS
We now present a simple method for computing the nonreal roots in which we rst nd the real part from an equation of the form x = f(x), which can be solved by iteration, and thereafter 
for y > 0. Consequently, jf 0 (x)j < 1=3 < 1 in a neighbourhood of a root. In order to test our method, we used it with c = sin( )= and stepping at intervals of 5 from 5 to 355 . As M increases, the real part x of a root in I M approaches (2M 1=2) . For each we therefore rst found the root in I 10 , using 20 1=2 as start approximation to x. Descending through the intervals I M , and for each M using a start approximation which was 2 less than the real part of the root inI M+1 , we could compute all roots without complications.
