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ABSTRACT 
The growth in food demand urge the need of increasing agricultural productivity 
and reducing food losses in a sustainable basis. New opportunities for farm management 
decision making have been rapidly growing with the proliferation of data and information 
describing agricultural systems. Farm management performance is affected by complex 
interactions between factors, such as crop yield, market price, culture task schedule, 
machinery selections, as well as local weather and environmental conditions. Appropriate 
farm management practices coupling with abilities to obtain real-time local agricultural 
information with recently vigorous developed information technologies can improve 
agricultural productivity, reduce losses, and improve farmers’ profits. Also, a better 
understanding of strength and weakness of grain supply chains provide opportunities to 
plan a reliable and robust food networks, thereby assisting farm management and 
reducing post-harvest losses. Thus, the overall objective is developing a framework to 
support farming decisions that enhance farm management on a sustainable and profitable 
basis. 
To bridge existed information gaps, specialized text mining tools are developed to 
discover real-time agricultural information by utilizing Twitter, which also provides 
geolocation data with finer spatial resolution. The results showed that social networks 
contribute more real-time regional crop planting schedules compared to official NASS 
reports, which can be ahead of time by five days on average at the early stage of planting. 
We have also identified influential agricultural stakeholders within social networks, 
based on social network connections of the communities observed within Twitter. The 
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results showed that the connections of online agricultural communities are exceedingly 
tight and geo-location-based. This will provide new strategies for the development and 
deployment of targeted community learning modules for enhanced implementation of 
best management practices. 
Qualitative and quantitative analytical tools have been developed to provide 
decision support on farm management practices. A text mining analysis was performed to 
identify farming schedules and discover key influential factors behind farmers’ 
operational decisions from news media. The results showed strong site-specific 
relationships between harvest, grain price, and moisture for farm management. An 
optimization model, BioGrain, was developed to maximize farmers’ profits by optimizing 
critical farm decisions including agricultural machinery selection and harvesting 
schedules. The optimization modeling showed that crop moisture content is critical for 
optimal farm management. Farmers should balance the tradeoffs between harvestable 
yield and drying costs to make appropriate decisions when determining the best 
management strategy. Large farms outperformed small farms on profits but generated 
higher grain losses, due to a longer harvesting period. The change of corn price would 
affect optimal farm decision making when adopting on-farm drying, but not for farmers 
adopting elevator drying. 
Grain supply chains are inherently complex due to interactions between farms, 
grain elevators, and several kinds of grain processing facilities. We have developed an 
optimization model to reproduce the potential grain supply chain flows within the 
network based on local crop yields and agricultural infrastructure. Given potential grain 
transportation flows, we then study the network structure and characteristics of the 
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Illinois grain supply chains from global and local topological perspectives. The result 
shows that the network has scale-free properties and good network features for supply 
chains. Using modularity and centrality analyses, important subgroups and facilities were 
identified. The results revealed two primary subgroups located in western and central 
Illinois. The most important facilities are identified within those regions and should be 
well maintained to avoid propagation of system failures. 
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CHAPTER 1: INTRODUCTION 
The management of agricultural tasks is shifting to a new phase considering 
interactions between crop productions, environmental impacts, and food security (John, 
Pannell, &Kingwell, 2005; Molua, 2002; Sørensen et al., 2010). Improving agricultural 
productivity and reducing food losses in supply chains are critical to responding to 
population increase and providing food security. However, key decisions for optimizing 
timing of culture tasks and corresponding farming output are affected by spatiotemporal 
changes of weather-related events, regional marketing situations, and other 
environmental conditions. Grain supply chains are inherently complex due to the number 
of different types of facilities and stakeholders and the large number of potential 
transportation pathways. To strengthen farming performance, farmers need superior 
localized farm management practices and a global understanding of food supply chains.  
Also, having the ability to obtain up-to-date information regarding rapidly changing 
conditions and to respond properly would greatly enhance overall performance (Endsley, 
1988). By following these concepts, I argued that farmers can improve farming capability 
by improving their strength from three principal facets: 1) new channels for obtaining up-
to-date local agricultural information, 2) optimal farm management decision support 
considering the complexity of factors, such as weather, grain price, and food losses, and 
3) a better understanding of their risks and opportunities in grain supply chains. 
The underlying information sources used today, such as local community 
members, crop advisors, extension agents, farm creditors, and governmental institutions 
help farmers schedule culture tasks, but the updates of this information may be delayed, 
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anecdotal, and low in spatial resolution. For instance, National Agricultural Statistics 
Service (NASS) provides tremendously valuable information regarding culture tasks, but 
the information is usually with state-level and updated after a weekly survey. These 
information gaps may lead to sub-optimal farming decisions. Although agricultural 
information accessibility for rural farmers is a major concern affecting productivities in 
developing countries (P.Jain, Nfila, Tandi Lwoga, Stilwell, &Ngulube, 2011; Meitei 
&Devi, 2009), farmers in developed countries still experience non-negligible information 
gaps. Even a few days’ of information delay can significantly affect crop production for a 
complex modern agricultural practice. For example, if late planting occurs in the middle 
of May, five-days delay in corn planting can cause 5.5% and 8.5% yield reductions in 
southern and northern Wisconsin (Lauer et al., 1999a). In the past, these information gaps 
and delays were inevitable. It is possible to obtain real-time information with recently 
vigorous developed information technologies nowadays, such as online social and news 
media. Novel information search services reduce technical barriers and help advanced 
management and academic studies by cost-effectively accessing new information sources 
(Feldman &Sanger, 2007). Although the services provide great opportunities for 
researchers and farmers to acquire more localized and real-time information, there exists 
no such study regarding farming practice to the best of our knowledge. This study aims to 
take the lead in exploring agricultural information from the online social web.  
In addition to acquiring local agricultural information, a superior farm 
management decision support that integrates various types of information and inputs to 
provide optimal practices is critical. Successful farm management not only requires 
agronomy management during crop growth stages, but also harvesting decision support. 
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The timing of crop harvesting is vital for farm management (Hell et al., 2008; Sanderson, 
Read, &Reed, 1999). Providing appropriate harvesting practices is critical for farmers to 
improve agricultural productivity and to reduce on-farm food losses. The complexity of 
interactions among factors, such as machinery, market grain price, elevator grain discount 
rate, and propane price for on-farm drying all contributes to optimal harvesting schedules 
and crop drying operations. Crop yield, moisture content, and weather are also crucial 
factors affecting harvesting decisions; however, they change over time and are affected 
by local environmental conditions (AlfredoDeToro, Gunnarsson, Lundin, &Jonsson, 
2012). Several farm management models had worked toward providing harvesting 
schedule decision supports (Camarena, Gracia, &Sixto, 2004; Søgaard &Sørensen, 2004). 
Yet, these models do not emphasize the dynamic tradeoff between farming profits and 
on-farm food losses considering constant changes of local conditions. This will be a 
major offering of this study to contribute to an improved farm management decision 
support by providing optimal harvesting strategies.  
Sustainable and efficient food supply chains are also key to improving food 
security (Kummu et al., 2012; Parfitt, Barthel, &Macnaughton, 2010). Considering the 
complexity of grain supply chains, the potential for impacting food security would be 
difficult to properly evaluate without an understanding of the structure of supply chain 
networks. Thus, supply chain analysis has emerged as one of the most important 
applications to improve the performance of agricultural systems. With information 
describing how grain moves to and is exchanged among facilities, the characteristics of 
this complex supply chain network can be identified by network analysis. This study aims 
to provide an opportunity to improve the robustness of networks, reduce food losses in 
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the supply chains. In addition, it contributes an understanding and awareness of local 
supply chain conditions for farmers. 
1.1 Objectives 
Our overall objective is building a framework to support farming decisions that 
enhance farm managements on a sustainable and profitable basis. This framework is 
developed to help farmers acknowledge 1) where to discover local real-time agricultural 
information, 2) how to integrate key information to optimize farm management, and 3) 
what opportunities and risks are local farmers exposed in the supply chain system. To 
achieve the objective, we propose three major aims to accomplish this decision support 
capability.  
Aim 1: Identify regional culture task schedules and corresponding factors 
contributing towards key agricultural decisions from social and news media. Text 
mining techniques are applied to discover agricultural information from 
unstructured text data. Network analysis is applied to reveal information diffusion 
within online agricultural communities. 
Aim 2: Integrate local environmental information and tradeoffs between profits 
and food losses to provide farm management decision supports for farmers. A 
farm management optimization model, BioGrain, is developed to optimize 
harvesting operations by considering those complex factors. 
Aim 3: Evaluate potential opportunities and risks for farmers and agricultural 
facilities in a grain supply chain network. We considered agricultural supply 
chains as a complex network by applying network analysis, thereby providing 
insight into a sustainable and robust network. 
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This study is creative and original. To the best of my knowledge, there has not 
been any such approach to date identifying real-time farming activities with finer-spatial 
resolution from social informatics. This instantaneous information can be integrated with 
several models. In addition, our research is expected to study harvesting and supply chain 
problems with innovative perspectives, such as optimized farm management considering 
food losses and complex network analysis for grain supply chains. The primary outcomes 
of this study will be a novel agricultural decision-support framework comprised of 
multidisciplinary models that assist farmers on a regionally specific basis to intensify 
economic viability and sustainability. This study will especially benefit the small and 
medium-scale farmers because they usually suffer more due to the lack of adequate 
information to operate farms; information and technology from markets are usually 
incomplete for small-scale farmers compared to commercial farmers in coordinated 
supply chains (Van DerMeer, 2006). Supports for new technology applications for small-
farmers are often insufficient, and risk of technology adoptions can be high (Doss, 2006). 
Information regarding the surrounding environment, effective farming strategies, and 
understanding of regional food supply chains enhances their competitiveness. The 
agricultural practice of the smallholder farming is currently the backbone of global food 
security in the developing world. Potential extensions of this study would strengthen 
sustainable farm managements in developing countries. 
1.2 Dissertation organization 
The remainder of this dissertation is organized as follows. Chapter 2 gives an 
overview introduction of text mining in social and news media, farm management 
models, food loss in supply chains, and network analysis based on literature review. 
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Chapter 3 shows the development of text mining tool for acquiring agricultural 
information in real-time utilizing social networks, such as Twitter. We have also 
identified influential agricultural stakeholders and potential information flows within 
social networks, based on social network connections of the communities observed 
within Twitter. Chapter 4 describes the development of BioGrain model, which 
optimizing harvesting schedules, machinery selections, and crop drying options by 
considering the tradeoffs between profits and on-farm food losses. To reveal the potential 
reasons behind the difference between optimal and real-world culture task schedules, a 
text mining analysis was performed to identify key influential factors potentially 
affecting farmers’ decisions based on information discovery from news media. Also, we 
demonstrated the integrations of social media data mining and BioGrain model and its 
potential applications. In Chapter 5, we developed an optimization model to reproduce 
the potential grain supply chain flows within the network based on local crop yields and 
agricultural infrastructure data. Given potential grain transportation flows among farms 
and facilities, we further study the structure and characteristics of the Illinois grain supply 
chain network from global and local topological views, which provides a guide for 
improving the robustness and efficiency of the networks and makes contributions for the 
understanding of opportunities and risks for corresponding stakeholders. Finally, an 
overall summary of major conclusions and future work is presented in Chapter 6. 
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CHAPTER 2: LITERATURE REVIEW 
Our works here seek to contribute new capabilities for improving information 
access, farm management, and supply chains to increase the sustainability of agricultural 
systems. Considering the connections between components and emerging behavior in the 
complex system, modeling is one of the most powerful techniques. With numerous 
advances, modeling tools are widely applied to transfer real-world issues to information 
systems. Several previous studies have provided necessary principles to approach 
problems by breaking the system down into fragments that are easier to implement with 
modeling tools (Law, Kelton, &Kelton, 1991; Rumbaugh, Blaha, Premerlani, Eddy, 
&Lorensen, 1991). There exist many modeling tools that provide various techniques 
addressing different types of real-world problems. 
To support our research objectives, we reviewed literature regarding some key 
techniques including (1) text mining in social and news media and potential applications 
for agricultural systems, which targets aim 1; (2) the potential ways that information 
circulates within social networks  and how this affects farmers’ decisions supporting 
aim1; (3) crop and farm management modeling supporting aim 2; (4) food losses in 
different stages of supply chains and challenges supporting our aims 2 and 3; (5) concepts 
of complex network analysis and key information regarding definitions of measurements 
along with their applications supporting aims 1 and 3. This chapter is organized 
according to these issues. Finally, the conclusion section describes findings and ideas 
from literature that can conduct to this study.    
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2.1 Mining in news and social media 
Text mining is an emerging technology used to identify representative features 
and to explore interesting patterns by extracting useful information from unstructured 
textual data (Feldman, Dagan, &Hirsh, 1998; Rajman &Besançon, 1998; Weiss, 
Indurkhya, Zhang, &Damerau, 2010a). Text mining is analogous to data mining but 
applied to different types of data (Feldman &Sanger, 2007; Gupta &Lehal, 2009). Data 
mining presumes data is stored in a structured format and focuses on scrubbing and 
normalizing data to generate extensive information. Text mining preprocesses 
unstructured data into more explicitly structured intermediate formats and then utilizes 
core mining operations to discover patterns, analyze trends, and predict outcomes. 
(Feldman &Sanger, 2007; Zhu &Porter, 2002). Text-based information can be 
transformed into database content or represented as complex networks that can be 
integrated with the analyst’s background knowledge to help formulate new hypotheses. 
Using data mining to analyze agricultural problems has been drawing significant 
attention recently (Mucherino, Papajorgji, &Pardalos, 2009), but very few studies have 
applied text mining to discover knowledge from textual information.  
2.1.1 Architecture of text mining system 
Based on favored ideas from the literature, an architecture of a text mining system 
(or named knowledge distillation processes) is comprised of four major parts: (1) 
preprocessing tasks, (2) core mining operations, (3) presentation layers, and (4) 
refinement techniques (Castellano, Mastronardi, Aprile, &Tarricone, 2007; Feldman, 
Fresko, et al., 1998; Gupta &Lehal, 2009; Tan, 1999). Typical documents  including 
scientific articles (Ananiadou, Kell, &Tsujii, 2006; MKrallinger &Valencia, 2005; 
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Rebholz-Schuhmann, Oellrich, &Hoehndorf, 2012), business reports (Hu &Liu, 2004; 
Pang &Lee, 2008), and news stories (Fung, Yu, &Lam, 2003; Mittermayer &Knolmayer, 
2006)  usually have free or weak structures. It is necessary to preprocess and convert 
original data into a clearer format prior to extracting concepts and knowledge via mining 
algorithms and operations (Berry &Castellanos, 2004). Core mining operations for 
discovering occurrences and patterns include revealing unknown facts, finding 
distributions among targeted elements, and recognizing associations between concepts or 
sets of concepts (Feldman &Sanger, 2007). Knowledge engineering approaches, such as 
rule-based techniques, and machine learning approaches, such as Naïve Bayes classifier, 
are usually used for text mining (Hayes, 1992; Sebastiani, 2002). Interpreting mined 
results properly are also crucial for decision supports. Researchers paid great attention to 
the development of advanced presentation layers and visualization tools. They provide a 
graphical user interfaces and pattern browsing functionality to help users filter constraints 
and find interesting information (Diesner, Aleyasen, Kim, Mishra, &Soltani, 2013; 
Feldman, Fresko, et al., 1998; Wong, Whitney, &Thomas, 1999; Yang, Akers, Klose, 
&Barcelon Yang, 2008). For instance, generating semantic networks shows the 
associations between concepts and helps discover critical information by focusing on 
different network measurements (Diesner et al., 2013; Diesner, Kim, &Pak, 2014). 
Another thematic text-mining tool was developed to create a contour map giving users a 
birds-eye view finding the common concepts (Yang et al., 2008). Finally, refinement 
techniques are used to filter redundant information and cluster related data to improve 
discoveries (Castellano et al., 2007; Feldman &Sanger, 2007).  
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2.1.2 Applications 
Text mining processes are wildly applied in various domains, such as business, 
social science, natural science, and engineering (Berry &Castellanos, 2004). Prominently 
scientific studies are applications of biomedical researches (A. M.Cohen &Hersh, 2005; 
MartinKrallinger, Valencia, &Hirschman, 2008). For instance, researchers transform 
textual information from literature into complex networks and integrate the information 
with existing knowledge resources to find associations among genes and enzymes to help 
genetics and biomedical studies (Rebholz-Schuhmann et al., 2012). Although text mining 
was well implemented to discover knowledge in many scientific and engineering studies, 
there was very few studies on agricultural topics and no study related to farm 
management to the best of our knowledge. Recently, using data mining (not focusing on 
text mining) solving problems in agriculture is getting more attentions (Mucherino et al., 
2009), but only one literature that we can find is related to text mining documents for 
agricultural document categorization (Massruhá, Souza, DeLima, Ricciotti, &Zanchetta, 
2009). The agricultural documents and information are abundant and may not be less than 
other scientific topics on the Internet. There is a tremendous potential to discover new 
knowledge and facts by applying text mining on these public available sources.  
Another rapid growth information source, social networks, shows possibilities to 
discover real-time and localized events (Sakaki, Okazaki, &Matsuo, 2010; Yin, Lampert, 
Cameron, Robinson, &Power, 2012). Text mining in social networks provides novel 
approaches for various studies, including, but not limited to, public health and epidemics 
(Corley, Cook, Mikler, &Singh, 2010; Steinberger, Fuart, &Best, 2008), user opinion 
analysis (Diesner et al., 2014; Ghose &Ipeirotis, 2011; Pang &Lee, 2008), predictions of 
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real-world outcomes (Asur &Huberman, 2010), and politics events (Seib, 2012; Shirky, 
2011). A potential application of Web text mining that can be implemented for 
agricultural studies is given location-based social information, crisis or events can be 
tracked and predicted. For instance, researchers analyzed Twitter activities to obtain 
spatial-temporal information tracking the forest fire event in France in 2009 
(DeLongueville, Smith, &Luraschi, 2009). Another study used text mining to identify 
trends in flu posts in public health communications from 2008 to 2009 and found a strong 
correlation with Illness Surveillance Network (ILINet) (Corley et al., 2010). These 
studies could inspire identifications and pattern discoveries of occurrences and changes in 
agricultural tasks. 
2.2 Social networks and farmers 
In this section, we reviewed and discussed how circulated information on social 
networks possibility affect farmers’ behavior and decision making. Here a social network 
refers a network of any social interactions and personal relationships, which cover not 
only modern online social networks but also “typical” social networks, such as local 
community networks.  
Agricultural information circulation within a typical social network may include 
cultivar choices, pesticide uses, fertilizers, soil conditions, irrigation practice, culture task 
timing, and yields (Conley &Udry, 2001; Maertens &Barrett, 2013). If agriculture 
extension services are involved in a network, circulated information may be extended to 
provide higher degree figures including weather forecasts, regional market prices, and 
infrastructure conditions (Aker, 2011; L.Jain, Kumar, &Singla, 2014). There exist 
different pathways that farmers obtain agricultural information, learn from it, and take it 
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into actions. Researchers proposed several social learning approaches of farmers, which 
include (1) farmers’ objectives directly affect what links they monitor and information 
they follow (2) farmers may learn from outputs and be able to deduce inputs (3) farmers 
learn by observing others’ experiments (4) farmers use available information updating 
their beliefs (Conley &Udry, 2001; Maertens &Barrett, 2013). The process of social 
learning in typical social networks can be simulated by models. Researchers reproduced 
the process of social learning among scenarios including both complete and incomplete 
information flowing through a network (Conley &Udry, 2001). Three scenarios are 
applied: (1) all farmers directly communicate without error, (2) not all farmers 
communicate with each other, (3) and farmers communicate and observe others with 
noise (Conley &Udry, 2001). This study assumed a farmer could deduce the information 
from a neighbor’s neighbor and update his beliefs (Conley &Udry, 2001). It also showed 
that social learning involves higher order logic by farmers, which is incomplete 
observations and communications adding the complexity of social learning and makes no 
simple statistics summarizing the process well (Conley &Udry, 2001). Moreover, the 
process of social learning involves the relationships between trust and risk. Although it is 
not totally clear yet, the hypothesis is that under conditions of risk, farmers could be 
aware the importance of trust and enhance their ties in social networks to strengthen their 
learning (Das &Teng, 2004; Sligo &Massey, 2007). To study farmer’s learning in rural 
areas, the researchers mapped socio-spatial knowledge networks (SSKNs) with rural 
settings to depict roles for participants and explored the characteristics of trust and risk in 
pre-modern and modern society (Sligo &Massey, 2007). The study questioned some 
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previous findings regarding negative effects and argued the interactions between farmers 
are positive in multiple ways indeed (Sligo &Massey, 2007).  
Another obstacle to social learning and technology adopting is the interpretation 
of obtained agricultural information. For example, Nitrogen management potentially 
reduces fertilizer cost and improve environmental quality, so-called win-win practices. 
However, Weber and McCann (2015) showed that Nitrogen management technologies 
are not widely adopted. The study indicated the importance of Nitrogen management 
recommendations. Farmers are less likely to adopt nitrogen management if they receive 
no recommendations compared to if they get recommendations from crop consultants. It 
indicates that basic information may not provide enough momentum to stimulate farmers 
to take actions. A decision support platform, which customizing their optimal strategies 
based on information inputs, also play an important role.  
Also, the importance of applying the Internet and mobile phone to help farmers 
improve decision-making in developing countries has been studied (Aker, 2011; 
Gillwald, Stork, Calandro, &Gillwald, 2013; L.Jain et al., 2014; Minot &Hill, 2007). 
Aker (2011) reviewed several Information and Communication Technology (ICT) 
programs referring to existed agricultural extension services applying new mobile phone 
technology to enhance agricultural adoptions and services in developing countries. Due to 
the coverage increase of mobile phones, many advantages of ICT revealed, such as 
reducing cost in private and public information acquisitions and identifying market price 
risk in a supply chain for farmers (Aker, 2011). Another study surveyed potential 
communication tools, such as the Internet, mobile phone, and SMS, to evaluate better 
ways for Information dissemination for farmers in Punjab, India (L.Jain et al., 2014). The 
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study claimed that the use of soft-computing techniques is required in conjunction with 
mobile networks for agricultural information dissemination (L.Jain et al., 2014). 
Finally, how farmers interconnected each other and agricultural information 
circulations on online social networks is not clear yet. Consequently, we aim to provide 
some insights in this study. However, some general social learning processes on online 
social networks had been discussed. For instance, researchers have studied how followers 
and retweets affect information dissemination on Twitter (Kwak, Lee, Park, &Moon, 
2010b). Complex network analysis assists identifying the leadership in social networks 
(Hoppe &Reinelt, 2010; Park, 2013). Information circulations can be potentially much 
faster on online social networks than typical social networks.     
2.3 Crop and farm management models 
Process-based crop models are widely applied to study how crop growth responds 
to environmental changes (Rosenzweig &Wilbanks, 2010; Steduto, Hsiao, Raes, 
&Fereres, 2009; Tubiello &Ewert, 2002). Most of crop models take complex and non-
linear interactions among physiological processes, farming practices, and environmental 
conditions into account. There exist more than twenty major crop simulation models, 
such as APSIM, EPIC, STICS, and DSSAT, with fairly different mechanisms for various 
study foci (Bassu et al., 2014). For example, APSIM is a modular modeling framework 
simulating biophysical processes to support on-farm decision making and resource 
management under climate risk (Keating et al., 2003). EPIC model is mainly designed to 
evaluate the impact of soil erosion on soil productivity (Williams, 1989). STICS model 
simulates crop growth and soil water balances as well as evaluates input consumption, 
water, and nitrogen losses simultaneously (Brisson et al., 2003). DSSAT cropping system 
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incorporates several programs and models to help users preparing databases and simulate 
crops for different purposes (Jones et al., 2003). The advantage of DSSAT model is that 
users can easily replace or add modules within its module structure. It has been utilized 
for more than two decades to study on-farm management and impact of climate 
variability by researchers worldwide (H. L.Liu et al., 2011; Thorp, DeJonge, Kaleita, 
Batchelor, &Paz, 2008; Timsina, Godwin, Humphreys, Kukal, &Smith, 2008). 
Successful production management does require not only agronomy managements 
but also harvesting decision supports. When and how to harvest crops are critical 
decisions for farm management (Hell et al., 2008; Sanderson et al., 1999). Crop yield and 
moisture content are key performance indicators. However, they change over time and 
are affected by weather conditions (AlfredoDeToro et al., 2012). The harvesting 
production differs from the peak yield due to several kinds of on-farm food losses. 
Optimal farming decisions are affected by the interactions among market price, 
machinery selections and operations, weather conditions, and grain moisture content and 
losses. Several spreadsheet-based models have been developed to provide cost and 
benefit analysis for crop production (Duffy, 2013; Halich, 2012), but most of them did 
not consider the variance on corn yields and selling prices nor the planning of harvesting 
schedules and machinery selections. There exist more complex models adopted 
simulation (A De Toro &Hansson, 2004; A De Toro et al., 2012; Sorensen, 2003) and 
optimization  approaches to suggest harvesting schedules and optimal machinery 
capacities for different farms (Camarena et al., 2004; Søgaard &Sørensen, 2004). The 
selections are based on various types of constraints; including available working hours, 
machinery and tractor operating hours, timeliness and workability of operations, and the 
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agronomic window of operations (Søgaard &Sørensen, 2004). Yet, these models do not 
emphasize the dynamic tradeoffs between farmer’s profits and on-farm food losses, 
which should be important factors considering food security.   
2.4 Food losses in food supply chain system 
Food losses occur throughout the supply chains due to the complex system. In this 
section, we firstly reviewed the potential occurrence of food losses in supply chains. 
Secondly, we reviewed the different key challenges of reducing food losses in developing 
and developed economies. Finally, we reviewed the quantity of potential food losses in 
various regions and countries. 
2.4.1 Occurrence of food losses in supply chains 
Food waste can possibly occur at any stage of the food supply chain (FSC), 
although it is defined by different ways based on economic dimensions. One favored 
definition refers that nutritiously edible material intended for human consumption is 
discarded, lost, consumed by pests or degraded in food quality making it unfit for human 
beings at any point in the FSC (Grolleaud, 2002). Some studies include edible materials 
purposely fed to animals or become by-products that are not for human consumption as 
parts of food waste (Stuart, 2009). Food waste can be divided into two categories 
depending on the timing of the occurrence: ‘post-harvest losses’ (PHLs) in the FSC (or 
so-called post-harvest system) and ‘post-consumer losses’ referring food wasted from 
activities at retailer or consumer sides (Parfitt et al., 2010). The phrase “PHLs” implies 
measurable quantitative and qualitative food waste within the post-harvest system 
(DeLucia &Assennato, 1994; Kitinoja, Saran, Roy, &Kader, 2011). PHLs are moderately 
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a function of the technology level and accessibility at different stages in an agricultural 
supply chain.       
Studies in agricultural supply chains uplift managements of linkages among input 
supply, production, post-harvest and storage, processing, marketing and distribution, food 
service, as well as consumption functions along the ‘farm-to-fork’ (Jaffee, Siegel, 
&Andrews, 2008; King &Venturini, 2005). PHLs may occur at any of these stages and 
can be caused by different characteristics (Parfitt et al., 2010) (Table 2.1). Most common 
features causing PHLs across different stages are poor technique and infrastructure, as 
well as spoiling and contamination. Typically, among these different stages in a food 
supply chain, a series of individual components forms an agricultural value chain from 
farmers (producers), through traders (agents), processors, retailers to consumers, and their 
performance will affect quality and quantity of food waste (Hodges, Buzby, &Bennett, 
2011). 
Table 2.1. PHLs characteristics in different stages within supply chain 
Stage Post-harvest losses characteristics 
Harvesting 
Crops left in field, non-optimal harvest timing, loss in food quality, eaten by 
animal, poor harvesting technique  
Handling Crop damaged during operation, poor technique  
Threshing Loss through poor technique  
Drying Improper crop drying, noncompliant with buyer requirements 
Transportation Poor transport infrastructure, spoiling, bruising 
Storage Pests, contamination, natural drying out of food 
Processing Contamination in process causing loss of quality  
Product evaluation Product discarded, out-grades in supply chain 
Packaging Inappropriate packaging damages 
Marketing 
Damage during transport, spoilage, poor handling in wet market, Lack of a 
cold chain  
 
 18 
2.4.2 PHLs Challenges in developing and developed countries 
Critical factors governing PHLs in developing countries (or less developed 
countries) and developed countries are quite divergent. Because of dissimilarities in 
supply chain system structures, targeted markets, and technology levels, the major stages 
where PHLs occur are different. In less developed countries, farming is typically small-
scale with varying degrees involving in local markets, and these lower GDP smallholders 
usually have little or no surplus for sale (Hodges et al., 2011; Jayne, Zulu, &Nijhoff, 
2006). They have fewer capabilities investing new technology to reduce losses.  Unlike 
less developed countries where most PHLs usually occur on or near the farm gate, 
advanced machinery and cold chain technologies in developed countries keep on-farm 
and grain supply chain PHLs lower (Pessu, Agoda, Isong, &Ikotun, 2011). However, 
PHLs still occur at a nonnegligent level in these stages (Tscharntke et al., 2012). Overall, 
most food losses appear beyond the farm gate with a greater amount at the retailer and 
consumer levels in developed countries (Buzby &Hyman, 2012). Beyond these two 
categories, some countries have mixed features of developing and developed countries. 
For instance, the Republic of South Africa, Brazil and China are transitional in owning 
both large-scale farming and smallholder productions (Hodges et al., 2011). 
Inefficient post-harvest systems and lower technology development levels are 
identified leading challenges in less developed countries (Parfitt et al., 2010). To support 
world population growth, a 70% to 100% increase in food production is required by 
2050, and most of the population growth will occur in less developed countries (Godfray, 
Beddington, et al., 2010). One solution for increasing food availability is reducing PHLs 
in less developed countries. The success of harvesting and consolidation methods are key 
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to keep food losses lower because the largest PHLs occur on or near the farm gate (Zorya 
et al., 2011). Meanwhile, the urban proportion is expected to rise from 54 to 66 percent 
by 2050 (Un, 2015). Swift urbanization creates the need for extended post-harvest supply 
chain system to feed urban people. Increasing the efficiency of food transportation with 
improved roads, food delivering strategies, and marketing infrastructures make food 
production costs affordable for smallholders and lower income people (Parfitt et al., 
2010). Moreover, the production of corn, wheat, rice and other grains are usually held 
production surpluses in storage for months to years, but storage facilities may be 
insufficient in less developed countries (Parfitt et al., 2010; Tefera et al., 2011). Suitable 
storage investments and engineering skills are required to reduce storage losses. Weather 
is another critical issue resulting in PHLs. In less developed countries, with restricted 
financial resources and lower returns from selling products, farmers have limited abilities 
to invest in new technologies (Mittal, 2007). Most of them rely on sun drying ensuring 
crops well dried before storage (Hodges et al., 2011). If weather conditions are not 
suitable to make drying sufficiently, losses will be significantly higher.        
In developed countries with extensive and efficient cold chain systems, the 
challenges of reducing food losses are more focused at consumer and retailer levels 
(Engström &Carlsson-Kanyama, 2004; Pessu et al., 2011; Tscharntke et al., 2012). To 
meet food quality and safety, a large amount of food is not eaten but discarded before it 
passed its expiry date. Food donations and redistributions are good solutions, but 
constraints on transportation may limit food recovery centers obtain and deliver fresh 
foods in time to feed hunger (Hodges et al., 2011). PHLs still exist on farms and within 
grain supply chain while crops are processed, stored, and transported between facilities. 
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For instance, mechanized harvesters damage portions of crops; long periods of food 
storage in large scale storage facilities still have quantity and quality of food losses in 
developed countries (Hodges et al., 2011; Parfitt et al., 2010). However, estimations of 
PHLs in FSC are not clear and barely studied in some developed countries, such as the 
United States (Muth, 2011). PHLs measurements rely on interviews or implementing 
“waste factors” measuring sample populations to predict losses across the whole supply 
chain (Hall, Guo, Dore, &Chow, 2009). Although estimations of PHLs data are limited, 
total food losses including PHLs and post-customer losses would likely be 30% to 40% in 
the United States (Gunders, 2012). When these losses are converted into resource losses, 
wasted food consumes over 300 million barrels of oil and 25% of the total freshwater 
annually (Hall et al., 2009).  
2.4.3 Estimation of PHLs 
The estimation of PHLs is challenging and may not be accurate. Also, some 
evaluations are barely up-to-date. Estimations of PHLs can be distinguished as perishable 
and non-perishable food (Parfitt et al., 2010). Non-perishable food with a lower level of 
moisture content (10-15% or less), such as grains, has relatively lower physical losses 
and quality losses, but quality losses are usually difficult in measurement. Although a 
relatively large uncertainty in the estimation of PHLs exist due to weather conditions and 
data limitations, suggested percentage of grain losses in the post-harvest system is about 
15% averagely (Grolleaud, 2002; Gunders, 2012; Hodges et al., 2011; Liang, 1993; 
Parfitt et al., 2010) (Table 2.2). In less developed countries, grain drying may cause 1% 
to 5% weight loss, and storage losses could be 1% to 10% (Hodges et al., 2011; Parfitt et 
al., 2010). In the developed country such as the United States, grain PHLs could be 2% 
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production losses, 2% handling and storage losses, and 10% processing and packing 
losses (Gunders, 2012). Unlike non-perishable food losses, perishable food losses are 
considered much greater. Approximately one-third of fresh fruit and vegetables (FFVs) 
worldwide is lost in FSC (Gunders, 2012; Kader, 2004; Parfitt et al., 2010; Rolle, 2006) 
(Table 2.3). 
Table 2.2. PHLs Estimations of non-perishable food for different crops in different regions 
Location Grain 
Estimated 
PHLs (%) 
Source 
Brazil Rice 1-30 (Parfitt et al., 2010) 
China Rice 14-15  (Liang, 1993) 
Ghana Corn 7-14 (Grolleaud, 2002) 
Overall Asia Rice 13-15 (Grolleaud, 2002) 
Southern Africa 
Corn 17.5 
(Hodges et al., 2011) Wheat 13 
Sorghum 11.8 
USA - 14 (Gunders, 2012) 
West Africa Rice 6-24 (Grolleaud, 2002) 
Table 2.3. PHLs Estimations of fresh fruit and vegetables (FFVs) in different regions 
Location 
Estimated 
PHLs (%) 
Source 
India 40 (Rolle, 2006) 
Indonesia  20-50 (Rolle, 2006) 
Philippines 27-42 (Rolle, 2006) 
Thailand 17-35 (Rolle, 2006) 
USA 2-24 (Gunders, 2012; Kader, 2004)  
 
2.5 Complex network analysis 
All science and engineering problems that focus on system structure and 
relationship between different elements or individuals can be illustrated as a network. In 
this section, we reviewed different types of networks based on their structure and key 
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network measurements. For different research domains, a network measurement can have 
a different meaning and importance. To especially support our study aims 1 and 3, we 
reviewed the literature regarding applications of network analysis for engineering 
networks and social networks. 
2.5.1 An overview of network structure  
Studying complex network behaviors is essential for a modern society because 
these types of networks exist commonly in nature and infrastructures in human society 
(Zhao, Cupertino, Park, Lai, &Jin, 2007). Networks can be drawn in the Euclidean space, 
such as water distribution systems, eco-systems, transportation systems, and supply chain 
networks (Allesina, Azzi, Battini, &Regattieri, 2010; Boccaletti, Latora, Moreno, 
Chavez, &Hwang, 2006; Silva, Simoes, Lanceros-Mendez, &Vaia, 2011; Yazdani, Otoo, 
&Jeffrey, 2011). It can also be treated in an abstract space, such as business networks, the 
Internet, history events, and social networks (Darvish, Yasaei, &Saeedi, 2009; DeNooy, 
2011; DeNooy, Mrvar, &Batagelj, 2011).   
Network theory is a branch of graph theory, and they share many similar 
characteristics. Graph theory is the natural framework for the exact mathematical 
treatment of complex topological networks. A network is represented by a set of nodes 𝑁 
(vertices) and links 𝐾 (edges) (Boccaletti et al., 2006; Stam et al., 2009). A node 𝑛𝑖 in 
a network is an element of 𝑁 (𝑛𝑖 ∈ 𝑁), and a link 𝑘𝑖 (or edges) is an element of 𝐾 
(𝑘𝑖 ∈ 𝐾). Therefore, a network can be indicated as 𝐺 =  (𝑁, 𝐾), where each of the links 
composed by a couple of node 𝑖 and 𝑗 can be denoted as 𝑙𝑖𝑗 ∈ 𝐾. In a directed graph, 
𝑙𝑗𝑖 is different from 𝑙𝑖𝑗, where 𝑙𝑖𝑗 indicates an edge from node i to node j.  
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There are four different types of networks that can be treated by the permutation 
of directed and weighted (Bollobás, 2001). In an undirected network, each link is defined 
by a couple of nodes 𝑖 and 𝑗. The link stands the existence of the connection between 
these two nodes, which are correspondingly neighboring. In a directed network, the order 
of two nodes is important. The direction of a link represents a node is a sender or a 
receiver. Also, the intensity of the links is better to be treated heterogeneous as a 
weighted network in some cases. In a weighted network, the weight of links may indicate 
the existence of strong or weak connections between nodes. For example, a weight of the 
link can capture the main physical characteristics of the transmission load capacities and 
reliabilities of the elements in the high-voltage grid system (Eusgeld, Kröger, Sansavini, 
Schläpfer, &Zio, 2009). Figure 2.1 shows four different types of networks: (a) 
undirected, (b) directed, (c) weighted undirected, and (d) weighted directed network.  
 
 
Figure 2.1. Four different types of networks: (a) undirected, (b) directed, (c) weighted undirected, and (d) 
weighted directed network, where 𝑤𝑖𝑗  represents the weight of the link connecting the node 𝑖 to node 𝑗 
A network can usually be described as an adjacency (connectivity) matrix for 
mathematical expressions (Estrada &Higham, 2010). A 𝑁 × 𝑁 square matrix 𝐴 with 
w
1,2
 
1 
2 
3 
4 
5 
w
2,5
 
w
1,5
 
w
2,4
 
w
2,3
 
w
1,3
 
w
1,2
 
1 
2 
3 
4 
5 
w
2,5
 
w
1,5
 
w
2,4
 
w
2,3
 
w
1,3
 
(b) (a) (c) (d) 
 24 
𝑁 nodes in a graph has entry 𝑎𝑖𝑗 = 1 if the link 𝑙𝑖𝑗 exists, and 𝑎𝑖𝑗 = 0 when 𝑙𝑖𝑗 
disconnects. While a network is undirected, the matrix is symmetric and diagonal entries 
are all zero. In a directed graph, a corresponding matrix may not be symmetric and aij is 
not necessary equal to 𝑎𝑖𝑗. This asymmetrical property can lead different results of 
eigenvector-related network measurements (Bonacich &Lloyd, 2001). A weighted graph 
can be described by a weight matrix, a N × N square matrix has entry 𝑤𝑖𝑗 representing 
the weight of the link between node  𝑖 to node 𝑗 and 𝑤𝑖𝑗 = 0 if the link does not exist 
between 𝑖 and 𝑗 (Newman, 2004a).   
2.5.2 popular measurements and their applications 
Many network measurements are developed to quantify network characteristics 
(Newman, 2010). Some measurements are wildly applied, and some are designed for the 
specific studies. In order to discuss their applications from literature, it is necessary to 
briefly introduce basic but the most important measurements and technical terms. The 
more details about computations of measurements can be found in the literature 
(Newman, 2010; VanSteen, 2010).  
The degree 𝑑𝑖 of node 𝑖 is the number of connections occurring to the node 𝑖. 
It can be defined as: 
𝑑𝑖 = ∑ 𝑎𝑖𝑗
𝑗∈𝑁
                                                        (2.1) 
where 𝑎𝑖𝑗 is the entry of an adjacency matrix. In a directed graph, the number of 
outgoing edges from node 𝑖 is 𝑑𝑖
𝑜𝑢𝑡 and the number of ingoing edges to node 𝑖 is 𝑑𝑖
𝑖𝑛. 
Thus, total degree of 𝑖 is 𝑑𝑖 = 𝑑𝑖
𝑜𝑢𝑡 +  𝑑𝑖
𝑖𝑛. After calculating the degree of each node in 
a network, the degree distribution 𝑃(𝑑) can be evaluated, which represents the 
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probability when a node chosen randomly and independently will have a degree 𝑑. To 
study the characteristic about the degree distributed among the nodes, the n-moment of 
𝑃(𝑑) can be obtained as: 
[𝑑𝑛] = ∑ 𝑑𝑛𝑃(𝑑)
𝑑
                                                  (2.2) 
while 𝑛 equals 1, the first moment represents the average degree of a graph. The second 
moment, where 𝑛 equals 2, means the fluctuations of link distribution in a network. 
Degree distribution is the basic but important topological characterization, and it 
can be used to illustrate the deviation of real world networks. For instance, based on 
random graph model researches, the degree distribution of real-world networks, such as 
the World Wide Web, is more likely to follow a power law, rather than the Poisson 
distribution (Bollobás, 2001; Erdős & Rényi, 1960). In an ecological world, food webs 
seem to display an exponential degree distribution (Camacho, Guimerà, &Amaral, 2002).   
The average shortest path length (or characteristic path length) is a principal 
measurement for transportation, infrastructure and communication networks. To estimate 
this indicator, a matrix 𝑃 with the entry 𝑠𝑖𝑗 can be used to record all the shortest path 
lengths from node 𝑖 to node 𝑗 in a network. The average shortest path length of a 
network is defined as: 
𝑆 =
1
𝑁(𝑁 − 1)
∑ 𝑠𝑖𝑗
𝑖,𝑗∈𝑁,𝑖≠𝑗
                                            (2.3) 
where 𝑁 is the number of nodes. Another way to apply this feature is applying reciprocal 
to indicate the length path efficiency of a network, which is defined as: 
𝐸 =
1
𝑁(𝑁 − 1)
∑
1
𝑠𝑖𝑗
𝑖,𝑗∈𝑁,𝑖≠𝑗
                                            (2.4) 
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There are many appreciable examples applying the average shortest path length 
and efficiency in the neural science, ecology, epidemic, and transportation (Buhl et al., 
2004; Collins &Chow, 1998; Latora &Marchiori, 2002; Sporns, Chialvo, Kaiser, 
&Hilgetag, 2004). A surprising discovery showed that comparing a more homogenous 
degree distribution and a more heterogeneous degree distribution but with a shorter 
average path length in brain networks, the latter network performs better 
synchronizability of a human brain (Bullmore &Sporns, 2009; Rubinov &Sporns, 2010; 
Stam et al., 2009). In an ant eco-system, the galleries tend to be built more efficiency 
moving path but lower vulnerability and intentional remove of high degree nodes (Buhl 
et al., 2004). 
The betweenness centrality is one kind of the perspectives measuring the 
relevance strength of node 𝑖. The betweenness centrality indicates importance of a node 
by calculating how many times the shortest path between any two nodes will pass 
through that node. It can be defined as: 
𝑏𝑖 = ∑
𝑚𝑗𝑖𝑘
𝑛𝑗𝑘
𝑗,𝑘∈𝑁,𝑖≠𝑗≠𝑘
                                                (2.5) 
where 𝑛𝑗𝑘 is the minimal number of links to connect node 𝑗 and 𝑘, and 𝑚𝑗𝑖𝑘 is the 
minimal number of the links connecting 𝑗 and 𝑘 and must pass node 𝑖. It should be 
mentioned that betweenness is very sensitive to the errors. It means even if few nodes are 
changed or missed that may be occurred due to wrong records, the high betweenness 
value of the node can be slumped (Newman, 2010). 
The betweenness is utilized to evaluate the importance of an individual within a 
social network at first (Boccaletti et al., 2006), and then the application is extended to 
other research domains, such as transportation and neural science (Guimera, Mossa, 
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Turtschi, &Amaral, 2005; Joyce, Laurienti, Burdette, &Hayasaka, 2010). For example, an 
algorithm is developed to balance the traffic congestion by minimizing the maximum 
betweenness centrality of nodes. The results show a modified traffic network can afford 
higher traffic without jamming (Danila, Yu, Marsh, &Bassler, 2006).    
The clustering coefficient (or transitivity) is a measurement to quantify the degree 
of how nodes tend to cluster together in a network. In other words, clustering coefficient 
indicates the presence of numbers of triangles. It can be evaluated by counting the 
fraction of the number of complete triangles and transitive triples. Thus, clustering 
coefficient can be described as: 
𝐶 =
3× 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑟𝑖𝑎𝑛𝑔𝑙𝑒𝑠 𝑖𝑛 𝐺
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑒𝑑 𝑡𝑟𝑖𝑝𝑙𝑒𝑠 𝑜𝑓 𝑛𝑜𝑑𝑒𝑠 𝑖𝑛 𝐺
                  (2.6) 
A complete triangle is also a set of connected triples vertices. The factor 3 means 
each triangle has three nodes and each node in a triangle can seem like a starting node. 
The clustering coefficient can represent the probability of acquaintance between 
individuals in a social network (Newman, Watts, &Strogatz, 2002). In a supply chain or 
transportation problems, the high clustering coefficient means elements has more 
alternative paths to connect with others (Thadakamaila, Raghavan, Kumara, & Albert, 
2004). Clustering coefficient also provides insights of network vulnerability (Holme, 
Kim, Yoon, &Han, 2002). A conventional supply chain with a tree (or root) structure has 
the clustering coefficient nearly to zero, and it may make the supply chain vulnerable 
(Newman, 2010).    
2.5.3 network analysis on engineered networks 
Network theory can be applied to a series of applications analyzing the real-world 
problem. In this section, we are focused on discussing its applications on engineered 
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(infrastructure) networks, which usually have an objective in mind for the development, 
such as supply chain, transportation, and water distribution system. The effort supports 
the aim 3 in this study. 
Network theory can be used to evaluate the vulnerability and the risks caused by 
fast changing customers within supply chains (Choi, Dooley, &Rungtusanatham, 2001; 
Nishat Faisal, Banwet, &Shankar, 2007). To quantify and hence mitigate supply chain 
vulnerability, researchers provide guides to follow (Wagner &Neshat, 2010). The first is 
finding graph nodes in a network. It means researchers need to identify vulnerability 
drivers from the demand side, supply side, supply chain structure or other related factors. 
The next step is defending what features will be the weight and direct of edges. In this 
step, running correlation analysis or asking experts for their opinion to determine the 
strength and existence of links are the potential methods. Calculating vulnerability index 
and comparing the results between different scenarios are suggested to be the final step.  
Designing the network for mitigating the traffic congestion by applying 
topological graph theory has been studied for transportation systems (Danila et al., 2006; 
Derrible &Kennedy, 2009a; Zhao et al., 2007). Betweenness centrality of a node could be 
the most important measurement for the traffic congestion problem. The study shows 
networks with small diameter and uniform load distribution are more robust to resistant 
traffic congestion (Zhao et al., 2007). For jamming traffic networks, the optimization 
algorithm is developed to reducing link overload (Danila et al., 2006).     
Water distribution systems can be illustrated as network structures, which nodes 
can represent reservoirs, storages tank or hydraulic junctions and edges can indicate pipes 
connecting the different facilities. The connectivity patterns affect the reliability, 
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efficiency and robustness to failures of a network (Yazdani et al., 2011). Different 
network theory measurements represent different characteristics. For instance, diameter 
and average shortest path indicate the efficiency of water distribution network. Clustering 
coefficient evaluates the redundancy, and central point dominance regarding the 
betweenness indicate the robustness of the network (Freeman, 1977).  
2.5.4 network analysis on social networks 
Key measurements of network analysis could have different focuses and 
interpretations between social networks and engineered networks. Here we discussed 
unique perspectives specifically for network analysis on social networks. This effort 
support aim 1 in this study. 
The foundation of using graph theory and network analysis to represent the 
relationship between social entities was introduced in 1934 (Moreno, 1934). Psychiatrist 
Jacob Moreno made an important contribution by representing individual as nodes 
(vertices) and relationships between individuals as edges. Moreno suggested that one 
could obtain characteristics and study structures from social networks. Along with this, 
another famous example of applying network analysis studying social networks is 
Stanley Milgram’s small-world experiments (Milgram, 1967; Travers &Milgram, 1969). 
He introduced topological perspectives to measure the distance between people. He found 
that the average length of people was 5.9 steps, which is the idea of “six-degree 
separation” (Milgram, 1967). Although the design of this experiment has many problems, 
the underlying results showing nodes pairs in social networks tend to be connected by 
short paths is widely agreed nowadays (Newman, 2010).  
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One of important feature of applying network theory to study social networks is 
that edges can have several different definitions for various research questions, which 
means edges could represent friendships, academic co-authorships, sexual relationships, 
criminal patterns, business partnerships, and more (Grossman, 2002; K.Lewis, Kaufman, 
Gonzalez, Wimmer, &Christakis, 2008; Salganik &Heckathorn, 2004). Social networks 
can either be represented as directed or undirected networks for different objectives. 
Another special type utilized to describe a membership relation (actors are connected via 
co-membership of groups) in social networks is known as affiliation networks, bipartite 
networks, or two-mode networks (Wasserman &Faust, 1994). A prominent example is 
that researchers studied the social interactions between CEOs of companies based on the 
clubs that they joined in Chicago (Galaskiewicz, 2013). Recently applying bipartite 
networks to study collaborations of film actors and co-authorships in academics catches 
many attentions (Benchettara, Kanawati, &Rouveirol, 2010; Borgatti &Halgin, 2011). 
For example, a study analyzed biology, physics, and mathematics bibliographic databases 
with network theory and found biological researchers tend to have more coauthors than 
two other fields, but it is far less likely that two of one’s coauthors will be coauthors of 
one another (Newman, 2004b). 
Considering diverse concepts in social networks, the applications of network 
analysis can be discussed with three different levels roughly: local, subgroup, and global 
views. The boundary between them may not be explicit, but it may provide guides to 
solve different research questions.   
It is usually important to identify principal individuals or entities of social 
networks. In network analysis, indicators of centralities identify the most important 
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vertices within a network (Newman, 2010). Different centralities serve various purposes. 
Some of the key centralities for social network studies include vertex, closeness, 
betweenness, and eigenvector centralities (VanSteen, 2010). Vertex centrality of a node 
considers its maximal shortest distance to all other nodes to potentially identify less 
influential individuals in social networks. Closeness centrality measures the average 
shortest distance to all nodes. Betweenness centrality considers the fraction of all shortest 
distance pairs between any two nodes passes the node to highlight important individuals 
for information transmissions. Eigenvector centrality gives each node a score 
proportional to the sum of the scores of its neighbors. Many studies applied some of these 
centralities to study leaderships in online social networks (Hoppe &Reinelt, 2010; Kwak 
et al., 2010b; Teutle, 2010). Moreover, some studies tried to discover the “prestige” of 
individuals by considering friendship and connection directions in a network (Russo 
&Koesten, 2005; Wasserman &Faust, 1994). For example, PageRank, which originally 
developed by Google Search Engine to sort the importance of web pages, is one of the 
good measurements to study the prestige of social entities and rank their influence (Kwak 
et al., 2010b; X.Liu, Bollen, Nelson, &deSompel, 2005). 
In subgroup view, two significant concepts of network analysis are structure 
balance and equivalence for social networks. For structure balance studies, signed 
networks label each edge with a positive or negative sign (Davis, 1977). A sign could 
represent “like” or “dislike” in friendship networks or other definitions. Originally, it is 
used to study social balance for a triad (a group includes three connected individuals). 
Some theorems indicate a network or subnetwork is balanced based on orders and 
numbers of signs in its cycles (Newman, 2010). Recently, the increase in computing 
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power allows researchers study the structure balance of large-scale social networks 
(Facchetti, Iacono, &Altafini, 2011; Leskovec, Huttenlocher, &Kleinberg, 2010). 
Equivalence discovers the similarity between individuals or groups based on the structure 
of networks and subnetworks (VanSteen, 2010). The motivation is that sometimes it is 
hard to compare the importance of individuals or groups only based on the centralities. 
Their position or role in a network could also be important. For instance, if the way node 
A connected to other nodes in its subnetwork is the same as node B connected to nodes in 
another network or subnetwork, node A and B could have the similar role and are 
interchangeable (Wasserman &Faust, 1994). Theoretically, structurally equivalent 
individuals or groups will grow the similarities in characteristics and outcomes, which 
can be applied to evaluate actors’ behaviors or attitudes due to their exposed similar 
social environments (Borgatti &Li, 2009).      
Global view of network analysis aims to picture and study the structure of 
networks. Some of the important characteristics of social network studies include but not 
limited to degree distribution, average shortest distance, clustering coefficients, and 
modularity (M.Newman, 2010; VanSteen, 2010). The concept of clustering coefficient is 
how many neighbors of a given node are also neighbors of each other, called 
interconnections. The feature expresses the existence of communities; hence, it is widely 
used in social network studies (Jin, Girvan, &Newman, 2001; Katona, Zubcsek, 
&Sarvary, 2011; Mislove, Marcon, Gummadi, Druschel, &Bhattacharjee, 2007). Given 
the information about the existence of communities, the next step is the community 
detection (or named modularity). Several approaches were developed to detect clusters or 
communities (DasGupta &Desai, 2013; Havens, Bezdek, Leckie, Ramamohanarao, 
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&Palaniswami, 2013; M. E. J.Newman, 2012). One of the popular methods is Louvain 
Method, which is a heuristic method based on modularity optimization (Blondel, 
Guillaume, Lambiotte, &Lefebvre, 2008). 
2.6 Conclusions 
From literature regarding text mining and online social network analysis, we 
found that there are few or no study discussing the applications of agriculture and 
farmers’ community on online social networks, which makes this study novel and unique. 
Researchers had proved the potentials of using the online social network, such as Twitter, 
to study social communities (Dunlap &Lowenthal, 2009; Ebner &Reinhardt, 2009). The 
results reveal that online social network platforms also enhance the real-world 
connections among people in different domains, such as scientific communities (Ebner 
&Reinhardt, 2009). Also, some studies provided practical applications: tracking tweets 
related to dental pain, disease, or cancer to monitor public health (Heaivilin, Gerbert, 
Page, &Gibbs, 2011; Himelboim &Han, 2014). Assuming farmers tweet about their 
agricultural activities as well, we may learn more about local farming culture tasks and 
changing patterns. As we identify farmers on Twitter, it provides nearly complete 
friendship lists, which significantly reduces survey time and efforts comparing to typical 
social network studies discussed in Chapter 2.3. In the same section, we discussed the 
finding from literature that the importance of not only information acquisition but also 
decision support and recommendations for farmers. This will be another aim of this 
study. Thus, we reviewed studies related agricultural modeling and farm management 
models and discuss potential improvements and considerations of food losses in our 
model. 
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We argued that supply chain analysis is another key to achieving our study goal. 
Based on discussions of information technologies, supply chain structures, and PHLs 
estimations from literature, developed countries and developing countries encounter 
dissimilar challenges and need different solutions. In developed countries, food losses 
majorly occur in the post-consumer stage, where education and food redistribution 
system may be solutions to reduce food losses. For example, The US Environmental 
Protection Agency (EPA) proposed “food recovery hierarchy” to help feed hungry and 
poor, supply livestock food, and recycling (Buzby, Hyman, Stewart, &Wells, 2011). In 
developing countries and emerging economies, lack of infrastructure, technology, and 
proper management in FSC are key drivers causing food losses now and the near future 
(World Food Programme, 2009). To reduce PHLs and still make food production costs 
affordable, researchers suggested potential solutions including wide-spread education of 
farmers in harvesting and post-harvesting operations, large investments in suitable 
technology, and better infrastructures connecting smallholders to markets (Parfitt et al., 
2010). One example is the transportation cost can be much higher in bad weather 
conditions without networks of all-weather feeder roads in Africa (Hodges et al., 2011). 
Thus, complex network analysis can likely be applied to propose a better supply chain 
network for different types of economies. From these ideas from text mining literature, 
spatial-temporal timing changes of agricultural activities may be tractable and predictable 
by given weather data and location-based information from news and social media, and 
patterns of culture tasks could also be identified, which provides valuable inputs for farm 
management models to customize optimal local farming strategies. The knowledge 
provides valuable insights while developing a robust supply chain networks.  
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CHAPTER 3: IMPROVING CONTEMPORARY FARM MANAGEMENT 
WITH TWITTER:  EXPLORING AGRICULTURAL INFORMATION 
AND COMMUNITIES FROM SOCIAL NETWORKS 
 
3.1 Contributions 
Increase farming productivities and reduce food losses are the two keys to overcome 
global food challenges. To achieve these two goals, we proposed that farm management needs to 
be improved with multiple perspectives on a sustainable and profitable basis. This includes 1) 
ability to obtain local agricultural information, 2) decision support for optimal farm management, 
and 3) reliable and efficient supply chains server farmers. The study in this chapter aims to 
improve farmers’ ability to obtain low latency and local information. We developed a new text 
mining engine for acquiring agricultural information in real-time using Twitter, which also 
provides geolocation data with finer spatial resolution such as coordinates. This allowed us to 
extract information for identifying the actual timing of local crop planting schedules. With this 
information, farmers can quickly respond to changes in local environment and may improve their 
farm management. We also identified influential agricultural stakeholders within social 
networks, based on social network connections within the communities observed within Twitter. 
The results have the potential to not only enhance farmer decision-making, but also facilitate 
discovery of information flows within agricultural communities. This will provide new strategies 
for the development and deployment of targeted community learning modules for enhanced 
implementation of best management practices. 
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3.1.1 Contributions of author and co-authors 
Author: Wei-Ting Liao 
Contributions: Conceived and implemented the study design. Developed text mining models and 
tools. Analyzed data and visualized results. Led the discussion. Wrote first draft of the 
manuscript. 
Co-Author: Dr. Luis F. Rodríguez 
Contributions: Helped conceive the study design. Provided feedback on statistical analyses and 
early draft of the manuscript. 
Co-Author: Dr. Anna-Maria Marshall 
Contributions: Provided feedback from social science perspectives. Provided comments on the 
manuscript.  
3.1.2 Relations to objectives and to other chapters 
Having the ability to obtain real-time local information about the occurrence of 
agricultural events within their region helps farmers make localized decisions for their farms. 
The study in this chapter aims to develop a new text mining engine to extract real-time local 
culture task schedules as well as study farmers’ online social communities and information 
diffusions, which supports our aim 1. The social network mining can be further integrated with 
the BioGrain model and crop growth models to provide regional optimal management strategies 
at preliminary stages of farming. The details of BioGrain model and the integration framework 
are shown in the chapter 4. Social networks potentially provide large-scale agricultural 
information covering several regions simultaneously. If we can extract real-time corn planting 
schedules from social networks for all regions within Illinois, we can potentially provide early 
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localized harvesting decision supports and farming preparation suggestions at crop planting 
stages for whole Illinois by integrating with BioGrain model introduced in Chapter 4.     
3.2 Introduction 
The underlying information sources used today, such as local community members, crop 
advisors, extension agents, farm creditors, and governmental institutions, help farmers schedule 
culture tasks, but the updates of this information may be delayed, anecdotal, and low in spatial 
resolution. For instance, the news media could be one promising source providing information 
regarding culture task schedules. However, based on our preliminary studies, although text 
mining in the news can provide rich agricultural information from multiple perspectives, we 
detected a few days delay in the delivery of culture task schedules (Liao, Rodríguez, Diesner, 
&Lin, 2015). A plausible explanation is that governmental reports, such as those provided by the 
National Agricultural Statistics Service (NASS) are major sources that agricultural news outlets 
rely upon. While NASS and other similar surveys are tremendously valuable, the survey methods 
used (USDA, 2016) and pathways for information dissemination create inherent delays between 
the time the information is collected and when decision makers can see the information and 
benefit. The spatial resolution of the information is another issue since optimal farming 
operations can vary widely by location, but culture task information, such as crop planting and 
harvesting schedules, are usually limited to a state-level resolution. We would assert that 
location-based social networks (LBSN), such as Twitter, can support decision-making for the 
farm management, with low latency and high-resolution data. 
Twitter is a social network and microblog allowing millions of users to send and receive 
short comments limited to 140 characters, called tweets. Twitter has more than 289 million users 
and averages 58 million tweets per day as of 2015, and these numbers keep growing (Statistic 
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Brain, 2015). Even though the high level of noise from general chatter, user-to-user 
conversations, and advertisements, tweets still carry a lot of useful information, including 
information describing agricultural facts. Recently many news articles addressed how farmers 
embrace online social networks and how it changes their farming and marketing globally (Holt, 
2016; Scott, 2014). For example, using the #AgChat hashtag provides opportunities to engage in 
conversations between farmers and agricultural professionals on Twitter based on our 
observations. Many farmers also use #Plant16 to share and track farming activities in 2016. To 
process the large amount of ambiguous and messy agricultural information, we need to develop 
tools to analyze tweets and metadata correctly and efficiently and provide actionable advice to 
farmers.      
To extract and discover information in online social networks about agriculture, text 
mining techniques have been adapted to conduct this research. Text mining is an emerging 
technology used to identify representative features and explore interesting patterns by analyzing 
useful information from unstructured textual data (Feldman, Dagan, et al., 1998; Rajman 
&Besançon, 1998; Weiss, Indurkhya, Zhang, &Damerau, 2010b). Several studies have mined 
textual data in social networks providing novel approaches and outcomes including analysis of 
public health and epidemics (Corley et al., 2010; Steinberger et al., 2008), analysis of public 
opinion (Diesner et al., 2014; Ghose &Ipeirotis, 2011; Pang &Lee, 2008), and predictions of 
real-world outcomes (Asur &Huberman, 2010). Twitter allows millions of users sending public 
messages and having communications in real-time simultaneously, which makes it become a 
potential useful data source for studying trending events. For instance, De Longueville et al. 
(2009) analyzed Twitter activities to obtain spatial-temporal information to assist tracking forest 
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fires in France. However, it is still unknown what information regarding local agricultural 
activities is available and how fast we can obtain such information from online social networks.  
Online social networks, as a new communication platform, allow us to analyze the 
distribution of messages. If we can recognize potential agricultural stakeholders during the 
process of information dissemination, we can better understand data sources and the intention 
behind data sharing. It can provide a guide describing the reliability of data. Research has shown 
that people who share certain tastes are likely to be friends on social networks (K.Lewis et al., 
2008). Furthermore, if we are able to identify influential users in online social networks, there 
may be a potential advantage gained by targeting such users for new service and technology 
deployments. Some studies discussed potential solutions to identify key players by analyzing 
retweets (Cha, Haddadi, Benevenuto, &Gummadi, 2010; Tinati, Carr, Hall, &Bentwood, 2012). 
To the best of our knowledge, no or few research has studied agricultural communities in online 
social networks to date.    
In this study, we mined Twitter data and assumed that tweets occur in real-time (Phelan, 
McCarthy, &Smyth, 2009; Sakaki et al., 2010). We developed an analytical tool to extract real-
time Twitter data to identify the tweets providing timing of crop planting schedules using the 
Twitter Application Programming Interface (API, Twitter, 2016a). Twitter data may provide 
geospatial information regarding the source of each tweet, thus we can locate local farming 
activities, and other field related events, with a finer spatial resolution and visualize the 
discoveries within targeted regions using Geographic Information Systems (GIS). We have also 
identified prominent agricultural information providers on Twitter, given that social network 
connections among the users are also provided. We constructed directed networks to represent 
these social network connections. Graph theory and network analysis (VanSteen, 2010) 
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supported the analysis of characteristics of connections. These studies have the potential to be 
incorporated into optimization models enhancing farm management strategies and to contribute 
to the development of novel strategies for service and product marketing by targeting the specific 
user groups. 
3.3 Method 
Novel information search services reduce technical barriers by accessing new information 
sources cost-effectively and help advanced management and academic study (Feldman &Sanger, 
2007). For large amounts of information, context is needed to be not only quickly analyzed but 
also properly handled to ensure the efficient and appropriate use. To achieve these goals, 
agricultural text mining engine has been developed to discover culture task schedules on social 
networks. Furthermore, online agricultural social networks formed by the key information 
providers are analyzed with network analysis, which reveals potential agricultural information 
diffusions within social networks. 
3.3.1 Text mining 
The architecture of a text mining system includes the following essential parts: (1) 
preprocessing tasks, (2) core mining operations, and (3) presentations (Feldman, Dagan, et al., 
1998; Tan, 1999). Following these concepts, a workflow for mining agricultural information in 
Twitter is comprised of data download and preprocessing via tokenization (breaking up a tweet 
into meaningful units); core mining operation where we performance agricultural task activity 
analysis, and visualizations for presentations (Figure 3.1 (a)). A Venn diagram illustrates the 
stages of our mining processes (Figure 3.1 (b)), where a Venn diagram represents logical sets 
within the universe of all published tweets in social networks considered in this study, and 
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common elements between sets are shown by the areas of overlap, this represents two stages of 
core mining operations used in this study. 
After generating an access token in Twitter application management (Twitter, 2016d), the 
Twitter Streaming API (Twitter, 2016c) can be utilized to download approximately one percent 
of tweets with keywords designed to focus on culture task activities, which we have specified, 
and geographic regions we are interested in studying (discovering S0, Figure 3.1). Both of these 
can be obtained at no cost. In this case, we endeavored to study corn planting events. The 
downloadable tweets could be more than one million per day without the use of keywords to 
filter out uncorrelated tweets that may tremendously increase the amount of computing workload 
for the text mining model. To reasonably reduce the computing time for the textual data analysis 
and decision supports, we filtered and gathered the tweets with keywords ‘corn’ and ‘plant’. 
Note that users on online social networks may not use language precisely and sometimes 
typographical errors may occur. For instance, tweets with words like ‘plantin’ is a typographical 
error, but it is meaningful and should be collected. Also, the tense is crucial to help identify the 
time and aspect in English, such as ‘planted’. Thus, the keywords are broadly matched. For 
example, using keyword ‘plant’ will collect tweets containing ‘planted’ or ’planting’. At this 
stage, there is still some noise in the textual data, such as tweets referring ‘corner’ instead of 
‘corn’. Further operations are necessary to remove the noise.  
 42 
 
Figure 3.1. (a) The workflow of mining culture task information in Twitter, which mainly includes data 
downloading, text preprocessing, text mining operations (core mining stages), as well as analytics and visualization. 
(b) A Venn diagram shows the sets related to tweet universe, downloaded tweets, and different core mining stages. 
The tweet universe represents the universal set of all publicly accessible tweets. Set S0 contains downloaded tweets 
with keywords potentially related to culture task activities. Set S1 includes tweets related to corn planting, and set 
S2 includes tweets indicating that where and when corn planting is occurring. Core mining stage I aims to find 
S1∩S0, and core mining stage II identifies S2∩S1∩S0. It is important to note that some tweets are not recoverable 
via the S1 and S2 classification approaches. Thus, core mining stage I and II are not perfect circles in the diagram. 
Once the data has been collected and preprocessed with Natural Language Processing 
(NLP, Manning & Schütze, 1999), we can implement the first stage of our text mining model to 
categorize whether a tweet is providing culture task activity information regarding corn planting 
(Core Mining Stage I or S1∩S0, Figure 3.1). In Core Mining Stage I, a keyword filter strategy is 
applied to find tweets relating to specific culture tasks. It removes large amount of uncorrelated 
data and potentially reduces computation time for the next stage’s text mining operation. In Core 
Mining Stage I, we still do not know if a tweet specifies whether a culture task is occurring now 
or later. To solve this problem, text mining processes are needed to recognize and classify keys 
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tweets. Subsequently, advanced text classification approaches are applied to determine tweets 
containing information describing corn planting events are “currently occurring” (Core Mining 
Stage II or S2∩S1∩S0, Figure 3.1).  
We employed both a rule-based and a machine learning approach when identifying corn 
planting activities on Twitter. The rule-based (knowledge-based) approaches use knowledge 
about how language forms and how specific facts are stated in online social networks, which 
may take significant efforts to develop models. In this study, we designed the rule-based 
approach to identify tweets indicating the happening of corn planting depended on the 
appearance of the words, the structure of the language, and the popular semantic rules observed 
and learned from preprocessed tweets. We leverage the fact that tweets only allow 140 characters 
and our topic, crop planting, is very specific. Grammatical and semantical rules that affect how 
tweets are constructed by users, allow us to develop an effective rule-based approach to capture 
tweets with the crucial agricultural information. This rule-based approach processes the tense of 
certain verbs, the positions between vital words, and the existence of negative phrases or other 
keywords to recognize key tweets with a tree-like classifier. For the machine learning approach, 
here we use Naïve Bayes classifier, identifies key tweets by finding the probabilistic 
characteristic based on the training data (D. D.Lewis, 1998; Ting, Ip, &Tsang, 2011). The 
machine learning approaches provide more general applications and may be able to operate on 
different topics with the same built classifier. however, it typically requires a large amount of 
data and labelling works for the training data. In Naïve Bayes classifiers, all features (all words 
displayed in training data) will contribute a given score for each class, which is crop planting 
happening at a given time or not. Typically, a document (a tweet) will be labeled to a class with 
the highest score. To determine a score of a class for a document, the classifier combines (1) the 
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prior probability by computing the frequency of its appearance in training data and (2) the 
contributions from each label within a class to estimate a maximum likelihood for a class. Each 
displayed word in a tweet makes contributions to reach an overall decision of a tweet 
classification. The output is the probability that a tweet belongs to what classes that a tweet 
indicates corn planting occurred now or not. More details of Naïve Bayes classifiers can be 
found in previous studies (McCallum &Nigam, 1998).  
By evaluating the performance of these two approaches on recognizing the tweets 
containing information describing crop planting events, we found strengths and weaknesses of 
each approach for this topic. To test models, approximately 6% of tweets in the stage II are 
extracted as a benchmarking dataset. Accuracy, precision, recall, and F-measure are applied to 
measure the modeling performance (Nahm &Mooney, 2002). Accuracy is the number of the 
documents that we identified correctly. Precision shows how many of the documents that we 
identified were relevant. Recall indicates how many of the relevant documents that we identified. 
F-Measure provides the harmonic mean of the both. The mathematical definitions are shown 
below.  
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
 (3.1) 
𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
 (3.2) 
𝐹 − 𝑚𝑒𝑎𝑢𝑠𝑟𝑒 =
2×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ×𝑅𝑒𝑐𝑎𝑙𝑙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 (3.3) 
The preliminary tests showed that our rule-based approach has better accuracy and 
precision but inferior performance in recall; Naïve Bayes classifier performs well in recall but 
poor in precision (Table 3.1). To improve the overall performance of our text mining model, a 
combined approach is developed. From the preliminary analysis, the rule-based approach has 
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less ability to capture all relevant tweets. However, if it identifies that a tweet is relevant, it can 
highly be true. On the other hand, Naïve Bayes classifier identifies more relevant tweets, but it 
also has more false positives (or Type I error). To adopting advantages from both approaches, we 
developed a combined mining approach to better deal with ambiguous text classification (Table 
3.2). In Naïve Bayes classifier, the text classification of a document is based on its probability 
distribution. A document is classified to the feature that has the highest probability. For our 
research topic, Naïve Bayes classifier occurs overfitting on relevant (positive) tweets. Thus, 
while the rule-based approach and Naïve Bayes classifier make different judgements, the criteria 
of the probability in Naïve Bayes are adjusted to help the combined approach reach a final 
decision. With this technique, we improved the overall performance on mining farming activity 
information on Twitter (Table 3.1).   
Table 3.1. Measuring modeling performance among different text mining approaches 
  Accuracy Precision Recall F-measure 
Rule-based approach 0.78 0.75 0.68 0.71 
Naïve Bayes classifier 0.68 0.58 0.78 0.67 
Combined approach 0.79 0.69 0.88 0.77 
Table 3.2. Rules for forming a combined text mining approach in this study 
(1) Rule-based approach (2) Naïve Bayes approach 
(3) Final decisions with the 
combined approach 
Positive Positive Positive 
Negative Positive prob.  >= 0.7 Positive 
Negative Positive prob. < 0.7 Negative 
Positive Negative prob. >= 0.7 Negative 
Positive Negative prob. < 0.7 Positive 
Negative Negative Negative 
 
It is important that we experiment with the quality of our mining algorithm to ensure that 
as few tweets as possible are lost as we mine the tweet universe. Nevertheless, it is recognized 
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that the S1 and S2 (see Figure 3.1) are not perfect search tools, and some tweets are missed due 
to inadequacies in the classification mechanism. Tweets which include images are not considered 
here, although it is certainly possible that such a tweet may tell a very comprehensive story about 
corn planting. It is also worth to emphasis again that the Streaming API only collects a small part 
of total tweets. A great many tweets are currently beyond consideration. The current study has 
been performed utilizing publicly available information, via the Twitter Streaming APIs; a more 
comprehensive set of tweet information can be acquired from Twitter via purchase. 
3.3.2 Community network analysis 
We are able to mine culture task schedules and derive sociological insights from social 
networks, but understanding data, community structures, and delivery of information will help us 
interpret results. Given categorized tweets (S2∩S1∩S0), we can identify who active users are 
and the specific geospatial location they contribute information from, based on corresponding 
metadata. An active user contributes at least one tweet regarding corn planting occurring. After 
identifying active users, we can characterize the friendship networks including not only them but 
also their “one-step friendship network” based on their online social network connections, by 
using the Twitter REST API (Twitter, 2016b) (Figure 3.2). There are two types of friendships on 
Twitter: a user may follow others and they may be followed by others. These relationships can 
be generalized as following(s) and followed relationships. A user can be followed by an 
individual and simultaneously be following that individual.  
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Figure 3.2. Online friendships of agricultural communities are represented as networks. Red nodes indicate the 
active users providing key culture task information (upper panel). Furthermore, the followings and followed 
relationships of each active user can be identified and linked as one-step friendship network (lower panel).      
We have the capability to determine online social network connections within the group 
of active users by analyzing their friendships, and extraction of one-step followings and followed 
for every active user. This allows us to form a so-called one-step friendship network. The 
individuals followings and followed by active users within the one-step friendship network are 
considered  depth-1 users (Zhou, Bandari, Kong, Qian, &Roychowdhury, 2010). By recognizing 
these depth-1 users, we can identify users who are following and followed most often. These 
individuals may be useful for distribution of information promoting new agricultural services or 
technologies. Furthermore, network analysis is used to study the characteristics of the 
agricultural community networks of active users and identify the most potential influential users. 
From a network theoretic perspective, nodes represent users and directed edges represent 
following and followed relationships. To study the structure of the networks, we discovered the 
number of connected components, where released messages are likely to be circulated within a 
connected component. In a network, a connected component is defined as a maximal subset of 
nodes in which any two nodes are connected and reachable. Average shortest path is the average 
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number of steps along the shortest paths for all possible pairs of nodes in a connected component 
network. 
Given a connected component, we can apply network modularity analysis to cluster sub-
communities where users connect to each other even more tightly based on their closer network 
connections. This may indicate regions where information can be circulated even faster within a 
sub-community. The modularity measures the density of edges within groups as compared to 
edges between other groups (Blondel et al., 2008). The general form of the modularity for a 
weighted network is defined as: 
𝑀 =  
1
2𝑚
∑ (𝐴𝑖𝑗 −
𝑘𝑖𝑘𝑗
2𝑚
) 𝛿(𝑔𝑖, 𝑔𝑗)  
𝑖,𝑗
 (3.4) 
where m equals to 
1
2
∑ 𝐴𝑖𝑗𝑖𝑗 ,  𝐴𝑖𝑗 indicates the weight of the edge between node i and j, and  
𝑘𝑖 is the sum of the weights of edges incident to node i. For the community analysis, 𝐴𝑖𝑗 equals 
to 0 if neither i and j are following or followed by one another, 𝐴𝑖𝑗 equals to 1 if i is either 
followed by or following j; 𝐴𝑖𝑗 equals to 2 if i and j are following each other. 
The sub-community 𝑔𝑖 is the group that node i is assigned to; 𝛿(𝑔𝑖, 𝑔𝑗) equals to 1 if 
𝑔𝑖 = 𝑔𝑗 and 0 otherwise. Eq. 1 can be used as an objective function for the optimization 
algorithm seeking to identify the groups with the highest modularity. While maximizing this 
objective function, the overall clustering among sub-communities is optimized based on their 
network connections.  
The betweenness centrality is employed to identify potential influential users 
(M.Newman, 2010). The betweenness centrality measures the number of shortest paths between 
all nodes that pass through a given node, where the shortest path between two nodes is a path 
that the sum of the weights of integral edges are minimized. A node with higher betweenness 
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centrality indicates it has better control of information flow. Betweenness centrality can be 
calculated using the following formula: 
𝑏𝑖 =  ∑
𝑛𝑠𝑡
𝑖
𝜎𝑠𝑡
𝑠≠𝑖≠𝑡
 (3.5) 
where  𝑛𝑠𝑡
𝑖  is the number of the shortest paths from node s to node t passing through i, and 𝜎𝑠𝑡 
is the total number of the shortest paths from node s to node t.  
3.4 Case Study of Corn Planting in the U.S. 
We collected tweets from March 15 to June 30 from 2013 to 2015 that cover typical corn 
planting season in the Corn Belt. With approximately one percent of tweets (sample tweets) 
collected with public APIs at no cost, we got 1,930, 2,917, and 1,624 tweets containing words 
broadly matching both “corn” and “plant” from millions of tweets in 2013, 2014, and 2015, 
respectively. This “one percent” of tweets is an approximation. It is said that it could be 
randomly more or less than this percentage from time to time and from topics to topics. Although 
researchers showed good representativeness of the Twitter sample data (Morstatter, Pfeffer, Liu, 
&Carley, 2013), there exist less or no study for agriculture. It is necessary to compare mined the 
Twitter sample data to the ground truth, which we used NASS data and demonstrate capabilities 
of public accessible sample tweets.       
Based on downloaded tweets, we recognized the tweets containing corn planting 
information with keyword filters and further identified the key tweets containing information 
describing occurrences of corn planting events using our combined rule-based and machine 
learning classifier. After resampling classified Twitter data with daily temporal resolution for 
each year, we observed that the occurrence of greatest intensity of key tweeting (green bar) 
changed from year to year (Figure 3.3). The hypothesis is that people would like to tweet their 
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real-time activities. The higher intensity of tweeting may refer more people planting corn in that 
time window. We observed that high intensity of tweeting moved earlier every year from 2013 to 
2015, which matches yearly changes of national corn planting schedules provided by NASS crop 
progress reports (NASS, 2015) (Figure 3.3). The number of the tweets decreased significantly in 
June every year; we inferred that is because most of the corn were already planted at that time 
and people stopped tweeting about it. 
 
Figure 3.3. The tweets related to corn planting from mid-March to June in 2013, 2014, and 2015 (left panel). The 
blue histogram indicates the number of tweets that may contain information related to corn (Core Mining Stage I). 
The green histogram shows the number of tweets containing information describing corn planting events are 
currently occurring (Core Mining Stage II). Right panel shows national corn planting schedules from 2013 to 2015 
based on NASS data.   
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Given geolocation information from tweets, we analyzed spatial distributions of key 
tweets from 2013 to 2015 (Figure 3.4). Tweets provided high spatial resolution data for locations 
of occurrence. After grouping mined data at state-level resolution, users (agricultural 
stakeholders) in Illinois overall contributed the most tweets indicating corn planted among all 
states and followed by Iowa. We further mapped NASS data to check correlations between 
number of tweets and crop productions at state-level. The results showed that agricultural 
stakeholders from the state having higher corn production typically contribute more key tweets. 
The states in Corn Belt provided more key tweets than other states, which showed homogeneous 
patterns with corn productions. However, rankings of number of tweets is similar but not 100% 
following the order of ranking of productions. As we scale down to county-level (see Illinois as 
an example in Figure 3.4), this phenomenon become significant caused by uneven tweet 
distributions among counties with one percent sample data. Thus, we argued that the Twitter 
sample data is good enough for state-level but not county-level for crop planting schedule 
analysis with free tweet samples. 
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Figure 3.4. The spatial distribution of the key tweets in the United States. The background color of each state 
indicates its annual corn production on average (2013-2015). The size of pie shows the sum of total key tweets 
indicating the occurrence of corn planting activities from 2013 to 2015, where red, blue, and green color represent 
2013, 2014, and 2015 mined Twitter data respectively. The dots in Illinois map designated the tweet sent from that 
location, and the label represented the order of the timing. 
To test the hypothesis that culture task schedules can be acquired earlier via online social 
networks, we compared the Twitter data with NASS corn progress reports at state-level. The 
NASS reports are updated weekly, which may cause delays in information delivery. With GIS 
analysis, tweets indicating occurrence of corn planting events can be grouped into different 
regions by their geolocation information. Top states producing corn, Illinois and Iowa both show 
that earlier planting has occurred (before half the crop is planted) based on Twitter data, 
preceding NASS data by one to ten days (Figure 3.5) from 2013 to 2015. Assuming the quantity 
of the key tweets can reflect the activity level within a period, the percentage of the accumulated 
tweets in the planting season can estimate the corn planting progress. The first and the last three 
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percent of Tweets are excluded to remove outliers. The results showed the Twitter data capture 
the trends of corn planting schedules. While the rate of tweeting indicating the occurrence of 
planting events changes significantly in a short time period, NASS reports show similar patterns 
after several days later. Further, while corn planting progress is less than 40 to 60 percent, the 
mined data from Twitter demonstrated the ability getting low latency information. Based on 
three years Twitter data, we observed that we may be able to obtain regional corn planting 
schedules ahead of time from five days on average at the early stage of planting from social 
networks. After 60 to 70 percent of corn is planted, the schedules deduced from Twitter data run 
behind NASS schedules. We inferred that most of farmers are close to finishing planting and it 
becomes less interesting to share these activities. In summary, Twitter data have potential to 
speculate the real-time crop planting schedule at the early stage but not at the final stage.  
 
Figure 3.5. The cumulative distribution of the tweets indicating corn planted comparing with NASS reports in Iowa 
(upper panel) and Illinois (lower panel) from 2013 to 2015, where solid lines represent processed data from Twitter 
and dash lines showed planting schedules based on NASS. 
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3.5 Agricultural Communities on Twitter 
Based on the sample tweets providing the information regarding the occurrence of corn 
planting, 136, 250, and 117 different online active agricultural stakeholders (most of them are 
farmers) were identified from 2013, 2014, and 2015 Twitter data, respectively. An active online 
stakeholder could contribute several pieces of agricultural information every year. After 
removing duplicate accounts among three-year’s data, we identify 461 unique active 
stakeholders. Their following and followed relationships (social network connections) to each 
other on Twitter constructed a directed friendships network, where nodes represent active 
agricultural stakeholders and edges represent their social network connections. The network 
contained 461 nodes and 6,194 edges, and the largest connected component had 323 nodes and 
6,184 edges. The largest connected component covers 99.9% social network connection 
incidents. The average shortest friendship distance in this connected component is 2.48 that 
indicated any two online stakeholders can communicate each other through less than two other 
stakeholders on average. There was more than 70 percent of them in the same large component 
in the network, which meant many active agricultural stakeholders who provide critical 
agricultural information were friends in online social networks.  
With geosocial footprints from active agricultural stakeholders and their social network 
connections, we can depict a location-to-location network from the largest connected component 
(Figure 3.6). Active stakeholders are from southern part of Canada and the United States due to 
the setting of our geo-boundary. There are 66% of them from the Midwest. The size of nodes 
indicates the betweenness centrality of an active stakeholder; larger nodes have higher 
betweenness centrality and indicate individuals have the potential to control the information flow 
in online social networks. Identifying potential influential stakeholders may help identify initial 
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sets of potential farmers for promoting and deploying new technology and service. The most of 
potential influential stakeholders are located in Indiana and Illinois. Since they are farmer’s 
personal accounts, we do not reveal their identifications here to protect privacy.   
Furthermore, with the network modularity analysis, we clustered active stakeholders into 
five sub-communities based on the structure of their social network connections within the 
largest connected component. Nodes in the same sub-community have stronger topologically 
social network connections, which may indicate messages can be circulated faster in a sub-
community. We discovered that formations of online agricultural sub-communities are related to 
stakeholders’ geo-locations (Figure 3.6). For instance, although the active agricultural 
stakeholders in Canada could have connections to other stakeholders in the United States, they 
tend to connect more tightly to themselves (green sub-community). Active agricultural 
stakeholders in the southern United States form a smaller sub-community (orange sub-
community). Two major sub-communities, blue and red sub-community, appear in the Midwest. 
It may provide new guidance and marketing strategies and that how agricultural information can 
faster affect farmers in different targeting regions.     
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Figure 3.6. A location-to-location network from the largest connected component describes social network 
connections and locations of users (active agricultural stakeholders). Each node on the map represent an active 
agricultural stakeholder on Twitter. The nodes having the same color are in the same sub-community based on their 
social network connections. The size of nodes is based on betweenness centrality, where a larger node has higher 
potential to control information flow on social networks (potential influential stakeholder)       
We expanded the friendships network by considering the followers and following (depth-
1 users) of each active user. By analyzing the one-step friendship network, we identified the 
popular users that were followed by or following these 461 active agricultural stakeholders. 
Some accounts have thousands of followers and are following many thousands, which made 
networks grow fast. The extended network had 346,275 nodes (stakeholders) and 812,557 edges 
(friendships). It was surprising to learn that more than 99.99% stakeholders are linked as a large 
connected component within only a one-step friendship distance. It may suggest that the active 
stakeholders in online agricultural communities have common interests and were following or 
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followed by several important accounts (Table 3.3). The results showed that among all active 
users the top five important mutual followers included @FarmsNews, @TheChadColby, 
@PitstickFarms, @ScottFarmCo, and @FarmsMarketing. The top five following account 
included @FarmsNews, @TheChadColby, @DupontPioneer, @FarmJournal, and 
@PitstickFarms. It is interesting to note that @FarmNews are the account followed by and also 
following the users the most, which allow it to play an influential role diffusing agricultural 
information. It can be deduced that if we randomly choose active agricultural stakeholders on 
Twitter, @FarmNews are followed by 40.3% of them and following 62.1% of them back. The 
account @TheChadColby and @PitstickFarms had similar importance in the network.     
Table 3.3. Popular accounts following or followed by active agricultural stakeholders 
Top 10 accounts followed by active stakeholders % Top 10 accounts following active stakeholders % 
@FarmsNews 40.3 @FarmsNews 62.1 
@TheChadColby 36.6 @TheChadColby 41.6 
@DuPontPioneer 34.4 @PitstickFarms 38.5 
@FarmJournal 34.0 @ScottFarmCo 32.7 
@PitstickFarms 32.5 @FarmsMarketing 32.0 
@MonsantoCo 32.3 @MarketToMarket 29.9 
@GoddessofGrain 31.4 @AgweekMagazine 28.6 
@USDA 31.2 @robbylevy 27.1 
@NationalCorn 30.1 @StartUpsAgri 27.1 
@agchat 29.9 @DDFalpha 25.3 
 
3.6 Discussion  
The study utilized 2013 to 2015 geotagged Twitter data with geo-boundaries of the North 
America and mined tweets containing information regarding corn planting to explore novel 
agricultural insights and applications. The sample Twitter data for this study is public accessible 
at no cost by using Twitter public API (Twitter, 2016). We developed a new text mining engine 
for mining agricultural events. The results highlight social network contributes more real-time 
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regional crop planting schedules compared to official NASS reports. The delay of corn planting 
could lead to potential yield deduction (Gower, Loux, Cardina, &Harrison, 2002; Kucharik, 
2008), and this study provides opportunities for farmers real-timely catching regional culture 
task schedules and environmental situations. By mining data from social networks, we can obtain 
regional corn planting schedules ahead of time from five days on average at the early stage of 
planting to prevent potential yield decline. For instance, while late planting schedule happens in 
the middle of May, five-days delay in corn planting can cause 5.5% and 8.5% yield reductions in 
southern and northern Wisconsin (Lauer et al., 1999b).         
Our results are supported by several levels of ground truth. From three-year Twitter data 
analysis, the rates of tweeting containing information describing occurrences of corn planting 
shift earlier every year from 2013 to 2015, and NASS data show the same patterns at the 
national-level. At state-level, we also observed planting schedules mined from Twitter capture 
similar changes in planting rates happened in a short term but ahead of NASS schedules. With 
spatial analysis, the result shows that mined key tweets are mainly from the Midwest, 
particularly more from Illinois and Iowa, and it supports the idea that key tweets regarding the 
occurrence of corn planting should be mostly from the corn belt. With these validations, we 
proved that geotagged Twitter sample data is good enough for state-level agricultural analysis, 
which shows similar results to the literature studying different topics (Morstatter et al., 2013).  
Agricultural communities on Twitter are further studied in this study, and we found that 
active agricultural stakeholders are connected very tightly and can easily reach each other 
according to the concept of degree of separation. The idea of famous ‘six degrees of separation’ 
were proposed by Milgram (1967), which indicated any two people could be connected within 
six hops from each other on average. Recently, researchers argued that social and technological 
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network should have smaller path length between people (Watts &Strogatz, 1998). A study using 
a random sample from Twitter showed average path length is 4.12 (Kwak, Lee, Park, &Moon, 
2010a). In this study, we analyzed the largest connected component, which covers 99.9% of 
social network connections among all active agricultural stakeholders, and found their average 
path length is 2.48. It is quick short compared to general user connections not only on Twitter 
but also on other social networks (Backstrom, Boldi, Rosa, Ugander, &Vigna, 2012; Kwak et al., 
2010a; Leskovec &Horvitz, 2008). The information among active stakeholders is to flow over 
less than three or fewer hops on average within agricultural communities. 
The ranking importance of users within agricultural communities helps identify potential 
influential stakeholders and develops marketing strategies for new agricultural technologies, 
products, and services. Many studies suggested targeting small set of users for ‘viral marketing’, 
which is a method for promoting products that uses a limited number of users to spread an idea, 
product, and service to their friends via their own social networking (Chen, Wang, &Wang, 
2010; Long &Wong, 2011; Y.Zhang, Wang, &Xia, 2010). In this study, we proposed a new 
marketing approach for agriculture by mining tweets to find active agricultural stakeholders and 
analyzing their online social network connections to discover potentially prominent farmers. By 
further identifying their geo-locations and regional sub-communities, a company or research can 
target various stakeholders applying specific strategies for different areas. Last but not least, by 
exploring the directed friendships of each active stakeholder, we found that some account 
following them the most are also the one followed by them the most. These accounts could play 
important roles regarding agricultural information diffusions.    
Although mining Twitter data shows appreciable benefits studying culture task activities 
and online agricultural communities, the credentials of those providing the information could be 
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a concern. It is necessary to validate with other reliable evidence, such as the News and 
governmental reports. Also, some limitations are applied while querying the data from social 
networks. For example, Twitter only allows users download approximately one percent of tweets 
at no cost. Twitter provides other data purchase options for downloading more tweets at pricey 
cost, but we expect our studies can be used as low burden decision supporting tools to help 
farmers easily access the data and improve farm management. The sample tweets from public 
API could be good enough to represent complete populations on Twitter in this case. The 
researchers showed that geotagged sample tweets have very similar distributions compared to 
costly 100% public tweets (Morstatter et al., 2013). However, knowing capabilities of sample 
data gotten from public API is still important. 
We have developed the first agricultural text mining system for online social network and 
demonstrated great potentials to discover regional crop planting schedules and agricultural 
communities on Twitter. Further integrations with weather model and farm management 
optimization model and studies on stakeholders’ shared behaviors and reactions to changing 
environment via mining on social networks will shed more light on these issues. Other promising 
agricultural applications, such as harvesting schedules, nitrogen applications, and crop disease 
tracking, are suggested as future works.
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CHAPTER 4: QUANTITATIVE AND QUALITATIVE APPROACHES FOR 
OPTIMAL FARM MANAGEMENT: A SOCIO-TECHNOLOGICAL 
ANALYSIS 
 
4.1 Contributions 
Improving agricultural productivity and reducing postharvest losses are critical to 
responding to increasing food demand. Appropriate farm management practices can improve 
agricultural productivity, reduce losses, and improve farmer profits. Farm management 
performance is affected by crop yield, market price, harvest schedule, and machinery selections. 
The BioGrain optimization model and a text mining and semantic network based analysis for 
news media have been developed to better understand and provide decision support for farm 
management practices from quantitative and qualitative analysis perspectives. Our findings 
demonstrate that site-specific analytical tools can help farmers to improve farming efficiency by 
considering the complex interactions between changes in weather, crop and market conditions. 
Advancing the understanding of crop moisture content is critical for farm management. 
4.1.1 Contribution of Authors and Co-Authors 
Author: Wei-Ting Liao 
Contributions: Conceived and implemented the study design. Developed the news text mining 
tool. Programmed the farm management optimization model and executed sensitivity analysis. 
Integrated the farm management model with social media text mining and crop growth 
simulation model. Analyzed data and visualized results. Wrote first draft of the manuscript. 
Author: Dr. Tao Lin 
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Contributions: Conceived and implemented the study design. Developed the farm management 
optimization model. Analyzed data and led the discussion. Wrote first draft of the manuscript. 
Co-Author: Dr. Luis F. Rodríguez 
Contributions: Helped conceive the study design. Provided feedback on statistical analyses and 
early draft of the manuscript. 
Co-Author: Dr. Yogendra N. Shastri, Dr. Yanfeng Ouyang, Dr. M.E. Tumbleson, Dr. K.C. Ting 
Contributions: Provided feedback on the manuscript. 
4.1.2 Relations to objectives and to other chapters 
The study in this dissertation chapter aims to develop a farm management optimization 
model considering complex environmental and marketing factors to help harvesting decision 
supports, which supports our aim 2. The model can be integrated with social network mining 
tools, which is developed from the study in the previous dissertation chapter, to potentially 
provide localized farm management decision supports for numerous regions. By knowing 
optimal harvesting schedules in each region, we may be able to simulate crop shipments in 
different time periods and develop an optimal grain supply chain networks in the long run. 
4.2 Introduction 
Improving agricultural productivity and reducing losses are two approaches responding to 
increasing population and consumption demand for food and other agricultural products 
(Godfray et al., 2010; Godfray et al., 2010a). There are wide variations in crop productivity 
across the world not only due to natural factors such as weather and soil, but also because of 
lacking technical knowledge to increase production and limited finances and incentives to invest 
in higher production (Godfray et al., 2010). The Food and Agriculture Organization (FAO) of the 
United Nations estimates that 32% of all food produced in the world was lost or wasted in 2009 
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(Gustavsson & Sonesson, 2011). The losses during the stages of production, handling, and 
storage account for major losses in the system, ranging from 20% in developed countries to 
higher than 30% in developing countries (Gustavsson & Sonesson, 2011; Parfitt, Barthel, & 
Macnaughton, 2010). The causes of food losses are connected to financial, managerial and 
technical limitations in harvesting techniques, drying capabilities, storage and cooling 
infrastructure.  
Improving the adoption of appropriate farm management and practices is critical for 
farmers to improve agricultural productivity and reduce losses. Determining when and how to 
harvest crops are critical decisions for farm management. The primary measure of the 
performance of a management decision is assumed to be profit, which is affected by yield, 
selling price, and machinery selection and operations. New perspectives on performance may 
consider crop harvestable yield and moisture content as key indicators, although they change 
over time and are affected by weather conditions (Alfredo De Toro, Gunnarsson, Lundin, & 
Jonsson, 2012). Harvestable yield is changing considering field and operating losses, which is 
highly dependent on harvesting timing. Moisture content is a critical factor that not only affects 
selling price but also drying and storage requirements. Considering these dynamic changes, 
appropriate farm management could improve farm operational efficiencies and thereby improve 
farmers’ profits. (Figure 4.1).  
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Figure 4.1. Concept diagram of farm management optimization model. The boundary conditions and components of 
a farm system and their interactions are provided. The measure of the worth of farm management is assumed to be 
farmers’ profits. The yellow colored items are system boundary conditions that cannot be controlled by farm 
activities; while the green colored items are the influential factors that can be determined by farm management 
practices.  
Corn is a primary grain crop used for food and feed production. Several spreadsheet 
based models have been developed to provide cost and benefit analysis for corn production 
(Duffy, 2014; Halich, 2013). These tools generally require a variety of static factors like farm 
size, and capital costs for mechanization as well as dynamic factors like seed and fertilizer 
inputs, expected harvestable yield, moisture content, and market price, without much 
consideration for variation in corn yields and market prices or harvest schedules and machinery 
selections.  
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Labor and machinery costs are important factors in farm management (Hunt & Wilson, 
2015). Previous investigators adopted simulation (De Toro, 2005; De Toro &Hansson, 2004; De 
Toro et al., 2012; Sorensen, 2003) and optimization (Camarena, Gracia, & Sixto, 2004; Søgaard 
& Sørensen, 2004) approaches to select optimal machinery or harvesting capacity for different 
farms. The selection is based on various types of constraints, including available man hours, 
machinery and tractor hours, timeliness and workability of operations, and agronomic window of 
operations (Søgaard & Sørensen, 2004). Most existing models focus on machinery cost 
reductions (Camarena et al., 2004; De Toro &Hansson, 2004; Søgaard &Sørensen, 2004), not on 
the improvement of farming profits, and do not consider corn harvestable yields, drying and sale 
options. Corn harvestable yield, moisture content, and market price interact with each other and 
vary with different farm management decisions. The development of decision support tools for 
farm management should focus on improving farmers’ profits by considering these dynamic 
tradeoffs.     
Understanding existing operations is critical for the development and validation of farm 
management decision support tools. Existing farming practices are highly dependent on farmers’ 
experience, local extension, and agricultural consultant services. Based on farmer survey, the 
NASS Crop Progress Report has been created by the USDA at the state-level on a weekly basis 
(USDA, 2015a). The reports include the percentage of critical agricultural activities (i.e. planting 
and harvesting) in major agricultural states. Leveraging near real-time information describing 
actual timing of farming activities could provide better understanding of existing operations. 
News media is one of the near real-time and trustable sources that provide up-to-date information 
on farming activities and related discussions, which could be valuable to when attempting to 
understand changing behaviors.  
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The development of information search services reduces technical barriers by accessing 
news sources cost-effectively and advances the study of management and other social systems 
(Feldman & Sanger, 2007). Text mining is an emerging technology used to identify 
representative features and explore interesting patterns by extracting useful information from 
unstructured textual data (Feldman, Dagan, & Hirsh, 1998; Rajman & Besançon, 1998; Weiss, 
Indurkhya, Zhang, & Damerau, 2010). Text mining preprocesses unstructured data into more 
explicitly structured intermediate formats, and then utilizes core mining operations to find 
patterns, analyze trends, and discover previously unknown knowledge. Text mining processes 
have been applied successfully in many domains, such as supporting the production of 
systematic reviews for literature (Ananiadou, Rea, Okazaki, Procter, & Thomas, 2009) and 
discovering complex processes between genes, proteins, and phenotypes form numerous 
biological studies (Rebholz-Schuhmann, Oellrich, & Hoehndorf, 2012). The use of data mining 
to solve agricultural problems has received increased attention recently (Mucherino, Papajorgji, 
& Pardalos, 2009), but very few studies applied text mining to discover knowledge from textual 
information. 
The goal of this study is to demonstrate how to leverage advanced information 
technology to improve our understanding and decision making for farm management. We 
achieved this goal by developing two analytical tools: 1) a qualitative analytical workflow that 
integrates information extraction and semantic network analysis using text mining to extract near 
real-time information describing farming schedules; 2) a quantitative systems optimization 
model, the BioGrain model, which maximize profits for farmers by optimizing farm decisions. 
We applied these tools to identify farmer behavior and provide decision support for farmers in 
three major corn production states: Illinois, Iowa, and Minnesota. Farm size was varied, and 
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different grain marketing options are considered. Fluctuations of corn moisture content, corn 
prices and wet corn discount rates were considered to quantify the impact of market dynamics on 
optimal farm decisions. Also, we further integrated the BioGrain model with social media 
mining and a crop growth model to demonstrate an advanced decision support framework. The 
result is an application of both qualitative and quantitative analytics enhancing our understanding 
of farm management decision making. 
4.3 Decisions in Farm Management 
Agriculture in the U.S. has been shifting to larger farm production over last several 
decades (USDA, 2014).  The median acreage for U.S. corn production was tripled between 
1987 and 2007, from 0.8 to 2.4 km2 (or from 200 to 600 acres) (MacDonald, Korb, & Hoppe, 
2013). The technology improvement, specialization on crop production, and government policy 
are considered to be three critical factors for consolidation of crop production (MacDonald et al., 
2013). As a result, larger and specialized corn farms realize higher average profit rates, but could 
be risky given high capital investments and uncertainties from weather and commodity prices.  
Corn harvesting normally occurs from late September to middle November in major corn 
production states in The Corn Belt (USDA, 2010). When and how to manage harvesting are 
related to the condition of corn, weather, farm size, machinery, and drying and marketing 
options. Appropriate farm management is even more important considering increasing farm size, 
complexity of operations, distributed parcels of land, but a limited window of opportunity for 
operations.  
Corn reaches its physiological maturity, when it yields the maximum quantity of dry 
matter, at a high moisture level of 30 to 38% (wet basis) (Huang, Faulkner, Berger, & Eckhoff, 
2012; McNeil & Montross, 2013; Willcutt, 2010). Corn grain is naturally dried on the field after 
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reaching physiological maturity, but the rate varies with local weather conditions such as 
temperature, relative humidity, precipitation, wind, and crop characteristics such as ear and 
kernel size and husk cover (De Toro et al., 2012; Misra &Brooker, 1978). The reported corn 
kernel drying rate varies geographically, from 0.8% day-1 in Tennessee (Pordesimo, Sokhansanj, 
& Edens, 2004) to 0.6% day-1 in Wisconsin (Shinners & Binversie, 2007). Generally, corn 
kernels dry at 0.4% day-1 at 13 to 16°C (55 to 60 °F) and at 0.7% day-1 21 to 24°C (70 to 75°F) 
(Erickson & Valentin, 2008). Higher temperature could increase the corn drying rate to 1% day-1 
(Willcutt, 2010).  
In addition to field drying, corn losses that occur from preharvest and combine harvesting 
losses need to be considered. Preharvest losses are a result of dropped ears, root lodging, or stalk 
lodging due to wind, hail, insect damage, and disease, particularly when late harvests occur. The 
longer grain is left unharvested in the field, the greater the chance of preharvest grain losses. For 
U.S. Midwestern farmers, late harvesting in November or December would face severe 
conditions of ice and snow that affects the probability of working days. Field loss rates are 1% 
week-1 in early October and increase to 2% week-1 during the late harvest period (Erickson & 
Valentin, 2008). 
Combine operating loss is another key factor affecting corn harvestable yield. Harvesting 
both when corn is too wet or too dry would increase the combine related harvest loss. Data 
collected within the Midwest indicate that minimum combine losses occur at 26% moisture 
content at a typical rate of 1 to 3% and the combine loss rate could increase to 10 to 15% when 
corn is dried to 14.5% moisture content (McNeil & Montross, 2013; Willcutt, 2010). As corn 
dries in the field, there is greater potential of whole ears snapping off the stalk and falling to the 
ground and the shelling of corn within the header (Willcutt, 2010). 
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Farmers have two options to sell their corn, either selling dried corn to elevators based on 
the market price or selling wet corn, while accepting a discount. Most farmers in the U.S. do not 
have on-farm drying capacities and usually market corn without drying. The discounts, called 
docks, are related to corn grain moisture content and are set up to cover the cost of elevator 
drying. The rule of thumb is that 1 to 3% discount of price is charged for each point of moisture 
content (wet basis) increase beyond 14.5%, and it also varies by different elevators at different 
times.  
Decisions regarding corn harvesting schedules are related to changes of yield and 
moisture content. Corn grain harvested during the peak yield period has higher moisture content. 
Harvested wet corn would be either dried by farmers or sold to elevators directly at a discounted 
price. The higher moisture content of harvested corn, the higher drying costs, or the larger 
discount would be received by farmers. If corn was harvested at low moisture content, it would 
result in higher preharvest and combine losses, which would reduce harvestable yield. Tradeoffs, 
thus, occur between the high drying costs of early harvesting with high harvestable yield and low 
drying costs of late harvesting with low harvestable yield (Figure 4.2).  
In addition to changes in yield and moisture content, decisions regarding corn harvesting 
schedules are related to farm machinery management, which is concerned with efficient 
selection, operation, repair, maintenance, and replacement of machinery (Hunt & Wilson, 2015). 
If more machinery could be operated for harvesting, the length of corn harvesting period could 
be shortened, which could reduce corn preharvest losses; however, this would increase farm 
machinery capital costs. Machinery operating performance would be affected by corn moisture 
content. Harvesting wet corn would require certain constraints on harvesting machinery settings 
so that the machinery might not be able to be operated at its maximal throughput rate. This 
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would further affect planning of harvesting schedules and machinery selection. Furthermore, 
different types of machinery have their unique operating capacities that could be suitable for 
various sizes of farms and environmental conditions. 
 
Figure 4.2. Temporal changes of key factors related to farm decisions. Day 1 (𝑡 = 1) was assumed to be the peak 
yield day. Corn moisture content was assumed to be highest at 37.4% (wet basis) on the peak yield day and start to 
decrease in the following days at a rate of 0.7% day-1, until reaching to the level of 14.5% (wet basis). The 
preharvest loss rate was assumed to be 0.15% per day with the upper limit of 10% loss rate throughput the 
harvesting season. We assumed that the least combine loss rate was 2% when corn moisture content reached 26% 
(wet basis). Each 1% increase or decrease of moisture content from 26% would increase the combine loss rate by 
1%. We assumed a 2% discount rate was applied for each 1% of moisture content increase beyond 14.5% (wet 
basis). 
On-farm drying and storing of corn can help farmers to weather corn price fluctuations 
and improve their economic return by selling at high market prices. If farmers wish to harvest 
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early and dry corn themselves, they need to estimate drying and associated shrinkage costs (costs 
associated with weight loss due to drying) (Shrink, 1991). Farmers need to conduct cost benefit 
analyses for farm decisions considering tradeoffs between drying and shrinkage costs and 
dockage costs without drying. 
4.4 Methods 
The methods presented in this study are of three parts. We introduced the application of 
text mining to discover agricultural information from news media. The development of the 
BioGrain model considering complex interactions between agriculturally related factors is 
presented. Also, we provided guidelines and workflows for the integration of BioGrain, social 
media, and crop growth models to help provide decision support. 
4.4.1 Text mining for the news 
The news media analytics process was developed for agriculture and based on text 
mining techniques. The two primary tasks are 1) identifying crop planting and harvesting 
schedules from existing publicly available databases by applying information extraction 
techniques and 2) gaining a qualitative understanding of crucial agricultural decisions by 
constructing semantic networks (Figure A.6). To achieve the first task, the processes were 
comprised of preprocessing tasks, development of information extraction tools, and data 
refinements. To attain the second task, graph theory and network analysis were employed in 
development of semantic networks. 
Preprocessing tasks include collecting news data from online database with keyword 
queries and parsing articles based on structures of documents. The news database LexisNexis is 
used in this study. In preprocessing tasks, the title, published date, and context of each news 
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story were retrieved. The main function of preprocessing tasks is turning unstructured text data 
into more structured format for text mining operations.   
To identify the culture task events describing planting and harvesting schedules, we 
developed the tool for an information extraction process (Figure A.6). The information extraction 
process usually utilizes a deterministic bottom-up approach (Feldman & Sanger, 2007). 
Tokenization of full articles into their basic building blocks allowed us to break articles into 
sentences. Decision-trees were used to identify key sentences containing critical information, 
such as information regarding crop planting and harvesting. Key sentences are processed to find 
meaningful relationships between entities and facts. For instance, crops, locations, task 
schedules, and supporting information are entities; types of grains, names of states or counties, 
specific planting or harvesting schedules, and special attentions are facts. Extracted information 
can be organized in a table, where entities are names of columns, key sentences are in rows, and 
crucial facts from each key sentence are automatically added to the right entities as they are 
being discovered.  
To perform the functionality of information extractions, specialized dictionaries are 
employed to tag and categorize the facts (phrases and words) meeting the matching entities and 
rules. The generation of word lists within dictionaries is rarely possible to be done manually 
because of the number of documents. A word frequency analysis and natural language 
processing (NLP) of the key sentences supports generations of dictionaries. For example, the 
word ‘Illinois’ may be in the location entity in a dictionary due to its high appearance frequency 
in documents and it is thus tagged as a location; the phrase ‘southern Illinois’ is also identified as 
a location based on semantic rules. This information extraction tool is capable of discovering 
multiple sets of information from one sentence that provides more than one culture task 
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schedules for different crops or locations. Extracted agriculture task schedules from text mining 
can be validated by the USDA NASS Crop Progress Reports (USDA, 2015a). With information 
extractions, we gained quantitative information, such as culture task schedules.     
To get qualitative information regarding reasons for changes in culture task schedules, we 
applied semantic network analysis (Elder IV & Hill, 2012) by studying semantic relationships 
between keywords from the same documents used in information extraction processes. 
Keywords are listed in a codebook that is based on the user’s knowledge background for targeted 
materials, word frequency, and term frequency-inverse document frequency (tf-idf), which is a 
numerical statistic reflecting the importance of a word in a document among all collected 
documents (Diesner, 2015; Diesner, Kim, & Pak, 2014). The codebook allows different words 
(sources) referring to the same keywords (targets) that enrich the representation of semantic 
relationships in terms of creating a thesaurus to enrich meaning. Any two keywords have a 
semantic link only while their word unit distance is within the threshold. Different codebooks are 
generated and applied to various research topics. In this study, crop planting and harvesting were 
studied individually. Semantic relationships can be visualized as a network graph, where vertices 
are keywords, and edges are their semantic links. Graph theory and network analysis are used to 
reveal the degree of vertices and detect the community structure in networks via modularity 
analysis. Modularity analysis identifies sub-groups in a network by measuring the density of 
edges within sub-groups as compared to edges between other sub-groups (Elder IV & Hill, 
2012). Semantic networks provide concentrated and representative messages from a massive 
document collection. The qualitative results can be compared with the quantitative outcomes 
from the information extraction process to help users see interesting patterns that were not 
discovered yet.  
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4.4.2 BioGrain: Farm management optimization model 
The BioGrain Optimization model is a mixed integer linear programming that was 
developed based on the Python platform using GUROBI solver. The objective is to maximize 
farmers’ profits (𝑃), which can be quantified by subtracting crop production costs from crop 
revenues (𝑅). Crop production costs include crop establishment (𝐶𝑒), harvesting (𝐶ℎ), and drying 
costs (𝐶𝑑) (Eq. 4.1).  
     𝑃 = 𝑅 − 𝐶𝑒 − 𝐶ℎ − 𝐶𝑑 
      
(4.1) 
Equipment selection (𝐹𝑓
𝑖,𝑗,𝑚𝑓
), and harvest operating schedules (𝐻𝑓
𝑖,𝑗,𝑚𝑓,𝑡
) are the key 
decisions, where i represents the set of crop supply counties, j represents the set of individual 
farms, t represents the set of time period, and 𝑚𝑓 represents the set of agricultural machinery. 
Related to these decision variables, farm location and size (𝛼𝑖,𝑗), probability of working days as 
determined by weather and soil (𝛾𝑖,𝑡), crop peak yield (𝛿𝑖), preharvest yield loss rate (𝜀𝑖,𝑡), 
annualized equipment capital cost (𝜆𝑓
𝑚𝑓
), unit equipment operating costs (𝜇𝑓
𝑚𝑓
), and crop 
establishment and drying costs are the key input parameters (Figure A.4). The detailed 
description of the model is provided in Supplementary Material S1 with nomenclatures included 
in Table A.14. 
We selected three counties in major corn production states in U.S. for case studies 
including Macoupin County in Illinois, Taylor County in Iowa, and Washington County in 
Minnesota. The average corn yield in each county is representative of the its state-wide average 
corn yield in Year 2014. Six levels of farm size were selected in this study, namely 0.02 to 0.4, 
0.4 to 1, 1 to 2, 2 to 4, 4 to 8, and beyond 8 km2 (or 5 to 99, 100 to 249, 250 to 499, 500 to 999, 
1000 to 1999, and beyond 2000 acres). Corn unit establishment costs that include seed, fertilizer, 
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chemicals, crop insurance, and other miscellaneous costs were assumed constant at $84,100 km-2 
($340 acre-1) for different sizes of farm (Duffy, 2014). 
Farmers have two major crop drying options dealing with harvested corn: 1) elevator 
drying: directly selling harvested corn to elevators without drying, or 2) on-farm drying: drying 
on-farm and selling dried corn grain to elevators based on the market price. The optimization 
model developed in this study was applied to analyze both scenarios. 
We used corn production condition in 2014 as the base case analysis, where corn price 
was at $157.6 Mg-1 ($4 bushel-1) and liquid propane price was at 0.46 L-1 ($1.75 gal-1). The 
discount rate for wet corn sell was at 2% for each 1% of moisture content increase above 14.5% 
(wet basis). We used local daily weather data in 2014 (38-40) to estimate the daily changes of 
corn moisture changes (Figure A.5).  
Scenario analyses were presented to evaluate how price changes of corn would affect 
optimal farm management decisions for farmers using elevator and on-farm drying. The corn 
prices ranged from $98.5 to 315.2 Mg-1 ($2.5 to 8 bushel-1) with a step of $19.7 Mg-1 ($0.5 
bushel-1). For elevator drying scenarios, additional changes of discount rate were further 
analyzed. The discount rate was assumed to be from 1 to 3% for each 1% of moisture content 
increase above 14.5% (wet basis) with a step of 0.25%. Corn price was assumed to be constant at 
$157.6 Mg-1 ($4 bushel-1) for all levels of the discount rate.  
The detailed description of weather, probability of working days, machinery, spatial and 
temporal changes of crop yield and moisture content, selling options, and operating condition are 
provided in Appendix. 
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4.4.3 Integration of social media mining, crop growth model, and BioGrain 
In previous sections, news media provides rich and reliable agricultural information 
supporting the BioGrain model. However, news media has limitations in terms of a delay and a 
lower spatial resolution of data. Social media can potentially deliver real-time and local 
agricultural information to be integrated with BioGrain providing customized and localized 
optimal farm management decision support throughout the season.       
The integration of social media, crop growth model, and the BioGrain model allows 
farmers to plan optimal agricultural tasks with suitable machinery in advance to improve 
agricultural productivity and reduce losses. Thus, the workflows focus on obtaining real-time 
agricultural information related to their local environmental information while modeling crop 
growth and the corresponding optimal farm management practices (Figure 4.3).  
With crop planting schedules, local weather, varieties, and soil conditions, the crop 
growth model will be applied to simulate grain growth. In this study, we applied text mining 
techniques to discover key tweets providing local crop planting schedules on Twitter (Twitter, 
2016). The DSSAT model is used for corn growth simulations (Jones et al., 2003). Given crop 
growth information including estimated crop maturity dates and yields, the BioGrain farm 
management optimization model can maximize local farmers’ profits by considering complex 
agricultural factors, such as crop marketing prices and grain losses. Also, weather condition 
affecting optimal machinery selections and harvesting schedules can be considered. Thus, we 
applied ten years’ historical weather data (2005 - 2014) to study the uncertainty. For weather 
data, we used Illinois Climate Network (Illinois State Water Survey, 2015), which recorded 
weather data with nineteen stations in Illinois. The Thiessen Polygon method is applied for 
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spatial interpolations of local weather (Tabios & Salas, 1985). For soil spatial data, we used The 
Geospatial Data Gateway to identify local soil conditions (USDA, 2015b).  
 
 
Figure 4.3. The workflows of the integrated farm management framework. The framework is comprised of three 
key modules: social networking mining tools, crop growth model, and BioGrain model (Blue boxes). The 
framework shows several outputs from a model can be inputs for another model. The key outcomes for farm 
management decision supports are shown with green boxes. 
4.5 Qualitative Analysis: News Media Mining 
Corn planting schedule data was mined from news media and validated with USDA 
NASS data from 2012 to 2014. The trend of increments of corn planting from news media follow 
the trend from NASS reports, but with a delay of couple days (Figure A.1). For corn planting 
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schedules, 2012 had the earliest starting dates, while all three states delayed planting in 2013. In 
2014, corn planting schedules were in the middle of two previous years’ schedules. The planting 
schedule in Minnesota was later than Illinois and Iowa. For harvesting schedules, due to the 
sparse data related to Iowa, only Illinois and Minnesota’s data were shown. Both Illinois and 
Minnesota had earlier harvesting schedules in 2012 than 2013 and 2014. The crop planting 
schedules were the latest in 2013, but the latest harvesting schedules occurred in 2014. 
News media not only provides a percentage progress on key activities, but also 
summarizes the reasons to the changes of culture task schedules (Figure 4.4). For instance, many 
news titles indicated a record of setting early corn planting schedules in 2012 due to ideal 
weather conditions, but later indicated early harvesting schedules given critical drought situation 
and poor yields. However, in 2013, many articles cited adverse weather conditions at the 
beginning of the crop planting.        
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Figure 4.4. Identified corn planting (A) and harvesting (B) progress from news media between 2012 and 2014. The 
text boxes provide the associated news titles, which offer key information of potential changes of agricultural task 
schedules. For instance, farmers in Minnesota struggled on corn harvesting schedules and drying options due to the 
unpleasant weather and low corn marketing price 
In addition to allowing us to leverage information from the news titles, text mining 
discovers principally influential factors related to farm management from the context. 
Considering Minnesota crop harvest as an example, keywords (represented as vertices) and their 
semantic relationships (represented as edges) in networks were significantly different between 
2013 and 2014 (Figure 4.5). In 2013, “spring”, “wet”, and “weather” were linked together in 
Minnesota’s semantic network, and the information supported our finding and potential reasons 
of delayed planting schedules (Figure 4.4). Although farmers had a bad start on crop planting in 
Ideal conditions lead 
to record corn planting
Minnesota farmers get 
an early start on planting
Bulk of corn crop planted. Early 
spring gave farmers head start
With corn mostly in, farmers turn to soybeans
Soggy spring deters drought; 
spring planting on schedule
Rain too late for most 
drought-stricken crops
Minnesota’s corn 
harvest comes early
Quick harvest greets farmers. Poor 
yields mean less work for elevators
Drought worsens in some 
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Many farmers finish harvest in record time
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Farmers: Recent damp 
weather is more bad news
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Harvest slows 
after good start
Crop harvest slowed by conditions 
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2013, we saw the edges between “start”, “harvest”, and “expect” were connected in the network 
of harvesting, which can be also supported by the linkages between “dry”, “summer”, and 
“condition”. Also, the linkages between “propane” and “shortage” was observed in 2013, which 
may indicate the lack of propane supply and the increase of the price could affect farmer’s farm 
management decisions. In 2014, the links between “corn”, “low” and “price” were mentioned, 
and lower crop price might be a reason for the delayed harvesting schedule. The vertex “drone” 
was highlighted at the first time in a network in 2014, which possibly indicating the timing of a 
new emerging technology applied for agriculture.  
 
Figure 4.5. Semantic network analysis for corn harvesting in Minnesota in (A) 2013 and (B) 2014. The weight of an 
edge indicates the frequency that two keywords are mentioned in close proximity to one another in articles. The 
label size of a keyword displays the number other keywords incident to that keyword (the degree of a vertex). 
Different sub-communities are identified using color with network as determined by modularity analysis. 
4.6 Quantitative Analysis: BioGrain Model  
Considering the crop, weather, and market conditions in 2014, we developed the 
BioGrain model to analyze representative farmers in three counties applying two selling options: 
elevator drying versus on-farm drying. The recommended optimal harvest windows from the 
A B
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model for farmers in Macoupin, IL and Taylor, IA agree with the NASS survey schedule. 
However, the recommended optimal harvesting window for farmers in Washington, MN is 
considerably different than the NASS survey (Figure 4.6).  
Increased farm sizes would result in a longer harvesting period and an earlier start for the 
harvest for both elevator and on-farm drying (Figure 4.6). Large farms that are more than 8 km2 
in size would require at least four weeks to complete harvesting, while small farms may 
complete their harvesting within one week (Tables A.1 and A.2). Large farms have a higher 
grain loss rate than small farms for both elevator and on-farm drying, as a result of the longer 
harvest period and the late completion of harvest. Especially for farmers adopting elevator 
drying, the grain loss rate ranges from below 5% for small farms to ~10% for large farms.  
In the baseline scenario, farmers adopting elevator drying start to harvest earlier than 
farmers adopting on-farm drying (Figure 4.6). The relatively early harvest by farmers adopting 
elevator drying reduces grain losses but results in a higher grain moisture content (Tables A.1 
and A.2). The moisture content of harvested corn ranges from 21.5% for large farms in Illinois 
for elevator drying, as compared to 20.1% for large farms in Illinois for on-farm drying (Table 
A.1 and A.2). The relative late harvesting for farmers adopting on-farm drying increases grain 
loss rate, as a result of high preharvest losses and operating losses due to low moisture content, 
where the loss rate for small farms in Illinois and Iowa from less than 5% to ~8% (Tables A.1 
and A.2). The suggested decisions on early harvesting would result in high moisture content but 
low loss rate. Since the optimization model seek to maximize farmers’ profits by determining the 
best harvest schedule, this indicates the potential of grain losses outweigh the drying costs at this 
corn price and elevator discount rate level.  
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Figure 4.6. The results of optimal harvesting schedule based on the BioGrain optimization model for six different 
farm sizes in three representative counties using (A) on-farm drying and (B) elevator drying approaches in Year 
2014. Representative farms are Macoupin County in Illinois, Taylor County in Iowa, and Washington County in 
Minnesota, where six levels of farm size (number 1 to 6) were, namely 0.02 to 0.4, 0.4 to 1, 1 to 2, 2 to 4, 4 to 8, and 
beyond 8 km2. Colored bars are the modeled harvesting window for each representative farm. Dashed and solid 
vertical lines are representing the date when 50% of farms in that region have grain mature and have their harvesting 
tasks completed, respectively, based on USDA NASS survey in Year 2014. 
Large farms would achieve higher profit as a result of better management and usage of 
agricultural machinery (Tables A.3 and A.4). In the baseline scenario, large farms (level 6) in all 
three states can achieve a unit profit of more than $60 Mg-1, while small farms (level 1) would 
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lose money. The increased usage rate of agricultural machinery for large farms would reduce 
capital related costs, achieving some economies of scale. The harvesting equipment capital costs 
vary from above $100 Mg-1 for farms sized below one km2 to below $10 Mg-1 for farms sized 
above five km2. Large farms would be equipped with large harvesting combines to improve 
harvesting efficiency (Tables A.1 and A.2). 
Given 2014 market conditions, farmers adopting elevator drying outperform those using 
on-farm drying from a profit perspective, mainly due to a higher harvestable yield and less grain 
losses. Considering the high drying costs, it is not optimal for farmers adopting on-farm drying 
to harvest early to reduce grain losses.  
Spatially, the relatively high corn yield at Macoupin County in Illinois would benefit 
farmers with higher revenue and lower unit establishment costs for both elevator and on-farm 
drying scenarios at all farm size levels (Tables A.3 and A.4). Given the relatively low 
temperature in Minnesota, grain moisture content drops more slowly than in Illinois and Iowa. 
Farms in Minnesota start to harvest grain later but still at high moisture content level. The 
relatively low yield but high discount costs in Minnesota lead to a low profit as compared to 
farms in Illinois and Iowa. 
4.7 Changes in Market Environment Affect Optimal Farm Management 
For elevator drying, the change of corn prices would not affect the optimal farm decisions 
for most farms, as indicated by the optimal harvesting schedule and grain loss rate (Figure 4.7A 
and 8A). Optimal harvesting schedule has not changed much with variations of corn prices. The 
increase in corn price would suggest large farms upgrade their harvesting machinery, as 
indicated by the harvesting length changes, but not for small farms (Figure 4.7A). Selection of 
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larger machinery at a high corn price would shorten the harvesting period, which would reduce 
the total loss rate (Figure 4.8A).  
For on-farm drying, the change of corn prices would affect the optimal farm management 
decisions, from the planning of harvesting schedule to the selection of machinery. The increased 
corn price would drive farmers to harvest early to increase harvestable yields and reduce losses 
(Figure 4.7B and 8B). The loss rate could be reduced from more than 18% with $78.8 Mg-1 ($2 
bushel-1) of corn to less than 8% with $315.2 Mg-1 ($8 bushel-1) of corn (Figure 4.8B). The 
decreased loss rate is a result of lower preharvest losses at earlier harvesting time and lower 
combine operating loss rate with the harvested moisture content of 26% (Tables A.5 and A.6). 
Although the increased average harvestable moisture content by early harvesting would increase 
the drying costs, the increased harvestable yield outweighs the increased drying costs at high 
corn prices.  
Farm size affects farm decisions and associated system performance. Large farms would 
achieve higher loss rate as a result of a longer harvesting period in most levels of corn price for 
both elevator and on-farm drying (Figure 4.8). Farmers could purchase more or larger equipment 
to shorten harvesting window to minimize losses, but it is not optimal from profit perspectives in 
all scenarios. Given the high capital investment and low utilization rate of harvesting equipment, 
small farms, however, do not change the number or type of equipment with various corn prices 
(Tables A.7 and A.8). Large farms should purchase larger or more machinery to improve 
harvesting efficiency for a higher harvestable yield with higher corn prices. The required 
harvesting days were reduced with the selection of larger machinery (Tables A.9 and A.10).  
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Figure 4.7. Impact of variations of corn prices on corn harvesting loss rate with (A) elevator drying and (B) on-farm 
drying scenarios. The reported loss rate is based on the results of optimal farm management that farmers can gain 
highest profits at each level of corn price. The corn prices ranged from $98.5 to 315.2 Mg-1 ($2.5 to 8 bushel-1) 
with a step of $19.7 Mg-1 ($0.5 bushel-1). Representative farms in Macoupin County in Illinois, Taylor County in 
Iowa, and Washington County in Minnesota were selected in analysis, where six levels of farm size (number 1 to 6) 
were selected in this study, namely 0.02 to 0.4, 0.4 to 1, 1 to 2, 2 to 4, 4 to 8, and beyond 8 km2. 
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Figure 4.8. Impact of variations of corn prices on corn harvesting loss rate for (A) elevator drying and (B) on-farm 
drying scenarios. The reported loss rate is based on the results of optimal farm management that farmers can gain 
highest profits at each level of corn price. The corn prices ranged from $98.5 to 315.2 Mg-1 ($2.5 to 8 bushel-1) 
with a step of $19.7 Mg-1 ($0.5 bushel-1). Representative farms in Macoupin County in Illinois, Taylor County in 
Iowa, and Washington County in Minnesota were selected in analysis, where six levels of farm size (number 1 to 6) 
were selected in this study, namely 0.02 to 0.4, 0.4 to 1, 1 to 2, 2 to 4, 4 to 8, and beyond 8 km2.  
Spatially, farms in Minnesota receive higher grain losses in most scenarios of elevator 
and on-farm drying. The late mature date and relative low temperature in Minnesota result in a 
slower moisture content change, which delays the harvesting date. 
The variations of wet corn discount rate affect farmers adopting elevator drying in 
harvesting schedule, machinery selection, and profits. The decrease of the discount rate would 
drive farmers to harvest early to reduce corn loss rate (Figure A.2). The corn loss rate decreases 
from 16.5 to less than 6% (Figure A.3). High discount rate would suggest farmers delay 
harvesting operations until corn was dried in the field to avoid the penalty of high moisture 
content. With the increase of wet corn discount rate, the penalty of high moisture content 
outweighs the dry matter losses from field and combine operations. Large farms would purchase 
larger combines to shorten the harvesting window with the decrease in discount rate. 
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4.8 Advanced Integration for Decision Supports: A Study Case  
Tweets indicating local corn planting schedules within Illinois in 2014 (from results in 
Chapter 3) are applied to demonstrate the capabilities of the integrating framework. Locations of 
mined key tweets can be identified, and the corresponding local weather conditions can be 
interpolated based on records of their nearby weather stations identified by the Thiessen Polygon 
method (Figure 4.9). For instance, a farmer contributed a tweet No. 4 showing the corn planting 
occurred in Macon County on April 09, 2014. The soil type in the location is Birkbeck silt loam 
with 2 to 5 percent slopes (USDA, 2015b). Historical local weather data (10 years) are applied to 
depict the uncertainty of weather conditions. We ensemble results based on different weather 
conditions, and thus the uncertainty refers changes caused by weather scenarios in this section.  
Given the simulated crop maturity dates and productions via DSSAT model, BioGrain 
model provides optimal harvesting schedules, food losses, and other agricultural insights (Figure 
4.10 and 4.11). The results show that small farms have later harvesting schedules than large 
farms for elevator drying scenarios. Large farms have a larger uncertainty of grain losses 
considering various weather scenarios. However, while elevator crop discount rate increases, the 
uncertainty of grain losses decrease for both small and large farms. Also, the increase in grain 
price has no significant changes in grain loss rate for small farms, but the difference in grain loss 
rate are apparently varied among various weather conditions (Figure 4.12).  
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Figure 4.9. The locations of key tweets and weather stations in Illinois. The green circles show the key tweets 
indicating corn planting in 2014, and their numbers indicate orders of the timing that stakeholders post tweets. The 
red circles show the major weather stations in Illinois.  
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Figure 4.10. Box plots of optimal harvesting starting dates for elevator drying at different crop discount levels 
across all weather scenarios. The square indicates the mean. The left and right of the box are the first and third 
quartiles, and the band inside the box is the median. The whisker represents minimum and maximum. The outcomes 
are based on given corn planting dates, local soil conditions, fixed marketing grain price ($157.6 Mg-1 or $4 per 
bushel), and different weather scenarios. The figures show optimal starting date of harvest for (A) smaller farms 
(level 3 in USDA farm size category) and (B) larger farms (level 5 in USDA farm size category). 
A 
B 
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Figure 4.11. Uncertainty of grain loss of elevator drying at different crop discount levels across all weather 
scenarios. The outcomes are based on given corn planting dates, local soil conditions, fixed marketing grain price 
($157.6 Mg-1 or $4 per bushel), and different weather scenarios. The figures show changes in grain loss rate for (A) 
smaller farms (level 3 in USDA farm size category) and (B) larger farms (level 5 in USDA farm size category). The 
solid line, inner shade, and outer shade indicate the mean, within one standard deviation, and within two standard 
deviation, respectively. 
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Figure 4.12. Uncertainty of grain loss of elevator drying at different grain price levels across all weather scenarios. 
The outcomes are based on given corn planting dates, local soil conditions, fixed elevator discount rate (2%), and 
different weather scenarios. The figures show changes in grain loss rate for (A) smaller farms (level 3 in USDA 
farm size category) and (B) larger farms (level 5 in USDA farm size category). The solid line, inner shade, and outer 
shade indicate the mean, within one standard deviation, and within two standard deviation, respectively. 
For on-farm drying options, the results show that small farms have a lower uncertainty of 
grain loss rate among different weather scenarios (Figure 4.13). The uncertainty of grain loss rate 
increases while grain price increases for large farms. Also, the results show the very low 
uncertainty of grain loss rate at all levels of propane price changes for both small and large 
farms.  
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Figure 4.13. Uncertainty of grain loss of on-farm drying at different grain price levels cross all weather scenarios. 
The outcomes are based on given corn planting dates, local soil conditions, fixed propane price, and different 
weather scenarios. The figures show changes in grain loss rate for (A) smaller farms (level 3 in USDA farm size 
category) and (B) larger farms (level 5 in USDA farm size category). The solid line, inner shade, and outer shade 
indicate the mean, within one standard deviation, and within two standard deviation, respectively. 
4.9 Discussion  
We revealed the ability of text mining for identifying agriculture task schedules with 
developed information extraction tool. Although planting and harvesting schedules from mining 
in the news media could be sometime delayed comparing to NASS report (USDA, 2015a), it 
proves potentials to provide credentialing and richer information from sociological perspectives. 
However, to obtain low latency real-time information, we proposed that mining in social media 
has great potential. Thus, mining in the news and social media are complementary to each other. 
The discussion from news media provides a deep understanding of existing agricultural 
practices. The sematic network analysis results identified a strong relationship among price, 
moisture and harvesting for corn production (Figure 4.5). This indicates that crop moisture and 
A B 
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price are critical influential factors on harvesting. This could be served as a tool to identify and 
validate whether the developed optimization model has included critical input parameters and 
can be applied to provide up-to-date decision supports to operations. For example, a news article 
published by Pioneer Press said, “Minnesota harvest begins a little late, with low corn prices”. 
This agrees with the results from the BioGrain model, which showed farmers should delay 
harvesting with low corn prices to save drying costs. 
Appropriate farm management helps farmers maximize their profits by optimizing 
harvesting schedules and machinery selection given different farm sizes and market conditions. 
Large farms would achieve higher profits as a result of better management and usage of 
agricultural machinery (Tables A.3 and A.4). The differences of harvesting operating costs are 
due to the variation of harvestable yield and machinery selection. Adopting large machinery can 
increase harvesting efficiency, leading to a decrease of unit operating costs in terms of labor and 
fuel costs. Although the use of large machinery requires high capital investment of machinery, 
the increased machinery usage or operating time for large farms lead to a decrease of unit 
harvesting capital costs. Large farms have a more robust economic performance considering the 
changes of corn prices, largely attributing to the effective usage of equipment (Table A.11 and 
A.12). 
Small farms would achieve a lower corn loss rate compared to large farms as a result of a 
shorter harvesting period required. It is not economical for most farms to purchase additional 
equipment to shorten the harvesting period aiming for a lower harvesting loss rate unless 
marketing grain price is exceedingly high. The increased costs of additional harvesting 
machinery purchase cannot offset the gains of higher harvestable yield.  The increase of corn 
price would generally drive farmers to harvest early and quickly to reduce grain losses. Large 
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farms should purchase larger machinery to improve harvesting efficiency for a higher 
harvestable yield with higher corn prices (Tables A.7 and A.8). The required harvesting days 
were reduced with the selection of larger machinery (Tables A.9 and A.10). 
Comparing the economic performance of on-farm and elevator drying scenarios, on-farm 
drying outperforms only when corn prices are higher than $275.8 Mg-1 ($7 bushel-1) (Table 
S13). Low corn prices would suggest farmers to sell wet corn directly to elevators without on-
farm drying. The discount of selling wet corn at the current level is more economical than on-
farm drying when corn prices are low.  
The changes of corn price would affect harvesting schedules for farmers adopting on-
farm drying but not significantly for farmers adopting elevator drying (Figure 4.7), which is 
adopted by most farmers in the U.S. as of now. This agrees with the perception that farmers 
usually have a similar harvesting window across different years under similar weather conditions 
(USDA, 2010). If the increase of farm size continues, farmers may consider building their own 
drying and storage capacities to better deal with the fluctuations of market prices.  
Fluctuations of corn price and wet corn selling discount rate are a result of market supply 
and demand performance. The increased supply or yield would decrease the corn spot prices at 
local elevators in that region. Furthermore, the capacity of elevator drying equipment and wet 
corn delivery timing may change the wet corn selling discount rate, given the constraint drying 
and storage capacity for local elevators. These interactions occur among farms and elevators 
throughout the harvesting season.  With increasing volume of local information, the BioGrain 
model could be further improved to incorporate local market information on decisions support 
for specific farm operators. 
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The developed optimization tool demonstrate that the modeled harvesting schedules are 
corresponding to the survey results by NASS in Illinois and Iowa. The mismatch of harvesting 
schedule for the study in Minnesota could be explained by a different change pattern of crop 
moisture content due to different corn varieties or limited field accessibility. The optimization 
model considers several environmental factors, such as the relationship between temperature and 
crop moisture content as well as between rainfall and probability of working days. Many studies 
have been reported on the impact of climate change on crop yield (Lobell, Schlenker, & Costa-
Roberts, 2011; Schlenker & Roberts, 2009), but there lacks research on monitoring the changes 
of crop moisture content under various weather conditions such as wind and rainfall. This study 
demonstrates that advancing the understanding of the changes of crop moisture content and dry 
matter at post-mature stage is critical to farm management. 
The resolution from news media usually is regional information, which potentially 
provide fine resolution information in terms of spatial and temporal perspectives for agricultural 
practice behaviors. The current NASS survey results are state-level at a weekly frequency. It is 
highly possible the weather and agricultural behavior could be different in different regions 
within the state. Many small famers should complete harvesting tasks within one week based on 
the analysis. For the applications that need even higher resolution data in both spatial and 
temporal perspectives, we showed social networks, such as Twitter, can be a great agricultural 
information source. The improved real-time information sources describing on-farm behaviors 
have potential to be further coupled with crop growth model and the BioGrain model to 
understand and provide advanced decision making for farm-specific management. For example, 
a farmer only needs to provide crop planting dates or regional culture task schedules can be 
automatically acquired by social and news media mining then, as a function of location, farm 
 96 
size, and the agronomical stage of the crop, this decision support framework provides a 
estimation of when and how to harvest to maximize the profits. Knowing optimal harvesting 
strategies at early farming stages provides farmers more time to prepare farm management 
activities and machinery. Estimates can be updated as a function of weather conditions 
throughout the season to improve modeling outputs. 
Machinery selection is another critical long term decision for farmers. Changes of corn 
prices would affect machinery selection decisions. The existing decision support is, however, 
based on annualized capital costs, without considering budget and holding costs associated with 
equipment purchase throughout the equipment life span. The critical uncertain factor is 
fluctuations of grain prices. Farmers, therefore, would consider corn price changes in the 
following several years to decide the machinery selection.  
Contract harvesting is another option to improve harvesting efficiency and potentially 
increase harvestable yield. The challenges of contract harvesting, however, are not negligible 
considering the coordination issues of regional agricultural production, which is a far more 
complicated system than individual farm management described in this study.  
From policy perspective, the improvement of drying capacity would help to reduce 
postharvest losses, especially for developing countries which lack good drying infrastructure in 
elevators and on farm. If government would provide incentives for drying support, e.g. providing 
a low discount rate for selling wet corn or providing financial support for drying equipment 
purchase, farmers would be motivated to harvest corn grain early to reduce grain losses, not to 
wait until corn gets natural dried in field. Achieving maximum possible grain yield might not be 
suggested for individual farmers from economics perspective as indicated by the optimization 
analysis, but this could be beneficial from sustainability and societal perspectives. How to 
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incorporate food security and society cost factors into sustainability analysis would be 
worthwhile to explore to understand the dynamic changes of these interacted factors. 
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CHAPTER 5: NETWORK ANALYSIS OF ILLINOIS GRAIN SUPPLY 
CHAINS: OPTIMAL GRAIN FLOW AND TOPOLOGICAL 
PERSPECTIVE 
 
5.1 Contributions 
To overcome global food challenges and support farmers, we argue that farm 
management could to be improved from multiple perspectives on a sustainable and profitable 
basis. This includes 1) the ability to obtain local agricultural information, 2) the provision of 
decision support for optimal farm management, and 3) a connection to reliable and efficient 
supply chains equipt to effectively server farmers. This chapter focuses on providing analyses 
which provide some guidance planning a robust grain supply chain network in Illinois. After 
harvesting crops, farmers need a reliable supply chains where they can sell crops and get profits. 
Thus, the study in this chapter is an important piece of the puzzle supporting farm management. 
In this study, we developed an optimization model to reproduce the potential grain supply chain 
flows within the network based on local crop yields and agricultural infrastructure. Given 
potential grain transportation flows, we then study the network structure and characteristics of 
the Illinois grain supply chains from global and local topological perspectives. The result shows 
that the network is robust to random failures or errors of agricultural facilities. Using modularity 
and centrality analyses, important subgroups and facilities were identified, and we discovered 
that the topological boundaries of subgroups are corresponding to their geo-locations. The results 
revealed two primary subgroups located in western and central Illinois. These facilities should be 
specially well maintained to avoid propagation of system failures. This effort provides an 
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opportunity to improve the robustness and efficiency of networks to enhance food security by 
contributing to our understanding of potential risks and opportunities for corresponding 
stakeholders. 
5.1.1 Contributions of author and co-authors 
Author: Wei-Ting Liao 
Contributions: Conceived and implemented the study design. Collected data. Developed the 
optimization model. Conducted network analysis. Analyzed outputs and visualized results. Led 
the discussion. Wrote first draft of the manuscript. 
Co-Author: Dr. Luis F. Rodríguez 
Contributions: Helped conceive the study design. Provided feedback on statistical and network 
analysis. Provided comments on early draft of the manuscript. 
5.1.2 Relations to objectives and to other chapters 
The study in this chapter aims to analyze potential grain supply chain flows and plan a reliable 
grain supply chain network with network analysis, which supports our aim 3. For future work, 
the study in the chapter 4, BioGrain model, can be applied to all regions in Illinois to simulate 
local harvesting schedules and predict productivity. By knowing local harvesting schedules and 
productivity within Illinois, dynamic grain transportation flows can be revealed. Given these 
potential crop transportation flows in different time windows, the workflow of network analysis 
developed in the chapter 5 can be used to evaluate risks and opportunities for such study case.  
5.2 Introduction 
The challenge of providing food security has received increasing attention recently due to 
the influence of population growth, limited environmental resources, economic development, 
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and climate change (Godfray et al., 2010). Sustainable and efficient food supply chains are key 
to improving food security (Kummu et al., 2012; Parfitt, Barthel, &Macnaughton, 2010). Food 
supply chain networks, however, are complex due to the number of stages and stakeholders and 
the large number of alternative transportation pathways available. Food supply chains typically 
includes input supply, primary productions, on-farm logistics and harvest, post-harvest handling, 
storage, food processing, marketing, and food consumptions (King &Venturini, 2005; Kummu et 
al., 2012). Without an understanding of the structure of supply chain networks, the potential for 
positively impacting food security is difficult to evaluate properly. Thus, it is important to have a 
superior understanding of food flows within agricultural infrastructure networks.   
To address characteristics of complex networks, network theory shows significant 
abilities to tackle such problems (Newman, 2010). All science and engineering problems that 
focus on the system structures and relationships among elements or individuals can be illustrated 
as networks, which can be represented as a set of nodes (vertices) and links (edges) (Boccaletti, 
Latora, Moreno, Chavez, & Hwang, 2006; Stam et al., 2009). This feature allows network theory 
to be applied to many real-world disciplines including biology (Zhang &Horvath, 2005), 
ecosystems (Buhl et al., 2004), the Internet (Dolev, Jamin, Mokryn, &Shavitt, 2006), social 
networks (Borgatti, Mehra, Brass, &Labianca, 2009), public transportation (Derrible &Kennedy, 
2009), supply chains (Thadakamalla, Raghavan, Kumara, &Albert, 2004), and infrastructure 
networks (Carvalho et al., 2009; Yazdani, Otoo, &Jeffrey, 2011). Furthermore, many engineered 
network systems have been developed or evaluated with objectives in mind, such as maximizing 
network flows or minimizing costs (Cui, Kumara, &Albert, 2010). Thus, network optimization 
may need to be integrated with network analysis to understand the whole picture. In our study, 
we work toward a reasonable way to reproduce potential food flows within a supply chain 
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network system, where an optimization model optimizes the objective for targeting scenarios to 
show patterns of food flows. Given these results, we are able to apply network analysis to study 
insights of structure and characteristics of supply chain networks. 
In this paper, we aim to study grain supply chain networks between farms and 
agricultural facilities including grain elevators, soybean crushers, ethanol plants, and non-ethanol 
processing (such as food processing) facilities. This study targets Illinois within the United 
States, one of the most important states producing corn and soybean within both national and 
international food trading systems (Ercsey-Ravasz, Toroczkai, Lakner, &Baranyi, 2012; Lin, 
Dang, &Konar, 2014). There exists insufficient information regarding grain flows among 
farmers and agricultural facilities in Illinois. Thus, we developed an optimization model to 
estimate potential grain transportation flows mainly based on crop yields, transportation costs of 
different transportation pathways, and annual throughput volumes of each grain facility. Given 
potential grain transportation flows from farms to facilities, we further study the structure of the 
supply chain network and its characteristics from global and local views. These efforts provide 
the opportunities to improve the robustness and efficiency of networks to enhance food security 
and contribute the understanding of opportunities and risks for corresponding stakeholders (Buhl 
et al., 2004; Moliterno &Mahony, 2011). 
5.3 Method 
The methods presented in this study are of three main parts. Data preprocessing applies 
geographical analysis to estimate crop productions with finer spatial resolution. Development of 
grain supply chain optimization model introduces the objective and constraints. Network analysis 
and key measurements are conducted to show a topological perspective of potential supply 
chains. 
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5.3.1 Data preprocessing 
Transportation infrastructure networks, facilities information, and crop production data 
are essential for studying grain flows in a grain supply chain. Roads and railroads are major 
paths for grain transportation within Illinois. We obtained road network data and generated 
transportation network matrix from OpenStreetMap (OSM) Nominatim server (OpenStreetMap, 
2016). The database provides one-way road information, which allows for accurate prediction of 
the transportation distance between farms and facilities and between facilities and facilities. 
Railroad data can be extracted from TIGER/Line files provided by the United States Census 
Bureau (The United States Bureau of the Census, 2016). Agricultural infrastructure data of 
Illinois is distributed by Illinois Corn Marketing Board and Illinois Soybean Association (Illinois 
corn marketing board &Illinois soybean association, 2011). The report provides information 
including types, locations, owners, and scales of agricultural facilities. There are 160 main 
agricultural facilities in Illinois. However, their connections to the transportation system are not 
revealed in the reports. We integrated satellite images with data to identify if a facility is 
connected to railroads or rivers. Based on a survey of Illinois grain elevators, corn accounts for 
74% of the volume of grain handled, and soybeans accounts for 22% of grain volume (Stone, 
Warner, &Whitacre, 2011). Thus, corn and soybeans occupy approximately 96% of operational 
volumes in Illinois. Thus, we focused on these two commodities in this study. Corn and soybean 
production data with county-level resolution can be acquired from National Agricultural 
Statistics Service (NASS) (National Agricultural Statistics Service, 2010a).       
To more accurately reveal potential grain flows, we need higher resolution data for crop 
supply units than county-levels as we have a good spatial resolution for agricultural facilities and 
transportation networks. To achieve this, we used county subdivisions as grain supply units. 
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County subdivisions are the primary divisions of counties and would be equivalent to entities, 
like districts, towns, and townships (The United States Bureau of the Census, 1994). There are 
1,708 subdivisions from 102 counties in Illinois. A county may contain several subdivisions. To 
estimate the crop production within a subdivision, NASS Cropland Data Layer (CDL) is 
integrated with NASS county-level crop production reports (National Agricultural Statistics 
Service, 2010b). CDL uses satellite imagery to provide acreage estimations for major 
commodities.  CDL is in a GeoTIFF file format and has 30 meters resolution. In the data, 
various commodities have different types of pixels to represent planting acreages. We count the 
number of pixels that represent corn and soybean planted acreage in CDL for each subdivision 
within a county and calculating the proportion of total planting acreage of a county to estimate a 
subdivision’s crop production (Figure 5.1). The results show subdivisions in a county have 
significant differences in crop productivity. Subdivisions near Chicago area and southern Illinois 
have lower productions for both corn and soybean. 
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Figure 5.1. Crop productions in subdivisions for (a) corn and (b) soybean in 2010 in Illinois. The bold lines show 
boundaries of counties and gray lines are boundaries of subdivisions in each county.   
5.3.2 Supply chain optimization model 
We simulated potential grain transportation flows among farms and facilities in Illinois 
with an optimization model. Two commodities, corn and soybean, are considered in the model. 
Crops are shipped from farms to inland elevators, grain processing facilities, ethanol plants, and 
river terminals (river elevators) with road transportation by trucks. Inland elevators as 
transshipment facilities can ship crops to other elevators and facilities with either road or railway 
transportation. To capture potential grain transportation flows in Illinois, we applied a minimal 
transportation cost scenario to the grain supply chain system. The objective function minimizes 
road and railway transportation costs among farms and grain facilities for multi-commodities 𝑐 
(Eq. 5.1). Three types of nodes, grain suppliers 𝑖 (subdivisions), transshipments 𝑗, 𝑣, 𝑤 (inland 
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elevators), and terminals 𝑢 (grain processing facilities, ethanol plants, and river elevators), are 
considered. Integer variable 𝑋𝑖𝑗𝑐 and 𝑌𝑖𝑗𝑐 indicate number of vehicles applied for transporting 
commodity 𝑐 between 𝑖 and 𝑗 by trucks and trains, respectively. Parameter 𝛼𝑖𝑗𝑐 and 𝛽𝑖𝑗𝑐 
represent transportation cost of commodity 𝑐 from 𝑖 to 𝑗 by using trucks and trains, 
respectively. These parameters are computed based on fixed and variable cost of a vehicle and 
transportation distance from 𝑖 to 𝑗 (Eq. 5.2).   
𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒   ∑ ∑ ∑ 𝑡𝑖𝑗𝑐
𝑜
𝑐=1
𝑒
𝑗=1
𝑞
𝑖=1
×𝑋𝑖𝑗𝑐 + ∑ ∑ ∑ 𝑡𝑖𝑘𝑐
𝑜
𝑐=1
𝑧
𝑢=1
𝑞
𝑖=1
×𝑋𝑖𝑢𝑐 + ∑ ∑ ∑ 𝑡𝑗𝑣𝑐
𝑜
𝑐=1
𝑒
𝑣=1
𝑒
𝑗=1
×𝑋𝑗𝑣𝑐 
         + ∑ ∑ ∑ 𝑡𝑗𝑢𝑐
𝑜
𝑐=1
𝑧
𝑢=1
𝑒
𝑗=1
×𝑋𝑗𝑢𝑐 + ∑ ∑ ∑ 𝑓𝑗𝑣𝑐
𝑜
𝑐=1
𝑒
𝑣=1
𝑒
𝑗=1
×𝑌𝑗𝑣𝑐
+ ∑ ∑ ∑ 𝑓𝑗𝑢𝑐
𝑜
𝑐=1
𝑧
𝑢=1
𝑒
𝑗=1
×𝑌𝑗𝑢𝑐   (𝑗 ≠ 𝑣) 
(5.1) 
 
𝛼𝑖𝑗𝑐(𝑜𝑟 𝛽𝑖𝑗𝑐) =  𝑉𝑒ℎ𝑖𝑐𝑙𝑒 𝑓𝑖𝑥𝑒𝑑 𝑐𝑜𝑠𝑡 
× 𝑉𝑒ℎ𝑖𝑐𝑙𝑒 𝑙𝑜𝑎𝑑𝑖𝑛𝑔 𝑤𝑒𝑖𝑔ℎ𝑡 𝑓𝑜𝑟 𝑐𝑜𝑚𝑚𝑜𝑑𝑖𝑡𝑦 𝑐
+  𝑉𝑒ℎ𝑖𝑐𝑙𝑒 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒 𝑐𝑜𝑠𝑡 
× 𝑉𝑒ℎ𝑖𝑐𝑙𝑒 𝑙𝑜𝑎𝑑𝑖𝑛𝑔 𝑤𝑒𝑖𝑔ℎ𝑡 𝑓𝑜𝑟 𝑐𝑜𝑚𝑚𝑜𝑑𝑖𝑡𝑦 𝑐 
× 𝑇𝑟𝑎𝑛𝑠𝑝𝑜𝑟𝑡𝑎𝑡𝑖𝑜𝑛 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑓𝑟𝑜𝑚 𝑖 𝑡𝑜 𝑗  
(5.2) 
Several constraints are applied to illustrate potential grain flows in Illinois. First, an 
annual throughput 𝑑𝑢𝑐 of each terminal 𝑢 for a commodity 𝑐 should be satisfied (Eq. 5.3). 
Three possible types of grain transportations, which are from subdivisions to a terminal via 
trucks and from inland elevators to a terminal via trucks and trains, contribute amounts of crops 
to fit demands of a terminal. Parameter ℎ𝑐 and 𝑔𝑐  indicate truck and train capacity while 
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transporting a commodity 𝑐. Second, crop supply 𝑠𝑖𝑐 from a subdivision 𝑖 should not exceed 
its production for each commodity 𝑐 (Eq. 5.4). Crop commodity 𝑐 from a subdivision 𝑖 can 
be directly sent to inland elevators and other agricultural facilities via trucks. Third, the balance 
of material flows for each transshipment 𝑗 should be maintained (Eq. 5.5). Also, we keep the 
grain flows going through a transshipment 𝑗 close to its annual throughput volume 𝜃𝑗  (Eq. 5.6 
and 5.7). We estimated an annual throughput volume based on a capacity of an inland elevator. 
However, the ratio between annual handled grain volume and its capacity of elevators varies 
from year to year and region to region (U. S. Environmental Protection Agency, 2003). Thus, we 
applied a coefficient 𝛾 to allow annual throughput volume of transshipment 𝑗 to vary, within a 
close range (+/-20%) to estimated volume. Finally, any two elevator facilities do not directly 
exchange the same type of commodity to each other simultaneously (Eq. 5.8). We studied 
potential grain transportation flows from farms to agricultural facilities in Illinois by solving this 
mathematical optimization problem.                 
∑ ℎ𝑐
𝑞
𝑖=1
×𝑋𝑖𝑢𝑐 + ∑ ℎ𝑐
𝑒
𝑗=1
×𝑋𝑗𝑢𝑐 + ∑ 𝑔𝑐
𝑒
𝑗=1
×𝑌𝑗𝑢𝑐  ≥  𝑑𝑢𝑐   𝑓𝑜𝑟 𝑢 = 1, … , 𝑧; 𝑐 = 1, … 𝑜 (5.3) 
∑ ℎ𝑐
𝑒
𝑗=1
×𝑋𝑖𝑗𝑐 + ∑ ℎ𝑐
𝑧
𝑢=1
×𝑋𝑖𝑢𝑐  ≤  𝑠𝑖𝑐                𝑓𝑜𝑟 𝑖 = 1, … , 𝑞; 𝑐 = 1, … 𝑜 (5.4) 
∑ ℎ𝑐
𝑞
𝑖=1
×𝑋𝑖𝑗𝑐 + ∑ ℎ𝑐
𝑒
𝑤=1
×𝑋𝑤𝑗𝑐 + ∑ 𝑔𝑐
𝑒
𝑤=1
×𝑌𝑤𝑗𝑐 =  ∑ ℎ𝑐
𝑧
𝑢=1
×𝑋𝑗𝑢𝑐 + ∑ ℎ𝑐
𝑒
𝑣=1
×𝑋𝑗𝑣𝑐 
+ ∑ 𝑔𝑐
𝑧
𝑢=1
×𝑌𝑗𝑢𝑐 + ∑ 𝑔𝑐
𝑒
𝑣=1
×𝑌𝑗𝑣𝑐         𝑓𝑜𝑟 𝑐 = 1, … 𝑜; 𝑗, 𝑣, 𝑤 = 1, … , 𝑒; 𝑗 ≠ 𝑣 ≠ 𝑤 
(5.5) 
∑ ∑ ℎ𝑐
𝑜
𝑐=1
𝑞
𝑖=1
×𝑋𝑖𝑗𝑐 + ∑ ∑ ℎ𝑐
𝑜
𝑐=1
𝑒
𝑤=1
×𝑋𝑤𝑗𝑐 + ∑ ∑ 𝑔𝑐
𝑜
𝑐=1
𝑒
𝑤=1
×𝑌𝑤𝑗𝑐 ≤ (1 + 𝛾)×𝜃𝑗     𝑓𝑜𝑟 𝑗 = 1, … , 𝑒 (5.6) 
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∑ ∑ ℎ𝑐
𝑜
𝑐=1
𝑞
𝑖=1
×𝑋𝑖𝑗𝑐 + ∑ ∑ ℎ𝑐
𝑜
𝑐=1
𝑒
𝑤=1
×𝑋𝑤𝑗𝑐 + ∑ ∑ 𝑔𝑐
𝑜
𝑐=1
𝑒
𝑤=1
×𝑌𝑤𝑗𝑐 ≥ (1 − 𝛾)×𝜃𝑗     𝑓𝑜𝑟 𝑗 = 1, … , 𝑒 (5.7) 
𝑋𝑗𝑣𝑐 + 𝑌𝑗𝑣𝑐 + 𝑀(𝑋𝑣𝑗𝑐 + 𝑌𝑣𝑗𝑐) ≤ 𝑀 − 1            𝑓𝑜𝑟 𝑐 = 1, … 𝑜;  𝑗, 𝑣 = 1, … , 𝑒; 𝑗 ≠ 𝑣 (5.8) 
5.3.3 Network analysis 
The potential grain flows from farms to agricultural facilities form a weighted and 
directed networks. A network is a collection of nodes (vertices) 𝑛 joined by edges (links) 𝑚, 
where a node represents a subdivision or a facility and an edge represents grain flow between 
two nodes in this study. A weight of an edge indicates the number of vehicles needed for 
transporting crops from one node to another. The degree of a node 𝑝 denoted by 𝑘𝑝 is a 
fundamental property that measures the number of edges connected to it. In a directed network a 
node can have two degrees; the in-degree 𝑘𝑝
𝑖𝑛 is the number of incoming edges connected 
toward a node 𝑝 and out-degree 𝑘𝑝
𝑜𝑢𝑡 is the number of outgoing edges. The in- and out-degree 
can be represented by the adjacency matrix 𝐴𝑝𝑞, where 𝐴𝑝𝑞 is larger or equal to 1 if there is an 
edge from 𝑝 to 𝑞; otherwise 𝐴𝑝𝑞 equals 0 (Eq. 5.9).  
  𝑘𝑝
𝑖𝑛 =  ∑ 𝐴𝑝𝑞
𝑡
𝑞=1
;  𝑘𝑝
𝑜𝑢𝑡 =  ∑ 𝐴𝑝𝑞
𝑟
𝑝=1
 (5.9) 
Topological perspectives of a grain supply chain network can be studied from three 
different levels: global, regional, and local view. A global view of a network evaluates its 
characteristics, structures, and overall performance. A regional view discovers a group of nodes 
and edges, which have similar positions or features that are different and can be distinguished 
from other groups in a network. A local view aims to find out the important individual nodes in a 
network.  
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Important fundamental global statistics that are essential to identify types of networks 
includes connected components, degree distribution, average shortest path, and clustering 
coefficient. A connected component is defined as a maximal subset of nodes in which any two 
nodes are connected and reachable, which indicates how many separate networks exist in a 
supply chain in our case the degree distribution of a network is the fraction of nodes with degree 
𝑘. The shortest path between two nodes is a path that the sum of the weights of integral edges are 
minimized. Thus, the average shortest path computes the mean of shortest paths among all pairs 
of nodes in a network. The clustering coefficient 𝐶 measures how likely two neighbors of a 
nodes are themselves neighbors. In other words, it measures the density of triangles in a network 
(Eq. 5.10). The clustering coefficient among different networks can vary widely and thus help to 
identify network types. For instance, co-authorship networks may have higher 𝐶 and the 
Internet or other scale-free networks have lower C (Soffer &Vazquez, 2005). More details 
regarding these network characteristics can be found from literature (Boccaletti, Latora, Moreno, 
Chavez, &Hwang, 2006; Newman, 2010; VanSteen, 2010). To compare with different types of 
networks types and use sophisticated definitions, we apply undirected measures for average 
shortest path and clustering coefficient.        
𝐶 =  
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑟𝑖𝑎𝑛𝑙𝑔𝑒𝑠 ×3
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑒𝑑 𝑡𝑟𝑖𝑝𝑙𝑒𝑠
 (5.10) 
Although types of networks are usually mixed, small-world, scale-free, and random 
networks are significantly different in degree distribution, average shortest path, and global 
clustering coefficient. Small-world networks, such as social networks and co-authorship 
networks, are highly clustering (Wang &Chen, 2003; Watts &Strogatz, 1998). On the other hand, 
the degree distribution of scale-free obeys power-law distribution (Eq. 5.11), where the exponent 
𝜇 > 0. The nodes in scale-free networks usually tend to attach to nodes with higher degree 
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(Barabási &Albert, 1999). For example, the Internet and the world-wide web have scale-free 
features (Vazquez, Pastor-Satorras, &Vespignani, 2002). Knowing network types and features 
help identify the potential strength and weakness of a network. For instance, scale-free networks 
are robust to random failures but fragile to targeted failures (Thadakamalla et al., 2004). Thus, in 
this study these fundamental global network characteristics are applied to recognize network 
types.   
𝑃(𝑘) = 𝑘−𝜇 (5.11) 
Given a connected component, network modularity analysis is applied to cluster 
subgroups where nodes connect to each other even more tightly based on their closer network 
connections. This may indicate there exist subsystems formed by several agricultural 
infrastructures and farmers in a region. The modularity measures the density of edges within 
groups as compared to edges between other groups (Blondel, Guillaume, Lambiotte, &Lefebvre, 
2008). The general form of the modularity of a network is defined by Eq. 5.12, where 𝑚 equals 
1
2
∑ 𝐴𝑝𝑞𝑝𝑞 , where 𝐴𝑝𝑞 indicates the weight of the edge between node 𝑝 and 𝑞, and  kp is the 
sum of the weights of edges incident to node 𝑝. Apq equals 1 if there exists an edge between 𝑝 
and 𝑞, otherwise equals 0. The subgroup  𝜂𝑝 is the group that node 𝑝 is assigned to; δ(𝜂𝑝, 𝜂𝑞) 
equals 1 if 𝜂𝑝 = 𝜂𝑞 and 0 otherwise. Eq. 5.12 can be used as an objective function for the 
optimization algorithm seeking to identify the groups with the highest modularity. While 
maximizing this objection function, the overall clustering among sub-communities is optimized 
based on their network connections. 
 𝑀 =  
1
2𝑚
∑ (𝐴𝑝𝑞 −
𝑘𝑝𝑘𝑞
2𝑚
) 𝛿(𝜂𝑝, 𝜂𝑞)  
𝑝,𝑞
 (5.12) 
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To study a network from a local view, degree centrality and eigenvector centrality are 
applied to discover more insights of grain supply chain. The concept of centrality works toward 
identifying important or central nodes in a network. The definitions of importance vary from 
perspectives. Degree centrality directly measures the degree of a node, which is the incidence of 
edges for a node. Degree centrality is clarifying but sometimes may underestimate a principal 
node. To avoid this problem, eigenvector centrality treats neighbors of a node unequally, which 
the importance of a node is increased by having connections to its neighbors that themselves are 
important (Bonacich, 2007). This provides a useful feature for eigenvector centrality: it can be 
large either because a node has many neighbors or because it has important neighbors. For a 
directed network, the adjacency matrix is asymmetric (in and out-direction), which creates two 
sets of eigenvectors. Most studies usually consider in-direction for nodes while applying 
eigenvector centrality (Newman, 2010). To compute the eigenvector centrality, we find centrality 
𝐱 satisfies a matrix form in Eq. 5.13, where 𝑨 =  ∑ 𝐴𝒑𝒒𝒒  , 𝐱 is the vector of 𝑥𝑝, and 𝜆0 is 
leading eigenvector of an adjacency matrix. Thus, the eigenvector centrality 𝑥𝑝 is proportional 
to the sum of the centralities of all neighbors of node 𝑝 (Eq. 5.14). While computing the 
eigenvector centrality in this study, we treat a network as a directed and unweighted network due 
to a fair comparison with the degree centrality. 
𝐀𝐱 =  𝜆0𝐱 (5.13) 
 𝑥𝑝 = 𝜆0
−1 ∑ 𝐴𝑝𝑞𝑥𝑞
𝑞
 (5.14) 
5.4 Potential Grain Supply Chain Flows in Illinois 
The potential grain transportation flows with road networks and with railway networks 
are simulated by the optimization model (Figure 5.2). 1,708 subdivisions are considered to be 
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grain suppliers (corn and soybean) and 160 major agricultural facilities constitute the nodes in 
this network. In road grain transportation flows (Figure 5.2a), farms in county subdivisions (gray 
nodes) directly supplying all or part of crops to agricultural facilities (green nodes) in Illinois via 
trucks. Crops are also allowed to be transported from inland elevators to all other facilities via 
truck in road networks. According to the modeling result, we hide subdivisions that are not able 
to ship crops to facilities due to lack of processing capacity in facilities. These subdivisions are 
mainly located in northern and southern Illinois. In railway transportation flows (Figure 5.2b), 
blue and red nodes both represents agricultural facilities. Red nodes show the facilities transport 
or receive crops to or from other facilities via railway networks. Blue nodes indicate the facilities 
that do not deliver or obtain crops via trains, which may be caused by lacking railway 
connections or a preference for truck transportation in the optimal solution. Four grain railway 
transportation hotspots are identified, including Chicago area, Quincy near Mississippi River, 
Decatur, and Cairo near Ohio River. In both networks, the size of node indicates the node’s 
degree. The width of edges shows the edge’s weight indicating the number of truck or train trips 
used to move grain from one node to another. 
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Figure 5.2. Optimized (a) roadway and (b) railway crop transportation flows in Illinois. The size of a node indicates 
its degree. The weight of an edge shows numbers of crop shipments used to transport crops from one node to 
another. Roadway transportation flows contain crop shipments from farms to inland elevators and other agricultural 
facilities by road. Railway transportation flows involve crop shipments from inland elevators to other facilities by 
rail.   
5.5 Global View of Supply Chain Networks 
To discover the characteristics of the whole grain supply chain in Illinois, we combine 
road and railway networks as an equivalent network by considering the difference on grain 
transporting capacity of trucks and trains (Figure 5.3). There are 1,524 nodes and 2,151 edges 
after removing unconnected nodes. All remaining nodes and edges formulate one connected 
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component.  The size of nodes indicates the degree. Three types of nodes are represented in our 
networks: subdivisions as grain suppliers, inland elevators as transshipments, and other 
agricultural facilities, such as soybean crushers, ethanol plants, barge elevators, and other grain 
processors as terminal facilities. In networks, subdivisions only have out-degrees; inland 
elevators have both in- and out-degrees; terminal facilities only have in-degree. The degree 
distribution shows a broad tail with few nodes having high degree, which indicates a “scale-free” 
feature (Figure 5.3b). The 𝜇 is around 1.8, which is similar to some online communication 
networks with scale-free property. Email networks are about 1.8 and the Internet is 2.1 (Ebel, 
Mielsch, &Bornholdt, 2002; Vazquez et al., 2002). Further, in grain supply chain networks, the 
in-degree distribution is especially important since it reveal numbers of subdivisions and 
elevators linked to an elevator or processing facility (Figure 5.3c). The results show that more 
than 20% of facilities have the in-degree more than 20 (receiving grain from more than 20 
nodes). The average shortest path is 7.79, and global clustering coefficient is 0.051 for the grain 
supply chain network. Compared to random networks formed with the same set of nodes, where 
average shortest path approximately equals to logarithm of number of nodes, the average shortest 
path of Illinois grain supply chain is higher. The global clustering coefficient is also higher than 
the random networks. We will compare to other real-world supply chain networks for a better 
interpretation of its meaning in the discussion.      
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Figure 5.3. (a) Combined road and railway transportation network (Grain supply chain network). The size of a node 
indicates its degree. Considering the difference between capacities of trucks and trains, the weight of an edge shows 
equivalent crop transportation volumes from one node to another. (b) The degree distribution of this combined grain 
supply chain networks. The smaller figure shows the correlation (probabilities of degrees) between data and a fitting 
power-law curve. (c) The in-degree distribution of this combined networks. 
5.6 Regional and Local View of Supply Chain Networks 
Subgroups comprised of subdivisions and agricultural facilities are discovered with the 
modularity analysis within the Illinois grain supply chain. The modularity analysis groups nodes 
based on network structure and connectivity. We found that the formation of subgroups shows 
the correlation to geo-locations of nodes (Figure 5.4). The size of nodes indicates the degree, and 
the color distinguishes subgroups. Regional subdivisions and facilities build strongly connected 
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subgroups. The most important contribution of modularity analysis is the identification of the 
boundaries of each subgroup. Several principal subgroups include the Chicago area, western 
Illinois area (Rushville and Quincy), central Illinois area (Decatur), and southern Illinois area 
(Cairo). Although the southern Illinois and Chicago subgroups cover large regions of 
subdivisions, it only provides parts of the evidence that they are crucial subgroups and hold key 
agricultural facilities in the system. Each subgroup may contain some nodes with a higher degree 
or centrality, and interconnections still exist among subgroups. Further analysis is required to 
find prime facilities and subgroups in the Illinois grain supply chain network.    
 
Figure 5.4. Illinois grain supply chain network with modularity analysis. Different subgroups are colored. We 
further re-visualized the networks emphasizing the structure to demonstrate how subgroups are formed within a 
network. 
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To identify important agricultural facilities, we measure eigenvector centrality for each 
node (Figure 5.5). In the figure, the size of nodes indicates the eigenvector centrality, and the 
intensity of color shows their degree centrality. We showed the labels for nodes with the high 
centrality in top 10 (Table 5.1). Since the eigenvector centrality of a node considers the 
importance of its neighbors, some nodes can have the high centrality with a lower degree. Except 
a non-ethanol grain facility in Chicago area and a soybean crusher in Cairo in southern Illinois, 
most of the important agricultural facilities are in western and central Illinois (Figure 5.5a). 
Furthermore, if we only highlight top one percent nodes with the high centrality and edges 
among them, the important facilities in western Illinois subgroup reveal and are connected 
(Figure 5.5b). After adding another one percent nodes with the high centrality, the facilities in 
central Illinois subgroup appear and interconnect with it (Figure 5.5c). Thus, we argued that 
western Illinois subgroup and some facilities in Rushville and Quincy area are principal for the 
Illinois grain supply chain; the central Illinois subgroups (Decatur area) comes second.  
Table 5.1. Top ten nodes with high eigenvector centrality. The eigenvector centrality is normalized between 0 and 1.   
Agricultural Facility Eigenvector Centrality In-degree Out-degree 
Soybean Crusher, Quincy 1.000 45 0 
Ethanol Plant, Decatur 0.821 16 0 
Soybean Crusher, Decatur 0.601 84 0 
Soybean Crusher, New Berlin 0.442 25 0 
Soybean Crusher, Cairo 0.405 61 0 
Non-ethanol, Bedford Park 0.373 98 0 
Grain Elevator, Rushville 0.370 78 6 
Grain Elevator, Naples 0.366 39 3 
Grain Elevator, Canton 0.352 21 2 
Barge Grain Elevator, Havana 0.345 13 0 
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Figure 5.5. (a) Eigenvector centrality indicates the importance of nodes and shows the difference from degree 
centrality. The size of a node points out its eigenvector centrality. The color specifies its degree centrality, where 
deeper color has higher degree centrality. (b) Top one percent and (c) top two percent of nodes with high 
eigenvector centrality. We only show edges among these nodes for superior visualization and analysis. 
5.7 Discussion 
We reproduced potential grain supply flows from farms (subdivisions) to agricultural 
facilities with the optimization model and found some subdivisions in northern and southern 
Illinois are not be able to ship grains to nearby facilities. It is mainly caused by the capacity 
limitation of facilities and the competition among regional subdivisions. Farms in these regions 
may need to ship grain to farther facilities or other neighboring states, increasing grain 
transportation costs. It is worth considering adding additional facilities or upgrading current 
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facilities in northern and southern Illinois. The outcomes are based on the most updated 
agricultural facility data and the corresponding crop yield data in the same year. The situation 
may vary while changes in crop yields occur from year to year.           
Given the potential Illinois grain supply chain network, we applied network analysis to 
study its network characteristics from a topological perspective. Based on the degree distribution, 
we found it has scale-free features, where the probability of degree of nodes follows power-law. 
We further compared the Illinois grain supply chains with the military supply chains in the 
United States (Thadakamalla et al., 2004) and the automotive industry supply chains in China 
(Keqiang, Zhaofeng, &Dongchuan, 2008) (Table 5.2). The results show the Illinois grain supply 
chain has a higher average shortest path. However, the global clustering coefficient is not low, 
quite bit higher than a scale-free network and lower than a network with small-world property 
(small-world networks usually obey a high clustering coefficient and low average shortest path). 
The evidence of these characteristics indicates that the grain supply chain contains several small 
hubs, but there exist good connections among hubs. Indeed, this is a preferred feature for the 
robustness of a grain supply chain. Small-world networks are robust to targeted failures but are 
less cost-effective for a supply chain (Thadakamalla et al., 2004); scale-free networks are robust 
to random failures and errors but are vulnerable to targeting failures (Albert, Jeong, &Barabási, 
2000). The grain supply chain network shows robustness to random failures and errors, which 
are more likely to happen within a grain supply chain. Also, with nice network clustering among 
agricultural facilities, it may provide good flow rewiring abilities and still preserve network 
properties.   
With the modularity and centrality analysis, important subgroups and facilities are 
identified, and we found the topological boundaries of subgroups are corresponding to their geo-
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locations. The results reveal principle subgroups located in western Illinois and central Illinois, 
including particularly important facilities in the system are in Quincy and Decatur. Other 
important facilities are listed in Table 5.1. The failures and errors in these facilities may notably 
cause grain flow rerouting and increase the cost of the system. These facilities are suggested to 
be further maintained to keep them from failures for system’s good.  
Table 5.2. The comparison of network’s characteristics between Illinois grain supply chain (this study) and other 
studies. The US military supply chain network is from the literature that proposed three network models, and we 
applied its preferential attachment model for the comparison. 
Network Average shortest path 
Clustering 
Coefficient 
Network property 
IL grain supply chain 7.79 0.051 Scale-free 
US military supply chain 4.09-4.25 0.013-0.019 Scale-free 
China auto industry supply chain 2.58 0.064 Small-world 
 
Network analysis for the Illinois grain supply chains provides a novel perspective and 
useful benchmark for discovering the strength, weakness, and opportunities of the networks. 
More future studies should be conducted to show a thorough picture. For instance, we 
demonstrated that grain railway transportation is significant in the network. Further studies 
regarding different railway failure scenarios affecting the robustness of networks are suggested 
as the next step. 
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CHAPTER 6: CONCLUSIONS AND FUTURE WORK 
6.1 Conclusions 
Rising demand of food poses challenges for the sustainability of agricultural 
production and the reliability of food supply chain systems. Traditional agricultural 
decision support tools are unable to manage the complexity and interconnectivity of 
emerging challenges (McCown, Brennan, &Parton, 2006; Pannell, 1999; Recio, Rubio, 
&Criado, 2003). This dissertation has presented advanced decision support capabilities 
by linking social and engineering perspectives to solve complex agricultural problems. 
Farm management and supply chain problems are studied with innovative approaches, 
including, but not limited to, text mining in the social and news media for agricultural 
information, integrated optimization models for farm management, and complex network 
analysis for grain supply chains. Data, analytical tools and models shown in this 
dissertation provide a solid foundation of insights of decision supports for a sustainable 
and profitable farming practice. Information regarding surrounding environment as well 
as local agricultural activities, customizable farm management strategies, and regional 
food supply chains enhance farmers’ economic sustainability and competitiveness. In the 
following, we discuss what we have achieved and how our analyses and models can 
really support farm management. 
The information gaps regarding when and where culture task activities actually 
occur can lead to inferior farming operations. To bridge the gaps, a new pathway is 
established for acquiring agricultural information in real-time utilizing text mining 
techniques on Twitter. Also, Twitter and many other social networks allow us to analyze 
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systems with a finer spatial resolution. These features allowed us to extract information to 
identify the actual timing of local crop planting schedules. We have also identified 
influential agricultural stakeholders within social networks, based on social network 
connections of the communities observed within Twitter. The results showed that social 
networks contribute more real-time regional crop planting schedules compared to USDA 
NASS reports. Specifically, crop planting schedules extracted from Twitter can be ahead 
of schedules provided by NASS reports by five days on average at the early stage of 
planting. If five days of planting delay occurs, a 5.5% to 8.5% corn yield reductions may 
present (Lauer et al., 1999). Based on the analysis of online agricultural communities, we 
also found exceedingly tight connections among farmers in different regions, which allow 
us to propose a new strategy on promoting new agricultural services and technologies by 
targeting prominent farmers. 
To further support farmers with optimal farm management practices, qualitative 
and quantitative analytical tools have been developed to provide decision supports by 
improving productivity and reducing food losses. A text mining in news media was 
performed to discover key influential factors behind farmers’ operational decisions. An 
optimization model, BioGrain, was developed to maximize farmers’ profits by optimizing 
critical farm decisions including agricultural machinery selection and harvesting 
schedules. The news mining results showed strong region-specific relationships between 
harvest, grain price, and moisture for farm management. Results from the BioGrain 
showed that crop moisture content is critical for optimal farm management. Farmers 
should balance the tradeoffs between harvestable yield and drying costs to make 
appropriate decisions. Large farms outperformed small farms on profits. While marketing 
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crop price is low, small farms may have negative profits, but large farms can still earn 
profits. However, large farms generate higher grain losses than small farms, due to a 
longer harvesting period. The change of corn price would affect optimal farm decision 
making when adopting on-farm drying, but not for farmers adopting elevator drying. 
Regional key agricultural factors mined from the news also support the modeling results 
regarding the changes in optimal culture task schedules among different locations. We 
further integrate social media mining, crop growth model and the BioGrain to show a 
novel decision support from a socio-technological perspective. The results showed that 
large farms have a higher uncertainty in food losses than small farms under uncertain 
weather conditions. 
Reliable food supply chains ensure farmers a successful grain shipment and 
payment after harvest. Grain supply chain networks involve complex interactions among 
farms, grain elevators, and several kinds of grain processing facilities. We have 
developed an optimization model to reproduce the potential grain supply chain flows 
within Illinois. To evaluate the network reliability, the network structure and 
characteristics of the Illinois grain supply chains from global and local topological 
perspectives are studied. The result shows that the network has scale-free properties, 
which is usually robust to random failures or errors. We also found that agricultural 
facilities are relatively well clustered compared to other networks with scale-free 
properties. Important subgroups and facilities were identified, and the topological 
boundaries of subgroups are corresponding to their geo-locations. The results revealed 
two primary subgroups located in western and central Illinois. These facilities should be 
especially well maintained to avoid propagation of system failures. 
 123 
6.2 Future Work 
The long-term goal is to develop an advanced and adoptable decision support 
system that enhance farmers managing cropland on a sustainable and profitable basis. 
This requires a comprehensive understanding of the interrelationships among components 
of integrated socio-technological systems, as well as key information needed such as the 
spatial and temporal scales of integration, for expansion to other regions. Proposed future 
work targets each aim in this dissertation. 
6.2.1 Expending information sources and applications for text mining tools 
The reliability of the information from social networks can be a concern due to 
noise and bias of textual data. Potentially, this affair can be alleviated by increasing the 
quantity of collected messages. Thus, integrating other information from other social 
media, websites, and online forums is expected to provide the improvement on quality 
and reliability of information. 
We have demonstrated using social and news media to obtain local culture task 
schedules. Mining on social networks can provide lots of great potentials to discover 
other agricultural issues, such as migrations of crop disease and occurrences of 
microclimate. These applications can be integrated into the decision support system. 
6.2.2 Sensitivity analysis for key modeling factors and model assembling 
Crop moisture content is one of the keys for the BioGrain, but most crop growth 
models are not able to predict the moisture content of crops at maturity. The current 
approach is referencing the agronomy factors of the crop variety to estimate the moisture 
content. For future work, sensitivity analysis should apply to crop moisture content. 
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Another concern is the reliability of crop growth model and the uncertainty of 
weather data. There exist more than twenty mainstream crop simulation models, and the 
modeling outputs could be quite different. Assembled modeling simulations may produce 
more reliable results.  
We demonstrated that the BioGrain model and integrated framework provide 
great capabilities for planning optimal harvesting schedules while applying historical 
weather data. The next step is to integrate them with weather forecast models to provide 
customized in-season farming decision supports.  
6.2.3 Evaluating railway failure scenarios in supply chains 
The railway transportation is one of the main pathways to transport grain in 
Illinois. A small number of failures in railway systems might affect network performance 
and cause changes in grain transportation flows. Future studies should consider different 
railway failure scenarios such as random failures, or failures based on the rail usage rates, 
to study the impact on Illinois grain supply chains.
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APPENDIX A: SUPPLEMENTARY MATERIALS OF BIOGRAIN MODEL 
A.1 Model Description 
Grain establishment costs include seed, fertilizer, chemicals, crop insurance, and other 
miscellaneous costs. They are related to farm size (𝛼𝑖,𝑗) and its associated unit established cost 
(𝛽𝑖) (Eq. A.2). Given spatial differences of soil and weather, we assumed the unit establishment 
cost varied at the county level.  
𝐶𝑒 = ∑ ∑ 𝛼
𝑖,𝑗×𝛽𝑖
𝑗𝑖
 (A.2) 
Grain harvesting costs are made up of fixed (𝐶ℎ𝑓) and operating (𝐶ℎ𝑜) costs (Eq. A.3). 
Harvesting fixed costs are determined by the number of harvesters required for each farm 
(𝐹𝑓
𝑖,𝑗,𝑚𝑓
) and the annualized capital costs for each harvester (𝜆𝑓
𝑚𝑓
) (Eq. A.4), while harvesting 
operating costs are related to the length of operating time for each harvester (𝑇𝑓
𝑖,𝑗,𝑚𝑓
) and the unit 
operating cost (𝜇𝑓
𝑚𝑓
) (Eq. A.5). Each type of machinery has its unique annualized capital and unit 
operating costs. Larger machinery would require higher annualized capital and unit operating 
costs. Increased operating throughput by larger machinery, however, would reduce total 
operating time to complete the harvesting task. 
𝐶ℎ = 𝐶ℎ𝑓 + 𝐶ℎ𝑜 (A.3) 
𝐶ℎ𝑓 = ∑ ∑ ∑ 𝐹𝑓
𝑖,𝑗,𝑚𝑓×𝜆𝑓
𝑚𝑓
𝑚𝑓𝑗𝑖
 (A.4) 
𝐶ℎ𝑜 = ∑ ∑ ∑ 𝑇𝑓
𝑖,𝑗,𝑚𝑓×𝜇𝑓
𝑚𝑓
𝑚𝑓𝑗𝑖
 (A.5) 
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We assumed all cropland to be harvested by the end of harvesting season (Eq. A.6). We 
aimed to monitor the daily harvesting progress for each farm. The harvested area by each 
harvester (𝐻𝑖,𝑗,𝑚𝑓,𝑡) during the harvesting period are determined by the number of harvester 
(𝐹𝑓
𝑖,𝑗,𝑚𝑓
), harvester header width (𝜌𝑤
𝑚𝑓
), harvester operating speed (𝜌𝑠
𝑚𝑓
), working hours in each 
day (𝜂), and the probability of working days (𝛾𝑖,𝑡) (Eq. A.7). Daily grain harvestable yield can be 
estimated by the peak yield rate (𝛿𝑖) and grain preharvest loss rate (𝜀𝑖,𝑡). The detailed illustration 
of preharvest loss rate is in the data section. The harvestable amount of grain by each machine in 
each day (𝐺𝑖,𝑗,𝑚𝑓,𝑡) are determined by the harvested area in each day and daily grain harvestable 
yield (Eq. A.8). The harvesting task is limited not only by the operating speed constraint as 
illustrated in Eq. A.7, but also by machinery throughput limit (𝜌𝑡
𝑚𝑓
). Grain harvesting throughput 
rate is calculated in wet weight by considering the grain moisture content at harvesting (𝜃𝑑
𝑖,𝑡
) and 
should be operated below the machinery throughput capacity (Eq. A.9). Total required operating 
time by each machine can be estimated by the following two constraints (Eq. A.10 and A.11). If 
harvesters are operated by the default operating speed throughout the harvesting period, the total 
operating time can be estimated by the land area and operating speed (Eq. A.10). If the operating 
throughput is beyond the design throughput limit, the operator needs to slow down the operating 
speed to make sure the machine operates below its throughput limit. Therefore, the total required 
operating time can be estimated by the total throughput amount of grain in wet weight and the 
design throughput rate (Eq. A.11). The amount of grain collected from each piece of equipment 
(𝐴𝑖,𝑗,𝑚𝑓,𝑡) can be estimated after considering combine losses (𝜎𝑖,𝑡) (Eq. A.12). Combine loss rate 
is determined by the grain moisture content, which varies with the time throughout the 
harvesting season. The detailed illustration of combine loss rate is in the data section. 
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Considering the differences between the peak yield and collected grain amount, the theoretical 
amount of grain loss (𝐿𝑖,𝑗,𝑚𝑓,𝑡) can be estimated (Eq. A.13).   
𝐻𝑖,𝑗,𝑡=𝑡
ℎ
= 𝛼𝑖,𝑗 (A.6) 
𝐻𝑖,𝑗,𝑚𝑓,𝑡 ≤ 𝐹𝑓
𝑖,𝑗,𝑚𝑓×𝜌𝑠
𝑚𝑓×𝜌𝑤
𝑚𝑓×𝜂×𝛾𝑖,𝑡 (A.7) 
𝐺𝑖,𝑗,𝑚𝑓,𝑡 = 𝐻𝑖,𝑗,𝑚𝑓,𝑡×𝛿𝑖×(1 − 𝜀𝑖,𝑡) (A.8) 
𝐺𝑖,𝑗,𝑚𝑓,𝑡×(1 + 𝜃𝑑
𝑖,𝑡) ≤ 𝐹𝑓
𝑖,𝑗,𝑚𝑓,𝑡×𝜌𝑡
𝑚𝑓×𝜂×𝛾𝑖,𝑡 (A.9) 
𝑇𝑖,𝑗,𝑚𝑓 ≥
𝛼𝑖,𝑗
𝜌𝑠
𝑚𝑓×𝜌𝑤
𝑚𝑓
 (A.10) 
𝑇𝑖,𝑗,𝑚𝑓 ≥
∑ 𝐺𝑖,𝑗,𝑚𝑓,𝑡×(1 + 𝜃𝑑
𝑖,𝑡)𝑡
𝜌𝑡
𝑚𝑓
 
(A.11) 
𝐴𝑖,𝑗,𝑚𝑓,𝑡 = 𝐺𝑖,𝑗,𝑚𝑓,𝑡×(1 − 𝜎𝑖,𝑡) 
(A.12) 
𝐿𝑖,𝑗,𝑚𝑓,𝑡 = 𝐻𝑖,𝑗,𝑚𝑓,𝑡×𝛿𝑖 − 𝐴𝑖,𝑗,𝑚𝑓,𝑡 
(A.13) 
After harvesting, farmers have two options dealing with harvested corn: either drying 
corn on farm and selling to elevators or directly selling wet corn to elevators with a discount 
price. For the on-farm drying scenario, we assumed that once corn is harvested, it would be dried 
to the safe moisture content level at 14.5% (wet basis) (𝜏) during the same day. Grain drying 
costs were estimated by the amount of harvested grain in wet weight, the difference of moisture 
content (wet basis) between harvested grain (𝜃𝑤
𝑖,𝑡
) and safe storage (𝜏), and the unit drying cost 
(𝜑) (Eq. A.14). Unit drying cost is related to the price of liquid propane and electricity. 
𝐶𝑑 = ∑ ∑ ∑ ∑ 𝐴
𝑖,𝑗,𝑚𝑓,𝑡×(1 + 𝜃𝑑
𝑖,𝑡)×(𝜃𝑤
𝑖,𝑡 − 𝜏)×𝜑
𝑡𝑚𝑓𝑗𝑖
 (A.14) 
Corn market price (𝜋) is on wet basis, which is based on 14.5% moisture content (wet 
basis) for No.2 yellow corn. Drying corn would cause water losses, which is considered as 
shrinkage losses (𝜙𝑖,𝑡). Since the moisture content of corn is related to its harvesting time, the 
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shrinkage loss rate also is related to time. The revenue of selling dried corn can be estimated 
after considering the shrinkage losses (Eq. A.15a).  
𝑅 = ∑ ∑ ∑ ∑ 𝐴𝑖,𝑗,𝑚𝑓,𝑡×(1 + 𝜃𝑑
𝑖,𝑡)×(1 − 𝜙𝑖,𝑡)×𝜋
𝑡𝑚𝑓𝑗𝑖
 (A.15a) 
 Without on-farm drying capabilities, farmers would have to sell the collected corn 
to elevators directly and their selling price is based on moisture level at harvesting (Eq. 15b). The 
dockage rate would be applied if the harvested corn moisture content is above 14.5%. Since the 
moisture content of harvested corn varies at different harvesting times, the discount rate used in 
the model (𝜓𝑖,𝑡) is time dependent. Based on the unit discount rate and daily grain moisture 
content, daily discount rate can be estimated. The detailed illustration of discount rate is provided 
in the section of data description. 
𝑅 = ∑ ∑ ∑ ∑ 𝐴𝑖,𝑗,𝑚𝑓,𝑡×(1 + 𝜃𝑑
𝑖,𝑡)×𝜋×(1 − 𝜓𝑖,𝑡)
𝑡𝑚𝑓𝑗𝑖
 (A.15b) 
A.2 Data and Scenario Description 
We selected three counties, Macoupin in Illinois, Taylor in Iowa, and Washington in 
Minnesota, for case analysis. Corn yield varies spatially because of differences in weather and 
soil. County level corn yield data reported in 2014 was incorporated in this study (USDA, 2015). 
The county level theoretical peak yield (𝛿𝑖) used in the model was assumed to be 10% higher 
than the reported yield data in each county. 
Temporally, corn dry matter yield and moisture content vary daily during the harvesting 
period. We used the survey data from USDA-NASS to identify the peak yield day in the model. 
In this study, the date when corn mature rate in each selected region reaches 50% from the 
survey was considered as the peak yield day in the model, where Illinois comes earliest and 
followed by Iowa and Minnesota (Fig. A.5A).  
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The daily local weather data for each county in 2014 was considered in the study to 
estimate the daily changes of corn moisture content (Fig. A.5A). Corn moisture content was 
assumed to be 37.4% (wet basis) on the peak yield day and start to decrease until reaching to the 
level of 14.5% (wet basis) based on the local weather information (Fig. A.5B). Working hours 
were assumed at 12 h day-1. The probability of working time varies a result of weather and soil 
condition. The weekly probability of working time for each county was based on the USDA 
weekly report (USDA, 2015) (Fig. A.5C). 
Corn preharvest loss starts to occur in two weeks after the peak yield day. The preharvest 
loss rate was assumed to be 0.15% per day with the upper limit of 10% loss rate throughput the 
harvesting season. Combine loss rate varies at different levels of corn moisture content. We 
assumed that the least combine loss rate was 2% when corn moisture content reached 26% (wet 
basis). Each 1% increase or decrease of moisture content from 26% would increase the combine 
loss rate by 1%. Therefore, the combine loss rate ranged from 2 to 13.5% when the moisture 
content ranges from 37.4 to 14.5% (wet basis).  
If corn is sold to elevators without drying, farmers need to deliver the harvested corn 
within the same day. We assumed a 2% discount rate was applied for each 1% of moisture 
content increase beyond 14.5% (wet basis). If farmers wish to dry corn by themselves, they 
would need to dry to 14.5% (wet basis). The drying costs are from liquid propane and facility 
related costs. Three liters of liquid propane were required for 1% of moisture removal for one 
Mg of corn (McNeil & Montross, 2013). Facility related cost was assumed at $0.4 per Mg per 
point of moisture removal. The base case of the liquid propane price was at $0.46 L-1($1.75 gal-
1). 
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Temporal changes of corn yield and moisture content throughout the harvesting season 
would affect selling prices and drying costs. Four sizes of harvesting machinery were considered 
in the study (Table A.15). The optimization model was developed to consider all these complex 
tradeoffs to provide decision support on farm management for farmers to maximize their profits. 
Farmers have two options dealing with harvested corn: 1) directly selling harvested corn 
to elevators without drying or 2) drying on farm and selling dried corn grain to elevators based 
on the market price. The optimization model developed in this study was applied to analyze both 
scenarios. 
Farmers who do not have drying capability were assumed to deliver wet corn to elevators 
directly. Corn drying was assumed to be incurred at elevators. Once corn grains were harvested, 
farmers would sell grains immediately to elevators without on-farm drying. Farmers would 
receive the discount of selling price if the moisture content of corn grain was higher than 14.5% 
(wet basis). The corn price was assumed to be $157.6 Mg-1 ($4 bushel-1) for the base case with 
a 2% discount rate for each 1% of moisture content increase above 14.5% (wet basis). Sensitivity 
analysis of the price changes of corn were evaluated considering a price from $98.5 to 315.2 Mg-
1 ($2.5 to 8 bushel-1) with a step of $19.7 Mg-1 ($0.5 bushel-1). 
The discount rate for wet corn selling varies at different elevators and times. Further 
scenario analyses were conducted to quantify the impact of the discount rate changes of wet corn 
selling on optimal farm management. The discount rate was assumed to be from 1 to 3% for each 
1% of moisture content increase above 14.5% (wet basis) with a step of 0.25%. Corn price was 
assumed to be constant at $157.6 Mg-1 ($4 bushel-1) for all levels of the discount rate. 
Farmers who have drying facilities were assumed to dry the harvested corn grains on 
farm to 14.5% moisture content before selling to elevators. The base case analysis assumed that 
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corn price was at $157.6 Mg-1 ($4 bushel-1) with liquid propane price at $0.46 L-1. 
Furthermore, considering corn price fluctuations, scenario analyses were presented to evaluate 
how price changes of corn would affect optimal farm management decisions. The corn prices 
ranged from $98.5 to 315.2 Mg-1 with a step of $19.7 Mg-1. The price of liquid propane ranged 
from $0.46 to 0.8 L-1 ($1.75 to 3 gal-1) with a step of $0.07 L-1($0.25 gal-1). 
A.3 Supplementary Figures and Tables 
The following figures and tables are used to support studies in Chapter 4 and data and 
scenarios in Appendix A. 
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Figure A.1. Illinois corn planting progress based on text mining from news and its comparison to the corn progress 
report from USDA NASS report. Each marker on a curve refers to the article that provides the specific information 
regarding culture task schedules and its release date. 
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Figure A.2. Impact of variations of wet corn price discount rate on corn harvesting schedules for elevator drying 
scenarios. Each marker on a curve represents the starting or the ending point of the optimal harvesting window at the 
discount rate. Increased discount rate would delay the harvesting window for most farms. Representative farms in 
Macoupin County in Illinois, Taylor County in Iowa, and Washington County in Minnesota were selected in 
analysis, where six levels of farm size (number 1 to 6) were selected in this study, namely 0.02 to 0.4, 0.4 to 1, 1 to 
2, 2 to 4, 4 to 8, and beyond 8 km2. 
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Figure A.3. Impact of variations of wet corn price discount rate on corn harvesting loss rate with elevator drying 
scenarios. 1% of corn price discount rate represents that farmers would receive 1% discount for every one point of 
moisture content increase beyond the standard moisture content level at 14.5%. The corn price is $157.6 Mg-1 at 
14.5% moisture content (wet basis). The reported loss rate is based on the optimal farm management results in terms 
of profit gains for farmers at each level of corn price. 
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Figure A.4. Input-output diagram of BioGrain farm management optimization model. 
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Figure A.5. (A) Temporal changes of temperature, (B) simulated crop moisture content, and (C) farming working 
day probability in Year 2014. Crop moisture content changes are assumed to be affected by temperature in this 
study. 
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Figure A.6. The workflow of text mining and semantic network analysis for agricultural management.
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Table A.1. Optimal farm management decisions of elevator drying for different farms when corn price is $157.6 Mg-1 ($4 bushel-1) and wet corn discount rate 
is 2%. (One Mg of corn is equivalent to 39.4 bushels) 
County 
Farm 
Size 
Level 
Farm 
Size 
(km2) 
Harvester 
Type 
Harvester 
Number 
First Day of 
Harvesting 
(Day No. 
after peak 
yield) 
Harvesting 
Length 
(Day) 
Harvested 
Grain 
(Mg) 
Grain 
Loss (Mg) 
Grain 
Loss (%) 
Average 
Harvesting 
Moisture 
Content 
(%) 
Macoupin, IL 1 0.22 A 1 22 2 288.8 11.5 3.8 25.6 
Macoupin, IL 2 0.87 A 1 21 7 1,148.9 56.0 4.7 25.0 
Macoupin, IL 3 1.89 A 1 21 13 2,447.8 161.1 6.2 24.0 
Macoupin, IL 4 2.04 A 1 21 14 2,632.8 179.2 6.4 23.8 
Macoupin, IL 5 5.30 B 1 19 26 6,680.5 626.8 8.6 22.4 
Macoupin, IL 6 15.86 D 1 17 38 19,584.6 2,259.3 10.3 21.5 
Taylor, IA 1 0.22 A 1 30 2 256.4 12.7 4.7 25.8 
Taylor, IA 2 0.87 A 1 30 6 1,016.8 63.2 5.8 25.0 
Taylor, IA 3 1.89 A 1 29 11 2,180.1 158.1 6.8 24.4 
Taylor, IA 4 2.04 A 1 29 12 2,345.7 174.6 6.9 24.3 
Taylor, IA 5 5.30 A 1 27 26 5,939.6 609.5 9.3 22.8 
Taylor, IA 6 15.86 D 1 26 29 17,670.4 1,907.0 9.7 22.6 
Washington, MN 1 0.22 A 1 44 1 218.9 15.5 6.6 26.0 
Washington, MN 2 0.87 A 1 43 4 875.6 64.9 6.9 25.8 
Washington, MN 3 1.89 A 1 41 13 1,880.5 155.6 7.6 25.4 
Washington, MN 4 2.04 A 1 41 13 2,028.3 166.3 7.6 25.5 
Washington, MN 5 5.30 A 1 35 36 5,155.8 547.2 9.6 24.8 
Washington, MN 6 15.86 D 1 34 40 15,340.6 1,707.4 10.0 24.6 
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Table A.2. Optimal farm management decisions of on-farm drying for different farms when corn price is $157.6 Mg-1 ($4 bushel-1) and propane price is $0.46 
L-1 ($1.75 gal-1) at 14.5% moisture content (wet basis). (One Mg of corn is equivalent to 39.4 bushels) 
County 
Farm 
Size 
Level 
Farm 
Size 
(km2) 
Harvester 
Type 
Harvester 
Number 
First Day of 
Harvesting 
(Day No. 
after peak 
yield) 
Harvesting 
Length 
(Day) 
Harvested 
Grain 
(Mg) 
Grain 
Loss (Mg) 
Grain 
Loss (%) 
Average 
Harvesting 
Moisture 
Content 
(%) 
Macoupin, IL 1 0.22 A 1 33 2 275.8 24.5 8.2 22.5 
Macoupin, IL 2 0.87 A 1 30 6 1,099.8 105.2 8.7 22.1 
Macoupin, IL 3 1.89 A 1 31 12 2,348.0 260.9 10.0 21.2 
Macoupin, IL 4 2.04 A 1 30 13 2,537.9 274.2 9.7 21.4 
Macoupin, IL 5 5.30 A 1 21 34 6,504.4 802.9 11.0 20.7 
Macoupin, IL 6 15.86 D 1 23 37 19,258.5 2,585.4 11.8 20.1 
Taylor, IA 1 0.22 A 1 39 1 245.7 23.4 8.7 23.0 
Taylor, IA 2 0.87 A 1 38 4 984.5 95.5 8.8 22.9 
Taylor, IA 3 1.89 A 1 34 9 2,141.1 197.1 8.4 23.2 
Taylor, IA 4 2.04 A 1 33 10 2,311.8 208.4 8.3 23.3 
Taylor, IA 5 5.30 A 1 30 25 5,893.2 655.9 10.0 22.2 
Taylor, IA 6 15.86 D 1 30 28 17,515.3 2,062.1 10.5 21.9 
Washington, MN 1 0.22 A 1 44 1 218.9 15.5 6.6 26.0 
Washington, MN 2 0.87 A 1 44 5 872.6 67.8 7.2 25.6 
Washington, MN 3 1.89 A 1 43 15 1,868.3 167.8 8.2 24.9 
Washington, MN 4 2.04 A 1 43 17 2,008.1 186.6 8.5 24.8 
Washington, MN 5 5.30 A 1 36 38 5,110.6 592.4 10.4 24.1 
Washington, MN 6 15.86 D 1 34 40 15,332.7 1,715.3 10.1 24.5 
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Table A.3. The cost-benefit analysis results of elevator drying for different farms with the optimal farm management when corn price is $157.6 Mg-1 ($4 bushel-
1) and wet corn discount rate is 2%. (One Mg of corn is equivalent to 39.4 bushels, whereas 1 Mg km-2 is equivalent to 0.16 bushel acre-1) 
County 
Farm  
Size  
Level 
Farm 
Size 
(km2) 
Harvested 
Yield  
(Mg km-2) 
Profits  
($ Mg-1) 
Revenue  
($ Mg-1) 
Harvesting 
Capital Cost 
($ Mg-1) 
Harvesting 
Operating 
Cost  
($ Mg-1) 
Establishment 
Cost  
($ Mg-1) 
Macoupin, IL 1 0.22 1324.7 -49.5 164.4 147.8 2.8 63.4 
Macoupin, IL 2 0.87 1313.5 61.6 165.5 37.1 2.8 64.0 
Macoupin, IL 3 1.89 1292.5 82.4 167.6 17.4 2.8 65.0 
Macoupin, IL 4 2.04 1289.8 83.7 167.9 16.2 2.8 65.1 
Macoupin, IL 5 5.30 1259.4 94.0 170.5 7.5 2.3 66.7 
Macoupin, IL 6 15.86 1235.1 98.9 172.2 3.7 1.6 68.0 
Taylor, IA 1 0.22 1176.2 -76.7 163.9 166.4 2.8 71.4 
Taylor, IA 2 0.87 1162.5 48.6 165.6 42.0 2.8 72.3 
Taylor, IA 3 1.89 1151.2 71.3 166.7 19.6 2.8 73.0 
Taylor, IA 4 2.04 1149.1 72.8 166.9 18.2 2.8 73.1 
Taylor, IA 5 5.30 1119.7 84.7 169.7 7.2 2.8 75.0 
Taylor, IA 6 15.86 1114.4 89.1 170.2 4.1 1.6 75.4 
Washington, 
MN 
1 
0.22 
1004.1 -117.9 163.6 194.9 3.0 83.7 
Washington, 
MN 
2 
0.87 
1001.0 28.3 163.9 48.7 3.0 83.9 
Washington, 
MN 
3 
1.89 
993.0 54.4 164.7 22.7 3.0 84.6 
Washington, 
MN 
4 
2.04 
993.7 56.0 164.5 21.0 3.0 84.6 
Washington, 
MN 
5 
5.30 
972.0 68.3 166.0 8.3 3.0 86.4 
Washington, 
MN 
6 15.86 967.5 73.1 166.4 4.7 1.7 86.8 
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Table A.4. The cost-benefit analysis results of on-farm drying for different farms with the optimal farm management when corn price is $157.6 Mg-1 ($4 bushel-
1) and propane price is $0.46 L-1 ($1.75 gal-1). (One Mg of corn is equivalent to 39.4 bushels, whereas 1 Mg km-2 is equivalent to 0.16 bushel acre-1) 
County 
Farm  
Size  
Level 
Farm 
Size 
(km2) 
Harvested 
Yield  
(Mg km-2) 
Profits  
($ Mg-1) 
Revenue  
($ Mg-1) 
Harvesting 
Capital Cost 
($ Mg-1) 
Harvesting 
Operating 
Cost  
($ Mg-1) 
Drying Cost 
($ Mg-1) 
Establishment 
Cost ($ Mg-1) 
Macoupin, IL 1 0.22 1265.2 -59.3 182.7 154.7 2.8 18.2 66.4 
Macoupin, IL 2 0.87 1257.4 57.1 182.7 38.8 2.8 17.2 66.8 
Macoupin, IL 3 1.89 1239.8 79.1 182.7 18.2 2.8 15.0 67.8 
Macoupin, IL 4 2.04 1243.3 80.1 182.7 16.8 2.8 15.5 67.6 
Macoupin, IL 5 5.30 1226.2 91.1 182.7 6.6 2.8 13.8 68.5 
Macoupin, IL 6 15.86 1214.5 95.8 182.8 3.8 1.5 12.5 69.2 
Taylor, IA 1 0.22 1127.2 -87.8 182.7 173.7 2.8 19.5 74.5 
Taylor, IA 2 0.87 1125.5 42.6 182.7 43.3 2.8 19.3 74.6 
Taylor, IA 3 1.89 1130.6 65.6 182.7 19.9 2.8 20.1 74.3 
Taylor, IA 4 2.04 1132.5 66.9 182.7 18.5 2.8 20.4 74.2 
Taylor, IA 5 5.30 1111.0 79.5 182.7 7.2 2.8 17.6 75.6 
Taylor, IA 6 15.86 1104.6 84.1 182.7 4.2 1.6 16.8 76.1 
Washington, 
MN 
1 
0.22 
1004.1 -126.3 182.6 194.9 3.0 27.3 83.7 
Washington, 
MN 
2 
0.87 
997.6 20.3 182.6 48.9 3.0 26.3 84.2 
Washington, 
MN 
3 
1.89 
986.5 47.0 182.6 22.8 3.0 24.6 85.2 
Washington, 
MN 
4 
2.04 
983.7 48.8 182.6 21.3 3.0 24.1 85.4 
Washington, 
MN 
5 
5.30 
963.5 61.8 182.7 8.3 3.1 22.2 87.2 
Washington, 
MN 
6 15.86 967.0 65.8 182.6 4.7 1.7 23.5 86.9 
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Table A.5. Changes of optimal harvesting timings at different price levels of corn with on-farm drying at propane price $0.46 L-1. 
County Farm No. 
Farm Size 
(km2) 
Grain Price ($ Mg-1) 
98.5 118.2 137.9 157.6 177.3 197 216.7 236.4 256.1 275.8 295.5 315.2 
The first day of harvesting (Number of day after peak yield) 
Macoupin, IL 1 0.22 58 57 41 33 27 22 22 22 22 21 21 21 
Macoupin, IL 2 0.87 55 53 40 30 25 22 21 21 21 21 21 20 
Macoupin, IL 3 1.89 51 47 38 31 22 21 21 20 20 19 19 19 
Macoupin, IL 4 2.04 50 47 38 30 22 21 21 20 19 19 19 18 
Macoupin, IL 5 5.30 40 35 29 21 21 19 19 19 19 18 19 19 
Macoupin, IL 6 15.86 39 33 27 23 21 18 17 19 18 18 18 17 
Taylor, IA 1 0.22 74 58 47 39 32 31 30 30 30 30 30 30 
Taylor, IA 2 0.87 70 56 46 38 31 30 30 30 29 29 29 29 
Taylor, IA 3 1.89 64 54 44 34 30 30 29 29 28 28 28 28 
Taylor, IA 4 2.04 63 53 44 33 30 30 29 29 28 28 28 28 
Taylor, IA 5 5.30 48 47 38 30 29 28 28 27 27 26 27 27 
Taylor, IA 6 15.86 45 37 35 30 29 28 26 25 24 23 22 26 
Washington, MN 1 0.22 72 68 55 44 44 44 44 44 44 44 44 44 
Washington, MN 2 0.87 67 66 51 44 44 43 43 43 43 43 43 43 
Washington, MN 3 1.89 58 58 47 43 42 42 41 41 40 40 40 40 
Washington, MN 4 2.04 56 56 46 43 42 41 41 40 40 40 39 39 
Washington, MN 5 5.30 42 42 42 36 36 37 36 36 35 34 34 34 
Washington, MN 6 15.86 34 34 34 34 34 34 33 31 30 30 29 37 
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Table A.6. The changes of average moisture content of harvested corn grain at different price levels of corn with on-farm drying at propane price $0.46 L-1. 
County Farm No. 
Farm Size 
(km2) 
Grain Price ($ Mg-1) 
98.5 118.2 137.9 157.6 177.3 197 216.7 236.4 256.1 275.8 295.5 315.2 
Average moisture content of harvested corn (%) 
Macoupin, IL 1 0.22 14.5 15.1 18.5 22.5 23.7 25.6 25.6 25.6 25.6 25.9 25.9 25.9 
Macoupin, IL 2 0.87 14.6 16.9 18.2 22.1 24.0 24.7 25.0 25.0 25.0 25.0 25.0 25.4 
Macoupin, IL 3 1.89 14.9 16.9 18.2 21.2 23.7 24.0 24.0 24.2 24.2 24.5 24.5 24.5 
Macoupin, IL 4 2.04 15.0 16.8 18.2 21.4 23.6 23.8 23.8 24.1 24.3 24.3 24.3 24.4 
Macoupin, IL 5 5.30 15.8 16.7 18.6 20.7 21.9 22.4 22.4 23.7 23.7 24.1 24.4 24.4 
Macoupin, IL 6 15.86 15.9 17.1 18.8 20.1 20.6 21.0 21.5 23.5 23.7 23.9 23.9 24.1 
Taylor, IA 1 0.22 14.5 18.1 21.0 23.0 24.8 25.0 25.8 25.8 25.8 25.8 25.8 25.8 
Taylor, IA 2 0.87 14.7 18.1 20.9 22.9 24.6 25.0 25.0 25.0 25.2 25.3 25.3 25.3 
Taylor, IA 3 1.89 15.3 18.2 20.8 23.2 24.1 24.1 24.4 24.4 24.7 24.7 24.7 24.7 
Taylor, IA 4 2.04 15.4 18.2 20.9 23.3 24.0 24.0 24.3 24.3 24.6 24.6 24.6 24.6 
Taylor, IA 5 5.30 17.7 18.4 20.8 22.2 22.4 22.6 23.3 23.6 23.6 23.8 24.4 24.4 
Taylor, IA 6 15.86 18.1 19.3 20.9 21.9 22.1 22.3 22.6 22.9 23.1 23.4 23.6 24.5 
Washington, MN 1 0.22 18.8 19.8 23.0 26.0 26.0 25.9 25.9 26.0 26.0 26.0 26.0 26.0 
Washington, MN 2 0.87 19.4 19.8 23.2 25.6 25.6 25.7 25.8 25.8 25.8 25.8 25.8 25.8 
Washington, MN 3 1.89 20.4 20.4 22.9 24.9 25.3 25.3 25.7 25.7 25.9 25.9 26.0 26.0 
Washington, MN 4 2.04 20.6 20.6 23.1 24.8 25.2 25.4 25.5 25.7 25.9 25.9 26.0 26.0 
Washington, MN 5 5.30 22.9 22.9 22.9 24.1 24.1 24.9 25.3 25.6 26.0 26.0 26.2 26.3 
Washington, MN 6 15.86 24.5 24.5 24.5 24.5 24.5 24.5 25.0 25.4 25.8 26.1 26.4 26.1 
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Table A.7. Changes of combine selection at different price levels of corn with elevator drying. The size of the type of combines is ranked in alphabetical order in 
terms of machinery capacity. The number with the machinery ID indicates the quantity of the combine allocated. The detailed combine information is provided in 
Table S10. 
County Farm No. 
Farm Size 
(km2) 
Grain Price ($ Mg-1) 
98.5 118.2 137.9 157.6 177.3 197 216.7 236.4 256.1 275.8 295.5 315.2 
Number and Type of selected combine equipment 
Macoupin, IL 1 0.22 A A A A A A A A A A A A 
Macoupin, IL 2 0.87 A A A A A A A A A A A A 
Macoupin, IL 3 1.89 A A A A A A A A A A A A 
Macoupin, IL 4 2.04 A A A A A A A A A A A A 
Macoupin, IL 5 5.30 A B B B B B B B C C C C 
Macoupin, IL 6 15.86 D D D D D D D D 2D 2D 2D 2D 
Taylor, IA 1 0.22 A A A A A A A A A A A A 
Taylor, IA 2 0.87 A A A A A A A A A A A A 
Taylor, IA 3 1.89 A A A A A A A A A A A A 
Taylor, IA 4 2.04 A A A A A A A A A A A A 
Taylor, IA 5 5.30 A A A A A B B B B B B B 
Taylor, IA 6 15.86 D D D D D D D D D D D D 
Washington, MN 1 0.22 A A A A A A A A A A A A 
Washington, MN 2 0.87 A A A A A A A A A A A A 
Washington, MN 3 1.89 A A A A A A A A A A A A 
Washington, MN 4 2.04 A A A A A A A A A A A A 
Washington, MN 5 5.30 A A A A B B B B B B B B 
Washington, MN 6 15.86 D D D D D D D D D D D D 
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Table A.8. Changes of combine selection at different price levels of corn with on-farm drying at propane price $0.46 L-1. The size of the type of combines is 
ranked in alphabetical order in terms of machinery capacity. The number with the machinery ID indicates the quantity of the combine allocated. The detailed 
combine information is provided in Table S10.Changes of the number of harvesting days at different price levels of corn with on-farm drying at propane price 
$0.46 L-1. 
County Farm No. 
Farm Size 
(km2) 
Grain Price ($ Mg-1) 
98.5 118.2 137.9 157.6 177.3 197 216.7 236.4 256.1 275.8 295.5 315.2 
Number and Type of selected combine equipment 
Macoupin, IL 1 0.22 A A A A A A A A A A A A 
Macoupin, IL 2 0.87 A A A A A A A A A A A A 
Macoupin, IL 3 1.89 A A A A A A A A A A A A 
Macoupin, IL 4 2.04 A A A A A A A A A A A A 
Macoupin, IL 5 5.30 A A A A B B B C C C D D 
Macoupin, IL 6 15.86 D D D D D D D 2D 2D 2D 2D 2D 
Taylor, IA 1 0.22 A A A A A A A A A A A A 
Taylor, IA 2 0.87 A A A A A A A A A A A A 
Taylor, IA 3 1.89 A A A A A A A A A A A A 
Taylor, IA 4 2.04 A A A A A A A A A A A A 
Taylor, IA 5 5.30 A A A A A A B B B B B B 
Taylor, IA 6 15.86 D C D D D D D D D D D 2D 
Washington, MN 1 0.22 A A A A A A A A A A A A 
Washington, MN 2 0.87 A A A A A A A A A A A A 
Washington, MN 3 1.89 A A A A A A A A A A A A 
Washington, MN 4 2.04 A A A A A A A A A A A A 
Washington, MN 5 5.30 B B B A A B B B B B B B 
Washington, MN 6 15.86 D D D D D D D D D D D 2D 
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Table A.9. Changes of the number of harvesting days at different price levels of corn with elevator drying. 
County Farm No. 
Farm Size 
(km2) 
Grain Price ($ Mg-1) 
98.5 118.2 137.9 157.6 177.3 197 216.7 236.4 256.1 275.8 295.5 315.2 
Number of harvesting days required 
Macoupin, IL 1 0.22 2 2 2 2 2 2 2 2 2 2 2 2 
Macoupin, IL 2 0.87 
7 7 7 7 7 7 7 7 7 7 7 7 
Macoupin, IL 3 1.89 13 13 13 13 13 13 13 13 13 13 13 13 
Macoupin, IL 4 2.04 14 14 14 14 14 14 14 14 14 14 14 14 
Macoupin, IL 5 5.30 34 26 26 26 26 26 26 26 18 18 18 18 
Macoupin, IL 6 15.86 38 38 38 38 38 38 38 38 20 20 20 20 
Taylor, IA 1 0.22 2 2 2 2 2 2 2 2 2 2 2 2 
Taylor, IA 2 0.87 6 6 6 6 6 6 6 6 6 6 6 6 
Taylor, IA 3 1.89 11 11 11 11 11 11 11 11 11 11 11 11 
Taylor, IA 4 2.04 12 12 12 12 12 12 12 12 12 12 12 12 
Taylor, IA 5 5.30 26 26 26 26 26 20 20 20 20 20 20 20 
Taylor, IA 6 15.86 29 29 29 29 29 29 29 29 29 29 29 29 
Washington, MN 1 0.22 1 1 1 1 1 1 1 1 1 1 1 1 
Washington, MN 2 0.87 4 4 4 4 4 4 4 4 4 4 4 4 
Washington, MN 3 1.89 13 13 13 13 13 13 13 13 13 13 13 13 
Washington, MN 4 2.04 13 13 13 13 13 13 13 13 13 13 13 13 
Washington, MN 5 5.30 36 36 36 36 28 28 28 28 28 28 28 28 
Washington, MN 6 15.86 40 40 40 40 40 40 40 40 40 40 40 40 
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Table A.10. Changes of the number of harvesting days at different price levels of corn with on-farm drying at propane price $0.46 L-1. 
County Farm No. 
Farm Size 
(km2) 
Grain Price ($ Mg-1) 
98.5 118.2 137.9 157.6 177.3 197 216.7 236.4 256.1 275.8 295.5 315.2 
Number of harvesting days required 
Macoupin, IL 1 0.22 2 2 2 2 2 2 2 2 2 3 3 3 
Macoupin, IL 2 0.87 6 6 6 6 6 7 7 7 7 7 7 8 
Macoupin, IL 3 1.89 12 12 12 12 13 13 13 13 13 14 14 14 
Macoupin, IL 4 2.04 13 13 13 13 14 14 14 14 15 15 15 15 
Macoupin, IL 5 5.30 35 34 32 34 26 26 26 18 18 18 14 14 
Macoupin, IL 6 15.86 39 38 36 37 38 38 38 20 20 20 20 20 
Taylor, IA 1 0.22 2 2 1 1 2 2 2 2 2 2 2 2 
Taylor, IA 2 0.87 7 6 4 4 6 6 6 6 6 6 6 6 
Taylor, IA 3 1.89 14 11 8 9 11 11 11 11 12 12 12 12 
Taylor, IA 4 2.04 15 12 8 10 12 12 12 12 12 12 12 12 
Taylor, IA 5 5.30 31 30 23 25 25 25 20 21 21 21 15 15 
Taylor, IA 6 15.86 34 42 27 28 28 28 29 29 30 30 30 17 
Washington, MN 1 0.22 2 2 3 1 1 1 1 1 1 1 1 1 
Washington, MN 2 0.87 7 7 11 5 5 5 4 4 4 4 4 4 
Washington, MN 3 1.89 16 16 19 15 13 13 12 12 11 11 11 11 
Washington, MN 4 2.04 18 18 20 17 15 14 13 13 12 12 12 12 
Washington, MN 5 5.30 32 32 32 38 38 29 28 27 26 26 24 24 
Washington, MN 6 15.86 40 40 40 40 40 40 40 39 38 37 36 17 
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Table A.11. The profits for farmers adopt elevator drying at different price levels of corn.  
County 
Far
m 
No. 
Farm 
Size 
(km2) 
Grain Price ($ Mg-1) 
98.5 118.2 137.9 157.6 177.3 197 216.7 236.4 256.1 275.8 295.5 315.2 
Farmer profits ($) 
Macoupin, IL 1 0.22 
-32,112 -26,176 -20,240 -14,305 -8,369 -2,433 3,502 9,438 15,374 21,309 27,245 33,181 
Macoupin, IL 2 0.87 
-538 23,225 46,988 70,751 94,513 118,276 142,039 165,802 189,565 213,328 237,091 260,854 
Macoupin, IL 3 1.89 
47,826 99,103 150,381 201,659 252,936 304,214 355,492 406,769 458,047 509,324 560,602 611,880 
Macoupin, IL 4 2.04 
54,742 109,983 165,224 220,465 275,706 330,947 386,188 441,429 496,670 551,913 607,155 662,398 
Macoupin, IL 5 5.30 200,90
5 343,235 485,635 628,035 770,435 912,835 
1,055,23
5 
1,197,63
5 
1,340,61
7 
1,483,84
9 
1,627,08
0 
1,770,31
1 
Macoupin, IL 6 15.86 672,63
3 
1,094,26
7 
1,515,90
0 
1,937,53
3 
2,359,16
7 
2,780,80
0 
3,202,43
4 
3,624,06
7 
4,049,63
9 
4,477,25
7 
4,904,87
6 
5,332,49
4 
Taylor, IA 1 0.22 
-35,433 -30,180 -24,927 -19,673 -14,420 -9,166 -3,913 1,340 6,594 11,847 17,101 22,354 
Taylor, IA 2 0.87 
-13,752 7,294 28,341 49,387 70,434 91,480 112,527 133,573 154,620 175,666 196,712 217,759 
Taylor, IA 3 1.89 
19,275 64,696 110,117 155,538 200,959 246,381 291,802 337,223 382,644 428,065 473,487 518,908 
Taylor, IA 4 2.04 
24,006 72,943 121,880 170,817 219,754 268,691 317,628 366,565 415,503 464,440 513,377 562,314 
Taylor, IA 5 5.30 125,17
9 251,168 377,156 503,144 629,132 755,156 881,633 
1,008,10
9 
1,134,58
5 
1,261,06
2 
1,387,53
8 
1,514,01
5 
Taylor, IA 6 15.86 446,83
7 822,707 
1,198,58
1 
1,574,45
4 
1,950,32
8 
2,326,20
1 
2,702,07
5 
3,077,94
8 
3,453,82
2 
3,829,69
5 
4,205,56
9 
4,581,44
2 
Washington, MN 1 0.22 
-39,247 -34,769 -30,292 -25,815 -21,338 -16,861 -12,383 -7,906 -3,429 1,048 5,525 10,003 
Washington, MN 2 0.87 
-29,065 -11,127 6,810 24,748 42,686 60,623 78,561 96,499 114,436 132,374 150,312 168,250 
Washington, MN 3 1.89 
-13,793 24,928 63,649 102,370 141,090 179,811 218,532 257,253 295,973 334,694 373,415 412,136 
Washington, MN 4 2.04 
-11,647 30,068 71,784 113,499 155,215 196,931 238,646 280,362 322,077 363,793 405,508 447,224 
Washington, MN 5 5.30 
30,919 137,914 244,908 351,903 459,214 566,778 674,343 781,907 889,472 997,036 
1,104,60
1 
1,212,16
5 
Washington, MN 6 15.86 163,62
5 482,645 801,666 
1,120,68
7 
1,439,70
7 
1,758,72
8 
2,077,74
9 
2,396,76
9 
2,715,79
0 
3,034,81
0 
3,353,83
1 
3,672,85
2 
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Table A.12. The profits for farmers adopt on-farm drying at different price levels of corn. 
County 
Far
m 
No. 
Farm 
Size 
(km2) 
Grain Price ($ Mg-1) 
98.5 118.2 137.9 157.6 177.3 197 216.7 236.4 256.1 275.8 295.5 315.2 
Farmer profits ($) 
Macoupin, IL 1 0.22 
-33,830 -28,258 -22,352 -16,366 -10,016 -3,454 3,137 9,729 16,320 22,928 29,546 36,163 
Macoupin, IL 2 0.87 
-7,453 15,129 38,745 62,829 88,303 114,378 140,586 166,814 193,042 219,270 245,497 271,799 
Macoupin, IL 3 1.89 
33,235 82,395 133,120 185,608 240,683 296,508 352,396 408,373 464,424 520,555 576,749 632,944 
Macoupin, IL 4 2.04 
39,102 92,114 146,731 203,366 262,685 322,745 382,859 443,114 503,411 563,857 624,303 684,754 
Macoupin, IL 5 5.30 
165,858 304,178 445,925 592,854 742,214 894,227 1,046,789 1,201,044 
1,356,77
4 
1,512,62
1 
1,669,36
1 
1,826,54
5 
Macoupin, IL 6 15.86 
568,115 982,603 
1,408,16
8 
1,845,53
8 
2,286,98
7 
2,731,02
4 3,177,673 3,632,111 
4,095,74
5 
4,561,04
8 
5,026,57
7 
5,492,59
0 
Taylor, IA 1 0.22 
-37,350 -32,415 -27,115 -21,574 -15,842 -10,059 -4,237 1,615 7,468 13,320 19,173 25,025 
Taylor, IA 2 0.87 
-21,510 -1,521 19,749 41,941 64,861 88,029 111,241 134,452 157,691 180,975 204,271 227,567 
Taylor, IA 3 1.89 
2,906 46,371 92,446 140,439 189,754 239,355 289,045 338,816 388,637 438,554 488,472 538,389 
Taylor, IA 4 2.04 
6,412 53,294 102,964 154,687 207,800 261,179 314,662 368,216 421,892 475,606 529,319 583,033 
Taylor, IA 5 5.30 
80,888 205,619 334,928 468,313 603,038 738,202 874,051 1,011,002 
1,148,24
0 
1,285,63
9 
1,423,52
8 
1,562,52
0 
Taylor, IA 6 15.86 
313,988 689,475 
1,075,65
0 
1,473,74
8 
1,874,52
0 
2,276,69
5 2,679,733 3,084,068 
3,489,19
9 
3,895,39
0 
4,302,60
1 
4,710,43
7 
Washington, MN 1 0.22 
-41,308 -36,905 -32,394 -27,648 -22,652 -17,656 -12,660 -7,664 -2,668 2,328 7,324 12,320 
Washington, MN 2 0.87 
-37,439 -19,536 -1,488 17,672 37,590 57,497 77,454 97,437 117,425 137,413 157,401 177,388 
Washington, MN 3 1.89 
-32,405 7,109 46,399 87,860 130,406 173,266 216,097 259,154 302,149 345,290 388,425 431,607 
Washington, MN 4 2.04 
-31,842 10,871 53,237 98,017 143,789 189,844 236,075 282,366 328,713 375,186 421,631 468,140 
Washington, MN 5 5.30 
-29,996 85,213 200,422 315,716 432,399 549,270 667,623 786,696 906,006 
1,025,86
6 
1,145,65
7 
1,265,77
4 
Washington, MN 6 15.86 
-41,936 308,106 658,148 
1,008,19
0 
1,358,23
1 
1,708,27
3 2,057,877 2,409,200 
2,761,99
0 
3,116,31
2 
3,471,21
0 
3,823,24
6 
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Table A.13. The comparison of farmers’ profits between on-farm and elevator drying at different price levels of corn. Positive number means that on-farm 
drying outperforms elevator drying. 
County 
Far
m 
No. 
Farm 
Size 
(km2) 
Grain Price ($ Mg-1) 
98.5 118.2 137.9 157.6 177.3 197 216.7 236.4 256.1 275.8 295.5 315.2 
The difference of profits ($) (Positive number means on-farm drying outperforms elevator drying) 
Macoupin, IL 1 0.22 -1,718 -2,082 -2,112 -2,062 -1,647 -1,021 -365 291 946 1,619 2,301 2,983 
Macoupin, IL 2 0.87 -6,915 -8,095 -8,243 -7,922 -6,211 -3,899 -1,453 1,012 3,477 5,941 8,406 10,945 
Macoupin, IL 3 1.89 -14,591 -16,709 -17,261 -16,051 -12,254 -7,706 -3,095 1,604 6,377 11,231 16,147 21,064 
Macoupin, IL 4 2.04 -15,640 -17,869 -18,493 -17,099 -13,021 -8,202 -3,329 1,685 6,740 11,944 17,148 22,356 
Macoupin, IL 5 5.30 -35,046 -39,057 -39,710 -35,181 -28,221 -18,609 -8,447 3,409 16,157 28,773 42,281 56,233 
Macoupin, IL 6 15.86 -104,518 -111,664 -107,732 -91,996 -72,180 -49,777 -24,760 8,044 46,106 83,791 121,701 160,096 
Taylor, IA 1 0.22 
-1,916 -2,235 -2,188 -1,901 -1,422 -893 -324 
275 874 1,473 2,072 2,671 
Taylor, IA 2 0.87 -7,758 -8,815 -8,592 -7,446 -5,573 -3,451 -1,286 879 3,071 5,309 7,559 9,808 
Taylor, IA 3 1.89 -16,369 -18,325 -17,671 -15,099 -11,205 -7,026 -2,757 1,593 5,993 10,489 14,985 19,481 
Taylor, IA 4 2.04 -17,594 -19,649 -18,916 -16,130 -11,954 -7,512 -2,966 1,650 6,390 11,166 15,943 20,719 
Taylor, IA 5 5.30 -44,291 -45,549 -42,228 -34,830 -26,094 -16,954 -7,581 2,893 13,655 24,577 35,990 48,505 
Taylor, IA 6 15.86 -132,849 -133,232 -122,931 -100,706 -75,808 -49,506 -22,342 6,119 35,377 65,695 97,033 128,994 
Washington, MN 1 0.22 -2,061 -2,135 -2,101 -1,833 -1,315 -796 -277 242 761 1,280 1,799 2,317 
Washington, MN 2 0.87 -8,373 -8,409 -8,298 -7,076 -5,096 -3,127 -1,107 939 2,989 5,039 7,089 9,139 
Washington, MN 3 1.89 -18,612 -17,819 -17,249 -14,509 -10,684 -6,545 -2,434 1,902 6,176 10,595 15,010 19,471 
Washington, MN 4 2.04 -20,195 -19,197 -18,547 -15,483 -11,426 -7,087 -2,571 2,005 6,636 11,394 16,123 20,916 
Washington, MN 5 5.30 -60,915 -52,701 -44,486 -36,187 -26,815 -17,508 -6,720 4,789 16,534 28,830 41,057 53,609 
Washington, MN 6 15.86 -205,561 -174,539 -143,518 -112,497 -81,476 -50,454 -19,872 12,431 46,200 81,501 117,379 150,394 
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Table A.14. Nomenclature of the developed farm management optimization model 
Set Set name and element labels 
𝑰 Biomass supply county, where 𝑖 ∈ 𝐼  
𝑱 Farm, where 𝑗 ∈ 𝐽  
𝑻 Time period, where 𝑡 ∈ 𝑇. 𝑡ℎ is an element representing the end of the harvesting season and 𝑡𝑒 is 
an element representing the end of the simulation cycle. 
𝑴 Type of equipment, where 𝑚 ∈ 𝑀. 𝑚𝑓 is a subset of  𝑀 representing agricultural machinery and 
𝑚𝑣 is a subset of  𝑀 representing road vehicles. 
Decision 
Variables 
Description 
𝑭
𝒇
𝒊,𝒋,𝒎𝒇
 The number of each type of equipment required for farm j in county i 
𝑯
𝒇
𝒊,𝒋,𝒎𝒇,𝒕
 The harvested areas by type of equipment required for farm j in county i at time period t (km
-2) 
𝑮𝒊,𝒋,𝒎𝒇,𝒕 The amount of crop harvested in dry matter weight by each type of equipment for farm j in county i 
at time period t (Mg) 
𝑨𝒊,𝒋,𝒎𝒇,𝒕 The amount of crop collected in dry matter weight by each type of equipment for farm j in county i at 
time period t (Mg) 
𝑳𝒊,𝒋,𝒎𝒇,𝒕 The amount of crop lost by each type of equipment for farm j in county i at time period t (Mg) 
Inputs  Description 
𝜶𝒊,𝒋 The size of each farm j in county i  (km2) 
𝜷𝒊 The county level crop establishment cost ($ km-2) 
𝝀
𝒇
𝒎𝒇
 The annual capital related cost of each type of equipment ($) 
𝝁
𝒇
𝒎𝒇
 The unit operating cost of each type of equipment ($ h
-1) 
𝜼 Operating hours per day (h) 
𝜸𝒊,𝒕 The probability of working days in county i on day t 
𝝆𝒔
𝒎𝒇
 The operating speed of each type of corn combine machine (km h
-1) 
𝝆𝒘
𝒎𝒇
 The header width of each type of corn combine machine (m) 
𝝆𝒕
𝒎𝒇
 The throughput limit of each type of corn combine machine (Mg h
-1) 
𝜹𝒊 The peak yield of corn grain in county i (Mg ha-1) 
𝜺𝒊,𝒕 The preharvest dry matter loss rate of corn grain in county i on day t 
𝝈𝒊,𝒕 The combine dry matter loss rate of corn grain in county i on day t 
𝜽𝒅
𝒊,𝒕
 The moisture content of corn grain in dry basis in county i on day t 
𝜽𝒘
𝒊,𝒕
 The moisture content of corn grain in wet basis in county i on day t 
𝝉 The safety level of moisture content of corn grain in wet basis for long-term storage (14.5% in the 
current study) 
𝝋 The unit drying cost for each percent of moisture content reduction ($ Mg-1) 
𝝓𝒊,𝒕 The shrinkage loss rate of corn grain in county i on day t 
𝝅 The market corn price ($ Mg-1) 
𝝍𝒊,𝒕 The discounted rate of corn grain in county i on day t 
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Table A.15. Four types of harvesting combine used in the study 
  
 
Combine Types (ID) 
A B C D 
Feature 
265 HP 
Combine 
305 HP 
Combine 
385 HP 
Combine 
440 HP 
Combine 
Purchase Price ($) 291,550 342,125 430,950 497,250 
Annual Cost ($) 42,672 50,074 63,075 72,779 
Row Number 6 8 12 16 
Width (m) 4.57 6.1 9.14 12.19 
Speed (km h-1) 5.5 5.5 5.5 5.5 
Throughput (Mg h-1) 33.2 44.3 66.4 88.5 
Efficiency 0.9 0.9 0.9 0.9 
Machinery power (kw) 198 228 287 328 
Fuel Consumption (L h-1) 43.9 50.6 63.8 72.9 
Labor Cost ($ h-1) 14.5 14.5 14.5 14.5 
 
 
 
 
 
