Summary
Computation is a large and growing component of the intellectual, economic, and military strength of the nation and constitutes an area where the United States has the strongest international position.
Academic computer science provides much of the research thrust and trains most of the professional manpower for this sector.
The confluence of major advances in microelectronics, communications, and software technology has brought about a greatly expanded need for experimentation in computing.
Many of the best faculty, staff, and graduate students are being recruited away from universities.
To improve university experimental computer science requires an immediate investment in capital equipment.
Recommended courses of action by various sectors include the following: Universities
• Recognize the special resource needs of experimental computer science.
• Use appropriate criteria in evaluating experimental computer science programs and faculty.
• Encourage cooperative programs. Industry
• Exchange and share people and technology with universities.
• Provide funds and equipment, possibly through a private foundation. Government
• Reconsider tax incentives, patent policy, and consent decrees.
• Develop funding of adequate scale and time horizon for experimental computer science. A model program is suggested in Section II.
• Designate a lead agency responsible for the national future in computing.
I. The Importance of Computer Science
Computation and communication form a large and growing component of the economic, intellectual, and military strength of the nation. The fundamental resource, technological, and societal conditions driving this expansion should continue to hold for the foreseeable future. The widespread introduction of computation and information processing approaches have led to major new developments in almost every field of intellectual endeavor. In the social and behavioral sciences, computer technology provides the major set of new tools. The role of communication and advanced computation in the nation's military posture has also been growing rapidly [1] .
Academic institutions have played a major role at every stage in the development of the information processing sector. In addition to providing the great bulk of trained people at all levels, universities have led in research, development, and deployment of many of the hardware and software concepts which form the backbone of commercial, scientific, and military information processing. Universities have provided the most broadly based environment for research and advanced development in experimental computer science, but can continue to do so only with substantial help from industry and government.
There are a number of ways to measure the contributions of experimental computer systems efforts at universities to the current state of computer technology. We shall look at some important uses of computers and detail the unique university contributions, as well as the synergistic effects that university systems research has had on industrial research and development. We shall consider some of the largest, most mundane applications and how they have benefited from academic discoveries. The relationship in more advanced applications such as image analysis and industr, ial automation is obvious enough to require no exegesis.
Large Management Systems. Large database systems are today crucial to many organizations. They are employed, for example, not only by insurance companies for policy management, but by large engineering projects for design control and parts management. Complex inventory control systems and management information systems are the order of the day. What do these systems consist of? A typical system controls scores of terminals updating multiple files, which are frequently of large size. The central machine is multiprogrammed (to give appropriate terminal response), and the software consists of a combination of vendor (or software house)-supplied operating system and database management software, together with user written code for database access and transaction processing.
Many of the key techniques employed in the vendorsupplied software (and in the hardware to support it) have origins in the timeshared operating systems developed at universities. For example, virtual memory and the associated storage management techniques, which were developed for timesharing, are almost universally used to accomplish the required multiprogramming.
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Similarly, the file protection mechanisms so important in this environment have their origins in early university attempts to achieve user protection with selective sharing.
In addition, dynamic storage management and reclamation, which were first explored in the contextof LISP and other early list processing-languages, have become standard in such systems. These are used not only for managing main memory, but are employed in secondary storage management as well. Not only have the software and hardware technologies used in early university systems been exported, but there is a growing trend to develop business applications (which will ultimately run in a batch environment) on a timesharing system-using the editors, interpreters, and file systems that have evolved from the original university technology.
Currently we see university systems groups anticipating the need for distributed database systems. There is a high probability that this work will influence the commercial database systems of the next decade.
Office Automation. This application, which is in its infancy, has a tremendous potential impact on the economy. As currently conceived, office automation involves a marriage of hardware and software technologies from the areas of graphics, document preparation, database manipulation, timesharing, communications technology; and networking. Again, one can show that the origins of many of these technologies have been in the universities, either in the systems groups or in some of the activities of the artificial intelligence community.
In order to compose documents combining text with pictures, one needs a high resolution, all points addressable display, backed with appropriate software. Much of the experience with such systems comes from the academic artificial intelligence community. The document composing programs had their origin at MIT under CTSS. Improvements in interfaces for handling multiple fonts, exotic layouts, and mixing of text with graphics have come from several universities.
The universities' interest in networking, supported by DARPA, demonstrated the importance of networking in an office system, and developed the first protocols for accomplishing it. This work also led to university research activities in peer networks, which is an essential piece of the technology required to build communicating offices.
Killing the Goose that Laid the Golden'Eggs. There are many other examples that follow the same pattern of small-scale university research, followed by a larger concept demonstration leading to major industrial exploitation. These developments came about because university researchers had excellent tools for early exploratory research and could marshall resources (often made available via government funding) needed for demonstrations of sufficient scale when necessary. This made the research-oriented universities very attractive as a career choice for talented computer scientists.
The current situation in computer science research seems to us to be critical. We are involved in a rapidly
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developing and growing industry. Great impetus is provided by the integrated circuit technology that will provide continuing increases in performance with reduced cost of equipment for the next decade. The growing application of computing in a variety of fields is making heavy demands for skilled people. The universities should be increasing the size and quality of research and training programs in computer science and technology. In reality, the strength of university programs in this area is declining. There are currently over two hundred unfilled faculty positions in Computer Science. A few industrial laboratories, notably IBM Yorktown, Bell Laboratories, Xerox PARC, and General Motors, have achieved eminence by providing adequate equipment support for their computer researchers. By contrast, the experimental facilities at universities, remaining from timesharing and networking experiments, are largely obsolete and no adequate plan for their replacement is presently available. If the situation persists there will be an accelerating flight of good research people from universities to the industrial activities. Similarly, students who might otherwise stay on in universities for advanced work are finding the work in industrial laboratories more attractive.
There is universal agreement that the strength of academic computer science must be increased. Surveys [2, 3] have shown a demand for computer personnel at all levels far in excess of the available supply. Even more disturbing is the indication that the number of doctorates in computer science has actually decreased for the last two years [3] . We have concluded that, because of its leverage in stimulating research, retaining faculty, and capturing the interest of superior students, the most important requirement is the establishment and maintenance of outstanding university research facilities. Section 1I of this report discusses the facilities issue in more detail. Section III presents a number of specific recommendations for solving the facilities and other problems, organized by the sector which could take the lead role in each action.
II. Facilities and Equipment
Computing systems, both hardware and software, serve in two different roles. First, they serve as tools to manipulate information in a variety of technical disciplines. Physicists, engineers, chemists, business people, and social scientists all use computing in their research. A second role for computers, which is much more important to experimental computer science, is their role as objects of research experimentation. Just as transport aircraft serve a large segment of the population, so do computers. Just as the aircraft research community needs experimental aircraft, so the computer science research community needs experimental computers. Usually these must be different computers from those in general service not only because they are different in structure (the X-15 is different from the 747), but also because they are operated in a different regime. (The X-15 would not be as useful as an experimental machine if it also had to provide routine service.)
Experimental computer research requires testing of new ideas. Often these tests-to achieve an appropriate scale-require many users, many systems, much development, and much programming. These tests are correspondingly expensive. Consider, by analogy, the problems in scale of testing a new air traffic control feature in the nation or a new aircraft maintenance strategy in an entire fleet. Similarly, many experiments in timesharing and networking of computers have been very expensive and extensive. Nevertheless, academic institutions have had, and can continue to have, a role in this experimentation, and that role is essential to their continued health as educational institutions in the art and science of computing. Without a significant research role the universities lose their cadre of excellent people, and an inevitable deterioration results that affects the quality of faculty and graduates.
Computer systems experimentation and invention occurs in an environment of a researcher's assumptions and expectations. Getting this environment right critically affects the quality and extent of creative work. Computing research is tackling problems of increasing complexity which often cannot be theoretically modeled, necessitating an experimental approach that requires adequate equipment. A quick study shows that a few leading industrial research activities in experimental computer science are capitalized in the range of $40-60K per research professional. A very few major university experimental systems activities are capitalized in the range of $15-25K per professional. The vast bulk of other university efforts in computer experimentation have well below $10K of capital equipment per researcher, making their efforts marginally viable. The current pace of technological change is so rapid as to make a large portion of this capital equipment obsolete every few years.
We can easily identify a series of major systems experiments which have been undertaken successfully by universities and transferred to routine use. Let us review them here to see the pattern which emerges.
In the very early days of computing the universities made a major contribution to computation. Many early machines were built in universities, includ!ng Pennsylvania, Harvard, MIT, Illinois, Michigan, UCLA, and others. These machines not only provided a valuable base of university research which served to train a first generation of computer people, they also provided a counterpoint of architectural exploration which taught industry the fundamental architectural notions in use today. These efforts were mostly at a staff level of 20-50 FTE, which required the combined resources of several faculty members and their students with a base of technical support. In today's terms, these were each projects of about a million dollars per year. This early period was followed by a major investment in computing equipment made by NSF. Over the period 1957-1972, NSF purchased $85 million worth of
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computing equipment for universities. Donations from manufacturers raised the total investment still higher. Although most of this equipment was for general campus use, it served as the research base of computing equipment on which the first computer software efforts in universities were founded. MIT, Carnegie, Berkeley, Stanford, Michigan, and many others used these facilities with great effect in establishing the teaching of software, as well as in major research contributions. The most advanced experimental computing facilities in universities also attracted imaginative workers from other disciplines and continue to do so where they exist. A second round of major experimentation that began in the early 1960s centered around timesharing. The idea was that very rapid access to computing could multiply the effectiveness of researchers substantially. This idea was well supported by several sources, but mainly by the Defense Advanced Research Projects Agency (DARPA). Critical mass activities were established at MIT, Carnegie Tech, Berkeley, and SDC to spearhead this activity. These activities later saw realization as commercial products in the Digital Equipment Corporation PDP-10, the SDS-940, and the GE Honeywell Multics system. Essentially all major computers sold in this country now have timesharing capabilities.
The critical mass for major systems work in timesharing systems was somewhat larger than earlier projects required, because the systems were substantially more complex. Groups with 50 or so coordinated workers were typical with budgets in the range of one to three million dollars per year. The capital investment in a computer system for timesharing research often exceeded $1 million. This activity moved into commercial exploitation in its time, but the legacy of this period is still to be seen in many academic departments. Facilities built up during this period are still being expanded, though the technology to support them is over a decade old.
In the very early seventies another systems idea emerged which could provide focus for experimental computing activity. This was the notion of networking. If computers could communicate with each other automatically, then researchers at a variety of locations could be coupled together just as timesharing systems had coupled the researchers in individual locations. This idea, again funded by DARPA, started another round of systems experimentation. The lead in making a working and reliable nationwide network system was taken by a commercial firm (BBN), but major contributions to theory and experiment were provided by a community of university researchers.
Because multiple computers and vast software systems were involved, the networking experiment critical mass was substantially larger than the timesharing critical mass. Networking could provide a cohesion between universities which has had an important multiplier effect on the computer science research community. It provided mobility to researchers because they could demonstrate and work on their programs anywhere via the network. In turn, the ideas behind this major experiment have moved into commercial exploitation. Telenet, SBS, and the recently announced Bell ACS systems can in part trace their origins to this major systems experiment. A major new national capability has been created. This brings us to the present time. The era of the microcomputer has arrived because of advances in microcircuit technology. Computer' science experimentalists are eager to explore the potential of large communicating clusters of microcomputers, and would willingly experiment except that adequate equipment is not available. Although one might think that microcomputer experimentation would be inexpensive, it is not, for the investment in software required is substantial and is only reasonable to generate for large groups of users. The problem is not how to get a single microcomputer, but how to get one or more for many researchers in a community and link them together. What use is only one telephone? So, too, the microcomputer will be our digital communication device of the future. Thus the capitalization required for the upcoming generation of research, though less than that required for early networking, is still significant. For research on the design and synthesis of microcomputer elements themselves, the capitalization required is generally beyond the capacity of any university and some shared resources are required.
Another area of current experimental research is advanced applications of computers. Experimentalists are using the increased computing power now available to attack a whole range of problems, e.g. vitamin synthesis, speech recognition, algebraic computing, etc. This research requires large computing resources to write and run meaningful programs, but such resources are available at only a few institutions. For several lines of research, such as machine vision and robotics, a significant amount of special purpose hardware is also required.
One conclusion to be drawn from the above is that adequate experimental facilities for computer systems research are at least a necessary condition for reversing the decline of university experimental computer research capabilities and ensuring an adequate output of trained computer system professionals. The experimental facilities must be provided within the following guidelines:
1. Principles of critical mass must be observed. Enough capital resources for each project are needed to put an experimental project into a mode where creative energy goes into solving problems and not on scrounging for survival. Fewer but larger grants are appropriate if no additional resources can be brought to bear on the problem.
2. Necessary capital resources are needed at the beginning of a project, and these resources'should be under control of the research project without undue administrative interference.
3. Capital resource investments will be required on a continuing and recurring basis. The rapid pace of computer technology development makes obsolescence particularly critical for experimental systems research which almost by definition requires cutting edge facilities. The
500

Communications
September 1979 of Volume 22 the ACM Number 9 rapid pace of obsolescence should be a recognized factor in the funding plans for computer science research. For example, these principles could be implemented along the following lines: Each year there would be a national competition for five resource grants averaging $2 million capital expenditure each. Each grant would include maintenance support totaling 10 percent of the capital cost yearly for five years. A university could apply for a new award at the end of the five-year program. In five years, such a program would produce 25 well equipped university laboratories for a total cost of about $15 million yearly.
III. Courses of Action
Given that academic computer science is of national importance and that equipment is one of the core problems, what can be done? This section outlines a number of directly relevant solutions, organized by the sector which should initiate the action. Many of the recommended actions require cooperation between two or more sectors. In cooperation with the universities, private foundations could also play a major role in achieving the goals of this report.
A. Courses of Action by Universities
Universities can play a role in encouraging students and faculty to remain to study and carry on their research, just as government and industry can. In particular, it is necessary for universities to recognize the competitive market that exists today, and provide for adequate incentives to retain both faculty and graduate students as is currently done in fields like management and medicine. Support must be provided for university computer centers where the facilities and staff play an important role in creating an attractive environment for computer research. In addition, there must be recognition of the nature of research in the systems area, including the experimental aspects and the amount of time and energy needed to carry out such research. A problem often stated by junior faculty is that theoretical computer scientists can produce papers much faster and have an unfair advantage in the tenure race. If better hardware and software facilities were available, some of this experimental cost in time and energy could be reduced, but the quality of performance still cannot be assessed by counting publications.
Although the kind of funding needed to bring facilities to an attractive level is large, universities do have equipment budgets which could be used on a (not necessarily equal) matching basis to attract outside capital funds. This would require internal reallocation from the more established disciplines.
B. Courses of Action by Industry
There can be more effective coupling between universities and industry through the flow of money, equipment, ideas, joint research, and joint appointments. Government policy in the form of tax incentives could stimulate the flow.
Although some money is given to universities on an unrestricted basis, this is relatively rare. More commonly there is a flow of resources from industry in various forms, in exchange for university research. There are the usual problems in terms of whether there will be too much interference or direction. In some cases, universities are simply engaging in contract development. This may not be bad per se, particularly when universities are trying to bootstrap their way to the state-of-the-art. One way to achieve a broader channel of research flow would be through an independent private foundation sponsored by industry and responsive to general rather than specific needs.
Currently the flow of people is perceived to be only out of the university in the form of students at all levels, of faculty, and even of operational staff. A number of policies and attitudes can effect the flow. The possibilities include:
1. Graduate (master's level) study programs and Ph.D. fellowships. Bell Laboratories has been a leader in programs of this sort.
2. Exchange sabbaticals both at the university and in industry. Government or Foundation subsidies may be required to help cover salary differentials, but such programs cannot succeed if the universities are not adequately equipped.
3. Postdoctoral studies within industrial labs may be undertaken, but may require external funding.
Flow of Money, Equipment, and Services
There are many ways, besides outright cash gifts, by which industry might help universities. Some of the possibilities are:
1. Use of facilities. There is high cost equipment that could be made available. A somewhat more liberal tax program would stimulate this use. Most organizations have interactive computers that could be used on an off prime time basis. The use of semiconductor fabrication equipment is also possible; in fact, if universities are to be involved in any computer systems research in the future, it is essential that they engage in research on the design and fabrication of semiconductors. We know almost no universities that can afford the capital equipment necessary to make semiconductors.
2. Valuation of software on a list price basis-or at least on a developmental cost basis. Under the current tax structure, gifts of software are only deducted at the pro rata manufacturing cost, which is essentially zero.
3. Hardware can be given outright, and the only tax allowance is the incremental manufacturing cost. A more liberal allowance would permit various costs associated with the particular product to be included in the deduction including development and service costs.
4. Service-oriented companies such as AT&T and Xerox could provide their services.
5. In order to build up hardware facilities, a federal loan program with insurance such as that of the student loan program could provide the mechanism to get facilities into existence quickly.
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computing in the late 1950s until the Consent Decree and subsequent antitrust activity made this infeasible.
Flow of Research
The most effective way to bring up the levels in both industry and education is through joint research. While one can argue about whether any work should be done on a quid pro quo basis by the university, the fact is that a quidpro quo arrangement solves the fundamental problem of technology and idea transfer, given that results arise from the research. The methods:
1. Quid pro quo using money, resources, and people furnished in exchange for research.
2. Consortia. There is currently a small number of research groups that are funded by a consortium of companies. The direction is set by the university, but there are meetings of the consortium members where results are presented and members express concern about direction. Federal patent policies have been a barrier to this kind of effort in a number of cases.
3. NSF-supported joint university-industy research projects. These are just starting and promise to be an effective way to both couple and support research. If equipment is an allowable form of payment by industry, then this can be even more effective in stimulating flow.
C. Courses of Action by Government
Government can assist in many ways to increase the personnel and resources available to universities for computer systems work.
Reassessment of Resource Allocation
The clear shortage of computer systems researchers and facilities calls for a significant allocation of funds. Within NSF, the computer sciences should be organized as a distinct discipline. In addition to more total dollars being needed for computer science support, the current computer systems shortage could be helped by changing the split between support for theoretical and systems work. Unless the total resource available grows, support for some current programs will have to be cut to accommodate the high priority needs of Computer Systems work. A particular funding program is proposed and defended in Section II of this report.
Government Policy Reevaluation Industry contributions to universities could be effectively multiplied by a revised interpretation of what donations qualify as deductible contributions. In particular, enabling equipment donations to be written off on the basis of a fraction of list price rather than internal cost would help. So would a revised view of the capital value of software. It is also time to reevaluate government antitrust actions for their effect on university education and research. Section III.B contains further discussion of the interplay of government and industrial actions.
Research Career Development A wards NSF and other government agencies should consider Computer Systems Career Grants for young faculty. There is a very successful program of this kind sponsored by the National Institutes of Health to encourage physicians and medical scientists to pursue academic careers. These awards provide salary support for three to five years; there are currently about one thousand awards outstanding. One difficulty encountered in the NIH program is that the awards provide no facilities support.
Fellowships for Ph.D. study could be made available with obligation to continue in university teaching/research for some period beyond the completion of the Ph.D. degree. Faculty whose skills have become less current could be encouraged by grants to retrain and participate in ongoing research projects to become upto-date.
Distinguished visitors to universities from industry should be encouraged. Financial support to universities to attract visiting industrial fellows should be available to bridge the gap between what universities can pay, what industry will contribute, and the salary level required by such visitors.
Lead Agency It is important that a "lead agency" be designated to promote computer science. The departmental location of the activity is much less important than the generality of its charter. Much of the nation's current strength in computing resulted from farsighted leadership from first ONR and NSF, and later DARPA. Although young as a discipline, the computer science community has an impressive record of providing the leadership for governmental activities of appropriate scope. A national commitment to the fundamental strength of experimental computer science is the most important recommendation of this report. We believe that the case for it is clear.
Conclusion
Computer technology and academic computer science have a large and growing role to play in the nation's future. Universities continue to attract many of our best minds because of their dedication to basic knowledge and because of the excitement of working with students. The situation in experimental computer science has slipped in recent years and should be improved. Resolute action by all parties, but particularly by the Federal Government, can help to correct the present serious situation. The Resource Grants Program described in Section II and Career Development awards are two suggestions which could be implemented in the near-term by NSF with considerable benefit to our national position in computer science.
