A time discretization method is called strongly stable, if the norm of its numerical solution is nonincreasing. It is known that, even for linear semi-negative problems, many explicit Runge-Kutta (RK) methods fail to preserve this property. In this paper, we enforce strong stability by modifying the method with superviscosity, which is a numerical technique commonly used in spectral methods. We propose two approaches, the modified method and the filtering method for stabilization. The modified method is achieved by modifying the semi-negative operator with a high order superviscosity term; the filtering method is to post-process the solution by solving a diffusive or dispersive problem with small superviscosity. For linear problems, most explicit RK methods can be stabilized with either approach without accuracy degeneration. Furthermore, we prove a sharp bound (up to an equal sign) on diffusive superviscosity for ensuring strong stability. The bound we derived for general dispersive-diffusive superviscosity is also verified to be sharp numerically. For nonlinear problems, a filtering method is investigated for stabilization. Numerical examples with linear non-normal ordinary differential equation systems and for discontinuous Galerkin approximation of conservation laws are performed to validate our analysis and to test the performance.
Introduction
When discretizing hyperbolic conservation laws, a stable spatial discretization may result in a method-of-lines scheme of the form
where (V, ·, · ) is a real inner-product space. Under the associated norm · = ·, · , the solution to (1.1) obeys the energy decay law
For time integration of (1.1) with Runge-Kutta (RK) methods, if the monotonicity of the solution norm is preserved in the discrete sense
possibly under an appropriate time step constraint, then the method is called strongly stable.
It is also referred to as monotonicity-preserving or contractive in the ordinary differential equation (ODE) literature.
Compared with a weaker type of stability u n+1 ≤ (1 + Cτ ) u n (where τ is the time step size), strong stability has received particular attention in certain scenarios. Firstly, the weaker stability implies u n ≤ Ce CT u 0 , which means the solution norm may grow exponentially with respect to the final time T [19] . The strong stability, which offers u n ≤ u 0 , maintains better control on the solution after long time integration. Secondly, strong stability also connects to contractivity of the time integrator [2] . It guarantees that the numerical error in each time step will not be amplified during the time integration. Finally, for discretizing conservation laws, the strong stability retrieves the entropy inequality under the square entropy functional. Obeying such entropy inequality is crucial for capturing the physically relevant solution. Numerous efforts have been dedicated to semi-discrete entropy stable schemes [42, 14, 13, 4, 1, 5] . However, this property may not be preserved after time discretization [26, 27] . Enforcing strong stability is usually the first step towards a fully discrete entropy stable scheme.
For hyperbolic conservation laws and many other problems, explicit RK methods are widely used due to its simplicity and capability to be incorporated with limiters for suppressing spurious oscillations and preserving physical bounds. See [16, 11, 54, 55, 49, 48, 31, 18, 37, 38] and references therein. Compared with implicit time integrators (such as algebraically stable methods [2] ), strong stability of explicit RK methods is not well understood until recently. Classical eigenvalue analysis can be used for analyzing linear problems with normal operators, but they may fail for non-normal problems. It could give a wrong bound for time step constraints [21] , or even misjudge the strong stability of a method [40] . The energy methods are hence used for analyzing non-normal problems. For coercive operators, after the earlier work by Levy and Tadmor [25] , in [16] , by exploiting the strong-stabilitypreserving formulation, the authors showed that all linear RK methods are strongly stable.
This coincides with the analysis on conditional contractivity of explicit RK methods in the ODE literature [36, 24] . For general linear noncoercive operators, besides analysis for particular RK schemes [45, 40, 33] , in [41] , a unified framework is established to analyze RK methods of arbitrary order. In particular, we proved that for p-stage pth order linear RK methods, the methods are not strongly stable if p ≡ 1 (mod 4) or p ≡ 2 (mod 4), and the methods are strongly stable if p ≡ 3 (mod 4). Another stream of studies particularly focuses on discontinuous Galerkin (DG) operators for linear conservation laws. Besides stability results that are consistent with those for general operators, it is also shown that the methods can achieve strong stability with extra low order spatial polynomials [53, 39, 50, 51] . For nonlinear problems, counterexamples were given by Ranocha in [32] showing that various explicit RK methods do not preserve strong stability and order barriers were proved for certain strong-stability-preserving RK methods. Further recent studies on criteria for nonlinear problems can be found in [35] .
Due to the importance of strong stability and the negative fact that the property is not typically preserved, it is natural to pursue remedy approaches to stabilize explicit RK methods. In [23] , Ketcheson proposed the relaxation RK methods to enforce strong stability, which introduces a relaxation factor computed from intermediate stages for updating the solution increment. Soon in [34] , this method is generalized to convex functionals for designing fully discrete entropy stable methods for Euler and Navier-Stokes equations. In this paper, we investigate another stabilization approach based on superviscosity (or hyperviscosity), a numerical technique commonly used in spectral methods. See [30, 44, 17, 46] and references therein. The idea for superviscosity is to add an additional high order derivative term, which penalizes the high-frequency modes of the solution to provide extra regularization and to damp the solution norm. For scalar conservation laws, the modified equation
is solved instead of the original inviscid equation. More generally, a convolution kernel can be inserted into the superviscosity term, namely ε ν − ∂ ∂x κ Q m (x, t) * ∂ ∂x κ u , to tune the inviscid spectrum and the penalization on high frequency modes. This approach is known as spectral (super-/hyper-)viscosity method and the case κ = 1 has received particular interest [43, 29, 28, 3, 22, 47] . Furthermore, it is known that the superviscosity approach is closely related with the low pass filter [15, 20] , which post-processes the solution after each time step (or every a few time steps) by directly modifying Fourier coefficients.
In this paper, we generalize the idea of superviscosity in spectral methods and incorporate it with time integrators. Our main focus is on linear autonomous problems with non-normal operators. We consider not only the diffusive superviscosity in (1.4), but also the dispersive superviscosity with odd order derivatives. The dispersive superviscosity is shown to be necessary to stabilize certain RK methods (for example, the fourth order RK method).
Two approaches are investigated in parallel. The first one is the modified method, which supplements the original semi-negative operator with a superviscosity term and then use the classical RK methods for time integration. The second approach is the filtering method, which post-processes the solution of the original RK methods by solving a diffusive and (or) dispersive problem with small superviscosity. Both methods are shown to be able to stabilize RK methods for linear problems. Furthermore, we provide a bound on superviscosity that is needed to enforce strong stability. Up to an equal sign, the bound for diffusive superviscosity is proved to be sharp and the sharpness for the general dispersive-diffusive case is also confirmed numerically. Moreover, the inclusion of superviscosity in the time integrator will not cause accuracy degeneration. For nonlinear problems, a filtering approach with diffusive superviscosity is considered. The amplitude of the superviscosity term is calculated from the previous solution and the preliminary solution. Note the discretization in this paper would retrieve (or be very close to) the classical approaches with spectral methods for spatial approximations, whose performance has been well studied in the literature. To avoid repetition, we will use an ODE problem and DG approximations of conservation laws for numerical examples.
The rest of the paper is organized as follows. In Section 2, we review estimates in [41] for understanding the energy change of classical explicit RK methods in each time step. In Section 3, the modified and the filtering methods are presented for linear problems. We estimate the energy change between the solution given by classical RK methods and the stabilized solution. Then we combine it with results in Section 2 to conclude the superviscosity approach is able to enforce strong stability without affecting accuracy order. The technical proof of Lemma 3.1 is given in Section 4. In Section 5, we briefly discuss a filtering method for nonlinear problems. Numerical tests are presented in Section 6 to validate our analysis and the conclusion is given in Section 7.
Preliminaries: RK methods for linear ODEs
In this section, we review some of the results in [41] , which sets the foundation for analysis in this paper.
Suppose F (u) = Lu is linear in (1.1). In other words, we consider the semi-negative linear autonomous system
A consistent explicit RK method for (2.1) with the input u 0 and time step τ > 0 takes the
The method is (linearly) pth order if and only if α k = 1 k! , ∀k ≤ p and α p+1 = 1 (p+1)! . By taking inner-product with itself on both sides and subtracting u 0 2 , one can see the energy change after one time step of (2.2) is
We introduce the semi-inner-product 3
and denote by v = [v, v] the induced semi-norm. After repeatedly using the identity
5)
one can rewrite the energy equality (2.3) into the form As has been shown in [41] , for Z = τ L ≤ λ ≪ 1, the sign of the energy change is determined by its low order terms. We introduce the definition below to facilitate our discussion.
Definition 2.1. The leading index, k * , is the index of the first nonzero β k . In other words, β k * = 0 and β k = 0, ∀1 ≤ k < k * . The leading submatrix Γ * := Γ k * −1 = (γ i,j ) 0≤i,j≤k * −1 is the k * th order symmetric matrix given by the coefficients γ i,j .
Throughout the paper, we use ξ(·) andξ(·) to represent polynomials, whose coefficients may depend on {α k }, µ and ν, but are independent of λ, τ and the underdetermined parameter ε. Following lines in [41] , one can obtain an energy estimate from (2.6).
Proposition 2.1. Suppose E * = diag(e 0 , . . . , e k * −1 ) and Γ * −E * < 0. There exists a constant λ ≪ 1, such that
To better characterize the energy change, we need to know values of k * , Γ * and β k * . This has been investigated in [41, Lemma 4.1]. Proposition 2.2 is its corollary with results that are needed in this paper.
1. If p is odd, then k * = p+1 2 and Γ * < 0.
2. If p is even, then k * ≥ p 2 + 1 and Γ p 2 −1 = (γ i,j ) 0≤i,j≤ p 2 −1 < 0.
3. For p-stage pth order linear RK methods, we have
(b) if p is even, then k * = p 2 + 1 and β k * = (−1) When p is even and k * = p 2 + 1, Proposition 2.2 indicates that there exists µ 0 such that Γ * − diag(0, · · · , 0, µ) < 0 if µ > µ 0 . We can take E * = diag(0, · · · , 0, µ).
Modified and filtering methods for linear problems 3.1 Methods with superviscosity
The modified method: For the modified method, we use the original RK method to solve the modified ODE,
2)
and L ⊤ is the adjoint operator of L in V . In other words, we set
as the solution at the next time step. The µ term corresponds to dispersive superviscosity and the ν term corresponds to diffusive superviscosity.
When µ > 0 and ν < 0, the modified operator is weakly coercive. The superviscosity term introduces extra dissipation in the operator, which helps stabilize the method.
The filtering method: For the filtering method, we use u + defined in (2.2) as a preliminary solution, and then apply the superviscosity filter.
The filtering method can be interpreted as a splitting approximation to (3.1).
We first use the original RK method to solve d dt u = Lu and then use Euler forward method to solve d dt u = L − L u.
It can be seen that the difference between the modified and the filtering method is only a high order term. Hence the performance of two methods is quite similar, especially when the time step is small. This is confirmed by our analysis and numerical tests. From a practical point of view, the filtering method seems to be more efficient.
Main results
In Lemma 3.1, we establish an inequality between solution norms of the original method and the stabilized methods. The proof will be given in Section 4.
Lemma 3.1. For any µ and ν with µ = 0 for p = 1, there exists a constant λ, such that for
6)
and
where # ∈ {F, M}.
Theorem 3.1 confirms that, for linear autonomous problems, it is always possible to enforce strong stability by adding sufficiently strong superviscosity. Furthermore, this procedure does not affect accuracy order of the original method.
Theorem 3.1. For an RK method with k * = ⌈ p+1 2 ⌉, the corresponding modified and filtering methods are (linearly) pth order accurate and are strongly stable, if ν < ν 0 = − β k * 2 and 1. µ = 0 for odd p, 2. µ > µ 0 for even p.
Here µ 0 is a real number so that Γ * − diag(0, · · · , 0, µ 0 ) ≤ 0, whose existence has been confirmed in Remark 2.1.
Proof. We first prove strong stability. If p is odd, for µ = 0 and λ ≪ 1, we combine (2.7)
and (3.6) (with ε = 1 and E * = 0) to get
8)
The right hand side is negative when ν < − β k * 2 and λ ≪ 1. If p is even, then we have k * = p 2 + 1 under our assumption and Γ * − E * (µ 0 + ε) < 0, ∀ε > 0 according to Remark 2.1. Combining Proposition 2.1 and Lemma 3.1 gives
Therefore, when µ > µ 0 and ν < ν 0 = − β k * 2 , we can choose ε > 0 sufficiently small, such that ε|µ| − µ + µ 0 + ε < 0, and then take λ ≪ 1 to make the second term negative. Hence the method becomes strongly stable under our choices of µ and ν.
To show they are still pth order accurate, we note that
Under the assumption k * = ⌈ p+1 2 ⌉, for odd p with µ = 0 and even p with µ = O(1), the superviscosity adds an extra O(τ p+1 ) term in the truncation error. Therefore, it will not affect the accuracy order of the time integrator, which completes the proof. Proof. Consider an energy conservative problem with Lv, v = 0, ∀v ∈ V . Let ε = 1 in (3.7), we have
Then by substituting (2.6) into the estimate above and noting that [·, ·] = 0, one can see
(3.12)
As λ ≪ 1, and ν > − β k * 2 , the right hand side is positive whenever Z k * u 0 = 0. Hence the methods are not strongly stable.
Remark 3.3. In Theorem 3.1, whether the equal sign can be taken may depend on the original RK method. The sharpness of µ 0 is verified numerically in Section 6.
Proof of Lemma 3.1
In this section, we prove Lemma 3.1. Only (3.6) will be considered and (3.7) can be shown following the same blueprint. The main idea is to estimate the high-order terms and keep only the crucial parts in
We start with introducing a few inequalities that will be used in the proof. Then energy estimate for the filtering method will be proved. Finally, we investigate the modified method. 
A few inequalities
shown after taking the square root on both sides of the inequality. Lemma 4.2 will be used in the proof of the filtering method.
and similarly
by using the triangle inequality, one can obtain
(4.7)
2. We use the definition of v + to get
We then apply Lemma 4.1 to obtain
Therefore, with Cauchy-Schwartz inequality and the arithmetic-algebraic inequality 2|ab| ≤ 1 ε a 2 + εb 2 , one can get 
where η(·, ·) is a polynomial with two non-communicative variables.
Proof. 1. Using discrete integration by parts (2.5), one can get
Then we use Cauchy-Schwartz inequality and the inequality |ab| ≤ εa 2 + 1 4ε b 2 to get
2. For (4.11), again we first use (2.5) to get
Then by using a similar estimate as that for (4.11), one can obtain
(4.16)
The proof is then completed after using the fact η(Z, Z ⊤ ) ≤ ξ(λ).
Proof of the filtering method
In this section, we prove (3.6) in Lemma 3.1 for the filtering method.
Proof. Taking inner-product of (3.5) gives
(4.17)
Here we have used the fact 2 Zv, v = − v 2 . Invoking Cauchy-Schwartz inequality and the estimate in (4.5), we get
under the assumption k * = ⌈ p+1 2 ⌉ and µ = 0 when p = 1, we have
On the other hand, we apply Lemma 4.2 to obtain
(4.21)
Therefore, one can substitute (4.19), (4.20) and (4.21) into (4.17) to get
(4.22)
Proof of the modified method
Next, we prove Lemma 3.1 for the modified method.
Proof. Since
we then need to evaluateZ l − Z l for energy estimates. Note that
where P l = (µI + νZ ⊤ )Q l and
Therefore,
After taking the inner-product with itself on both sides, one can get
(4.27)
We then consider the case µ = 0 and the case µ = 0, p ≥ 2 separately. Case 1. (µ = 0.) Suppose µ = 0, then using the definition of u + , we have
(4.28)
Since Q 1 = I and α 1 = 1, one can get
Here η(·, ·) is a polynomial with two non-commuting variables and η(Z, Z ⊤ ) ≤ ξ(λ).
Therefore, we can expand the inner-product term with (4.28) and (4.29), and invoke Cauchy-Schwartz inequality to obtain
Since 2k * ≥ 1, we can substitute (4.30) and (4.31) into (4.27) to get
Since p ≥ 2, we have α 2 = 1 2 . By using the expression Q 1 = I and
(4.34)
We can then plug in (4.33) and (4.34) to expand the inner-product term in (4.27).
(µZ
where we have used the identity 2 Zv, v = − v 2 and we denote by
Applying (4.11), one can get
Note that p ≥ 2 implies k * ≥ 2. Then we use Cauchy-Schwartz inequality to estimate the first term and (4.12) for the second term in S, which gives
Combining (4.35) -(4.38), it can be seen that
(4.39)
Finally, since 2k * − 2 ≥ 1 for p ≥ 2, we have
The proof of the modified method can then be completed by substituting (4.39) and (4.40)
into (4.27) .
A filtering method for nonlinear problems
For linear problems, Theorem 3.1 states that the strong stability can be enforced with fixed amount of superviscosity. However, for nonlinear problems (1.1), similar analysis no longer goes through. Motivated by the procedure in [23] , we pursue the approach on using the information of the numerical solution to adjust the strength of the superviscosity, which leads to the following adaptive filtering method.
The filtering method with adaptive ν: Let u 0 be the solution at the current time step, and u + be the solution obtained by the usual RK time integrator. For a given operator D : V → V , if Du > 0, then we apply the filter
The discussion for linear problems motivates us to choose D = Z k * , while it can be arbitrary in general.
Proof. If ν = 0, then from (5.1), we see that u F = u + and u F = u + ≤ u 0 . Otherwise, ν < 0 and u + > u 0 . By taking inner-product of (5.1) and using Cauchy-Schwartz inequality, it can be shown that,
which completes the proof. 
Hence when D ⊤ Du + Du + 2 = O(1), the filtering process will not affect the accuracy. , which can be stricter than the usual time step constraint. Similar conditions are also required to achieve weak stability for non-strongly-stable schemes [50] . )
If the mass conservation is not a concern, one can take D = I for stabilization. Since
the strong stability is automatically maintained if D + u = 0.
For ODE systems resulted from semi-discrete schemes of conservation laws, we can take D to be a conservative approximation of ∂ k * x for preserving the total mass. This retrieves the idea of superviscosity in the context of spectral methods. Note that Du + = 0 happens in very rare case. For example, with periodic boundary condition and with Fourier spectral approximation of ∂ x , the case Du + = 0 happens only when u + is a global constant.
Numerical examples
For numerical tests of linear problems, unless otherwise stated, we consider the p-stage pth order linear RK method
The critical values for superviscosity terms are given in We also summarize the notations used in Table 6 .2.
A non-normal linear ODE test
In this numerical test, we consider a linear 
Norm of RK operators
We first examine the norm of RK operators with different magnitude of superviscosity. As we can see from Table 6 .3, the original first, second and fourth order RK methods can not ensure R p (Z) ≤ 1 under small time steps and are hence not strongly stable. While after adding the superviscosity terms with µ > µ 0 and ν < ν 0 , even though the deviation of µ and ν is only one percent away from the critical values, we have R p (Z) ≤ 1 with τ sufficiently small. Both the modified and the filtering approach can stabilize the methods and their difference is quite small, especially when τ approaches zero. It should also be noted that, for the fourth order methods, if µ = 0, even when ν is as negative as −100, the method would not be strongly stable for small τ . This validates the necessity to include dispersive superviscosity. The original third order RK method itself is strongly stable. If we add an anti-superviscosity term to the method, the method is still strongly stable if ν ≤ ν 0 , which also indicates critical values given in Section 3 are sharp. Table 6 .4: Accuracy test in Section 6.1.2 for the modified and filtering methods with a non-normal ODE system.
Accuracy test
Then we test the accuracy of the modified and the filtering RK methods. The initial condition is taken as u(0) = (1 1 1) T and the exact solution of the initial value problem is
In Table 6 .4, we document the l 2 error of the solution. It can be seen that, when ν = O(1), the modified and the filtering RK methods maintain the original order of accuracy. If we have µ = O(1), methods of even order still achieve the designed convergence rate. But the odd order methods may have a degenerated order of accuracy. This confirms our requirement µ = 0 for odd p.
DG method for linear advection equation
In this test, we study the modified and the filtering methods for time integration of the linear advection equation
with the periodic boundary condition. DG method is used for spatial discretization. Here we only introduce the most basic concepts that are needed to explain our numerical scheme.
For the systematic explanation of the method, we refer to a series of paper by Cockburn et al. [9, 8, 7, 6, 10] .
We consider a uniform partition of the spatial domain Ω = (0, 2π) = ∪ N j=1 I j with the mesh size h. Let P k (I j ) be the linear space spanned by polynomials on I j with degree no larger than k. We take the discontinuous polynomial space
as the finite element space. Since functions in V h can be double-valued at the cell interfaces, we use v + and v − to represent the right and left limits of v.
For the DG approximation to (6.4), we look for u h ∈ V h , such that for any v ∈ V h ,
Here u = 1−α 2 u − h + 1+α 2 u + h is the numerical flux. α = −1 corresponds to the upwind flux and α = 0 corresponds to the central flux.
We introduce the operator L α : V h → V h , that is uniquely determined by the variational
and we consider the L 2 inner-product on V h . Then it can be shown that
and (see, for example [39] and [52] )
For α ≤ 0, the semi-discrete scheme satisfies
(6.10)
Norm of the RK operators
Again, we begin with testing the norm of RK operators. It can be shown that, the operator Z does not explicitly depend on the spatial domain Ω. Instead, it relates with the order p, polynomial degree k, the number of spatial mesh N and the CFL number τ h . We fix N = 10 in the test. The detailed examination is given in Table 6 .5. One can see from the table, with the prescribed ranges of superviscosity in Section 3, both the modified and the filtering methods are strongly stable for sufficiently small τ .
Accuracy test
Then we examine the accuracy of the fully discrete scheme with modified and filtering time integrators. We solve the linear advection equation (6.4) with the initial condition u(x, 0) = e sin(x) . The upwind DG method (α = −1) with polynomials of degree k = p − 1 is used for the spatial discretization. We compute with the time step τ = 0.02h to the final time T = 1.
The difference between the modified and the filtering method is quite negligible. They both achieves the designed convergence rate.
Energy dissipation and compensation
We now use particular initial value problems to illustrate how the extra superviscosity terms would effect the monotonicity of the L 2 norm of the solution. Table 6 .6: Accuracy test in Section 6.2.2 with upwind DG discretization for (6.4) with modified and filtering methods.
For the pth order methods with p = 1, 2, 5, when coupled with P p upwind DG spatial discretization, the solution may have an increasing L 2 norm and may not even be stable for p = 1, 2 under the usual CFL condition. We attempt to enforce the strong stability by including a superviscosity term. We set the initial condition to be u(x, 0) = e sin x and use 80cell upwind DG method for the spatial discretization. The time step is set as τ = 0.05h and we compute to T = 10. As we can see from Figure 6 .1, the original time discretization methods produce solutions with an increasing L 2 norm. While by adding a small superviscosity as that indicated in Section 3, the L 2 norm becomes decaying.
Besides enforcing norm decay with superviscosity, it is also possible to compensate the solution with anti-superviscosity to avoid the over-damping of the solution after long time simulation, which is especially notable for high frequency waves. If the anti-superviscosity term does not exceed the bound in Section 3, the method would still be strongly stable.
In Figure 6 .2, we use u(x, 0) = sin(5x) as the initial condition and use the third order time integrator with P 3 upwind DG method for simulation. 20 mesh cells are used over the domain. We take τ = 0.1h and compute to T = 1000. As we can see, the solution with the original third order RK method has been severely damped. While after applying anti-superviscosity, the solution maintains the amplitude reasonably well. We use a similar setting and compute with the DG scheme using the central flux. Similar difference in the solution amplitude is observed after very long time T = 10000. One can also see from the figure, the modified and filtering methods have a smaller decay in L 2 norm, and can capture the energy evolution better. However, since they are still strongly stable methods and the solution norm are decreasing with respect to time, if we take a larger final time T , the solution amplitude will still be damped. 
Discontinuous initial data
Next, we apply the modified and filtering RK method to (6.4) with a discontinuous initial condition u(x, 0) = 1 [ π 2 , 3π 2 ] (x). When upwind DG method is used, the numerical solution We then switch to the central flux to test the problem. See Figure 6 .7, where P 4 polynomials with the fifth order time integrator is used. The total number of mesh cell is N = 80 and the time step is τ = 0.05h. With the usual time integrator the solution is highly oscillatory and the solution norm increases with respect to time. When we add the superviscosity with ν = − 1 720 , the solution norm decays and the solution is slightly less oscillatory compared with the original ones. When a stronger superviscosity with ν = −2 is applied to the problem, the solution seems to be smoothed out. 
DG method for Burgers equation
Finally, we test the adaptive filter in Section 5 with D ≈ τ k * ∂ k * x to the Burgers equation
The DG spatial discretization is used for spatial discretization. In other words, we look for
Here we take the entropy conservative flux f = 1
We will use P 2 -DG with the second order RK method, and P 4 -DG with the six-stage fifth order Fehlberg method [12] for time discretization.
First we test the accuracy for the Burgers equation with adaptive superviscosity. The final time is set as T = 0.3 and the time step is τ = 0.05h. The asymptotic convergence rate is two for the second order method and five for the fifth order method.
We then fix N = 80 and monitor the relative L 2 norm of the solution. From Figure 6 .8, we see that for the original method, the solution norm increases with respect to time. While the solution norm decreases with the adaptive filtering method.
In the end, we present solutions at T = 1.5, when the shock has been developed at x = π. The solution of the original method is highly oscillatory. Although the adaptive superviscosity damps the L 2 norm, the superviscosity may not be strong enough to suppress oscillations. When a strong superviscosity term is applied through the filter, the solution seems to be smoothed out away from the discontinuity. Figure 6 .10: Solution profiles at T = 1.5, p = 5, k = 4, N = 80.
Conclusion
In this paper, we use the idea of superviscosity from spectral methods to enforce strong stability of explicit RK methods. The main efforts are put on linear ODE systems. The superviscosity is imposed either by modifying the semi-negative operator (the modified method), or by post-processing the solution (the filtering method). For both methods, we estimate the energy difference between the stabilized solution and the original solution. Then it is shown that by introducing certain amount of superviscosity, the RK method can achieve strong stability while maintaining the original order of accuracy. For diffusive superviscosity, we derive a sharp bound on the minimum superviscosity that is needed to ensure strong stability. For the general dispersive-diffusive superviscosity, the bound we provide is verified to be sharp numerically. A filtering method is then presented for nonlinear problems. Finally numerical tests are given to examine the sharpness on our estimates, the accuracy, the effect on energy evolution of the modified and filtering methods.
