This work addresses whether a reaction network, taken with mass-action kinetics, is multistationary, that is, admits more than one positive steady state in some stoichiometric compatibility class. We build on previous work on the effect that removing or adding intermediates has on multistationarity, and also on methods to detect multistationarity for networks with a binomial steady state ideal. In particular, we provide a new determinant criterion to decide whether a network is multistationary, which applies when the network obtained by removing intermediates has a binomial steady state ideal. We apply this method to easily characterize which subsets of complexes are responsible for multistationarity; this is what we call the multistationarity structure of the network. We use our approach to compute the multistationarity structure of the n-site sequential distributive phosphorylation cycle for arbitrary n.
Introduction
Given a reaction network, an intermediate is a species that does not interact with any other species, is produced by at least one reaction, and consumed by at least one reaction. Typical intermediates Y arise in Michaelis-Menten type mechanisms as c −− −− Y −−→ c , where c, c are arbitrary complexes. Removal of the intermediates of a network yields a new network, called the core network, as introduced in [8] (and further generalized in [15] ). For example, removal of Y from the mechanism above gives the reaction c → c .
We consider mass-action kinetics, such that the system of ordinary differential equations (ODEs) modeling the evolution of the concentrations of the species in time is polynomial. As shown in [8, Theorem 5 .1], multistationarity of the core network implies multistationarity of the original (extended) network, provided a technical realization condition is satisfied. Further, whether an extended network is multistationary depends only on the set of complexes of the core network that react to an intermediate. These complexes are called inputs. The subsets of complexes that give rise to multistationarity define the multistationarity structure of the core network.
In this work we present an approach to find the multistationarity structure of core networks, and thereby provide a fast way to decide whether a given extension network The structure of the paper is as follows. In §1 we introduce basic concepts on reaction networks and multistationarity. In §2 we introduce (complete) binomial networks and the determinant criterion for determining multistationarity. In §3 we focus on intermediates and give the determinant criterion for multistationarity applicable to extended networks with a binomial core network. In §4 we link multistationarity of the core and extended networks, and in particular study the multistationary structure. Finally, in §5 we expand on how to check the realization conditions. Notation. Subscripts ≥ 0, > 0 for R refer to the non-negative and positive real numbers. The sets {1, . . . , m} and {m 1 , . . . , m 2 } are respectively denoted by [m] and [m 1 , m 2 ]. In particular [m] = [1, m] . The cardinality of a set A is denoted by |A|.
Consider two vectors u, v ∈ R n . The scalar product of u and v is denoted by u · v. The vector v u is defined as 
Reaction networks
In this section we briefly introduce the ingredients from chemical reaction network theory needed in the sequel. See for example [5, 10] . A reaction network, also called a network, is a triplet of finite sets N = (S, C, R). The three sets are called respectively the set of species, complexes and reactions. The elements of C are finite linear combinations of the species with non-negative integer coefficients. The set of reactions consists of ordered pairs (c, c ) of complexes, denoted c → c .
After fixing an order on S, write S = {X 1 , . . . , X n }. We identify a complex c ∈ C with the vector in R n whose i-th entry is the coefficient of X i in c. Therefore a complex c is either given as X∈S c X X or by the corresponding vector (again denoted c).
There is a natural digraph associated with a network, with vertex set C and edge set R. We often identify the reaction network with the digraph for simplicity. The stoichiometric matrix N is an |S|×|R| matrix whose column vectors are c −c for each reaction c → c ∈ R. This matrix depends on a fixed order of the set of reactions. The (real) column space of N is called the stoichiometric subspace and is denoted by S. Its dimension, that is, the rank of N , is the rank of the network.
In this work we consider so-called mass-action kinetics. Under this assumption, the evolution of the concentration of the species in time is modeled by means of a polynomial ODE system as follows. First, a positive real number k c→c is assigned to each reaction c → c . This number is called the reaction rate constant and often written as a label of the reaction in the associated digraph. We interchangeably write k i = k c→c if c → c is the i-th reaction and write the vector of reaction rate constants k ∈ R |R| >0 , if the order of R is relevant, and k ∈ R R >0 otherwise. Next, we let x = (x 1 , . . . , x n ) denote the vector of the concentrations of X 1 , . . . , X n ; note that in examples we simply use corresponding lower-case letters to denote concentrations. Given x ∈ R n , we define the vector ψ(x) ∈ R |R| as ψ(x) i = x c , if c → c is the i-th reaction.
Now the ODE system associated with the network and k ∈ R |R| >0 is dx dt = F k (x), where F k (x) = N k ψ(x), x ∈ R n ≥0 .
Recall that N k = N diag(k). The solution to (1) with an initial condition x 0 ∈ R n ≥0 is confined to the stoichiometric compatibility class of x 0 : (x 0 + S) ∩ R n ≥0 [6, Remark 3.4] . Equations for these classes are found as follows. Let d be the corank of the network, that is, d = n − rank(N ). A matrix Z ∈ R d×n whose rows form a basis of the orthogonal complement S ⊥ of S is called a matrix of conservation laws. Then the set (x 0 + S) ∩ R n ≥0 agrees with the set
A positive steady state is a solution to the system F k (x) = 0 in R n >0 . Since we would like to treat the values of k as unknown, we view the polynomials F k,i (x) as polynomials in the ring R(k) [x] by regarding k as parameters instead of positive real numbers. When we do this, we write F i (x). Then F 1 (x), . . . , F n (x) are called the steady state polynomials of the network, and the ideal I they generate is the steady state ideal :
Throughout this work, given an element or subset B of R(k)[x], we denote by B k the specialization of B to a given value of k.
It is always possible to find a basis (a set of generators) of the steady state ideal of a network with cardinality equal to the rank of the network. Indeed, d of the steady state polynomials are redundant since they can be expressed as a linear combination of the n−d remaining polynomials. Definition 1.1. We say that a reaction network is multistationary if there exists a strictly positive vector k ∈ R |R| >0 such that the system F k,i (x) = 0, i ∈ [n], has more than one positive solution in a stoichiometric compatibility class. Alternatively, given a matrix of conservation laws Z, the system N k ψ(x) = 0 and Zx = T has at least two positive solutions for some positive k and T ∈ R d .
Binomial networks and multistationarity
In this section we discuss and expand known results on determining whether a network is multistationary when the steady state ideal is binomial. The main references are [12, 13] . An ideal is binomial if it admits a binomial basis, that is, a basis with all polynomials having at most two terms. It is well known that an ideal is binomial if and only if the reduced Gröbner basis in an arbitrary monomial order consists only of binomials [3,
We start with an observation on changing bases in R(k) [x] for k = (k 1 , . . . , k r ) and x = (x 1 , . . . , x n ). For a set of polynomials A in a polynomial ring K[x], we let V (A) ⊆ K n denote its solution set, which agrees with V ( A ). If B and B are bases of the same ideal
n . However, this does not imply that the specializations to real values k ∈ R r agree, that is, it can happen that V (B k ) = V (B k ) ⊆ R n . Since we want to study the steady state ideal in R(k)[x] but obtain results for specific values of k, we introduce the following definition. 
The network N is a binomial network if the steady state ideal has an admissible binomial basis.
We consider a sufficient condition to decide whether the solution sets of two parametric systems agree for any specialization of the parameters, and in particular, for when a basis of the steady state ideal is admissible. Let B = {f 1 , . . . , f } and B = {f 1 , . . . , f }. We consider representations of B in terms of B and vice versa, that is, we write
and
. Note that these representations might not be unique.
Lemma 2.2. With the notation above, given two bases B and B of an ideal in
Proof. For all i ∈ [ ] and j ∈ [ ] we have that
and the equalities in (2) specialize to k . Hence B k ⊆ B k and B k ⊆ B k and so
Example 2.3. Consider the following reaction network
The set of steady state polynomials is
and the set B = {x 1 −x 2 , x 1 −2x 2 } is another basis of the steady state ideal in
The connection between binomial ideals and multistationarity is as follows. Consider a system of binomial equations in R(k) [x] , say
If one of the equations has only one term, or the two terms of a binomial have the same sign, then the system does not admit positive solutions. If p i = 0 and p i = 0 in R(k), the positive solutions to (3) are the positive solutions of the following system
. . .
the set of positive solutions of (3) for a positive vector k such that
Let M be a matrix whose rows form a basis of the orthogonal complement of the row space of M . The solution set of x M = γ(k) is non-empty if and only if M ln γ(k) = 0, where ln γ(k) is defined component-wise. To see why, take the logarithm of both sides, M t ln(x) = ln γ(k) , and impose that ln γ(k) belongs to the image of M t . The parametrization in (5) of positive solutions of a binomial system (3) makes it possible to use results of [12, 13] for detecting multistationarity of binomial networks.
Theorem 2.4 ( [12] , Proposition 3.9 and Corollary 3.11). Let N be a binomial network. Let M and γ(k) be as in (4), obtained from an admissible binomial basis B of I, and Z be a matrix of conservation laws. Consider the following conditions:
(sign) Sign Condition: there exist u, v ∈ R n \{0} such that M t u = Zv = 0 and σ(u) = σ(v). (ii) If (sign) does not hold, then N is not multistationary. Proof. The solution set of an admissible binomial basis agrees with the solution set of the set of steady state polynomials for every k ∈ R R >0 . Therefore (surj) is equivalent to the statement for all
(defined component-wise), we see that (surj) holds.
Networks fulfilling the condition of the lemma above are often called consistent. Using Lemma 2.5 we can check (surj) algorithmically. For a matrix N , U = ker(N ) ∩ R |R| ≥0 is a convex set. A set of vectors in R |R| ≥0 is an extremal generating set for U if their non-negative linear combinations generate U and none of them is a non-negative combination of the rest. Then U contains a strictly positive vector if and only if the sum of the vectors in an extremal generating set is positive. To find an extremal generating set for a convex set one can use existing algorithms, e.g. [16, Appendix B] .
Let N be a binomial reaction network with an admissible binomial basis B. Let M be the exponent matrix in the parametrization of its positive steady states as in (5), and Z be a matrix of conservation laws. For λ = (λ 1 , . . . , λ n ) a vector of indeterminates, define
and consider the following conditions:
The number of elements of B, equivalently the number of columns of M , is equal to the rank of the network.
(det) Determinant Condition: Viewed as a polynomial in λ, det(Γ) is either zero or has at least one positive and at least one negative coefficient. Note that by [12, Lemma 2.11] , det(Γ) is a polynomial in λ that is linear or constant in each λ i . Theorem 2.13 of [12] states that provided (rank) is fulfilled, then (sign) holds if and only if (det) holds. Combining this with Theorem 2.4, if (surj) and (rank) are satisfied, then N is multistationary if and only if (det) holds. This yields to the following definition and theorem. Definition 2.6. A binomial network N is complete if (surj) and (rank) hold for an admissible binomial basis. Theorem 2.7 (Determinant criterion for complete binomial networks). Consider a complete binomial network, and let M be as in (5) obtained from an admissible binomial basis of the steady state ideal that satisfies both (surj) and (rank). Then the network is multistationary if and only if (det) holds.
Example 2.8. Consider the following network modeling a simple biological circuit:
An admissible binomial basis of the steady state ideal is
The matrices M , Z and N are
The set P = {(1, 1, 0, 1, 0, 0, 1), (0, 1, 1, 0, 0, 0, 0), (0, 0, 0, 0, 1, 1, 0)} is an extremal generating set for ker(N ) ∩ R 7 ≥0 . Since the sum of the vectors in P has all entries positive, (surj) holds by Lemma 2.5. Now taking u = v = (−1, 0, 1, 0, −1), the condition (sign) holds. Therefore by Theorem 2.4 this network is multistationary.
Alternatively, we have rank(N ) = 4 and B has 4 elements; hence (rank) holds and this binomial network is complete. We have
The network is multistationary by Theorem 2.7 since (det) holds.
Intermediates and multistationarity
In this section we introduce a particular type of species, intermediates, and extended and core networks obtained by adding or removing intermediates. We proceed to present results on multistationarity of extended and core networks from [8] and specifically for binomial networks from [14] .
Intermediates
A species Y is an intermediate if it is also a complex, that is belongs to C, only appears in the complex Y , and further both the outdegree and indegree of Y are at least one in the digraph of the network [8] . Given a set of intermediates In this case N is called the core network of N .
Notations κ, and symbols with tilde are used to refer to reaction rate constants and the corresponding objects of the extended network respectively. Let N be a reaction network and N an extension of it via the addition of m intermediates, Y 1 , . . . , Y m . Choose an input complex c i for each intermediate Y i and let c 1 . . . c m ∈ R n×m be the matrix whose columns are c 1 , . . . , c m . It follows from Theorem 2.1 of [8] that if Z is a matrix of conservation laws for N , then a matrix of conservation laws for N is
In particular the corank of N and N agree and the rank of N is the rank of N plus m.
We next introduce a simple type of extended networks via the addition of intermediates that are useful in the study of multistationarity, see Theorem 3.11.
Definition 3.2. Let N be a network and
The canonical extension associated with C = C is called the largest canonical extension.
We now review the key results in [8] that relate the steady states of extended and core networks. We start by studying the steady state polynomials of the two networks. Let N be an extension of N via the addition of intermediates Y 1 , . . . , Y m and C ⊆ C be the set of input complexes. The steady state polynomials associated with the intermediates yield a system F n+1 (x, y) = · · · = F n+m (x, y) = 0 that is linear in y and square. As shown in [8] , the solution to this linear system is of the form
where µ i,c is a rational function in R(κ) with all non-zero coefficients positive (see also (22)). Consider the following map
where it is understood that κ c→c = 0 and κ Y i →c = 0 if c → c and Y i → c do not belong to R respectively. Then the steady state polynomials F, F of N and N for non-intermediate species relate in the following way
is a polynomial in x such that all coefficients are rational functions with non-vanishing denominator upon applying φ, then we consider the polynomial Φ(G) in R(κ)[x, y] obtained by applying φ on the coefficients of G. In particular, if the rational functions φ c→c are algebraically independent over R, then there is no polynomial with coefficients in R that identically vanishes when evaluated on the image of φ. Then the map φ extends to a map of polynomial rings Φ :
Strategies to check this algebraic independence condition as well as classes of intermediates that satisfy it are described in [14, §4] . In particular the rational functions φ c→c are algebraically independent over R for all canonical extensions by [14, Corollary 4.6] .
In order to introduce Theorem 3.3 below, we need to consider the following conditions. Let ω 1 , . . . , ω d be a basis of S ⊥ and C ⊆ C consist of the complexes c such that ω j · c = 0 for some j ∈ [d] (i.e. c / ∈ S). We define two realization conditions on the reaction rate constants of N and N :
(ii) Generalized realization condition: For all k ∈ R R >0 and r ∈ R C >0 , there exists κ ∈ R R >0 such that
Note that µ i,c depends as well on κ in the last statement. In §5 we focus on how to check whether these realization conditions are satisfied. The proof of the next theorem is found in [8] . The first part is Theorem 5.1, and the second part is discussed in the text. Definition 3.4. Let N be a reaction network and C ⊆ C. The canonical class associated with C is the set of all extensions of N via the addition of intermediates with input set C that satisfy the generalized realization condition.
Proposition 3.5. The generalized realization condition holds for canonical extensions. Therefore, a canonical class is not empty.
Proof. Let N be the canonical extension of a network N associated with
if c = c i and zero otherwise. Since no two intermediates have a common input, the generalized realization condition holds if for every k ∈ R R >0 and r ∈ R m >0 , there exists κ ∈ R R >0 such that
This condition clearly holds.
Theorem 3.3 implies that multistationarity of an extended network N satisfying the generalized realization condition is equivalent to multistationarity of any network in the same canonical class of N , in particular of the canonical extensions in the class. Canonical extensions have a simple structure and preserve some important properties of N as we will see below. Hence they are chosen as representatives of the class. Example 3.6. The following digraph defines a reaction network corresponding to the Mitogen-Activated Protein Kinase cascade [2] :
If we consider Y 1 , . . . , Y 6 as intermediates, then the associated core network is
The generalized realization condition holds by Example 5.2 in §5. The canonical extension in the canonical class of (10) is the following network:
Binomial networks and intermediates
In this subsection, building on the results in [14] , we relate the condition (det) for the core and extended network. This leads to a determinant criterion for multistationarity of extended networks with a complete binomial core network. Let N be an extension of a binomial reaction network N via the addition of intermediates Y 1 , . . . , Y m . For a binomial basis B of the steady state ideal I ⊆ R(k) [x] of N , let rem(f, B) denote the remainder of the division of a polynomial f by B. Assume Φ(B) is well defined and consider
If the set on the right-hand side of the union in either B or B consists of binomials, then they have the form
where p i (κ) ∈ R(κ) and α i is a vector of non-negative integers. If all intermediates are 1-input, then a binomial basis of I is
where c i is the only input of Y i , and this basis is admissible provided B is an admissible binomial basis of I and Φ(B) is defined. This applies in particular to canonical extensions. Proof. Let B and B be admissible binomial bases of the steady state ideals of N and N respectively, such that B is either B in (11) or B in (12) . Then |B| = |B| + m. If n − d is the rank of N , then by (7) and the text below it, the condition (rank) for N is n + m − d = |B| = |B| + m, which is the rank condition for N , |B| = n − d.
It follows from the lemma above that a binomial extension of a complete binomial network satisfying (surj) is a complete binomial network. In general, for an arbitrary extended network N , we cannot guarantee that (surj) holds provided it holds for N . However, it does for canonical extensions. such that x M = γ(κ) and
. Since the first part of the system does not depend on κ r+1 , . . . , κ r+2m , the second part is always satisfied independently from the first part by letting κ r+2i = x c i and κ r+2i−1 = y i . The first part of the system is exactly the same as (surj) for N after replacing k i by κ i . Hence (surj) holds for N C if and only if it holds for N . The last statement follows from Lemma 3.9.
Recall that criterion (det) can be used to determine multistationarity for complete networks, c.f. Theorem 2.7. Consider a binomial extension N of a complete binomial network N . The steady state ideal of N has an admissible binomial basis B of the form (13), with B an admissible binomial basis of the steady state ideal of N . Let M ∈ R n×s be the exponent matrix associated with the binomials in B, c.f. (4) . Since no coefficient of B becomes zero under φ, the exponents of the monomials in B and Φ(B) agree. Hence the exponent matrix M associated with the binomials in B has the following form:
Using (7), the corresponding matrices Γ and Γ in (6) , for N and N respectively, are:
where Z is a matrix of conservation laws for N , c 1 , . . . , c m are chosen inputs for Y 1 , . . . , Y m and λ = (λ 1 , . . . , λ n ). If N C is a canonical extension, then α i = c i in Γ, c.f. (14), in which case we denote the matrix by Γ C . The results in this subsection combined with Theorem 3.3(ii) imply that we can use (det) to detect multistationarity of networks that are not necessarily binomial, but such that the core network is binomial and complete. Proof. By Theorem 3.3(ii), N is multistationary if and only if N C is. Now N C is a complete binomial network and the matrix Γ C is defined as in (6) for an admissible binomial basis of the steady state ideal that satisfies both (surj) and (rank). Thus N C is multistationary if and only if (det) holds with the matrix Γ C by Theorem 2.7.
Example 3.12. (Continued from Example 3.6) The network in Example 3.6 is not binomial by [14, Example 3.13] , but the core network is a complete binomial network. The extended network belongs to the canonical class associated with C = {X 0 +E, X 1 +E, X 2 + F, X 1 + F, X 0 + F }. With a suitable choice of basis B, the matrix Γ C is as follows:
The polynomial det( Γ C ) has terms with different signs. Therefore by Theorem 3.11, the network in (10) is multistationary.
Lifting multistationarity and the multistationarity structure
In this section we use the following notation: for J ⊆ [n] and λ an n-tuple of indeterminates/numbers, we define λ J = i∈J λ i .
Lifting multistationarity
Theorem 3.3 tells us that multistationarity of the core network implies multistationarity of the extended network if the realization condition is satisfied. In this scenario we informally say that multistationarity is lifted. In this subsection we show that multistationarity is lifted for binomial extensions of complete binomial networks, even if the realization condition is not satisfied. Before that, we start with a lemma on the structure of Γ.
Lemma 4.1. Let N be a binomial extension of a complete binomial network N via the addition of intermediates Y 1 , . . . , Y m , and let Γ, Γ be as in (15) . Then
where p (λ) is a polynomial in λ such that none of its terms is divisible by λ 
where p (λ) is a polynomial in λ. By construction, p (λ) does not have any monomial multiple of λ [n+1,n+m] .
Theorem 4.2 (Lifting multistationarity).
Let N be a binomial extension of a complete binomial network N via the addition of m intermediates Y 1 , . . . , Y m and let Γ, Γ be as in (15) . Assume in addition that (surj) holds for N . If N is multistationary and det(Γ) = 0, then N is multistationary.
Proof. Let λ = (λ 1 , . . . , λ n+m ) andλ = (λ 1 , . . . , λ n ). Since N is multistationary and complete, by Theorem 2.7 we have that det(Γ) is a polynomial in λ 1 , . . . , λ n with two terms of different non-zero sign, namely αλ u and −βλ v with α, β > 0 and u, v ∈ Z n ≥0 . By Lemma 4.1, det( Γ) has two terms with different non-zero sign αλ u λ [n+1,n+m] and −βλ v λ [n+1,n+m] . Since N is a complete binomial network, N is multistationary by Theorem 2.7.
We finish this subsection with an example where Theorem 4.2 allows us to conclude that an extended network is multistationary, while the realization condition is not satisfied (and hence Theorem 3.3 cannot be applied). Example 4.3. Consider the following network N :
N has rank 4 and the steady state ideal has the following admissible binomial basis with 4 elements: B = {−k 1 x 0 e+k 5 x 1 f, −k 2 x 1 e+k 3 k 4 x 2 f, k 4 y 1 −k 3 x 2 f, (k 9 +2k 10 +3k 11 )e−(3k 6 + 2k 7 +k 8 )e 5 }. Since (1, 1, 1, 1, 1, 4, 5, 6, 6, 5, 4) ∈ ker(N )∩R 11 >0 , (surj) holds. Therefore N is a complete binomial network. Using (det), we see that N is multistationary and det(Γ) = 0. Now consider the following extension N of N via the addition of one intermediate Y 2 :
4E.
This network does not satisfy the realization condition (see §2.2 in the electronic supplementary material of [8] ). The well-defined set B = Φ(B) ∪ {y 2 − 4κ 7 e 3κ 8 +2κ 9 +κ 10 } in (12) makes N a binomial extension. Further (1, 1, 1, 1, 1, 5 , 5, 4, 2, 4) ∈ ker( N ) ∩ R 10 >0 , and hence (surj) holds for N . By Theorem 4.2, we conclude that N is also multistationary.
Multistationarity structure
In this subsection we introduce the multistationarity structure of a core network, consisting of the subsets of complexes that give rise to multistationarity when being the input of some intermediate. Note that if C 1 ⊆ C 2 ⊆ C, then N C 2 is a binomial extension of N C 1 . Using this and Lemma 4.1, we devise a strategy to determine the multistationarity structure of complete binomial networks by computing the determinant of Γ C corresponding to the largest canonical extension. We start with an example that illustrates the approach. 
which gives C = {0, X 1 , X 1 + E, X 2 + E, 2X 1 + E, X 2 }. An admissible binomial basis of the steady state ideal of (16) is {k 1 − k 2 x 1 e, k 2 x 1 e − k 3 x 2 }. Since the rank of (16) is two and (16) is a complete binomial network. The polynomial det( Γ C ) for the largest canonical extension N C is as follows:
Since N C is a binomial extension of all canonical extensions, and all canonical extensions are complete, we can use Lemma 4.1 to find det( Γ C ) for all C ∈ C. For example, the 3rd and 5th complexes form the set C = {X 1 + E, 2X 1 + E} and det( Γ C ) is the coefficient of
For any subset J ⊆ {4, . . . , 9}, the coefficient of λ J in det( Γ C ) is det( Γ C ) for the set of complexes c i such that i + 3 / ∈ J. By Theorem 3.11, all networks in the canonical class associated with {X 1 +E, 2X 1 +E} are multistationary. In particular, the network in Example 2.8 belongs to this canonical class (and hence is multistationary), since it satisfies the generalized realization condition:
for every (k, r) ∈ R 3+2 >0 there exists κ ∈ R 7 >0 such that
Motivated by this example, we proceed as follows. Proof. Assume C = {c 1 , . . . , c t } and C − C = {c t+1 , . . . , c m }. We consider N , N C and N C , and note that each network is a binomial extension of the previous. We apply Lemma 4.1 twice and obtain
Since N is not multistationary, then by Theorem 2.7, det(Γ) is non-zero and all terms have the same sign. Hence the coefficient of λ [n+1,n+m] is a polynomial where all coefficients have the same sign, σ. Now by Lemma 4.6, C ∈ Mult if and only if the coefficient of λ [n+t+1,n+m] has terms with different sign. Therefore C ∈ Mult if and only if there is a term in p with sign −σ. This proves the lemma.
We are now ready to introduce an algorithm to determine the multistationarity structure of a complete binomial network. If the network is multistationary, then all canonical extensions are multistationary and hence Circuits = {∅}, and Mult is the set of all subsets of C. If N is not multistationary, then we use the following algorithm. 2a. Define C = {c i | u n+i = 0, i = 1, . . . , m}. 2b. Add C to Circuits if no subset of C is already in Circuits, and subsequently remove the supersets of C from Circuits, if any.
Step 2 can be analyzed directly on the exponents u of the terms with sign −σ: restrict u to the components n + 1, . . . , n + m and choose the corresponding sets C yielding to vectors with maximal support.
Example 4.9. Consider the following complete binomial networks:
We order the species of N 1 as X 0 , X 1 , X 2 , E, F and for N 2 , N 3 we consider P 0 , P 1 , S 0 , S 1 , E, F .
Complexes are ordered as they appear in the reaction network from left to right and from up to down. For suitable choices of admissible binomial bases, we obtain the following exponent matrices M 1 , M 2 , M 3 for the three networks respectively, c.f. (4):
and we choose the following matrices of conservation laws: Using this data, we construct the matrices Γ 1 , Γ 2 , Γ 3 defined as in (15) According to the algorithm, the monomial λ {1,2,3,4,7,8,10,11} in A 1 gives rise to the set C 1 = {c 6 , c 9 }, while the monomial λ {1,2,4,7,8,9,10,11} yields C 2 = {c 6 }. Thus C 2 belongs to Circuits 1 while C 1 does not. Proceeding in this way for all monomials, we obtain Circuits 1 ={{c 6 }, {c 9 }} = {{X 0 + E}, {X 2 + F }},
We conclude that motifs (g), (i) and (k) in [7] are multistationary, since they are extensions of N 1 , N 2 , N 3 respectively, which satisfy the generalized realization condition and the set of inputs of their intermediates belong to the respective multistationarity structures. As illustrated by these three examples, the elements of the set of circuits might not have the same cardinality.
Remark 4.10. Algorithm 4.8 provides a direct way to detect the sets of complexes that contribute to multistationarity. The method is appealing because, for small networks, the multistationarity structure can be found by simple visual inspection of one multivariate polynomial. The alternative strategy for finding the multistationarity structure would consist in searching for the circuits by computing det( Γ C ) for the canonical extensions. One could start from one of the smallest subsets C of C and compute det( Γ C ). If this polynomial had terms with different sign or were zero, we would add C to Circuits, and remove C and all its supersets from C before proceeding in the same way with the next set. The search could alternatively start from the largest subsets C of C and compute det( Γ C ). If the determinant did not have terms with different sign or is zero, then we would remove all subsets of C from C. If it had terms with different signs, then we would check the subsets of C with one less element. If none of them were multistationary, then we would add C to Circuits and remove all its subsets from the search.
Going from small to large sets has the advantage of involving the computation of smaller determinants. Our algorithm requires the computation of only one determinant, but it can be large. So, for large networks, it might be advantageous to adopt the search approach starting with small sets described here.
n-site phosphorylation network
In this section we find the multistationarity structure of the n-site distributive sequential phosphorylation network given as follows (see e.g. [13, 17] ):
(17) By removing the intermediates Y 1 , . . . , Y 2n , the core network associated with the n-site phosphorylation network is
Since (1, . . . , 1) is in the kernel of the stoichiometric matrix of N , (surj) holds. Further, the rank of N is n and an admissible binomial basis of the steady state ideal is
Therefore (rank) also holds and N is a complete binomial network. By Proposition 5.3 (ii), the generalized realization condition holds for the n-site distributive sequential phosphorylation networks given in (17) . We order the set of species as X 0 , X 1 , . . . , X n , E, F , and denote the complexes of the core network as
The largest canonical network consists of the reactions of N together with the reactions c i −− −− Y i . The matrix M t λ ∈ R n×(n+3) associated with B and a choice of Z ∈ R 3×(n+3) are
Proposition 4.11. For the n-site phosphorylation network with n ≥ 2, we have
If n = 1, then Circuits = ∅, since the largest canonical extension is not multistationary.
Proof. The case n = 1 follows by computing the determinant of the largest canonical extension and checking that it is non-zero and that all coefficients have the same sign. Hence assume that n ≥ 2. It is enough to first show that {c i } ∈ Circuits if i = n, n + 1, 2n + 1, 2n + 2 and then that {c n , c n+1 , c 2n+1 , c 2n+2 } ∈ Mult.
So let i ∈ [n + 1] and define
where the −1 in the last row is in the i-th column. Then we have that 
We see from this expansion that the coefficient of
where the −1 in the last row is in position i − 1 if i > 1 and is not there if i = 1. Clearly, (−1) n+1 det Ω(i) {1,n+2,n+3} = (−1) n+1 . Consider now the coefficient of λ [n+4]\{n+1,n+3,n+4} , which is (−1) n+n+1+1 det Ω(i) {n+1,n+3,n+4} . We have that
where the −1 in the last row is in position i if i ≤ n, and there is no −1 if i = n + 1.
Replacing the last row of Ω(i) {n+1,n+3,n+4} with minus the sum of the rows from i to n, we obtain the matrix
It follows that the coefficient of λ [n+4]\{n+1,n+3,n+4} is (−1) n (n − i). This shows that if i < n, then the coefficients of λ [n+4]\{n+1,n+3,n+4} and λ [n+4]\{1,n+2,n+3} have opposite non-zero signs, and hence {c i } is a circuit. For n + 1 < i ≤ 2n the claim follows by the symmetry of the network after interchanging E and F and sending X 0 , . . . , X n to X n , . . . , X 0 .
All that remains is to show that C = {c n , c n+1 , c 2n+1 , c 2n+2 } ∈ Mult. The matrix Γ C ∈ R (n+7)×(n+7) is:
By performing row operations, we transform Γ C into a block triangular matrix with diagonal blocks of size n and 7, respectively, as follows:
• Subtract the sum of the rows 1, . . . , n from the (n + 4)-th row.
• Subtract the sum of the rows 2, . . . , n from the (n + 3)-th row.
• Subtract the n-th row from the (n + 1)-th row.
• Add to the (n + 5)-th row the following linear combination of the first n rows:
where f i is the i-th row.
After these operations, which preserve the determinant, we obtain the following matrix:
where
The determinant of Γ C is therefore equal to (−1) n λ [n] times the determinant of the inferior diagonal block of size 7 × 7 of the matrix above. We compute this determinant and obtain the following expression:
+ n λ n+5 λ n+6 + (n − 1)λ n+5 λ n+7 .
Since nz 1 ≥ z 2 and n ≥ 2, this determinant is strictly positive. Hence, the determinant of Γ C has sign (−1) n . By Theorem 2.7, we conclude that {c n , c n+1 , c 2n+1 , c 2n+2 } ∈ Mult.
In view of Proposition 4.11 and Theorem 3.3(ii) we obtain the following theorem.
Theorem 4.12. Let N be an extension of the core n-site phosphorylation network in (18) via the addition of intermediates that satisfies the generalized realization condition. Then N is multistationary if and only if at least one of X 0 +E, . . . , X n−2 +E, X n +F, . . . , X 2 +F is an input of an intermediate.
Note that the network in Example 3.6 is an extension of the 2-site phosphorylation network, with set of inputs C = {X 0 + E, X 1 + E, X 2 + F, X 1 + F, X 0 + F }. This network satisfies the generalized realization condition by Example 5.2. By Theorem 4.12, we conclude that the network is multistationary.
For the n-site phosphorylation network for a fixed n, Algorithm 4.8 requires the computation of one large determinant. The search approach described in Remark 4.10, stops after computing 2n + 14 determinants, if we start with the small subsets, while it stops after computing
determinants if we start with large subsets. For example, if n = 2, 3, the first approach requires the computation of 18 and 20 determinants, and the second approach requires the computation of 25 and 177 determinants respectively. In these cases, the computation of the determinants takes negligible time, and therefore our algorithm is the fastest strategy.
Realization conditions
In this section we discuss methods to decide whether the realization conditions are satisfied. The two realization conditions concern the surjectivity of a rational map on the positive orthant. Specifically, let N be an extension of N via the addition of the intermediates Y 1 , . . . , Y m and C be the set of input complexes that do not belong to the stoichiometric subspace. Consider the following maps from R R >0 :
The generalized realization condition is equivalent to the surjectivity of φ and the realization condition to the surjectivity of φ. So let f = (
. . , fm gm ) be an arbitrary map from R n >0 to R m >0 , defined by rational functions
As discussed in §2.3 of the electronic supplementary material of [8] , if I ∩ R[y 1 , . . . , y m ] = {0}, then f is not surjective, but the reverse does not necessarily hold.
Another approach is to use Cylindrical Algebraic Decomposition (CAD) [1, 9, 11] . Consider the parametric multivariate system of equations (x 1 , . . . , x n , z) ∈ V (I) with y 1 , . . . , y m treated as parameters and all variables and parameters constrained to be real and positive. The map f is surjective if and only if this system has at least one positive real solution when evaluated at the sample parameter point of all cells obtained after performing CAD. This approach fully characterizes whether f is surjective, but CAD is computationally expensive. In particular, the number of cells is doubly exponential in the number of variables and parameters, and depends also on the degree and number of polynomials in the system [4, Theorem 5] . Therefore the use of CAD is impractical already in relatively small examples.
Example 5.1. We consider the following core network and its extension via the addition of one intermediate Y :
Using CAD on the system of equations describing the realization condition, we obtain three cells. The sample point of each cell yields a system with infinitely many positive solutions. Therefore the realization condition holds. 
to be the set of all spanning trees rooted at v, that is, v is the only vertex with zero outdegree. Given a tree τ , let π(τ ) be the product of all labels of the edges of τ . Then
The numerator of µ i,c is linear in the reaction rate constants of the form κ c→Y j , and these reaction rate constants do not appear in the denominator. To read more about properties of the µ i,c 's and how to compute them using the Matrix-Tree theorem, see [8] .
The components of φ and φ might not depend on the reaction rate constants of all reactions in the network. Specifically, from (22) and (9) it follows that φ c→c depends on c → c , if this reaction belongs to R, and possibly on the reactions involving intermediates in the sets Y j such that there exists a path from c to c with all intermediates in Y j . So for each reaction, we consider the union of these relevant sets of intermediates Y j . Then φ c 1 →c 1 and φ c 2 →c 2 do not depend on a common reaction rate constant if the sets of intermediates corresponding to c 1 → c 1 and c 2 → c 2 are disjoint. In this way we obtain a partition of R into subsets of reactions, that is, subnetworks, for which surjectivity of the map φ can be checked independently on each smaller network.
We proceed similarly for φ , but in this case the relevant sets of intermediates Y j are those for which there exists a path from c to at least one Y i ∈ Y j (or equivalently, µ i,c = 0). Example 5.2. We consider the generalized realization condition for Example 3.6. By the discussion above, this condition needs to be checked independently on the following three subnetworks: For the three subnetworks the generalized realization condition holds due to Proposition 5.3(ii) below.
We next show that the realization condition holds for specific classes of intermediates without the need to do any extra computations. . . . 
If not all reactions are reversible, then we assume that the reaction of the core network is c → c . This means that all reactions with label with odd subindex are present, and the reverse reactions might or might not be present.
We can assume without loss of generality that neither c → c nor c → c belong to N (if a map is surjective between two positive orthants, adding an extra variable that sums to one component preserves surjectivity).
We have that φ c→c (κ) = κ 2m+1 µ m,c (κ) and φ c →c (κ) = κ 2 µ 1,c (κ) (the latter being zero in the irreversible case). Throughout we assume that the set C used to define φ equals {c, c }. This is the worst case scenario.
We show by induction on m that this network satisfies the generalized realization condition. For m = 1, if all reverse reactions are present we have that φ (κ 1 , κ 2 , κ 3 , κ 4 ) = φ c→c , φ c →c , µ 1,c , µ 1,c =
A missing reverse reaction corresponds to setting the reaction rate constant equal to zero, and projecting φ away from the components that become zero. We confirm using CAD that this map is surjective when restricted to the positive orthants, in the four scenarios obtained by considering none, one or both reverse reactions.
Assume now that (23) satisfies the generalized realization condition for m − 1. We view N as an extended network of N : c 
