Abstract. For a set of primes P, let Ψ(x; P) be the number of positive integers n ≤ x all of whose prime factors lie in P. In this paper we classify the sets of primes P such that Ψ(x; P) is within a constant factor of its expected value. This task was recently initiated by Granville, Koukoulopoulos and Matomäki [6] and their main conjecture is proved in this paper. In particular our main theorem implies that, if not too many large primes are sieved out in the sense that
Introduction
Let P be the set of all primes and let P ⊆ P be a subset of the primes ≤ x. We study the most basic sieving problem, wishing to estimate Ψ(x; P) := |{n ≤ x : p | n =⇒ p ∈ P}| .
In other words we sieve the integers in [1, x] by the primes in P c = (P ∩ [1, x]) \ P. A simple inclusion-exclusion argument suggests that Ψ(x; P) should be approximated by
This is always an upper bound, up to a constant, and a lower bound, up to a constant, if P contains all the primes larger than x 1/2−o(1) (see [5, Theorem 11.13] noticing that the sieving limit β = 2 for κ = 1). On the other hand there are examples where Ψ(x; P) is much smaller than the expected lower bound. For instance if one fixes u ≥ 1 and lets P consist of all the primes up to x 1/u , then the prediction is about x/u whereas, by an estimate for the number of smooth numbers, we know that Ψ(x; P) = ρ(u)x with ρ(u) = u −u(1+o(1)) as u → ∞, which is much smaller for large u.
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The first ones to study what happens if one also sieves out some primes from [x 1/2 , x] were Granville, Koukoulopoulos and Matomäki [6] . They conjectured that the critical issue is what is the largest y such that (1.1)
More precisely, they conjectured that when this inequality holds, the sieve works about as expected. On the other hand they gave examples with
such that Ψ(x; P) is much smaller than expected.
Here we continue this study and show that the conjecture indeed holds. Notice that when P consists of all the primes ≤ x e (1+2ε)/u /v , the conditions of the theorem are satisfied and an estimate for smooth numbers shows that Ψ(x; P) x = v −v(e −(1+2ε)/u +o (1)) and hence the dependence of the constant A v on v is close to best possible. Theorem 1.1 establishes the main conjecture of [6] . Granville, Koukoulopoulos and Matomäki [6, have reduced a slightly weaker form of the conjecture to an additive combinatorial problem similar to the following hypothesis. We will deduce Theorem 1.1 from Hypothesis A in Section 2.1.
Hypothesis A. Fix λ ∈ (0, 1). Let N ≥ v ≥ u ≥ 1 be such that N ≥ (100v/λ) 2 . If A is a subset of the integers in ( Furthermore Granville, Koukoulopoulos and Matomäki [6] proved (a slight variant of) Hypothesis A for some large constant λ and α v = v −O(v) which implies Theorem 1.1 for some large constant ε. Here we will prove Hypothesis A for every λ > 0 which implies Theorem 1.1 for every ε > 0.
A crucial ingredient is the following result of Bleichenbacher [1] (see [9, Section 9] for the proof) which may be viewed as a qualitative continuous variant of Hypothesis A.
Bleichenbacher's Theorem. If u ≥ 1 and T is an open subset of (0, then there exist t 1 , t 2 , . . . , t k ∈ T for which t 1 + t 2 + · · · + t k = 1.
Actually we will use the following discrete variant of Bleichenbacher's theorem which is a qualitative variant of Hypothesis A.
Proposition 1.2 (Discrete Bleichenbacher).
Let N ≥ u ≥ 1 and let A ⊆ {1, . . . , ⌊N/u⌋} be such that
Proof. Notice first that the claim follows trivially if there is a ∈ A such that a < √ N since in this case there is k ≥ √ N such that N − √ N < ka ≤ N. Hence we can assume that
Then Bleichenbacher's theorem implies that there are t 1 , . . . , t k ∈ T such that t 1 +· · ·+t k = 1. For each j there is a i j such that
The proof of Hypothesis A splits into two cases according to whether much of the set A is contained in [N/u 0 , N/u] for some u 0 = O(1) or not. In the first case Hypothesis A follows from an arithmetic removal lemma in a straightforward way, whereas in the second case we develop an analogue of the arithmetic removal lemma with a growing number of variables (see Theorem 3.4 below), which could be of independent interest.
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Some initial reductions
2.1. Deduction of Theorem 1.1 from Hypothesis A. As in [6] , we first reduce proving Theorem 1.1 to proving a variant of Hypothesis A for the primes called Hypothesis P, and then show that Hypothesis A implies Hypothesis P.
and P is a subset of the primes in (x 1/v , x 1/u ] for which
where π v is a constant with
Proof that Hypothesis P implies Theorem 1.1. We can clearly assume that ε < 1/1000. Let
since we can write any n composed only of prime factors from P ∩ [1, x 1/u ] as n = ab where a and b are composed only of prime factors from A and B, respectively. For each a ≤ x ε/(5v) , we have that
Otherwise, Huxley's prime number theorem for short intervals (see e.g. Theorem 10.5 in [8] and the subsequent discussion) yields, once x is large enough,
Hence, in any case,
and applying Hypothesis P to the set B yields that there exists
,
. This gives the desired lower bound since k ≤ v, and in case u is fixed,
Proof that Hypothesis A implies Hypothesis P. Let ρ = 1 + λ 1000v 2 and N = log ρ x − v.
Define, for j ≥ 0,
a .
Let J 0 = log 20v log v λ and let j 0 be the smallest integer j ≥ 0 for which (2.1)
Notice that, since
Then, by Huxley's prime number theorem in short intervals,
Furthermore, since j 0 was chosen to be the smallest integer for which (2.1) holds, we get that
By (2.2), we can apply Hypothesis A to the set A which gives that, for some k ≤ v (or in case u is fixed and v ≥ 1000u
where
2.2.
Reduction of Hypothesis A to Hypothesis A*. In this section we reduce Hypothesis A (except for the last claim concerning the case u is fixed) into a variant where u ≍ v. Let u 0 = 3/λ. We claim that, under the assumptions of Hypothesis A, there is some j such that
This follows since otherwise, summing over j ≥ 0 we get that
which is a contradiction. Hence, Hypothesis A, except for the last claim concerning the case u is fixed (which will be proved in Section 7), follows if we prove the claim when A ⊆ (λN/u, N/u], i.e. if we prove the following hypothesis.
Hypothesis A*. Fix λ ∈ (0, 1). There exists a constant c = c(λ) such that the following holds. Let
Then there exists an integer k ∈ [u, u/λ] such that
where α k,u is a constant with α k,u = (c/ log u) k as u → ∞.
Proving Hypothesis A*: an outline
Our main goal has become to prove Hypothesis A*, a quantitative variant of Proposition 1.2, concerning the number of solutions to a 1 + · · · + a k = t for some fixed t. In Section 3.1 we state some removal-type results in this spirit. When the number of variables k is bounded, this follows from an arithmetic regularity lemma of Green [7] . However, when k grows, the situation becomes different and we will prove the substitute Theorem 3.4 in Sections 4-6. Hypothesis A* will be deduced from these results in Sections 3.2 and 3.3.
3.1. An arithmetic regularity lemma for popular sums. An important tool in graph theory is the triangle removal lemma, which can be proved using Szemerédi's regularity lemma. Green [7] developed an arithmetic version of the regularity lemma, and deduced as a consequence a removal lemma in the arithmetic setting. 
, and suppose that there are at most δN k−1 solutions to a 1 + · · · + a k = x with a i ∈ A i for all i. Theorem 3.1 applied with the sets A 1 , · · · , A k−1 , A k − x, along with the observation made above about translation invariance, implies that there is no solution to a
In other words, Theorem 3.2 asserts that, given a positive density subset A ⊆ G, all k-fold sums can be made popular by removing a few elements from A, for any fixed k ≥ 3. When k = 2, Theorem 3.1 is trivially true whereas Theorem 3.2 fails (see [17] for a construction of a counterexample using niveau sets).
It was later observed in [10, 13] that Theorem 3.1 can also be deduced directly from the graph removal lemma, bypassing the arithmetic regularity lemma. In this way Theorem 3.1 can also be generalized to deal with general linear equations using hypergraph removal lemmas; see [12] and references therein. On the other hand, in order to deduce Theorem 3.2 it seems necessary to use the arithmetic regularity lemma due to the translation-invariance property required. Consequently, while [7, Conjecture 9.4 ] is proved in [12] , its extension in the spirit of Theorem 3.2 is still open.
For subsets A in an arbitrary abelian group (not necessarily finite), the following analogue of Theorem 3.2 can be deduced via a Freiman isomorphism. 
Proof. By Freiman's theorem, there is a Freiman isomorphism π : A → G of order k from A to a finite abelian group G, with image π(A) = A, such that | A| = α| G| for some
k , note that any solution to a 1 + · · · + a k = π(x) with a i ∈ A i gives rise to a solution to a 1 + · · · + a k = x with a i = π −1 ( a i ), and moreover different solutions to the former give different solutions to the latter. The desired conclusion follows immediately.
We expect some version of Corollary 3.3 to hold as k grows, and in this direction we will prove the following theorem.
Theorem 3.4. For any K ≥ 1 and η > 0, there exist positive integers m = m(η, K) and ℓ = ℓ(η, K) and a positive constant δ = δ(η, K) such that the following statement holds. Let A ⊆ G be a subset in a torsion-free abelian group G with |A + A| ≤ K|A|. Then there exist an element z ∈ G with z + ℓA ⊂ (m + ℓ)A, and a subset A ′ ⊆ A with |A ′ | ≥ (1−η)|A|, such that for any positive integer k > ℓ and any element x ∈ kA ′ +z, we have r (k+m)A (x) ≥ (δ|A|) k+m−1 , where r nA (x) denotes the number of solutions to a 1 + · · · + a n = x with a 1 , · · · , a n ∈ A.
In the following two subsections we will show how the removal lemmas can be used to prove Hypothesis A*, and the proof of Theorem 3.4 will occupy Sections 4-6. To end this subsection, we give a rough sketch of the main ideas of the proof of Theorem 3.4, motivated by arguments in [11] .
We shall first deduce a filling lemma: from the removal lemma for popular sums with a fixed number of summands and work of Tao and Vu [15] we deduce that there is a bounded m and a proper progression P such that A ⊆ P and mA (popularly) contains a translate of P , possibly after removing a small proportion of elements from A. Now write C for the convex hull of A, so that C ⊆ P . After shrinking A a bit, any element x ∈ kA is then a popular sum in kC. We then use an induction and the ShapleyFolkman theorem (see Lemma 6.1 below) to show that popular sums in kC are also popular in (k − 1)C + A (if C is slightly shrunk in an appropriate way). After doing this reduction enough times, we deduce that x is popular in rC + (k − r)A, for some bounded r. The final task of finding popular representations of elements in rC can be done through the filling lemma described above since rmA popularly contains a translate of rC. In practice we need to be very careful to always guarantee popularity at each stage.
3.2.
Proof of Hypothesis A* for bounded u. We divide into two cases depending on whether u = O λ (1) or not. First suppose that u = O λ (1). Since Theorem 3.2 is only applicable for k ≥ 3, we need to do some initial preparations to handle the case where we would have k = 2. Write
2 |A|, the claim follows with k = 2, so we can assume that
Then, by assumptions on set A, we have
so that A ′ has density at least λ/u on the interval [1, N/u]. By Corollary 3.3 we may find a subset
′ |, such that for any 3 ≤ k ≤ u/λ and any x ∈ kA ′′ , we have
by the lower bound for N, Bleichenbacher's theorem (Proposition 1.2) implies that there exists a positive integer k and a
Note that we necessarily have k ∈ [u, u/λ], and by the choice of A ′ , we must have k = 2. If k = 1, the claim follows immediately. If k ≥ 3, then (3.1) applied to a
as desired.
3.3.
Proof of Hypothesis A* for large u, assuming Theorem 3.4. For the rest of the proof assume that u ≥ U for some sufficiently large U depending on λ. Let us now prove by induction on j ≥ 0 that Hypothesis A* holds when 2
for some c = c(λ) > 0. In case j = 0, this follows from the work on case u = O λ (1) once c is small enough. Assume now that 2 j U ≤ u ≤ 2 j+1 U for some j ≥ 1. We shall study popular doubling in A, but first we need to find an appropriate notion of popularity. Write r 0 = 0 and
Note that since
and r 2A (n) ≤ |A| for all n ∈ 2A, the set B i is empty for i ≥ I = 2 log u − 1. Furthermore
so that there exists a smallest positive index i 0 such that
We choose
and thus by induction hypothesis there is an integer k/2 ∈ [u/2, u/(2λ)] such that
Hence, by the definitions of D and i 0 , we have
. Let us now consider the case that |D| ≤ 8N/u 2 . We need the following lemma. 
Proof. This is a variant of the Balog-Szemerédi-Gowers theorem (see [ Applying Theorem 3.4 to B with K = (20/λ) 3 and η = λ 2 /4, we obtain an element z ∈ Z with |z| = O λ (N/u) and a subset B ′ ⊆ B with |B ′ | ≥ (1 − η)|B| satisfying the property that whenever x ∈ kB ′ + z for any positive integer k large enough depending on λ, there exists
Recalling that |z| = O λ (N/u), and writing N ′ = N − z and u ′ = u(N − z)/N, we have
provided that U is large enough. Hence
Hence, by discrete Bleichenbacher's theorem (Proposition 1.2), we find k and
. Now x ∈ kB ′ + z and hence there exists
This clearly implies (3.2), completing the proof of Hypothesis A*.
The filling argument
In this section we carry out the first step in proving Theorem 3.4, that of locating a proper progression P containing A such that mA fills a translate of P for some bounded m.
Lemma 4.1 (Filling lemma).
For any K ≥ 1, there exists a positive integer m = m(K) such that the following statement holds. Let G be a torsion-free abelian group, and let A ⊆ G be a finite subset with |A + A| ≤ K|A|. Then there is a proper progression Q of rank O K (1) with size |Q| = O K (|A|), such that A ⊆ Q and g + Q ⊆ mA for some g ∈ G.
Proof. By Freiman's theorem there is a proper progression P of rank d−1 = O K (1) containing A, such that |A| = α|P | for some α ≫ K 1. Thus for any positive integer ℓ, we have
The hypotheses in [15, Theorem 1.21] are then satisfied for ℓ large enough depending on K.
Hence there is a proper progression
for some constant k = k(d) and some g, g ′ ∈ G. Hence the iterated sumset kℓA contains a translate of kQ ′ , which in turn contains a translate of A. Finally, by [15, Corollary 1.11] we may find a proper progression Q containing kQ ′ , such that Q is contained in jkQ ′ for some j = j(d). Thus for m ′ = jkℓ, the iterated sumset m ′ A contains a translate of Q, which in turn contains a translate of A. Since d = O K (1) and ℓ, j, k = O d,K (1), we have m ′ ≤ m for some integer m depending only on K. Clearly the claim holds for this m.
Combining the previous lemma with Corollary 3.3 we obtain the following filling lemma for popular sums. for any x ∈ g + P .
Proof. Let m = m(2K) be the constant from Lemma 4.1. By Corollary 3.3, there is a subset
1 implies that there is a proper progression P of rank O K (1) with size |P | = O K (|A|), with the properties that A ′ ⊆ P and g + P ⊆ mA ′ for some g ∈ G.
For each x ∈ g + P we then have x ∈ mA ′ , and hence r mA (x) ≥ δ|A| m−1 , as desired. translate of P for some n = n(η, K). By translating A appropriately, we may further assume that P is symmetric. Let π : Z d → G ⊃ P be the Freiman homomorphism mapping the standard basis vectors in Z d to the generators of P . Since P is proper, the map gives a bijection between the box π −1 (P ) and P . Write P = π −1 (P ) and A 1 = π −1 (A 1 ). Applying Proposition 4.4 to the box P and the subset A 1 , we obtain a positive integer ℓ = ℓ(η, K) and a subset A ′ ⊆ A 1 with | A ′ | ≥ (1 − η/2)| A 1 |, such that for any k > ℓ and x ∈ k A ′ , the number of ways to write (4.1)
with y ∈ ℓ P and a 1 , · · · , a k−ℓ ∈ A 1 is at least (δ|A|) k−ℓ , for some positive constant δ = δ(η, K) > 0.
Let
)|A|, and thus |A \ A ′ | ≤ η|A|. Moreover, for any k > ℓ and x ∈ kA ′ , we may find x ∈ k A ′ such that π( x) = x. Via the map π, each representation for x of the form (4.1) gives rise to a representation x of the form
with y ∈ ℓP and a 1 , · · · , a k−ℓ ∈ A 1 . Hence there are at least (δ|A|) k−ℓ such representations for x.
Recall from the output of the filling lemma that nA 1 popularly contains a translate of P . It then easily follows (for example from [6, Lemma 5.3] ) that 2ℓnA 1 popularly contains a translate z + ℓP for some z ∈ G. Thus each representation for x ∈ kA ′ of the form (4.2) gives rise to at least (δ|A|) 2ℓn−1 ways to write z + x as a sum of 2ℓn + (k − ℓ) elements of A, since r 2ℓnA (z + y) ≥ (δ|A|)
2ℓn−1 if δ > 0 is small enough. We conclude that for any k > ℓ and x ∈ kA ′ , we have
This shows that Theorem 3.4 holds with this choice of ℓ and with m = (2n − 1)ℓ.
We will prove Proposition 4.4 in Section 6 using geometrical ideas, after establishing some preliminary lemmas in Section 5.
Auxiliary results about convex bodies
Notations. In this section and the next, we use normal letters such as A, C, P to denote subsets of Z d , and boldface letters such as C, P to denote convex bodies in R d . For t > 0, we use tC, tP to denote dilations of convex bodies in the usual manner.
The aim of this section is to prove two intuitive properties of convex hulls of positive density subsets A of large boxes P in Z d . The first one, Lemma 5.3 says that, for some constant ε > 0 (depending only on the density of A and on the dimension), the convex hull of A contains a translate of a small dilate of the convex hull of the box. The second one, Lemma 5.4 states that most lattice points in the convex hull of A are away from the boundary of the convex hull.
Before stating and proving these, we state two auxiliary results which will be used in the proofs of the two lemmas. Proof. We can clearly assume that α < 1/100. Write M j = ⌈α 3 N j ⌉, and let us split the box
we can map the corresponding fibre into the box P ′ which has bounded sidelengths. Write B for the image of A i 1 ,...,i d , and write L 1 , · · · , L d for the side lengths of P ′ . By our choice of M j , we have L j > α −1 for each j, once N 0 is large enough in terms of α. It follows that
Thus B cannot be contained in any d − 1-dimensional hyperplane, and so B contains d + 1 points generating a non-trivial simplex ∆, whose volume is at least 1/d! since its vertices are lattice points. Hence ρ −1 (∆) has volume at least
and the claim follows since, by convexity,
Theorem 5.2 (John). Let C ⊆ R d be a convex body. There exists an invertible linear transformation T : 
for some positive constant c = c(α, d). Now apply John's theorem to C to obtain an invertible linear transformation T :
In particular, we have
and thus T −1 (e i ) ∈ 2P for the standard basis vectors e 1 , · · · , e d , so that the (i, j)-
so that det T ≪ |P | −1 and det T −1 ≫ |P |. Now consider the (i, j)-entry of T . The bounds on the matrix entries of T −1 imply that the determinant of the (j, i)-minor of T −1 is O(|P |/N j ). It follows that the (i, j)-entry of T is bounded in absolute by
It follows that T (x) ∞ ≪ 1 for any x ∈ P. Hence T (P) ⊆ β −1 B d for β > 0 small enough. This implies that βP ⊆ T −1 (B d ) and thus x 0 + βP ⊆ C as desired. Finally, to ensure that x 0 ∈ Z d , we may replace β by β/2 and note that x 0 + (β/2)P contains a lattice point for any x 0 ∈ R d , once N 0 is large enough. 
Since the union above is a disjoint union, we have
The volume above is at most
If N 0 is large enough depending on β and γ, then B ⊆ γβP and thus B ⊆ γC. It follows that
by our choice of γ.
Proof of Proposition 4.4
Recall the notations from the beginning of Section 5. The following result of Shapley and Folkman resembles a simpler and non-popular version of what we wish to prove. In order to extend the previous lemma to popular representations, we need to introduce some notation. A subset A ⊆ P is called ε-regular, if for each a ∈ A the small box a + P ε centered around a contains at least ε|P ε | elements in A.
Proof. Let P ε/2 = (ε/2)P ∩ Z d , so that the side lengths of P ε/2 are precisely 2⌊εN
translates of P ε/2 . Define A ′ by removing from A those translates containing at most ε|P ε | elements of A. Then A ′ is ε-regular by construction, since any a ∈ A ′ lies in a translate of P ε/2 containing at least ε|P ε | elements of A ′ , but this translate of P ε/2 is contained in a + P ε . Moreover, since
the number of elements in A \ A ′ is at most
d be the convex hull of A, and assume that x 0 + βP ⊆ C for some x 0 ∈ Z d and β > 0.
If A is ε-regular for some ε ≤ βγ, then for each positive integer k > d and any element x ∈ (k + 1)C ′ , there are at least δ|P | ways to write x = y + a for some y ∈ kC ′ and a ∈ A, where δ = δ(d, ε) > 0 is a positive constant.
Proof. By translation we may assume that x 0 = 0, so that βP ⊆ C and
Note that
for some a ∈ A and w ∈ C, by the Shapley-Folkman theorem (Lemma 6.1). We thus get a solution x = y + a with
If this claim is true, then any t ∈ P ε with a − t ∈ A gives rise to a representation
with y + t ∈ kC ′ . By the ε-regularity of A, there are at least ε|P ε | such elements t, leading to at least
representations for some constant δ > 0 depending on d and ε, as desired. To prove (6.1), take any t ∈ εP. Since βP ⊆ C and ε ≤ βγ, we have εP ⊆ γC, and thus t ∈ γC. Hence
as desired. 
We may also assume that d ′ > 0 since otherwise |A| is bounded and the conclusion is trivial. Let
, all of whose side lengths are at least 2N 0 + 1, and let
be the set of a ∈ P ′ with (a, t j ) ∈ A. Let J be the set of indices j with |A j | ≥ (ηα/4)|P ′ |. Let ε ∈ (0, βγ) be small enough depending on α, d, η. For each j ∈ J , Lemma 6.3 applied to A j ⊆ P ′ implies that there is an ε-regular subset B j ⊆ A j with |A j \ B j | ≤ (η/4)|A j |. Let C j ⊆ R d ′ be the convex hull of B j . Lemma 5.3 applied to B j and C j implies that
For each j ∈ J , we may thus apply Proposition 6.4 to B j and C j to define C ′ j and conclude that for any k > d and x ∈ (k +1)C ′ j , there are at least δ ′ |P ′ | ways to write x = y +b for some y ∈ kC ′ j and b ∈ B j , where
This number of representations is at least δ|A| for δ = δ ′ /J. Now for j ∈ J we write A
To finish the proof, we show that the conclusion of Proposition 4.4 holds with this choice of A ′ and
Indeed, let k > ℓ and x ∈ kA ′ be arbitrary. Assume that
For those j ∈ J with k j > d, by iterating the output of Proposition 6.4 we see that the number of ways to write x j = y j + b j,1 + · · · + b j,k j −ℓ j with y j ∈ ℓ j C ′ j and b j,1 , · · · , b j,k j −ℓ j ∈ B j is at least (δ|A|) k j −ℓ j . For those j with k j ≤ d, we necessarily have ℓ j = k j and the statement above holds also. Hence we obtained at least (δ|A|)
of the desired form, since j∈J (y j , ℓ j t j ) ∈ ℓP and each (b j,i , t j ) ∈ A.
To show that A \ A ′ is small, observe from our constructions that
By the definition of J , the first sum above is bounded by (ηα/4)|P | ≤ (η/4)|A|. By the construction of B j from regularization and Lemma 5.4, both the second and the third sums above are bounded by j∈J (η/4)|A j | ≤ (η/4)|A|. This shows that |A \ A ′ | ≤ η|A|, completing the proof.
As shown in Section 4, Proposition 4.4 implies Theorem 3.4. Hence, as shown in Section 3, this finishes the proof of Hypothesis A*. As shown in Section 2 this implies Hypothesis A and Theorem 1.1 except for the last claims concerning the case u is fixed.
Case u is fixed and v ≥ 1000u
2 /λ 2 of Hypothesis A
In this section we deduce the last claim of Hypothesis A from the first part of Hypothesis A and the arithmetic removal lemma. Note that by Hypothesis A*, we know that the first part of Hypothesis A actually holds for N ≥ (30v/λ) 2 . We can assume that N is large enough depending on u and λ, since otherwise the claim follows trivially from the discrete Bleichenbacher theorem (Proposition 1.2) . Notice first that we can assume that, for every u ′ ∈ [1, e −1/u v], one has
since otherwise the claim follows immediately from the first part of Hypothesis A. Notice also that (7.2) )N <a≤N/u 1 a
where we used (7.1) to bound the third sum. This implies that
since λ and u are fixed. Then, by the removal lemma for popular sums (Theorem 3.2), there exist δ = δ(λ) and A ′′ ⊆ A ′ such that |A ′′ | ≥ (1 − λ 2 /(1000u 2 ))|A ′ | and, for all positive integers k ≤ 8u/λ, r kA ′ (n) ≥ δN k−1 for every n ∈ kA ′′ . Assume first that for some k 0 ∈ {1, . . . , ⌊8u/λ⌋}, 
