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We show that a fast-modulated cyclic quantum heat machine operating in the non-Markovian
regime can lead to significant heat-current and power boosts induced by the anti-Zeno effect. Such
boosts signify quantum advantage over almost all heat-machines proposed thus far that operate in
the conventional Markovian regime, where the quantumness of the system-bath interaction plays
no role. The present novel effect owes its origin to the time-energy uncertainty relation in quantum
mechanics, which may result in enhanced system-bath energy exchange for modulation periods
shorter than the bath correlation-time.
I. INTRODUCTION
The non-equilibrium thermodynamic description of
heat machines consisting of quantum systems coupled
to heat baths is almost exclusively based on the Marko-
vian approximation [1, 2]. This approximation allows
for monotonic convergence of the system-state to ther-
mal equilibrium with its environment (bath) and yields
a universal bound on entropy change (production) in the
system [3]. Yet, the Markovian approximation is not re-
quired for the derivation of the Carnot bound on the
efficiency of a cyclic two-bath heat engine (HE): this
bound follows from the second law of thermodynamics,
under the condition of zero entropy change over a cycle
by the working fluid (WF), in both classical and quan-
tum scenarios. In general, the question whether non-
Markovianity is an asset remains open, although several
works have ventured into the non-Markovian domain [4–
9]. By contrast, it has been suggested that quantum
resources, such as a bath consisting of coherently su-
perposed atoms [10], or a squeezed thermal bath [11–
13], may raise the efficiency bound of the machine. The
mechanisms that can cause such a raise include either
a conversion of atomic coherence and entanglement in
the bath into WF heatup [10, 14, 15], or the ability of
a squeezed bath to exchange ergotropy [11–13, 16] (alias
non-passivity or work-capacity [17, 18]) with the WF,
which is incompatible with a standard HE. However, nei-
ther of these mechanisms is exclusively quantum; both
may have classical counterparts [19]. Likewise, quantum
coherent or squeezed driving of the system acting as a
WF or a piston [20] may boost the power output of the
machine depending on the ergotropy of the system state,
but not on its non-classicality [13].
Finding quantum advantages in machine performance
relative to their classical counterparts has been one of the
major aims of research in the field of quantum technol-
ogy in general [21–23], and particularly in thermodynam-
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ics of quantum systems [24]. Overall, the foregoing re-
search leads to the conclusion that conventional thermo-
dynamic description of cyclic machines based on a (two-
level, multilevel or harmonic oscillator) quantum system
in arbitrary two-bath settings may not be the arena for
a distinct quantum advantage in machine performance
[19]. An exception should be made for multiple identi-
cal machines that exhibit collective, quantum-entangled
features [25, 26]).
Here we show that quantum advantage is in fact
achievable in a quantum heat machine (QHM), whether
a heat engine or a refrigerator, whose energy-level gap
is modulated faster than what is allowed by the Markov
approximation. To this end, we invoke methods of quan-
tum system-control via frequent coherent (e.g. phase-
flipping or level-modulating) operations [27, 28] as well
as their incoherent counterparts (e.g. projective measure-
ments or noise-induced dephasing) [29–33]. Such control
has previously been shown, both theoretically [29, 30]
and experimentally [33], to yield non-Markovian dynam-
ics that conforms to one of two universal paradigms: i)
quantum Zeno dynamics (QZD) whereby the bath effects
on the system are drastically suppressed or slowed down;
ii) anti-Zeno dynamics (AZD) that implies the opposite,
i.e., enhancement or speedup of the system-bath energy
exchange [29, 30, 34]. It has been previously shown that
QZD leads to the heating of both the system and the
bath at the expense of the system-bath correlation en-
ergy [35], whereas AZD may lead to alternating cooling
or heating of the system at the expense of the bath or
vice-versa [29, 30].
In our present analysis of cyclic heat machines based
on quantum systems, we show that analogous effects can
drastically modify the power output, without affecting
their Carnot efficiency bound. AZD is shown to bring
about a drastic power boost, thereby manifesting genuine
quantum advantage, as it stems from the time-energy
uncertainty relation of quantum mechanics.
In Sec. II we present the basic model of our QHM.
In Sec. III we set the requirements for non-Markovian
dynamics in the QHM. In Sec. IV we demonstrate the
quantum advantage of the AZD regime and the inade-
quacy of the QZD regime as far as heat-machine perfor-
ar
X
iv
:1
90
5.
00
66
5v
2 
 [q
ua
nt-
ph
]  
8 M
ay
 20
19
2Cold Bath            Hot Bath
Figure 1: Schematic setup showing a two-level system with
periodically modulated level distance ω(t) as the working fluid
(WF) in a thermal machine wherein the WF is simultaneously
coupled to hot and cold baths with non-overlapping spectra.
Possible realizations include a driven-atom WF coupled to
filtered heat baths in a cavity or a driven impurity coupled to
spectrally distinct phonon baths in a solid structure [36, 37].
mance is concerned. In Sec. V we discuss the results and
suggest their experimental realization.
II. MODEL
We consider a quantum system S that plays the role
of a working fluid (WF) in a quantum thermal machine,
wherein it is simultaneously coupled to cold and hot
thermal baths. The system is periodically driven or
perturbed with time period τS = 2pi/∆S by the time-
dependent Hamiltonian HS(t):
HˆS(t+ τS) = HˆS(t). (1)
In order to have frictionless dynamics at all times, we
choose HS(t) to be diagonal in the energy basis of S,
such that.[
HˆS(t), HˆS(t
′)
]
= 0 ∀ t, t′. (2)
The system interacts simultaneously with the indepen-
dent cold (c) and hot (h) baths via
HˆI =
∑
j=c,h
Sˆ ⊗ Bˆj , (3)
where the bath operators Bˆc and Bˆh commute:[
Bˆc, Bˆh
]
= 0, and Sˆ is a system operator. For exam-
ple, for a two level system, Sˆ = σˆx, while Sˆ = Xˆ for a
harmonic oscillator, in standard notations. We do not
invoke the rotating wave approximation in the system-
bath interaction Hamiltonian Eq. (3). As in the mini-
mal continuous quantum heat machine [36], or its mul-
tilevel extensions [38], we require the two baths to have
non-overlapping spectra, e.g., super-Ohmic spectra with
distinct upper cut-off frequencies (see Fig. 1). This re-
quirement allows S to effectively couple intermittently to
one or the other bath during the modulation period τS,
without changing the interaction Hamiltonian to either
bath.
III. FROM MARKOVIAN TO
NON-MARKOVIAN DYNAMICS
In what follows we assume weak system-bath cou-
pling, consistent with the Born (but not necessarily the
Markov) approximation. Our goal is to examine the dy-
namics as we transit from Markovian to non-Markovian
time scales, and the ensuing change of the QHM perfor-
mance as the period duration τS is decreased. To this
end, we have adopted the methodology previously de-
rived in Refs. [27, 28, 39, 40], to account for the peri-
odicity of HS(t), by resorting to a Floquet expansion of
the Liouville operator in the harmonics of ∆S = 2pi/τS
[36, 41, 42]. As explained below, we focus on system-
bath coupling durations τC = nτS of the order of a few
modulation periods, where n > 1 denotes the number
of periods. The time-scales of importance are the mod-
ulation time period τS, the system-bath coupling du-
ration τC, the bath correlation-time τB and the ther-
malization time τth ∼ γ−10 , where γ0 is the system-
bath coupling strength. We consider n  1 such that
τC  τS, (ω + q∆S)−1, where ω denotes the transition
frequencies of the system S, and q is an integer (see App.
A). This allows us to implement the secular approxima-
tion, thereby averaging over the fast-rotating terms in the
dynamics. In the limit of slow modulation, i.e, τS  τB,
we have τC  τB, which allows us to perform the Born,
Markov and secular approximations, and eventually ar-
rive at a time-independent Markovian master equation
for τC  τS, ω−1, τB (see App. A).
On the other hand, in the regime of fast modulation
τS  τB, the Markov approximation becomes inapplica-
ble for coupling durations τC = nτS . τB. This gives rise
to the fast-modulation form of the master equation (see
Apps. A, B):
ρ˙S(t) =
∑
j=h,c
Lj [ρS(t)]
=
∑
j,ω
I˜j(ω, t)Dj,ω [ρS(t)] + h.c.;
I˜j(ω, t) ≡
∫ ∞
−∞
dνGj(ν)
[ sin [(ν − ω) t]
ν − ω
± i
(
cos [(ν − ω) t]− 1
ν − ω
)]
(4)
3For simplicity, unless otherwise stated, we consider ~ =
kB = 1. Here, for any modulation period τS, the general-
ized Liouville operators Lj of the two baths act additively
on the reduced density matrix ρS(t) of S, generated by
the ω-spectral components of the Lindblad dissipators
Dj,ω (see below) for the j = c, h bath acting on ρS(t).
For a two-level system, or an oscillator, D does not de-
pend on ω [1]. For ρS(t) diagonal in the energy basis,
which we consider below, the dynamics is dictated by the
coefficients Ij(ω, t) ≡ Re
[
I˜j(ω, t)
]
in Eq. (4), which ex-
press the convolution of the j-th bath spectral response
function Gj(ν) that has spectral width ∼ ΓB ∼ 1/τB,
with the sinc function, imposed by the time-energy un-
certainty relation for finite times (see App. B).
Our main contention is that overlap between the sinc
function and Gj(ν) at t ∼ τC . τB may lead to the
anti-Zeno effect, i.e., to remarkable enhancement in the
convolution Ij(ω, t), and, correspondingly, in the heat
currents and power. One can stay in this regime of en-
hanced performance over many cycles, by running the
QHM in the following two-stroke non-Markovian cycles:
i) Stroke 1: we run the QHM by keeping the WF (sys-
tem) and the baths coupled over n modulation periods,
from time t = 0 to t = nτS = τC . τB (n 1, τS  τB).
ii) Stroke 2: At t = nτS = τC, we decouple the WF
from the hot and cold baths. One needs to keep the WF
and the thermal baths uncoupled (non-interacting) for a
time-interval t¯ & τB, so as to eliminate all the transient
memory effects, i.e., decorrelate the WF and the baths
[34].
After this decoupling period, we recouple the WF to the
hot and cold thermal baths and continue to drive the
WF with the periodically modulated Hamiltonian Eq.
(1). Thus the setup is initialized after time τC + t¯, pro-
vided we choose n to be such that ρS(τC + t¯) = ρS(0),
so as to close the steady-state cycle after n modulation
periods, with the WF returning to its state at start of
the cycle (see Fig. 2 and Sec. IV). The QHM may then
run indefinitely in the non-Markovian cyclic regime.
By contrast, in the limit of long WF-baths coupling
duration τC = nτS  τB, the sinc functions take the
form of delta functions, and therefore, as expected, the
integral Eq. (4) reduces to the standard form obtained
in the Markovian regime, given by
Ij(ω, t) = piGj (ω) . (5)
IV. A MINIMAL QUANTUM THERMAL
MACHINE BEYOND MARKOVIANITY
A. Steady-state performance
Here we consider as the QHM a two-level system (TLS)
WF with states |0〉 and |1〉, interacting with a hot and a
cold thermal bath, described by the Hamiltonian
H(t) = HˆS(t) + σˆx ⊗
(
Bˆc + Bˆh
)
+ HˆB . (6)
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Figure 2: (Color Online) Time-evolution of the |1〉-state prob-
ability p1(t) of a TLS WF. The WF is first connected to the
hot and cold baths, whose quasi-Lorentzian spectral functions
are given by Eq. (D2), at a negative time −tin (tin  τth),
under the initial condition p1(t = −tin) = 0.6, and reaches
the steady-state value p1,ss at t + tin  τth. The WF is
decoupled from the hot and cold thermal baths at a time
−t¯ . −τB < 0 after reaching the steady-state, and then
recoupled again to the two baths at time t = 0, such that
the WF is non-interacting with the hot and cold thermal
baths for the time interval −t¯ ≤ t < 0, shown by the red
break-line. The QHM is operated in the AZD regime for
t ≥ 0, wherein it is decoupled from and recoupled to the
thermal baths after every AZD cycle, for coupling time du-
ration τC = nτS. The probability p1 remains unchanged at
the steady-state value, even after multiple AZD cycles. Inset:
Same as the main plot, zoomed in for three consecutive AZD
cycles. The WF is non-interacting with the thermal baths
for time intervals t¯ & τB between two consequtive AZD cy-
cles, shown by the red break lines. Here (see Eqs. (7) - (11))
λ = 0.2, ω0 = 20,∆S = 10, n = 10, βh = 0.0005, βc = 0.005,
and we consider quasi-Lorentzian bath spectral functions Eq.
(D2) with γ0 = 1,ΓB = 0.2, δh = δc = 1.
The Pauli matrices σˆj (j = x, y, z) act on the TLS, the
operator Bˆc (Bˆh) acts on the cold (hot) bath, and HˆB
denotes the bath Hamiltonian. The resonance frequency
ω(t) of the TLS is sinusoidally modulated by the periodic-
control Hamiltonian
HˆS(t) =
1
2
ω(t)σˆz; σz|1〉 = |1〉, σz|0〉 = −|0〉
ω(t) = ω0 + λ∆S sin (∆St) , (7)
where the relative modulation amplitude is small: 0 <
λ 1. The periodic modulation Eq. (7) gives rise to Flo-
quet sidebands (denoted by the index q = 0,±1,±2, . . .)
with frequencies ±ωq = ± (ω0 + q∆S) and weights Pq,
which diminish rapidly with increasing |q| for small λ
(see App. B) [28, 36, 40].
4(c)
Figure 3: (Color Online) The quasi-Lorentzian spectral func-
tions of the hot bath Gh(ν) (red filled curve) and the cold
bath Gc(ν) (blue filled curve) (see Eq. (D2)), and the
sinc functions sinc [(ν − ω0 −∆S) t] (black solid curve) and
sinc [(ν − ω0 + ∆S) t] (cyan solid curve) for (a) fast modu-
lation ∆S = 60ΓB and (b) slow modulation ∆S = 10ΓB,
at t = 10τS. Fast (slow) modulation results in broaden-
ing (narrowing) of the sinc functions, thus leading to en-
hanced (reduced) overlap with the spectral functions. (c)
Power W˙ (black lines) and heat currents Jh (red lines) and Jc
(blue lines) averaged over n = 10 modulation periods (solid
lines) and the same obtained under the Markovian approxi-
mation for long cycles, i.e., large number of modulation peri-
ods (n→∞) (dashed lines), versus the modulation frequency
∆S. AZD for τC . τB results in output power boost (shown
by dotted double-arrowed lines) by up to more than a factor
of 2, signifying quantum advantage in the heat-engine regime.
The green dotted line corresponds to zero power and currents.
Here λ = 0.2, ω0 = 20, γ0 = 1,ΓB = 0.2, N = 1, δ = 3,  =
0.01, βh = 0.0005, βc = 0.005.
(a)
(b)
(c)
Figure 4: (Color Online) Overlap of super-Ohmic spectral
functions Gh(ν) (red filled curve) and Gc(ν) (blue filled curve)
with cutoff frequency ν¯ (see Eq. (D3)), with the modulation
response functions sinc [(ν − ω0 −∆) t] (black solid curve)
and sinc [(ν − ω0 + ∆) t] (cyan solid curve) for (a) fast mod-
ulation, ∆S = 12ν¯, and (b) slow modulation ∆S = 2ν¯ at
t = 10τS. Fast (slow) modulation results in broad (narrow)
sinc functions, and thus enhanced (reduced) overlap with the
spectral functions. (c) Power W˙ (black lines) and heat cur-
rents Jh (red lines) and Jc (blue lines) averaged over n = 10
modulation periods (solid lines) as compared to the coun-
terparts under Markovian approximation for long cycles, i.e.,
n → ∞ (dashed lines), versus the modulation frequency ∆S.
A significant quantum advantage is obtained for τC . τB,
when broadening of the sinc functions yields an output power
boost (shown by dotted double-arrowed lines) of up to a factor
greater than 7, in the heat engine regime. The green dotted
line corresponds to zero power and currents. Here s = 2, ν¯ =
1, δ = 0.1,  = 0.1, ω0 = 20, γ0 = 1, βh = 0.0005, βc = 0.005.
5A crucial condition of our treatment is the choice of
spectral separation of the hot and cold baths, such that
the positive sidebands (q > 0) only couple to the hot bath
and the negative sidebands (with q < 0) sidebands only
couple to the cold bath. This requirement is satisfied, for
example, by the following bath spectral functions:
Gh (ω) = 0 for 0 < ω ≤ ω0
Gc(ω) = 0 for ω ≥ ω0, (8)
which ensures that for small λ, only the q = 1 harmonic
exchanges energy with the hot bath at frequencies ±ω1 =
± (ω0 + ∆S), while the q = −1 harmonic does the same
with the cold bath at frequencies ±ω−1 = ± (ω0 −∆S).
We neglect the contribution of the higher order sidebands
(|q| > 1) for 0 < λ  1, for which Pq → 0 [28, 36, 40,
42, 43]. Further, we impose the Kubo-Martin-Schwinger
(KMS) detailed-balance condition
Gj(−ω) = Gj(ω) exp (−ωβj) , (9)
where βj = 1/Tj .
The AZD can be expected to arise for generic bath
spectra as long as nτS . τB. For simplicity, in what
follows, Gh(ω) and Gc(ω) are assumed to be mutually
symmetric around ω0, i.e.,
Gh(ω0 + ν) = Gc(ω0 − ν) (10)
for 0 ≤ ν < ω0 (see App. C). The WF is first coupled to
the thermal baths at an initial time −tin (tin  τth > 0).
Irrespective of the value of τS, at large times t+tin  τth,
and under the condition of weak WF-baths coupling, one
can arrive at a time-intependent steady state ρS → ρss
in the energy-diagonal form (see App. C):
ρss = p1,ss|1〉〈1|+ p0,ss|0〉〈0|
p1,ss
p0,ss
=: w =
e−βh(ω0+∆S) + e−βc(ω0−∆S)
2
. (11)
One can then decouple the WF and the baths, such that
they are non-interacting for a time interval exceeding τB
so as to eliminate all memory effects, then recouple them
again at t = 0, keeping ρS = ρss, and run the QHM in
the cycle described in Section III.
In general, owing to the finite widths (∼ 1/τC) of
Ih,c(ωq, t) in the frequency domain for short coupling
times (τC . τB), the WF would be driven away from ρss,
as follows from Eq. (4), causing ρS(t) to evolve with time
within the time interval 0 < t ≤ τC. However, in order to
generate a cyclic QHM operating in the steady-state, we
focus on cycles consisting of n modulation periods that
satisfy
τ−1C  Tc,h; τ−1C < ω0 −∆S, (12)
so that
e
−ω0±∆S+1/τCTc,h ≈ e−
ω0±∆S
Tc,h . (13)
The above conditions Eq. (12) and (13), along with the
KMS condition Eq. (9), imply that
Ih (−(ω0 + ∆S), t) ≈ e−
ω0+∆S
Th Ih (ω0 + ∆S, t)
Ic (−(ω0 −∆S), t) ≈ e−
ω0−∆S
Tc Ic (ω0 −∆S, t) . (14)
Equation (14), in turn, guarantees that Eq. (11) yields
the steady state even at short times, and thus eliminates
any time dependence in ρS (see Fig. 2). For a QHM
operating in the steady state,
ρ˙(t) = (Lh + Lc) [ρss]
remains zero even during de-coupling from, and re-
coupling with the hot and cold baths. This ensures that
the system remains in its steady state ρss throughout the
cycle.
Equations (12) - (14) can be easily satisfied for ex-
perimentally achievable parameters; eg., ∆S ∼ kHz, and
n = 10 would imply Tc  ~∆S/2pinkB ∼ 10−9 K.
From the First Law of thermodynamics, the QHM out-
put power W˙ (t) is given in terms of the hot and cold heat
currents Jh(t) and Jc(t), respectively, by [43]
W˙ (t) = −(Jh(t) + Jc(t)). (15)
The possible operational regimes of the heat machine,
i.e., its being a heat-engine or a refrigerator [36, 43],
are determined by the signs of the WF-baths coupling
duration-averaged Jh, Jc and W . One can calculate the
steady-state efficiency η, average power output W˙ and
average heat currents Jj (j = h, c)
η = −
∮
τC
W˙ (t)dt∮
τC
Jh(t)dt
;
W˙ =
1
τC
∮
τC
W˙ (t)dt; Jj =
1
τC
∮
τC
Jj(t)dt (16)
as a function of the modulation speed ∆S, searching for
the extrema of the functions in Eq. (16).
The heat currents Jc and Jh, flowing out of the cold
and hot baths, respectively, are obtained consistently
with the Second Law [36, 43] in the form
Jh(t) =
λ2
4
(ω0 + ∆S)Ih (ω0 + ∆S, t) e
−(ω0+∆S)βh − w
w + 1
,
Jc(t) =
λ2
4
(ω0 −∆S)Ic (ω0 −∆S, t) e
−(ω0−∆S)βc − w
w + 1
,
(17)
where we have used P±1 = λ2/4.
In order to study the steady-state QHM performances
for different modulation frequencies, we consider the ex-
ample of two non-overlapping spectral response functions
of the two baths displaced by δ with respect to ωq,
i.e., Gh(ν) (Gc(ν)) characterized by a quasi-Lorentzian
peak of width ΓB, with the peak at νh = ω0 + ∆S + δ
(νc = ω0 −∆S − δ). Alternatively, we also consider the
6example of two non-overlapping super-Ohmic spectral re-
sponse functions Gh(ν) and Gc(ν) of the two baths, with
their origins shifted from ν = 0 by νh = ω0 + ∆S− δ and
νc = ω0−∆S+δ respectively, for 0 < δ  ∆S, ω0, ω0−∆S
(see App. D). The dependence of νh,c on ∆S amounts
to considering baths with different spectral functions for
different modulation frequencies, and ensures that any
enhancement in heat currents and power under fast driv-
ing results from the broadening (rather than the shift) of
the sinc functions, which are centered at ω0 ±∆S.
We plot the bath spectral functions, sinc functions,
and the corresponding time averaged heat currents and
power, as obtained from Eq. (17) in Figs. 3 - 5. The
Markovian approximation: sinc(x) ∝ δ(x) in Eq. (4)
reproduces the correct heat currents and power only in
the limit of slow modulation (τC  τB). By contrast, the
Markovian approximation reproduces the exact efficiency
for both slow and fast modulation rates (see Fig. 6).
Thus, although the efficiency grows as τS decreases, it is
still limited by the Carnot bound.
B. Anti-Zeno dynamics
The performance of the QHM depends crucially on the
relative width of the spectral function and the sinc func-
tions (see Fig. 3). A slow modulation (τS  τB) results
in sinc functions which are non-zero only over a narrow
frequency range, wherein Gj(ν) can be assumed to be
approximately constant, which leads to time-independent
Ij(ωq) and Markovian dynamics. On the other hand, fast
modulation (τC . τB) is associated with broad sinc func-
tions, for whichGj(ν) is variable over the frequency range
∼ τ−1C for which the sinc functions are non-zero. This
regime is a consequence of the time-energy uncertainty
relation of quantum mechancs, and is associated with the
anti-Zeno effect [29, 30]. This effect results in dynami-
cally enhanced system-bath energy exchange, which we
title anti-Zeno dynamics (AZD). Remarkably, in a QHM,
appropriate choices of Ih,c(ωq, t) may yield a power and
heat-currents boost whenever the sinc functions have suf-
ficient overlap with Gh,c(ν).
Importantly, we find that spectral functions peaked
at frequencies sufficiently detuned from ω0 ± ∆S (i.e.,
δ > ΓB) may increase the overlap with the sinc func-
tions appreciably under fast modulation in the anti-Zeno
regime, for τ−1C , δ & ΓB, thus resulting in substantial out-
put power boost. This regime indicates that finite spec-
tral width of the sinc functions may endow a HE with sig-
nificant quantum advantage. In the numerical examples
shown here, the quantum advantage in the HEs powered
by baths with quasi-Lorentzian (super-Ohmic) spectral
functions can increase the power by a factor larger than
two (seven) (see Figs. 3 and 4), for the same efficiency
(see Fig. 6a).
(b)
(a)
(b)
Figure 5: (Color Online) Power W˙ (black lines) and heat cur-
rents Jh (red lines) and Jc (blue lines) averaged over n = 10
modulation periods (solid lines) as compared to the coun-
terparts under Markovian approximation for long cycles, i.e.,
n → ∞ (dashed lines), versus the modulation frequency ∆S,
for (a) the spectral functions shown in Fig. 3 and (b) the spec-
tral functions shown in Fig. 4. The enhanced overlap result-
ing from fast modulation (large ∆S) enhances the heat cur-
rents Jc to up to a factor larger than 2 for (a) and larger than
9 for (b) in the refrigerator regime (shown by dotted double-
arrowed lines), signifying quantum advantage. The green
dotted line corresponds to zero power and currents. Here
λ = 0.2, ω0 = 20, γ0 = 1,ΓB = 0.2, βh = 0.001, βc = 0.002.
C. Quantum refrigeration above the quantum
speed limit
The quantum speed limit ∆qsl is defined as the largest
modulation rate which allows the system to operate as a
heat engine, i.e., a modulation with ∆S > ∆qsl results in
W˙ > 0 [38, 44]. Above this modulation rate, the setup
stops acting as a heat engine, and instead starts operating
as a refrigerator, where the heat current flows from the
cold bath to the hot bath, in presence of W˙ > 0 (see Fig.
7Figure 6: (a) Efficiency η for the heat engine shown in Fig.
3, in the AZD regime (green solid line), and the same in the
long coupling time limit τC → ∞ (black dashed line), versus
the modulation frequency ∆S. The efficiency approaches the
Carnot limit (blue dotted line) ηC = 1 − βh/βc at ∆ = ∆qsl
(b) Coefficient of performance for the refrigerator shown in
Fig. 5a, and the same in the long time t → ∞ limit (black
dashed line).
5) [36, 38, 43]. Analysis of the heat currents Eq. (17)
yields, for bath temperatures Th > Tc,
∆qsl =
2pi
τqsl
= ω0
Th − Tc
Th + Tc
. (18)
Interestingly, the same result is obtained for Markovian
heat engines characterized by τS  τB. Therefore, under
fast modulation, the quantum thermal machine operates
as a quantum refrigerator (QR) for
τS < τqsl  τB (19)
and as a heat engine (HE) for
τqsl < τS  τB. (20)
AZD can lead to quantum advantage in the refrigerator
regime as well, by enhancing the heat current Jc, thus
Markovian 
regimeAnti-Zeno Dynamics
QR          QHE
(Quantum Advantage)
Zeno 
Dynamics
Non-Markovian Regime
Figure 7: (Color Online) Schemaitc display of the different
regimes of operation, as a function of the WF (system) - baths
coupling duration τC.
resulting in faster cooling of the cold bath. As for HE,
numerical analysis shows that quasi-Lorentzian, as well
as super-Ohmic bath spectral functions can lead to sig-
nificant quantum advantage in the AZD regime (see Fig.
5). On the other hand, as for the efficiency in case of the
HE, the coefficient of performance
COP = − Jc
W˙
(21)
is not significantly affected by the broadening of the sinc
function, and on average remains identical to that ob-
tained under slow modulation in the Markovian regime
(see Fig. 6b).
D. Zeno dynamics
In contrast to the advantageous AZD, ultra-fast mod-
ulations with τB, δ
−1  τC, lead to the Zeno regime,
where the maximum of tsinc (νt) at ν → 0 and t = nτS =
τC is given by
lim
ν→0
tsinc (νt)→ τC = nτS → 0. (22)
Consequently, the convolutions Ic,h(ωq, t)→ 0, resulting
in vanishing heat currents and power (see Figs. 7 and
8). However, the Zeno regime might be beneficial for
work extraction in the presence of appreciable system-
bath correlations, that are neglected here [35].
V. DISCUSSION
We have explored the hitherto uncharted domain of
quantum heat engines (QHEs) and refrigerator (QRs)
based on quantum working fluids (WFs) intermittently
coupled and decoupled from heat baths operating on non-
Markovian time scales. We have shown that for driving
(control) faster than the correlation (memory) time of
8the bath, one may achieve dramatic output power boost
in the anti-Zeno dynamics (AZD) regime (see Fig. 7).
Let us revisit our findings, using as a benchmark the
Markovian regime under periodic driving: In the lat-
ter regime, detailed balance of transition rates between
the WF levels, as well as the periodic driving (modula-
tion) rate, determine, according to the First and Second
Laws of thermodynamics, the heat currents between the
(hot and cold) baths, and thereby the power produced
or consumed. In our present treatment, the Markovian
regime is recovered under slow modulation, such that the
WF-baths coupling duration τC exceeds the bath cor-
relation time τB. Then, the Markovian approximation
is adequate for studying the operation of the QHE or
the QR. By contrast, under fast modulations, such that
τC = nτS . τB, the working fluid interacts with the baths
over a broad frequency range of the order of ∼ τ−1C , ac-
cording to the time-energy uncertainty relation in quan-
tum mechanics. The frequency-width over which system-
bath energy exchange takes place can lead to anti-Zeno
dynamics (AZD). The resultant quantum advantage is
then especially pronounced for bath spectral functions
that are appreciably shifted by δ > ΓB ∼ τ−1B , from the
centers of the sinc functions that govern the system-bath
energy exchange rates.
The quantum advantage of AZD manifests itself in the
form of higher output power, for the same efficiency, in
the QHE regime (∆S < ∆qsl), as compared to that ob-
tained under Markovian dynamics in the limit of large
τC, all other parameters remaining the same. Alterna-
tively, in the QR regime (∆S > ∆qsl), AZD may lead
to quantum advantage over Markovian dynamics in the
form of higher heat current Jc, or, equivalently, higher
cooling rate of the cold bath, for the same coefficient
of performance. The latter effect leads to the enticing
possibility of quantum-enhanced speed-up of the cool-
ing rate of systems as we approach the absolute zero,
and raises questions regarding the validity of the Third
Law of Thermodynamics in the quantum non-Markovian
regime, if we expect the vanishing of the cooling rate at
zero temperature as a manifestation of the Third Law
[45–47]. Interestingly, fast modulation in Otto cycle has
been shown to be beneficial for achieving enhanced power
(in case of a heat engine) or enhanced cooling rate (in
case of a refrigerator), even in the Markovian dynamics
regime [48].
Finally, in the regime of ultrafast modulation with
τ−1C  ΓB, δ, quantum Zeno dynamics sets in, leading to
vanishing heat currents and power, thus implying that
such a regime is incompatible with thermal machine op-
eration (see Figs. 7 and 8).
The Markovian approximation suffices to find the cor-
rect efficiency (for a QHE) or the coefficient of perfor-
mance (for a QR), even in the non-Markovian regimes,
for mutually symmetric bath spectral functions (see Eq.
(10)). This guarantees that the efficiency always remains
below the Carnot bound, even under fast modulations
(see Fig. 6).
Experimental scenarios where the predicted AZD
quantum advantage may be tested can be envisaged.
Since non-Markovianity in general, and AZD in partic-
ular, require non-flat bath spectral functions, suitable
canditates for the hot and cold baths are microwave
cavities and waveguides in which dielectric gratings are
embedded, with distinct cut-off and bandgap frequen-
cies [43, 49] by fields in the optical wavelength regime.
The required qubit modulations are then compatible
with MHz periodic driving of superconducting transmon
qubits [50, 51] or NV-center qubits in diamonds [52, 53].
The novel effects and performance trends of QHE and
QR in the non-Markovian time domain, particularly the
anti-Zeno induced power boost, open new, dynamically-
controlled pathways in the quest for genuine quantum
features in heat machines, which has been a major moti-
vation of quantum thermodynamics in recent years [10–
13, 37, 54–57].
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Appendix A: Floquet Analysis of the non-Markovian
Master Equation
Let us consider the differential non-Markovian master
equation for the system density operator ρS(t) in the in-
teraction picture [28]:
ρ˙S(t) = −
∫ t
0
dsTrB
[
Sˆ(t)⊗ Bˆc(t)
+ Sˆ(t)⊗ Bˆh(t), [Sˆ(s)⊗ Bˆc(s)
+ Sˆ(s)⊗ Bˆh(s), ρS(t)⊗ ρB]
]
. (A1)
Here ρB = ρBc ⊗ ρBh, where ρBj is the density operator
of bath j. In the derivation of Eq. (A1) we have assumed
that Tr[Bˆj , ρBj ] = 0. We consider commuting bath op-
erators
[
Bˆc(t), Bˆh(t
′)
]
= 0, such that the two baths act
additively in Eq. (A1). Below we focus on only one of
the baths and omit the labels c/h for simplicity. We then
have
Sˆ†(t) = Sˆ(t)
Bˆ†(t) = Bˆ(t)
Tr
[
Bˆ(t)Bˆ(s)ρB
]
= 〈Bˆ(t)Bˆ(s)〉 ≡ Φ(t− s)
Sˆ(t) =
∑
q,ω
Sq,ωe
−i(ω+q∆S)t. (A2)
where q are integers and ω are transition frequencies of
the system S.
9One can use Eq. (A2) to write the first term on the
r.h.s. of Eq. (A1) as
T1 = −
∑
ω,ω′,q,q′
ei[(ω
′−ω)+(q′−q)∆S]tSˆ†q′,ω′ Sˆq,ωρS(t)
×
∫ t
0
[
Φ(t− s)ei(ω+q∆S)(t−s)]ds. (A3)
In the limit of times of interest, i.e., times larger than
the period of driving τS and the effective periods of the
system, t  τS , (ω + q∆S)−1, the terms with the fast
oscillating factor before the integral in Eq. (A3) become
small and can be neglected, i.e., the secular approxima-
tion becomes applicable, such that
(q′ − q) ∆S = ω − ω′, (A4)
which generally holds only for
ω′ = ω; q′ = q, (A5)
as long as (q′ − q) ∆S is not close to (ω′ − ω) for any
q, q′, ω, ω′. Condition (A5) gives us
T1 ≈ −
∑
ω,q
Sˆ†q,ωSˆq,ωρS(t)∫ t
0
[
Φ(t− s)ei(ω+q∆S)(t−s)]ds
= −
∑
ω,q
Sˆ†q,ωSˆq,ωρS(t)
∫ t
0
[
Φ(α)ei(ω+q∆S)α
]
dα
= −
∑
ω,q
Sˆ†q,ωSˆq,ωρS(t)
×
∫ ∞
−∞
G(ν)
∫ t
0
e−i[ν−(ω+q∆S)]αdαdν, (A6)
where α = t− s, and
Φ(α) =
∫ ∞
−∞
dνG(ν)e−iνα. (A7)
In the limit of slow modulation, such that t = nτS 
τB, one can perform the Markov approximation, thereby
extending the upper limit of the integral in time in
Eq. (A6) to t → ∞, which finally results in the time-
independent Markovian form [1]
T1 ≈ −pi
∑
ω,q≥0
Sˆ†q,ωSˆq,ωρS(t)G(ω, q). (A8)
On the other hand, in the limit of t ∼ nτS . τB, the
Markovian approximation becomes invalid, and one gets
T1 ≈ −
∑
ω,q
Sˆ†q,ωSˆq,ωρS(t)
∫ ∞
−∞
dνG(ν)
[ sin ([ν − (ω0 + q∆S)] t)
ν − (ω0 + q∆)
+ i
(
cos ([ν − (ω0 + q∆S)] t)− 1
ν − (ω0 + q∆S)
)]
. (A9)
Progressing similarly as above, one can arrive at simi-
lar expressions for other terms in Eq. (A1) as well.
Appendix B: Non-Markovian dynamics of a driven
two-level system in presence of a dissipative bath
The non-Markovian master equation followed by the
TLS WF subjected to the Hamiltonian Eq. (6) is (see
Eq. (A1))
L [ρs(t)] =
[(
A↓ + A¯↓
)
σ+ρs(t)σ
− −A↓σ−σ+ρs(t)− A¯↓ρs(t)σ−σ+
]
+
[(
A↑ + A¯↑
)
σ−ρs(t)σ+ −A↑σ+σ−ρs(t)− A¯↑ρs(t)σ+σ−
]
+Mσ−ρs(t)σ− + M¯σ+ρs(t)σ+, (B1)
where we have removed the h, c indices for simplicity, and considered the dynamics due to a single bath. Here
A↓ =
∑
q,q′∈Z
ξ(q′)ξ(q)ei(q−q
′)∆St
∫ ∞
−∞
G(ν)
∫ t
0
e−i[ν−(ω0+q∆S)]τdνdτ,
A↑ =
∑
q,q′∈Z
ξ(q′)ξ(q)e−i(q−q
′)∆St
∫ ∞
−∞
G(ν)
∫ t
0
e−i[ν+(ω0+q∆S)]τdνdτ,
M =
∑
q,q′∈Z
ξ(q)ξ(q′)e−i[2ω0+(q+q
′)∆S]t
∫ ∞
−∞
G(ν)
(∫ t
0
ei[ν−(ω0+q∆S)]τdτ +
∫ t
0
e−i[ν+(ω0+q∆S)]τdτ
)
dν
σx(t) =
∑
q∈Z
(
ξ(q)e−i(ω0+q∆S)tσ− + ξ(q)ei(ω0+q∆S)tσ+
)
. (B2)
A¯↓, A¯↑ and M¯ are the complex conjugates of A↓, A↑ and
M , respectively. The terms corresponding to σ±ρS(t)σ±
in Eq. (B1) vanish for diagonal steady-state ρS(t) →
10
ρss (see Eq. (11)). Further, here we focus on several
modulation periods, i.e., t = nτS  τS, when the fast
oscillatory terms corresponding to q 6= q′ vanish as well,
such that
A↓ ≈
∑
q
Pq
∫ ∞
−∞
G(ν)
∫ t
0
e−i[ν−(ω0+q∆S)]τdνdτ,
A↑ ≈
∑
q
Pq
∫ ∞
−∞
G(ν)
∫ t
0
e−i[ν+(ω0+q∆S)]τdνdτ,
Pq = |ξ(q)|2. (B3)
We note that
∫ t
0
e±i[ν±(ω0+q∆S)]τdτ =
sin ([ν ± (ω0 + q∆S)] t)
ν ± (ω0 + q∆)
∓ i
[
cos ([ν ± (ω0 + q∆S)] t)− 1
ν ± (ω0 + q∆S)
]
. (B4)
The imaginary part in Eq. (B4) acts on terms of the form
iIm[I˜j (±ωq, t)] (σ∓σ±ρS(t)− ρS(t)σ∓σ±), which vanish
for large times when the off-diagonal elements ρS(t) ap-
proach zero for any initial state. On the other hand, the
real part of Eq. (B4) gives rise to terms of the form
Ij (±ωq, t) := Re[I˜j (±ωq, t)]
=
∫ ∞
−∞
Gj(ν)
sin ([ν ± (ω0 + q∆)] t)
ν ± (ω0 + q∆) dν,(B5)
In the limit of slow modulation such that t ∼
nτS  τB (n ∈ Z, n  1), the function
sin ([ν ± (ω0 + q∆)] t) / [ν ± (ω0 + q∆)] assumes a delta
function centred at ν = ± (ω0 + q∆), thus leading to the
familiar Markovian form of master equation, with
Ij (±ωq, t) = piGj [± (ω0 + q∆S)] ∀ t. (B6)
On the other hand, in the anti-Zeno regime of fast mod-
ulation: t ∼ nτS . τB, Ij (±ωq, t) is not given by Eq.
(B6), and one needs to consider the full form Eq. (B5).
In particular, for a diagonal state ρS(t) = p1(t)|1〉〈1|+
p1(t)|0〉〈0|, the dynamics Eq. (B1) - Eq. (B5) leads us
to the rate equations
p˙1(t) = −p˙0(t) = λ
2
4
[R0(t)p0(t)−R1(t)p1(t)]
R0(t) = Ih(−ω0 −∆S, t) + Ic(−ω0 + ∆S, t)
R1(t) = Ih(ω0 + ∆S, t) + Ic(ω0 −∆S, t) (B7)
Figure 8: The quasi-Lorentzian spectral function Gh(ν) (red
filled curve) shown in Fig. 3, and sinc [(ν − ω0 −∆) t] (black
solid curve) at time t = 10τS for (a) Markovian dynamics with
∆S = 10ΓB, (b) anti-Zeno dynamics with ∆S = 80ΓB and (c)
Zeno dynamics with ∆S = 2000ΓB. The overlap between
the two functions is maximal for anti-Zeno dynamics, while it
vanishes both for slow modulation, when the sinc function is
narrow, as well as for Zeno dynamics, when the sinc function
is much broader than Gh(ν), and approaches zero for all ν.
Here the same Gh(ν) is considered in (a), (b) and (c); all the
parameters are same as in Fig. 3.
In the Zeno regime of ultra-fast modulation, obtained
in the limit of t ∼ nτS  τB, the integral I(ωq, t) van-
ishes (see Fig. 8), thus leading to the Zeno effect of no
dynamics.
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Appendix C: Steady states in the anti-Zeno
dynamics (AZD) regime
Now we study the regimes which allow us to oper-
ate the setup with a time-independent steady state ρss
even inside the AZD regime. We note that for t → ∞,
Ij (ωq, t) reduces to the time-independent form piGj(ωq),
thus leading us to the Eq. (11). On the other hand,
for t ∼ nτS . τB, Ij (ωq, t) includes contributions from
Gj(ωq + ν), where
|ν| . 1/t = 1/ (nτS) . (C1)
Further, we consider ω0, Tc, Th, and ∆S < ω0 large
enough, such that 1/t  ω0 ± ∆S, Tc, Th. Therefore in
this limit the KMS condition gives us
Gj (− (ωq + ν)) ≈ e−(ωq+ν)βjGj (ωq + ν)
≈ e−ωqβjG (ωq + ν) . (C2)
This immediately leads us to
Ij(−ωq, t) ≈ e−ωqβjIj(ωq, t), (C3)
and consequently (see Eq. (11))
w ≈ e
−(ω0+∆S)βhIh (ω0 + ∆S, t)
Ih (ω0 + ∆S, t) + Ic (ω0 −∆S, t)
+
e−(ω0−∆S)βcIc (ω0 −∆S, t)
Ih (ω0 + ∆S, t) + Ic (ω0 −∆S, t) , (C4)
where we have considered the two sidebands q = 1,−1
only. Clearly, the condition
Ih (ω0 + ∆S, t) ≈ Ic (ω0 −∆S, t) , (C5)
which is true for mutually symmetric bath spectral func-
tions Gh(ω0 + x) ≈ Gc(ω0 − x) for any real x (see Fig.
9), leads to the time-independent steady state ρss with
(see Eq. (11))
w ≈ e
−(ω0+∆S)βh + e−(ω0−∆S)βc
2
. (C6)
Appendix D: Bath spectral functions
1. Quasi-Lorentzian bath spectral functions
We focus on baths characterized by spectral functions:
Gh(ν ≥ 0) = 1
N
N∑
r=1
[
cr
γ0Γ
2
B,rΘ(ν − ω0 − )
(ω0 + ∆S + δr − ν)2 + Γ2B,r
]
,
Gc(ν ≥ 0) = 1
N
N∑
r=1
[
cr
γ0Γ
2
B,rΘ(ω0 − − ν)Θ(ν − )
(ω0 −∆S − δr − ν)2 + Γ2B,r
]
Gh,c(−ν) = Gh,c(ν)e−νβh,c , (D1)
where we have considered the KMS condition, Θ is the
step function, N ∈ Z, N > 0 denotes the number of
Figure 9: (Color Online) The time dependent rates Ih(ω0 +
∆S, t) (red solid line) and Ic(ω0 −∆S, t) (green dashed line)
as a function of time-periods t/τS for spectral functions Eq.
(D2) with δ = 4.5 for (a) τS = 2pi/∆S = 2 and (b) τS =
2pi/∆S = 10. As explained in App. C, symmetric spectral
functions Gh(ω + x) = Gc(ω0 − x) for real x lead to Ih(ω0 +
∆S, t) = Ic(ω0 − ∆S, t). A fast modulation (τS = 2) results
in oscillating and time-dependent Ih,c(t) for large t/τS, while
slow modulation (τS = 10) leads to an approximately constant
Ih,c even for small t/τS Here ω0 = 10, γ0 = 1,ΓB = 1.
peaks and ΓB,r = 1/τB,r > 0 is the width of the r-th
peak. δr are the (real) Lamb self energy shifts, such that
Gh (Gc) is peaked at ν = ω0+∆+δr (ν = ω0−∆−δr). As
seen from Eq. (D1), we consider bath spectral functions
with different resonance frequencies (= ω0 ± ∆S ± δr)
for different modulation rates ∆S; as mentioned in the
main text, this ensures that the detuning between the r-
th resonance frequency of a bath spectral function, and
the maximum of the corresponding sinc function, is al-
ways δr, and is independent of the modulate rate ∆S. For
example, this can be implemented by choosing different
baths for operating thermal machines with different mod-
ulation frequencies. Consequently, any enhancement in
heat currents and power originate from the broadening
of the sinc functions, rather than from the shift of the
maxima of the sinc functions. Here cr ≥ 0 is the weight
of the r-th term in the sums in Eq. (D1). A non-zero
(but small)  > 0 ensures that Gc(ν) and Gh(ν) vanish
at ν = 0, thus resulting in vanishing thermal excitations
and entropy at the absolute zero temperature, as is de-
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manded by the third law of thermodynamics [45, 47].
Since Gc(ν = ω0) = Gc(ν = ω0) = 0, the 0-th sideband
(q = 0) does not contribute to the dynamics. Figure 10
shows the quantum advantage obtained for bath spectral
functions of the form Eq. (D1) with N = 2.
For N = 1, the above functions Eq. (D1) reduce to
quasi-Lorentzian spectral functions of the form
Gh(ν ≥ 0) = γ0Γ
2
BΘ(ν − ω0 − )
(ω0 + ∆S + δ − ν)2 + Γ2B
,
Gc(ν ≥ 0) = γ0Γ
2
BΘ(ω0 − − ν)Θ(ν − )
(ω0 −∆S − δ − ν)2 + Γ2B
,
Gh,c(−ν) = Gh,ce−νβh,c . (D2)
The condition δ = 0 results in the spectral functions and
the sinc function attaining maxima at the same frequen-
cies, viz., at ν = ω0 ±∆S.
Figure 10: (Color Online) Double-peaked spectral functions
Gh(ν) (red filled curve) and Gc(ν) (blue filled curve), and
the sinc functions sinc [(ν − ω0 −∆) t] (black solid curve) and
sinc [(ν − ω0 + ∆) t] (blue solid curve) for (a) fast modulation
∆S = 60ΓB and (b) slow modulation ∆S = 10ΓB at t = 10τS.
Fast (slow) modulation results in broadening (narrowing) of
the sinc functions, thus leading to enhanced (reduced) over-
lap with the spectral functions. (c) Power W˙ (black lines)
and heat currents Jh (red lines) and Jc (blue lines) averaged
over n = 10 modulation periods (solid lines) and the same
obtained under the Markovian approximation for long cycles
(n→∞) (dashed lines), versus the modulation frequency ∆S.
A significant quantum advantage (shown by dotted double-
arrow lines) is obtained for fast modulation, when broaden-
ing of the sinc functions yields an output power boost by a
factor greater than 2 in the heat engine regime. The green
dotted line corresponds to zero power and currents. Here
N = 2, δ1 = 2, δ2 = 4. All other parameters are same as in
Fig. 3
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2. Super-Ohmic bath spectrum
We also consider super-Ohmic bath spectral functons
of the form
Gh(ν ≥ 0) = Θ (ν − νh) γ0 (ν − νh)
s
ν¯s−1
e[−(ν−νh)/ν¯]
Gc(ν ≥ 0) = Θ (νc − ν) Θ (ν − ) γ0 (νc − ν)
s
ν¯s−1
e[−(νc−ν)/ν¯]
Gh,c(−ν) = Gh,c(ν)e−νβh,c , (D3)
with the origin shifted from ν = 0 by
νh = ω0 + ∆S − δ
νc = ω0 −∆S + δ (D4)
Here s > 1, and 0 < δ  ∆S, ω0, ω0 − ∆S ensures that
Gh,c(ν) is non-zero at the maxima of the sinc functions
at ω0 ± ∆S. As before, a small  > 0 guarantees that
Gc(ν = 0) = 0, and we consider ∆S-dependent νh and
νc, to ensure that any enhancement in heat currents and
power are due to the broadening of the sinc functions for
fast modulations, rather than due to the shifting of the
peaks of the sinc functions.
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