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We consider the renormalization of quenched bond disorder in the Ising model in the limit that
it is sparse – highly localized and vanishing in the thermodynamic limit. We begin in 1D with arbi-
trary disorder assigned to a finite number of bonds and study how the system renormalizes, finding
non-trivial fixed point structure for any given bond with a separatrix at zero bond strength, equiv-
alent to inserting a break in the chain. Either side of this critical line, renormalization group (RG)
trajectories flow towards one of two attractors on which the disordered bonds settle onto ferromag-
netic or anti-ferromagnetic (AF) couplings of equal and opposite magnitude. Bonds that settle on
an AF attractor are equivalent to inserting a twist in the chain at the location of the bond, implying
a multi-kink ground state solution. Qualitatively different behavior emerges at the RG step when
bonds start to coalesce, with the chain ‘untwisting’ whenever two AF bonds coalesce. Our findings
generalize to higher dimensions for codimension one defects that are sparse from the perspective of
the orthogonal complement lattice. In 2D, the Z2 symmetry of the model has an IR manifestation
where one can construct field strengths and Wilson loops (which characterize frustration) from fun-
damental plaquette variables. In the non-sparse limit where the disorder parameter is drawn from
an arbitrary but homogeneously assigned probability distribution function, we recover previously
found fixed distributions as special cases, but find only the trivial paramagnetic distribution to be
an attractor. For non-homogeneously assigned disorder that is sufficiently dilute however, we find
the Edwards-Anderson model with equal probability ±J bonds to also be an IR attractor.
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I. INTRODUCTORY REMARKS
The study of structural variations or quenched disor-
der in spin systems is of intrinsic interest due to the wide
ranging relevance of spin models in representing collec-
tive behavior across diverse physical systems [1]. For ex-
ample, in complex networks one often finds the existence
of pre-specified small scale, localized structures and one
would like to study their effects, if any, on the behavior
of an interacting system at larger scales [2].
One might also want to study smaller scale systems
where the effects of individual, or small collections of
defects are the object of interest, as is the case in a va-
riety of nano-technological and biological systems where
heterogeneous structures are present. Given the ubiq-
uitousness of spin models in describing the state space
of various computational [3], biological [4] and chemical
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2systems [5], we find ample motivation to study the ef-
fects of quenched bond disorder in the Ising model that
is sparse – that is, disorder that is highly localized and
vanishing in the thermodynamic limit (though not nec-
essarily a weak perturbation), and examine its behavior
under renormalization.
When disorder is non-sparse and statistical in nature,
approximations such as the replica trick [6] have ren-
dered the study of certain idealized systems tractable
– the Edwards-Anderson, Sherrington-Kirkpatrick and
Sachdev-Ye-Kitaev models being prototypical examples
[7–10] (the latter only being solvable in the limit of large
spins). However, the case of highly localized, arbitrarily
assigned disorder does not appear to have warranted as
much attention as systems where the disorder at any par-
ticular location is taken to be a random variable drawn
from a given probability distribution. In what follows, we
consider quenched disorder in a spin system with vanish-
ing external field, restricting ourselves to questions con-
cerning scaling properties that are also tractable in the
limiting case of sparse disorder. We define sparse disor-
der as arbitrarily assigned disorder localized to a finite
number of bonds. Or, more generally, to a vanishing
density in the thermodynamic limit. We compare to the
non-sparse limit where appropriate.
A. Outline and summary of results
We begin by considering a 1D Ising spin chain with
vanishing external field, implementing renormalization
group (RG) transformations through decimation. In the
case of a single bond with arbitrary initial strength,
parametrized as β0(1+g0) with g0 the (bare) bond disor-
der paremeter, we demonstrate a non-trivial fixed point
structure that persists in the non-sparse limit. We find
that any initial perturbation, however strong, rapidly
flows towards one of two attractors on which the dis-
order parameter settles on values corresponding to a fer-
romagnetic/ anti-ferromagnetic coupling for an initially
positive/ negative perturbation separated by a critical
line at vanishing coupling (g = −1).
In the absence of an external field, inserting an anti-
ferromagnetic (AF) bond of equal and opposite strength
into an otherwise ferromagnetic (F) spin chain with free
boundary conditions is equivalent to flipping all spins on
one side of the bond, that is, inserting a twist in the
spin chain at the location of the bond. Thus for free
boundary conditions the ground state in the presence of
single AF bond disorder is a kink. This is sometimes
referred to casually as a domain wall, by projection from
a two dimensional defect in three spatial dimensions that
results from the Z2 degeneracy of the ground state. For a
spin chain with periodic boundary conditions, single AF
bond disorder results in frustration which is topological
(rather than geometrical) in nature arising as it does from
the boundary conditions.
Since we consider only nearest neighbor interactions,
locality implies that two or more initially perturbed
bonds renormalize independently until the RG step where
any two coalesce. The configuration of the spin chain
before any two bonds coalesce corresponds to a multi-
kink ground state in the case of free boundary conditions.
Upon coalescence, we find that any two bonds which have
both settled on, or are close to the AF attractor will have
‘untwisted’, whereas F bonds coalescing with AF bonds
remain twisted. Thus small scale or mesoscopic disorder
averages out at long wavelengths up to an overall twist
that depends on the index
W := (−1)N0 , (1)
where N0 counts the number of negative bare couplings
(i.e. with individual disorder parameters {g0} < −1,
no matter their magnitude), the non-vanishing of which
would correspond to the presence of frustration for a pe-
riodic spin chain. Therefore in 1D, the only disorder that
is relevant at long wavelengths in the absence of an ex-
ternal magnetic field is that which would correspond to
frustration in the case of periodic boundary conditions.
When considering the non-sparse limit in 1D, we re-
cover the findings of Grinstein et al. [14] as a special
case, showing a restricted class of (spatially uniform)
probability distribution functions (PDFs) for the disor-
der parameter to be fixed distributions under renormal-
ization. These solutions correspond to F, AF and para-
magnetic phases in addition to one corresponding to a
spin glass phase. However we find that with the ex-
ception of the (trivial) paramagnetic fixed distribution,
the F, AF and spin glass distributions are unstable once
one allows for the bare couplings to take generic values
Jij ∈ R. When we allow the disorder PDFs to vary
spatially and have them localized to bonds that are suffi-
ciently dilute (defined by requiring sufficient convergence
to an IR attractor before disordered bonds start to coa-
lescence), we find a glassy IR attractor corresponding to
the Edwards-Anderson ±J model with equal probability
ferro and anti-ferromagnetic bonds.
Upon generalization to two dimensions, single bond
disorder is irrelevant. Renormalization group trans-
formations (implemented for tractability through the
Migdal-Kadanoff bond shifting technique) rapidly washes
out the disorder and restores the bond to the ferromag-
netic attractor. The same is true for quenched disorder
with a finite number of bonds – within the sparse limit,
disorder is inevitably averaged out. However, for a spe-
cific variety of sparse disorder that consists of line de-
fects that wrap, or extend to the system boundary (more
generally, codimension one defects), also renormalize like
sparse disorder in 1D provided the defects are sparse from
the perspective of the orthogonal complement lattice.
The relevance of microscopic and mesoscopic disorder in
the sparse limit appears to be a feature of codimension
one systems alone. In the non-sparse limit, except for
special cases corresponding to fixed distributions (which
are not attractors in the generic case), probability dis-
tribution functions for line defects broaden without limit
3and the system tends towards a strong disorder regime
[15], which according to the Harris criterion, softens the
sharpness of the transition and modifies the critical ex-
ponents around the critical point [16].
As we shall elaborate upon further, the index W de-
fined in (1) directly relates to the Wilson loop operator
in higher dimensions (or in one dimension with periodic
boundary conditions) [11]:
Wγ =
∏
i,j∈γ
Jij ; Jij = ±1, (2)
where the above is restricted to the special case where the
links Jij only take on values ±1, and where γ denotes any
closed loop of links. Such models exactly manifest a local
Z2 invariance that one is tempted to view as a gauge sym-
metry, with the Wilson loop operator corresponds to a
gauge invariant measure of frustration [12, 13]. The spe-
cific assignment Jij = ±1 however, also allow the Wilson
loops to be constructed out of fundamental ’plaquette’
variables in two or higher dimensions,
Wγ =
∏

Wijkl (3)
where the Wijkl denote a product  of links around a
lattice unit (a plaquette), and where the product is over
all plaquettes contained within the curve γ. This sug-
gests the plaquettes to be the emergent gauge degrees of
freedom on the IR attractor. Note that this would not
be possible for arbitrary assignments for Jij , since the
construction (3) requires the contribution of any disor-
dered bond to adjacent plaquettes to cancel so that the
only contributions come from the boundary links, which
is only possible if Jij = ±1. As we show further, for
codimension one defects with arbitrarily assigned bond
disorder in the bare configuration (i.e. where Jij ∈ R),
which is moreover sparse from the perspective of the or-
thogonal complement, RG trajectories eventually settle
onto an attractor where Jij = ±1.
The outline of the rest of the paper is as follows – we
begin by considering the renormalization of single bond
disorder in 1D and then generalize to multiple bond dis-
order. We then elaborate on the non-trivial fixed point
structure for the disorder parameter and interpret these
physically in terms of local twists (or kinks) in the chain
that persist at intermediate scales until the RG step
where any two coalesce and untwist. We then turn our
attention to the 2D case. We find that finite disorder
is rapidly washed away under RG transformations, al-
though in the non-sparse limit, qualitatively similar be-
havior to the 1D case is obtained for line defects due to
their being codimension one from the perspective of the
complementary lattice. We then comment on obtaining
particular cases of the Edwards-Anderson model in the
non-sparse limit and discuss how these models represent
universality classes for disordered systems that one would
flow to for a variety of bare systems. We contextualize
our findings in terms of previous studies, comment on the
relation to the Kadanoff-Ceva construction and the com-
patibility of our findings with the Harris criterion for the
relevance of disorder to phase transitions before offering
our concluding remarks.
II. SPARSE DISORDER IN 1D
A. Preliminaries
We begin our investigation by considering disorder lo-
calized to a single bond in a 1D Ising model and study its
behavior under RG transformations. Consider the parti-
tion function for a chain with 2N + 1 sites with free or
periodic boundary conditions, indexed −N ≤ i ≤ N with
N = 2n. We leave N finite in the following section, but
will consider the N →∞ limit as needed. In the absence
of disorder, the bare partition function is given by
Z =
∑
{σ}
e−β0H0 (4)
where the sum is over all states of the chain, where each
site can have spin σi = ±1 and where the bare Hamilto-
nian is given by
− β0H0 = β0
N−1∑
i=−N
σiσi+1 (5)
i.e., the initial (bare) spin couplings are normalized to
unity. Let us now consider a random pair of nearest
neighbors, say m and m+ 1 that initially couple to each
other with strength κ0 instead of unity. The Hamiltonian
is now given by
− β0H0 = β0
∑
i 6=m
σiσi+1 + β0κ0σmσm+1 (6)
Defining the bare disorder parameter
g0 := κ0 − 1, (7)
the above can be rewritten as
− β0H0 = β0
N−1∑
i=−N
σiσi+1 + β0g0σmσm+1 (8)
which is simply the sum of the original Hamiltonian (with
identical nearest neighbor interactions) plus an extra con-
tribution parameterizing single bond disorder.
We would like to consider how this Hamiltonian be-
haves under renormalization group transformations with
each iteration obtained by decimation – where we fix all
even spins (for example) and sum over only the sites for
odd i. We define
exp [−β1H1(..., σ−2, σ0, σ2...)] =
∑
...σ−3,σ−1,σ1,σ3...
exp [−β0H0] (9)
4with H0 given by (8). Without loss of generality, we
presume m to be odd. The summand of the right hand
side of the above then factorizes as
exp [−β0H0] = ... eβ0σ−1(σ−2+σ0)eβ0σ1(σ0+σ2) (10)
× ... eβ0σm(σm−1+[1+g0]σm+1)...
where we note that all factors are identical except for the
one involving the site m and its nearest neighbors. Let’s
first focus on one of the identical factors not involving m,
for example:∑
σ1
eβ0σ1(σ0+σ2) = 2 coshβ0 (σ0 + σ2) := e
h(β0)+f(β0)σ0σ2
(11)
By considering all possible combinations of σ0 + σ2, one
reproduces
h(β0) =
1
2
log (4 cosh 2β0) (12)
f(β0) =
1
2
log (cosh 2β0)
For site m, the last factor in (10) can be written as∑
σm
eβ0σm(σm−1+[1+g0]σm+1)
= 2 cosh[β0 (σm−1 + [1 + g0]σm+1)]
:= eh˜(β0,g0)+f˜(β0,g0)σmσm+2
Such that similarly, we find
h˜(β0, g0) =
1
2
log {4 cosh [β0(2 + g0)]coshβ0g0} (13)
f˜(β0, g0) =
1
2
log
{
cosh [β0(2 + g0)]
coshβ0g0
}
writing
−β1H1 =
2n−1−1∑
i=−2n−1
[
β1σ2iσ2(i+1) + c1
]
+β1g1σm−1σm+1+d1,
(14)
where we’ve allowed for constant terms localized to the
lattice site we’ve integrated out to be generated by the
renormalization group – in general, all terms not forbid-
den by the symmetries of the system will be generated
by RG flow. We see therefore, that
β1 = f(β0) (15)
c1 = h(β0)
g1 =
f˜(β0, g0)− f(β0)
β1
=
f˜(β0, g0)
f(β0)
− 1
d1 = h˜(β0, g0)− h(β0).
Upon iteration, one finds
β2 = f(β1) = f(f(β0)) (16)
c2 = h(β1) + 2c1 = h(f(β0)) + 2h(β0)
g2 =
f˜(β1, g1)− f(β1)
β2
=
f˜(β1, g1)
f(β1)
− 1
d2 = h˜(β1, g1)− h(β1) + d1,
and so forth. The factor of 2 in the second equation
arises from taking the sum over half the lattice sites each
iteration. We could have also arrived at the same results
through the transfer matrix approach [14], which we uti-
lize in the appendix in order to calculate spin-spin cor-
relation functions across multiple disordered bonds. We
now turn our attention towards the fixed point structure
of the renormalization group flow induced by these trans-
formations.
B. Fixed points and RG trajectories
1. 1D Ising model with no disorder
Consider first Ising 1D chain without any disorder.
This is simply implemented in the above by setting the
disorder parameter to be vanishing, g0 = 0, implying
f˜ = f and h˜ = h. Consequently, we infer
βn = f
n(β0), f(β0) =
1
2
log (cosh 2β0) (17)
Plotting f(β) in Fig. 2, we recover the well known re-
sult that the only two temperature fixed points in 1D are
the trivial stable/unstable fixed points at infinite/zero
temperature. We recall here that in the context of the
present discussion, our definition of inverse temperature
β has implicitly absorbed the bare nearest neighbor cou-
pling which we normalized to unity. That is β0 := J0/kT0
where J0 is the bare nearest neighbor coupling. Hence
in 1D, the fixed point at infinite temperature implies the
vanishing nearest neighbor interactions in the IR – were
we to plot the renormalized coupling J = β(1+g) in Fig.
1, the attractors would merge at β = 0.
2. Ising model with single bond disorder
From the first line of (15) we see that independent of
the disorder parameter g0, the behavior of β is identi-
cal to the ordered case as depicted in Fig. 2. However,
the disorder parameter itself has more interesting behav-
ior under RG flow, with fixed points determined by the
solutions to the equation
g =
log
{
cosh [β(2+g)]
cosh βg
}
log (cosh 2β)
− 1 (18)
for some fixed β. As can be seen by inspection from Fig.
2, and directly from (18) fixed points for the disorder
parameter exist for any finite value of β at
g = {−2,−1, 0}, (19)
corresponding to attractors at g = −2, 0 and a separatrix
at g = −1. Recalling (7), we see that these possibilities
correspond to the nearest neighbor couplings
κ = {−1, 0, 1} (20)
5FIG. 1: Schematic RG flow for single bond disorder.
with stable fixed points at κ = ±1 and an unstable fixed
point at κ = 0 (g = −1). The former corresponds to
the critical line depicted in Fig. 1 and is equivalent to
inserting a break in the chain that is preserved under
RG transformations given the nearest neighbor nature of
interactions. We note that this feature is unique to 1D in
higher dimensions, next to nearest neighbor and higher
order interactions are unavoidably generated.
We also note that in the infinite temperature limit β →
0, the right hand side of (18) becomes g + O(β2), so
that one is allowed to approach this fixed point with any
finite value for the disorder parameter since the effective
nearest neighbor interaction given by β(1 + g) vanishes
in this limit.
Away from the critical line, RG flow directs the disor-
der parameter to either a stable F or AF attractor de-
pending on the sign of the initial (bare) coupling, corre-
sponding to the fixed points of (18) at g = {−2, 0} for
arbitrary finite temperatures. Away from the critical line
at g = −1, RG trajectories flow towards the fixed point
at β = 0 along the attractor at g = 0 or g = −2.
The fixed point of (18) at g = −2 at any finite tem-
perature corresponds to inserting a twist in the original
1D spin chain at the location of the disordered bond in
the case of free boundary conditions. This is because
physically, given that the interactions are strictly nearest
neighbor, flipping the sign of the coupling at a random
bond and simultaneously flipping the signs of all spins
after that site (say to the left of it) describes an energet-
ically equivalent configuration. Hence the ground state
in the presence of single bond disorder corresponds to a
kink for any negative bare coupling, no matter its initial
magnitude. In the case of periodic boundary conditions,
flipping the spins at the disordered bond would eventu-
ally result in a frustrated bond somewhere else along the
lattice, and the ground state of the spin chain has a de-
generacy equal to the number of lattice sites, with all but
one ground state corresponding to a double kink.
As we shall elaborate upon later, random bond models
with Z2 symmetry exhibit frustration only if the bond
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FIG. 2: β1 := f(β) for the Ising model in the absence of
bond disorder.
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FIG. 3: The function g1 := f˜/f − 1 for β = 2 for the
Ising model with single bond disorder.
configurations are ‘gauge non-trivial’, characterized by
the existence of a closed curve with a corresponding Wil-
son loop (2) acquiring a non-trivial expectation value
[11, 13].
C. Arbitrarily assigned bond disorder
Consider now two disordered bonds, initially separated
from each other by some arbitrary distance – the situa-
tion for multiple disordered bonds generalizes straight-
forwardly. As before, we write the bare Hamiltonian as
− β0H0 = β0
∑
i 6=m,l
σiσi+1 + β0κ0σmσm+1 + β0κ¯0σlσl+1.
(21)
Defining individual disorder parameters
g0 := κ0 − 1; g¯0 := κ¯0 − 1 (22)
6FIG. 4: RG step where two nodes coalesce in 1D.
we see that the above can be rewritten as
− β0H0 = β0
N−1∑
i=−N
σiσi+1 + β0g0σmσm+1 + β0g¯0σlσl+1
(23)
Repeating the previous steps, we find that the decimated
Hamiltonian can be written as
−β1H1 =
2n−1−1∑
i=−2n−1 6=m,l
[
β1σ2iσ2(i+1) + c1
]
(24)
+ β1g1σm−1σm+1 + d1 + β1g¯1σl−1σl+1 + d¯1
where
β1 = f(β0) (25)
c1 = h(β0)
g1 =
f˜(β0, g0)− f(β0)
β1
=
f˜(β0, g0)
f(β0)
− 1
d1 = h˜(β0, g0)− h(β0)
g¯1 =
f˜(β0, g¯0)− f(β0)
β1
=
f˜(β0, g¯0)
f(β0)
− 1
d¯1 = h˜(β0, g¯0)− h(β0)
Individually, g and g¯ (in general, any number of disorder
parameters) renormalize independently and in an iden-
tical functional manner, albeit with different initial con-
ditions, until the RG step where any two nodes coalesce
under decimation. At this step, qualitatively different
behavior emerges.
D. Bond coalescence under RG
Individual disordered bonds evolve independently un-
der RG transformations until the step when they occupy
adjacent sites, as illustrated in Fig. 4. The RG trans-
formation that sums over the site connecting two disor-
dered bonds can straightforwardly be shown to result in
the renormalized disorder parameter gT , such that
gT (g, g¯) =
log
{
cosh [β(2+g+g¯)]
cosh [β(g−g¯)]
}
log (cosh 2β)
− 1. (26)
Interestingly, for any finite β, we see that if g or g¯ had
settled onto values corresponding to either the F or AF
attractor by the step at which the bonds coalesce g, g¯ =
{0,−1,−2} (19), the disordered parameter for the single
bond gT (g, g¯) that results is given by
gT (0, 0) = 0 (27)
gT (0,−1) = −1
gT (0,−2) = −2
gT (−1,−1) = −1
gT (−1,−2) = −1
gT (−2,−2) = 0
We see that anytime either of the adjacent disordered
bonds lies on the critical line (i.e. g, g¯ = −1) immedi-
ately before the RG step where they coalesce, the renor-
malized gT is also given by gT = −1. This is understood
from the fact that g, g¯ = −1 implies that one of the
incoming bonds is of vanishing strength, corresponding
to a break in the chain, which is preserved under RG
transformations given the nearest neighbor nature of the
interactions.
We also note that a twisted bond coalescing with
an untwisted bond remains twisted, since gT (0,−2) =
gT (−2, 0) = −2, whereas two twisted bonds ‘untwist’
upon coalescence, since gT (−2,−2) = 0. After coales-
cence, they renormalized disorder parameter flows ac-
cording to the single bond RG evolution described by
(18) until it coalesces with the next nearest disordered
bond.
The physical picture that emerges is clear – any bond
disorder present in the bare system, no matter how fee-
ble, rapidly settles onto the F or AF attractor depending
on its initial sign. Any bonds at the unstable fixed point
(or, null bonds) separate the system into independent do-
mains and eliminates the effects of boundary conditions.
Disorder persists at intermediate scales until any two
twisted bonds meet each other and untwist. At large dis-
tances in systems where there are no null bonds, a single
defect persists if there are an odd number of initially neg-
ative disordered bonds in the bare system, corresponding
to the non-vanishing of the index (−1)N0 , where N0 is the
number of bare negative couplings, resulting in a topolog-
ical frustrated configuration at long wavelengths in the
case of periodic boundary conditions.
As we shall see in the next section, although sparse
disorder is rapidly averaged out by RG transformations
in higher dimensions, in the limit of non-sparse disorder
the conclusions we have drawn in 1D also apply to codi-
mension one defects that are sparse from the perspective
of the complementary lattice.
III. SPARSE DISORDER IN 2D
A. Migdal-Kadanoff bond shifting
When considering the renormalization of sparse dis-
order in two and higher dimensions, one is immediately
7FIG. 5: Migdal-Kadanoff bond shifting prescription – sites
marked with an ‘x’ are traced over.
FIG. 6: MK bond shifting with two disordered bonds.
confronted with the fact that it is significantly harder
to implement the renormalization group exactly, forcing
us to resort to approximation schemes. For example,
the Migdal-Kadanoff (MK) bond shifting scheme and its
variants return reasonably accurate answers in compari-
son to the exact solution in 2D in the case where disorder
is absent [17]. The advantage of this approach is that it
preserves the nearest neighbor nature of interactions with
each RG step and is readily adapted to situations where
disorder is present. As illustrated in Fig. 5 one simply
shifts every other row of horizontal bonds upwards and
every other column of vertical bonds rightwards, deci-
mating over all the mid-point sites. Sites that are left
unconnected to any nearest neighbors renormalize the
free energy once summed over.
An improved bond shifting prescription that first deci-
mates and then bond shifts the resulting next to nearest
neighbor and four point interactions results in more accu-
rate estimation of the 2D finite temperature fixed point
in the absence of disorder. However, even in the presence
of single bond disorder, this prescription rapidly prolif-
erates the disorder across multiple bonds quickly render-
ing the iteration of the RG transformations intractable.
Mindful of the many caveats to utilizing the simplest ver-
sion of MK bond shifting in 2D, in restricting ourselves
to studying the scaling behavior and fixed point struc-
ture of sparse disorder and disorder that is effectively
one dimensional in nature (and sparse from the perspec-
tive of the orthogonal compliment), this approximation
will turn out to suffice.
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FIG. 7: Renormalized bond disorder parameter in 2D.
B. Renormalization
We begin by presuming a pair of disordered bonds rep-
resented in Fig. 6, where after bond shifting and decimat-
ing, one finds the renormalized bond disorder parameter
g1 =
log
{
cosh [β(4+g0+g¯0)]
cosh β(g0−g¯0)
}
log (cosh 4β)
− 1, (28)
where analogous to Fig. 3, we’ve parametrized the bond
strengths before the RG step as g0, g¯0, and denoted g1 the
corresponding renormalized value. Decimating over the
sites which no longer connect any sites on the renormal-
ized lattice contribute to the renormalized free energy.
Proceeding similarly, we find the renormalized tempera-
ture fixed point to be determined by the equation
β =
1
2
log [cosh4β] (29)
implying a critical fixed point at β∗ ≈ 0.3, which is to be
compared to the exact value β0∗ ≈ 0.44 [17].
8FIG. 8: MK bond shifting with a chain of defects.
We see that with a single disordered bond present before
any particular RG step (e.g. seen by setting g¯0 = 0),
the tendency is to reduce bond disorder back to g → 0.
When one has a second disordered bond which is ‘twisted’
(g¯0 = −2, so that κ = 1 + g¯0 = −1), the renormalized
bond always has vanishing strength. From Fig. 7 we
see that successive RG transformations always appear to
erase sparse disorder no matter the initial configuration.
Generalizing the discussion to allow for multiple bond
disorder and anticipating the non-sparse limit, we imag-
ine a pair of disordered bonds shifting onto an existing
disordered pair (as in fig. 8). In this case, we find the
renormalized bond disorder parameter after decimation
to result in
g1 =
log
{
cosh [β(4+g0+f0+g¯0+f¯0)]
cosh β(g0+f0−g¯0−f¯0)
}
log (cosh 4β)
− 1 (30)
One again can similarly deduce from this that for sparse
bond disorder, subsequent RG transformations rapidly
renders localized disorder irrelevant. This needn’t be the
case for infinite numbers of defects, whether or not they
have a vanishing density in the thermodynamic limit.
IV. SPATIALLY EXTENDED SPARSE AND
NON-SPARSE DISORDER
A. Line defects
One can also study the case where disorder is no longer
localized to small regions. Consider a 2D lattice with a
line defect, which we model as a vertical column of hori-
zontally oriented disordered bonds with identical disorder
parameter. When periodic boundary conditions are im-
posed, this line is taken to form a complete cycle along
one direction. One can immediately infer how this defect
is renormalized by considering (30), setting g0 = f0 and
g¯0 = f¯0 = 0, and considering the continued iteration of
this formula
g1 =
log
{
cosh [β(4+2g0)]
cosh 2βg0
}
log (cosh 4β)
− 1. (31)
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FIG. 9: The renormalization of the disorder parameter for a
line defect in 2D.
Unsurprisingly, since the geometry of the disorder is
translationally equivalent to a single disordered bond in
1D, this has the same fixed point structure as the 1D
case, as can be seen from Fig. 9 with the added feature
that in 2D one also has a non-trivial unstable tempera-
ture fixed point at β∗ = 0.44. Since the fixed points of
(31) at g = {−2,−1, 0} occur for any finite value of β,
the disorder parameter flows towards its nearest attrac-
tor regardless of which side of the critical point one is,
although this convergence is much more rapid at lower
temperature (β > β∗). As one approaches β → ∞, the
presence of relevant disorder at long wavelengths will be
macroscopically distinguishable.
We can also examine the renormalization of a dis-
crete collection of line defects. As in the 1D case for
sparse bond disorder, by locality of interactions, individ-
ual line defects renormalize independently until the RG
step where they coalesce. At this stage, the renormalized
line defect disorder parameter gets renormalized as
gT =
log
{
cosh [β(4+2g0+2g¯0)]
cosh 2β(g0−g¯0)
}
log (cosh 4β)
− 1 (32)
obtained from (30) by setting g0 = f0 and g¯0 = f¯0. We
see that analogous to the 1D case (27), upon defect co-
alescence, the renormalized defect disorder parameter is
given by
gT (0, 0) = 0 (33)
gT (0,−1) = −1
gT (0,−2) = −2
gT (−1,−1) = −1
gT (−1,−2) = −1
gT (−2,−2) = 0.
This again implies that any two line defects that have
settled onto the AF attractor untwist from the perspec-
tive of the orthogonal complement lattice at the RG step
9where they coalesce. When one considers more compli-
cated configurations of line defects that may intersect
in 2D, one would find that the individual defects renor-
malize independently. Moreover, one does not add any
local frustration with such configurations since it is not
possible to construct a closed loop that encloses the inter-
section without traversing an even number of disordered
bonds.
B. Random bond disorder and the
Edwards-Anderson limit
The Edwards-Anderson model is defined by the bare
Hamiltonian [7]
H =
∑
〈ij〉
Jijσiσj (34)
where the sum is over nearest neighbor lattice sites. The
weights Jij are taken to be drawn from some PDF,
denoted P (Jij). For the Gaussian Edwards-Anderson
model, one has
P (Jij) =
1√
2piJ2
exp
[
− (Jij − J)
2
2J2
]
(35)
with mean J0 and variance J
2. The so called ±J
Edwards-Anderson model is defined by the PDF
P (Jij) = p δ(Jij − J) + (1− p) δ(Jij + J) (36)
where the bonds have bare strength J or −J with prob-
abilities p or 1− p respectively.
The renormalization of the Edwards-Anderson model
can be obtained by considering the non-sparse limit of our
previous results (26) and (30) by assigning to each bond,
a bare disorder parameter drawn from the correspond-
ing PDF. The main difference with the cases studied in
previous sections is that each step in the RG involves
node coalescence. Via the replica trick, one could com-
pute the free energy, various order parameters and the
ground states of the system. We note however that the
standard replica trick ceases to apply to sparse disorder
however, since one is in effect assigning different PDF’s
for the bond disorder at specific individual bonds. How-
ever, one can still straightforwardly infer how the initial
PDF’s renormalize in either case, as we shall do shortly.
Considering first non-sparse disorder in 1D, and re-
calling that each RG step involves node coalescence, two
adjacent bonds with disorder parameters g1 and g2 result
upon decimation in the renormalized disorder parameter
gT (26):
gT (g1, g2) =
log
{
cosh [β(2+g1+g2)]
cosh [β(g1−g2)]
}
log (cosh 2β)
− 1 (37)
The PDF for the renormalized disorder parameter, de-
noted P1(g), given the PDF for the initial disorder P0(g)
is obtained as
P1(g) =
∫
dg1 dg2 P0(g1)P0(g2)δ(gT (g1, g2)− g) (38)
It may be tempting to perform one of the integrals via the
delta function, however the symmetric function gT (g1, g2)
fails to be invertible when either g1 or g2 = −1. We could
consider the condition where the PDF’s preclude this
possibility, however it would not correspond to the most
general case. One can nevertheless proceed by studying
the integral equation condition implied by demanding the
PDF be invariant, that is a fixed distribution under RG
transformations –
P∗(g) =
∫
dg1 dg2 P∗(g1)P∗(g2)δ(gT (g1, g2)− g) (39)
which is satisfied whenever∫
dg′ P∗(g′)δ(gT (g1, g′)− g) = δ(g1 − g) (40)
which implies that P∗(g) must itself be a delta function,
or a weighted sum thereof.
We can recover the fixed distributions found by Grin-
stein et al [14] by considering an initial distribution of
the functional form reasoned above,
P0(g) = p0 δ(g) + (1− p0) δ(g + 2), 0 ≤ p0 ≤ 1, (41)
and iterating this under RG. Substituting (41) into (38),
performing the integrations over g1 and g2 and using the
relations (27), we find
P1(g) =
(
p20 + (1− p0)2
)
δ(g) + 2p0(1− p0) δ(g + 2)
≡ p1 δ(g) + (1− p1) δ(g + 2) (42)
with
p1 := p
2
0 + (1− p0)2. (43)
Evidently, the fixed distributions are determined by the
fixed points of the equation p∗ = p2∗ + (1 − p∗)2, which
are at p∗ = 1 and p∗ = 1/2.
The fixed point at p∗ = 1 implies the absence of disor-
der in the initial configuration. However, this fixed point
is unstable, as iterating (43) for any initial values for p0
slightly less than unity, parametrized as p0 = 1 − 2−n,
can straightforwardly be verified to converge on p∗ = 1/2
in approximately n+ 1 RG steps. This has a transparent
physical interpretation – (27) implies that any AF bond
coalescing with an F bond at a given RG step renor-
malizes to an AF bond. Therefore AF bonds that are
extremely rare initially ‘eat up’ neighboring F bonds un-
der RG transformations until they encounter another AF
bond (at which point they renormalize to an F bond).
Hence, a statistical steady state can’t be reached un-
til the RG step where the average separation between
renormalized AF bonds equals that of the renormalized
F bonds, which is after approximately n+ 1 decimations
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if one had initially assigned the probability of finding an
AF bond to be 2−n.
We find however that once we allow for a finite proba-
bility for null bonds within the restricted class of PDF’s
consisting of sums of delta functions (i.e., allowing g =
−1 with some finite probability q), the fixed point for
the distribution (41) at p∗ = 1/2 also becomes unstable.
Consider
P0(g) = p0 δ(g)+q0 δ(g+1)+(1−p0−q0) δ(g+2), (44)
with p0, q0 ≤ 1 and p0 + q0 ≤ 1, we find upon iterating
the RG transformation, the distribution P1(g) given by
(38) has the same form as (44) but now with probability
assignments
p1 = p
2
0 + (1− p0 − q0)2 (45)
q1 = 2q0(2− q0)
which can be shown to rapidly converge to q∗ = 1, p∗ =
0 for any finite value of q0. This ‘paramagnetic’ fixed
distribution is trivial, and corresponds to a completely
disconnected spin chain and is the only attractor among
the fixed distributions found in [14]. That this should be
so is evident from the fact that any break in the chain is
preserved under renormalization, and so any bond with
disorder parameter g = −1 will eat up all adjacent bonds
under successive RG steps.
We stress that the conclusions drawn above are an ar-
tifact of the specific form for the bare PDF given by (44),
wherein the arguments of the delta functions corresponds
to fixed points of the disorder parameter (37). By allow-
ing for an initial distribution of the form
P0(g) = p0 δ(g−κ1)+(1−p0) δ(g−κ2), 0 ≤ p0 ≤ 1 (46)
with κ1, κ2 taking generic values 6= {0,−1,−2}, a sin-
gle iteration of the RG results in a weighted sum of three
delta functions with arguments gT (κ1, κ1), gT (κ1, κ2) and
gT (κ2, κ2), each different from each other. Repeating this
process, one gets a weighted sum of six delta functions
with different arguments given by the symmetric combi-
nations of gT acting on the results from the previous step:
each RG transformation generates N(N + 1) more terms
from the N generated in the previous step. Moreover, we
see that setting both arguments to be identical in (37) for
g1 = g2 > 0 or < −2, the width of the distribution gets
successively wider. However when one allows κ1 = −1
but let κ2 to take on any generic value in (46), RG trans-
formations preserve the form of the PDF to be a sum
of only two delta functions where the paramagnetic fixed
distribution has a non-trivial basin of attraction provided
−2 < κ2 < 0.
The situation becomes richer when we allow non-sparse
disorder to be inhomogeneous. In this case, allowing for
two adjacent disordered bonds to have disorder parame-
ters drawn from different PDF’s, we find that the renor-
malized PDF is now given by
P1(g) =
∫
dg1 dg2 P0(g1)P
′
0(g2)δ(gT (g1, g2)− g) (47)
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FIG. 10: Bare PDF that is the sum of two distributions
of the form (52) with σ = 0.6, centered around g¯ = 1 and
g¯ = −3 (red dashed line) after one RG iteration.
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FIG. 11: The bare PDF (52) with σ = 1, g¯ = 1 (red dashed
line) after 12 (blue) and 24 RG (gray) iterations.
with P0(x) 6= P ′0(x). We consider the simple case where
the disorder is diluted enough such that there are a finite
number of RG steps before coalescence with another dis-
ordered bond occurs. In this case, P ′0(g) = δ(g), so that
the renormalized PDF becomes
P1(g) =
∫
dg1 P0(g1)δ(gT (g1, 0)− g) (48)
The function gT (g, 0) is monotonic and hence invertible.
Therefore
P1(g) = P0[γ
−1(g)]
/
dγ
dg
∣∣∣∣
γ−1(g)
(49)
with
γ(β, g) ≡ gT (0, g) =
log
{
cosh [β(2+g)]
cosh βg
}
log (cosh 2β)
− 1, (50)
which has the inverse
γ−1(β, g) =
1
2β
log
[
(cosh 2β)1+g − e−2β
e2β − (cosh 2β)1+g
]
. (51)
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FIG. 12: The bare PDF (52) with σ = 0.1, g¯ = −0.5 (red
dashed line) after 18, 27, 36 and 45 RG iterations (orange,
brown, blue, and gray, respectively).
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FIG. 13: The bare PDF (52) with σ = 0.15, g¯ = −1 (red
dashed line) after 24, 48, 66 and 72 RG iterations (orange,
brown, blue, and gray, respectively).
One can iterate the transformation (49) up till the RG
step where bond coalescence occurs. Considering a Gaus-
sian bare PDF for the disorder parameter
P (g) =
1√
piσ2
exp
[
− (g − g¯)
2
σ2
]
(52)
We see from Figs. 10 - 13 that the PDF’s tend towards
the distribution of the form (41). This convergence is
slower for bare PDF’s with more support around the un-
stable fixed point at g = −1, however is rather rapid
when this is not the case, cf. Fig. 10, which depicts a
single iteration of the RG. This can be understood from
the stiffness (flatness) of the function γ(β, g) for larger
absolute values of g at any finite temperature (as opposed
to near linearity around g = −1). The decimation of the
spin in between a bond with say g = 1 and g  1 results
in an effective interaction that is still O(1), with renor-
malization primarily shifting the excess energy associated
with the highly disordered bond into a local contribution
to the free energy. Physically this is because although
it is energetically favorable for the intermediate spin to
align with the adjacent spin that it is strongly coupled to,
the coupling to the spin connected via an ordered bond
remains the same, such that the effective coupling across
the intermediate spin is still J = 1 + g with g ∼ O(1). In
other words, a chain is only as strong as its weakest link.
Provided the non-sparse disorder has a PDF that con-
verges sufficiently to the distribution (41) before bond
coalescence onsets (which occurs within a small number
of RG iterations if the bare PDF lacks significant sup-
port around the unstable fixed point at g = −1), sub-
sequent RG transformations involving bond coalescence
will renormalize the distribution
P (g) = p δ(g) + (1− p) δ(g + 2)
which converges to the fixed distribution P∗ with p∗ =
1/2. We can therefore conclude that the ±J Edwards-
Anderson model (36) with p = 1/2 represents a universal-
ity class for disordered systems in 1D, which any model
within a non-trivial basin of attraction will flow towards.
Note that the ’±J ’ terminology describes the unnormal-
ized coupling J = β(1 + g).
For line defects in two dimensions, one can straightfor-
wardly repeat the analysis with the replacement
γ¯(β, g) =
log
{
cosh [β(4+2g)]
cosh 2βg
}
log (cosh 4β)
− 1 (53)
in place of γ(β, g) in (49) and arrive at qualitatively simi-
lar conclusions. The situation is far richer in 2D however
due to the existence of a finite temperature critical point.
The case of non-sparse, statistically distributed disorder
has been extensively studied (see [15] for an excellent re-
view) and the effect of disorder on the critical points of
the system depends on whether or not the Harris criterion
is satisfied [16] – that is, if the exponent ν of a correla-
tion length associated with a given critical point satis-
fies ν ≥ d/2. This occurs when the width of the disor-
der PDF’s grows without bound under RG, which, as we
found previously, will be the case for homogeneously as-
signed disorder. For inhomogeneously assigned bare dis-
order where the Edwards-Anderson attractor is reached
sufficiently rapidly, the critical properties of the system
are unchanged.
V. ASPECTS OF Z2 GAUGE SYMMETRY IN
THE IR
The Ising model with sparse disorder furnishes a con-
crete example of a system in which gauge degrees of free-
dom naturally manifest in the IR. Whether or not gauge
degrees of freedom can be emergent in continuum models
is a question of great interest to particle physics [18–21],
motivating the study of any condensed matter examples
where this occurs [22].
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Recall the Hamiltonian (34), that is, a random bond
model which needn’t for the purposes of the present dis-
cussion be drawn from a PDF. Evidently, the Hamilto-
nian admits an invariance under the transformation
σi → −σi; Jij → −Jij , ∀j adjacent to i (54)
for certain fixed configurations of bonds. In this case, one
finds the energetics, and therefore the thermodynamic
properties of the disordered lattice to be identical to the
completely ordered case (54) [12].
Configurations that cannot be related to the ordered
Hamiltonian via local transformations of the form (54)
have different thermodynamic and ground state proper-
ties and exhibit frustration at long wavelengths [11, 13].
Viewing the transformation (54) as a local Z2 invariance,
one can show that for any closed loop of bonds, the quan-
tity
Wγ =
∏
i,j∈γ
Jij ; Jij = ±1 (55)
is a Z2 invariant measure of frustration, with Wγ = −1
implying the existence of at least one frustrated bond.
The results of the previous sections imply that the ever
present Z2 invariance (54) manifests in the specific form
(55) once all disordered bonds have settled onto one of
two RG attractors (corresponding to g = −2, 0). That
is, even if we start with a bare configuration such that
Jbareij ∈ R, (56)
renormalization group flow results in long wavelength
configurations with Jij → ±1 for a range of bare dis-
ordered configurations. These correspond to sparse dis-
order, or non-sparse disorder that is inhomogeneously
distributed with sufficiently rapid convergence to the
Edwards-Anderson ±J universality class, which will be
the case for any initial distributions with sufficiently van-
ishing support around the critical line at g = −1.
The index W = (−1)N0 where N0 counts the number
of bonds with bare disorder parameters g0 < −1 is in-
variant under RG transformations, and corresponds to
the Wilson loop (55) for a large enough loop (i.e. in the
IR). This specific distribution allows one to construct all
quantities of thermodynamic interest from fundamental
plaquette variables (not possible with the distribution
(56) since the plaquette construction requires contribu-
tions from disordered bonds common to adjacent plaque-
ttes to cancel), implying the former to be the relevant
gauge degrees of freedom in the IR.
Configurations with Wγ = −1 for some γ have disorder
that is relevant at the largest scales, corresponding to a
topologically frustrated configuration in the case of peri-
odic boundary conditions. In the non-sparse limit, long
wavelength configurations with Jij → ±1 correspond to
a particular realization of the random bond model (36)
whose phase structure in 2D was first explored in [23].
Kadanoff and Ceva [24] have furthermore shown that if
r˜ and r˜′ denote two sites on the dual lattice (dual to r
and r′) that are connected by a path of disordered bonds
denoted Γ, then one can define a disorder operator µ de-
fined via its correlation function
〈µ(r˜)µ(r˜′)〉 := Z[Γ]
Z
≡ e−∆F [Γ]T , (57)
where Z[Γ] is the partition function with an insertion of
a seam of flipped bonds Γ. With the identification of the
Kramers-Wannier dual coupling
e−2K
∗
= tanhK; K := J/T (58)
the correlation functions of the disorder operator in the
dual system can be shown to be equal to the spin corre-
lations in the original model [24]
〈σ(r)σ(r′)〉K = 〈µ(r˜)µ(r˜′)〉K∗ (59)
and that the Wilson loop Wγ = −1 only if the one
(but not both) of the disorder operators µ(r) lie within
the loop, i.e. the seam Γ pierces the loop. As before,
frustration is only present when Wγ = −1.
VI. CONCLUDING REMARKS
In this investigation, we have explored how sparse dis-
order behaves under renormalization. We found that in
1D, arbitrarily assigned bare disorder localized to a finite
number of bonds flows towards an attractor where indi-
vidual bonds settle onto F or AF couplings of equal and
opposite strength. In 2D this corresponds to plaquettes
emerging as the relevant gauge degrees of freedom in the
IR. Disorder is relevant at large scales if the index (−1)N0
associated with the bare configuration (where N0 is the
number of bonds with bare disorder parameter g0 < −1)
is non-trivial, corresponding to the Wilson loop operator
Wγ in the IR.
In the limit of non-sparse disorder that is homoge-
neous, we recover known fixed distributions, but find only
the trivial paramagnetic fixed distribution to be an at-
tractor when allowing for the disorder parameter to take
on arbitrary values not just restricted to g = {−2,−1, 0}
i.e. the fixed points of (18). On the other hand, inhomo-
geneous non-sparse disorder with sufficiently vanishing
support for the disorder parameter around the critical
line g = −1 flows towards the Edwards-Anderson equal
probability ±J model in the IR.
Localized sparse disorder in 2D is rapidly washed out
under renormalization. However, line defects that are
sparse from the perspective of the orthogonal comple-
ment lattice behave analogously to sparse disorder in 1D,
implying the generalization of our results to codimension
one defects in 2 and higher dimensions.
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Appendix A: 1D cross-disorder correlation functions
We are interested in computing how spins are corre-
lated across any number of disordered bonds. The object
of interest is the correlation function
〈σkσl〉 − 〈σk〉〈σl〉 (A1)
where the thermal expectation values are taken in the
presence of disorder. We begin with single bond disorder
at site m, described by the Hamiltonian
− βH = β
∑
i
σiσi+1 + βgmσmσm+1 (A2)
where we omit subscripts on β and g to indicate that we
can do this at any particular scale (i.e. after any number
of RG iterations). Since the spins can take the values
±1, the partition function is obtained via the trace
Z = Tr [Tm−1 T¯m TN−m] (A3)
where we assume periodic boundary conditions and that
there are N sites to sum over. The transfer matrices T
and T¯m are given by
T =
(
eβ e−β
e−β eβ
)
T¯m =
(
eβ(1+gm) e−β(1+gm)
e−β(1+gm) eβ(1+gm)
)
(A4)
By additivity of the exponents, the matrices T and T¯m
commute, as would those for any number of disordered
bonds at site j denoted T¯j . Therefore the partition func-
tion for a disordered system with K disordered bonds is
given by
Z = Tr [
 K∏
j=1
T¯j
 TN−K ] (A5)
decimation consists of multiplying matrices pairwise in
their original order and rewriting them in the form (A4)
with the addition of a free energy that appears as a mul-
tiplicative constant, from which one would read off the
RG transformations (15) and (25).
Expectation values of the spin operator σk are obtained
by inserting the matrix τ as the k’th matrix in the string
of transfer matrices in the trace, with τ given by
τ =
(
1 0
0 −1
)
(A6)
We are interested in calculating correlation functions of
spins across a series of disordered bonds at sites k and l,
where we presume l > k. Exploiting the cyclicity of the
trace for bounded operators and the fact that T and T¯j
commute, we can write
〈σkσl〉 = 1ZTr [τ
 K∏
j=1
T¯j
 T l−k−Kτ TN−l+k] (A7)
where it is convenient to work in the basis where the T¯k
and T are simultaneously diagonalized, in which case
τ →
(
0 1
1 0
)
(A8)
Straightforward calculations then show that 〈σk〉 = 0 and
with multiple disordered bonds between the sites k and l
〈σkσl〉 = e−
(l−k)
ξ
K∏
j=1
tanhβ(1 + gj)
tanhβ
(A9)
where the gj correspond to the intervening disordered
bonds, and where the correlation length ξ one would have
obtained in the absence of disorder, which is given by
ξ = − 1
log (tanhβ)
(A10)
Note that the fixed points of (18) correspond to the
disorder parameter settling on g = {−2, 0}, so that the
factors in the product return (−1)NAF , where NAF de-
notes the number of bonds corresponding to g = −2.
This has the transparent physical interpretation of pre-
serving the usual correlation up to a sign depending on
the number of intermediate twists in the spin chain. The
unstable fixed point at g = −1 corresponding to a break
in the chain contributes a zero, uncorrelating the two
spins.
[1] H. Nishimori, 2001; ”Statistical Physics of Spin Glasses
and Information Processing: An Introduction”, Oxford
University Press.
[2] M. Newman, A. L. Barabasi, D. J. Watts, 2006; ”The
Structure and Dynamics of Networks”, Princeton Uni-
versity Press.
[3] P. Mehta and D. J. Schwab, 2014; arXiv:1410.3831
[stat.ML]
14
[4] J. J. Hopfield, 1982; Proc. Nati. Acad. Sci. USA, 79 2554
[5] J. D. Ryngelson and P. G. Wolynes, 1987; Proc. Nati.
Acad. Sci. USA 84 7524
[6] M. Mezard, G. Parisi and M. Virasoro, 1987; ”Spin Glass
Theory and Beyond”, World Scientific.
[7] S. F. Edwards and P. W. Anderson, 1975; J. Phys. F:
Met. Phys. 5 965
[8] D. Sherrington and S. Kirkpatrick, 1976; Phys. Rev. Lett.
35 1792
[9] S. Sachdev and J. Ye, 1983; Phys. Rev. Lett. 70 3339
[10] A. Kitaev, A simple model of quantum holography. Talks
at KITP, April 7, 2015 and May 27 (2015). http://
online.kitp.ucsb.edu/online/entangled15/kitaev/
http://online.kitp.ucsb.edu/online/entangled15/
kitaev2/
[11] E. H. Fradkin, 2017; Jour. Stat. Phys. 167, 427
[12] G. Toulouse, 1977; Commun. Phys. 2, 115.
[13] E. H. Fradkin, B. A. Huberman and S. H. Shenker, 1978;
Phys. Rev. B 18, 4789
[14] G. Grinstein, A. N. Berker, J. Chalupa and M. Wortis,
1976; Phys. Rev. Lett. 36, 1508
[15] F. Iglo´i and C. Monthus, 2005; Phys. Rep. 412, 277,
arXiv:cond-mat/0502448
[16] A.B. Harris, 1974; J. Phys. C 7, 1671
[17] L. Onsager, 1944; Phys. Rev. 65, 117
[18] I. Antoniadis, J. Iliopoulos and T. Tomaras, 1983; Nucl.
Phys. B 227, 447.
[19] J. F. Donoghue, M. Anber and U. Aydemir,
arXiv:1007.5049 [hep-ph].
[20] E. Witten, Nature Phys. 14, 116 (2018)
[21] C. Barcelo´, R. Carballo-Rubio, F. Di Filippo and L. J.
Garay, JHEP 1610, 084 (2016)
[22] M. B. Hastings and X. G. Wen, 2005; Phys. Rev. B 72
045141
[23] S. Cho and M. P. A. Fisher, 1997; Phys. Rev. B 55, 1025
[24] L.P. Kadanoff and H. Ceva, (1971); Phys. Rev. B 3, 3918
