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PHE´NOME`NES DE SYME´TRIE DANS DES FORMES
LINE´AIRES EN POLYZEˆTAS
par
J. Cresson, S. Fischler et T. Rivoal
Re´sume´. — On donne deux ge´ne´ralisations, en profondeur quelconque, du phe´nome`ne de
syme´trie utilise´ par Ball-Rivoal pour de´montrer qu’une infinite´ de valeurs de la fonction ζ de
Riemann aux entiers impairs sont irrationnelles. Ces ge´ne´ralisations concernent des se´ries mul-
tiples de type hyperge´ome´trique qui s’e´crivent comme formes line´aires en certains polyzeˆtas.
La preuve utilise notamment la re´gularisation des polyzeˆtas a` divergence logarithmique.
Abstract. — We give two generalizations, in arbitrary depth, of the symmetry phenomenon
used by Ball-Rivoal to prove that infinitely many values of Riemann ζ function at odd integers
are irrational. These generalizations concern multiple series of hypergeometric type, which
can be written as linear forms in some specific multiple zeta values. The proof makes use of
the regularization procedure for multiple zeta values with logarithmic divergence.
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1. Introduction
Une ge´ne´ralisation de la fonction zeˆta de Riemann ζ(s) est donne´e par les se´ries polyzeˆtas,
de´finies pour tout entier p ≥ 1 et tout p-uplet s = (s1, s2, . . . , sp) d’entiers ≥ 1, avec s1 ≥ 2,
par
ζ(s1, s2, . . . , sp) =
∑
k1>k2>...>kp≥1
1
ks11 k
s2
2 . . . k
sp
p
.
Les entiers p et s1 + s2 + . . . + sp sont respectivement la profondeur et le poids de
ζ(s1, s2, . . . , sp). On voit naturellement apparaˆıtre les polyzeˆtas lorsque, par exemple, on
conside`re les produits des valeurs de la fonction zeˆta : on a ζ(n)ζ(m) = ζ(n + m) +
ζ(n,m) + ζ(m,n), ce qui permet en quelque sorte de « line´ariser » ces produits. En dehors
de quelques identite´s telles que ζ(2, 1) = ζ(3) (due a` Euler), la nature arithme´tique de ces
se´ries est aussi peu connue que celle des nombres ζ(s). Cependant, l’ensemble des nombres
ζ(s) posse`de une tre`s riche structure alge´brique assez bien comprise, au moins conjectura-
lement (voir [20]). Par exemple, on peut s’inte´resser aux Q-sous-espaces vectoriels Zp de
R, engendre´s par les 2p−2 polyzeˆtas de poids p ≥ 2 : Z2 = Qζ(2), Z3 = Qζ(3) +Qζ(2, 1),
Z4 = Qζ(4) +Qζ(3, 1) + Qζ(2, 2) +Qζ(2, 1, 1), etc. Posons vp = dimQ(Zp). On a alors la
conjecture suivante, dont le point (i) est duˆ a` Zagier et le point (ii) a` Goncharov.
Conjecture 1. — (i) Pour tout entier p ≥ 2, on a vp = cp, ou` l’entier cp est de´fini par
la re´currence line´aire cp+3 = cp+1 + cp, avec c0 = 1, c1 = 0 et c2 = 1.
(ii) Les Q-espaces vectoriels Q et Zp (p ≥ 2), sont en somme directe.
La suite (vp)p≥2 devrait donc croˆıtre comme α
p (ou` α ≈ 1, 3247 est racine du polynoˆme
X3 − X − 1), ce qui est bien plus petit que 2p−2. Il y a donc conjecturalement beaucoup
de relations line´aires entre les polyzeˆtas de meˆme poids et aucune en poids diffe´rents :
3dans cette direction, un the´ore`me de Goncharov [10] et Terasoma [18] affirme que l’on a
vp ≤ cp pour tout entier p ≥ 2. Il reste donc a` montrer l’ine´galite´ inverse pour montrer (i),
mais aucune minoration non triviale de vp n’est connue a` ce jour : meˆme si les relations
classiques donnent v2 = v3 = v4 = 1, on est bloque´ de`s l’e´galite´ v5 = 2, qui est e´quivalente
a` l’irrationalite´ toujours inconnue de ζ(5)/(ζ(3)ζ(2)). Plus ge´ne´ralement, un des inte´reˆts
de la Conjecture 1 est d’impliquer la suivante.
Conjecture 2. — Les nombres π, ζ(3), ζ(5), ζ(7), ζ(9), etc, sont alge´briquement inde´pen-
dants sur Q.
Cette conjecture semble actuellement totalement hors de porte´e. Un certain nombre de
re´sultats diophantiens ont ne´anmoins e´te´ obtenus en profondeur 1, c’est-a`-dire dans le cas
de la fonction zeˆta de Riemann (voir [8]) :
(i) Le nombre ζ(3) est irrationnel (Ape´ry [1]) ;
(ii) La dimension de l’espace vectoriel engendre´ sur Q par 1, ζ(3), ζ(5), . . . , ζ(A) (avec
A impair) croˆıt au moins comme log(A) ([2, 16]) ;
(iii) Au moins un des quatre nombres ζ(5), ζ(7), ζ(9), ζ(11) est irrationnel (Zudilin [23]).
Ces re´sultats peuvent eˆtre obtenus par l’e´tude de certaines se´ries de la forme
∞∑
k=1
P (k)
(k)An+1
(1.1)
avec P (X) ∈ Q[X ], n ≥ 0, A ≥ 1 ; on utilise ici le symbole de Pochhammer de´fini par
(k)α = k(k + 1) . . . (k + α − 1). Ces se´ries s’expriment comme combinaisons line´aires sur
Q de 1 et des valeurs de zeˆta aux entiers. Le point crucial est que, dans ces combinaisons
line´aires, figurent seulement certaines valeurs de la fonction zeˆta : ζ(3) dans le cas (i), des
valeurs ζ(s) avec s impair dans les cas (ii) et (iii). Ceci provient (dans les deux derniers
cas, et aussi dans certaines preuves de (i)) d’une proprie´te´ de syme´trie lie´e a` l’aspect (tre`s)
bien e´quilibre´(1) de la se´rie (1.1) (voir [2] ou [16]) :
The´ore`me 1. — Soit P ∈ Q[X ] de degre´ au plus A(n + 1)− 2, tel que
P (−n−X) = (−1)A(n+1)+1P (X).
Alors la se´rie (1.1) est une combinaison line´aire, a` coefficients rationnels, de 1 et des
valeurs ζ(s) pour s entier impair compris entre 3 et A.
(1)Dans cet article, nous utilisons indiffe´remment les mots (very) well-poised ou leur traduction franc¸aise
(tre`s) bien e´quilibre´.
4Le but de cet article est de donner deux ge´ne´ralisations, en profondeur quelconque, de
ce phe´nome`ne de syme´trie. Nous espe´rons que ces ge´ne´ralisations ouvriront la porte a`
des re´sultats diophantiens (d’irrationalite´ ou d’inde´pendance line´aire) sur les polyzeˆtas qui
interviennent (voir §2.4).
Notre premier re´sultat (de´montre´ au paragraphe 6) concerne des sommes de´couple´es,
c’est-a`-dire portant sur tous les p-uplets (k1, . . . , kp) ∈ N∗
p :
The´ore`me 2. — Soient p ≥ 1, n ≥ 0 et A ≥ 1 des entiers. Soit P ∈ Q[X1, . . . , Xp] un
polynoˆme de degre´ ≤ A(n+ 1)− 2 par rapport a` chacune des variables, tel que
P (X1, . . . , Xj−1,−Xj − n,Xj+1, . . . , Xp)
= (−1)A(n+1)+1P (X1, . . . , Xj−1, Xj, Xj+1, . . . , Xp)
pour tout j ∈ {1, . . . , p}. Alors la somme multiple∑
k1,...,kp≥1
P (k1, . . . , kp)
(k1)An+1 . . . (kp)
A
n+1
(1.2)
est un polynoˆme a` coefficients rationnels, de degre´ au plus p, en les ζ(s), pour s entier
impair compris entre 3 et A.
Par exemple, lorsque A = 3 ou A = 4, cette somme est un polynoˆme en ζ(3). Quand on
prend p = 1, on retrouve exactement le the´ore`me 1 (quel que soit A).
La preuve du the´ore`me 2 consiste essentiellement (apre`s avoir de´compose´ la frac-
tion rationnelle en e´le´ments simples) a` se´parer la somme multiple en un produit de p
sommes simples auxquelles on applique le the´ore`me 1. Elle utilise aussi un processus de
re´gularisation, dans une situation simple et e´le´mentaire.
L’inconve´nient principal du the´ore`me 2, du point de vue des applications e´ventuelles, est
le fait que la somme sur k1, . . . , kp soit de´couple´e. Cet inconve´nient est visible par trois
aspects que nous de´crivons maintenant.
Tout d’abord, les se´ries de´couple´es donnent toujours des polynoˆmes en valeurs de ζ en
des entiers, meˆme quand on omet l’hypothe`se de syme´trie du the´ore`me 2. Cette remarque,
qui de´coule de la preuve du the´ore`me 2 (voir §6), montre que les polyzeˆtas ne peuvent pas
intervenir re´ellement dans ce cadre.
Ensuite, conside´rons la se´rie de Ball
Sn = n!
2
∞∑
k=1
(k +
n
2
)
(k − n)n(k + n + 1)n
(k)4n+1
.
5Pour tout entier n, Sn est une forme line´aire en 1 et ζ(3) ; cela se de´duit du the´ore`me 1.
Elle co¨ıncide exactement avec les formes line´aires qui ont permis a` Ape´ry de de´montrer
l’irrationalite´ de ζ(3) ; sans rentrer dans les de´tails, indiquons que cette co¨ıncidence n’est pas
du tout e´vidente et qu’elle est la premie`re application de la conjecture des de´nominateurs
prouve´e dans [13]. Pour tout entier p ≥ 1, la se´rie Spn est e´videmment une se´rie de´couple´e
de la forme conside´re´e dans le the´ore`me 2 avec
P (X1, . . . , Xp)
= n!2p(X1 +
n
2
) . . . (Xp +
n
2
)(X1 − n)n . . . (Xp − n)n(X1 + n + 1)n . . . (Xp + n+ 1)n
et A = 4. Ainsi, Spn est un polynoˆme en ζ(3) de degre´ (au plus) p, dont on pourrait a priori
espe´rer de´duire la transcendance de ζ(3). Pourtant, Spn ne contient pas plus d’information
diophantienne que Sn et elle ne donne que l’irrationalite´ de ζ(3).
Enfin, les sommes multiples qui apparaissent dans les preuves d’irrationalite´ sont plutoˆt
de la forme ∑
k1≥...≥kp≥1
P (k1, . . . , kp)
(k1)
A
n+1 . . . (kp)
A
n+1
, (1.3)
c’est-a`-dire que la somme porte sur des variables ordonne´es ; c’est a` ce genre de se´ries que
s’applique l’algorithme de [7]. Par exemple, lorsque p = 2, A = 2 et
P (X1, X2) = n!(X1 −X2 + 1)n(X2 − n)n(X2)n+1,
Sorokin [17] de´montre que la somme (1.3) est exactement (2) la forme line´aire en 1 et ζ(3)
utilise´e par Ape´ry dans sa preuve d’irrationalite´. Plus ge´ne´ralement, une conjecture de
Vasilyev [19] affirmait qu’une certaine inte´grale multiple, e´gale a` la se´rie
n!p−ε
∑
k1≥···≥kp≥1
(k1 − k2 + 1)n . . . (kp−1 − kp + 1)n(kp − n)n
(k1)2n+1 . . . (kp−1)
2
n+1(kp)
2−ε
n+1
, (1.4)
est une forme line´aire rationnelle en les valeurs de zeˆta aux entiers ≥ 2 de la meˆme parite´
que ε ∈ {0, 1}. La formulation inte´grale de cette conjecture a e´te´ de´montre´e dans [25] et
une version raffine´e dans [13] : la me´thode consiste a` prouver que la se´rie (1.4) s’exprime
aussi comme une se´rie simple a` laquelle le the´ore`me 1 ci-dessus s’applique. Zlobin [22] a
re´cemment obtenu une de´monstration totalement diffe´rente par une e´tude directe de la
se´rie (1.4), dans l’esprit des me´thodes combinatoires de´veloppe´es dans cet article. On peut
(2)Quand on applique l’algorithme de [7], on trouve une forme line´aire en 1 et ζ(2, 1) ; il faut alors utiliser
la relation ζ(2, 1) = ζ(3). De plus, Sorokin travaille a` l’aide d’une expression inte´grale alternative de cette
somme.
6alors de´montrer des re´sultats essentiellement de meˆme nature que ceux de [2, 16], ce qui
renforce l’inte´reˆt pour des sommes multiples sur des indices ordonne´s.
Nous avons de´montre´ dans [7] que toute se´rie convergente de la forme (1.3) s’e´crit comme
combinaison line´aire de polyzeˆtas de poids au plus pA et de profondeur au plus p (et ce
re´sultat the´orique a e´te´ obtenu, inde´pendamment, par Zlobin [21]). En outre, nous avons
pre´sente´ un algorithme, que nous avons imple´mente´ [6] en Pari, pour calculer explicitement
une telle combinaison line´aire. Ceci nous a permis de de´couvrir les proprie´te´s de syme´trie
que nous e´nonc¸ons maintenant(3) dans le cas particulier de la profondeur 2 :
The´ore`me 3. — Soient n ≥ 0 et A ≥ 1 des entiers, avec n pair. Soit P ∈ Q[X1, X2] un
polynoˆme en deux variables, de degre´ ≤ A(n+1)− 2 par rapport a` chacune d’elles, tel que

P (X1, X2) = −P (X2, X1)
P (−n−X1, X2) = (−1)
A(n+1)+1P (X1, X2)
P (X1,−n−X2) = (−1)
A(n+1)+1P (X1, X2)
(1.5)
Alors la somme double (1.3) est une combinaison line´aire, a` coefficients rationnels :
– de 1,
– de valeurs ζ(s) avec s entier impair compris au sens large entre 3 et 2A,
– de diffe´rences ζ(s, s′)− ζ(s′, s) avec s, s′ entiers impairs tels que 3 ≤ s < s′ ≤ A.
Bien entendu, parmi les conditions (1.5), la troisie`me est conse´quence des deux premie`res.
En particulier, si A = 4, ce the´ore`me montre que la se´rie double∑
k1≥k2≥1
P (k1, k2)
(k1)4n+1(k2)
4
n+1
est une forme line´aire en 1, ζ(3), ζ(5) et ζ(7) (ce qui e´tait loin d’eˆtre e´vident a priori
puisqu’on part d’une se´rie double). Pour A = 3, on obtient une forme line´aire en 1, ζ(3),
ζ(5) ; enfin, pour A = 2, une forme line´aire en 1 et ζ(3).
Il est a` noter que dans la se´rie (1.3), les variables k1, . . . , kp sont lie´es par des ine´galite´s
larges, comme dans [7] mais a` l’inverse de la de´finition des polyzeˆtas.
Par exemple, le the´ore`me 3 donne le cas particulier suivant :
(3)Pour simplifier, nous ne de´montrons ici le the´ore`me 3 que dans le cas ou` n est pair : voir la remarque 5.2.1.
Cependant, il nous semble raisonnable d’espe´rer que ce the´ore`me soit vrai aussi quand n est impair.
7Corollaire 1. — Soient n, r, t, ε ≥ 0 et A ≥ 1 des entiers, avec n pair, tels que
ε ≡ (A+ 1)(n+ 1) + 1 mod 2
et
ε+ 4r + 2t ≤ (A− 1)(n+ 1)− 4.
Alors la se´rie convergente∑
k1≥k2≥1
(
k1+
n
2
)ε(
k2+
n
2
)ε (k1 − k2 − r)2r+1(k1 + k2 + n− r)2r+1(k1 − t)2t+n+1(k2 − t)2t+n+1
(k1)An+1 (k2)
A
n+1
est une combinaison line´aire, a` coefficients rationnels, de 1, de valeurs ζ(s) (avec s entier
impair tel que 3 ≤ s ≤ 2A−1), et de diffe´rences ζ(s, s′)−ζ(s′, s) (avec s, s′ entiers impairs
tels que 3 ≤ s < s′ ≤ A).
Par exemple, on a∑
k1≥k2≥1
(
k1 +
1
2
)(
k2 +
1
2
)(k1 − k2 − 1)3(k1 + k2)3(k1 − 1)4(k2 − 1)4
(k1)
7
2 (k2)
7
2
= −1156 + 891 ζ(3) +
189
2
ζ(5) + 78
(
ζ(5, 3)− ζ(3, 5)
)
.
Un autre ingre´dient, qui est fre´quemment utilise´ avec des se´ries simples, consiste a` de´river
la fraction rationnelle en k, avant de sommer ; par exemple, une double de´rivation sert a`
montrer le re´sultat de Zudilin [23] rappele´ apre`s la conjecture 2. Cette astuce, applique´e
plusieurs fois, permet de faire disparaˆıtre ζ(s) de la forme line´aire obtenue, pour de petites
valeurs de s. On peut imaginer de l’utiliser pour des sommes multiples, meˆme si on n’a au-
cun re´sultat connu de disparition de polyzeˆtas dans ce cadre (voir cependant [9]). Il est clair
qu’en de´rivant une fraction rationnelle de la forme P (X1, . . . , Xp)/
(
(X1)
A
n+1 . . . (Xp)
A
n+1
)
par
rapport a` l’une des variables Xi, on obtient une fraction rationnelle de la meˆme forme (avec
A remplace´ par A + 1). En profondeur 2, si un polynoˆme P (X1, X2) ve´rifie les relations
(1.5), alors le polynoˆme Q de´fini par( ∂
∂X1
)2( ∂
∂X2
)2 P (X1, X2)
(X1)An+1(X2)
A
n+1
=
Q(X1, X2)
(X1)
A+2
n+1 (X2)
A+2
n+1
les ve´rifie aussi ; on peut donc lui appliquer aussi le the´ore`me 3. Cette remarque montre
qu’on aurait pu ajouter des de´rivations dans le corollaire 1. Elle s’applique aussi en pro-
fondeur quelconque.
Ce texte est divise´ comme suit. Nous donnons au paragraphe 2 l’e´nonce´ ge´ne´ral, en pro-
fondeur quelconque, que nous obtenons. C’est l’occasion d’introduire la notion de polyzeˆtas
8antisyme´triques, et aussi de comparer notre ge´ne´ralisation des se´ries (tre`s) bien e´quilibre´es
a` celles provenant des syste`mes de racines.
La preuve utilise deux outils : la re´gularisation des se´ries a` divergence logarithmique
et le de´veloppement en e´le´ments simples des fractions rationnelles, qui sont pre´sente´s aux
paragraphes 3 et 4 respectivement. Ces outils permettent d’e´noncer (au paragraphe 4.2) le
the´ore`me 6, qui implique notre re´sultat principal (voir §4.4). Ce the´ore`me est de´montre´ au
paragraphe 5, par re´currence sur la profondeur : il s’agit du cœur de la preuve. Le cas des
profondeurs 1, 2 et 3 sont de´taille´s se´pare´ment, et servent d’introduction a` la de´monstration
ge´ne´rale.
Enfin, au paragraphe 6, on de´montre le the´ore`me 2 e´nonce´ ci-dessus. La preuve suit la
meˆme strate´gie que celle du re´sultat principal, mais chaque e´tape est nettement plus simple
a` mettre en œuvre.
Remerciements : Les auteurs ont eu l’opportunite´ d’utiliser la puissance de calcul de
la grappe Me´dicis, ce qui leur a permis de mener plus facilement les expe´rimentations
qui ont conduit aux re´sultats de cet article. Nous remercions e´galement C. Krattenthaler,
M. Schlosser, W. Zudilin et l’arbitre pour leurs nombreuses remarques sur cet article, en
particulier pour avoir porte´ a` notre attention le lien entre nos se´ries et les syste`mes de
racines. Enfin, le premier auteur remercie l’I.H.E´.S. pour l’invitation lors de laquelle il a
pu terminer ce travail.
2. L’e´nonce´ dans le cas convergent
2.1. Polyzeˆtas antisyme´triques. — Pour e´noncer notre re´sultat en profondeur quel-
conque, nous aurons besoin de la notation suivante. Pour p ≥ 0 et s1, . . . , sp ≥ 2 entiers,
on pose
ζas(s1, . . . , sp) =
∑
σ∈Sp
εσζ(sσ(1), . . . , sσ(p)),
ou` εσ de´signe la signature de la permutation σ. On appelle polyzeˆta antisyme´trique une
telle combinaison line´aire de polyzeˆtas (meˆme si, pour p ≥ 2, ce n’est pas en ge´ne´ral un
polyzeˆta). Il s’agit de se´ries convergentes, puisque tous les si sont suppose´s eˆtre supe´rieurs
ou e´gaux a` 2 ; on utilisera donc parfois le terme de polyzeˆta antisyme´trique convergent.
Pour p = 1, on a ζas(s) = ζ(s). La convention naturelle consiste a` poser ζas(s1, . . . , sp) = 1
lorsque p = 0, puisqu’il existe une unique bijection de l’ensemble vide dans lui-meˆme. Pour
9p = 2, on a ζas(s1, s2) = ζ(s1, s2)− ζ(s2, s1) et lorsque p = 3, on a
ζas(s1, s2, s3)
= ζ(s1, s2, s3) + ζ(s2, s3, s1) + ζ(s3, s1, s2)− ζ(s2, s1, s3)− ζ(s1, s3, s2)− ζ(s3, s2, s1).
Par de´finition, pour tout σ ∈ Sp on a
ζas(sσ(1), . . . , sσ(p)) = εσζ
as(s1, . . . , sp),
et ζas(s1, . . . , sp) = 0 de`s que deux des si sont e´gaux.
Il nous semble raisonnable de penser qu’en ge´ne´ral, un poyzeˆta antisyme´trique n’est
pas un polynoˆme en valeurs de la fonction ζ de Riemann. En revanche, tout polyzeˆta
“syme´trique” (de´fini comme ζas(s1, . . . , sp) mais en omettant la signature εσ) est un po-
lynoˆme en les valeurs ζ(s) (d’apre`s [11], Theorem 2.2).
2.2. Enonce´ du re´sultat principal. — Notons Ap l’ensemble des polynoˆmes
P (X1, . . . , Xp) ∈ Q[X1, . . . , Xp] tels que :

Pour tout σ ∈ Sp, on ait
P (Xσ(1), Xσ(2), . . . , Xσ(p)) = εσP (X1, X2, . . . , Xp).
Pour tout j ∈ {1, . . . , p}, on ait
P (X1, . . . , Xj−1,−Xj − n,Xj+1, . . . , Xp)
= (−1)A(n+1)+1P (X1, . . . , Xj−1, Xj, Xj+1, . . . , Xp).
Ces conditions (qui font apparaˆıtre l’action de groupe qui sera utilise´e au paragraphe 4.1)
sont bien suˆr redondantes. Si la premie`re est satisfaite, alors il suffit notamment de ve´rifier
la seconde pour une seule valeur de j.
Par exemple, A2 est exactement l’ensemble des polynoˆmes P ve´rifiant les conditions
(1.5). Par ailleurs, si P ∈ Ap alors P a le meˆme degre´ par rapport a` chacune des variables
X1, . . . , Xp. Bien entendu la de´finition de Ap de´pend aussi de la parite´ de A(n + 1), mais
on ne refle`te pas cette de´pendance pour ne pas alourdir la notation.
Nous pouvons maintenant e´noncer notre re´sultat principal.(4)
(4)Ce re´sultat, comme les the´ore`mes 5 et 6 ci-dessous, ne sera de´montre´ ici que dans le cas ou` n est pair.
Ceci permet de simplifier la preuve (voir la remarque 5.2.1) et ne devrait pas eˆtre un obstacle a` d’e´ventuelles
applications diophantiennes. Cependant, il nous semble raisonnable d’espe´rer que ces e´nonce´s soient vrais
aussi quand n est impair.
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The´ore`me 4. — Soient n ≥ 0 et A, p ≥ 1 des entiers, avec n pair. Soit P ∈ Ap de degre´
≤ A(n + 1)− 2 par rapport a` chacune des variables. Alors la se´rie
∑
k1≥...≥kp≥1
P (k1, . . . , kp)
(k1)An+1 . . . (kp)
A
n+1
(2.1)
est une combinaison line´aire, a` coefficients rationnels, de produits de la forme
ζ(s1) . . . ζ(sq)ζ
as(s′1, . . . , s
′
q′)
avec 

q, q′ ≥ 0 entiers tels que 2q + q′ ≤ p,
s1, . . . , sq, s
′
1, . . . , s
′
q′ entiers impairs ≥ 3,
si ≤ 2A− 1 pour tout i ∈ {1, . . . , q},
s′i ≤ A pour tout i ∈ {1, . . . , q
′}.
(2.2)
La dissyme´trie entre s1, . . . , sq d’une part, et s
′
1, . . . , s
′
q′ d’autre part, dans la conclusion
de cet e´nonce´ sera commente´e plus loin (juste apre`s l’e´nonce´ du the´ore`me 6).
Il est important de bien visualiser l’ensemble des produits de polyzeˆtas qui apparaissent
dans ce the´ore`me. Par exemple, lorsque q′ = 0 le polyzeˆta antisyme´trique ζas(s′1, . . . , s
′
q′)
vaut 1 (conforme´ment a` la convention e´voque´e au paragraphe 2.1), et on obtient un produit
de valeurs de ζ en des entiers impairs. Lorsque q = q′ = 0, ce produit est vide et on obtient 1.
Si p = 1, le the´ore`me 4 affirme que (2.1) est une combinaison line´aire de 1 et des ζ(s)
pour s impair tel que 3 ≤ s ≤ A : on retrouve le the´ore`me 1, c’est-a`-dire le phe´nome`ne de
syme´trie lie´ aux se´ries hyperge´ome´triques (tre`s) bien e´quilibre´es en profondeur 1.
Si p = 2, on obtient exactement le the´ore`me 3 e´nonce´ dans l’introduction.
Si p = 3, ce the´ore`me affirme que la se´rie est une combinaison line´aire, a` coefficients
rationnels :
– de produits d’au plus deux valeurs de ζ en des entiers impairs ≥ 3,
– de polyzeˆtas antisyme´triques convergents ζas(s1, s2) avec s1, s2 ≥ 3 impairs,
– de polyzeˆtas antisyme´triques convergents ζas(s1, s2, s3) avec s1, s2, s3 ≥ 3 impairs.
En profondeur p ≥ 4, des termes tels que q ≥ 1 et q′ ≥ 2 peuvent apparaˆıtre : il semble
que la se´rie obtenue ne soit pas toujours la somme d’un polynoˆme en valeurs ζ(s) (avec
s impair) et d’une combinaison line´aire de polyzeˆtas antisyme´triques ζas(s1, . . . , sq) avec
s1, . . . , sq impairs.
A` l’inverse, on peut affaiblir la conclusion du the´ore`me 4 en disant que la se´rie est
un polynoˆme (a` coefficients rationnels) en les polyzeˆtas antisyme´triques convergents
ζas(s1, . . . , sq) avec 1 ≤ q ≤ p et s1, . . . , sq ≥ 3 impairs tels que s1 + . . .+ sq ≤ pA.
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Lorsque A ≤ 2, on a force´ment q′ = 0 pour tous les produits qui apparaissent, ce qui
fournit le corollaire suivant :
Corollaire 2. — Sous les hypothe`ses du the´ore`me 4, si A ≤ 2 alors la se´rie (2.1) est un
polynoˆme en ζ(3) a` coefficients rationnels.
Le the´ore`me 4 contient, par exemple, le cas particulier suivant :
Corollaire 3. — Soient n, r, t, ε ≥ 0 et A, p ≥ 1 des entiers, avec n pair, tels que
ε ≡ (A+ 1)(n+ 1) + 1 mod 2
et
ε+ (4r + 2)p+ 2t ≤ (A− 1)(n+ 1) + 4r.
Alors la se´rie convergente
∑
k1≥...≥kp≥1
[ p∏
i=1
(ki+
n
2
)
]ε
[ ∏
1≤i<j≤p
(ki − kj − r)2r+1(ki + kj + n− r)2r+1
][ p∏
i=1
(ki − t)2t+n+1
]
(k1)An+1 . . . (kp)
A
n+1
(2.3)
est une combinaison line´aire comme celles du the´ore`me 4.
Un exemple d’application de ce corollaire est la se´rie suivante (dans laquelle on prend
t = 0 et les symboles de Pochhammer (ki)n+1 se simplifient avec ceux du de´nominateur) :∑
k1≥k2≥k3≥1
(
k1 +
1
2
)(
k2 +
1
2
)(
k3 +
1
2
)
×
(k1 − k2)(k2 − k3)(k1 − k3)(k1 + k2 + 1)(k1 + k3 + 1)(k2 + k3 + 1)
(k1)42 (k2)
4
2 (k3)
4
2
= −
1
4
− ζ(3) +
1
4
ζ(5) + ζ(3)2 −
1
4
ζ(7). (2.4)
Dans d’e´ventuelles applications diophantiennes (voir §2.4), on pourrait prendre ε e´gal a`
0 ou 1, de telle sorte que sa contribution asymptotique (pour n grand) serait ne´gligeable.
Le proble`me est de bien choisir les parame`tres r et s en fonction de n, ou encore d’imaginer
d’autres polynoˆmes P auxquels on pourrait appliquer le the´ore`me 4.
On pourrait chercher a` obtenir un analogue du the´ore`me 4 dans lequel seuls des entiers
si et s
′
i pairs apparaˆıtraient. Un tel e´nonce´ correspondrait peut-eˆtre a` des polynoˆmes P
invariants sous l’action de Sp, a` des polyzeˆtas syme´triques (voir la fin du paragraphe 2.1),
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ou a` des valeurs de polylogarithmes en un point z = −1 (c’est-a`-dire a` un signe, de´pendant
de k1, . . . , kp, qui multiplierait la fraction rationnelle que l’on somme).
Toujours en vue d’une e´ventuelle application diophantienne, il serait utile d’avoir un
controˆle sur le de´nominateur des coefficients qui interviennent dans l’e´criture de (2.1)
comme combinaison line´aire de polyzeˆtas. Lorsque P = n!ApP˜ ou` P˜ est un polynoˆme a`
coefficients entiers, on peut supposer dans le the´ore`me 4 que dApn est un de´nominateur
commun des coefficients de la combinaison line´aire (ou` dn est le ppcm des entiers 1, 2, . . . ,
n ; ceci sera de´montre´ au paragraphe 4.4). Dans certains autres cas, la pre´sence de symboles
de Pochhammer dans la de´finition de P permet d’obtenir un tel de´nominateur, comme c’est
le cas habituellement en profondeur 1. E´tant donne´ un polynoˆme P particulier, il n’est pas
difficile de de´duire un tel re´sultat du the´ore`me 6 ci-dessous (il suffit d’adapter le lemme 1
qui figure au paragraphe 4.4). En outre, il serait inte´ressant de savoir si une conjecture des
de´nominateurs analogue a` celle de´montre´e dans [13] existe.
2.3. Liens avec les se´ries hyperge´ome´triques issues de syste`mes de racines. —
Lorsque l’on ne pre´cise pas la forme du polynoˆme P (X1, X2, . . . , Xp) ∈ Q[X1, X2, . . . , Xp]
au nume´rateur de (1.3), nos se´ries multiples peuvent s’exprimer comme combinai-
sons line´aires a` coefficients rationnels de se´ries hyperge´ome´triques multiples de Lauricella.
Lorsque p = 1, la se´rie (2.3) conside´re´e au corollaire 3 est une se´rie simple hyperge´ome´trique
very well-poised.
Il est donc naturel de se demander si, pour p ≥ 2, la se´rie multiple (2.3) correspond a`
l’une ou l’autre des ge´ne´ralisations de well-poisedness en dimension supe´rieure, qui sont
lie´es aux syste`mes de racines Cn, Dn ou BCn (voir par exemple [12] pour les de´finitions).
On peut faire les remarques suivantes. Dans [3], une se´rie hyperge´ome´trique multiple est
dite de type Cn si le facteur( ∏
1≤i<j≤n
(ki − kj + xi − xj)(ki + kj + xi + xj)
)( n∏
i=1
(ki + xi)
)
(2.5)
est pre´sent, la sommation e´tant sur les k1 ≥ 0, k2 ≥ 0, . . . , kn ≥ 0, les xj e´tant des
parame`tres. Elle est dite de type Dn si le facteur∏
1≤i<j≤n
(ki − kj + xi − xj)(ki + kj + xi + xj) (2.6)
est pre´sent mais pas le facteur
∏n
i=1(ki + xi). Le type Cn est donc une des ge´ne´ralisations
possibles des se´ries very well-poised, tandis que le type Dn ge´ne´ralise les se´ries qui sont well-
poisedmais pas very well-poised. Cependant, aucune de ces de´finitions n’impose de proprie´te´
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de syme´trie sur le sommande, alors que dans tous les e´nonce´s obtenus ici les proprie´te´s de
syme´trie sont cruciales : des exemples (faciles a` calculer graˆce a` [6]) permettent facilement
de voir qu’on ne peut pas remplacer, dans nos re´sultats, l’hypothe`se de syme´trie par une
hypothe`se de divisibilite´ par un facteur du type (2.5) ou (2.6).
Par exemple, dans le corollaire 3 ci-dessus, pour r = 0, le terme de la se´rie p-uple (2.3)
est de type Cp lorsque ε = 1 et de type Dp lorsque ε = 0, avec xi = n/2 + 1. La se´rie
triple (2.4) est, quant a` elle, de type Cp, avec xi = 3/2. Cependant, dans ces deux cas,
notre sommation porte sur k1 ≥ k2 ≥ · · · ≥ kp ≥ 1 ce qui, comme on va maintenant le voir,
produit une tre`s grosse diffe´rence sur la nature des polyzeˆtas qui apparaissent. En effet, en
modifiant la sommation dans (2.4), on obtient l’e´valuation d’une se´rie de type C3 :
∑
k1,k2,k3≥1
(
k1 +
1
2
)(
k2 +
1
2
)(
k3 +
1
2
)
×
(k1 − k2)(k2 − k3)(k1 − k3)(k1 + k2 + 1)(k1 + k3 + 1)(k2 + k3 + 1)
(k1)
4
2 (k2)
4
2 (k3)
4
2
= 0
puisque le sommande est change´ en son oppose´ par l’e´change des indices k1 ↔ k2. Cette
remarque vaut aussi pour la somme de type D3 :
∑
k1,k2,k3≥1
(k1 − k2)(k2 − k3)(k1 − k3)(k1 + k2 + 1)(k1 + k3 + 1)(k2 + k3 + 1)
(k1)
4
2 (k2)
4
2 (k3)
4
2
= 0.
Le choix de l’ensemble de sommation des se´ries est donc crucial afin d’obtenir des
re´sultats non triviaux a` partir de se´ries pre´sentant les syme´tries Cn et Dn. Par ailleurs, on
peut remarquer que ces deux syme´tries ne tiennent finalement que tre`s peu compte de la
forme des sommandes des se´ries telles que (2.3). Michael Schlosser nous a fait remarquer
que ces se´ries pre´sentent en fait une syme´trie proche du type BCn, qui tient compte de
la pre´sence de facteurs « Pochhammer » et dont l’e´tude est toute re´cente (voir [4]). Les
syme´tries issues des divers syste`mes de racines ont donc un grand inte´reˆt dans l’e´tude dio-
phantienne des polyzeˆtas et on peut espe´rer qu’elles puissent jouer un roˆle de plus en plus
important a` l’avenir.
2.4. Applications diophantiennes e´ventuelles. — Pour tout entier A ≥ 1, notons
FA le sous-Q-espace vectoriel de R engendre´ par 1 et les ζ(s), pour s entier impair tel
que 3 ≤ s ≤ A. Les minorations suivantes sont essentiellement les seules connues (voir par
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exemple [8] pour un survol) :

dimF3 = 2 [1]
dimF145 ≥ 3 ([24], voir aussi [2])
dimFA ≥
1−o(1)
1+log 2
logA ([2], [16]).
(2.7)
Pour A ≥ 1 et p ≥ 1, notons EA,p le sous-Q-espace vectoriel de R engendre´ par les
produits ζ(s1) . . . ζ(sq)ζ
as(s′1, . . . , s
′
q′) satisfaisant aux conditions (2.2) e´nonce´es dans le
the´ore`me 4. L’inte´reˆt de ce the´ore`me est justement de fournir des se´ries qui appartiennent
a` EA,p, et qui pourraient permettre de minorer la dimension de cet espace.
Pour p = 1 on a simplement EA,1 = FA. Pour p ≥ 2, l’inclusion F2A−1 ⊂ EA,p permet
d’obtenir, a` partir de (2.7), des minorations de dim EA,p. On peut espe´rer que le the´ore`me 4
(ou le corollaire 3) conduisent a` des minorations plus fines de dim EA,p, qui constitueraient
de nouveaux re´sultats diophantiens. Par exemple, peut-eˆtre peut-on obtenir une minoration
de la forme dim EA,p ≥ (c(p) − op(1)) log(A), ou` op(1) est une suite qui de´pend de p et A
et tend vers 0 quand A tend vers l’infini (quelle que soit la valeur, fixe´e, de p), et c(p) est
une fonction de p seulement. Ceci serait nouveau a` condition qu’on ait c(p) > 1
1+log 2
(ce
que l’on peut espe´rer, notamment si p est grand).
Par ailleurs, si on arrivait a` montrer que dim E2,p ≥ 3 pour un certain p, on obtiendrait
que ζ(3) n’est pas quadratique. Si cette dimension pouvait eˆtre arbitrairement grande,
cela donnerait la transcendance de ζ(3). Malheureusement, les contraintes de syme´trie
impose´es au polynoˆme P dans le the´ore`me 4 semblent trop draconiennes pour qu’on puisse
aboutir a` un re´sultat aussi spectaculaire (voir a` ce propos [9], ou` des proprie´te´s de syme´trie
plus faibles sont de´montre´es sous des hypothe`ses moins restrictives). Cependant, l’une
des motivations principales de cet article est de montrer que l’algorithme de [7] permet
de deviner des proprie´te´s, comme celles de´montre´es ici, de disparition de polyzeˆtas. La
structure de la preuve du the´ore`me 4 devrait pouvoir eˆtre utilise´e pour de´montrer d’autres
re´sultats analogues, dont les applications diophantiennes pourraient eˆtre plus faciles.
3. Re´gularisation des se´ries divergentes
3.1. Rappels. — Dans toute la suite, on note HN la somme harmonique de´finie par
HN = 1 +
1
2
+
1
3
+ . . .+
1
N
.
La proposition suivante a e´te´ de´montre´e par Racinet (voir le Corollaire 2.1.8 de [14]), en
suivant des travaux de Boutet de Monvel.
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Proposition 1. — Soient p ≥ 0 et s1, . . . , sp ≥ 1. Alors il existe un unique polynoˆme Q
tel que, pour tout ε > 0, on ait quand N tend vers +∞ :∑
N≥k1>...>kp≥1
1
ks11 . . . k
sp
p
= Q(HN) +Oε(N
−1+ε);
on note alors ζ∗(s1, . . . , sp) le coefficient constant de Q, c’est-a`-dire sa valeur en 0.
Cette proposition de´finit les valeurs re´gularise´es ζ∗(s1, . . . , sp) des se´ries divergentes∑
k1>...>kp≥1
1
ks11 . . . k
sp
p
lorsque s1 = 1. De`s que s1 ≥ 2, on a simplement ζ∗(s1, . . . , sp) = ζ(s1, . . . , sp) et le
polynoˆme Q est constant.
Il s’agit de la re´gularisation relative au produit nomme´ stuffle (voir [20]), avec la conven-
tion ζ∗(1) = 0. Il existe une autre forme de re´gularisation, lie´e au produit shuffle, et utilise´e
dans [7] ; mais nous n’en aurons pas besoin ici.
Les valeurs re´gularise´es ζ∗(s1, . . . , sp) peuvent se calculer de manie`re algorithmique ; ce
sont des combinaisons line´aires a` coefficients rationnels de polyzeˆtas.
Nous aurons aussi besoin de la de´finition suivante. On appelle polyzeˆta antisyme´trique
re´gularise´ la combinaison line´aire suivante de polyzeˆtas re´gularise´s, pour p ≥ 1 et
s1, . . . , sp ≥ 1 entiers :
ζas∗ (s1, . . . , sp) =
∑
σ∈Sp
εσζ∗(sσ(1), . . . , sσ(p)).
Lorsque s1 ≥ 2, on a ζ
as
∗ (s1, . . . , sp) = ζ
as(s1, . . . , sp) : on retrouve les polyzeˆtas anti-
syme´triques convergents. Lorsque p = 0, on pose ζas∗ (s1, . . . , sp) = ζ(s1, . . . , sp) = 1.
3.2. E´nonce´ avec re´gularisation des divergences. — L’une des motivations princi-
pales pour conside´rer des polyzeˆtas re´gularise´s est qu’ils permettent de rendre la the´orie
plus comple`te, et en tout cas plus e´le´gante. Nous en donnons ici une illustration : pour
de´montrer le the´ore`me 4 (qui concerne seulement des se´ries convergentes), nous allons
utiliser le re´sultat suivant (dans lequel des divergences logarithmiques sont autorise´es, et
re´gularise´es).(5)
(5)Plus pre´cise´ment, nous de´montrerons au §5 le the´ore`me 6, qui est une forme plus pre´cise du the´ore`me
5, et nous en de´duirons le the´ore`me 4 au paragraphe 4.4.
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The´ore`me 5. — Supposons n pair. Soit P ∈ Ap de degre´ ≤ A(n + 1) − 1 par rapport
a` chacune des variables. Alors il existe un polynoˆme QP tel que, pour tout ε > 0, on ait
quand N tend vers +∞ :∑
N≥k1≥...≥kp≥1
P (k1, . . . , kp)
(k1)An+1 . . . (kp)
A
n+1
= QP (HN) +Oε(N
−1+ε), (3.1)
et tel que QP (0) soit une combinaison line´aire, a` coefficients rationnels, de produits de la
forme
ζ∗(s1) . . . ζ∗(sq)ζ
as
∗ (s
′
1, . . . , s
′
q′) (3.2)
avec 

q, q′ ≥ 0 entiers tels que 2q + q′ ≤ p
s1, . . . , sq, s
′
1, . . . , s
′
q′ entiers impairs ≥ 1
si ≤ 2A− 1 pour tout i ∈ {1, . . . , q}
s′i ≤ A pour tout i ∈ {1, . . . , q
′}.
Comme ζ∗(1) = 0, on peut se restreindre aux produits (3.2) tels que s1, . . . , sq ≥ 3.
Si dans ce the´ore`me on suppose que P est de degre´ ≤ A(n + 1) − 2 par rapport a`
chacune des variables, alors (3.1) converge quand N tend vers +∞, donc le polynoˆme QP
est constant (e´gal a` QP (0)). Pour de´duire le the´ore`me 4 du the´ore`me 5, il suffit donc de
de´montrer que le produit (3.2) ne peut apparaˆıtre que si s′1, . . . , s
′
q′ ≥ 3. C’est l’objet du
paragraphe 4.4 ; pour y parvenir, on utilise en fait une version plus pre´cise du the´ore`me 5,
que nous allons formuler graˆce au de´veloppement en e´le´ments simples.
4. De´composition en e´le´ments simples
4.1. Notations et actions de groupes. — Soit P (k1, . . . , kp) un polynoˆme de degre´ ≤
A(n+1)−1 par rapport a` chacune des variables, a` coefficients rationnels. La de´composition
en e´le´ments simples de la fraction rationnelle
R(k1, . . . , kp) =
P (k1, . . . , kp)
(k1)An+1 . . . (kp)
A
n+1
(4.1)
s’e´crit
R(k1, . . . , kp) =
∑
0 ≤ j1, . . . , jp ≤ n
1 ≤ s1, . . . , sp ≤ A
C
[
s1, . . . , sp
j1, . . . , jp
]
(k1 + j1)s1 . . . (kp + jp)sp
(4.2)
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avec des rationnels C
[
s1, . . . , sp
j1, . . . , jp
]
. L’unicite´ de ce de´veloppement montre que P appartient
a` Ap si, et seulement si, on a :

C
[
s1, . . . , sp
j1, . . . , jp
]
= (−1)si+1C
[
s1, . . . , sp
j1, . . . , ji−1, n− ji, ji+1, . . . , jp
]
pour tout i ∈ {1, . . . , p}
C
[
s1, . . . , sp
j1, . . . , jp
]
= εγC
[
sγ(1), . . . , sγ(p)
jγ(1), . . . , jγ(p)
]
pour tout γ ∈ Sp.
(4.3)
Donnons maintenant une interpre´tation alge´brique (en termes de groupes ope´rant sur
des ensembles) de cette situation, qui sera utile dans les preuves.
Pour ε ∈ Z/2Z (ou` on voit toujours Z/2Z comme e´tant le groupe multiplicatif {−1, 1})
et j ∈ {0, . . . , n}, on pose : {
ε · j = j si ε = 1,
ε · j = n− j si ε = −1.
Ceci de´finit une action de Z/2Z sur {0, . . . , n}. De manie`re diagonale, on peut alors de´finir
une action de (Z/2Z)p sur {0, . . . , n}p en posant :
(ε1, . . . , εp) · (j1, . . . , jp) = (ε1 · j1, . . . , εp · jp).
En outre, on conside`re l’action triviale de (Z/2Z)p sur {1, . . . , A}p, et on en de´duit une
action de (Z/2Z)p sur {0, . . . , n}p × {1, . . . , A}p de´finie par :
(ε1, . . . , εp) · (j1, . . . , jp, s1, . . . , sp) = (ε1 · j1, . . . , εp · jp, s1, . . . , sp).
Par ailleurs, le groupe Sp agit par permutation des facteurs sur (Z/2Z)p, sur {0, . . . , n}p
et sur {1, . . . , A}p (donc agit aussi sur {0, . . . , n}p×{1, . . . , A}p). On en de´duit une action
du produit semi-direct (Z/2Z)p ⋊ Sp sur {0, . . . , n}
p × {1, . . . , A}p ; et (4.3) signifie que
C
[
s1, . . . , sp
j1, . . . , jp
]
est constant (au signe pre`s) sur chaque orbite (et ce signe est bien de´termine´
en fonction de la parite´ des si).
Remarque 4.1.1. — Le sous-groupe d’indice 2 de (Z/2Z)p ⋊ Sp forme´ par les
(ε1, . . . , εp, γ) tel que ε1 . . . εp = 1 est d’ordre 2
p−1p! ; pour p = 5, c’est exactement le
groupe de Rhin-Viola [15] pour ζ(3). Nous n’avons trouve´ aucune explication a` cette
co¨ıncidence.
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4.2. E´nonce´ re´gularise´ en termes d’e´le´ments simples. — On va de´duire les
the´ore`mes 4 et 5 du re´sultat suivant :
The´ore`me 6. — Supposons n pair. Soient j1, . . . , jp ∈ {0, . . . , n} et s1, . . . , sp ≥ 1. Alors
il existe un polynoˆme Qj,s tel que, pour tout ε > 0, on ait quand N tend vers +∞ :
∑
N≥k1≥...≥kp≥1
∑
σ∈Sp
∑
(ε1,...,εp)∈(Z/2Z)p
εσε
s1+1
1 . . . ε
sp+1
p
1
(kσ(1) + ε1 · j1)s1 . . . (kσ(p) + εp · jp)sp
= Qj,s(HN) +Oε(N
−1+ε), (4.4)
et tel que Qj,s(0) soit une combinaison line´aire, a` coefficients rationnels, de produits de la
forme
ζ∗(s
′
1) . . . ζ∗(s
′
q′)ζ
as
∗ (s
′′
1, . . . , s
′′
q′′) (4.5)
avec, pour chaque produit de cette forme :

q′, q′′ ≥ 0 entiers tels que 2q′ + q′′ ≤ p
s′1, . . . , s
′
q′, s
′′
1, . . . , s
′′
q′′ ≥ 1 impairs
il existe σ ∈ Sp tel que :
• s′i ≤ sσ(i) + sσ(i+q′) pour tout i ∈ {1, . . . , q
′}
• s′′ℓ = sσ(ℓ+2q′) pour tout ℓ ∈ {1, . . . , q
′′}.
De plus, pour la combinaison line´aire construite dans la preuve :
– Les coefficients de la combinaison line´aire peuvent eˆtre calcule´s de manie`re explicite
et ils admettent ds1+...+spn pour de´nominateur commun.
– Le coefficient du produit (4.5) ne de´pend que des jℓ et des sℓ pour ℓ ∈ {σ(2q
′ + q′′ +
1), . . . , σ(p)}.
Dans ce the´ore`me, et dans toute la suite, on identifie le groupe Z/2Z a` {−1, 1} : pour
ε ∈ Z/2Z et s entier, on a εs = 1 si s est pair et εs = −1 si s est impair.
Les contraintes sur les produits (4.5) signifient que les polyzeˆtas ζ∗(s
′
i) de profondeur 1
apparaissent par une sorte de concate´nation de deux indices : c’est pourquoi ils peuvent
apparaˆıtre jusqu’a` s′i = 2A−1 dans les the´ore`mes 4 et 5. C’est aussi la raison pour laquelle
q′ apparaˆıt avec un facteur 2 dans la majoration 2q′ + q′′ ≤ p. En revanche, les s′′ℓ de (4.5)
sont directement une sous-famille du p-uplet initial (s1, . . . , sp) (a` permutation pre`s). La
remarque qui termine l’e´nonce´ du the´ore`me 6 signifie que le coefficient de (4.5) ne de´pend
ni des sℓ de cette sous-famille ni de ceux qui controˆlent par concate´nation les s
′
i, mais
seulement des autres (s’il y en a ; sinon, c’est que le coefficient ne de´pend ni de s1, . . . , sp
ni de j1, . . . , jp).
19
Si la profondeur p est infe´rieure ou e´gale a` 3, les produits (4.5) sont des produits de
valeurs de zeˆta en des entiers impairs, ou bien des polyzeˆtas antisyme´triques de profondeur
2 ou 3. On va maintenant expliciter, a` titre d’exemple, le coefficient d’un tel polyzeˆta
antisyme´trique ζas∗ (s
′′
1, . . . , s
′′
q′′) dans la combinaison line´aire (4.4). La preuve de ce re´sultat
sera donne´e en meˆme temps que celle du the´ore`me 6, aux paragraphes 5.2 et 5.3.
Si p = 2, un tel polyzeˆta ne peut apparaˆıtre (avec un coefficient non nul) que si s1 et s2
sont impairs ; dans ce cas, sa contribution est toujours 4(ζ(s1, s2)− ζ(s2, s1)).
Supposons maintenant que p = 3. Alors des polyzeˆtas antisyme´triques de profondeur 2
et 3 peuvent apparaˆıtre. En profondeur 3, la seule contribution possible est dans le cas ou`
s1, s2 et s3 sont impairs ; elle vaut
8ζas∗ (s1, s2, s3) = 8
∑
σ∈S3
εσζ∗(sσ(1), sσ(2), sσ(3)).
Explicitons maintenant la contribution des polyzeˆtas antisyme´triques de profondeur 2
(qui correspondent a` q′ = 0 et q′′ = 2). C’est une combinaison line´aire des polyzeˆtas
ζ∗(si+1, si+2) − ζ∗(si+2, si+1) pour i = 1, 2, 3 (en interpre´tant les indices modulo 3, par
exemple s4 = s1). Ce polyzeˆta antisyme´trique n’apparaˆıt que si si+1 et si+2 sont impairs.
Dans ce cas, son coefficient est
−4
( ji∑
ℓ=1
1
ℓsi
+
n−ji∑
ℓ=1
1
ℓsi
)
si si est impair. Si si est pair et ji ≥ n/2, c’est
−4
( ji∑
ℓ=n−ji+1
1
ℓsi
)
.
Enfin, si si est pair et ji ≤ n/2, c’est
+4
( n−ji∑
ℓ=ji+1
1
ℓsi
)
.
Dans chacun de ces trois cas, on voit que ce coefficient ne de´pend pas de si+1, si+2, ji+1,
ji+2, mais seulement de si et de ji (comme e´nonce´ dans le the´ore`me 6).
Question : Pourrait-on utiliser ces expressions explicites (en profondeur 2 ou 3) pour
trouver des polynoˆmes P pour lesquels la partie “polyzeˆtas antisyme´triques” de la com-
binaison line´aire du the´ore`me 4 est nulle ? Pour ces polynoˆmes, cette combinaison line´aire
serait donc un polynoˆme en valeurs de ζ en des entiers impairs.
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4.3. Liens entre les the´ore`mes 5 et 6. — Comme on va le voir, le the´ore`me 6 est une
forme plus pre´cise du the´ore`me 5.
Pour de´duire le the´ore`me 5 du the´ore`me 6, on proce`de comme suit (il s’agit de la meˆme
strate´gie que celle de´taille´e au paragraphe 4.4 ci-dessous). E´tant donne´ P ∈ Ap, on utilise
le de´veloppement en e´le´ments simples du paragraphe 4.1 et on regroupe les termes qui
correspondent a` une meˆme orbite sous l’action du groupe (Z/2Z)p⋊Sp (voir §4.1). Le fait
que P ∈ Ap signifie (voir e´galement §4.1) que tous ces termes apparaissent avec le meˆme
coefficient, au signe pre`s (et ce signe est donne´ par la signature). On est donc ramene´
a` e´valuer la somme sur chaque orbite, qui est exactement de la forme (4.4) : il suffit
d’appliquer le the´ore`me 6.
Re´ciproquement, en mettant au meˆme de´nominateur les termes obtenus quand σ et
(ε1, . . . , εp) varient, on voit que (4.4) est de la forme (3.1) pour un certain polynoˆme
P ∈ Ap, de degre´ ≤ A(n + 1) − 1 par rapport a` chacune des variables. Ceci prouve que
le the´ore`me 5 implique le the´ore`me 6, a` condition d’oublier, dans ce dernier, les pre´cisions
donne´es en comple´ment.
4.4. Preuve que le the´ore`me 6 implique le the´ore`me 4. — Commenc¸ons par le
point de´licat, qui diffe´rencie cette preuve de celle du paragraphe 4.3.
Sous les hypothe`ses du the´ore`me 4, la fraction rationnelle R de´finie par (4.1) est de degre´
≤ −2 par rapport a` chacune de ses variables. Donc k1R(k1, . . . , kp) tend vers 0 quand k1
tend vers l’infini, et on obtient en passant a` la limite dans (4.2) :
∑
0 ≤ j2, . . . , jp ≤ n
1 ≤ s2, . . . , sp ≤ A
1
(k2 + j2)s2 . . . (kp + jp)sp
n∑
j1=0
C
[
1, s2, . . . , sp
j1, j2, . . . , jp
]
= 0.
Par unicite´ du de´veloppement en e´le´ments simples de la fraction rationnelle nulle, on obtient
pour tous s2, . . . , sp, j2, . . . , jp :
n∑
j1=0
C
[
1, s2, . . . , sp
j1, j2, . . . , jp
]
= 0.
Le meˆme raisonnement, applique´ avec ki au lieu de k1, montre que pour tout i ∈ {1, . . . , p}
on a :
n∑
ji=0
C
[
s1, . . . , si−1, 1, si+1, . . . , sp
j1, . . . , ji−1, ji, ji+1, . . . , jp
]
= 0. (4.6)
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Une fois ce re´sultat pre´liminaire e´tabli, on peut suivre la strate´gie re´sume´e au para-
graphe 4.3, combine´e avec la re´gularisation des divergences logarithmiques et une e´tude
plus de´taille´e de l’action du groupe (ne´cessaire pour utiliser (4.6)).
En utilisant le de´veloppement en e´le´ments simples (4.2), on voit que la se´rie convergente
(2.1) est la limite, quand N tend vers l’infini, de la somme
∑
0 ≤ j1, . . . , jp ≤ n
1 ≤ s1, . . . , sp ≤ A
C
[
s1, . . . , sp
j1, . . . , jp
] ∑
N≥k1≥...≥kp≥1
1
(k1 + j1)s1 . . . (kp + jp)sp
. (4.7)
Or l’ensemble d’indices {0, . . . , n}p × {1, . . . , A}p est la re´union disjointe des orbites sous
l’action du groupe (Z/2Z)p ⋊ Sp de´finie au paragraphe 4.1. Etudions la contribution de
chaque orbite a` cette somme. Fixons (j, s) = (j1, . . . , jp, s1, . . . , sp), et conside´rons un point
quelconque (j′, s′) = (j′1, . . . , j
′
p, s
′
1, . . . , s
′
p) de son orbite (note´e Ωj,s). Il existe γ ∈ Sp et
(ε1, . . . , εp) ∈ (Z/2Z)p tels que s′1 = sγ(1), . . . , s
′
p = sγ(p), j
′
1 = ε1 · jγ(1), . . . , j
′
p = εp · jγ(p).
La relation (4.3) donne
C
[
s′1, . . . , s
′
p
j′1, . . . , j
′
p
]
= εγε
sγ(1)+1
1 . . . ε
sγ(p)+1
p C
[
s1, . . . , sp
j1, . . . , jp
]
. (4.8)
Comme tout e´le´ment (j′, s′) de Ωj,s s’e´crit ainsi pour exactement
2pp!
CardΩj,s
e´le´ments
(ε1, . . . , εp, γ) ∈ (Z/2Z)p ⋊ Sp, on voit que la contribution de Ωj,s a` la somme (4.7) est
exactement la somme (4.4), multiplie´e par C
[
s1, . . . , sp
j1, . . . , jp
]
CardΩj,s
2pp!
. D’apre`s le the´ore`me 6,
cette contribution s’e´crit donc
CardΩj,s
2pp!
C
[
s1, . . . , sp
j1, . . . , jp
]
Qj,s(HN) +Oε(N
−1+ε) (4.9)
pour tout ε > 0. Or pour (j′, s′) ∈ Ωj,s, en prenant (ε1, . . . , εp, γ) comme ci-dessus, on voit
par unicite´ du polynoˆme Qj′,s′ que
Qj′,s′(X) = εγε
sγ(1)+1
1 . . . ε
sγ(p)+1
p Qj,s(X).
Compte tenu de (4.8), on peut donc e´crire (4.9) sous la forme
∑
(j′,s′)∈Ωj,s
1
2pp!
C
[
s′1, . . . , s
′
p
j′1, . . . , j
′
p
]
Qj′,s′(HN) +Oε(N
−1+ε)
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pour tout ε > 0. Cette e´criture de la contribution de Ωj,s a` (4.7) montre que la somme
(4.7) est e´gale a`
1
2pp!
∑
0 ≤ j1, . . . , jp ≤ n
1 ≤ s1, . . . , sp ≤ A
C
[
s1, . . . , sp
j1, . . . , jp
]
Qj,s(HN) +Oε(N
−1+ε) (4.10)
pour tout ε > 0. Cette e´criture (qui consiste a` re´e´crire (4.7) en moyennant sur chaque
orbite, puis en appliquant le the´ore`me 6 a` chacune d’elles) est le point crucial qui va
permettre maintenant de conclure, en appliquant la relation (4.6) de´montre´e au de´but du
paragraphe.
Comme la somme (4.10) converge vers (2.1) quand N tend vers l’infini, le polynoˆme
Q(X) =
1
2pp!
∑
0 ≤ j1, . . . , jp ≤ n
1 ≤ s1, . . . , sp ≤ A
C
[
s1, . . . , sp
j1, . . . , jp
]
Qj,s(X) (4.11)
est en fait constant, e´gal a` sa valeur en 0 ; et cette valeur est exactement la somme (2.1).
Donc le the´ore`me 6 montre que (2.1) est une combinaison line´aire, a` coefficients rationnels,
de produits de la forme
ζ∗(s
′
1) . . . ζ∗(s
′
q′)ζ
as
∗ (s
′′
1, . . . , s
′′
q′′) (4.12)
avec, pour chaque produit de cette forme, q′, q′′ ≥ 0 entiers tels que 2q′ + q′′ ≤ p,
s′1, . . . , s
′
q′, s
′′
1, . . . , s
′′
q′′ ≥ 1 impairs, et σ ∈ Sp tel que s
′
i ≤ sσ(i) + sσ(i+q′) pour tout
i ∈ {1, . . . , q′} et s′′ℓ = sσ(ℓ+2q′) pour tout ℓ ∈ {1, . . . , q
′′}.
Comme ζ∗(1) = 0, on peut supposer que dans un tel produit (4.12) on a s
′
1, . . . , s
′
q′ ≥ 3.
Si on a aussi s′′1, . . . , s
′′
q′′ ≥ 3, alors ce produit fait partie de ceux autorise´s dans la conclusion
du the´ore`me 4, donc il n’y a rien d’autre a` de´montrer. Supposons en revanche que s′′ℓ =
sσ(ℓ+2q′) = 1 pour un certain ℓ ∈ {1, . . . , q
′′}. D’apre`s les pre´cisions donne´es a` la fin du
the´ore`me 6, le coefficient du produit (4.12) dans la de´composition de Qj,s(0) ne de´pend
pas de jσ(ℓ+2q′). D’apre`s (4.11) et l’e´galite´ (4.6) de´montre´e au de´but de ce paragraphe
(applique´e avec i = σ(ℓ+2q′)), ce produit apparaˆıt dans Q(0) avec un coefficient nul, donc
ne contribue pas a` la somme (2.1).
Ceci termine la preuve du fait que le the´ore`me 6 implique le the´ore`me 4.
Pour de´montrer l’assertion sur le de´nominateur des coefficients qui figure a` la fin du
paragraphe 2.2, il suffit d’appliquer le lemme suivant et de suivre, dans toute la preuve
ci-dessus, les de´nominateurs des nombres rationnels qui apparaissent.
23
Lemme 1. — Si P = n!ApP˜ ou` P˜ est un polynoˆme a` coefficients entiers, alors
dAp−(s1+...+sp)n C
[
s1, . . . , sp
j1, . . . , jp
]
∈ Z
pour tous s1, . . . , sp, j1, . . . , jp.
De´montrons maintenant ce lemme. Par Z-line´arite´, il suffit de traiter le cas ou` P =
n!ApXr11 . . .X
rp
p avec 0 ≤ r1, . . . , rp ≤ A(n + 1)− 1. Admettons pour l’instant la proprie´te´
suivante en une variable : pour tout r ∈ {0, . . . , A(n+ 1)− 1} on a
n!Akr
(k)An+1
=
n∑
j=0
A∑
s=1
E
(r)
j,s
(k + j)s
avec dA−sn E
(r)
j,s ∈ Z. (4.13)
Le produit de cette relation, e´crite avec k = ki pour i ∈ {1, . . . , p}, montre que la fraction
rationnelle (4.1) peut s’e´crire sous la forme (4.2) avec
dAp−(s1+...+sp)n C
[
s1, . . . , sp
j1, . . . , jp
]
=
p∏
i=1
dA−sin E
(ri)
ji,si
∈ Z.
Ceci termine la preuve du lemme, en admettant la relation (4.13).
De´montrons maintenant cette relation. La matrice de passage de la base canonique
(kr)0≤r≤A(n+1)−1 a` la base forme´e par les polynoˆmes (k)
a
n+1(k + n+ 1− σ)σ (pour 0 ≤ a ≤
A − 1 et 0 ≤ σ ≤ n) est a` coefficients entiers, triangulaire supe´rieure a` diagonale de 1.
Donc son inverse l’est aussi ; ceci permet de de´composer le monoˆme kr dans la nouvelle base
(avec des coefficients entiers). Par Z-line´arite´, on est ramene´ a` de´composer des fractions
rationnelles de la forme n!
A
(k)A−a−1n+1 (k)n+1−σ
. Pour cela, on utilise la formule suivante :
n!
(k)n+1
=
n∑
j=0
Hn,j
k + j
avec Hn,j ∈ Z.
Cette formule (qui est simplement le cas particulier A = 1, r = 0 de (4.13)) est de´montre´e
par exemple dans le lemme 5 de [2]. Il suffit alors de faire le produit cette formule, applique´e
a fois sous cette forme et une fois avec n remplace´ par n−σ. Une fois ce produit de´veloppe´,
on utilise (comme dans [5]) la formule 1
(k+j)(k+j′)
= 1
(j′−j)(k+j)
+ 1
(j−j′)(k+j′)
pour j 6= j′.
Chaque application de cette formule fait apparaˆıtre un de´nominateur, qui est un diviseur
de dn. Apre`s de multiples applications de cette formule, on arrive a` une somme de la forme
annonce´e dans (4.13), et le coefficient E
(r)
j,s est la somme de plusieurs termes qui proviennent
tous d’au plus A− s applications de cette formule. Ceci termine la preuve de (4.13), donc
celle du lemme.
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5. De´monstration du the´ore`me 6
Dans cette partie, on de´montre le the´ore`me 6 par re´currence sur la profondeur. En
the´orie, l’initialisation (§5.1) et le cœur de la re´currence (§5.4) suffisent ; mais on de´montre
aussi comple`tement les cas p = 2 (§5.2) et p = 3 (§5.3) pour illustrer et motiver les
constructions du paragraphe 5.4.
C’est dans cette partie, et nulle part ailleurs, que l’hypothe`se “n est pair” est utilise´e
(voir la remarque 5.2.1 ci-dessous).
5.1. Preuve du the´ore`me 6 en profondeur 1. — Quand p = 1, le the´ore`me 6
concerne des se´ries de la forme
N∑
k=1
( 1
(k + j)s
+
(−1)s+1
(k + n− j)s
)
.
Si s ≥ 2, on voit directement que cette somme vaut (1 + (−1)s+1)ζ(s) + ρj,s +O(
1
N
) avec
dsnρj,s ∈ Z, ce qui de´montre le the´ore`me dans ce cas. Sinon, c’est-a`-dire si s = 1, cette
somme vaut 2HN + ρj,s + O(
1
N
) avec dnρj,s ∈ Z, ce qui de´montre aussi le re´sultat voulu
puisque ζ∗(1) = 0.
Le the´ore`me 6 est donc de´montre´ quand p = 1.
5.2. Preuve du the´ore`me 6 en profondeur 2. — Dans ce paragraphe, on suppose
p = 2 et on de´montre, par re´currence sur (j1, j2), que le the´ore`me 6 est vrai pour tous
s1, s2. L’entier n est fixe´ dans toute la preuve.
L’initialisation de cette re´currence est le cas ou` j1 = j2 =
n
2
(puisque n est suppose´ pair ;
voir la remarque 5.2.1 ci-dessous). La somme (4.4) est alors nulle si s1 ou s2 est pair ; le
re´sultat du the´ore`me 6 est trivial dans cette situation. On peut donc supposer que s1 et s2
sont impairs. La somme (4.4) vaut alors 4(τs1,s2 − τs2,s1), en posant
τs1,s2 =
∑
N≥k1≥k2≥1
1
(k1 +
n
2
)s1(k2 +
n
2
)s2
.
Or on a
τs1,s2 =
∑
N+n
2
≥ℓ1≥ℓ2≥
n
2
+1
1
ℓs11 ℓ
s2
2
=
∑
N+n
2
≥ℓ1>ℓ2≥1
1
ℓs11 ℓ
s2
2
+
∑
N+n
2
≥ℓ≥1
1
ℓs1+s2
−
n/2∑
ℓ2=1
1
ℓs22
N+n
2∑
ℓ1=ℓ2
1
ℓs11
.
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La proposition 1 fournit un polynoˆme Q tel que, pour tout ε > 0, on ait quand N tend
vers l’infini :
τs1,s2 = Q(HN) +Oε(N
−1+ε)
avec
Q(0) = ζ∗(s1, s2) + ζ(s1 + s2)−
( n/2∑
ℓ2=1
1
ℓs22
)
ζ∗(s1) + r,
ou` ds1+s2n r ∈ Z (ceci provient du fait que Q(HN+n/2) = Q(HN )+Oε(N
−1+ε)). Or ζ∗(1) = 0
et ζ∗(s1) = ζ(s1) pour s1 ≥ 2. d´onne´ que la somme (4.4) vaut 4(τs1,s2−τs2,s1), cela de´montre
le the´ore`me 6 quand s1 et s2 sont impairs, avec j1 = j2 = n/2. Cela termine la preuve de
l’initialisation de la re´currence.
Remarque 5.2.1. — Dans cette initialisation, on a suppose´ que n est pair. C’est le seul
endroit dans cet article (avec les initialisations analogues en profondeurs 3 et p ≥ 4 aux
paragraphes 5.3 et 5.4) ou` cette hypothe`se est utilise´e. Si on voulait de´montrer les meˆmes
re´sultats lorsque n est impair, il suffirait de de´montrer cette initialisation dans ce cas. Bien
entendu, on ne pourrait plus prendre j1 = j2 =
n
2
, donc les calculs seraient plus complique´s.
On pourrait par exemple choisir j1 = j2 = 0.
La suite de la de´monstration consiste a` e´tablir le re´sultat suivant pour tous j1 ∈
{0, . . . , n− 1} et j2 ∈ {0, . . . , n} :

le the´ore`me 6 est vrai pour le couple (j1, j2), quels que soient s1 et s2,
si, et seulement si,
il est vrai pour le couple (j1 + 1, j2), quels que soient s1 et s2.
(5.1)
En effet, supposons (5.1) e´tablie. Comme le the´ore`me est vrai pour le couple (j1 = n/2, j2 =
n/2), il est vrai pour (j1, n/2) quel que soit j1 ∈ {1, . . . , n} en utilisant (5.1). Or quand
on e´change j1 et j2, ainsi que (simultane´ment)s1 et s2, la somme (4.4) est change´e en son
oppose´. Donc le the´ore`me est vrai pour (j1, j2) et (s1, s2) si, et seulement si, il est vrai
pour (j2, j1) et (s2, s1). En particulier, le the´ore`me est donc vrai pour (n/2, j2) quel que
soit j2 ∈ {1, . . . , n}, et quels que soient s1 et s2. En appliquant a` nouveau (5.1), on voit
que le the´ore`me est vrai pour tout couple (j1, j2) ∈ {1, . . . , n}
2.
Pour terminer la preuve du the´ore`me 6 en profondeur 2, il suffit donc d’e´tablir (5.1).
Posons
KN(j1, j2, s1, s2) =
∑
N≥k1≥k2≥1
1
(k1 + j1)s1(k2 + j2)s2
.
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Alors le the´ore`me 6 concerne la somme
∑
ε1,ε2∈Z/2Z
εs1+11 ε
s2+1
2
(
KN(ε1 · j1, ε2 · j2, s1, s2)−KN(ε2 · j2, ε1 · j1, s2, s1)
)
. (5.2)
Pour e´tablir (5.1), il suffit de de´montrer que la diffe´rence entre (5.2) pour (j1+1, j2) et (5.2)
pour (j1, j2) est de la forme annonce´e dans le the´ore`me 6. Pour e´valuer cette diffe´rence, on
aura besoin des calculs suivants.
D’abord,
KN(j
′
1 + 1, j
′
2, s1, s2)−KN (j
′
1, j
′
2, s1, s2)
=
∑
N≥k1≥k2≥1
1
(k2 + j
′
2)
s2
( 1
(k1 + j
′
1 + 1)
s1
−
1
(k1 + j
′
1)
s1
)
=
N∑
k2=1
1
(k2 + j′2)
s2
N∑
k1=k2
( 1
(k1 + j′1 + 1)
s1
−
1
(k1 + j′1)
s1
)
=
N∑
k2=1
1
(k2 + j′2)
s2
( 1
(N + j′1 + 1)
s1
−
1
(k2 + j′1)
s1
)
= O(
logN
N
)−
N∑
k=1
1
(k + j′1)
s1(k + j′2)
s2
. (5.3)
On peut en de´duire, ou bien de´montrer de manie`re analogue, la relation
KN(j
′
1 − 1, j
′
2, s1, s2)−KN(j
′
1, j
′
2, s1, s2)
=
N∑
k2=1
1
(k2 + j′2)
s2
( −1
(N + j′1)
s1
+
1
(k2 + j′1 − 1)
s1
)
= O(
logN
N
) +
N∑
k=1
1
(k + j′1 − 1)
s1(k + j′2)
s2
. (5.4)
On aura aussi besoin des relations suivantes, dont la preuve est analogue, et dans lesquelles
c’est la deuxie`me variable que l’on modifie :
KN(j
′
2, j
′
1 + 1, s2, s1)−KN (j
′
2, j
′
1, s2, s1)
=
N∑
k=1
1
(k + j′1 + 1)
s1(k + j′2)
s2
−
1
(j′1 + 1)
s1
N∑
k=1
1
(k + j′2)
s2
(5.5)
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et
KN(j
′
2, j
′
1 − 1, s2, s1)−KN(j
′
2, j
′
1, s2, s1)
= −
N∑
k=1
1
(k + j′1)
s1(k + j′2)
s2
+
1
j′1
s1
N∑
k=1
1
(k + j′2)
s2
. (5.6)
Posons
∆ε1,ε2(j1, j2) = KN (ε1 · (j1 + 1), ε2 · j2, s1, s2)−KN(ε1 · j1, ε2 · j2, s1, s2)
et
∆˜ε1,ε2(j1, j2) = KN(ε2 · j2, ε1 · (j1 + 1), s2, s1)−KN(ε2 · j2, ε1 · j1, s2, s1).
Avec ces notations, la diffe´rence entre (5.2) pour (j1 + 1, j2) et (5.2) pour (j1, j2) (que l’on
cherche a` e´valuer) est ∑
ε1,ε2∈Z/2Z
εs1+11 ε
s2+1
2
(
∆ε1,ε2(j1, j2)− ∆˜ε1,ε2(j1, j2)
)
. (5.7)
Or on a :
ε1 · (j1 + 1) =
{
(ε1 · j1) + 1 si ε1 = +1
(ε1 · j1)− 1 si ε1 = −1.
En utilisant successivement deux fois (5.3), deux fois (5.4), deux fois (5.5) et deux fois
(5.6), on voit que (5.7) est la somme des huit termes suivants :
∆+1,+1(j1, j2) = −
N∑
k=1
1
(k + j1)s1(k + j2)s2
+O(
logN
N
), (5.8)
(−1)s2+1∆+1,−1(j1, j2) = (−1)
s2
N∑
k=1
1
(k + j1)s1(k + n− j2)s2
+O(
logN
N
), (5.9)
(−1)s1+1∆−1,+1(j1, j2) = (−1)
s1+1
N∑
k=1
1
(k + n− j1 − 1)s1(k + j2)s2
+O(
logN
N
), (5.10)
(−1)s1+s2∆−1,−1(j1, j2) = (−1)
s1+s2
N∑
k=1
1
(k + n− j1 − 1)s1(k + n− j2)s2
(5.11)
+O(
logN
N
),
−∆˜+1,+1(j1, j2) = −
N∑
k=1
1
(k + j1 + 1)s1(k + j2)s2
+
1
(j1 + 1)s1
N∑
k=1
1
(k + j2)s2
, (5.12)
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(−1)s2∆˜+1,−1(j1, j2)
= (−1)s2
N∑
k=1
1
(k + j1 + 1)s1(k + n− j2)s2
+
(−1)s2+1
(j1 + 1)s1
N∑
k=1
1
(k + n− j2)s2
, (5.13)
(−1)s1∆˜−1,+1(j1, j2)
= (−1)s1+1
N∑
k=1
1
(k + n− j1)s1(k + j2)s2
+
(−1)s1
(n− j1)s1
N∑
k=1
1
(k + j2)s2
, (5.14)
(−1)s1+s2+1∆˜−1,−1(j1, j2)
= (−1)s1+s2
N∑
k=1
1
(k + n− j1)s1(k + n− j2)s2
+
(−1)s1+s2+1
(n− j1)s1
N∑
k=1
1
(k + n− j2)s2
. (5.15)
On va montrer que la somme de ces huit quantite´s est bien de la forme voulue, c’est-a`-
dire s’e´crit Q(HN) +Oε(N
−1+ε) pour un certain polynoˆme Q dont la valeur en 0 est une
combinaison line´aire des polyzeˆtas autorise´s. Pour cela, on groupe les termes de la manie`re
suivante :
1. Le premier terme de (5.12) avec (5.11).
2. Le premier terme de (5.13) avec (5.10).
3. Le premier terme de (5.14) avec (5.9).
4. Le premier terme de (5.15) avec (5.8).
5. Le second terme de (5.12) avec celui de (5.13).
6. Le second terme de (5.14) avec celui de (5.15).
Pour chacun de ces six groupements, il suffit d’appliquer le the´ore`me 5 en profondeur 1
(c’est-a`-dire essentiellement le the´ore`me 1, qui est le phe´nome`ne de syme´trie habituel : voir
§5.1) pour conclure.
Ceci termine la preuve de le the´ore`me 6 en profondeur 2.
5.3. Preuve du the´ore`me 6 en profondeur 3. — On proce`de par re´currence, comme
au paragraphe 5.2.
Pour initialiser la re´currence, on conside`re (puisque n est suppose´ pair, voir la remarque
5.2.1) le cas ou` j1 = j2 = j3 = n/2. Dans ce cas, (4.4) vaut 0 si l’un au moins des si est
pair. Il ne reste donc a` traiter que le cas ou` les trois si sont impairs. Dans ce cas, on a :
(4.4) = 8
∑
σ∈S3
εστsσ(1),sσ(2),sσ(3)
29
avec
τs1,s2,s3 =
∑
N≥k1≥k2≥k3≥1
1
(k1 +
n
2
)s1(k2 +
n
2
)s2(k3 +
n
2
)s3
.
Or on a
τs1,s2,s3 =
∑
N+n
2
≥ℓ1≥ℓ2≥ℓ3≥
n
2
+1
1
ℓs11 ℓ
s2
2 ℓ
s3
3
=
∑
N+n
2
≥ℓ1≥ℓ2≥ℓ3≥1
1
ℓs11 ℓ
s2
2 ℓ
s3
3
−
n/2∑
ℓ3=1
1
ℓs33
∑
N+n
2
≥ℓ1≥ℓ2≥ℓ3
1
ℓs11 ℓ
s2
2
=
∑
N+n
2
≥ℓ1≥ℓ2≥ℓ3≥1
1
ℓs11 ℓ
s2
2 ℓ
s3
3
−
( n/2∑
ℓ3=1
1
ℓs33
) ∑
N+n
2
≥ℓ1≥ℓ2≥1
1
ℓs11 ℓ
s2
2
+
( ∑
n
2
≥ℓ3>ℓ2≥1
1
ℓs33 ℓ
s2
2
)N+n/2∑
ℓ1=1
1
ℓs11
−
∑
n
2
≥ℓ3>ℓ2>ℓ1≥1
1
ℓs33 ℓ
s2
2 ℓ
s1
1
donc τs1,s2,s3 = Q(HN ) + Oε(N
−1+ε) pour un certain polynoˆme Q tel que (d’apre`s la
proposition 1) :
Q(0) = ζ∗(s1, s2, s3) + ζ(s1 + s2, s3) + ζ∗(s1, s2 + s3) + ζ(s1 + s2 + s3)
−
( n/2∑
ℓ3=1
1
ℓs33
)(
ζ∗(s1, s2) + ζ(s1 + s2)
)
+ χ(s3, s2)ζ∗(s1)−
∑
n
2
≥ℓ3>ℓ2>ℓ1≥1
1
ℓs33 ℓ
s2
2 ℓ
s1
1
en posant
χ(s3, s2) =
∑
n
2
≥ℓ3>ℓ2≥1
1
ℓs33 ℓ
s2
2
.
Ainsi, on obtient que (4.4) s’e´crit sous la forme Q1(HN) + Oε(N
−1+ε) pour un certain
polynoˆme Q1 tel que
Q1(0) = 8
∑
σ∈S3
εσζ∗(sσ(1), sσ(2), sσ(3))− 8
( n/2∑
ℓ=1
1
ℓs3
)(
ζ∗(s1, s2)− ζ∗(s2, s1)
)
+ 8
( n/2∑
ℓ=1
1
ℓs2
)(
ζ∗(s1, s3)− ζ∗(s3, s1)
)
− 8
( n/2∑
ℓ=1
1
ℓs1
)(
ζ∗(s2, s3)− ζ∗(s3, s2)
)
+ 8
(
χ(s3, s2)− χ(s2, s3)
)
ζ∗(s1)− 8
(
χ(s3, s1)− χ(s1, s3)
)
ζ∗(s2)
− 8
(
χ(s1, s2)− χ(s2, s1)
)
ζ∗(s3)− 8
∑
σ∈S3
εσ
∑
n
2
≥ℓ3>ℓ2>ℓ1≥1
1
ℓ
sσ(3)
3 ℓ
sσ(2)
2 ℓ
sσ(1)
1
.
Ceci termine l’initialisation de la re´currence.
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De´montrons maintenant l’he´re´dite´. Pour raccourcir les notations, on pose j = (j1, j2, j3),
s = (s1, s2, s3) et ε = (ε1, ε2, ε3). La preuve est paralle`le a` celle dans le cas de la profondeur
2 (§5.2), mais le groupement des termes qui permet de conclure est plus complique´.
On pose
KN(j, s) =
∑
N≥k1≥k2≥k3≥1
1
(k1 + j1)s1(k2 + j2)s2(k3 + j3)s3
puis, pour σ ∈ S3 :
KσN(j, s) = KN(jσ(1), jσ(2), jσ(3), sσ(1), sσ(2), sσ(3))
de telle sorte que KIdN (j, s) = KN(j, s). Puisque εσ−1 = εσ, on a :
(4.4) =
∑
ε∈(Z/2Z)3
εs+1
∑
σ∈S3
εσK
σ
N(ε1 · j1, ε2 · j2, ε3 · j3, s)
ou` on note εs+1 = εs1+11 ε
s2+1
2 ε
s3+1
3 . On pose aussi
∆σε (j) = K
σ
N(ε1 · (j1 + 1), ε2 · j2, ε3 · j3, s)−K
σ
N(ε1 · j1, ε2 · j2, ε3 · j3, s).
Alors la diffe´rence entre (4.4) pour (j1 + 1, j2, j3) et (4.4) pour (j1, j2, j3) est :
∑
ε∈(Z/2Z)3
εs+1
∑
σ∈S3
εσ∆
σ
ε (j). (5.16)
La suite de la preuve est consacre´e a` (5.16) : il s’agit de montrer que cette somme est de
la forme voulue, ce qui terminera la re´currence (de manie`re analogue a` (5.1) dans le cas
de la profondeur 2). Cette somme comprend 48 termes. Dans un premier temps, on fixe
ε ∈ (Z/2Z)3 et on explicite les 6 termes correspondants. Pour cela, on pose j′1 = ε1 · j1,
j′2 = ε2 ·j2, j
′
3 = ε3 ·j3. Supposons d’abord que ε1 = +1 ; on a dans ce cas ε1 ·(j1+1) = j
′
1+1,
et les six termes qui apparaissent correspondent aux formules (5.3) et (5.5) du §5.2.
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Commenc¸ons par le terme qui provient du 3-cycle (123), qui envoie 1 sur 2, 2 sur 3 et 3
sur 1 :
∆(123)ε (j)
= KN (j
′
2, j
′
3, j
′
1 + 1, s2, s3, s1)−KN(j
′
2, j
′
3, j
′
1, s2, s3, s1)
=
∑
N≥k1≥k2≥k3≥1
1
(k1 + j′2)
s2(k2 + j′3)
s3
( 1
(k3 + j′1 + 1)
s1
−
1
(k3 + j′1)
s1
)
=
∑
N≥k1≥k2≥1
1
(k1 + j
′
2)
s2(k2 + j
′
3)
s3
( 1
(k2 + j
′
1 + 1)
s1
−
1
(j′1 + 1)
s1
)
=
∑
N≥k≥ℓ≥1
1
(ℓ+ j′1 + 1)
s1(k + j′2)
s2(ℓ+ j′3)
s3
−
1
(j′1 + 1)
s1
∑
N≥k≥ℓ≥1
1
(k + j′2)
s2(ℓ+ j′3)
s3
. (5.17)
Ce terme apparaˆıt dans la somme (5.16) avec le coefficient εs+1 (sous l’hypothe`se que
ε1 = +1), de meˆme que les cinq termes suivants, qui se calculent de manie`re analogue :
∆Idε (j) = −
∑
N≥k≥ℓ≥1
1
(k + j′1)
s1(k + j′2)
s2(ℓ+ j′3)
s3
+O(
log2N
N
) (5.18)
−∆(23)ε (j) =
∑
N≥k≥ℓ≥1
1
(k + j′1)
s1(ℓ+ j′2)
s2(k + j′3)
s3
+O(
log2N
N
) (5.19)
−∆(13)ε (j) = −
∑
N≥k≥ℓ≥1
1
(ℓ+ j′1 + 1)
s1(ℓ+ j′2)
s2(k + j′3)
s3
(5.20)
+
1
(j′1 + 1)
s1
∑
N≥k≥ℓ≥1
1
(ℓ+ j′2)
s2(k + j′3)
s3
−∆(12)ε (j) = −
∑
N≥k≥ℓ≥1
1
(k + j′1 + 1)
s1(k + j′2)
s2(ℓ+ j′3)
s3
(5.21)
+
∑
N≥k≥ℓ≥1
1
(ℓ+ j′1)
s1(k + j′2)
s2(ℓ+ j′3)
s
∆(132)ε (j) =
∑
N≥k≥ℓ≥1
1
(k + j′1 + 1)
s1(ℓ+ j′2)
s2(k + j′3)
s3
(5.22)
−
∑
N≥k≥ℓ≥1
1
(ℓ+ j′1)
s1(ℓ+ j′2)
s2(k + j′3)
s3
.
Si ε1 = −1, il suffit de prendre l’oppose´ du membre de droite, et d’y remplacer j
′
1 par j
′
1−1,
pour que les formules (5.17) a` (5.22) soient correctes. Les formules ainsi obtenues sont les
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analogues de (5.4) et (5.6) (au §5.2). Pour ne pas avoir a` distinguer suivant la valeur de ε1,
on aurait pu multiplier le membre de droite par ε1, et y remplacer j
′
1 par j
′
1 +
ε1−1
2
. Graˆce
a` ces modifications, les formules (5.17) a` (5.22) auraient e´te´ valables quel que soit ε1 ; on
utilisera cette convention dans la suite.
Pour exprimer (5.16) sous une forme exploitable, on groupe deux par deux les termes
obtenus, par les formules (5.17) a` (5.22), a` partir des 48 termes de la somme (5.16). Comme
(5.17) et (5.19) ne donnent qu’un terme (a` part le terme d’erreur, qu’on omet dans toute
la suite des calculs), et que (5.18), (5.20), (5.21) et (5.22) en donnent deux, on e´crit ainsi
(5.16) comme une somme de 8×10 = 80 termes. On va maintenant expliciter ces 40 groupes
de 2 termes.
Soit ε ∈ (Z/2Z)3. On pose comme ci-dessus j′1 = ε1 · j1, j
′
2 = ε2 · j2, j
′
3 = ε3 · j3. Les 5
groupes qui correspondent a` ε sont les suivants :
1. On regroupe le deuxie`me terme de (5.17) avec celui de (5.20), ce qui donne
ε1ε
s+1 1
(j′1 +
ε1−1
2
+ 1)s1
∑
N≥k≥ℓ≥1
( 1
(ℓ+ j′2)
s2(k + j′3)
s3
−
1
(k + j′2)
s2(ℓ+ j′3)
s3
)
. (5.23)
2. On regroupe le deuxie`me terme de (5.21) avec le premier terme de (5.19) ; en
de´couplant la sommation sur k et ℓ, on obtient en omettant le terme d’erreur
ε1ε
s+1
N∑
k=1
N∑
ℓ=1
1
(k + j′1 +
ε1−1
2
)s1(ℓ+ j′2)
s2(k + j′3)
s3
+ ε1ε
s+1
N∑
k=1
1
(k + j′1 +
ε1−1
2
)s1(k + j′2)
s2(k + j′3)
s3
. (5.24)
3. On regroupe le deuxie`me terme de (5.22) avec le premier terme de (5.18) ; en
de´couplant la sommation, on obtient (en omettant le terme d’erreur)
− ε1ε
s+1
N∑
k=1
N∑
ℓ=1
1
(k + j′1 +
ε1−1
2
)s1(k + j′2)
s2(ℓ+ j′3)
s3
− ε1ε
s+1
N∑
k=1
1
(k + j′1 +
ε1−1
2
)s1(k + j′2)
s2(k + j′3)
s3
. (5.25)
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4. On regroupe le premier terme de (5.21) avec celui de (5.20), d’ou` :
− ε1ε
s+1
N∑
k=1
N∑
ℓ=1
1
(k + j′1 +
ε1−1
2
+ 1)s1(k + j′2)
s2(ℓ+ j′3)
s3
− ε1ε
s+1
N∑
k=1
1
(k + j′1 +
ε1−1
2
+ 1)s1(k + j′2)
s2(k + j′3)
s3
, (5.26)
qui se trouve eˆtre la meˆme e´quation que (5.25) mais avec j′1 remplace´ par j
′
1 + 1 (et
sans terme d’erreur a` omettre).
5. On regroupe le premier terme de (5.17) avec celui de (5.22), d’ou` :
ε1ε
s+1
N∑
k=1
N∑
ℓ=1
1
(k + j′1 +
ε1−1
2
+ 1)s1(ℓ+ j′2)
s2(k + j′3)
s3
+ ε1ε
s+1
N∑
k=1
1
(k + j′1 +
ε1−1
2
+ 1)s1(k + j′2)
s2(k + j′3)
s3
(5.27)
qui est la meˆme e´quation que (5.24) mais avec j′1 remplace´ par j
′
1 + 1 (et sans terme
d’erreur a` omettre).
Pour parvenir a` la conclusion cherche´e, il suffit d’effectuer les groupements suivants, et
de constater que chacun d’eux est de la forme voulue :
– Pour tout ε1 ∈ Z/2Z, on regroupe la somme (5.23) correspondant aux triplets (ε1, 1, 1),
(ε1, 1,−1), (ε1,−1, 1) et (ε1,−1,−1). La somme de ces quatre termes vaut
εs11
(j′1 +
ε1−1
2
+ 1)s1
( ∑
ε2,ε3∈Z/2Z
εs2+12 ε
s3+1
3
·
∑
N≥k≥ℓ≥1
( 1
(ℓ+ ε2 · j2)s2(k + ε3 · j3)s3
−
1
(k + ε2 · j2)s2(ℓ+ ε3 · j3)s3
))
Le the´ore`me 6 (de´montre´ en profondeur 2 au §5.2) s’applique a` cette somme, et montre
qu’elle s’e´crit Q(HN)+Oε(N
−1+ε), ou` Q(0) est une combinaison line´aire (a` coefficients
dans d−(s2+s3)n Z) de 1, de valeurs de ζ en des entiers impairs s compris entre 3 et
s2+ s3, et de ζ∗(s3, s2)− ζ∗(s2, s3). En outre ce polyzeˆta antisyme´trique apparaˆıt avec
un coefficient nul si s2 ou s3 est pair, et avec un coefficient 4ε
s1
1
1
(j′1+
ε1−1
2
+1)s1
si s2 et s3
sont impairs. Dans ce dernier cas, en sommant sur ε1 ∈ Z/2Z on obtient finalement
un coefficient
4
( 1
(j1 + 1)s1
+
(−1)s1
(n− j1)s1
)
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qui permet de justifier la remarque qui suit l’e´nonce´ du the´ore`me.
– Pour tout (ε1, ε3) ∈ (Z/2Z)2, on regroupe la somme double de (5.24) pour (ε1, 1, ε3)
avec celle pour (ε1,−1, ε3), et avec la somme double de (5.27) relative a` (−ε1, 1,−ε3)
et celle relative a` (−ε1,−1,−ε3). La contribution globale de ces 4 sommes doubles est,
en notant ge´ne´riquement (η1ε1, η2, η1ε3) les quatre triplets ε qui interviennent :
εs11 ε
s3+1
3
( ∑
η1,η2∈Z/2Z
ηs1+s3+11 η
s2+1
2
·
N∑
k=1
N∑
ℓ=1
1
(k + η1 · (j′1 +
ε1−1
2
))s1(ℓ+ η2 · j2)s2(k + η1 · j′3)
s3
)
.
Cette somme double se scinde sous la forme suivante :
εs11 ε
s3+1
3
( N∑
k=1
∑
η1∈Z/2Z
ηs1+s3+11
(k + η1 · (j′1 +
ε1−1
2
))s1(k + η1 · j′3)
s3
)
·
( N∑
ℓ=1
∑
η2∈Z/2Z
ηs2+12
(ℓ+ η2 · j2)s2
)
. (5.28)
D’apre`s le the´ore`me 6 (de´montre´e en profondeur 1), la deuxie`me somme s’e´crit sous
la forme A1(HN) +Oε(N
−1+ε) ou` A1 est un polynoˆme tel que A1(0) soit une combi-
naison line´aire de 1 et de valeurs de ζ en des entiers s impairs compris entre 3 et s2,
puisque ζ∗(1) = 0. En outre d
s2
n est un de´nominateur commun des coefficients de cette
combinaison line´aire. Enfin on a de´montre´ au paragraphe 5.1 que A1(0) ∈ Q si s2 est
pair, et A1(0) ∈ Q +Qζ(s2) si s2 est impair ; mais cette pre´cision supple´mentaire est
inutile ici.
Pour la premie`re somme de (5.28), on applique le the´ore`me 5, de´montre´ en profon-
deur 1 (voir §§4.1 et 5.1) : cette somme s’e´crit sous la forme A2(HN) +Oε(N
−1+ε) ou`
A2 est un polynoˆme tel que A2(0) soit une combinaison line´aire de 1 et de valeurs de ζ
en des entiers s impairs compris entre 3 et s1+s3. En outre d
s1+s3
n est un de´nominateur
commun des coefficients de cette combinaison line´aire.
Comme la divergence logarithmique de HN est compense´e par le N
ε du terme d’er-
reur, on peut faire le produit des deux expressions pre´ce´dentes et obtenir
(5.28) = ε1ε
s+1(A1A2)(HN) +Oε(N
−1+ε).
En outre, A1A2(0) est une combinaison line´aire de termes de la forme 1, ζ(s
′), ζ(s′′)
ou ζ(s′)ζ(s′′), avec s′, s′′ impairs et 3 ≤ s′ ≤ s1 + s3, 3 ≤ s
′′ ≤ s2 ; et d
s1+s2+s3
n est un
de´nominateur commun des coefficients.
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– Pour tout (ε1, ε2) ∈ (Z/2Z)2, on regroupe la somme double de (5.25) pour (ε1, ε2, 1)
avec celle pour (ε1, ε2,−1), et avec la somme double de (5.26) relative a` (−ε1,−ε2, 1)
et celle relative a` (−ε1,−ε2,−1). Le meˆme phe´nome`ne que pre´ce´demment se produit.
– Pour tout ε ∈ (Z/2Z)3, la somme simple de (5.24) et celle de (5.25) (pour cette meˆme
valeur de ε) sont oppose´es donc leurs contributions a` (5.16) s’annulent.
– De meˆme, la somme simple de (5.26) et celle de (5.27) s’annulent pour tout ε ∈
(Z/2Z)3.
5.4. Preuve du the´ore`me 6 en profondeur quelconque. — Dans ce paragraphe,
on de´montre le the´ore`me 6 en profondeur p ≥ 4 en supposant (par re´currence) qu’il est
vrai en profondeurs p − 2 et p − 1. En fait cette preuve fonctionne aussi quand p = 2 et
p = 3 ; on retrouve alors les de´monstrations des deux paragraphes pre´ce´dents, a` condition
d’eˆtre attentif aux conventions quand on somme sur des ensembles vides. Notamment, a`
la convention habituelle ∑
k∈∅
f(k) = 0
on adjoint la convention ∑
k1≥...≥kr≥1
f(k1, . . . , kr) = 1 pour r = 0
car cette somme porte sur un ensemble vide de variables (par opposition a` la pre´ce´dente,
ou` une variable parcourait un ensemble vide).
L’initialisation de la re´currence se fait de manie`re tout a` fait analogue au cas des pro-
fondeurs 2 et 3 : puisque n est suppose´ pair (voir la remarque 5.2.1), il suffit, apre`s avoir
pose´
τs1,...,sp =
∑
N≥k1≥...≥kp≥1
1
(k1 +
n
2
)s1 . . . (kp +
n
2
)sp
,
de constater que l’on a
τs1,...,sp =
p∑
p′=0
(−1)p
′
( ∑
n
2
≥ℓp>...>ℓp−p′+1≥1
1
ℓ
sp
p . . . ℓ
sp−p′+1
p−p′+1
)( ∑
N+n
2
≥ℓ1≥...≥ℓp−p′≥1
1
ℓs11 . . . ℓ
sp−p′
p−p′
)
.
De´montrons maintenant l’he´re´dite´, qui est la partie difficile. On suppose pour cela que
le the´ore`me 6 est vrai en profondeurs p−2 et p−1. On adopte les notations suivantes : j =
(j1, . . . , jp), s = (s1, . . . , sp), ε = (ε1, . . . , εp), ε ·j = (ε1 ·j1, . . . , εp ·jp), ε
s+1 = εs1+11 . . . ε
sp+1
p ,
KN(j, s) =
∑
N≥k1≥...≥kp≥1
1
(k1 + j1)s1 . . . (kp + jp)sp
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et, pour σ ∈ Sp :
KσN(j, s) = KN(jσ(1), . . . , jσ(p), sσ(1), . . . , sσ(p))
de telle sorte que KIdN (j, s) = KN(j, s). Comme εσ−1 = εσ, on a :
(4.4) =
∑
ε∈(Z/2Z)p
εs+1
∑
σ∈Sp
εσK
σ
N(ε · j, s).
On pose aussi
∆σε (j) = K
σ
N(ε1 · (j1 + 1), ε2 · j2, . . . , εp · jp, s)−K
σ
N(ε · j, s).
Alors la diffe´rence entre (4.4) pour (j1 + 1, j2, . . . , jp) et (4.4) pour j est :∑
ε∈(Z/2Z)p
εs+1
∑
σ∈Sp
εσ∆
σ
ε (j). (5.29)
La suite de la preuve est consacre´e a` (5.29) : il s’agit de montrer que cette somme est de
la forme voulue, ce qui terminera la re´currence (de meˆme qu’en profondeur 2 et 3).
Pour tout σ ∈ Sp, on pose tσ = σ
−1(1) et j′1 = ε1 · j1, . . . , j
′
p = εp · jp, de telle sorte
que j′ = (j′1, . . . , j
′
p) = ε · j. On pose aussi, par convention, k0 = N et kp+1 = 1. Supposons
d’abord que ε1 = +1 ; on a dans ce cas ε1 · (j1 + 1) = j
′
1 + 1, et :
∆σε (j) = K
σ
N (j
′
1 + 1, j
′
2, . . . , j
′
p, s)−K
σ
N(j
′, s)
=
∑
N≥k1≥...≥kp≥1
(k1 + j
′
σ(1))
−sσ(1) . . . (ktσ + j
′
1 + 1)
−s1 . . . (kp + j
′
σ(p))
−sσ(p)
−
∑
N≥k1≥...≥kp≥1
(k1 + j
′
σ(1))
−sσ(1) . . . (ktσ + j
′
1)
−s1 . . . (kp + j
′
σ(p))
−sσ(p)
=
∑
N≥k1≥...≥dktσ≥...≥kp≥1
(k1 + j
′
σ(1))
−sσ(1) . . . ̂(ktσ + j
′
1)
−s1 . . . (kp + j
′
σ(p))
−sσ(p)
×
ktσ−1∑
ktσ=ktσ+1
(ktσ + j
′
1 + 1)
−s1 − (ktσ + j
′
1)
−s1
=
∑
N≥k1≥...≥dktσ≥...≥kp≥1
(k1 + j
′
σ(1))
−sσ(1) . . . ̂(ktσ + j
′
1)
−s1 . . . (kp + j
′
σ(p))
−sσ(p)
×
( 1
(ktσ−1 + j
′
1 + 1)
s1
−
1
(ktσ+1 + j
′
1)
s1
.
)
Dans ce calcul, comme dans toute la suite, on note avec un chapeau l’omission d’un terme
dans une liste. En outre, on utilise les conventions k0 = N et kp+1 = 1.
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Dans le cas ou` ε1 = −1, la dernie`re formule obtenue pour ∆
σ
ε (j) reste valable, a` condition
d’en prendre l’oppose´ et d’y remplacer j′1 par j
′
1− 1. Cela montre qu’on peut e´crire, quelle
que soit la valeur de ε1 :
∆σε (j) = S
σ
ε (j)− S˜
σ
ε (j) (5.30)
en posant
Sσε (j)
= ε1
∑
N≥k1≥...≥dktσ≥...≥kp≥1
(k1 + j
′
σ(1))
−sσ(1) . . . ̂(ktσ + j
′
1)
−s1 . . . (kp + j
′
σ(p))
−sσ(p) (5.31)
×
1
(ktσ−1 + j
′
1 +
ε1−1
2
+ 1)s1
et
S˜σε (j)
= ε1
∑
N≥k1≥...≥dktσ≥...≥kp≥1
(k1 + j
′
σ(1))
−sσ(1) . . . ̂(ktσ + j
′
1)
−s1 . . . (kp + j
′
σ(p))
−sσ(p) (5.32)
×
1
(ktσ+1 + j
′
1 +
ε1−1
2
)s1
.
La relation (5.30) va nous permettre de de´montrer que (5.29) est de la forme voulue. Dans
un premier temps, on isole deux cas particuliers. Le premier concerne les termes de la forme
Sσε (j) correspondant a` des permutations σ telles que tσ = 1. Pour ces termes, on a d’apre`s
(5.31) la majoration Sσε (j) = O(
(logN)p−1
N
) puisque k0 = N ; donc ces termes rentrent dans
le terme d’erreur, et on peut les ignorer. Par ailleurs, si on regroupe tous les termes de
la forme S˜σε (j) correspondant a` des permutations σ telles que tσ = p, on obtient pour
contribution globale a` (5.29), puisque kp+1 = 1 :
−1
(j′1 +
ε1−1
2
+ 1)s1
∑
ε∈(Z/2Z)p
εs+1ε1
∑
σ ∈ Sp
tσ = p
εσ (5.33)
×
∑
N≥k1≥...≥kp−1≥1
(k1 + j
′
σ(1))
−sσ(1) . . . (kp−1 + j
′
σ(p−1))
−sσ(p−1).
En fixant ε1 dans cette somme, on peut appliquer le the´ore`me 6 en profondeur p − 1,
avec (ε2, . . . , εp), (j2, . . . , jp), et (s2, . . . , sp). Le terme obtenu est multiplie´ par le rationnel
−ε
s1
1
(j′1+
ε1−1
2
+1)s1
, dont ds1n est un de´nominateur ; le re´sultat est donc de la forme souhaite´e. Ce
raisonnement ge´ne´ralise celui qui a permis, en profondeur 3, de traiter la somme (5.23).
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Pour terminer la preuve, on peut donc ignorer dans (5.29) les termes provenant de ces
deux familles de cas particuliers. Cela revient a` faire la convention suivante, que nous
adoptons dans toute la suite : {
Sσε (j) = 0 si tσ = 1
S˜σε (j) = 0 si tσ = p.
(5.34)
On peut maintenant relier les sommes Sσε (j) et S˜
σ
ε (j), pour les e´tudier simultane´ment.
Pour cela, on de´montre l’e´galite´ suivante, valable pour tout σ ∈ Sp tel que tσ ≥ 2 :
Sσε (j) = S˜
σ◦(tσ−1 tσ)
ε (j + (ε1, 0, . . . , 0)) (5.35)
avec j + (ε1, 0, . . . , 0) = (j1 + ε1, j2, . . . , jp). Posons σ˜ = σ ◦ (tσ − 1 tσ) ; on a σ˜(j) = σ(j)
pour j 6∈ {tσ−1, tσ}, σ˜(tσ−1) = 1 et σ˜(tσ) = σ(tσ−1). En particulier, on a teσ = tσ−1. On
constate alors qu’en remplac¸ant j1 par j1+ε1 (ce qui revient a` remplacer j
′
1 par j
′
1+1) dans
la de´finition (5.32) de S˜eσε (j), on obtient exactement celle (5.31) de S
σ
ε (j), a` un changement
de notation pre`s sur les indices de sommation. En effet, dans (5.31), l’indice ktσ n’apparaˆıt
pas dans la somme, alors que ktσ−1 apparaˆıt et correspond a` deux facteurs. Dans (5.32),
c’est ktσ−1 qui n’apparaˆıt pas, et ktσ correspond a` deux facteurs, qui sont exactement ceux
provenant de ktσ−1 dans (5.31) (apre`s avoir remplace´ j
′
1 par j
′
1 + ε1 dans (5.32)). Enfin les
kj pour j 6∈ {tσ − 1, tσ} jouent le meˆme roˆle dans (5.31) et dans (5.32). Ceci termine la
preuve de (5.35).
Compte tenu de (5.30), (5.35) et (5.34), on peut maintenant re´e´crire (5.29) sous la forme :
−
∑
ε∈(Z/2Z)p
εs+1
∑
σ ∈ Sp
tσ ≤ p − 1
εσ
(
S˜σε (j) + S˜
σ
ε (j + (ε1, 0, . . . , 0))
)
(5.36)
en omettant (5.33) et le terme d’erreur O( (logN)
p−1
N
) rencontre´s plus haut (ce qui correspond
a` la convention (5.34)). Pour conclure la preuve, il suffit donc de de´montrer que (5.36) est
de la forme voulue.
Pour cela, on de´finit une application
Φ : {σ ∈ Sp, tσ ≤ p− 1} → {1, . . . , p− 1} × {2, . . . , p} ×Sp−2
σ 7→ (tσ, ϑσ, γ)
de la fac¸on suivante. Pour σ ∈ Sp tel que tσ ≤ p− 1, on pose
ϑσ = σ(tσ + 1),
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et on note ϕσ : {1, . . . , p−2} → {1, . . . , p}\{tσ, tσ+1} et ψσ : {1, . . . , p−2} → {2, . . . , p}\
{ϑσ} les bijections strictement croissantes. On pose alors
γ = ψ−1σ ◦ σ ◦ ϕσ ∈ Sp−2 = S({1, . . . , p− 2})
ou` on identifie σ avec sa restriction σ : {1, . . . , p} \ {tσ, tσ + 1} → {2, . . . , p} \ {ϑσ}. Par
de´finition de tσ et ϑσ, cette restriction est bijective, donc γ aussi. Il est facile de voir que
Φ est une bijection.
Graˆce a` cette bijection Φ, on va remplacer la somme sur σ dans (5.36) par une somme
sur (tσ, ϑσ, γ). Pour cela on utilise la relation suivante, valable pour tout σ ∈ Sp tel que
tσ ≤ p− 1 :
εσ = (−1)
ϑσεγ. (5.37)
Pour de´montrer (5.37), on e´tudie les couples (i, j) tels que 1 ≤ i < j ≤ p et σ(i) > σ(j) ; la
signature de σ est donne´e par la parite´ du nombre de tels couples. Soit (i, j) un tel couple.
Si {i, j} ∩ {tσ, tσ + 1} = ∅, ce couple correspond au couple (ϕ
−1
σ (i), ϕ
−1
σ (j)) qui contribue
a` la signature de γ. Re´ciproquement, chaque couple qui intervient dans le calcul de εγ est
obtenu, une et une seule fois, de cette manie`re. Comme le cas {i, j} = {tσ, tσ+1} est exclu
puisque σ(tσ) = 1 < σ(tσ + 1), il y a exactement quatre autres possibilite´s (qui s’excluent
mutuellement) pour les couples (i, j) qui contribuent a` εσ mais pas a` εγ :
– Ou bien i = tσ, mais c’est impossible car σ(tσ) = 1 < σ(j).
– Ou bien i = tσ + 1 d’ou` j ≥ tσ + 2 avec σ(j) < ϑσ ; le nombre de tels couples est
Card{j ≥ tσ + 2, σ(j) < ϑσ}.
– Ou bien j = tσ, d’ou` i < tσ et σ(i) > 1 ; il y a exactement tσ − 1 tels couples.
– Ou bien j = tσ + 1 d’ou` i < tσ et σ(i) > ϑσ ; le nombre de tels couples est Card{i <
tσ, σ(i) > ϑσ}.
Pour de´montrer (5.37), il suffit donc de prouver la relation suivante :
Card{j ≥ tσ + 2, σ(j) < ϑσ}+ Card{i < tσ, σ(i) > ϑσ}+ tσ − 1 ≡ ϑσ mod 2. (5.38)
Or on a clairement
Card{j ≥ tσ+2, σ(j) < ϑσ}+Card{j ≥ tσ+2, σ(j) > ϑσ} = Card{tσ+2, . . . , p} = p−tσ−1
et
Card{i < tσ, σ(i) > ϑσ}+ Card{i ≥ tσ + 2, σ(i) > ϑσ} = Card{ϑσ + 1, . . . , p} = p− ϑσ.
En additionnant ces deux relations on obtient (5.38), ce qui termine la preuve de (5.37).
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Graˆce a` la bijection Φ et a` (5.37), on peut maintenant e´crire (5.36) sous la forme suivante :
(5.36) = −
p∑
ϑ=2
(−1)ϑ
∑
ε∈(Z/2Z)p
εs+1
∑
γ∈Sp−2
εγ (5.39)
×
p−1∑
t=1
(
S˜Φ
−1(t,ϑ,γ)
ε (j) + S˜
Φ−1(t,ϑ,γ)
ε (j + (ε1, 0, . . . , 0))
)
.
On va maintenant montrer que la somme sur t induit un de´couplage de l’une des variables.
Pre´cise´ment, fixons ϑ ∈ {2, . . . , p}, ε ∈ (Z/2Z)p et γ ∈ Sp−2. En posant σt = Φ−1(t, ϑ, γ)
on a d’apre`s (5.32) :
p−1∑
t=1
S˜σtε (j) = ε1
p−1∑
t=1
∑
N≥k1≥...≥ bkt≥...≥kp≥1
(kt+1 + j
′
1 +
ε1 − 1
2
)−s1
∏
1 ≤ i ≤ p
i 6= t
(ki + j
′
σt(i))
−sσt(i) .
Notons λ la variable kt+1, qui apparaˆıt dans deux facteurs. Posons aussi ℓi = kϕσt(i) pour
tout i ∈ {1, . . . , p− 2}. On obtient :
p−1∑
t=1
S˜σtε (j) = ε1
p−1∑
t=1
∑
N≥ℓ1≥...≥ℓt−1≥λ≥ℓt≥...≥ℓp−2≥1
(λ+ j′1 +
ε1 − 1
2
)−s1(λ+ j′ϑσt )
−sϑσt
×
p−2∏
i=1
(ℓi + j
′
σt◦ϕσt (i)
)−sσt◦ϕσt (i) .
La proprie´te´ cruciale est alors que le sommande est inde´pendant de t, puisque ϑσt = ϑ et
σt ◦ϕσt = ψσt ◦ γ par de´finition ; en outre ψσt ne de´pend pas de t, mais seulement de ϑ (on
note de´sormais ψ cette fonction). On peut donc de´coupler la somme en e´crivant :
p−1∑
t=1
∑
N≥ℓ1≥...≥ℓt−1≥λ≥ℓt≥...≥ℓp−2≥1
=
∑
N ≥ ℓ1 ≥ . . . ≥ ℓp−2 ≥ 1
N ≥ λ ≥ 1
+
p−2∑
i=1
∑
N ≥ ℓ1 ≥ . . . ≥ ℓp−2 ≥ 1
λ = ℓi
.
On obtient ainsi
p−1∑
t=1
S˜σtε (j) = A
ϑ,γ
ε (j) +
p−2∑
i=1
Bϑ,γε,i (j) (5.40)
en posant
Aϑ,γε (j) = ε1
( N∑
λ=1
(λ+ j′1 +
ε1 − 1
2
)−s1(λ+ j′ϑ)
−sϑ
)
(5.41)
×
( ∑
N≥ℓ1≥...≥ℓp−2≥1
p−2∏
i=1
(ℓi + j
′
ψ◦γ(i))
−sψ◦γ(i)
)
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et
Bϑ,γε,i (j)
= ε1
∑
N≥ℓ1≥...≥ℓp−2≥1
(ℓi + j
′
1 +
ε1 − 1
2
)−s1(ℓi + j
′
ϑ)
−sϑ(ℓi + j
′
ψ◦γ(i))
−sψ◦γ(i) (5.42)
×
∏
1 ≤ i′ ≤ p− 2
i′ 6= i
(ℓi′ + j
′
ψ◦γ(i′))
−sψ◦γ(i′) .
Graˆce a` (5.40), on peut maintenant e´crire (5.36) sous la forme suivante (en remplac¸ant
dans (5.39)) :
(5.36) = −
p∑
ϑ=2
(−1)ϑ
∑
ε∈(Z/2Z)p
εs+1
∑
γ∈Sp−2
εγ
×
(
Aϑ,γε (j) +A
ϑ,γ
ε (j + (ε1, 0, . . . , 0)) +
p−2∑
i=1
(
Bϑ,γε,i (j) + B
ϑ,γ
ε,i (j + (ε1, 0, . . . , 0))
))
. (5.43)
Ici, les termes Aϑ,γε correspondent (en profondeur p = 3) aux sommes doubles des e´quations
(5.24) a` (5.27) ; les termes Bϑ,γε,i correspondent aux sommes simples qui les accompagnent.
On va maintenant ge´ne´raliser le groupement de termes utilise´ en profondeur 3 : ainsi, on
groupe les termes de (5.43) de telle sorte que chaque groupe soit de la forme voulue. Cela
terminera la preuve du the´ore`me 6.
La premie`re famille de groupements permet de traiter les termes Aϑ,γε . Soient ϑ ∈
{2, . . . , p} et (ε01, ε
0
ϑ) ∈ (Z/2Z)
2 fixe´s. On regroupe les 2p−1(p− 2)! termes suivants :
Aϑ,γε (j) pour γ ∈ Sp−2 et ε de la forme (ε
0
1, η2, . . . , ηϑ−1, ε
0
ϑ, ηϑ+1, . . . , ηp)
avec (η2, . . . , ηϑ−1, ηϑ+1, . . . , ηp) ∈ (Z/2Z)
p−2 , et
Aϑ,γε (j + (ε1, 0, . . . , 0)) pour γ ∈ Sp−2 et ε de la forme (−ε
0
1, η2, . . . , ηϑ−1,−ε
0
ϑ, ηϑ+1, . . . , ηp)
avec (η2, . . . , ηϑ−1, ηϑ+1, . . . , ηp) ∈ (Z/2Z)
p−2.
Pour unifier ces deux cas, on note ε1 = η1ε
0
1 et εϑ = η1ε
0
ϑ avec η1 ∈ Z/2Z. Pour les
2p−2(p − 2)! termes qui correspondent a` η1 = −1 (c’est-a`-dire ceux de la forme A
ϑ,γ
ε (j +
(ε1, 0, . . . , 0))), il convient de remarquer qu’on a ε1 = −ε
0
1 donc ε1 · (j1 + ε1) +
ε1−1
2
=
(−1)·((ε01 ·j1)+
ε01−1
2
). Ceci permet de prouver que la contribution globale de ces 2p−1(p−2)!
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termes a` (5.43) s’e´crit, a` un signe pre`s qui de´pend de ϑ, ε01 et ε
0
ϑ :
( ∑
η1∈Z/2Z
ηs1+sϑ+11
N∑
λ=1
(λ+ η1 · ((ε
0
1 · j1) +
ε01 − 1
2
))−s1(λ+ η1 · (ε
0
ϑ · jϑ))
−sϑ
)
×
( ∑
(η2,...,cηϑ,...,ηp)∈(Z/2Z)p−2
ηs2+12 . . . η̂
sϑ+1
ϑ . . . η
sp+1
p
∑
γ∈Sp−2
εγ
×
∑
N≥ℓ1≥...≥ℓp−2≥1
p−2∏
i=1
(ℓi + ηψ◦γ(i) · jψ◦γ(i))
−sψ◦γ(i)
)
. (5.44)
Pour traiter le deuxie`me facteur de ce produit, on applique le the´ore`me 6 en profondeur
p−2, avec j2, . . . , ĵϑ, . . . , jp et s2, . . . , ŝϑ, . . . , sp. Ce facteur s’e´crit donc A1(HN)+Oε(N
−1+ε)
ou` A1 est un polynoˆme tel que A1(0) soit une combinaison line´aire de produits de la forme
(4.5) avec {i1, . . . , iq−q′} ∪ {j1, . . . , j2q′} ⊂ {2, . . . , p} \ {ϑ}. De plus d
s2+...+csϑ+...+sp
n est un
de´nominateur commun des coefficients de cette combinaison line´aire.
Pour le premier facteur de (5.44), on applique le the´ore`me 5, de´montre´ en profondeur
1 (voir §§4.1 et 5.1). Cette somme s’e´crit donc sous la forme A2(HN) +Oε(N
−1+ε) ou` A2
est un polynoˆme tel que A2(0) soit une combinaison line´aire de 1 et de valeurs de ζ en des
entiers s impairs compris entre 3 et s1+ sϑ. En outre d
s1+sϑ
n est un de´nominateur commun
des coefficients de cette combinaison line´aire.
Comme la divergence logarithmique de HN est compense´e par le N
ε du terme d’erreur,
on peut faire le produit des deux expressions pre´ce´dentes et obtenir
(5.44) = (A1A2)(HN) +Oε(N
−1+ε).
En outre, A1A2(0) est bien de la forme voulue. Ceci termine le traitement des termes de la
forme Aϑ,γε dans (5.43), car ces 2
p+1(p− 1)! termes sont re´partis en 4(p− 1) tels groupes.
On va maintenant traiter les termes Bϑ,γε,i de (5.43). Pour cela, on les groupe deux par deux
de la manie`re suivante. Soient ϑ ∈ {2, . . . , p}, ε ∈ (Z/2Z)p, γ ∈ Sp−2 et i ∈ {1, . . . , p− 2}
fixe´s. On note ψϑ la bijection strictement croissante de {1, . . . , p−2} dans {2, . . . , p}\{ϑ}.
Posons ϑ′ = ψϑ(γ(i)), α = ψ
−1
ϑ′ (ϑ) et β = γ(i) = ψ
−1
ϑ (ϑ
′). On note (α . . . β) le cycle
(α α + 1 . . . β − 1 β) si α ≤ β, et le cycle (α α − 1 . . . β + 1 β) si α > β. On pose
γ′ = (α . . . β) ◦ γ. Avec ces notations, on a γ′(i) = α d’ou` {ϑ, ψϑ(γ(i))} = {ϑ
′, ψϑ′(γ
′(i))}.
En outre, la de´finition de γ′ montre que pour tout i′ ∈ {1, . . . , p− 2} \ {i} on a ψϑ(γ(i
′)) =
ψϑ′(γ
′(i′)). En reportant dans (5.42) on en de´duit :
Bϑ,γε,i (j) = B
ϑ′,γ′
ε,i (j). (5.45)
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Or on voit facilement que εγ′ = εγ(−1)
β−α = εγ(−1)
ϑ−ϑ′−1, d’ou` (−1)ϑεγ = −(−1)
ϑ′εγ′ .
Donc les deux membres de l’e´galite´ (5.45) apparaissent dans (5.43) avec des signes op-
pose´s : leurs contributions se neutralisent. Comme l’application (ϑ, γ) 7→ (ϑ′, γ′) ainsi
de´finie est involutive, elle permet de grouper deux par deux tous les termes Bϑ,γε,i (j) et
Bϑ,γε,i (j + (ε1, 0, . . . , 0)) apparaissant dans (5.43). Ceci de´montre que leur contribution glo-
bale est nulle, et termine la preuve du the´ore`me 6.
6. Preuve du the´ore`me de´couple´
De´montrons maintenant le the´ore`me 2. La strate´gie ge´ne´rale est la meˆme que pour le
the´ore`me 4, mais elle est beaucoup plus facile a` mettre en œuvre.
Soit P (k1, . . . , kp) un polynoˆme de degre´ ≤ A(n + 1) − 2 par rapport a` chacune des
variables. Comme au paragraphe 4.1, on conside`re la fraction rationnelle
R(k1, . . . , kp) =
P (k1, . . . , kp)
(k1)An+1 . . . (kp)
A
n+1
(6.1)
dont la de´composition en e´le´ments simples s’e´crit
R(k1, . . . , kp) =
∑
0 ≤ j1, . . . , jp ≤ n
1 ≤ s1, . . . , sp ≤ A
C
[
s1, . . . , sp
j1, . . . , jp
]
(k1 + j1)s1 . . . (kp + jp)sp
(6.2)
avec des rationnels C
[
s1, . . . , sp
j1, . . . , jp
]
. L’hypothe`se faite sur P dans le the´ore`me 2 s’e´crit
R(k1, . . . , kℓ−1,−kℓ − n, kℓ+1, . . . , kp) = −R(k1, . . . , kp) pour tout ℓ ∈ {1, . . . , p}.
Par unicite´ du de´veloppement en e´le´ments simples, elle implique
C
[
s1, . . . , sℓ−1, sℓ, sℓ+1, . . . , sp
j1, . . . , jℓ−1, n− jℓ, jℓ+1, . . . , jp
]
= (−1)sℓ+1C
[
s1, . . . , sp
j1, . . . , jp
]
(6.3)
pour tous j1, . . . , jp, s1, . . . , sp et pour tout ℓ ∈ {1, . . . , p}.
La se´rie (1.2) est la limite, quand N tend vers l’infini, de la somme
N∑
k1=1
. . .
N∑
kp=1
R(k1, . . . , kp). (6.4)
Pour tout entier s ≥ 1, posons
ζN(s) =
N∑
k=1
1
ks
.
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Pour s = 1 c’est la somme harmonique (note´e aussi HN), et pour s ≥ 2 la suite (ζN(s))
tend vers ζ(s) quand N tend vers l’infini. On a, pour tous (j1, . . . , jp) et (s1, . . . , sp) :
∑
1≤k1,...,kp≤N
p∏
i=1
1
(ki + ji)si
=
p∏
i=1
(
ζN+ji(si)−
ji∑
ki=1
1
ksii
)
.
Donc la somme (6.4) s’e´crit
∑
0 ≤ j1, . . . , jp ≤ n
1 ≤ s1, . . . , sp ≤ A
C
[
s1, . . . , sp
j1, . . . , jp
] p∏
i=1
(
ζN+ji(si)−
ji∑
ki=1
1
ksii
)
. (6.5)
Notons E = {0, . . . , n}p × {1, . . . , A}p et conside´rons la relation d’e´quivalence R sur E
de´finie par :
(j1, . . . , jp, s1, . . . , sp) ≡ (j
′
1, . . . , j
′
p, s
′
1, . . . , s
′
p) mod R
si, et seulement si,
{
s1 = s
′
1, . . . , sp = s
′
p
j1 ∈ {j
′
1, n− j
′
1}, . . . , jp ∈ {j
′
p, n− j
′
p}.
On peut scinder la somme (6.5) en somme sur les classes d’e´quivalence(6) modulo R
(puisque celles-ci forment une partition de E). Nous allons de´montrer que la somme sur
chaque classe est de la forme Q(HN) + o(1) ou` Q est un polynoˆme, HN la somme har-
monique et o(1) une suite qui tend vers 0, avec la proprie´te´ que Q(0) est un polynoˆme a`
coefficients rationnels, de degre´ au plus p, en les ζ(s), pour s entier impair compris entre 3
et A. Quand N tend vers l’infini, la somme (6.5) converge vers (1.2) donc la contribution
globale de ces polynoˆmes Q(HN ) sera un polynoˆme constant, dont la valeur (en 0) est de
la forme annonce´e dans le the´ore`me 2. Ceci de´montrera donc le the´ore`me 2.
De´montrons maintenant ce fait. Soit (j1, . . . , jp, s1, . . . , sp) ∈ E. Pour simplifier les nota-
tions, on suppose (quitte a` permuter les indices) que j1 = . . . = ja =
n
2
et que ja+1, . . . , jp
sont diffe´rents de n/2, avec a ∈ {0, . . . , p} (par exemple a = 0 de`s que n est impair). Alors
la classe d’e´quivalence de (j1, . . . , jp, s1, . . . , sp) modulo R est forme´e par les 2
p−a e´le´ments
(n
2
, . . . , n
2
, j′a+1, . . . , j
′
p, s1, . . . , sp) tels que j
′
a+1 ∈ {ja+1, n − ja+1}, . . . , j
′
p ∈ {jp, n − jp}.
Pour ε ∈ {−1, 1} et j ∈ {0, . . . , n} on pose (comme au paragraphe 4.1) :{
ε · j = j si ε = +1,
ε · j = n− j si ε = −1.
(6)Il s’agit des orbites sous l’action de (Z/2Z)p sur E de´finie au paragraphe 4.1.
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Alors ces 2p−a e´le´ments s’e´crivent (ε1 · j1, . . . , εp · jp, s1, . . . , sp) ou` (ε1, . . . , εp) de´crit {1}
a×
{−1, 1}p−a (c’est-a`-dire que ε1, . . . , εa valent toujours 1 et que εa+1, . . . , εp peuvent valoir
1 ou −1). La relation (6.3) donne alors, pour tout (ε1, . . . , εp) ∈ {1}
a × {−1, 1}p−a :
C
[
s1, . . . , sp
ε1 · j1, . . . , εp · jp
]
= ε
sa+1+1
a+1 . . . ε
sp+1
p C
[
s1, . . . , sp
j1, . . . , jp
]
,
donc la somme (6.5) restreinte a` la classe d’e´quivalence de (j1, . . . , jp, s1, . . . , sp) est le
produit de C
[
s1, . . . , sp
j1, . . . , jp
]
par :
∑
(ε1,...,εp)∈{1}a×{−1,1}p−a
ε
sa+1+1
a+1 . . . ε
sp+1
p
p∏
i=1
(
ζN+εi·ji(si)−
εi·ji∑
ki=1
1
ksii
)
=
( a∏
i=1
(ζN+n
2
(si)−
n/2∑
ki=1
1
ksii
)
) ∑
(εa+1,...,εp)∈{−1,1}p−a
p∏
i=a+1
εsi+1i (ζN+εi·ji(si)−
εi·ji∑
ki=1
1
ksii
)
=
( a∏
i=1
(ζN+n
2
(si)−
n/2∑
ki=1
1
ksii
)
) p∏
i=a+1
∑
εi∈{−1,1}
(
εsi+1i ζN+εi·ji(si)− ε
si+1
i
εi·ji∑
ki=1
1
ksii
)
=
( a∏
i=1
(ζN+n
2
(si)−
n/2∑
ki=1
1
ksii
)
) p∏
i=a+1
(
ζN+ji(si) + (−1)
si+1ζN+n−ji(si)
−
ji∑
ki=1
1
ksii
− (−1)si+1
n−ji∑
ki=1
1
ksii
)
=
( a∏
i=1
(ζN(si)−
n/2∑
ki=1
1
ksii
+O(
1
N
))
) p∏
i=a+1
(
(1 + (−1)si+1)ζN(si) +O(
1
N
)
−
ji∑
ki=1
1
ksii
− (−1)si+1
n−ji∑
ki=1
1
ksii
)
,
puisque ζN+1(s) = ζN(s) +O(1/N). Ce produit est bien de la forme Q(HN) + o(1), ou` Q
est un polynoˆme (a` coefficients re´els) tel que
Q(0) =
( a∏
i=1
(ζ∗(si)−
n/2∑
ki=1
1
ksii
)
) p∏
i=a+1
(
(1 + (−1)si+1)ζ∗(si)−
ji∑
ki=1
1
ksii
− (−1)si+1
n−ji∑
ki=1
1
ksii
)
avec ζ∗(1) = 0 et ζ∗(s) = ζ(s) pour s ≥ 2 (comme au paragraphe 3.1).
Si l’un au moins parmi s1, . . . , sa est pair, alors la relation (6.3) montre que le coefficient
C
[
s1, . . . , sp
j1, . . . , jp
]
est nul, donc la classe d’e´quivalence de (j1, . . . , jp, s1, . . . , sp) ne contribue pas
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a` la somme (6.5). On peut donc supposer que s1, . . . , sa sont tous impairs. Or l’expression
ci-dessus de Q(0) ne fait apparaˆıtre, parmi les ζ(si) avec i ∈ {a + 1, . . . , p}, que ceux tels
que si soit impair ; en outre ceux parmi s1, . . . , sp qui valent 1 disparaissent car ζ∗(1) = 0.
Donc la contribution de la classe d’e´quivalence de (j1, . . . , jp, s1, . . . , sp) a` la somme (6.5)
est bien de la forme Q(HN) + o(1), ou` Q(0) est un polynoˆme a` coefficients rationnels, de
degre´ au plus p, en les ζ(s), pour s entier impair compris entre 3 et A. Comme remarque´
ci-dessus, cela termine la preuve du the´ore`me 2.
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