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Abstract
Network science is moving more and more to computing dynamics on networks (so-called con-
tagion processes), in addition to computing structural network features (e.g., key players) and
other parameters. Generalized contagion processes impose additional data storage and pro-
cessing demands that include more generic and versatile manipulations of networked data that
can be highly attributed. In this work, we describe a new network services and workﬂow sys-
tem called MARS that supports structural network analyses and generalized network dynamics
analyses. It is accessible through the internet and can serve multiple simultaneous users and
software applications. In addition to managing various types of digital objects, MARS provides
services that enable applications (and UIs) to add, interrogate, query, analyze, and process
data. We focus on several network services and workﬂows of MARS. We also provide a case
study using a web-based application that MARS supports, and several performance evaluations
of scalability and work loads. We ﬁnd that MARS eﬃciently processes networks of hundreds of
millions of edges from many hundreds of simultaneous users.
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1 Introduction
1.1 Background and Motivation
Network science is the study of physical systems that are represented as networks. Various
disciplines make use of graph abstractions—biology [9], sociology [13], and health sciences [17],
to name a few. Many software tools exist for computing structural properties (i.e., measures)
on networks (e.g., SNAP, NetworkX, Pajek). Far fewer systems exist for computing (conta-
gion) dynamics on networks, particularly on large networks with 1 million or more vertices.
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(Typically for contagion dynamics, network vertices (nodes) represent agents with behaviors,
and edges represent agent interactions. States of agents change over time due to neighborhood
interactions.) Running these codes requires computing expertise in scripting to generate input
and to post-process output ﬁles, and are typically not accessible to those without computing
skills [11]. To provide accessibility to non-computing experts, still fewer systems combine high
performance computing (HPC) with an intuitive user interface (UI) as part of a web application
(web app), an example being EDISON [1].
Network services are essential for these types of web apps: they provide (meta)data storage,
query, and analysis facilities that are used by both UIs and (HPC) simulation engines. In
network science and dynamics, these data include agent dynamics models, their properties,
and validity ranges; and networks and their vertex and edge attributes. Services include query,
storage and retrieval, computations of network structural properties, and provenance. A speciﬁc
example task is to ﬁnd all vertices with degree greater than 50 and kshell at least 25, and to
those nodes, assign the threshold pair (2,6) for dynamics computations. The required properties
(degree and kshell) may or may not exist for the speciﬁed network, and if they do not, then they
are computed on the ﬂy, results are returned to the requestor, and both the properties and the
query results are stored in a repository to service other requests. These and other requirements
motivated the development of a workﬂow system that we refer to as MARS.
1.2 Contributions
A summary of our major contributions follows.
1. MARS Workﬂow Service. MARS is a server-based workﬂow system developed for net-
work science scientiﬁc computing. It operates by concurrently servicing multiple users and
multiple applications and is accessed through the internet, using a well-deﬁned API. It was
designed to support both GUI functionality as well as HPC computational requirements, but
the system is application-agnostic and thus not tied to either. It contains a repository along
with several categories of services, but we conﬁne ourselves to network services and their work-
ﬂows in this paper. These services store networks, compute measures on them, manipulate
subsets of network vertices and edges, and query data. MARS also uses external applications
to support services, thereby increasing its capabilities. These applications currently run on an
HPC computing cluster (MARS uses a PBS scheduler to launch executables) and are oblivious
to the services that invoke them. MARS can be reconﬁgured to run these third-party codes on
other platforms.
The services are stand-alone executing processes that can reside on diﬀerent compute nodes
for increased performance through data locality and for ﬂexibility in mapping processes to
hardware. As we will demonstrate, workﬂows are composed not only of sequences of services,
but also of interleaved functions across services. Both stateless (i.e., REST-ful) and stateful
(i.e., session) interactions with external applications are supported. All aspects of stateful
interactions (hand-shaking, coordinating multiple requests by the same application for the same
session) are handled completely by MARS. A customized grammar for SQL-like queries is used
to support special requirements for network dynamics. While network science is the target
application for this work, a large part of this system is general; e.g., a new query parser could
be inserted for another application and the software used to compute measures on networks
can be changed out for other applications.
2. MARS and Big Data. The MARS repository houses many types of digital objects (DOs).
There are multiple categories for DOs; we focus here only on the networks that are stored for
simulations because they are central for computations in this domain. We use the relational
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database model and an SQL-like grammar. Currently, the largest networks within MARS have
9 million vertices and 406 million edges. Networks may be directed or undirected, and may
have any number of vertex and edge attributes, of any primitive type (e.g., integers, doubles,
strings). With advancements in data mining and machine learning (e.g., [8]) to infer properties
of networks, the ability of MARS to store domain attributes greatly expands the range of
possible network dynamics simulations. For the services described herein, MARS works with
multiple data formats, taking computing performance and data storage into consideration:
(unformatted) ﬂat ASCII ﬁles, relational DB tables, and formatted (e.g., JSON) data objects
are used in particular places, depending on requirements.
3. Illustrative Case Study. We provide a case study of contagion spread on a Facebook
network using EDISON. The dynamics model is a complex contagion and we show that the dy-
namics are aﬀected by the seeding conditions (i.e., what vertices of the network initially possess
the contagion), and by threshold assignments. Threshold is the parameter that characterizes
dynamics. We then identify the services and workﬂows of MARS that are used to support the
computations. Other EDISON studies that utilize MARS are provided in [1].
4. Performance Evaluation. A collection of performance evaluations is provided. They
focus mainly on the services for network query execution and computation of network structural
parameters, since these are most compute-intensive. Results are computed for various networks
to reveal how performance changes with network size, and demonstrate that MARS services
can be executed at scale on networks that range from a few thousand to hundreds-of-millions of
edges, with hundreds of simultaneous users. When used with UIs, where a human is in-the-loop,
execution time aﬀects user perception of the UI application.
1.3 Comparison of MARS with Other Systems
Our system is not a workﬂow management system (WMS) in the sense of [5] because our needs
are diﬀerent in some ways. Our workﬂows are geared toward a particular application space—
that of network science. Our system is both the environment for executing workﬂows and the
workﬂows themselves. Most large WMS are largely focused more on the physical infrastructure
for executing workﬂows across domains; e.g., Triana [16] uses Grid resources and Pegasus [4]
uses the Condor system and services many domains. Additional tools are sometimes used to
construct the workﬂows; e.g., Wings [7].
The scope of individual workﬂows run on WMSs is generally larger; they often run larger
applications that take longer times to execute (tens of thousands of CPU hours), and form end-
to-end (i.e., complete) analysis systems, an example being earthquake analyses [4]. In contrast,
our workﬂows tend to be more generic—within network science—and they are designed to
service many applications and users simultaneously. Most of our workﬂows do not run for
tens of hours, although some of them can, depending on input data size and the particular
analyses requested. This leads to another diﬀerentiator, which is provenance, a key feature
of WMSs [5]. Because MARS services multiple users for targeted needs, we do not keep a
permanent log of every use of the system, although we could. However, we do store, index, and
curate results from service calls to improve response time in subsequent calls for service by the
same or diﬀerent users and applications (a system service called memoization). WMSs typically
record data such as the calling program, date and time of execution, and other metadata to
trace these interactions.
Other works compose their own workﬂows and workﬂow systems using particular approaches
that suit their requirements, as do we. Examples include customized code [6], workbenches [14],
and Semantic Automated Discovery and Integration (SADI) services for the sematic web [3].
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Workﬂow systems are sometimes called problem solving environments and web services [12].
1.4 Technical Challenges
There are many challenges for building a system to support generalized contagion dynamics
simulations on large networks (those with 1 million or more vertices). These include the fol-
lowing. (i) Designing modular, interoperable categories of services, where each service is a
distinct, relocatable process. These designs enable more ﬂexible compositions of workﬂows and
can exploit data locality. (ii) Providing stateless (REST-ful) and stateful (i.e., session) services.
REST APIs are ubiquitous in service oriented architectures, but network science applications
also require stateful sessions with MARS. A session may be comprised of multiple interact-
ing service and workﬂow requests to accommodate domain logic that requires software control
structures (such as IF or WHILE) to execute between calls to the MARS API. A simple exam-
ple is book-keeping for multiple queries of network edges to ensure that properties for all edges
are speciﬁed in a dynamics model. (iii) Developing an SQL-like query grammar with special
features for network dynamics. Querying networks for dynamics involves not only querying for
sets of vertices and edges, but also manipulating recursively the return sets and performing set
operations. These are handled by our grammar, which can be viewed as an extension of SQL for
the relational model. As part of a larger eﬀort on cyberinfrastructures for network science, we
are also studying the resource description framework (RDF) of subject-predicate-object triples
and SPARQL query approaches. (iv) Fast processing of highly attributed big data to support UI
responsiveness. Supporting UIs provides an important use case for MARS. For example, if a
client application’s sole job is to compute measures on large networks, and these are submitted
as batch jobs, latency is less of an issue. However, in MARS, computing graph measures is
not the end goal; it is a human-in-the-loop task that is part of the larger goal of computing
network dynamics. Hence, for user experience when working through a UI, the services must
be eﬃcient. We provide data in Section 6.
Paper Organization. MARS is overviewed in Section 2. Selected network services and
workﬂow services are presented in Section 3 and 4. A case study using these services is provided
in Section 5 and performance evaluations of them comprise Section 6. Related Work and
Conclusions form the last two sections.
2 MARS System Overview
Figure 1 provides a system view of MARS. The boxes in the large central gray box represent
categories of services. The Repository (including the relational database management system,
RDMS) is central, as it houses a variety of DOs through an expanding collection of tables.
Figure 3 provides a large portion of the entity-relationship diagram for the repository. Tables in
brown indicate per-network node (vertex) and edge storage, including network-speciﬁc schema
to account for network-varying attributes. The Search Engine Service (SES) is a low-level
service that provides support for several other services.
In this paper, we focus on four of the Network Services and two of the System Workﬂow
Services (SWS) of Figure 1. While many services may provide isolated results, almost all of
them also interact/cooperate through workﬂows in order to accomplish user-requested tasks.
Services acquire information about other services through the Registry Service. Each service
is a stand-alone process; services communicate via messages through a REST implementation
and use well-deﬁned APIs. The services may be constructed in any programming language. All
services to date are written in Python and Java.
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Figure 1: Overview of the MARS system. Figure 2: Several network services (here
in gray boxes) correspond to orange boxes
in Figure 1. Each service is a separate
process and can run on diﬀerent servers.
Selected interactions among services are
illustrated.
External systems may request stateful interactions, and in these cases, MARS handles con-
nections, handshaking, state storage, and storage updates with successive service requests within
one session. When a session ends, these resources are automatically recouped. These tasks are
transparent to the application making the requests.
3 Network Services
Selected major Network Services from Figure 1 are provided in Figure 2, along with a few
representative interactions. All are used in various workﬂows (Section 4). Several low-level
details are not addressed here, but are implemented; an example is DB table indexing.
3.1 Network Storage Service, NStS
NStS supports directed and undirected networks, and any number and type of vertex and edge
labels (also called attributes or properties). Attributes are essentially of two types: domain-
based and structural. Structural attributes are generated within MARS using the Network
Measure Service, NMS (below). For each network added to the system, two tables are created
to store vertices and edges and their attributes, and properties of the network are added to
a network table, immediately and over time. Thus, these tables of attributes can grow and
shrink and table schemas correspondingly change. NStS supports these and other actions; cf.
Figure 2. Many networks have ﬁve to seven vertex attributes (one has 59) and a few edge
attributes. Simple and multi-edge graphs, and those with self-loops, can be stored with these
schema, but they are not well suited for hypergraphs.
3.2 Network Query Service, NQS, and Network Query Parsing Ser-
vice, NQPS
The NQS and NQPS parse, validate, and execute queries submitted through the API. NQPS
contains a custom-built grammar that interprets SQL-like queries and specialized queries, and
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prevents SQL-injection. We chose SQL because of its widespread use. These queries are
performed on networks, and return sets of vertices or edges, or subgraphs in JSON format.
Figure 3: Partial view of the entity relationship diagram.
Illustrative queries are pro-
vided in Table 1. Simple
queries return sets of ver-
tices or edges based on their
properties. The properties
may be domain-based and
structural parameters; e.g.,
see the ﬁrst query involv-
ing clustering coeﬃcient and
age. Mixed queries possess
WHERE clauses that are of
diﬀerent type than the return
set type. For example, one
may select a set of edges based
on the properties of incident
vertices (and also of edge prop-
erties). Sampling multisets re-
turns number of sets of ver-
tices or edges from a single
query. The query is separated
into number distinct queries
that can be executed in par-
allel if the DBMS supports
concurrency. This capabil-
ity is useful in obtaining seed
sets for multiple simulation in-
stances. NQS is one of the use cases for connection sessions (i.e., state-ful interactions with
MARS), where users may require multiple sets of vertices, for example, and specify diﬀerent
dynamics properties for each vertex set. A session is required to keep track of which vertices
have been selected (all vertices must be assigned properties). NQS also performs set operations,
which are useful in manipulating previously existing vertex and edge sets and their elements.
The return sets from a query contain the vertex (or edge) IDs, and may also contain all of
the graph element properties, depending on an interface argument. This enables ﬂexibility and
eﬃciency in terms of response time and data storage for the calling application, for large data
manipulation.
Table 1: Examples of four types of queries handled by the NQS and NQPS.
Query Example Query Type
select nodes from chicago where degree >40 and clustering ≤ 0.6 and age > 18
and age ≤ 25
simple
select edges from epinions where u.degree >72 or v.degree >72 and
u.clustering <0.5 and v.clustering ≥ 0.5 and u.gender = M and u.age >60
mixed
select sample(number= 10, [10,30]) nodes from google-web where age >30 sampling multi-
sets
setA union setB except setC set operation
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Table 2: Selected measures supported by the NMS for vertices, edges, and graphs.
Network Measure Programming Lan-
guage
Package Target
Betweenness centrality Python NetworkX Edge
Degree SQL DBMS Standalone Node
Clustering coeﬃcient Python Standalone Node
K-shell Serial C++ Standalone Node
Diameter Parallel C++ Galib Library Network
Radius Python NetworkX Network
3.3 Network Query Search Service, NQSS
To improve user experience, all valid queries from all users are retained by the system and are
provided to a user in searchable catalog form. The goal is that a user does not have to compose
queries from scratch, but rather can search for an existing query that matches her needs, or
one close to the desired query, which can then be edited.
3.4 Network Measure Service, NMS
NMS computes structural measures of networks, such as degree, clustering coeﬃcient, and
betweenness centrality of vertices of a graph. NMS uses a software repository of MARS that
includes paths to executables and command line arguments. New executables can be added to
the repository. NMS also uses a Job Submission Service (JSS) that generates qsub ﬁles for the
Torque/PBS scheduler (these executables run on an HPC cluster, but could be reconﬁgured to
run on other hardware). This service is generic in that while we use it to compute structural
properties of graphs, NMS can launch any executable that operates on a graph and then add
the results to the Repository (with appropriate interactions with other services). This service
uses serial and parallel standalone executables and diﬀerent libraries, some of which are listed
in Table 2. There can be multiple codes for the same measure, particularly for those that do not
scale well for large graphs, such as betweenness centrality. In this case, one code may compute
an exact solution and another may compute an approximate one.
4 System Workﬂow Service
The System Workﬂow Service (SWS) orchestrates the execution of sequences of MARS services
to accomplish tasks. Only system architects have access to these workﬂows; they can be created
(currently by coding the sequencing manually), modiﬁed, or deleted. All users may use the
workﬂows. Figure 4 presents two system workﬂows. The red “Error” ovals indicate that MARS
detects an error in the inputs and hence cannot complete the workﬂow. It is important to note
that each of these diagrams represents an algorithm, and that each of these algorithms invokes
a sequence of lower-level algorithms that are encoded in the services. The algorithms are not
provided here for lack of space.
4.1 Query Execution Workﬂow
The ﬁrst workﬂow (Figure 4(a)) executes user-supplied queries. The NQSS may help a user
construct a valid query (not shown in the ﬁgure). The Parsing Service parses the query against
a grammar. If the query exists (determined by the Memoization Service) in the Repository
and it is not a sampling multiset query, then the NQS returns the stored results immediately.
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(a) (b)
Figure 4: Examples of system workﬂows for (a) query execution, which orchestrates ﬁve
diﬀerent services, the NQPS (in yellow), NQS (in pink), NMS (in blue), NStS (in grey) and
NQSS (in green);(b) validating new queries, performed solely by the NQS (in pink), and can
be part of query execution workﬂow in (a).
Otherwise, a query validation workﬂow (described in Figure (b)) is launched and the workﬂow
ends if the query is not valid. Otherwise, MARS determines whether the query requires measures
that are not currently stored (using the Memoization Service), but for which an executable
exists. If an executable does not exist, the workﬂow returns the result “invalid”. If an executable
does exist, the NMS computes the required measure, NStS stores the results in the Repository,
and query execution resumes through the NQS. Note that the gray boxes are not connected
in the workﬂow: functionality of the NStS is spread across the workﬂow. Other services have
similar features in other workﬂows.
4.2 Query Validation Workﬂow
The second workﬂow (Figure 4(b)) is used to validate new queries entered by users. This
process is launched either as part of the query execution workﬂow, or individually, if a user
wants to validate a query before execution. NQS is only used in the workﬂow. This example
illustrates how a workﬂow can be executed by a single service, in contrast to Figure 4(a) where
ﬁve services interoperate.
5 Illustrative Case Study
We examine the spread of complex contagions in networks, where vertices can be in state 0
(resp., 1), meaning that a vertex does not (resp., does) possess a contagion. We investigate the
contagion spread size (i.e., the fraction of vertices in state 1) as a function of time. See Figure 5;
these results were generated using EDISON [1]. The threshold θ is the same for all vertices in
one simulation, and is given in the legend. The threshold of a vertex v is the minimum number
of neighbors that it requires to be in state 1 for v to transition from state 0 to 1. Once in
state 1, a vertex remains in that state. This can represent rumor-spreading, for example. The
300 seed nodes for each of the 50 runs (the curves in the plot are averages over these runs) were
determined randomly from all vertices with degree d > 20 (solid curves) or d < 10 (dashed).
For a given d regime, the seed vertex sets are the same for all thresholds, for comparison. As
vertex threshold θ increases, the ﬁnal fraction of vertices in state 1 decreases, and the time to
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Figure 5: Complex contagion simulations on a Facebook network of 63392 vertices, where the
time histories of the cumulative fraction of nodes in state 1 (i.e., the aﬀected state) are
plotted against time, for diﬀerent thresholds θ.
reach this maximum fraction increases. As threshold increases, the disparity in results between
these cases for d, for a ﬁxed θ, increases.
Several MARS services are used in this study: NMS, NStS, NQS, NQPS, NQSS, and Mem-
oization Service. Of particular note, to select seed vertices, the compact query feature and
special features of the query grammar were used to specify all 50 sets of 300 seed nodes for
each analysis, with a single query. The workﬂow of Figure 4(a) is used twice in each of the 8
EDISON analyses. Other services and workﬂows that are beyond the scope of this paper were
also used.
6 Performance Evaluation
Several experiments have been completed to evaluate various aspects of MARS and directly
address issues brought up in Sections 1, 3, and 4. We show ﬁve results here. In all of these
studies, the networks are treated as undirected and range up to 400 million edges in size. We
test the NQS and NMS because these involve the most processing among the network services.
The test system is a virtual machine comprised of an Intel Xeon X5670, 2.93 GHz processor
running CentOS release 6.7. The services tested were implemented with Python 2.7.5.
Experiment 1: Eﬀect of using memoization on query time. We executed the same
query, to select all vertices of a graph, over selected networks stored in MARS: select nodes
from g, where g is the name of the network. The JSON string return data from the ﬁrst
execution of a query is also stored as an entry in a table, indexed by a query ID, for fast
retrieval for repeated querying. The Memoization Service enters new data and interrogates
existing data. In the later case, the Memoization Service returns the JSON object immediately
if a submitted query is matched with a previously executed query. Without memoization, each
query gets executed in full. Figure 6 provides data for four networks. It is clear that as the size
of the network increases, the beneﬁts of memoization increases. Also, if we use the memoization
times as conservative estimates for checking whether requested results already exist, then this
time is a small fraction of the computation time when the results do not already exist; i.e.,
memoization overhead is low.
Experiment 2: Time to calculate degree and degree product using stand-alone
codes. Computing graph structural parameters is one of the network services (NMS). Fig-
ure 7 shows for several networks the times to compute selected vertex and edge parameters
using stand-alone Python codes, and overhead activities. The scenario is that networks are
downloaded from DB tables, the degree for each vertex and the product of the degrees of the
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