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Abstract
We show that the reality conditions to be imposed on Ashtekar variables to
recover real gravity can be implemented as second class constraints a` la Dirac.
Thus, counting gravitational degrees of freedom follows accordingly. Some
constraints of the real theory turn out to be non-polynomial, regardless of
the form, polynomial or non-polynomial, taken for the reality conditions. We
comment upon the compatibility of our approach with the recently proposed
Wick transform point of view, as well as on some alternatives for dealing with
such second class constraints.
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The formulation of general relativity in terms of the Ashtekar variables: a den-
sitized inverse dreibein e˜ai together with a complex so(3) connection Aai [1], has
opened up a broad new avenue of research [2]. Reexpressing general relativity as a
theory of a connection has made it possible to incorporate methods which have been
very useful and successful in the description of Yang-Mills theories. A most notable
example of this interbreeding is the recent application of the loop-space methods
to the quantization of general relativity [3]. Another important advantage of the
new variables is that the constraints characterizing general relativity turn out to be
polynomial in these phase space variables. This simplicity, however, gets afflicted
by the complex character of the new variables: the use of reality conditions is com-
pulsory and the pursue of the Ashtekar program deviates somewhat from the more
conventional approaches. In fact, the original Ashtekar program was formulated as
an alternative route for classical general relativity and its canonical quantization,
as compared to the standard ADM approach, for example. In the classical theory,
general relativity is considered to be embbeded in a larger, complex theory. The re-
striction to the usual Einstein theory is subsequently made imposing by hand some
reality conditions. In the quantum theory, one first ignores the reality conditions,
solves the quantum constraints of the complex theory and finally imposes the reality
conditions as constraints upon the admissible inner products by requiring that the
real classical observables become self-adjoint operators. The use of the reality con-
ditions as a way of selecting an inner product has worked well in the case of some
models, but the same has not happened for full gravity so far [4].
The aim of the present work is to reanalyze classical Ashtekar complex gravity
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plus the reality conditions in the light of the canonical Dirac approach to constrained
systems. In particular, we want to elucidate the status of the reality conditions
viewed as Dirac constraints. A naive analysis of the standard reality conditions:
qab real and q˙ab real, as second class constraints, is misleading because the count
of the number of degrees of freedom in the configuration space turns out to be −2
per spatial point, which is obviously wrong! A way out to this situation has been
recently proposed in Ref. [5], outside the Dirac framework, however, following a
previous result in Ref. [6].
In this work we start with reality conditions, also imposed by hand, but con-
sidering them as primary constraints in the Ashtekar self-dual action. Then, we
systematically apply the Dirac procedure, showing that these reality conditions end
up by being second-class constraints and recovering the standard Hamiltonian for-
mulation of general relativity in its Palatini canonical form [1]. In this way, we show
that it is possible to extract a satisfactory canonical description of general relativity
starting from the complex theory. In fact, we prove that the original complexified
phase-space, both in the driebein and in the connection, together with the self-dual
Ashtekar action plus the reality conditions, lead to the standard phase space of real
Einstein gravity, via the Dirac method.
A closely related issue is that of the polynomiality of the remaining first-class
constraints, in terms of the canonical variables. It has been shown in Ref. [7] that
the elimination of the associated second-class constraints in the complex Palatini ac-
tion with self-dual connection [8, 9], can be done without destroying the polynomial
character of the remaining first-class constraints, as opposed to the real Palatini
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case. Nevertheless, this nice property holds only before imposing the required real-
ity conditions. The non-polynomial choice for such reality conditions made in Ref.
[7] is briefly discussed there only in relation with the inner product of the quantum
theory and no attempt to interpret them as Dirac constraints is made. We con-
sider explicitly a non-polynomial form of the reality conditions and only describe
at the end the pertinent changes produced by a polynomial choice. The canonical
analysis leads in both cases to a formulation of real general relativity in terms of
non-polynomial constraints. This feature seems to be compatible with the recent
Wick transform method proposed by Thiemann [10] and Ashtekar [11], that makes
non-polynomiality a ‘controllable’ issue. Also, this result seems to be consistent
with the point of view taken in Ref. [12], where it is shown that among a subset
of the canonical transformations leading to Ashtekar-type variables in the case of
Lorentzian signature, only the complex case leads to a polynomial Hamiltonian con-
straint. Thus, real Ashtekar-type variables can be used ab initio provided one is
willing to accept a more complicated Hamiltonian constraint.
Let us proceed now to analyze the canonical form of the self–dual action [8, 9]
S =
∫
dtd3x
{
−ie˜aiA˙ai −NS −N
aVa −N
iGi
}
, (1)
where
S := ǫijke˜
aie˜bjFab
k, Va := e˜
b
jFab
j , Gi := Dae˜
a
i , (2)
are the constraints of the theory and N,Na, N i are Lagrange multipliers. The com-
plex canonical variables are: i) e˜ai := eeai, with eai being the triad (eaiebi := q
ab, qab is
the spatial three–metric), and a, b, . . . = 1, 2, 3 are spatial indices, whereas i, j, . . . =
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1, 2, 3 are so(3) internal indices. Also e := det ebj with ebj being the inverse of e
ai. ii)
Aai is the three–dimensional projection of the selfdual connection [1] with associated
covariant derivative Daλi = ∂aλi+ ǫijkAa
jλk and Fab
i := ∂aAb
i− ∂bAa
i+ ǫijkAa
jAb
k
is the corresponding curvature. The above complex pair of canonically conjugated
variables satisfies
{e˜ai(x), Abj(y)} = iδb
aδj
iδ3(x, y) . (3)
With these Poisson brackets, the complex constraints (2) are first class, i.e. for any
two of them, say Q and R, we have
{Q, R}A,e˜ ≈ 0. (4)
Let us remind the reader of some basic features of the Dirac method (cf [13]),
which will be used in what follows. Consider a dynamical system with real canon-
ical variables qi, pi i = 1, . . . N together with a complete set of real constraints
Ga(q, p), a = 1, . . .m. The function F (q, p) is called a first–class function pro-
vided {F,Ga} = Ua
b(q, p)Gb, ∀a. If this equality does not hold, F (q, p) is called
a second class function. Hereby, the complete set of constraints gets classified
into first class constraints, Φα, α = 1, . . . , n ≤ m and second class constraints,
χA, A = n + 1, . . .m. The second class set satisfies {χA, χB} = CAB, with
det CAB 6= 0. The number of physical (configuration) degrees of freedom is given
by:
1
2
[dim(phase space) − 2(# of 1st class constraints) − (# of 2nd class constraints)] .
In this way, the count of real degrees of freedom corresponding to the action (1)
leads to 1
2
[2× 2 × 9 − 2× 2× 7] = 4 per spatial point, i.e. the action (1) describes
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complex gravity. Notice that we have included an additional factor of 2 in this count
because of the complex character of both the canonical variables and the constraints.
Clearly, one has to supplement the theory with reality conditions in order to go back
to real gravity.
We shall proceed with the canonical analysis of the action (1), together with
the necessary reality conditions, by splitting the complex canonical variables Aai, e˜
bj
into real and imaginary parts according to
e˜ai = Eai + iEai, Abj = γbj − iKbj . (5)
Most importantly, we will consider all of them (36 real variables) as configuration
variables to begin with. Observe that this procedure dispenses us from dealing with
the complex conjugate of the Ashtekar variables in the formulation of the reality
conditions. This is very convenient because their Poisson brackets would not even
be defined in the theory.
The reality conditions we start with are
ψai := Eai = 0, χai := γai − fai(E) = 0, (6)
which are subsequently taken as primary constraints ψai, χbj, supplementing the
action (1). We can see that the constraint ψai enforces the initially complex triad e˜ai
to be real, and hence the corresponding three–metric. Based upon the compatibility
condition between a real torsion-free connection
0
γai and a real densitized triad E
bj
DaE
bj = ∂aE
bj + Γac
bEcj + ǫjkl
0
γa
kEbl − Γda
dEbj = 0, (7)
where Γab
c is the Levi-Civita connection defined by the metric hab := EaiEbi, we
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choose the form of fai as
fai =
1
2
[EaiEc
jǫjrs − 2EajEc
jǫirs]E
dr∂dE
cs. (8)
In this way we guarantee that γai is the real torsion–free connection compatible with
Ebj , i.e. γai =
0
γai. Since Eai is the inverse of E
bj , (8) is non-polynomial in Ebj and
so it is χai.
The definition of the canonical momenta, denoted generically by Π, in the action
(1) leads to the following constraints
φEai = ΠEai, φγ
ai = Πγ
ai + iEai, φK
ai = ΠK
ai + Eai, φEai = ΠEai , (9)
where we note that Πγ
ai is purely imaginary. The corresponding non-zero Poisson
brackets are
{Eai(x), ΠEbj(y)} = δ
a
bδ
i
jδ
(3)(x, y), {Eai(x), ΠEbj(y)} = δ
a
bδ
i
jδ
(3)(x, y),
{γai(x), Πγ
bj(y)} = δa
bδi
jδ(3)(x, y), {Kai(x), ΠK
bj(y)} = δa
bδi
jδ(3)(x, y). (10)
In this way, the full set of primary constraints is formed by (2), (6) and (9), written
in terms of the real variables (5). Remarkably, the analysis of the phase space could
be also performed starting from a real triad e˜ai. In this way, the dimension of the
original phase space is reduced, together with the number of required reality condi-
tions. This alternative procedure shows that there is nothing wrong in considering
a “mixed phase space”: real e˜ai and complex Abj , as long as the canonical analysis
is consistently carried out from the very beginning. Nevertheless, we choose to deal
with both complex configuration variables because we obtain a more symmetrical
description in doing so.
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The next step is to analyze the time evolution of the primary constraints, to-
gether with the classification of the resulting set of constraints. It turns out to be
appropriate to redefine
φEai → φ
′
Eai = φEai + αaibjφγ
bj + βai
bjχbj + ηaibjφK
bj , (11)
with
αaibj(x, y) =
δfbj(y)
δEai(x)
, βai
bj(x, y) = iδa
bδi
jδ(3)(x, y),
ηaibj(x, y)− ηbjai(y, x) = i
(
δfai(x)
δEbj(y)
−
δfbj(y)
δEai(x)
)
, (12)
where δf(y)
δE(x)
denotes the corresponding functional derivative. Our notation, intro-
duced in Eq.(11), is that the summation over repeated indices involves also an
integral over the three dimensional space. In this way, for example φA = αABχ
B
stands for φA(x, t) =
∫
d3y αAB(x,y)χ
B(y, t).
The resulting Poisson brackets matrix for the subset of constraints (6), (9) and
(11) is
φE ψ φγ χ φK φ
′
E
φE 0 −δa
bδi
jδ(3) 0 0 0 0
ψ δb
aδj
iδ(3) 0 0 0 0 0
φγ 0 0 0 −δb
aδj
iδ(3) 0 0
χ 0 0 δa
bδi
jδ(3) 0 0 0
φK 0 0 0 0 0 δa
bδj
iδ(3)
φ′E 0 0 0 0 −δb
aδi
jδ(3) 0
, (13)
where δ(3) = δ(3)(x, y). From the above matrix we conclude that this subset, which
includes the reality conditions, is second class. Since the original constraints (2)
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generate the gauge symmetries of the system, we would like to keep them as first–
class constraints. To see whether this is tenable, we start by searching a redefinition
of them so that they have zero Poisson brackets with the second–class set. Notice
that the constraints (2) only depend on the configuration variables and not on the
momenta. For any of them, say R, we construct
R′ = R+ {φEbj,R}ψ
bj + {φbjγ ,R}χbj + {φ
′
Ebj,R}φK
bj − {φK
bj ,R}φ′Ebj, (14)
which we can verify to fulfill the above requirement. It remains now to calculate
the Poisson brackets among the constraints of the set S ′,V ′a,G
′
i. Let us consider
{Q′,R′}, i.e. any two of them
{Q′,R′} ≈ {Q′,R} = {φEai,Q}{ψ
ai,R} + {φaiγ ,Q}{χai,R}
+{φ′Eai,Q}{φK
ai,R} − {φ′Eai,R}{φK
ai,Q} . (15)
The first two terms yield zero because the constraints ψai, χai have no dependence
on the momenta. After substituting the expression (11) for φ′Eai we are left with
{Q′,R′} ≈ {φK
ai,R}{φEai,Q} − {φK
ai,Q}{φEai,R}
+ (ηaibj − ηbjai) {φK
ai,R}{φK
bj ,Q}
+αaibj
[
{φK
ai,R}{φγ
bj ,Q} − {φK
ai,Q}{φγ
bj,R}
]
. (16)
A straightforward calculation based on the splitting (5) for the first line in (16) leads
to
{φK
ai,R}{φEai,Q} − {φK
ai,Q}{φEai,R} = −i
(
δR
δAai
δQ
δe˜ai
−
δQ
δAai
δR
δe˜ai
)
= −i{R,Q}A,e˜ ≈ 0 , (17)
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according to the first-class property (4) of R, Q in the original complex phase space.
Besides, taking into account the corresponding coefficients (12) the second line of
(16) reduces to
i
(
δfbj
δEai
−
δfai
δEbj
)
δR
δAai
δQ
δAbj
,
while the third line is just the negative of this same expression. We have thus shown
that the Poisson brackets among any pair of the set of constraints S ′,V ′a,G
′
i is
weakly zero.
Summarizing, our system is conveniently described by the following set of pri-
mary constraints: φEai, φγ
ai, φK
ai, φ′Eai, ψ
ai, χai, S
′, V ′a, G
′
i. Next, we impose the
conservation in time of this whole set, using the total hamiltonian density
HTotal(x) ≈ µE
aiφEai + µγaiφγ
ai + µKaiφK
ai + µE
aiφ′Eai + λaiψ
ai + ωaiχai
+NS ′ +NaV ′a +N
iG ′i , (18)
where no integration over the three-space is involved. The properties of the con-
straints S ′,V ′a,G
′
i , together with Eqs. (14) and (17), guarantee that their Poisson
brackets with HTotal =
∫
d3x HTotal(x) is weakly zero. Let us consider now the re-
maining constraints. By virtue of the Poisson brackets matrix (13) together with the
definition (14), the calculation of the corresponding time evolution fixes each of the
Lagrange multipliers µE
ai, µγai, µKai, µE
ai, λai, ω
ai equal to zero. We conclude that
there are no secondary constraints and that the set S ′,V ′a,G
′
i is first class while the
set φEai, φγ
ai, φK
ai, φ′Eai, ψ
ai, χai, which includes the reality conditions, is second
class.
To make sure that ultimately we are dealing with real gravity we still have to get
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the correct number of degrees of freedom, using the Dirac prescription. Also we must
recover the specific form of the constraints characterizing real gravity. To do so we
start by examining the complex character of each constraint. By simple inspection
of (6) and (9) we realize that each of the second class constraints is either purely
imaginary or purely real. To proceed with the count we impose them strongly. This
leaves us with 2×9×4−6×9 = 18 as the dimension of partially reduced real phase
space. The first class constraints remain first class in the resulting Dirac brackets.
As shown below, this first class set contains seven constraints each of which is either
purely real or purely imaginary. In this way the final count yields 1
2
[18− 2× 7] = 2
real configuration degrees of freedom per spatial point.
Next we verify our statement regarding the reality properties of the first class
constraints and get their explicit form. Consider the Gauss constraint in the partially
reduced phase space, to begin with. It becomes
Gi ≈ DaE
ai = ∂aE
ai + ǫijkγa
jEak − iǫijkKa
jEak ≈ −iǫijkKa
jEak, (19)
where we have used the compatibility condition (7). Hence Gi is purely imaginary.
For the vector constraint we have
Va ≈ E
b
iFab
i = EbiRab
i − ǫijkE
b
iKb
jKaj − iDa(Kb
iEbi) + iDb(Ka
iEbi)
≈ i
[
Db(Ka
iEbi − δa
bKc
iEci)
]
(20)
with Rab
i = 2∂[aγb]
i + ǫijkγa
jγb
k. The last line follows from the term containing R
being zero due to the Bianchi identity and the term quadratic in K being weakly
zero because of (19). We see then that the vector constraint is purely imaginary in
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the reduced phase space. At last, the scalar constraint can be rewritten as
S ≈ ǫijkE
aiEbjFab
k ≈ −qR + (EalEbm − EblEam)KblKam, (21)
where use has been made of the Gauss law (19) together with the compatibility
condition (7) to arrive at the final result. Hereby the scalar constraint is purely real.
In each case we have recovered the real first class constraint corresponding to the
Palatini canonical formulation of real general relativity, as expected.
Had we started from a real triad together with a complex connection, the dimen-
sion of the original phase space would have been 54. The definition of the momenta
would have produced 27 second class constraints to which we should add 9 reality
conditions. Taking into account the remaining 7 first class constraints, the count of
the degrees of freedom turns out to be correct one (i.e. two per spatial point), since
any of the above constraints is either purely real or purely imaginary.
The analysis performed above was developed using the non-polynomial reality
conditions (6), (8) and it follows that the final structure of the complete set of
constraints is non-polynomial. One could think that changing the reality conditions
to a polynomial form would solve this issue. Unfortunately, the answer is in the
negative. For instance, choosing
χ˜m
a = ǫmliE
bl∂bE
ai + 2γb[mE
a
l]E
bl, (22)
instead of the second equation in (6), yields a phase space dependent matrix (13)
and non-polynomial first class constraints (14).
Our results seem to be compatible with the recently proposed Wick transform
relating real Riemannian and real Lorentzian canonical gravity, which automatically
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implements the reality conditions [10, 11]. This happens in two respects. First, non-
polynomiality always shows up at some stage. In our case we face non-polynomiality
when applying the Dirac method, even if we start from polynomial reality conditions.
On the other hand, in the Wick transform framework non-polynomiality is manifest
in the transform itself. In the latter case, this issue seems to be under control,
although a definite answer has not been attained yet [11]. Second, we were able to
carry over our analysis to the Riemannian case, showing that the Wick transform
takes the full set of Riemannian constraints to the Lorentzian ones, in complexified
phase space. This reinforces the idea that the natural home for such a transform is
the complexified phase space, as opposed to a space-time interpretation which seems
improbable [11].
We have shown that the reality conditions can be taken as second class con-
straints in the Dirac formalism. The standard treatment calls for the elimination
of them in terms of Dirac brackets. Nevertheless, this procedure would destroy the
advantages of the Ashtekar variables. To surmount this difficulty, we should look
for new directions if we want to keep the canonical framework. We can mention two
possible strategies along these lines:
i) One can transform the set of second class constraints to a first class set by
adding new variables [13]. This transformation is rather straightforward because the
Poisson brackets matrix of the second class constraints has the very simple structure
given in (13). For example one can transform the canonical pair ψ, φE , Eqs. (6, 9)
in the following form
φ˜Eai := ΠEai + Π˜Eai, ψ˜
ai := Eai − E˜ai, (23)
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where the new variables Π˜Eai and E˜
ai are canonically conjugated, i.e.
{Π˜Eai, E˜
bj} = δbaδ
j
i δ
(3). The new constraints φ˜Eai and ψ˜
ai have zero Poisson brack-
ets with the whole set of constraints, then they are first class. Following the same
procedure one can transform the complete set of second class constraints into a first
class set. Since now all the constraints are first class, they would define the physical
states once they are promoted to operators.
ii) Another possibility could be to assume that one of the constraints in each
canonical pair of second class constraints can be considered as first class, while the
companion is taken to be a gauge fixing condition. This procedure would not require
the addition of extra variables but its consistency should be carefully studied.
Both strategies should directly define the physical states of real gravity, having
the correct number of two configuration degrees of freedom per spatial point. Re-
garding the issue of either non-polynomiality or, perhaps, high order polynomiality,
further work has to be done along these lines before a conclusion can be achieved.
It should be clear that the present results do not preclude accounting for the reality
conditions via either the quantum inner product [1] or the Wick transform [10, 11].
Finally, we expect that the present canonical analysis will remain valid for the
cases which include matter couplings as well as space-times with boundaries.
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