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本研究では，この問題を解決するため，OCaml プログラムと Coq プログラムの双方向の変換を
可能とするシステムを提案する．これにより，OCaml プログラムの変更を Coq プログラムへ反
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コンパイラである CompCertの開発 [2]，D-Busメッセージと JSONの相互変換における正当
































Coq を用いて，OCaml プログラムの任意の性質を保証する方法は，以下の 2 通りが考えら
れる．
方法 1 Coqでプログラムを記述，証明し，OCamlへ変換する方法






1 Fixpoint reverse (l:list A) :=
2 match l with
3 | nil => nil




1 Fixpoint reverse (l:list A) :=
2 match l with
3 | nil => nil
4 | cons x xl => (reverse xl) ++ [x]
5 end.
6
7 Theorem rev_rev :
8 forall (l:list A), reverse (reverse l) = l.
ここでは，「reverseを二回適用すると，元のリストとなる」という性質 rev_revを記述した．
ユーザはこの性質を，タクティクと呼ばれるコマンドを用いて，Coq上で対話的に証明を行う．
1 Fixpoint reverse (l:list A) :=
2 match l with
3 | nil => nil
4 | cons x xl => (reverse xl) ++ [x]
5 end.
6
7 Theorem rev_rev :
3
8 forall (l:list A), reverse (reverse l) = l.
9 Proof.
10 induction l; simpl.
11 - reflexivity.
12 - assert (forall (l:list A) a,
13 reverse (l ++ [a]) = a :: (reverse l)).
14 { induction l0; intros; simpl;
15 [| rewrite IHl0]; reflexivity.
16 }


















しかし，方法 1 では次のような問題点が挙げられる．図 2.1 では，二つの自然数の和を返す
Coqプログラム 1を変換し，OCamlプログラム 1を得ている．ここで，OCamlプログラム 1
を OCamlプログラム 1'の様に，引数を組で受け取り，その和を返す形式に変更したい場合を考
える．この方法では，元々が Coqプログラムのため，OCamlプログラム 1を直接変更してしま




縛する必要がある．ところが，この Coqプログラム 2を OCamlプログラムへ変換すると，理
















しかし，方法 2 では次のような問題点が挙げられる．図 2.2 は，Coq of OCaml によって
OCamlプログラムを Coqプログラムへ変換した例である．階乗を求める右の OCamlプログラ
ム 3を変換した結果，左の Coqプログラム 3が得られる．OCamlプログラム 3は，int型（整
数型）を受け取り，int型を返す関数である．変換によって得られた Coqプログラム 3は，Z型
（整数型）を受け取り M [ Counter; NonTermination ] Z 型を返す関数となっている．M [
5
図 2.2 OCamlから Coqに変換する際の問題点





















換を put と呼ぶ．ソースを s，ビューを v としたとき，これらの変換はそれぞれ，get s = v，
put s v = s0 という関数で表すことができる．ここで，s0 は変更後のソースである．この getと
putは，以下に示す二つの性質を満たす必要がある．
put s (get s) = s (GETPUT)



















行うための言語である．BiGUL は put をベースとした双方向変換が行えるようになっており，
ユーザが putを記述すると，自動的に getが生成される．また，BiGULにおける putと getが
前述の GETPUTと PUTGETを満たしていることは，証明支援系 Agda [9]によって証明され
ている．
BiGUL における双方向変換の型は BiGUL s v と表される．ここで，s はソースの型，v は
ビューの型である．また，getの型は BiGUL s v ! s!Maybe v，putの型は BiGUL s v !
s ! v ! Maybe sと表される．Maybe型とは，値があるかどうかわからないことを表す型で
ある．何か値 xがある場合には Just xを返し，何も値がない場合には Nothingを返す．した





の型は (s! v)! BiGUL s v であり，s! v 型の任意の関数を一つ引数にとる．Skipは，引
数の関数によってビューが決定される場合には値を返し，決定できない場合には Nothingを返
す．以下の例を考える．
1 put (Skip add1) 1 2
2 > Just 1
ここで，add1は引数に整数を一つとり，1加算した値を返す関数とする．この例では，ソースが
1，ビューが 2であり，ビューが add1 1によって決定されるため値を返している．しかし，次
の例を考える．
1 put (Skip add1) 1 10
2 > Nothing
この例では，ビューの値が add1 1 によって決定できないため値が返されていない．したがっ
て，Skipを使うことで，ビューの変更を禁止することができる．
また，getを行った場合には，次のような結果を返す．
1 get (Skip add1) 1
2 > Just 2





1 put Replace 1 2
2 > Just 2
Replace は，例外なく値を変更し，その結果を返すため，Nothing を返すことはない．また，
Replaceに対して getを行うと次のようになる．
1 get Replace 1
2 > Just 1
このように，Replaceに対して getを行うと，ソースの値がそのまま返される．
3.2.3 Prod
Prod は，ソースの組 (s1; s2)，及びビューの組 (v1; v2) があったとき，v1 の値を s1 に，
v2 の値を s2 に put するというような，複数の値を同時に扱う場合に用いる．Prod の型は，
BiGUL s1 v1 ! BiGUL s2 v2 ! BiGUL (s1; s2) (v1; v2)となっており，双方向変換を行う
2つの関数を引数にとる．以下に例を示す．
1 put (Prod (Skip add1) Replace) (1, 2) (2, 4)
2 > Just (1, 4)
この例では，1は Skip add1によって変更を行わず，2は Replaceによって 4で置き換えると
いうものである．なお，Prodで繋がれた双方向変換の中で，変換に失敗し Nothingを返すもの
が含まれていた場合は，Prodで繋がれた双方向変換全体の結果として Nothingが返る．
1 put (Prod (Skip add1) Replace) (1, 2) (10, 4)
2 > Nothing
Prod で繋がれた式に対して get を行うと，繋がれている双方向変換それぞれに対して get を
行った結果が返る．
1 get (Prod (Skip add1) Replace) (1, 2)
2 > Just (2, 2)
また，Prodには Template-Haskell [10]のクォート式を利用した構文糖衣が用意されており，
その定義は以下の通りである．
1 $(update [p| ソースのパターン |] [p| ビューのパターン |] [d| 変換ルール |])
この構文糖衣を用いて，先の例を再度記述すると，以下のようになる．
9
1 $(update [p| (x,y) |] [p| (x,y) |]
2 [d| x=(Skip add1); y=Replace) |])
これは，(x,y) という形式のソースとビューに対して，x には (Skip add1) を行い，y には
Replaceを行うという命令となっている．
ここで，((1, 2), ((3, 4), 5)) というソースと，((10, 2), ((30, 4), 50) という
ビューがあるとする．ソースの 1，3，5は，ビューの 10，30，50で置き換え，2，4は変更しな
いような双方向変換を構文糖衣を用いずに記述すると次のようになる．
1 (Prod (Prod Replace (Skip (const 2)))
2 (Prod (Prod Replace (Skip (const 4))) Replace ))
また，同様の関数を構文糖衣を用いて記述すると，以下のようになる．
1 $(update [p| ((v, w), ((x, y), z)) |] [p| ((v, w), ((x, y), z)) |]
2 [d| v=Replace; w=(Skip (const 2)); x=Replace;





rearrS 及び rearrV は，ソースとビューの形式が異なる場合に用いられる．例えば，((1,
2), 3)というソースと (10, 20)というビューがあり，2に対して 10を，3に対して 20を put
して，ソースを ((1, 10) 20)にしたいとする．この場合，ソースの形式を (2, 3)に変形する
か，ビューを (((), 10), 20)のように変形するなどして，それぞれの形式をそろえる必要が
ある．
まず，ソースの形式を変形する場合を考える．ソースの形式を変形する場合には rearrSを用
いる．rearrS は，$(rearrS [| s1 ! s2 型のラムダ抽象 |]) の形式で記述され，[|と|] の
間に記述されたラムダ抽象にしたがってソースを変形する．また，その型は BiGUL s2 v !
BiGUL s1 v である．これを用いた例を以下に示す．
1 put ($(rearrS [| \((x0 , x1), x2) -> (x1 , x2) |]) Replace)
2 ((1, 2), 3) (10, 20)
3 > Just ((1, 10), 20)
これは，((s0, s1), s2)という形式のソースを受け取り，一つ目の要素 s0を除外し，ソース
を (s1, s2)という組になるように，rearrSによってソースを変形している．
次に，ビューの形式を変形する場合を考える．ビューの形式を変形する場合には，rearrVを
用いる．rearrV は，$(rearrV [| v1 ! v2 型のラムダ抽象 |]) の形式で記述され，rearrS
10
同様に，記述されたラムダ抽象に従ってビューの形式を変形する．この型は BiGUL s v2 !
BiGUL s v1 であり，これを用いて先と同様の変換を行う例を以下に示す．
1 put ($(rearrV [| \(y1 , y2) -> ((1, y1), y2) |])$
2 ((Skip (const 1)) `Prod ` Replace) `Prod ` Replace)
3 ((1, 2), 3) (10, 20)
4 > Just ((1, 10), 20)
これは，(v1, v2)という形式のビューを受け取り，先頭に 1という要素を追加し，ソースと形










2 $(normal [| 進入時条件1 |] [| 終了時条件1 |])
3 ==> 双方向変換1,




進入時条件とは，その分岐に入る際の条件であり，型は s ! v ! Bool となっている．ここに
は，ソースとビューに関する条件を記述する．終了時条件とは，その分岐における処理が終了し













1 allReplace :: BiGUL [Int] [Int]
2 allReplace =
3 Case [
4 $(normal [| \s v -> null s && null v |] [| \s -> null s |])
5 ==> $(update [p| [] |] [p| [] |] [d| |]),
6 $(adaptive [| \s v -> length s > 0 && null v |])
7 ==> \_ _ -> [],
8 $(normal [| \s v -> length s > 0 && length v > 0 |]
9 [| \s -> length s > 0 |])
10 ==> $(update [p| x:xs |] [p| x:xs |]
11 [d| x=Replace; xs=allReplace |]),
12 $(adaptive [| \s v -> null s && length v > 0 |])














1 put allReplace [1,2,3] [4,5,6,7]
2 > Just [4,5,6,7]
3
4 put allReplace [1,2,3] []
5 > Just []
6
7 put allReplace [] [4,5,6,7]
8 > Just [4,5,6,7]
3.2.6 emb
基本的に BiGULでは，putを記述することで getを自動的に得ることができる．しかし emb
は，getと putを両方とも自分で記述したい場合に利用する．ただし，GETPUT及び PUTGET
12
を満たさないような getと putを記述した場合は，必ず Nothingを返す．以下に例を示す．
1 dif :: BiGUL (Int , Int) Int
2 dif = emb g p
3 where g (s1 ,s2) =
4 if s1 < s2
5 then s2 - s1
6 else s1 - s2
7 p (s1,s2) v =
8 (v + s2, s2)
difに対し，getをすると，ソースの二つの整数値の差を求め，putをすると，差がビューの値
となるようにソースに情報を埋め込む関数である．この関数の実行結果は以下の通りとなる．
1 get dif (30, 40)
2 > Just 10
3
4 put dif (30, 40) 50
5 > Just (90 ,40)
6
7 get dif (90, 40)



















3 data Arith = Add Arith Arith
4 | Sub Arith Arith
5 | Mul Arith Arith
6 | Div Arith Arith
7 | Mod Arith Arith
8 | Pow Arith Arith
9 | Num Int
10 deriving (Show , Eq , Read)
初めの Abstract は，以降に構文木の定義を記述することを示すキーワードである．Add は加
算，Subは減算，Mulは乗算，Divは除算，Modは剰余，Powはべき乗，Numは数値を表す．Num
以外は二項演算であるため，各コンストラクタが二つの式 Arithを持っている．Numは整数値






3 Arith1 -> Arith1 '+' Arith2




8 Arith2 -> Arith2 '*' Arith3
9 | Arith2 '/' Arith3








18 Arith4 -> Int












3 Arith +> Arith1
4 Add x y +> (x +> Arith1) '+' (y +> Arith2 );
5 Sub x y +> (x +> Arith1) '-' (y +> Arith2 );
6 t +> (t +> Arith2 );
7
8 Arith +> Arith2
9 Mul x y +> (x +> Arith2) '*' (y +> Arith3 );
10 Div x y +> (x +> Arith2) '/' (y +> Arith3 );
11 Mod x y +> (x +> Arith2) '%' (y +> Arith3 );
12 t +> (t +> Arith3 );
13
14 Arith +> Arith3
15 Pow x y +> (x +> Arith3) '^' (y +> Arith4 );
16 t +> (t +> Arith4 );
17
18 Arith +> Arith4
19 Num i +> (i +> Int);

















示す．1 + 2 ^ 3 * 4という式に対し，次の構文木の情報を埋め込むことを考える．
1 Add (Num 2)
2 (Div (Num 3)
3 (Num 4))
まず，構文木と算術式の形式から，3.3.3節で定義した Actionsの 3行目，Arith +> Arith1
のグループが選択される．そして，構文木と算術式を同時にパターンマッチを行うと，4 行目
のルールがマッチする．4 行目では，Add の一つ目の式で'+' の左辺を，Add の二つ目の式で
'+'の右辺を更新するという定義があるため，(Num 2)で 1を，(Div (Num 3) (Num 4))で
2 ^ 3 * 4 をそれぞれ更新していく．前者は，6 行目，12 行目，16 行目を経て，Arith +>
Arith4グループへ移動し，19行目にマッチするため，1を (Num 2)の 2で更新する．後者は，
まず Arith +> Arith2グループでパターンマッチを行う．ここでは全てのパターンに失敗する
ため，構文木 (Div (Num 3) (Num 4))のみを参照し，改めてパターンマッチを行う．すると，
10行目にマッチするため，2 ^ 3 * 4という情報を破棄し，新しく算術式を生成する．10行目
では，4行目同様に，Divの二つの引数について再帰的にルールを適用する．すると，それぞれ








要件 1 プログラムの仕様を OCaml側で決定する．
要件 2 Coq上でのプログラムの変更を，OCamlプログラムへ反映させる．



























提案システムの全体像を図 4.1 に示す．本システムは，前提として Coq のプログラムと
OCamlのプログラムがあり，OCamlがソースプログラムの場合は Coqがターゲットプログラ
































ユーザは初めに OCamlプログラム pを記述し，(1) 本システムを用いて Coqプログラム qへ
変換して証明を行う．その際，(2) 証明を行いやすくするために，Coqプログラム q に変更を加
図 4.2 本システムの典型的な利用シナリオ
19
えて Coqプログラム q'となったとする．ユーザは Coqプログラム q'を証明した後，(3) Coq
プログラム q へ加えた変更を本システムを用いて OCamlプログラム pへ反映し，OCamlプロ
グラム p'を得る．その後 (4) 仕様変更により，OCamlプログラム p'に変更を加えて OCamlプ








1 type 'a binary_tree =
2 | Leaf of 'a
3 | Tree of 'a binary_tree * 'a binary_tree
4
5 let rec size (bt : int binary_tree) : int =
6 match bt with
7 | Leaf i -> i + 1




1 Inductive binary_tree ( A : Type ) : Type :=
2 | Leaf : A -> binary_tree A
3 | Tree : binary_tree A * binary_tree A -> binary_tree A.
4
5 Fixpoint size ( bt : binary_tree nat ) : nat :=
6 match bt with
7 | Leaf i => i + 1




1 Require Import Omega.
2 Set Implicit Arguments.
3
4 Inductive binary_tree ( A : Type ) : Type :=
5 | Leaf : A -> binary_tree A
6 | Tree : binary_tree A * binary_tree A -> binary_tree A.
20
78 Fixpoint size (bt : binary_tree nat ) : nat :=
9 match bt with
10 | Leaf i => i + 1
11 | Tree (bt1 , bt2) => size bt1 + size bt2
12 end.
13
14 Functional Scheme size_ind := Induction for size Sort Prop.
15
16 Theorem size_gt_zero : forall bt, 0 < size bt.
17 Proof.




1 type 'a binary_tree =
2 | Leaf of 'a
3 | Tree of 'a binary_tree * 'a binary_tree
4
5 let rec size (bt : int binary_tree) : int =
6 match bt with
7 | Leaf i -> i + 1




1 type 'a binary_tree =
2 | Leaf of 'a
3 | Tree of 'a binary_tree * 'a binary_tree
4
5 let rec size (bt : int binary_tree) : int =
6 match bt with
7 | Leaf i -> 1





1 Require Import Omega.
2 Set Implicit Arguments.
3
4 Inductive binary_tree ( A : Type ) : Type :=
5 | Leaf : A -> binary_tree A
21
6 | Tree : binary_tree A * binary_tree A -> binary_tree A.
7
8 Fixpoint size (bt : binary_tree nat ) : nat :=
9 match bt with
10 | Leaf i => 1
11 | Tree (bt1 , bt2) => size bt1 + size bt2
12 end.
13
14 Functional Scheme size_ind := Induction for size Sort Prop.
15
16 Theorem size_gt_zero : forall bt, 0 < size bt.
17 Proof.









本システムが対応している OCamlの構文と型を図 4.3に，Coqの構文と型を図 4.4示す．
OCaml 及び Coq の二項演算では，論理和，論理積，算術演算及び比較演算を扱うことがで
きる．
OCaml の再帰関数定義及び局所再帰関数定義では，let rec f ... and g ... のように
定義を and で繋ぐことで，相互再帰関数を定義することができる．Coq では and の代わりに
withを用いることで定義できる．











declaration ::= let id arg = e 変数定義
| let rec id arg = e 再帰関数定義
| type arg id = (id of t)+ 型定義




| e op e 二項演算
| ( e1 ::: en ) 組
| if e then e else e 条件分岐
| match e with (e -> e)+ 条件分岐
| let id arg = e in e 局所変数定義
| let rec id arg = e in e 局所再帰関数定義
| let ( x1 ::: xn ) = e in e 組の読み出し
| fun arg -> e ラムダ抽象
| function (e -> e)+ ラムダ抽象及び条件分岐
| e e1 ::: en 関数適用
| begin e end 式の結合




| t  t 組型
| t ! t 関数型
| user type ユーザ定義型




declaration ::= Definition id arg := e 変数定義
| Fixpoint id arg := e 再帰関数定義
| Function id arg := e 再帰関数定義
| Inductive id arg := (id : t)+ 型定義
expression e ::= tt ユニット
| c 定数
| x 変数参照
| e op e 二項演算
| ( e1 ::: en ) 組
| if e then e else e 条件分岐
| match e with (e => e)+ end 条件分岐
| let id arg := e in e 局所変数定義
| fix id arg := e 局所再帰関数定義
| let `( x1 ::: xn ) := e in e 組の読み出し
| fun arg => e ラムダ抽象
| e e1 ::: en 関数適用







| t  t 組型
| t ! t　 関数型
| user type ユーザ定義型










declaration ::= let id arg = e 変数定義
| let rec id arg = e 再帰関数定義
| type arg id = (id of t)+ 型定義
expression e ::= () ユニット
| c 定数
| x 変数参照
| e op e 二項演算
| ( e1 ::: en ) 組
| if e then e else e 条件分岐
| match e with (e -> e)+ 条件分岐
| let id arg = e in e 局所変数定義
| let rec id arg = e in e 局所再帰関数定義
| let ( x1 ::: xn ) = e in e 組の読み出し
| fun arg -> e ラムダ抽象
| e e1 ::: en 関数適用




| t  t 組型
| t ! t 関数型











解析の段階で Nil及び Consというコンストラクタに変換することにした．したがって，h :: t








する場合には，nat型と Z型はともに int型へと変換する．OCamlから Coqへ変換する場合
には，Coq側で Z型を用いている箇所は int型を Z型に変換し，それ以外の箇所では nat型に
変換する．







fun x -> match x with と同義である．ここで，function 文を用いた次のような関数を考
える．
1 let rec fact = function
26
2 | 0 -> 1
3 | n -> n * fact (n - 1)
fact は階乗を求める関数である．この関数は 1 引数関数だが，関数の宣言では仮引数を記
述しておらず，function 文によるラムダ抽象によって引数を取っている．しかし Coq で
は，仮引数を宣言しない再帰関数を記述することができない．したがって，function を
fun x => match x with という形に単純に置き換えた次のような関数では，仮引数がないた
め Coq上で定義することができないという問題が発生する．
1 Fixpoint fact := fun Fun_Var => match Fun_Var with
2 | 0 => 1




く match Fun_Var withによるパターンマッチとすることでこの問題を回避している．これに
より，変換後の Coqのプログラムは以下のようになる．
1 Fixpoint fact Fun_Var := match Fun_Var with
2 | 0 => 1






fun Fun_Var => match Fun_Var withとなるように変換している．さらに，中間構文木から
OCaml の構文木へ変換する際，再帰関数定義の引数が Fun_Var であった場合には，引数から
Fun_Varを削除し，関数本体を function文に変更するようにした．
5.4 型注釈のある引数の変換
Coqでは，関数の引数に型注釈をつける際，同じ型の引数はまとめて (x y z:type)と記述す
ることができる．しかしOCamlでは，同じ型であっても変数ごとに型注釈をつける必要がある．
Coqの構文木から情報を抜き出し，中間構文木へ変える際には，型の情報を複製して引数ごと
にその型情報を与え，最終的に OCamlで (x:type) (y:type) (z:type)となるようにした．
また，中間構文木から Coq の構文木に型の情報を埋め込む際には，それぞれの変
数の型に依存し結果が変わる. Coq の引数 (x y z:type) に対し，中間構文木の情報




し，残りの引数について (1) に戻り処理を繰り返す．まとめて型注釈をしているなら (2) 中間
構文木において，xの型と，その次の y の型が同じ型であるか確認する．等しくない場合には，
Coqの定義を (x:type) (y z:type)に変形し，xの型を更新し，残りの引数について (1)に戻
り処理を繰り返す．xと y の型が等しい場合には，y 以降の変数について，(2)に戻って処理を
繰り返す．
例えば，Coq で (x y z:nat) という定義があった時，OCaml で仕様変更があり，
(x:int) (y:int) (z:string) という中間構文木が得られたとする．この構文木の引数
の情報を，元の Coq の型の情報へ埋め込むと，(x y:nat) (z:string) となる．また，









1 Definition add n_m :=
2 let '(n, m) := n_m in
3 n + m
はじめに，OCaml から Coq へ変換する場合について述べる．まず，アンカリー化された引
数 (x; y; z)をそれぞれ `_'でつなぎ，x_y_z という一つの引数で置き換える．次に，元々の引数











1 let f (a,b) = a + b
この関数を本システムにより，Coqプログラムへ変換すると以下のようになる．
1 Definition f a_b :=
2 let '(a,b) := a_b in
3 a + b
この関数に対し，次のような変更をしたとする．
1 Definition f x_y c d_e :=
2 let '(x,y) := x_y in
3 let '(d, e) := d_e in
4 x + y + c + d + e
本システムを用いて，この変更を元の OCamlプログラムへ埋め込むと次のようになる．
1 let f (x,y) c d_e =
2 let (d,e) = d_e in




OCamlの局所再帰関数定義の構文 let rec id arg = e in eと異なり，Coqにおける局所
再帰関数定義の構文は fix id arg := eとなっている．fix式には後続の式が存在しないなど
の違いがあるが，本システムでは，これらが等価なプログラムとなるように変換を行っている．
まず，Coqの fix式には，(fix id arg := e ) eとすることで，定義に対して直接関数適用
を行えるという特徴がある．そのため，OCamlの let rec文において，Coq同様に定義に対し





た，let id := fix id arg := e in eといった記述をする必要がある．
本システムでは，これらの構文の差を吸収し，双方向の変換を実現している．まず，Coqのプ
ログラムから OCamlのプログラムへ変換する場合について述べる．fix式が単体で記述されて








ログラムにおける let式は，全て Coqでも let式となるように変換している．OCamlのプロ








1 let last_element l default =
2 let rec last l =
3 match l with
4 | [] -> default
5 | x :: [] -> x
6 | _ :: l' -> last l'
7 in last l
last_elementは，リストの最後の要素を取り出す関数である．この関数を本システムによって
Coqプログラムへ変換すると次のプログラムが得られる．
1 Definition last_element l default :=
2 let last :=
3 fix last l :=
4 match l with
5 | Nil => default
6 | Cons x Nil => x
7 | Cons _ l' => last l'
8 end




1 Definition last_element l default :=
2 (fix last l :=
3 match l with
4 | Nil => default
5 | Cons x Nil => x





1 let last_element l default =
2 (let rec last l =
3 match l with
4 | [] -> default
5 | x :: [] -> x
6 | _ :: l' -> last l'







1 Inductive binary_tree1 (A B : Type) : Type :=
2 | Leaf : A * B -> binary_tree1 A B
3 | Tree : binary_tree1 A B * binary_tree1 A B -> binary_tree1 A B.
4
5 Inductive binary_tree2 (A B : Type) : Type :=
6 | Leaf : A -> B -> binary_tree2 A B
7 | Tree : binary_tree2 A B -> binary_tree2 A B -> binary_tree2 A B.
binary_tree1 も binary_tree2 もどちらも二分木構造を表す型の定義である．Coq では，
コンストラクタが受け取る型と返す型を記述している．binary_tree1 の定義を見ると，
Leaf の引数は A * B -> binary_tree1 A B となっており，これは，A * B を受け取り，
binary_tree1 A B という型を構成するということである．binary_tree2 の定義では，




1 type ('a,'b) binary_tree =
2 | Leaf of 'a * 'b







取る場合，定義が Constr : A -> B -> C であれば，C は引数ではないのでこれを除外し，









の型を変換する関数へ与えている．前述の binary_tree であれば，binary_tree という名前
と，'a及び'bという型変数がこれにあたる．引数を取らないコンストラクタであれば，この型
の名前と型変数を Coqへ変換した binary_tree A Bを型情報として与える．引数を取るコン






1 Fixpoint allsum1 (bt:binary_tree1 nat nat) : nat :=
2 match bt with
3 | Leaf (a, b) => a + b
4 | Tree (bt1 , bt2) => allsum1 bt1 + allsum1 bt2
5 end.
6
7 Fixpoint allsum2 (bt:binary_tree2 nat nat) : nat :=
8 match bt with
9 | Leaf a b => a + b





































1 let rec iter f = function
2 [] -> ()


































本システムの変換速度について評価する．実験環境は，CPUが Intel(R) Core(TM) i7-3770
CPU @ 3.40GHz，メモリ 4GBの Ubuntu 15.04上で行った．
まず測定 1として，OCamlから Coqへの変換速度を，関連研究である Coq of OCaml [5]及
び CFML [12]と比較した．変換対象は，OCamlの Listモジュールの中で，本システムで変換
することのできた 30個の関数とした．これらを 100回変換するのに要する時間を 50回測定し，
平均した結果を表 6.2に示す．
また測定 2として，Coqから OCamlへの変換速度を Coqの Extractionと比較した．変換対




ムは，OCamlから Coqへの変換では，Coq of OCamlの約 12.5倍，CFMLの約 67.8倍，Coq
表 6.2 測定 1の結果
システム名 実行時間 [秒]
本システム 73.948
Coq of OCaml 5.931
CFML 1.090





表 6.4 測定 1'の結果
変換種別 変換内容 実行時間 [秒]
get
OCamlプログラム → OCamlの構文木 19.014
OCamlの構文 → 中間構文木 6.057
put
中間構文木 → Coqの構文木 9.999
Coqの構文木 → Coqプログラム 37.114
表 6.5 測定 2'の結果
変換種別 変換内容 実行時間 [秒]
get
Coqプログラム → Coqの構文木 19.754
Coqの構文 → 中間構文木 4.211
put
中間構文木 → OCamlの構文木 6.448
OCamlの構文木 → OCamlプログラム 12.758






























7.1 Coq of OCaml
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