For many applications in signal processing and numerical analysis, it is important to use periodic scaling functions and wavelets. The aim of this paper is a constructive approach to periodic spline wavelets and to related decomposition and reconstruction algorithms. We apply the periodization of the semiorthogonal Chui{Wang wavelets and the well{known Euler{Frobenius functions. Using a new approach to the decomposition relations via two{scale symbol (2; 2){matrices, we obtain new e cient decomposition and reconstruction algorithms which are mainly based on the fast Fourier transform technique. The presented algorithms can be used for the decomposition and reconstruction of L 2 (R){ functions, too. Finally our decomposition algorithm is used to analyze the local regularity of periodic functions.
Introduction
In order to investigate periodic processes in physics, signal processing and engineering by wavelets, a corresponding theory of periodic wavelets is necessary. Periodic wavelets are constructed for decomposing periodic, square integrable functions into di erent frequency bands and for yielding local information within each frequency band. Periodization is a standard technique in the Fourier analysis. Y. Meyer 11] was the rst to use periodization of cardinal wavelets (see also I. Daubechies 6] , pp. 304 { 307). In the following, we consider periodic semiorthogonal spline wavelets. Our construction is based on periodization of semiorthogonal Chui{Wang wavelets (see 3, 5] ). The compactly supported Chui{Wang wavelets can be explicitly represented. A di erent approach to periodic orthogonal spline wavelets based on periodization of orthonormal Battle{Lemari e wavelets (see 2, 10]) was formerly described by V. Perrier and C. Basdevant 13] . It should be remarked that with exception of the Haar wavelet there is no explicit formula for any the other Battle{Lemari e wavelets, although an expression of their Fourier transforms is given in 2, 10] . Further, the Battle{Lemari e wavelets do not have compact supports, they all have exponential decay. A uni ed approach to cardinal and periodic spline wavelets by means of spline wavelets on cyclic groups has recently been given by G. Steidl 16] . Note that periodic processes can be also analyzed by trigonometric wavelets studied by C.K. Chui { H.N. Mhaskar 4] and J. Prestin { E. Quak 14] . Our aim is a short, complete introduction to periodic semiorthogonal spline wavelets and to the corresponding decomposition and reconstruction algorithms based on the discrete Fourier transform. In the preliminaries, some basic properties of periodic splines and Euler{Frobenius functions are summarized, which will play an important role in our further considerations. Let M 2 N be xed. Then the M-periodic sample space V j (j 2 N 0 ) is spanned by translates of the M-periodization ' j of N m (2 j ), where N m denotes the cardinal B-spline of order m 1. In Section 2 we prove that the scaling function ' 0 generates an M-periodic multiresolution analysis. Especially, V j satis es an interesting basis property, which is the periodic version of the well-known Riesz property in the cardinal case.
In Section 3 we introduce the M{periodic wavelet spaces W j (j 2 N 0 ). Again the periodic mother wavelet 0 is simply obtained by M-periodization of the cardinal spline wavelet . Note that in the periodic case similar two{scale relations are true as in the cardinal case. The periodic wavelet space W j also possesses a basis property, which can be considered as the periodic version of the Riesz property in the cardinal wavelet space. Optimal Riesz bounds are given in Theorem 3.5. In order to derive the decomposition relations in Section 4, it is very useful to apply the Fourier transformed two{scale relations and the two{scale symbol matrix S j;k (j 2 N 0 ; k = 0; : : : ; 2 j M ?1). In the following we prefer the Fourier transformed decomposition relations, which are easier to handle than the original decomposition relations. Section 5 is devoted to new e cient decomposition and reconstruction algorithms. Our main tools are the discrete Fourier transform and the two{scale symbol matrices S j;k . By these decomposition and reconstruction algorithms we compute Fourier transformed coe cients of the j-th level (j 2 N 0 ) with O(2 j M) arithmetical operations. Hence our decomposition algorithm is more e cient than the often used algorithm in 3], p. 158. The presented algorithms can be applied to the decomposition and reconstruction of L 2 (R){ functions, too. Further, using the output of decomposition and reconstruction algorithms, respectively, a fast algorithm for the computation of function values is given. In Section 6 we e ciently construct the Fourier transformed coe cients of the M-periodic spline interpolant f j 2 V j of a given continuous function f 2 L 2 M such that our decomposition and reconstruction algorithms can be applied. Finally, in Section 7 the new decomposition algorithm is used to analyze the local regularity of a given M{periodic function.
Preliminaries
The It is well{known that Euler{Frobenius functions play a very important role in the cardinal and periodic spline interpolation (see 15, 9] ). As we can see later, these functions are essential tools in the following approach to periodic spline wavelets. Using the Parseval identity, (1.7) and (1.15), the proof follows by straightforward calculations and is omitted here. By (1.9) the spline space V j is also spanned by the scaled functions 2 j=2 ' j;k (k = 0; : : : ; M j ? 1) ; (2.2) which possess the following important basis property (see 15, 9 i.e., m tends like 2(2= ) 2m to zero for increasing m.
The nested sequence (V j ) 1 j=0 of spline spaces possesses the following properties (see 13]):
The spline spaces V j (j 2 N 0 ) given by (1.9) form an M-periodic multiresolution analysis of L 2 M , i.e., we have The simple proof of these properties is omitted here.
Periodic wavelet spaces
We explain the M-periodic mother spline wavelet 0 with a n 2 R, a n = a ?n . Example 3. 2. Performing the Fourier transform of (3.4), we obtain for u 2 R (u) = Q(e ?iu=2 )N m ( u 2 ) : Hence it follows from (1.14) and (3.9) that Thus we obtain (3.18), i.e. V j ? W j .
3. Now we prove that V j+1 = V j W j . Obviously, by V j V j+1 and by (3.14) we have V j W j V j+1 . From dim V j+1 = 2M j = dim V j + dim W j (see Theorems 2.2 and 3.6) it follows the assertion. (â j+1;n ;â j+1;n+M j ) = 2 (â j;n ;b j;n ) S j+1;n : (4.9)
Proof: The relation (4.8) holds if and only if for all n 2 Ẑ a j+1;n c n (' j+1 ) =â j;n c n (' j ) +b j;n c n ( j ): This equation can be written by (1.8) and (3.5) aŝ a j+1;n c n (' j+1 ) = 2â j;n P(w n M j+1 ) c n (' j+1 ) + 2b j;n Q(w n M j+1 ) c n (' j+1 ) (n 2 Z): Since c n (' j+1 ) 6 = 0 for all n 2 f0; : : : ; M j+1 ? 1g (see (1.2) and (1.6)), it follows for n = 0; : : : ; M j ? 1 thatâ j+1;n = 2â j;n P(w n M j+1 ) + 2b j;n Q(w n M j+1 ); (4.10) a j+1;n+M j = 2â j;n P(?w n M j+1 ) + 2b j;n Q(?w n M j+1 ): (4.11) The equations (4.10) and (4.11) are equivalent to (4.9). ops only. Therefore it is much more e cient than the often used direct decomposition algorithm with an arithmetical complexity of O(M 2 j ) (see 3], p. 158). Furthermore, the algorithm is numerically stable (see Remark 4.2) . Note that we use the Fourier transformed dataâ j+1;n (n = 0; : : : ; M j+1 ? 1) (instead of the coe cients a j+1;l (l = 0; : : : ; M j+1 ? 1) of f j+1 2 V j+1 ) as input and also the Fourier transformed dataâ j;n ,b j;n (n = 0; : : :; M j ? 1) (instead of the coe cients a j;l , b j;l (l = 0; : : :; M j ? 1) of f j 2 V j and g j 2 W j , respectively) as output.
In order to reconstruct a function f j+1 2 V j+1 (j 2 N 0 ) given in the decomposed form f j+1 = f j + g j with f j 2 V j and g j 2 W j , a similar algorithm can be descibed. Assuming that the Fourier transformed dataâ j;n ;b j;n (n = 0; : : : ; M j ?1) are given, we can computê a j+1;n (n = 0; : : : ; M j+1 ? 1) by (4.9). Then we use the decomposition algorithm 5.1 stepwise from j = 9 down to j = 0 in order to compute the Fourier{transformed coe cientsâ j;k ,b j;k (k = 0; : : : ; M j ? 1) of f j 2 V j and g j 2 W j , respectively. By algorithm 5.4 we obtain approximate function values of f j and similarly approximate values of g j , too. Figure 1 shows the spline part f 9 2 V 9 and the wavelet part g 9 2 W 9 after one decomposition step for f 10 2 V 10 . Figure 2 shows the wavelet components g 8 ; g 7 ; g 6 ; g 5 in the subsequent decomposition steps. This simple example illustrates the use of the periodic spline wavelet theory to detect Figure 1 discontinuities in higher order derivatives of a given periodic function. As known, f 2 C 1 4 , the second derivative of f exists in 0; 4) n f1=2; 3=2; 5=2; 7=2g and has jump discontinuities in 0; 4) at the points 1=2; 3=2; 5=2; 7=2. These points can be clearly detected in g 9 2 W 9 , created by one decomposition step and shown in Figure 1 . The detection e ect is more and more blurred in subsequent decomposition steps, as illustrated by the wavelet components at the levels 8; 7; 6; 5 (see Figure 2) . The authors wish to thank D. Potts for numerical experiments. Figure 2 
