Abstract-This paper presents a technique for an efficient and accurate characterization of dual-polarized reflectarray unit cells by means of Support Vector Machines (SVMs) to accelerate the analysis and optimization of this type of antenna. The goal is to accurately obtain the matrix of complex reflection coefficients using geometrical data of the unit cell. To this end, SVMs are employed to obtain surrogate models of those coefficients in an efficient fashion by employing a novel grid search which accelerates by three orders of magnitude the training process with regard to an exhaustive grid search. In addition, the precision of the surrogate model is tested against full-wave simulations assuming local periodicity obtaining a high degree of agreement.
I. INTRODUCTION
A fast and accurate characterization of reflectarray unit cells is necessary to tackle the optimization of very large antennas at an affordable cost, in particular the crosspolar optimization in which the full matrix of complex reflection coefficients is needed to correctly predict the crosspolar far field [1] . To that end, the use of surrogate models by means of Artificial Neural Networks (ANNs) has already been reported [2] , [3] obtaining limited results in the cross-coefficients.
In this work, we propose the use of Support Vector Machines (SVMs) to model the reflectarray unit cell. SVMs overcome the ANNs limitation of overfitting and require less training patterns. A strategy to accelerate the SVM training process is presented and comparisons with full wave simulations based on local periodicity of the full matrix of reflection coefficients are presented to assess the error of the surrogate model.
II. REFLECTARRAY ANALYSIS
Reflectarrays are classified as planar apertures and thus its far field may be computed from the tangential reflected field on its aperture. This field may be expressed as a function of the incident electric field radiated by the feed as
where the superscript indicates the antenna polarization, (x m , y n ) are the coordinates of the (m, n)th element and 
III. CHARACTERIZATION OF UNIT CELLS WITH SVM
The goal of using SVMs is to accelerate the analysis of the reflectarray unit cell while obtaining a high degree of accuracy in the R mn matrix. The chosen unit cell is shown in Figure 1 and is comprised of two sets of parallel and coplanar dipoles in two layers of metallization, each one controlling one polarization. In this case, R mn is computed using the spectral domain Method of Moments based on Local Periodicity (MoM-LP) presented in [5] . This unit cell provides plenty of degrees of freedom. Thus, in order to simplify the SVM modeling and increase accuracy, it is proposed to reduce the number of variables. First, the substrate is fixed, choosing the commercially available CuClad 233 with thickness 0.787 mm, r = 2.33 and tan δ = 0.0013. The periodicity is also fixed at 5.84 mm×5.84 mm, which is approximately half a wavelength at the working frequency, 25.5 GHz.
The main factor producing a phase-shift in this unit cell is the dipole lengths. Hence, the separation between dipoles is fixed to 4 mm and the dipole widths are also fixed to 0.5 mm. In addition, to reduce complexity, one SVM will be trained per angle of incidence (θ, ϕ) of the impinging plane wave. Finally, the potential degrees of freedom are reduced to only eight dipole lengths. However, to further reduce the model complexity and increase its accuracy, two new variables are defined, T x and T y , which will control the dipole lengths of each polarization in such a way that T x controls the lengths of the dipoles oriented inx and T y the lengths of the dipoles oriented inŷ. The training of each SVM requires an exhaustive grid search in the hyperparameter space which can be very time consuming. For a Gaussian Kernel with parameters (C, γ) [6] , it took almost 14 h to train one single SVM with 1750 training patterns, which provided a high degree of accuracy in the obtained model. Taking into account that hundreds of SVM are needed, it is not practical to perform an exhaustive grid search with so many training patterns. Instead, the following strategy is followed to maintain the accuracy while substantially reducing the training time:
1) Perform an exhaustive grid search using a fraction of the training patterns (∼20%), identifying the best SVM model. 2) Perform a localized grid search using all training patterns (1750) around the best SVM model obtained in the previous step. 3) If the obtained error is low enough, stop the search.
Otherwise, use the Nelder-Mead method to obtain the best model.
With this strategy, the SVM training time was reduced from almost 14 h to only 65 s, a reduction of three orders of magnitude, while keeping a similar error.
IV. RESULTS A number of SVMs were trained for different angles of incidence, and Figure 2 shows the two coefficients (direct and cross-coefficient) with the highest error. The SVM simulations are compared with the full-wave simulation based on local periodicity from which the training samples were obtained. As it can be seen, the agreement is very high, despite being the coefficients with the highest error. For the case of ρ xy the mean absolute error of its phase is 1.17°, while it is 0.39°f or ρ xx . In the case of the magnitude, the difference between SVM and MoM-LP is below −50 dB for the cross-coefficient ρ xy and below −70 dB for the direct coefficient ρ xx .
The precision obtained in the modeling of unit cells using SVMs allow to compute the radiation patterns of dualpolarized reflectarrays with an error smaller than 0.6% for the copolar pattern and 1.4% for the crosspolar pattern in both polarizations with regard to MoM-LP simulations while achieving a speed up factor larger than 2500, which make the technique very suitable for reflectarray optimization.
V. CONCLUSION
A technique for a fast and accurate characterization of reflectarray unit cells using SVMs has been presented. It relies on a series of simplifications to reduce the number of degrees of freedom and a novel grid search to substantially accelerate the training process by a factor of three orders of magnitude while providing a high degree of agreement with MoM-LP simulations, as demonstrated in the simulations of the two reflection coefficients with the highest error.
