A conceptual glossary is a textual reference work that combines the features of a thesaurus and an index verborum. In it, the word occurrences within a given text are classified, disambiguated, and indexed according to their membership of a set of conceptual (i.e. semantic) fields. Since 1994, we have been working towards building a set of conceptual glossaries for the Latin Vulgate Bible. So far, we have published a conceptual glossary to the Gospel according to John and are presently completing the analysis of the Gospel according to Mark and the minor epistles. This paper describes the background to our project and outlines the steps by which the glossaries are developed within a relational database framework. 
Introduction
A conceptual glossary, simply defined, is a reference work in which the words within a given text are classified according to their membership of a set of conceptual (i.e. semantic) fields. It also contains exhaustive references to the locations of words in the text, rather than giving just one or two illustrative citations for each meaning, thus it might crudely be thought of as a hybrid of an index verborum and a thesaurus, rather than as a hybrid of a dictionary and a thesaurus. The development of conceptual glossaries was pioneered in humanities computing by Klaus Schmidt, who recognized the importance of being able to retrieve
Developing the Conceptual Glossaries

Text
The text used for constructing the conceptual glossaries is that commonly known as the "Stuttgart text" of the Vulgate (Weber 1969) . As with the majority of ancient texts, the manuscript history of the Vulgate presents the editor in places with a number of possible alternative readings, and the readings selected by different editors do, of course, vary. Consequently, the Stuttgart text differs from both the Clementine Vulgate, which functioned as the official text of the Roman Catholic Church for many years, and the Vatican's Nova Vulgata, which has superseded it. Nevertheless, the Stuttgart text is an appropriate base for this project: first, it is also the text used for Fischer's (1977) key-word-in-context concordance to the Vulgate, and its use in this work thus provides a degree of continuity with this important scholarly tool; second, it is probably the most widely used text of the Vulgate for scholarly work, that is, excluding use in the Roman Catholic liturgy; and third, the existence of such manuscript variants should not detract substantively from the usefulness of the glossaries: the reader will probably want to make use of these works in conjunction with either an edition of the Vulgate text or Fischer's concordance, both of which indicate clearly where such variant readings occur.
Method
Our first Vulgate conceptual glossary (to the Gospel according to John -Wilson 2000) was produced between 1994 and 1996 on the basis of an initial index verborum generated using the Oxford Concordance Program (OCP). However, in more recent work, we have been making use of a full-text relational database, which greatly facilitates the various further processing steps, and it is this work that is described here.
Having separated out the machine-readable text of the relevant book, it is first reformatted so that each word of the running text occurs on a separate line, with its book, chapter and verse reference alongside it. The lines in this file are also given running serial numbers, which enable the text to be reconstructed in its linear order within the database. text, a number of words will remain unclassified and their headword forms and/or conceptual categories must therefore be entered manually; a further set of words will be contained in the exisiting tables but they may be ambiguous and must therefore still be reviewed by a human analyst. In any case, it is possible that a word is known to the system but is appearing for the first time as part of a new lemma or in a new sense. Fig.   2 shows an example of a lemmatization table and Fig. 3 an example of a conceptual and bonus (adj.). Where total frequencies for a form are given, they thus refer to the frequency of that form in that part of speech (e.g. bonum as noun), not to the frequency of that form in any part of speech (e.g. bonum as both noun and adjective).
Conceptual Classification
Following lemmatization, the words in the text are disambiguated and classified according to the conceptual system.
Conceptual System
The conceptual system represents the notional set of concepts which may be signalled by the words in the text. The system used in this project is a revised version of that used by Schmidt for his series of conceptual glossaries to mediaeval German epic. Schmidt's system is, in turn, a revision of the conceptual system devised by Hallig and von Wartburg (1952) .
Conceptual systems tend to differ in their arrangement and granularity rather than in their basic contents. The choice of system for a conceptual glossary is therefore more a pragmatic than a theoretical issue. The present system was adopted since (a) it was flexible enough to handle any amendments necessary for treating the world of the Bible, (b) it was not so excessively fine-grained as to result in an almost one-to-one mapping of words and categories, and (c) although some way from being able to be considered a standard, it had already been quite widely used and might thus form the basis of comparative and collaborative work in the future.
Different languages, periods, and texts may require some changes to existing conceptual systems in order for them to be treated adequately in conceptual glossaries.
The original Hallig-Wartburg conceptual system was applied initially to the analysis of mid-to late-20th century French vocabulary, and Schmidt's modifications of it are aimed at a better treatment of the world of the mediaeval German epic. For the Vulgate Bible a number of further modifications were clearly required. These have mainly consisted in amending those parts of the conceptual system that were culture-specific to the context of mediaeval epic. Some of these changes were relatively small: for example, under Foreign Languages, Schmidt's subcategories of French and Arabic were replaced by, respectively, Greek and Hebrew/Aramaic. Similarly, the categories in Schmidt's system which relate to chivalry were clearly irrelevant and were deleted. On a somewhat larger scale, the range of industries represented in the system was revised to correspond to those represented in the biblical texts. The classes delineated by Corswant (1960) were used as a basis for these categories. The mediaeval divisions of science and technology were also revised to represent the basic divisions of science in the Hebrew and Hellenistic worlds (cf. the works of Dupont-Sommer 1963 and Lloyd 1973 Following Schmidt's approach, the resulting conceptual system exists in two forms: a format numbered in a traditional way using decimal points, which structures the printed glossaries in a hierarchical manner, and a more concise format based on 8-digit Arabic numbers, which is used in the database and for cross-references in the printed glossaries. The latter format is also needed in order to ensure that the database table may be sorted correctly. 8 Fig. 4 shows an extract from the conceptual system: the decimal-point-based structure is on the left and the Arabic numbers on the right 9 .
FIGURE 4 HERE Fig. 4 Extract from conceptual system
Classification
Each word in the text is examined in context by the analyst, disambiguated, and classified under one or more headings of the conceptual system. In general, we treat vocabulary at the level of the individual word, even where a strong collocational bond exists between two words (e.g. between testimonium and perhibeo, or between gratias and ago). However, a small number of words are listed in the form of phrases underneath a headword entry. These cases consist of: (a) certain proper names, where there is a particularly strong bond between the two elements (e.g. Mons Oliveti), and (b) terms which only make sense when presented in phrasal form (e.g. the special sense of amicus in the phrase amicus sponsi ≈ 'best man'). It is recognized that the cooccurrence patterns of words are important items of information, but these should strictly be treated in collocational or valency dictionaries, rather than in conceptual glossaries.
Cross-referencing
Conceptual relationships between words are complex. Not only can the same word signal a variety of different independent concepts (e.g. terra may refer to the planet earth; land [as opposed to sea]; a geographical/political region; or the substance "earth"): the same word can also simultaneously represent more than one concept (e.g.
caecus signifies both sight and illness/deformity). These instances of simultaneous conceptual content are a consequence of the fact that concepts do not appear to form discrete, Aristotelian categories in the mind. As the research of the prototype theorists has shown (e.g. Rosch 1977) , mental categories seem rather to correspond to the theory of "fuzzy sets" (cf. Zadeh 1965 Zadeh , 1982 , where some entities may belong clearly within a single category, but others may belong, to varying degrees, to more than one category.
The issue of fuzzy sets is handled through the cross-referencing into more than one category of the same occurrence of a word. Thus, for example, the same occurrences of caecus are classified under both "Sight" and "Illness/Deformity". This practice has two consequences. First, conceptual categories are represented in their entirety, so that all words which belong within them are actually categorized within them, i.e. no false exclusions have been made in order to achieve a correlation of one category per occurrence. Second, as a result of this, conceptual frequencies for each word do not always add up to the total number of occurrences of that word in the text:
sometimes they will exceed that total. Thus, one cannot just take all the frequency information for a given word produce a straightforward "pie chart" from it, but one can take the individual word-concept frequencies and see what proportion of the total number of occurrences of the word signals that particular concept. It is considered that this exhaustive representation of meaning is more important than mathematical convenience.
Figurative Language
A further problem that is posed in classifying words for conceptual glossaries is that of how far one should treat figurative language such as metaphor and metonymy. For example, when Jesus refers to his disciples' "bringing forth fruit", should this expression be categorized in relation to the source domain (plants), the target domain (result), or both? In our project, the following approach has been adopted:
(a) if a word clearly and conventionally signifies a different meaning to the "core" sense of the word, the instance is treated in the same way as any other word that can have more than one meaning: thus, for example, video is assigned the possible senses of "see" [visually] , "experience", "understand", and "visit".
(b) if a figurative expression appears to be consciously active, and clearly possesses both figurative and non-figurative senses, the figurative sense is again treated in the same way as (a) above, but it is additionally cross-referenced to both conceptual categories involved. 10 Thus pater, referring to God, is assigned both to Judaeo-Christian Religion and to Relations.
(c) if an expression makes sense figuratively only as a part of an entire "mental model" of a passage -as is the case, for example, with the word pastor in the parable of the good shepherd -then it is treated literally.
Frequency Analysis and Glossary Production
At the end of the analysis stage, we have a text completely annotated with lemma headwords and conceptual categories, as shown in Fig. 5 . For the printed glossaries, we then also need to extract the necessary frequencies from this. We extract:
• the frequency of each headword in the text
• the frequency of each inflexional variant in the text
• the frequency of headwords within conceptual categories
• the frequency of inflexional variant within conceptual categories
In the printed glossaries, the results of the conceptual analysis are then arranged in two ways: firstly according to conceptual categories, so that, for example, all words related to the concepts of 'joy' and 'sadness' are presented together (cf. Appendix A), and secondly in alphabetical order, so that individual words can be looked up and their semantic range examined (cf. Appendix B). As previously discussed, words are indexed primarily as lemmatized headwords, with the frequencies of the inflexional forms also shown beneath them. For every content word in the text, its conceptual frequencies are also shown, i.e. the fraction of the total occurrences of headword (or variant) X falling into conceptual category Y. In the left-hand margin of the conceptually arranged glossary, we indicate the other categories into which the word has been classified (the cross-references). 
Progress and Prospects
Project Publications
Our first conceptual glossary was to the Gospel according to John and was published in 2000 by Olms-Weidmann (Wilson 2000) . With the help of a British Academy Small
Research Grant 11 , we have recently completed the analysis of the Gospel according to Mark. We are presently undertaking the final checks and typesetting of this work, which we hope to have with the publishers by the end of 2002 (Wilson and Worth, i.p.) .
We are also in the final stages of analysing the Petrine Epistles (Wilson, i.p.) and have begun work on the Johannine Epistles and Jude.
Prospects for Computational Developments
The conceptual analysis of texts is a slow and labour-intensive process. Any procedure which can accelerate this task and reduce the labour requirement, without an appreciable loss of accuracy in the analysis, is therefore to be welcomed. The results of our work so far already go some way towards this goal by providing ready-made classifications for a number of words within the domain of the Latin Bible. However, further work is still required to facilitate the conceptual treatment of Latin texts.
One labour-saving procedure which has a good chance of success is automatic part-of-speech identification and lemmatization. Although morphological analysis and lemmatization software already exists for Latin (e.g. Bozzi 1990 , Courtois 1996 , it typically, at present, does not work fully automatically: where only one possible part of speech or lemma can be identified, it is able to resolve the case deterministically, but, where more than one part of speech or lemma is possible, this is left for human analysts to resolve from a set of possible options suggested by the program. Experience with the analysis of English and other languages suggests, however, that software may be developed to resolve automatically all parts of speech and lemmata in texts at an accuracy rate in excess of some 97%.
The second labour-saving technique which should be developed for Latin is automated, or semi-automated, word-sense discrimination. If means for the automated disambiguation of a sufficiently large number of common words can be developed, it will be much easier and quicker to process texts from their raw state into conceptual glossaries. A number of methods for sense discrimination are possible. In the ACASD project at Lancaster (Rayson & Wilson 1996) , a high rate of success (ca. 91%) was obtained, based primarily on empirical or intuitive sense-frequency rankings, including the promotion of senses according to the domain of the text (for example, in a religious text, mass would receive its religious sense, although in English overall it is perhaps more likely to mean weight or quantity). Such global methods are, however, bound to fail in a given number of cases, since they are only roughly constrained for context.
Alternative methods, which have greater contextual constraints, are those based on templates of the surrounding context (both syntactic and semantic) and those which attempt to model the surrounding context statistically. Statistical modelling for semantic disambiguation is still an active research area and has not as yet demonstrated high accuracy results on unconstrained text. However, contextual templates already have a proven history of success (cf. Kelly and Stone 1975, Schmidt 1991) and it should be a relatively straightforward task to define such templates for a number of high frequency ambiguous Latin words.
One possible application of conceptual glossaries such as these is in translation studies and multilingual lexicology. For example, one might wish to study the Latin By using methods such as these, a large proportion of the word-level translation equivalents in a pair of texts may rapidly be identified and, once this has been done, the words extracted from the new translation text may be linked directly to the conceptual classifications for the corresponding words in the original text. Of course, the validity of these classifications for the second language will need to be checked as the conceptual glossary is completed, but this is still likely to be a quicker process than attempting to classify words from scratch in a translation text. Preliminary experiments are currently being planned to investigate the feasibility of this approach.
Conclusion
Clearly, there is still a lot of work to be done before the Vulgate Bible, or even just the New Testament, is fully covered by a conceptual analysis, and we gladly invite other scholars to become involved in this effort. We will be very pleased to share our resources and expertise with those interested in undertaking the analysis of further books of the Vulgate. Ultimately, we would like to aim towards putting the conceptual databases online, in a similar way to the Mittelhochdeutsche Begriffsdatenbank. For further detail on the notion of a conceptual glossary and its theoretical background, see the several papers by Schmidt (1978 Schmidt ( , 1986 Schmidt ( , 1988 Schmidt ( , 1991 and New Testament Greek (Louw and Nida 1989) .
5
Those conceptually-oriented works which do exist fall mainly into one of two categories: (1) traditional philological monographs, which use conceptual fields simply as a means of delimiting their scope (e.g. Crampon 1985) , and (2) pedagogically-oriented works, which are not concerned with the analysis of texts (e.g. Caron 1992) . A notable exception is Najock's (forthcoming) conceptual index to Virgil's Eclogues.
6
We are currently working with MS Access 2000 for Windows.
7
The field containing the conceptual categories has been called "Klauscats" for short, reflecting the source of the original 8-digit category format.
8
Trailing zeroes on the 8-digit numbers contained in the database are superfluous for the printed glossaries and are removed at the typesetting stage.
9
The full conceptual system can be examined in Wilson (2000) and also on the internet at:
http://www.ling.lancs.ac.uk/staff/andrew/vulgate/glosscats.htm.
10
I use the terms "conventionally" (in point a) and "consciously active" (in point b) to avoid the mistake of considering conventionalized metaphors to be "dead" metaphors. Lakoff and Turner (1989) , for example, show that conventionalized metaphors may still be active, even though they may be unconscious. However, if every conventionalized yet active metaphor were to be crossreferenced between its source and target domains, then much of the meaning discrimination work, which forms the basis of the conceptual glossaries, would be veiled. Metaphor is strictly the domain of a different kind of reference work.
