Abstract Oceanic frontal instabilities are of importance for the vertical exchange of properties in the ocean. Submesoscale, O(1) Rossby number, dynamics are particularly relevant for inducing the vertical (and lateral) flux of buoyancy and tracers in the mixed layer, but how these couple with the stratified pycnocline is less clear. Observations show surface fronts often persist beneath the mixed layer. Here we use idealized, three-dimensional model simulations to show how surface fronts that extend deeper into the pycnocline invoke enhanced vertical fluxes through the coupling of submesoscale and mesoscale instabilities. We contrast simulations in which the front is restricted to the mixed layer with those in which it extends deeper. For the deeper fronts, we examine the effect of density stratification on the vertical coupling. Our results show deep fronts can dynamically couple the mixed layer and pycnocline on time scales that increase with the peak stratification beneath the mixed layer. Eddies in the interior generate skew fluxes of buoyancy and tracer oriented along isopycnals, thus providing an adiabatic pathway for the interior to interact with the mixed layer at fronts. The vertical enhancement of tracer fluxes through the mesoscale-submesoscale coupling described here is thus relevant to the vertical supply of nutrients for phytoplankton in the ocean. A further implication for wind-forced fronts is that the vertical structure of the stream function characterizing the exchange between the interior and the mixed layer exhibits significant qualitative differences compared to a linear combination of existing parameterizations of submesoscale eddies in the mixed layer and mesoscale eddies in the interior. The discrepancies are most severe within the mixed layer suggesting a potential role for Ekman-layer dynamics absent in existing submesoscale parameterizations.
Introduction
Mixed-layer density fronts are an important source of unbalanced motions in the upper ocean. The departure from balance arises from three-dimensional, ageostrophic instabilities in the mixed layer (MLI) [Boccaletti et al., 2007; Akitomo, 2010] that convert the available potential energy (APE) residing in the front to eddy kinetic energy. Loss of balance can also occur via two-dimensional instabilities such as symmetric instability (SI) induced by the destruction of potential vorticity at fronts forced by downfront winds (aligned with the geostrophic current) [Thomas, 2005] or surface cooling [Taylor and Ferrari, 2010; Thomas and Taylor, 2010] . Nonlinear simulations show MLI eventually replaces SI as the sole mechanism for the extraction of APE once the Richardson number increases beyond unity, thus precluding the onset of SI. The eddies resulting from MLI are O(1-10 km), or submesoscale, evolve over inertial time scales, and are characterized by O(1) Rossby number (Ro) [Mahadevan, 2006; D'Asaro et al., 2011; € Ozg€ okmen et al., 2012; Capet et al., 2008a; Klein et al., 2008; .
The intense vertical motions generated by submesoscale instabilities can give rise to large vertical tracer fluxes, which has important implications for the transport of nutrients and biological activity in the upper ocean [Mahadevan and Archer, 2000; L evy et al., 2001] . Submesoscale-resolving simulations show large vertical velocities O(50-100 m)/d along narrow filaments O(5-10 km) wide at the edges of fronts [Capet et al., 2008b; Klein and Lapeyre, 2009; Mahadevan and Tandon, 2006; Mahadevan, 2006] . The upwelling velocities at the frontal edges can be 1-2 orders of magnitude larger than those achieved by linear Ekman pumping [Mahadevan et al., 2008] .
Simulations show that the restratification by MLI is of leading order in the mixed-layer buoyancy budget Capet et al., 2008a] . The increase in stratification due to MLI Mahadevan et al., 2010] is an order of magnitude larger than that accompanying the geostrophic slumping of isopycnals Garrett, 1994, 1995] . The resultant shoaling of the mixed layer can increase the residence time of the phytoplankton within the euphotic zone, thus initiating phytoplankton blooms in wintertime conditions where deep mixed layers typically limit the access of the upper ocean to light [Mahadevan et al., 2012; Taylor and Ferrari, 2011] . The slumping of isopycnals from MLI can be countered by downfront winds through the Ekman transport of heavier over lighter fluid [Thomas, 2005; Mahadevan et al., 2010] . Under such conditions, MLI continue to restratify the upper ocean but the possibility now exists of a dynamic equilibrium between the wind and eddies [Mahadevan et al., 2010] .
Though several numerical studies have analyzed MLI (see section 1) for fronts confined to the mixed layer, lateral buoyancy gradients need not vanish below the mixed layer. In Figure 1 , we plot the magnitude of the lateral buoyancy gradient, jr h bj, inferred from the MIMOC [Schmidtko et al., 2013] Argo-based climatology, which has a spatial resolution of 0:5 30:5 . We choose wintertime conditions with O(100 m) mixed layers as they are representative of the numerical studies cited in section 1. A few comments regarding the climatologies from Argo floats are in order. They describe lateral gradients over scales spanning 50 km or larger. Thus, at most latitudes, they severely understate submesoscale variability and to a lesser extent, mesoscale variability. Additionally, some of the inferred lateral variation could reflect nonfrontal features, such as lateral variations in the mixed-layer depth or the peak stratification in the pycnocline. For instance, a combination of these factors is likely at play behind the sharp increase in the magnitude of lateral gradients immediately below the mixed-layer base (Figure 1 ). There are other features, however, that mirror those recorded by in situ observations. Measurements in the Kuroshio [Nagai et al., 2012] show significant baroclinic gradients below the mixed layer. In the Gulf Stream, the secondary peak in jr h bj below the mixed layer ( Figure 1 ) has also been observed in measurements (figure not shown) from the LineW program (operated by the Woods Hole Oceanographic Institution). Hence, the Argo-based climatologies, while not direct evidence, are suggestive of the presence of baroclinicity below the mixed layer, as confirmed by in situ measurements.
The APE within the mixed layer and in the interior fuel different instabilities with their characteristic temporal and spatial scales. In the mixed layer, the APE is the source of MLI, discussed earlier. For midlatitudes, [Mahadevan et al., 2012] and the LATMIX-2012 experiment [ € Ozg€ okmen et al., 2012; Scherbina et al., 2013] while the location in the Kuroshio was the site of an earlier study [Nagai et al., 2012] . assuming an O(1) balanced Richardson number, linear theory [Stone, 1970] predicts length and time scales of O(1-10 km) and O(1 day), respectively, for the eddies resulting from MLI. The numerical studies cited earlier validate these estimates. The APE in the interior drives quasi-geostrophic baroclinic instability (QGBI) [Charney, 1948] , creating O(10-100 km) mesoscale eddies with growth time scales on the order of weeks to months [Smith, 2007; Tulloch et al., 2011] . This raises the possibility that at deep fronts (fronts persisting to depths below the mixed layer), the fast, ageostrophic dynamics within the mixed layer could potentially couple with the slower, QG dynamics below it over sufficiently long time scales. Such coupling can have important consequences. The vertical buoyancy fluxes due to MLI alone are maximum within the central region of the mixed layer Mahadevan et al., 2012] and negligible at its base. Coupling between the mixed layer and the interior, however, could give rise to enhanced vertical buoyancy fluxes near the base of the mixed layer. Similar arguments suggest deep fronts could enhance the transport of tracers into the upper ocean through tracer fluxes at the base of the mixed layer. The potential for mesoscale-submesoscale (hereafter meso-submeso) coupling has implications for general circulation models (GCMs) where the grids are too coarse to resolve even the mesoscale spectrum completely. Such GCMs typically employ separate parameterizations for the submesoscale circulation in the mixed layer and the mesoscale circulation in the interior [Gent and McWilliams, 1990] . The parameterization by reproduces, in an average sense, the slumping of isopyncals due to MLI while the Gent-McWilliams scheme represents the slumping of isopycnals in the interior due to QGBI. The presence of meso-submeso coupling, therefore, raises the issue whether existing parameterizations for submesoscale and mesoscale eddies can capture such dynamics.
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In this study, we undertake idealized numerical experiments to explore meso-submeso coupling at deep fronts. Our experiments simulate fronts in a weakly stratified mixed layer forced by downfront winds and overlying a strongly stratified interior. To simulate deep fronts, we extend the baroclinicity into the stratified interior where the lateral buoyancy gradient attenuates with depth. The deep-front simulations differ in their peak stratification just below the mixed-layer base. The study addresses two issues: (i) the potential for meso-submeso coupling at deep fronts; and (ii) the implication of such coupling for the exchange of buoyancy and tracer between the mixed layer and the interior. We contrast the evolution of the buoyancy fluxes with and without meso-submeso coupling, highlighting the important differences. This is followed by a discussion of how such coupling bears on existing parameterizations of submesoscales and mesoscales in noneddy-resolving models. We conclude with a discussion of the implications of meso-submeso coupling for the evolution of tracer fluxes.
Modeling
For notational ease, we switch between the indexed and the conventional representation of variables when necessary. For instance, the symbols fx i ; ði51; 2; 3Þg and (x, y, z) are equivalent as are fu i ; ði51; 2; 3Þg and (u, v, w).
Model Equations
The Process Study Ocean Model, or PSOM, is a three-dimensional (3-D), nonhydrostatic model [Mahadevan, 2006] where the top layer of grid cells follows the free surface. For the discretization, the code uses Quadratic Upstream Interpolation for Convective Kinematics (QUICK) [Leonard, 1988] , a scheme known for its small numerical diffusion and dispersion. A description of the model variables follows. Variables with the tilde operator represent resolved-scale variables and those without the tilde operator represent subgridscale (SGS) fields. The model equations in nondimensional form are: where D t @ t 1ũ@ x 1ṽ@ y 1Row@ z is the nondimensional material derivative operator. The variablesũ;ṽ, andw denote the nondimensional filtered velocity components along the eastward (x), northward (y), and upward (z) directions, respectively, on the earth's surface. The variableq denotes the filtered density perturbation from the background stratification prescribed at t 5 0. The components of the Coriolis acceleration scaled with the earth's angular velocity, X, are denoted by f 52sin ð/Þ and b52cos ð/Þ, where / is the latitude. Defining U, W, L and D to be the relevant scales for the horizontal velocity, vertical velocity, the horizontal and vertical length scales, respectively, the nondimensional parameters in the model are: (i) the Rossby number, Ro5U=XL, where X is the angular velocity of rotation of the earth; (ii) ratio of the nonhydrostatic (NH) to hydrostatic (HY) pressure variations, c5Q=P, where Q and P are the characteristic scales for the NH and HY components, respectively; and (iii) the aspect ratio, d5D=L. For the NH runs, it is appropriate to set c 5d [Mahadevan, 2006] . The filtered HY component is denoted byp and the filtered, modified NH component (discussed below) byq Ã . Setting c 5 0 turns off the NH effects. By definition,p satisfiesp z 1qg50, where g is the acceleration due to gravity. Scaling the vertical vorticity equation and assuming a balance between the advection and divergence terms yields W5RodU [Mahadevan, 1996] .
The forcing terms are shown on the right-hand side of (1)- (4) asF q ;F x and so on. In this study, there is no heating or cooling at the surface, and we include the wind stress in the momentum equation as a boundary condition on the subgrid momentum stress (described below) at the upper boundary. Hence, the forcing termsF q ;F x , etc.
are zero. The nondimensional SGS density fluxes are denoted by s q i 5qu i 2qũ i . We denote the deviatoric nondimensional SGS momentum stress tensor as s d ij 5ũ i u j 2ũ iũj 2ð2=3Þd ij e sgs , where d ij is the Kronecker-Delta operator and e sgs 5ũ i u i 2ũ iũi is the nondimensional SGS kinetic energy. By construction, s d ij is traceless. The variableq Ã is the modified, filtered NH component of pressure as it includes a contribution from ð2=3Þe sgs , in addition to the true NH pressure component. To close (1-4), we parameterize the three SGS fluxes and the six independent SGS stresses using an anisotropic version of the Smagorinsky model [Roman et al., 2010; Ramachandran et al., 2013] . Our choice of the SGS model, unlike other SGS closures (e.g., k2 closures), does not require knowledge of e SGS to compute the subgrid viscosities. Hence, we do not parameterize e SGS in this study.
Model Configuration
Our simulations (Table 1) evolve the model equations (section 2.1) for a density front initially in thermal-wind balance with a westerly jet ( Figure 2 ). The front is forced by downfront winds which, through Ekman advection of heavier over lighter fluid, attempt to counter the restratification by MLI. For the simulation without deep fronts, the westerly jet decreases to zero at the base of a weakly stratified mixed layer. The surface winds have a fixed magnitude and direction but their alignment with the front changes continuously as the front meanders. The magnitude of the winds is maximum at the front, midway between the northern and the southern boundaries, and tapers to zero (sinusoidally) in either direction toward those boundaries. The winds decrease to zero a few grid cells ahead of the meridional boundaries to ensure the wind stress curl is exactly zero within some buffer region near the wall. We impose such a meridional variation on the magnitude of the winds to minimize the Ekman upwelling and downwelling near the northern and southern boundaries.
For fronts confined to the mixed layer, we prescribe a south-to-north (S-N) density gradient, constant within the mixed layer and zero beneath (Figure 2 ). At any depth within the mixed layer, the frontal gradient is maximum at the center of the domain and decays toward the meridional boundaries. For the simulations with deep fronts, we allow the frontal gradient to extend below the mixed layer before tapering it gradually to zero ( Figure 3 ). The maximum lateral buoyancy gradient is the same for simulations with and without deep fronts. The APE residing in the front varies with time, thereby allowing the submesoscale dynamics to feed back onto the mesoscale flow structures. We vary the peak stratification, N 2 max , across the deep-front simulations by an order of magnitude to explore its influence on meso-submeso coupling (Table 2) .
We introduce two tracers such that at t 5 0 one of them (tracer-1) varies linearly from 1 (bottom) to 0 (top) while the other (tracer-2) varies linearly from 1 (South) to 0 (North). We focus mostly on tracer-1 on account of its relevance to biogeochemical nutrients in the ocean. The choice of a linear profile for tracer-1, instead of more realistic profiles with depth-varying gradients, simplifies the interpretation of the tracer fluxes in terms of the eddy dynamics.
Eddy Stream Function at a Mixed-Layer Front
Using overbars to denote zonal averaging and primes to denote fluctuations from the zonal averages, the time evolution of the zonally averaged buoyancy field, b, is given by:
From residual mean theory [Plumb and Ferrari, 2005] , the eddy flux u 0 b 0 can be split into a skew flux F skew w eî 3rb [Griffies, 1998] , where w e is an eddy stream function, and a residual flux equal to the difference between the total and the skew flux. By construction, the skew flux is oriented along isopycnals and describes adiabatic stirring by a divergence-free ''bolus'' velocity [Gent and McWilliams, 1990; Middleton and Loder, 1989] . The partitioning between the skew and residual components reflects the extent to which the mechanism generating the fluxes is adiabatic.
Earlier numerical studies Mahadevan et al., 2010] have shown the eddy buoyancy fluxes generated by MLI are largely adiabatic. In the absence of forcing, these fluxes accomplish rapid restratification of the mixed layer on inertial time scales [Boccaletti et al., 2007] . The ageostrophic, frontal slumping can be described by a circulation that transports, on average, lighter over heavier fluid. For a front oriented along the x axis (zonal direction), Fox-Kemper et al. [2008] parameterize this restratifying circulation through an eddy stream function, w BFK 50:06z 2 MLD b y lðzÞ=f , where z MLD is the mixed-layer depth and b y is the zonally averaged frontal buoyancy gradient. The function lðzÞ is a fourth-order shape function that is equal to zero at the surface and vanishes below the mixed-layer base. The parameterization by is intended for use in coarse-resolution models that do not resolve submesoscale eddies and represents the contribution to w e from submesoscale restratification. The associated eddy buoyancy fluxes are given by w BFKî 3rb [Gent and McWilliams, 1990; Ferrari et al., 2008] , whereî is the unit vector along the zonal direction. The ageostrophic slumping due to MLI remains active at fronts forced by downfront winds [Mahadevan et al., 2010] . The ensuing restratification, however, is now in competition with an overturning circulation due to the Ekman transport of heavier over lighter fluid [Thomas, 2005] . The stream function w wind 5s=ðq 0 f Þ characterizes the overturning circulation and the associated destratification. The ratio r5jw wind =w e j provides a measure of the dominance of destratification over restratification [Mahadevan et al., 2010] . In submesoscale-resolving simulations, the eddy stream function, w e , can be diagnosed directly as [Cerovecki et al., 2009; Mahadevan et al., 2010] :
In (7), the overbars denote averaging in the along-front (here zonal) direction. The expression in (7) extends earlier forms [Andrews and McIntyre, 1976; Held and Schneider, 1999 ] to mixed layers, where both lateral and vertical gradients often attain negligibly small values. Simulations with downfront winds confirm the skew flux obtained using w e (from (7)) accounts for the bulk of the total buoyancy flux within the mixed layer, away from the surface [Mahadevan et al., 2010] . Near the surface, the eddy buoyancy fluxes have a large nonskew component due to significant diapycnal exchanges as a consequence of the forcing by winds.
Results
The mixed-layer fronts go unstable within a few inertial periods (not shown). The initial frontal meanders from the linear phase of MLI grow in scale due to an inverse cascade until the meanders scale with the domain. After 31 inertial periods (tf =ð2pÞ531), the spatial structure of the potential density field near the surface and at depth reveals similarities and differences between the simulations without and with deep fronts (Figure 4 ). Near the surface (z525m), both sets of simulations show smaller, submesoscale features on the edge of the front coexisting with the domain-scale frontal meanders. The spatial structure of potential density near the surface bears lesser similarity to that deeper down (z5299m) for simulation NB than for the other two simulations. For B1 and B2, the potential density at depth exhibits features similar to those seen near the surface but with diminished amplitude. This shows a greater degree of vertical coherence in the simulations B1 and B2.
Our simulations, either with or without deep fronts, show a rapid enhancement in the vertical and meridional buoyancy flux within the first few inertial periods, consistent with the onset of MLI (Figures 5 and 6 ).
The differences between the two sets of simulations become apparent at later times due to additional APE in the interior at deep fronts. In both NB and B1, for instance, early on the vertical buoyancy flux has a structure similar to that seen in earlier studies wherein the flux attains its maximum value in the central region of the mixed layer and decreases to zero toward the mixed-layer base . In B1 but not NB, by 30 inertial periods, both lateral and vertical buoyancy fluxes below the mixed layer have become appreciable as QGBI converts the interior APE to eddy kinetic energy. Most importantly, the nonzero buoyancy fluxes near the base of the mixed layer allow the interior to communicate with the upper ocean. We now show the buoyancy fluxes are oriented largely along isopycnals, thus confirming the adiabatic nature of the mechanism (here, QGBI) producing the fluxes.
Having contrasted the simulations with and without deep fronts, we now discuss the differences between the results from the deep-front simulations. At earlier times, both NB and B1 yield a qualitatively similar quadratic-like vertical structure for w e (Figure 7 ), resembling that for the vertical buoyancy flux (Figure 6 ). Subsequently, w e departs from near-zero values at the base of the mixed layer. Similar trends are obtained for B2. Unlike B1 and B2, however, B3 and B4 do not yield appreciable w e below the mixed layer. Indeed, for sufficiently strong peak stratification (B4), the vertical structure of w e is indistinguishable from that observed in the simulations without deep fronts (NB). This shows the coupling between the interior and the upper ocean (section 3) is sensitive to the peak stratification, N 2 max . In particular, conditions favoring weaker peak stratification are more conducive to meso-submeso coupling. Evaluating the generalized expression for the Eady growth rate [Tulloch et al., 2011] numerically, using lateral gradients in the interior (135-400 m) smoothed to 100 km, yields time scales varying from 15 to 16 inertial periods for all four simulations with deep fronts. This is inconsistent with the dependence of the growth rates on N 2 max evident in the simulated results. The differences between the observed growth rates and that predicted by the generalized Eady growth rate could arise potentially due to two factors: (i) forcing by winds; and (ii) interior gradients of potential vorticity. Both these are present in our simulations but are beyond the scope of the canonical Eady problem. We are unable at this stage to quantitatively relate the peak stratification to the time scale for meso-submeso coupling beyond observing lower the stratification, greater the potential for such coupling.
Orientation of Eddy Buoyancy Fluxes in the Interior
The initial stages of MLI exhibit an Eady phase where the buoyancy fluxes are oriented along a direction corresponding to half the isopycnal slope [Eady, 1949; . At later times, the fluxes within the ML tend to align with the isopycnals, which enables their parameterization as a skew flux (section 3). These observations hold for simulations with or without deep fronts. With deep fronts, as noted above, the APE in the interior generates eddies by QGBI. The buoyancy flux vectors for B1 after 31 inertial periods reveal the fluxes are very nearly skew (Figure 8 ). The residual fluxes are relatively small except in regions where the isopycnal slope changes sign. Therefore, the coupling between the upper ocean and the interior in the deep-front simulations is principally adiabatic. 4.2. Meso-Submeso Coupling: Implications for the Parameterization of w e Earlier (section 3), we identified an important difference in the vertical structure of w e between our simulations with significant meso-submeso coupling (B1 and B2) and previous studies Mahadevan et al., 2010] where the front was confined to the mixed layer. In B1 and B2, w e departs from zero near the mixed-layer base, a property not shared by the eddy stream function in the other simulations or in earlier studies Mahadevan et al., 2010] . In this section, we briefly discuss whether existing parameterizations for w e reproduce the vertical structure seen here. Presently, noneddy-resolving climate models [Fox-Kemper et al., 2011] represent mesoscale and submesoscale stirring separately through w GM [Gent and McWilliams, 1990] and w BFK , respectively. The Gent-McWilliams stream function [Gent and McWilliams, 1990; Griffies, 1998 ], w GM , parameterizes adiabatic stirring by mesoscale eddies generated through QGBI in the interior. The stream function w BFK parameterizes adiabatic stirring by submesoscale eddies in the mixed layer as a consequence of MLI . Below the mixed-layer base, w BFK is set to zero in its current implementations. A natural question follows: do we obtain the vertical structure of w e at deep fronts from a linear combination of these two parameterizations?
In our simulations, with or without deep fronts, w BFK underestimates w e in the mixed layer by factors of 5-10 beyond the first 15-20 inertial periods (plot not shown). One probable reason for this underestimation could be the dominance of Ekman effects over the restratification due to MLI (see section 3). Estimating r using the fields at t 5 0 yields r 5 1.5 for all our simulations, which thus belong to a parameter regime where the overturning due to Ekman transport is stronger than that required for equilibrium (r 5 1). For qualitative comparison, therefore, we plot w e (Figure 9 ) alongside the sum of w param 5w wind lðzÞ1w GM , where lðzÞ is a vertical shape function . The function lðzÞ vanishes at the surface and everywhere below the base of the mixed layer. We interpret w wind lðzÞ as a ''scaled up'' estimate of w BFK corresponding to a simulation where r 5 1. We compute w GM as follows: 
where we use the resolved lateral buoyancy gradient scaled down to 100 km, a reasonable scale for the applicability of equation (8). We pick a typical value for the Gent-McWilliams diffusivity k GM 510 3 m 2 s 21 Ferrari et al., 2008] and the form for w GM prescribed by Ferrari et al. [2008] , wherein it tapers linearly above the mixed layer to vanish at the surface. In contrast, w BFK , and consequently lðzÞ, is finite within the mixed layer and zero beneath it . For simulation B1, w param agrees well with w e after the onset of QGBI in the interior. The agreement is poorer within the mixed layer. In B2, the onset of QGBI occurs later (section 3) and w e grows more gradually in the interior than in the case of B1. At the end of the simulated time period for B2, w param in the interior is larger than w e . Within the mixed layer, the agreement with w e is slightly better than for B1. There remain, nevertheless, important differences between w e and w param within the mixed layer for both B1 and B2. Near the surface, w e attains nonzero values by 38 inertial periods whereas w param , by construction, remains zero at all times. Second, the maxima in w e occur at shallower depths than in w param . The two differences between w e and w param listed above need not be a consequence of meso-submeso coupling alone as they could potentially arise also due to interactions between winds and MLI. The inability of w param to reproduce these two aspects hints at a potential role for Ekman-layer dynamics at density fronts (when r > 1) not accounted for, by design, in w BFK . Thus, an extension of the parameterization by Fox-Kemper et al. [2008] for different wind-forced regimes, while beyond the scope of the current study, might improve the prediction by w param within the mixed layer.
Tracer Evolution
One way to quantify the impact of deep fronts on tracers is to compare, in an average sense, the amount of tracer found within the mixed layer among the different simulations. Such a comparison is motivated by Figure 9 . Comparison of the diagnosed eddy stream function (solid lines) for simulations B1 and B2 with lðzÞw wind 1w GM (lines with circles), where w wind 5s=ðq 0 f Þ is the Ekman-induced stream function and w GM 52k GM GðzÞ@ b=@y is the Gent-McWilliams parameterization [Gent and McWilliams, 1990; Griffies, 1998 ] and G(z) is a shape function (equations (25) and (26)) that tapers w GM within the mixed layer to zero at the surface. The function lðzÞ is a vertical shape function equal to zero at the surface and the mixed-layer base. Beneath the mixed layer, lðzÞ is identically zero. We assume a typical value of k GM 510 3 m 2 s 21 . The parameterization fails to capture accurately the magnitude and the location of the near-surface maximum in w e . It is also unable, by design, to yield nonzero values at the surface, as observed for w e at later times in the simulation. the realization tracer-1 could represent nutrient concentrations that are typically high at depth and low near the surface. Within this context, conditions that enhance vertical transport of the tracer from greater to shallower depths assume obvious significance. In the following discussion, we will compute and contrast the volume averages of tracers over different volumes varying in meridional and vertical extent but always spanning the entire zonal extent of the domain. We consider two meridional sizes for the averaging boxes: 5 and 20 km, centered at the initial location of the front (y5y f 596km). The vertical extent of the boxes is 98 m, which is approximately equal to the initial mixed-layer depth. Together, these choices for the meridional and vertical limits of the averaging volume describe eddying regions of varying sizes within the mixed layer.
Let us denote the initial (t 5 0) volume average over the mixed layer of tracer-1 as c MLA . The variable c MLA represents the ML tracer concentration that will result as a consequence of a mixing event that homogenizes the tracer vertically within the mixed layer. At later times, the volume-averaged concentration of tracer-1 over an arbitrary volume, c xyz , can exceed c MLA only through a net influx of tracer into the averaging domain, absent sources or sinks. The influx can be vertical, meridional, or both but not zonal as, by design, the box spans the zonal extent of the zonally periodic domain.
The time evolution of the tracer field does not change significantly with the choice of the meridional averaging length, here 5 and 20 km (Figure 10 ). Henceforth, we will refer to the results obtained by averaging over 20 km (bottom). The tracer evolution for the different simulations shows significant differences. The volume-averaged tracer for the simulation without deep fronts (NB) barely exceeds c MLA over the entire course of the simulation. This contrasts the simulations B1-B3, all of which yield averaged tracer concentrations larger than c MLA . Among the simulations with deep fronts, the simulations B1 and B2 yield the largest averaged tracer concentrations. Interestingly, the tracer concentrations for the simulations B1-B4 start to exceed those in NB within the first few inertial periods. Figure 10 shows mixed-layer fronts are less efficient than deep fronts in transporting tracer from depth into the mixed layer. This property of deep fronts to bring more tracer near the surface, on average, also holds true for instantaneous tracer concentrations (Figure 11 ). The maximum instantaneous values in the top 28 m are typically smaller than those in the top 98 m. This is consistent with more tracer available near 98 m than at 28 m, due to a steep increase in the tracer gradient toward the base of the mixed layer. Within the top 28 m, B1-B4 exhibit larger maximum values than NB. Among B1-B4, the maximum instantaneous values decrease with increasing peak stratification. Within the top 98 m, B1-B3 continue to yield larger maximum tracer concentrations compared to NB. The simulation B4, however, yields smaller values for the same than NB.
Eddy Tracer Fluxes
A plot of the isopycnally averaged tracer flux vectors in the interior shows fluxes largely along isopycnals (Figure 12 ). The diffusion of tracers in the interior occurs through a combination of skew (section 4.1) and Redi diffusion [Redi, 1982] , if we neglect exchange of tracer across isopycnals due to diabatic processes. The skew flux for a tracer, w e i^3rc, where c is the tracer, parameterizes the eddy-induced adiabatic stirring of the tracer along its isolines [Gent and McWilliams, 1990] , similar to the skew flux for buoyancy discussed earlier (section 3). Skew diffusion is achieved by the off-diagonal components of the eddyviscosity tensor [Griffies, 1998] and does not impact the evolution of any tracer moment other than the mean. Redi diffusion corresponds to the diagonal components of the eddyviscosity tensor and serves to destroy tracer variance by mixing away tracer gradients along isopycnals. The initial tracer isolines are horizontal but they tend to become aligned with the isopycnals in the interior due to stirring by mesoscale eddies. Given that the eddies in the interior are generated principally by adiabatic processes (Figure 8) , we expect the tracer fluxes to be aligned mostly with the isopycnals, as is indeed the case (Figure 12 ).
Following Gent and McWilliams [1990] , we use a skew parameterization to estimate the order of magnitude for the tracer fluxes in the interior. Assuming zonally averaged quantities, the skew tracer flux (section 4.1) is equal to w eî 3rc, the vector cross product of the eddy stream function, and the tracer gradient. Expanding the cross product yields the following for the individual components:
If we further substitute the Gent-McWilliams form for w e , we obtain:
Borrowing our earlier estimation of w GM (see section 4.2) and using the initial vertical gradient for tracer-1 yields, v 0 c 0 53310 23 . A nonzero skew vertical flux requires a nonzero meridional tracer gradient. Although the spatial gradients for tracer-1 are primarily in the vertical, even at later times, the tracer field develops nonzero gradients in the meridional direction as the eddies try to align the tracer isolines (initially horizontal) with the isopycnals in the interior. We confirmed this is indeed the case for both the tracers (figure not shown). This observation enables us to infer the meridional tracer gradient as c y % c z 3ðb y =b z Þ and consequently, the vertical skew flux as w 0 c 0 55310 26 . Repeating this procedure for tracer-2 yields ðv 0 c 0 ; w 0 c 0 Þ5ð5310 23 ; 8310 26 Þ. These calculations provide order of magnitudes for the tracer fluxes that agree well with the simulation results ( Figure 13 ).
Conclusions
In this study, we use a set of idealized numerical experiments, motivated by in situ observations and Argobased climatologies, to explore the potential for meso-submeso coupling at deep fronts, where the frontal gradients persist below the mixed layer. Though previous numerical studies of submesoscale instabilities have focused primarily on fronts confined to the mixed layer, in situ observations, and Argo-based climatologies show frontal gradients frequently persist below the mixed layer. Our simulations show deep fronts can induce meso-submeso coupling through fluxes of buoyancy and tracer along sloping isopycnals. Such fluxes are generated in the interior due to the onset of quasi-geostrophic baroclinic instability, which occurs on slower time scales compared to the submesoscale, frontal instabilities within the mixed layer. On these slower time scales, the mesoscale eddies generated by baroclinic instability in the interior stir material properties along isopycnals, giving rise to buoyancy and tracer fluxes. The buoyancy flux thus generated departs from near-zero values at the mixed-layer base, in contrast to what is observed for fronts confined to the mixed layer. The buoyancy fluxes are mostly skew in both the mixed layer and the interior, with negligible diapycnal components, confirming the adiabatic nature of the release of available potential energy. The time scale over which the meso-submeso coupling occurs increases as the peak stratification increases.
The eddy fluxes of tracer in the interior, like those of buoyancy, are mostly skew and are consistent with order of magnitude estimates from existing parameterizations in the literature. The simulations with and without deep fronts present important differences in the amount of tracer that makes it to the upper mixed layer. The simulations with baroclinicity below the mixed layer yield larger amounts of tracer within the mixed layer, both in an average and instantaneous sense. This enhancement of tracer transport at deep fronts has implications for the exchange of nutrients, dissolved gases (such as O 2 and CO 2 ) and other biogeochemical tracers between the interior and the surface mixed layer.
Current climate models employ separate parameterizations for the submesoscale circulation in the mixed layer and the mesoscale circulation in the interior, based on the frameworks introduced by Fox-Kemper et al. [2008] and Gent and McWilliams [1990] , respectively. Our results show a linear combination of the parameterizations by and Ferrari et al. [2008] do not adequately capture the vertical structure of the eddy stream function. In particular, the parameterized stream function is always zero at the surface, in contrast to the diagnosed stream function which departs from zero at later times in the simulation. Additionally, the parameterized stream function attains its maximum at depths greater than those for the diagnosed stream function. It is possible these differences could arise, at least partly, due to the effects of Ekman-induced overturning, which is not incorporated in existing submesoscale parameterizations.
velocity, density and, SGS fields. The topmost layer of grid cells follows the free surface [Mahadevan, 1996] . The SGS stresses s d
