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1 Definições Básicas 
Nesta unidade trabalharemos com funções reais de várias variáveis e, sempre que 
escrevermos f : A —*JR, corn A c Rm, entendemos que f é limitada e A é um bloco 
m-dimensional fechado. 
Definimos bloco m-dimensional fechado como sendo 
b3] = [al , hi] X [112, b2] X 	 X Eam , bulb 
=1 
e o seu volume é dado por 
NZ 
11 (b1 — ai) = (b1 — ai) - (b2 — 122) - •-• • (b ro — am). j=1 
0 bloco m-dimensional assim definido é fechado e limitado, portanto compacto, e 
torna-se um cubo m-dimensional se - a = c para cada j = {1, m } . Um bloco 
m-dimensional aberto é definido por 
= (a i , bi ) x (a2 , b2) x 	 x (a,,bm). 
1=-1 
Por definição o volume de um bloco aberto é o mesmo de um bloco fechado. 
Uma partição P de um intervalo fechado [a, b] é uma coleção de pontos WI, t2,..,, tk, 
onde a = to < t1 < <t = b. A partição P divide o intervalo fechado fa, b] em k 
subintervalos [ti_. 1 , ti]. Uma partição de um bloco 
971 
= 	 x [a2, b21 x ••• x [am , bm] 
2 .1 
é uma coleção P = (P1 , P2 , ..., Pm ) onde cada P é uma partição do intervalo [ai , 
Suponha por exemplo, que P1 = 	 ..., 	 uma partição de [ai,bjl e 
P2 = { •503 ..., Si} é uma partição de [a2, b2]. Então a partição P = 	 P2) divide o 
retângulo fechado [a l , b11 x [a2, b2] em k -1 sub-retângulos da forma [ti_ 1 , ti] x [s,_ 1 , .53 ]. 
3 
Ern geral, se para cada i a partição Pi divide [ai, bi] em Ni subintervalos, então a 
partição P = (P1, ..., Pni) divide n [ai, m em N = N1  - N2 ' - Nni sub-blocos. Estes 
sub-blocos sio denominados blocos da partição P. 
Exemplificaremos geometricamente no R2. Seja 
= 	 = co , 	 o2 , c3 , c4 =- 
uma pai-tição de [al, b1], e 
P2 r"--- {a2 	 dO di, d2,d3 	 b2} 
uma partição de ja2, 1921. Nesse caso, P1 divide [al, b1] em quatro subintervalos, e P2 
divide [a2, b2] em três subintervalos. Dessa forma, a partição P = 	 P2) divide 
2 








Suponha agora que A C Ife seja um bloco, f : A -÷ uma função limitada, e P 
uma partição de A. Para cada sub-bloco S da partição seja 
mg (f ) = inf (x) x E SI, 
Ms (f) = sup If (x) x E S}, 
e v(S) o volume de S. As somas inferiores e superiores de f correspondentes a, partição 
4 
P estio definidas por 
L(f, P) = E(f) - v(S) 
sc.!, 
e 
U(f, P) = Ems (f)- V(S). 
SEP 
Dessa forma, L(f,P) < U(f,P), pois para qualquer S, rris(f) Ms(f). 
Na figura 1.2 temos ilustrado uma função f : A 	 it A partição P particiona 
o conjunto A em 9 sub-retângulos. Observando o sub-retângulo S concluímos que 
Ms f = a, e o sólido que tem a Area da base S e altura a é uma das parcelas de 
U(f, P) Ems(f)•2(S). 
sEp 
Figura 1.2 
Seja [a, b] um intervalo fechado e P uma partição de [a, Q édito um refinamento 
de P se P c 
 Q.  Considere A c 11" e P = (131 , P2, Pn) uma partição de A. Dizemos 
que P' = .13 , PL) é um refinamento de P se cada P.( é um refinamento de Pi . 
Cada sub-bloco de P' está contido ern um sub-bloco de P e cada bloco de P é a união 
de blocos de P nele contidos. 
Lema 1.1 Seja P' um refinamento de P Então temos que L(f, , P) < L(f,P') e 
U(. Lin) LT(f,  
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Demonstragtio: 
Cada sub-bloco S de P se divide em sub-blocos Si , 52 , ..., Si de P', de maneira 
que 
v(S) = v(Si ) + v(S2 ) + ..• + (53 
Sendo que S, C S, temos que ms (f) < rns.(f). Assim, 
ms(f) • v(S) = mg (f) • (v(Si) + v(S2) + + v(Si )) 
ms(f) • v(Si) + ms(.0 • v(S2) + + ms(f) • 457.0 
ms,(f) • v(Si ) + ms,(1) v(S2) + + ms,(f) - v(Si)- 
A soma, pare todo S, dos termos do primeiro membro da desigualdade é L( f , P), 
enquanto que a soma de todos os termos do segundo membro da desigualdade 
é L(f , P'). Assim, temos que L(f , P) 5 L(f , P'). 
Observe que Ms(f) > Ms. (f), pois St c S. Dessa forma, 
M5(j) 
- v(S) = Ms(f) - (v(Si) + v(52) + + v(S4) 
ms,(f) • v(S1 ) + Ms2 (I) - v(S2) + + Ms,( f) • v (Si). 
Fazendo a soma de todos os termos do primeiro membro da desigualdade, para 
todo 8, obtemos U(f, P), enquanto que a soma, para todo S, de todos os ter-
mos do segundo membro da desigualdade nos fornece U(f,  , P'). Obtemos assim 
U( f , < U( f , P). 
Considere A c ir, P e Q partições de A. Definimos 
K (K 1 , K2, . Kn) = (Pi U (21, P2 U Q2, PT, Q). 
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Dessa forma obtemos uma partição K que é refinamento de P e de Q, também chama-
do refinamento comum a P e Q. Podemos usar o mesmo procedimento para obter 
um refinamento comum a virias partições. Na figura 1.3 temos um exemplo de duas 
partições P e Q do conjunto A= [ci o , tool x ai , biI ,  onde P = P2) e Q = (Qi, Q2), 
COM 
P1 = {CO C17 C27 C3}) P2 = {do, di, 4}, Qi = {co, ez} e Q2 = {L, f2}. 
Conforme definimos anteriormente, um refinamento K comum aPeQ pode ser 
obtido fazendo-se K = (K1, K2) = (131 U Q1, P2 U Q2). Ordenando os termos de K 1 e 
K2 obtemos 
{ao , 	 e l , o2 , bo} e K2 = Jib di, bd. 
Observe que K de fato é um refinamento comum a P e Q. 
31,7rt 
Figura 1.3 
Corolário 1.1 Se P e P são duas partições quaisquer, então L(f,  , 139 < U(f ,13). 
Demonstração: 
Seja P" um refinamento comum aPeP. Suponha P" = 
 (s', 	 Pn"), onde 
Pr é um refinamento de Pi' e Pi Assim, 
L(f , P') < L(f,P") sU(f,P") <U(f,P). 
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O conjunto das somas inferiores é limitado superiormente pelas somas superiores, 
portanto o seu supremo existe. Analogamente, existe o ínfimo das somas superiores. 
Do corolário segue que o supremo das somas inferiores (sup L(f , 13)) é menor ou igual 
ao ínfimo das somas superiores (in ! U(f,  , 13)). 
Definiremos a integral inferior e a integral superior de f : A R, onde f é limitada 
no bloco A pondo ff=  sup L(f, P) e f f = in f U(f , P). Uma função ! : A R se 
denomina integrável em um bloco A se f f = f f. Esse número se designa por f f, e 
A 
se denomina integral de f sobre A. Com frequência se utiliza a notação 
I(xi x2 	 x )dxidx2...dx n . f 
A 
Demonstraremos o seguinte lema que será utilizado na demonstração do Teorema 
1.1 que nos dará  um critério de integrabilidade bastante  útil. 
Lema 1.2 Sejam I e S conjuntos tais que supI e inf S existem e sup I < in! 
Então, sup I = inf S se e somente se para todo e > O existem iEI es ES tad que 
S — i < E. 
Demonstração: 
Suponha que sup I = in f S. 
Dado e> 0, existe iE /e s ES tal que supI—i<ies—infS<i, ou seja, 
sup I — + s — in f S < e. Sendo sup I = in f S , temos que s — i<  E. 
Reciprocamente, para cada i e / e pars cada s E S temos que sup I > i e 
infS <s. Dade e > 0, existe iE/e s ES  tal que infS—sup1<s—T< e, 
ou seja, in f S = sup I. 
Para introduzir a idéia de  funções  uniformemente continuas daremos um exemplo, 
e a seguir a sua definição- 
Considere a função f : A —> IR, f(x,y) -=x+yeA= [0,1] x [0,1]. Veja que para 
cada E > 0 e p= (r 1 , yi.) E A, existe 8 >  0 tal que se q =-- (x2 , y2 ) E A, 
Ilp — q11 < 	 1 f (p) — f (01 < E. 
De fato, seja 6 = Dessa forma, 
I Ir — 411 = Oxi — x2) 2 ± (Y1 - Y2) 2 	 - x21 < e 1Y1 — Y21 < 8. 
Segue então que 
If (P) - f (01 =  Ti + yi - x2 - Y2 	 Xl - 121 + iyi - Y21 < 28 = e. 
Nesse exemplo podemos ver que 5 independe de p e q, o que significa que para cada 
> 0 podemos determinar um 8> 0 que sartisfaz a  implicação anterior para qualquer 
p, q E A. As funções com essa propriedade são chamadas funções uniformemente 
continuas. Uma  função f : A —> It é dita uniformemente continua se 
V E > 0,315> 0,x, y E A,11x — yll <6* If (x) — f (01 < E. 
Veja então  que toda função uniformemente continua é continua, porem a reciproca 
não é verdadeira'. Uma  função não é uniformemente continua se e somente se existe 
E > 0 tal que para cada 8> 0, podemos obter 
	
x, y, e A com 11x — Yll <6elf(x)—f 	 E.  
Lema 1.3 Seja A E Ile, A compacto, ou seja, fechado e limitado. Se f : A IR 
coranun, entdo f é aniforrnernente contfnua. 
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Dernonstração: 
Suponha que f não seja uniformemente continua. Assim, existe c > 0 tal que 
para todo it E N, existe pn e % em A tal que 
< 1 mas I f(Pn) f(4)1 E.  71 
Como a sequencia (p„) é  limitada, pelo teorema de Bolzano Weierstrass existe 
uma subsequencia (pnk ) que converge para algum a, ou seja, a, e como 
A é compacto, a E A. Sendo que para todo n E N 
 lm — q,dl < temos que 
lim(qnfr ) = a. Como f é continua, lim(f (pnk )) = lim(f (qn,)) = f(a), o que 
contradiz a desigualdade 
f (Pnk) Agniz 
para todo k. Dessa forma, f é uniformemente continua. 
Seja P uma partição de AeS=ll [as , hi] um sub-bloco de P. A norma desse 
sub-bloco é dada por marlibi— ai),(62— az), - • - , (bn — an)}. A norma !PI de P é o 
máximo das normas2 dos S. Considere por exemplo o conjunto A = [1,11] x [0,3], e 
P a partição  de A, ilustrada na figura 1.4. Veja que 1/3 1 = 4 
Figura 1.4 
2 Se denotarmos a norma de S pot 181, então 1/31 = maz{18/ 1,1321,1531, 
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Teorema 1.1 Uma função limitada f: A -+ R é integrável se e somente se para todo 
e > 0, existe particdo P de A tal gm U(f,  , P) — L( f ,P) < e. 
Demonstração: 
Se f é integrável, então in f U (f , P) = sup L(f , P). Pelo lema 1.2, para todo 
E > 0, existem partições 13' e P" de A tad que U(f,  ,P')— L(f, , < e. Seja P um 
refinamento de P' e P". Dessa forma, U(f,P) < U(f,P') e L(f,P)> L(f,P"), 
ou seja, U ( f , Ts) — 
 LU, , P) e. 
Reciprocamente, pelo lema 1.2, temos que in f U (f , 	 = sup L(f, , 13), e dai, f é 
integrável. 
Apresentaremos dois exemplos de funções e, utilizando o teorema, verificaremos 
se são ou não integráveis. 
Exemplo 1. Seja f 	 R, A c 	 e f = c, onde c é constante. Para 
cada partição P e sub-bloco S de P, tem-se ms(f) = Ms(f) =  c. Dessa forma, 
L(f,P) = U(f, P), ou seja, U(f,P) L(f, P)  c e, para todo E, e isso significa 
que f 
 é  integrável. Nesse caso podemos facilmente determinar f  f.  Sabemos que A 
U(f , P) E( f) - v(S) 	 - v (s) 	 E -v(s) = e - v(A). Assim, f f = c- v (A). 
A 
Exemplo 2. Seja f: [0,1] 	 R, definida por 
f (x) 
se x é racional onde x 't e mdc(a,b)=1 
{ 0 	
= 
Seja e > 0. Existe ri 	 N tal que 	 < e e um número finito (m) de pontos 
x com f(r) > 	 Ordenamos esses pontos da forma {x 1 < x2 < 	 < xm}. Se- 
ia 6 = minhx — xj , i,j = i j e  7  = 5 Considere ao = 0, 
a2,„,±1  = 1 e para cada i = {1, m}, azi_i =  x —7 e azi = x,- + ' y.  Maim, 
P = {0 = ao < a1 < < a2„,+1 = 1} é uma partição de [0,1]. Observe que os 
se x é irracional, 0 ou 1 
11 
intervalos da forma [n2J-2, a2_1], com i = {1, m + 1 } , não contém nenhum ri (dos 
mencionados no principio deste exercício). Portanto, 1(x) < nestes intervalos. 2n 
Mesmo nos intervalos da forma 
 {a2-i, a2J], f (x) <  1. 
2m-F1 
U( f,P)- L(f,P) = E utfi - 	 (ni - ai-i) = 
J=1 
2m+1 
E (IVA) (ai - ch_i) =-- 
J=1 
TR 
E (M2j) (azi - a21-1) + E (M21-1) (a2_1 - a2i-2) 5_ 
m+1 , 
, 
E 1 (a2J - azi_i) + E — - ta2i-1 a2 -2) 2n J=1 	 J=1 
1 
< - 27 + —
1 G < E 
271 n 
Pelo resultado anterior, f é integrável. 
Um conceito bastante  útil é o conceito de oscilação de uma função f num conjunto. 
Definimos 
f 	 I w. = suP {I f — (WI (x) 	 y E SI 
onde Sc Re chamaremos in, de oscilaçáo de f no conjunto S. 
Lema 1.4 Dada urna fungão f :A-YR,Sc A. Se M,f = sup If (x) x E Sl e 
ins f = in f If (x) 
 I x E ST, então w, = M, - 
Demonstra cão: 
Sejam x, y E Aef (x) < f ( y ). Dai, -1(x) _< -mgf e f ( y ) < Ms f . Somando 
as desigualdades, (y) f(x)1 ms f — nbs f , e isso significa que Mgf - rrts f 
é cota superior de If (y) - 1 (x)1. Por outro lado, para todo e > 0, existem 
Ii, x2 E A tal que 
-; 5_ mil e Ms f  C 1(12) + ;- 
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Dessa forma, para todo e>  
Msf — nisi — E f(x2) — 1(n 	 tf(x2) — 
Assim, 
Ms f — ins f = suP {If (z) — f 	 I x,y, e = ws 
Podemos então dizer que a função f : A 	 R, onde A c le, é integrável se e 
somente se para todo e > 0, existe partição P de A tal que E 	 v(s) < e. 
ser, 
Corolário 1.2 Seja f : A 	 , A c ir. Se f é continua, então f  é  integnivel. 
Demonstração: 
Consideremos em Rn a norma do máximo. Sendo A compacto, f é uniforme-
mente continua. Dado e>  0, existe 5> 0 tal que 
x, y E A., Ilx — < 6 	 f (r) — f 	 < 2 v
c
(Ay 
Seja P uma partição de A, com IP < b. Dessa maneira, para todo sub-bloco 
B c P, temos que 
e 




-11 (f = Emf—rnan-v(B) = E ww 	 vcip 
	
v(B) E 	 -v(B) 
REP 	 REP 	 REP  
Pelo teorema anterior, temos que f 
 é  integrável. 
Demonstraremos o seguinte lema que será ail na demonstração do teorema 1.2 .  
Lema 1.5 Sejam f,g : A —> 111 integráveis, f e g limitadas em A C Rn. Então  
rns(f)+ ms (g) rns(f + g) e Ms(f)+ Ms(g) Ms(f + g). 
13 
Demonstração: 
Sejam M e N conjuntos, e M + N = frn + ri in E M e ri E NE Dessa forma, 
in f (M + N) = in f M + inf N 
e 
sup (M +N) sup M + sup N. 
Sejam D = Mx) + g(x) x E ,S1 e E = If (y) + g(z) y,z e SI. Como D C E, 
ternos in f D > in f E e sup D < sup E Assim sendo, 
+ g) =- inf {(f +g)(x) x E 	 = inf {f(x)+ g(x)  j  zE  LS} = 
in f D in f E = in f {f(y)+ g(z) y, z S} = 
in! 
 {f(Y) I yE S} + inf (z) z E S} = rris (f)+ ins (g). 
De forma análoga, 
Ms (f + g) --= sup {(f + g)(x), 
 I ' e 	 = 
sup If (x) 4- g(x) x E S} = sup D < 
sup E = sup (y) + g(z) I y, z S} = 
sup f (y) y E .91 + sup If (z) z e SI = Ms (f) Ma (g). 
Teorema 1.2 Sejam f , g : A 	 integráveis, e A C rtn . São verdadeiras as 
seguintes afirmações: 
a) A função f g é integrável e f[f (x) + g(x)1dx = f f (x)elx + f g(x)dx. 
A 	 A 
b) Para todo c E R, a função f é integrável e fc•f (r)dx -= c f f (x)dx. 
A 	 A 
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c) Se f(z) 5_ g(x) para todo x E A, então 5 f (x)dx 5_ f g(x)dx. A 	 A 
d) A  função (x)I  é integrável elf f (x)dxl < f (x)Idx. 
e) Se f é continua, existe c e A tal que f f (x)dx = f (c) v(A). 
A 
Demonstração: 
a) Seja P uma partição de A. 	 Para todo sub-bloco S de P, temos 
Tris(f)+ ms(g) ms(f + g) e Ms(f)+ Ms(g) ?_ Ms(f + g). Dai, 
Ems (f) - v(S)± rris(g) -v(S) 5_ Ems (f + g) .v(S) 
e 
E Ms(f + g) • v(S) <E[Ms(f) v(S) Ms (g) • v(8)], 
ou seja, 
L( f , P) L(g, .1 3) <LU  g, P) 5_ U (f + g, P) _< U(f , P) + U(g, 13). 
Resulta dai que 
f f (x)dx f g(x)dx =  ff (x)dx f g(x)dx 5_ 
A 	 A 	 A 	 71 
f Cf + 	 f(f+ g)(x)dx < 
A 	 A 
I f (x)dx + g(x)dx = f (x)dx +g(x)dx. 
A 	 A 	 A 	 A 
Temos  então 
f (f + g)(x)dx = f (f + 
A 
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e assim f 
 +9  é integrável e 
fu  + g)(x)dx f f (x)dx + f g(x)dx. 
	
A 	 A 	 A 
	
14 Para c 0, vale L(c 	 P) c • L(f,P) e U(c • f, P) c- U(f , P) e para c < 
vale L(c - f ,P) = c- U(f , P) e U(c f,P) = c- L(f,P). Assim, se c <O, temos 
f (c - f)(x)dx = in f U(c - f , 	 = in f (c - L)(f, P) = 
A 
c sup L(f ,P) = c • f f (x)dx 
e 
f (C- f)(x)dx = sup L(c - f , P) = sup (c - U)(f , P) = 
c in f U(f , P) = c • f (x)dx, 
A 
ou seja, c - f é integrável e 
(c • f)(x)dx = c • 	 f (x)dx. 
A 	 A 
Se c > 0, 
f (c • f)(x)dx = in f U(c • f, P) = c • in f U ( f , P) = f f (x)dx 
A 	 A 
e 
f (c - f)(x)dx = sup L(c • f , P) = c • sup L(f , P) = c • .1 f (x)dx. 
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Temos então  
7v.  f)(x)dx = (c - f)(x)dx, 
A 
ou seja, c • f é integrável e, além disso 
f (c • f)(x)dx -= c - f(x)dr. 
A 	 A 
c) Seja h uma função integrável, h(x) > 0 para todo x E A. Assim, Ins (h) > 0, 
em todo bloco S de uma partição P qualquer. Temos então que 
L(h, P) = 	 rash - v(S) > 0, 
e portanto, 
h(x)dx = sup L(h, P) > O. 
a 
Seja f (x) g(x), para todo x E A. Dai, g (x) —  1(x) a '0, e 
O < f [g(x) — f (x)1dx =f g(x)dx — f f (x)dx, 
A 	 A 	 A 
ou seja, 
g(x)dx a f f (x)dx. 
A 	 A 
d) Veja que 
If (Y)11 5 11(x) - f(Y)i. 
Dai, Msif 
 I  — mislf I S Ms f — msf e consequentemente, para cada E > 
P) — LOA P) C  U(f, P) — L(f,P) < 
17 
e isso significa que Ifé  integrável. Veja que para cada f(r), 
— I f (x ) I 	 f(z) 	 I f (x)I , 
e então,  
f (i)1(11  f f (x)dx < f (x)Idx, 
f f(x)dx ./ f (x )Idx. 
  
e) Seja rn = f (x) x E A} e M = sup ff (x)  Ix  E 	 Seja P uma partição 
de A. Para cada bloco S de P temos 
m < ms(f) e M > Als(n- 
Dai, 
m v(A) =-- Ern - v(s) I  Emsf - v(s) 
E Msf • v (s) < EM.  v(S)  =M .v(A), 
ou seja, 
m - v(A) I f f (x)dx < M - v(A). 
A 
Como v(A) > 0, temos que 
5 f(x)di 
A  
4172 < 	 C M.  
v(A) 
Pelo teorema do valor intermediário, existe c E A tal que 
5 f (x)dx 
f (c) = A 	  
v (A)  
e portanto, f (c) • v(A.) = f (x)dx. 
A 
18 
2 Medida Nula e Conteúdo Nulo 
Seja A c Ir. Uma cobertura de A 6 um conjunto U = {U),}), Ex, onde UA 6 um 
subconjunto do 1r, X 6 o conjunto dos indices A, eAc U U.» Isso significa que 
AEX 
para cada z E A existe A E X tal que x E 	 Um conjunto U' 6 uma subcobertura 
de A subordinada a U se U' é uma cobertura de A e U' C U. Se U 6 da forma 
{U1 , U2 , ..., Un}, ou seja, U 6 composto por um número finito de elementos  então a 
cobertura U é dita uma cobertura finita de A. A cobertura U é aberta se cada JA  
um conjunto aberto. 
Exemplo. Seja A o conjunto definido por, 
{(x, y) E R2 tal que 0 < x < 1, 0 < y < 2}. 
0 conjunto B, definido por 
1( —0.5, 0.5) x (-0.5, 2.5), (0.4, 1.5) x (-0.5, 2.5)1 
6 uma cobertura finita de A, enquanto que o conjunto {ITA }A, 1 onde cada U3 é da forma 
U), = [-0.5,1 —4] x [0,21, é uma cobertura que nap é finita. 
Um conjunto A C Ir diz-se enumerável se ele é finito ou se existe uma bijeçao 
f : N —> A. No segundo caso A 6 dito infinito enumerável, e colocando-se 
= f (1), /12 = f (2), A3 = f (3), ..., tem-se A {Ai, A2, ...}. Intuitivamente, um 
conjunto é enumerável  se seus elementos podem ser colocados numa lista de modo 
que qualquer elemento do conjunto pode ser alcançado se avançarmos o suficiente na 
lista. Se a lista 6 infinita, o conjunto  é enumeravelmente infinito. 
Definição:  Um conjunto A C Ir tem medida n-dimensional nula se para cada 
e > 0 existe uma cobertura {U),} ), Gx onde X é enumerável, cada UA é um bloco n-
dimensional fechado e E v(U,) < e. 
AGX 
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Sempre que está claro em qual  espaço estamos trabalhando, diremos que um con-
junto A tem medida nula em vez de dizer que A tem medida n-dimensional nula. 
Ocasionalmente diremos medA = 0 em vez de dizer que A tem medida nula. 
Exemplo: Seja a um ponto, a E R. Dado e > 0 consideremos o conjunto fechado 
(neste caso é um intervalo) U [a — a ± 	 intervalo U é uma cobertura de a, e 
v(U)=-- < e e portanto o ponto a tem medida nula. 
Urn ponto a E Tie também tem medida nula, pois considerando a = (x 1 ,12 , x n) 
e dado e>  0 podemos obter uma cobertura 
71 
E 	 E 1 	 1 
U = [xi — z, xi + Ti] x 	 _ 
1=2 
de a com v(U) = < E. 
Se BC AeA tem medida nula então B tem medida nula, pois para 
cada E> 
sabemos que existe uma cobertura {Ui , U2 , ...} de A com E v(u4 < E. Essa mesma xex 
cobertura pode ser usada como cobertura de B. 
Em alguns casos é mais conveniente caracterizar medida nula usando coberturas 
de blocos abertos em vez de fechados. 
Teorema 2.1 Um conjunto A c It  tem medida nula se e somente se para cada e > 
existe uma cobertura de blows abertos {Ux}.),Ex, com A C U U.), e E v(u,,) < 
AO( 	 AEI 
Demonstração: 
'Seja {U),}),Exuma cobertura aberta de A, com E v(uA) < E. Sendo que cada XEX 
771 
UÀ é um bloco aberto, UA = („, , +14, e o bloco fechado DA = ll [a,, ai +41 
	
3,1 	 i=1 
contêm UA . Portanto LJ LTx C U DA . Por definição o 
volume de um bloco 
Aex 	 Aex 
fechado é o mesmo de um bloco aberto, e assim 
E v(D,0 E v(u,,) c, 
	
).Ex 	 xcx 
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i=1 	 i=1 
e isso significa que medA = O. 
Reciprocamente, suponha que medA = O. Dado e > 0, existe uma cobertura 
{DA}),Ex de A, onde DA é um bloco fechado e E v(DA) < ¡. Sendo que cada 
AO( 
DA é um bloco, DA 
 = fJ  [ai, aj + /4 Definimos 5=1 
UA (6) = J-1(a; — 6, ai + + 5), 
5=1 
e temos DA C LTA (6). Notamos que limv(U),(6)) = v(D),). Portanto, existe 6> 0 5-0 
tal que v(U),(6)) < 2 - v(D),). Dessa forma, para cada E X existe um bloco 
aberto DA tal que UA C DA e v(t/À) <2 - v(DA) e consequentemente 
< E 2 - v(DA) < 
AEX 	 AEX 
Obtemos assim uma cobertura aberta Walacx de A com E v(rJA) < E. 
AEX 
Um conjunto A formado por urn número finito de pontos tem medida nula, pois 
para cada ponto aj E A e para cada e> 0 existe uma cobertura {C5 } com v(CI) < 
onde n é o número de pontos. Dessa forma {C1, C2, ..., C}  é uma cobertura de A, 
com E v(ci) < E. 
Se A é um conjunto infinito de pontos que podem ser ordenados formando uma 
[seqüência 	 a2, ...}, então  A tem medida nula. De fato, para todo e>  0 e para cada 
(Li E A, podemos escolher um bloco aberto Ui contendo ai com v(Ui) < 	 Então,  
O conjunto dos números racionais entre 0 e 1 é um exemplo de um conjunto de medida 
0 com uma infinidade de termos. De fato, podemos ordenar as frações da seguinte 
forma: 
0 	 01 	 0 1 2 	 0 1 2 3 { 11'12 ' 
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Esse conjunto foi ordenado conforme o quadro da figura 2.1. 
0/ 0/ 0/ 0/ 0 
/ 1/2 	 5 
	
1 	 1 	 1 	 1 
	
/1 	 4 5 
2 	 2 
3 	 4 	 5 
3 	 3 	 3 	 3 
_ . . . 
/1 2 3 4 5 
/1 
Figura 2.1 
Retirando as frações maiores que 1 e as repetidas teremos um conjunto ordenado 
e, portanto, de medida nula. Podemos também verificar que cada subconjunto de 
frações do conjunto A tem medida nula e, sendo assim, a unido desses subconjuntos 
tem medida nula,  conforme o teorema 2.2. que Berá enunciado e demonstrado a seguir. 
Quando falamos em medida nula, devemos deixar clam a dimenssão do espaço ao 
qual nos referimos. Em r 2 , por exemplo, o conjunto A = [0,1] x [0,1] não tem medida 
nula. Nesse caso a medida é bidimensional. 0 mesmo conjunto A em Ile tem medida 
tridimensional nula, pois o conjunto B = [0,1] x [0,1] x i] é uma cobertura de 
A em R3 e v(B) 	 < E. Generalizando essa idéia, podemos dizer que, se A C Rn 
limitado, en-Lao A tem medida nula em le, onde m > ri. De fato, sendo A limitado, 
existe um bloco B C Rn tal que Ac B. Sendo B um bloco, B =-- fl [ai , bi]. Pan cada 
E > 0, o bloco 
m-1 
C := Ban bi ] x TT [ 	 1 
-I- 	 2 2' x [4. 	 — 	 - ••. • (bn — an) ' 4- (bi — ai) - -•- - (b. -- and 
2=1  
é uma cobertura de A em lErn,e v(c) = < e. Isso significa que A tem medida nula 
em IR'" 
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1=1 AC2C; 	 1=1 
Teorema 2.2 Se A = {A1 U A2 U A 3 ...} e cada Ai tem medida nula então A tern 
medida nula. 
Demonstração: 
Cada Ai  tem medida nula. Portanto para cada e > 0 existe uma cobertura 
{Ux},,a, de Ai com E v(ui) < t. Dessa forma {ITA},,eux,  é  uma cobertura 
xexi 
de A. Veja que 
e portanto medA = O. 
Um subconjunto A de le tem conteúdo nulo se para cada e > 0 existe uma cobertu-
ra {Ux},,cx de A onde X é finito, cada th, é um bloco fechado e 
E v(u,) < E. 
aex 
Também aqui em alguns casos é conveniente usar blocos abertos em vez de fechados 
para uma cobertura. A demonstração é análoga á, que foi feita para conjuntos de 
medida nula. 
Se A é urn conjunto de conteúdo nulo, então A tern medida nula. A reciproca raga 
verdadeira, como veremos nos exemplos a seguir. 
Exemplo 1. Considere A = Z+. Podemos ordenar esse conjunto da forma {0, 1,2, ...} , 
e portanto medA = 0, mas não existe nenhuma cobertura finita {/3),} ), Ex desse con-
junto, tal que E 13), < 1. De fato, supondo que a cobertura seja finita, algum 
ÀeX 
elemento da cobertura, digamos, BA()  contém pelo menos dois elementos de Z+, e 
assim v (BA() ) > 1 e consequentemente E v(a,) > 1. Isso significa que A nao tem 
xex 
conteúdo nulo. 
Exemplo 2. Seja S definido por 
fix, Y) e R2 I 	 + Y2 =11. 
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Dado e > 0, considere 
—e 
B = 1(x, y) E R2 1— — < x2 	 s1+ Tit }. 87r 
Para obter uma cobertura de S de blocos fechados, considere a partição P = (P1, P2) 
de [-2, 2] x [-2,2], onde P divide [-2, 2] x [-2, 2] em In quadrados de lado 6 < j. 
Denotamos por S' os quadrados dessa partição. Seja B' = s' n s OE 0 
conjunto B' é portanto urna cobertura de S. Neste caso, 
v(B) = 2r((1 + L-) 2 — (1+ 	 = < Sir 	 82r 	 2 
e como U S' c B, E v(Si)c c. 
S'EB' 	 S'EB' 
Teorema 2.3 Se A é um conjunto ilimitado  então  A niio tem conteúdo nulo. 
Demonstração; 
Suponha que A tenha conteúdo nulo. Dai, para cada e> 0 existe uma cobertura 
finita {ITÀ}Asx de A com E v(u),) < E, o que significa que v(U),) C E, ou seja, 
AEX 
Vi é limitado. Como ETA é limitado e X tern um número finito de elementos, 
U (/), é limitada e como A c {U),}), ex, temos que A também é limitado, o que 
Aor 
é um absurdo. Portanto A não pode ter conteúdo nulo. 
Teorema 2.4 Se a < b, [a, b]  C R, então  [a, b] não tem conteãdo nulo. Se {U),} ),Ex 
é uma cobertura finita de [a, bl por intervalos fechados  então E v(u,)> b — a. Aex 
Demonstração: 
Inicialmente faremos a demonstração da segunda parte do teorema, a qual é 
por indução sobre X. Suponha que X tenha um único elemento, digamos 
X = {1}. Dessa forma {L/A}  = {U } , [a, b] C Ui e v(U) > b — a. Suponha 
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valido quando X tern n elementos que ordenamos da forma {1,2, ...,n} . As-
sim, {Ux} = {U1 , ... , U} e E v(u,,) 	 b — a. Seja { ux} == 
AEX 
uma cobertura de intervalos fechados de [a, b]. Suponha que a E U1 (podemos 
ordenar os indices de forma que isso  aconteça). Então Ui = [a, /3] é tal que 
n+1 
a < a < /3. Se )3 > b, então v(Ui) =P—a> b—a e portanto E v(Ux) > 5— a. 
n+1 
Se /3 < b, então [/), b] é recoberto pot 	 U,,,} e E v(ux) > b— /3, e portanto A:=2 
n+1 
E v(UA) >b—P-0—a=b—a. 
A=1 
Para provar a primeira parte do teorema, tomemos e = b — a. Para 
qualquer 
tr, 
cobetura finita 	 teremos que E v(u,,) > c, ou seja, [a, b] não tem 
X=1 
conteúdo nulo. 
Se a < b, então [a, b] c também não tem medida nula. Isso pode 
ser justificado 
pelo seguinte teorema: 
Teorema 2.5 Se A é compacto e tern medida nula  então  A tem conteúdo nulo. 
Demonstração:  
Sendo que A tem medida nula, para cada E > 0 existe uma cobertura aberta 
{//),}Aex de A tal que E v(u,,) c c. Como A é  compacto, essa cobertura admite 
XEX 
uma subcobertura 1/3),h ey finita (ver anexos). Dessa forma E v(B)  c c, pois XEY 
{13),}),Ey C 
A conclusão desse teorema é falsa se A não e 
compacto. Por exemplo, seja A o 
conjunto de todos os mimeros racionais entre 0 el, então A tem  medida nula.  Suponha 
que exista uma cobertura finita {A x}xEx de intervalos fechados, X = 
{1, 2, ..., n},  que 
recobre A. Dessa forma A está contido em [ai, U [a2, 52] U ••• U [an, tin]. Veja que 
[0,1] C [ai, 	 U [a2, b21 U U [an , b„,], 
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pois [ai , b1] U [a2, 62] U U [an , b.] é fechado e Q n [0,1] é denso em [0, 1]. Pelo teorema 
2.4, E [cot , bA ] > 1, e portanto A não tem conteúdo nulo. 
"EX 
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3 Funções Integráveis  
Seja f : A -4 R, f uma função limitada e A C 	 Fixemos x E A e para cada 
> 0, definimos Slx (5) = w[f ; A n B(x , 6)] como sendo a oscilação de f no conjunto 
dos pantos de A que distam menos que 6. de x. Como f é limitada, 5-4(6) também é, 
e se b < 8', então íl(5) < Qz (82. Dessa forma existe o limite 
w (f, x) = lim Qs (5) = lim w[f ; A n B (x , b)] 
	
6-)11 	 r5->o 
que será chamado de oseilagtio da função f no ponto x. 
Quando não houver possibilidade de  confusão,  denotaremos wlf ; A] apenas por 
Propriedade 1: w(f,x) = 0 se e somente se f é continua em x. 
Demonstração: 
Dizer que w(f,x) = 0 significa que para cada E > 0 dado, existe b > 0 tal que 
se 
Y,z E A n B(x,5) 	 1.f(z) -  f (y)I < c. 
Se escolhermos z = x, vemos que isso é equivalente à continuidade de f em x. 
Reciprocamente, se f é continua em x, para cada e > 0 existe 5 > O tal que 
se y, z E A n B(x, 6) então e if(x) - f(z)I sej a, 
< 
Propriedade 2: Se x pertence ao interior de YeY c A então w(f,x) < w[f; YI. 
Chamaremos de w[f; .11 a oscilação de f no conjunto Y. 
Demonstração: 
Se x E int Y então existe 6 > 0 tal que /3(x, 6) C Y. Dai, 
(f 	 in[f ; B(x, 5)] 	 le[le ; Y]. 
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Teorema 3.1 Uma fungdo f : A —+ R, limitada no bloco A C , é integrável se e 
somente se o conjunto Df dos seus pontos de descontinuidade tern medida nula. 
Demonstração: 
Suponha que medDf = 0, e c > O. Tomamos uma cobertura  enumerável  
{C'A } ),Ex de .131 de blocos abertos tais que E v(C) < fr, onde K = WA 
xcx 
(oscilação de f no bloco A). Para cada E A — Df tomemos um cubo aberto 
C:, contendo x, tal que a oscilação no fecho de Cl seja inferior a 2v4 . Como 
A é compacto, da cobertura aberta {CIA } U fcill de A podemos retirar uma 
subcobertura finita 
C; u u 11. u u u ca" 
que ainda recobre A. Seja P uma partição de A tal que cada bloco (aberto) B 
de P esteja contido, ou num dos blocos C ou num dos blocos Indicaremos 
por B' os blocos de P que estão contidos em algum bloco C e por B" os blocos 
de P que estão  contidos em algum bloco 117. Assim, a soma dos volumes dos 
blocos B' é menor do que fre e em cada bloco B" a oscilação não exede  
Portanto 
E wa • v (B) E WE, • 48') 4- E 24,„„ • v(B") 
REP 	 13' 	 B" 
e E 	 E 
< KE,(g) + 	 E y(13") < K • — + — v(A) = E, 
	
2v(A) law 	 2K 2v(A) 
e f é integrável.  
Reciprocamente, suponhamos que f é integrável. Como Df = D1 U B2 U 
onde Di Ir e A ; w(f,x) > 0, provaremos que cada Di tem medida nula, 
i E N. Seja e > O. Como f é integrável,  existe uma partição P do bloco A tal 
que E W E • v(B) < Indiquemos por B' os blocos de P que contém algum 
no' 
ponto de algum Di  em seu interior. Para cada um desses blocos, temos wo > t. 
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(Prop. 2). Logo, 
- v ( B') _< 	 wB, v(g) < E„,„ v(B) < 
e dai, E v(B') < e. 0 conjunto A está contido em (UB') U Y, onde Y é a 
unido das faces Y' dos blocos B E P que contém algum ponto de A.. Sendo 
que cada face tem dimensão menor do que cada face tem medida nula. Como 
cada bloco tem um  número finito de faces, o conjunto S de todas as faces Y' 
um conjunto enumerável e portanto o conjunto Y = UY' é um conjunto de 
medida nula. Dessa forma podemos obter uma cobertura {VA}AEx de tal forma 
que E v(VA) < E. Assim, 
XEX 
Di c (ug) u Y c (u139 u (U 16,) 
Aoc 
e )v(e) 	 E v(v),) < 2c. Isso significa que Di tem medida nula, e pelo 
xex 
teorema 2.2, Df também tem medida nula. 
Exemplo 1: Seja f: [0,1] 	 IR, 
11. x E Q f(x)= 
Essa função é descontinua em todos os pontos de [0,1 ] , e [0,1] nab tem medida 
nula. Pelo teorema 2.1, a função não é  integrável. 
Exemplo 2: Considere f : [0,11 	 IR., 
f (x)= 
x E Q, x = 	 mdc(na,n) = 1 
Inicialmente mostremos que f é continua em IR — Q. Seja e > 0 e 
x e {R Q}. Existe no E N tal que 74,1— < e e existe um número finito ir de ter- 
O x Q 
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mos racionais xo, xi, 	 tal que f (xi) > 4. Seja b = min{d(x, x i)}. Assim, se y 
é tal que 
lx — yi <S então A') — f (01  
Dai, f é continua nos irracionais. Nos racionais f não é continua. De fato, sendo 
x e Q, x =7,1 , temos f (x) = k. Seja e = k. Para cada 6 > 0, existe y E {R— Q} 
Coln 1 	 1 
ix — y <8  e if(x) — 1(01= > ii 	 2n 
Veja que o conjunto de descontinuidakles dessa funçao é formado pelos números 
racionais entre 0 e 1, e esse conjunto tem medida 0. Em vista disso, f é  integrável-  
Até  agora só consideramos integrais sobre blocos m-dimensionais. Consideremos 
um conjunto C c Ir (C pode não ser um bloco). A  função característica  xc (x) 
definida por 
10 x C 
Xc (x) = 
1 x e C 
Se C C A para algum bloco fechado Aef :A —* é limitada, então f f  se define C 
COMO f f  • X c , suposto que f - xc  é integrável. 
A escolha do bloco A não interfere na integral sobre C. Considere Ai e A2 blocos 
A 
distintos, com C c A1 e C c A2 . COMO A1 e A2 são 
sub-blocos de an, podemos 
escrevê-los como sendo 
Ai = Bat , hi] e A2 = 
t=.-1 
Seja  e = max{ai, cil e fi = minlbi , di). Dessa forma obtemos um bloco B =- 
[ei , fj  
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com C C B. Para cada r no exterior do conjunto B, xc(r) = 0, e assim 
f • xc = f f • xc = f f • xc. 
A2 
Teorema 3.2 A função xc : A -4 R é integrável se e somente se a fronteira de C 
tem medida nula. 
Demonstração: 
Queremos mostrar que a fronteira de C, (Fr (C)) 6 igual ao conjunto de descon-
tinuidades de xc, (D(x0)). Se x pertence ao interior de C então existe um bloco 
aberto U com xEUC C. Assim, xc = 1 em U é xe continua em x. Da 
mesma forma, se x pertence ao exterior de C, existe um bloco aberto U tal que 
se xEUC iir — C. Dai, xc O em U e xc é continua em x . Se x pertence 
h fronteira de C, então para cada bloco aberto U que contém x, existem Yt  em 
u n C tal que xc (yi ) = 1 e y2 em unlit' — c tal que xc(y2) = 0, e portanto x c 
não 6 continua na fronteira de C Para cada x E A temos que, ou x pertence ao 
interior de C, ou x pertence ao exterior de C, ou x pertence 6. fronteira de C. 
Podemos então concluir que FT (C) = D(xe). 
Se a fronteira tem medida nula,  então pelo Teorema 3.1 xc 6 integrável. Pelo 
mesmo Teorema, se xc é  integrável, então  a fronteira tem madida nula. 
Um conjunto C cuja fronteira tem medida nula é denominado um conjunto j-
mensurrivel, e o seu volume é definido por f xc onde A é um bloco tal que C C A. 
A 
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4 Teorema de Fubini 
0 problema de calcular integrais se resolve com o teorema 4.1, que reduz o cálculo 
de integrais era um bloco fechado ern iie, n> 1, ao cálculo de integrals sobre intervalos 
fechados em R. 
A idéia do teorema se ilustra melhor na Figura 4.1, considerando uma função posi- 
tiva f : [a, b] x [c, d) -4 R Seja to , t1 , tn  uma partição de [a, b] que divide [a, x [c, d] 
em n partes  através dos segmentos IQ x [c, d], Se definimos 
g(y) = f (x , y),  então a área da regido entre o gráfico de f e {x} x [c, di é 
f gm =  
Figura 4.1 
0 volume da regido entre o gráfico de f e [4_1, -4] x [c, dj é portanto aproximada- 
mente (t, — ti_1) 	 f (x, y)dy , para cada x E 	 [t1_1, 4I. Assim, 
e 
	
f=i 	 f  
[a,blx[c,(11 	 z=1 	 ,tilx[c,d1 
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6 aproximadamente 
Dti — 4_0 • ./ 	 y)cly 
1=1 	 c 
a 	 Tb 
onde xi E [4_1 ,41. Se definimos h(x) = f f (x, y)dy, então E(ti —ti_o-h(x) aproxima- 
a 	 i=1 
se a f h(x)dx, e somos levados a crer que 
a 
	
f 	 b h(x)dx --= f i b ( d = f	 f (x,y)dy) dx. 
[a,b] X [e,c1] 	 a 	 a 
Na demonstração do teorema a seguir usaremos v(SA) que significa volume do 
bloco SA, onde SA C R", v(SB) que significa volume do bloco SB, onde SB CR Tft  . 
volume de SA x SB, denotado por v(SA x SB ), com (.5,4 x SB) C 	 6 o mesmo 
que v(SA) • v(SB). 
Teorema 4.1 (Teorema de Fubini) Sejam, A c 	 e B c 	 blocos fechados, e 
seja f :AxB —+  IR integrável. Para cada x E A, sejam g1 : B —> IR definidos por 
9x(Y)= f(1,10 
L(x) = sr 	 f (T, )eLY e 
U(X) = J z= f (x, y)dy. 
Então L e U são integráveis em A , 
	
= f 	 (f f (x, y)dy) dx e 
Ax lit 	 A 	 A  
f f =1U=f (jf(x,y)dy) clx. 
	
AxB 	 A 	 A B 
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Demonstração:  
Seja PA uma partição de A e PB uma partigão de 13 Essas partições formam 
uma partição P de A x B na qual cada sub-bloco S é da forma SA X SB, 
onde 
SA é sub-bloco de PA e SB é sub-bloco de P. Assim, 
L(J,P)= Erns(f)- v(s)= E nis(f) - v (sA x sa). 
SAXSB 
Se z E SA, então ras„xsa (f) <TilBx5B(f) = ms,,(gB). 
Dessa forma, para 
E SA, tem-se 
E rnsA xsa(f) • v(S B) < E rnsB (g.) - v(SB)  S  
SB 	 Ss 	 T3 
Portanto 
E (EmsAxsBcf) • vcsB)) v A) 5_ EL(r) • (SA) = Lae PA)' 
SA SB 	 SA 
Agimos da mesma maneira para U( f , P) e obtemos 
U (f , P) = E Ms( f) v(S) = E ms (f) v(sA x sB) = 
SA X519 
A 	
msAxs.(f) v(513)) v (S A) • 
S 	 SB 
Sendo z e SA,  então MsAxsB(f) Ms „ (gr), e 
E msAxsa(f) -v(Sn) Ems.(gx) • v(sB ) 
 
SB 	 SB  
= E E s sp(f) .v(S)) v(54.  
SA ( SB 
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E 	 msAxsa (f) - v(S B )) v(SA) ._?Eu(z) v(5A) u(u, PA )• 
SA 	 Sig 	 SA 
Temos então que 
L( f, P) < L(L, PA) 5_ U(L, PA) U(U, PA) 5 U(.f, P)• 
Sendo que f é integrável, sup L(f, 	 znf U(f,P) = f f. Portanto, AxB 
sup MIL, PA) = in f U(L, PA) = f f 
AXE 
Pela definição de integrabilidade, L é integrável  em A e 
f f = L(r)dx 	 f (x,y)dx)dy. 
AxB 	 A 	 A (17 
Das desigualdades 
LU, P) < L(L, PA) 5_ L ( U, PA) 5 WU, PA) 5 	 P) 
e da integrabilidade de f  concluímos que sup L(U, PA ) = in f U(tJ, PA), ou seja, 
U é integrável e 
f f = f U(x)dx = f B  f(x,y)cht dz. AxEl 	 A  
Exemplo: Considere C = [-1,1) x [-1,1 ]  — {(x,y) li(x,y)11 < 111. Dada uma 
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função f : C a, 
11=1(If (x,Y) -  Xcdy) dx 
c 	 -1 
A função característica  é definida por 
   
    
1 se y < -V1 - x2 ou y > V1 - x2 
Xc(x, Y) = 
0 caso contrario 




f (x,y) - ldy + 	 f (x,y) - Ody + f f (x,y) • ldy dx = 
-1,7727 
= I (T' f (x,y)dy + 	 f (x,y)dy dx. 
 
-1 	 -1 
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5 Partições da Unidade 
Começaremos definindo .B(r) como sendo a bola aberta de centro em 0 e raio r, e 
como a respectiva bola fechada, Seja O < 8 < r, onde 8, rER O próximo passo 
será definir uma  função e :  11I —> R, de classe C' tal que 0 < e(x) < 1, e(x) = 1 se 
x E B[S] e e(x) = 0 se x não pertence a B[r]. Começaremos com a  função 1: R, 
t < 0 
t > 0 
Os gráficos de f(t), f(t +  r) e de f ( — s — t) são os seguintes: 
Figura 5.1 
 
Para it 0 observamos que f (t) é it vezes derivável. Devemos mostrar que f (t) 
é n vezes derivável em O. Para tanto, usaremos a  definição 
 de diferenciabilidade, 
ou seja, mostraremos que lim r (o-tn°)  existe. Observamos que lim 
r(t)_-r(0) 
 = o. 
t-4.0 	 t-40- 
Mostraremos que um f n(t) t fn(°)  — O. Notamos que fn(t) = 	 - p(t'), onde p é 
t-4o+ 
um polinômio. Chamaremos de q(t-') o polinômio que é o produto p(C 1) -t". Dessa 
forma, 





lim 	  
t-40÷ it 
lime 	 p(t") 	 = 
lim e(-0-1 q(t') 
t-)s+ 
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Definindo v =1, teremos 
fim e(-0-1 - q(t 1 ) 
t-w+ 




Aplicando L'Hopital podemos concluir que lim tÉri = O. v-4-00 e' 
Consideremos OM = f(t + 7-) - f(—s — t), para todo t E it 0 gráfico de P(t) é o 
da figura 5.2. 
Figura 5.2 
+00 	 -8 
Seja b = f OW& = 5  )3(t)dt. Definimos uma funçio 	 : R R, 





Cada uma das areas hachurradas da figura 5.3 tem area 1, pois 
-9 	 -S 
1 I fiy(t)dt = 	 p(t)cit 	 = 
-r 	 -r 
A próxima função,  também de classe Cc°, sera definida como 




A função e : 	 IR procurada é dada por e(x) = (I'1), onde ix' = 	 No 
caso in = 2, o gráfico de tem a forma da figura 5.5. 
Figura 5.5 
Lema 5.1 Se U C W é aberto eCC U é  compacto, então existe um 
conjunto 
compacto D tal que C C interiorD e D C U. 
Demonstração: 
Seja d(F,.(C),F,.(U)) = e. Sabemos que e > O. (em anexo). Seja b = 
Definimos Uo = intC e para cada x, e Fr(C), definimos U = B(xi,b). Obtemos 
assim uma cobertura aberta {U0, 	 de C de tal forma que Uo U (urf;.) C U. 
39 
Sendo que C é compacto, C admite uma cobertura finita {Uo , ..., Um }. Considere 
o conjunto 
D = Uo U ...0 
Notamos que C C Uo U U Um que é aberto e portanto C C int.D e que D é 
fechado pois é uma união finita de conjuntos fechados e é limitado pois D C U. 
Sendo assim, D é compacto é é o conjunto desejado. 
Lema 5.2 Dado um conjunto aberto C c 	 e um conjunto compacto A c C, existe 
uma funçtio Cc° não negativa que é positiva em A e zero no exterior de um conjunto 
fechado contido em C. 
Demonstração: 
Para cada x E A, existe Ex > O tal que B(t, ex) C C. Seja 8x --= 	 Temos 
assim que {B(x,i5 x )} é uma cobertura aberta de A. Seja {B 1 , _..,B„) uma 
subcobertura finita. Seja ço, : n —> lit uma função Cc°, cp t > 0, ÇO = 1 se 
x E B(xi,6 1,) e p = 0 se x B(x i ,es,). Para cada x E A, considere a  função  
ç(x) = Veja que w(x) > 1  >0 em A e para cada x E Cc , 
tern-se cp(x) = 0. Seja g : R —> [0,1] uma função Cel° tal que g(x) = 0 se x < 0 
e g(x) -= 1 se r>  L  Definimos a função k = g o <p. A função k é a função 
procurada. 
Teorema 5.1 Dada, A c 	 e glihex urna cobertura aberta de A. Então existe 
uma coleçiio 1,  de funções ç(x) de classe 	 definidas em um conjunto aberto que 
contem A, com as seguintes propriedades: 
1) Para cada x E A tern-se 0 < yo(x) <1; 
2) Para todo x E A existe um conjunto aberto V, com 1,o = O em V,  ereto para 
um 
numero finito de funções ço,- 
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3) Para cada x E A tem-se E y(x) = 1. Essa soma é finita em virtude da 
grE 
propriedade 2. 
Para todo y E 41 , existe um conjunto aberto U em {UA} tal que y = 0 no exterior 
de um conjunto fechado contido em U. 
Uma coleção (I) que satisfaz as condições 1 a 3 é chamada uma partição da unidade 
para A com funções C°°. Se di satisfaz também 4, a  partição da unidade é subordinada 
cobertura {U),}. 
Demonstraremos esse teorema separando-o em quatro casos: 
Demonstração: 
Primeiro caso: A é compacto. 
Sendo A compacto, A admite uma cobertura finita 1111, U27 •••2 (In}. Construire-
mos então uma partição  da unidade subordinada ã cobertura {U 1 , U2 , ..., EQ. 
Buscaremos primeiro conjuntos compactos D i c Ui  cujos interiores recubram 
A. Os conjuntos Di  se constroem indutivamente como segue. Suponha que 
...,intDk, Uk+i , U,,} recobre A. Seja o conjunto 
(intDi U U intDk U (4+2 U • U UO • 
Então Ck±i C Uk+i é compacto. Pelo lema 5.1, existe um conjunto com- 
pacto Dk + i tal que Ck±i c intDk+1 e Dk±i C Uk±i . Construidos os conjuntos 
Dn , seja (pi uma função C" não negativa que seja positiva em D i e 0 no 
exterior de um conjunto fechado contido em Ui . Sendo que {D1 , ..., DJ recobre 
A, tem-se 'p(x) + + (Mx) > 0 para todo x em um conjunto aberto U que 
contém A. Em U se pode definir iki (x) —  . Se f : U —> [0,1] é uma 
função C'D que é 1 em A e 0 no exterior de um conjunto fechado contido em U, 
então = ff 11, 1 , f - é a partição da unidade desejada. Notamos que 
essa é uma partição da unidade finita 
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Segundo caso: A =  A 1 U A2 U A3 .., onde cada A i é compacto e A4 c intAi-Fi-
Para cada  i, designamos por Oi o conjunto de todos os 	 onde 
IUAl é uma cobertura de A. Então 04 é uma cobertura do conjunto compacto 
Bi = A4 — int(A4_ 1). Em virtude do primeiro caso existe uma partição da 
unidade cDi para B„ subordinada a Oz . Para cada x E A tem-se que x E Ai , e 
da forma como foram construídas as coberturas 0, w(x) = O  para todo Itsj, com 
j > i -I- 2. Dessa forma, para cada x e A, a soma 
c5 (x) = E yo(x) 
cpEei , todo 
é uma soma finita em um certo conjunto aberto V que contém x. Para cada 
cp em cada It define-se cp'(x) = 0. A coleção de todas as cp' é a partição 
da unidade desse conjunto. De fato, para cada x e A temos 0 < ço(x) < 1, e 
portanto, 0 < çoi(x) < 1. Além disso, para cada x E A, existe um conjunto 
aberto V que contém x tal que só um número finito dos yo(x) não são zero em 
V. Dessa forma, também só um número finito dos ço'(x) não são zero em V. 
Tem-se ainda que, para cada x E A, 
E oz) = E 	 = 
wE ,Di, todo i 
1 	 5(x) 
E w (z ) = kg = 1 Webb todo i 
Terceiro caso: A é aberto. 
Seja Az (x e A z < i, d(x , Fr(A)) t . , onde Fr(A) é a fronteira de A. 
Os conjuntos Ai são compactos e A = A1 U 242 U A3-.., e dessa forma podemos 
aplicar o caso 2. 
Quarto caso: A é urn conjunto qualquer. 
Sejam {U),}),Ex uma cobertura aberta de A e B = U U.» 0 conjunto B é aex 
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aberto e podemos aplicar o caso 3 para obter uma partição da unidade para B. 
Essa também sera uma  partição  da unidade para A. 
Uma situação  desagradável 6 a em que 5 f pode não existir apesar de A ser um con- 
A 
junto aberto limitado e fx 
 I  f é descontinua em xl ter medida nula. Veja o seguinte 
exemplo: 
Exempla: Construiremos inicialmente um conjunto aberto cuja fronteira não tenha 
medida nula. Consideremos o conjunto A = Q n (0, 1) com medida nula. Sejam 
{U),} ),Ex uma cobertura aberta de A tal que E 	 Ux C (0,1) e B = U U.  
	
Acx 	 au( 
Sendo U,, C (0,1), tem-se B C [0,1], e portanto 	 C [0,1]. Por outro lado, dado 
x E [0, 1], então para cada ri E N existe y„ E Q n (0,1) C B tal que Ix — yn I < ou 
seja, (yn) converge para x, e dessa forma x E B Assim, [0,1] = A Observe que 
	
Fr (B) 	 — intB = [0, 1 ] — B, 
e portanto 
	
v(Fr (B)) = v([0,1]) — v(B)> 1 	 = 1"2-, 
ou seja, F,-(B) não tem medida nula. Obtemos assim um conjunto aberto B cuja 
fronteira não tem medida nula. Considere a  função f : B —> IR, f (x) = 1. Notamos 
que 1 1 
	
f f XB f 	 XB• 
	
B 	 0 	 0 
Pelo Teorema 3.2 essa função não é integrável. 
Destacamos uma conseqüência importante da  condição 2 do teorema. Seja C C A 
compacto. Para cada x E C existe um conjunto aberto Vx que contém x tal que 
apenas um número finito de y) E 4, não são zero em V. Sendo que C é compacto, um 
número finito dos tais Vx recobrem C. Assim, só um número finito dos ço E 4, não são 
zero em C. 
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Seja .b uma partição da unidade em A. Definimos B --= 	 ri E Q}. 
Para cada x E A existe 17; tal que somente um numero finito dos ço E não são nulos 
em Vi,. Como B é denso em A, existe um elemento bn de B em V. Portanto, somente 
um número finito dos ço são não nulos em bx . Também fica claro que para cada cp E 10 
existe be ./3nA tal que f(b) > 0. Assim, its = U tip w(b) > 01. Como B é bennA 
enumerável e tip 9(0 > 0} é finito, its é uma união enumerável de conjuntos finitos, 
portanto, é enumerável. 
Obs.: A função  constante yo(r) = O será excluída se for encontrada em di. 
Se A é um conjunto aberto qualquer, existe uma cobertura aberta {LT),}),ex de A 
tal que cada UA está contido em A e cada UA E tUAl é j-mensurável. Por exemplo, A 
é uma unido de blocos abertos. Se {UA} 6 uma cobertura de A e (1) é uma partição 
da unidade para A subordinada a tUd, então ço • f será integrável para cada ço 
Define-se então ff  como E Pp-f, suposto que essa soma converge. 
A 	 con A 
Sendo enumerável, com as integrais f w - f não nulas podemos formar uma 
A 
seqüência. Como não foi escolhida uma ordem pan essa seqüência, a soma dos seus 
termos deve convergir independentemente da ordem, ou seja, deve convergir absolu- 
tamente. 
Teorema 5.2 Se A é limitado, f : A —> i é urna função limitada e o conjunto dos 
pontos de descontinuidade de f tem medida nula então a sorna Ef w-f converge. 
wet A 
Demonstração: 
Sendo A limitado, existe um bloco B tal que A c B, e sendo f limitada, existe 
M E R tal que (fix)! < M, para cada x em A. Dessa forma, f icp- fiSM Pp. 
A 	 A 
Portanto, se F c ,D é qualquer conjunto finito, tem-se 
E 
 
i f  (P-flEjlça-flEmiço=mfEço. 
wEF A 	 WCFA 	 (PCP' A 	 it (PEP 
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Ern B temos E y <E ço< 1. Portanto, 
web' 	 web 
El f fl5M fLySM fl<M-v(B). 
(pEF A 	 A W EF 	 A 
Escolhendo outro conjunto finito G c tb, com F c G, teremos que 
E y <E y,eportanto 
wEF 	 wEG 
El f W•fKEIPO'fIS M.V (B) - 
	
(pEF A 	 IpEG A 
Dessa forma, E If yo-fi converge e portanto E f  co  - f converge. 
soCeb A 	 toE43 A 
Lema 5.3 Se it. e 41 são duas patições da unidade para A C 
	 entdo -‘11 também 
é uma partição da unidade. 
Dernoristraçiio: 
Devemos verificar as  três  primeiras propriedades do teorema 5 1 Consideremos 
sempre ço funções da partição cb e 1P funções da partição W. 
Primeira propriedade; Para cada x E A, 0 < w(x) < 1 e 0 < d)(x) < 1. Dessa 
forma, O< (y 0)(x) 5_ 1 
Segunda propriedade; Dado z E A, existe um conjunto aberto V que contern 
tal que s6 um número finito dos yo não são zero em V. Para esse x, existe um 
conjunto aberto U tal que só um número finito dos ddi não são zero em U. Seja 
W = V ri U. Dessa forma, só um número finito dos y e dos 717 não são zero em 
W. Consequentemente só um número finito dos co  dflado são zero ern W. 
Terceira propriedade; 
,fret 	 so&t, 	 wE§ 
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Teorema 5.3 Se {U),}), Ex e {U7} 7Ey são duas coberturas quaisquer de A el. e 111 as 
respectivas partigiies da unidade subordinadas  às coberturas, então 
Ef ço-f=Ef 
web A 	 +PEW A  
Demonstração: 
A coleção de todos os -y para 	 4. é uma partição da unidade. Seja 
R uma partição de A tal que para cada sub-bloco r de it somente um 'Amer° 
finito dos ik são não nulos em r. Assim, 
f w-f= f EO-so•f—Ef Ow-f. 
Assim, 
f (P-f=E1 O•ço-f. 
R 	 IP R 
pois, para cada r, E f iji - 	 uma soma finita. Deste modo, 
R 
f f=Ef w•f=Ef ço-f= 
A 	 W A 	 W R 
=ELf 0.(p•f=EEI 
w 	 IIP R 	 W 	 7,6 
Usando um raciocínio análogo, concluímos que 
Efo-f—EfEcp-o-f= E J-í.  
ook A 	 On A WE4' 	 wE4. 
Podemos então concluir que 
Ejo-f—Ef .  w-f- 
1,€* A 	 wets A  
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Lema 5.4 Se A C an é um conjunto j- mensurável limitado e E > O, então existe um 
conjunto compacto j- mensurável C C A tal que f 1 < E. 
A-C 
Demonstração: 
Sendo A j-mensurável e limitado, existe uma cobertura finita de blocos aber- 
tos {U),}), Ex de Fr(A) tal que E v(uA) < e. Como cada LTA é aberto, tem-se 
AGX 
B = 
 U  ETA aberto e C = A-B fechado e limitado, portanto, C é com-Acx 
pacto. Por definição, v (A - C) = f 1. Sendo que A - C c B, temos que 
A-C 
v(A. - C) E v(u,,) <E, ou seja, f 1 = 	 - 	 < e. 
AEI( 	 A-C 
Notamos que Fr (C) C UY, onde Y é face de algum LIA.  COMO D =  {Y Y é face 
de algum LTA } é finito e cada Y tem medida nula, UY tem medida nula, e por-
tanto Fr(C) é j-mensurável. 
Teorema 5.4 Se A j- mensurável e f : A -> IR é integrável, então a nova definição 
de f (E f ço- f onde di é uma partição da unidade) coincide com a antiga. 
A web A 
Demonstração: 
Dado e > 0, existe um conjunto compacto j-mensurivel C C A tal que f 1 < e. 
A-C 
Além disso, 95 um número finito de cp E fb são distintos de zero ern C. Se F C di 
é qualquer coleção finita que contenha essas funções, então 
     
     
     
f 
A 	 WEF A  
 
f f - Eço - f 








   
    
     
M f(i-Ecp)=M E ço s m I i s ME 
A 	 (PEP 	 A tioG4,-F 	 A-C 
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6 Mudança de Variáveis 
A formula de mudança de variáveis para integrais simples é quase automática- Se 
g: [a, b] —> 1W é continua e derivável e f: 	 é continua, então 
g(b) 
f f (*X = (f (g(t)) • g' (t)dt. 
	
g(a) 	 a 
De fato, se F' -= 
 f,  então do primeiro membro da igualdade temos F(g(b)) — 
e do segundo, F o g(b)— Fe g(a). Analisando o segundo lado da igualdade, concluímos 
que Fe g(b)— F o g (a) -= F(g(b))— F(g(a)), que coincide corn a expressão do primeiro 
lado da igualdade- Quando g é injetiva, a formula anterior pode ser escrita da seguinte 
forma: 
f f (x)dx = f f (g(t))  
	
g ((a,b)) 	 (a,b) 
Para demonstrar essa igualdade, analisaremos os casos onde g é crescente e onde 
g é decrescente. 
Primeiro caso:  Quando g é cresente, tem-se g (a) < g(b), e gi > O. Dessa forma, 
f f (g(t)) • 1g' (t)ldt = 	 f (g(t)) - (t)dt 
(a,b) 	 a 
g(b) 
= f f (x)dx = f f (x)dx. 
g(a) 	 g((a,b)) 
Segundo caso: Quando g é decrescente, temos g (a) > g(b) e g' (t) < O. Portanto, 
g (b) 
f f (g(t)) • igi(t)Icit = f f(g(t)) • (—g'(t))dt = — 	 f (x)elz =- (a,b) 	 a 	 9(a) 
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9(0 
= f f(x)dx = f f (x)dx. 
9(b) 	 g((a,b)) 
	
Teorema 6.1 Seja A c 	 um conjunto aberto e g : A —› RR uma função injetiva, 
continua e derivável, tal que det gi(x) # 0, para todo x e A. Se f:  g(A)—> R e" urna 
função integrável, então 
f f =-- f(f o g) • det gl t. 
g(A) 	 A 
Para demonstrar esse teorema,  serão utilizados os lemas seguintes, e nestes, os 
simbolos f,Aeg tem o mesmo significado do Teorema 6 1 
Lema 6.1 Suponha que exista uma cobertura aberta {U),}), Ex de A tal que para cada 
U), e tern-se 
f= J(fo9) . ldet Yu I  
g(U) 	 U 
então o teorema é verdadeiro para A. 
Demonstração: 
A coleção de todos os g(U),) é uma cobertura aberta de g(A). De fato, sendo 
det 2 1 (x)# 0, pelo teorema da função inversa, existe uma função inversa g-1 em 
um conjunto aberto W que contém x que é continua em W. Sendo 
det gi(x) # 0 para cada x, é continua no conjunto A. Dado um conjunto 
aberto U = 9-'(V) em A, a imagem inversa de 9'(V) é V = g(U). Portanto, 
g(U) é aberto. 
Seja it, uma partição da unidade subordinada a essa cobertura. Se ço = 0 fora 
de g(U),), então, sendo que g é injetiva, tem-se (ço • f)og= 0 no exterior de [IA. 
Portanto, 
(1°- 	 f = 
	
g(A) 	 g(U) 	 15, 
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= .1[(y, • f) o g ( det 
A 
pode ser escrita como 
	
f w - f =Ef[(o f) 	 det -r- 
9(A) 	 WCy,(A) 	 WEI' A 
= E J (w o g) • cr o 2)1 det 	 (f o 9)•  det 911. 
sgE4, A 	 A 
Essa igualdade pode também ser escrita de uma forma alternativa ; se pusermos 
g(U),) = VA e UA = g -1 (VA)  então  
f = 
Vx 	 g-1(15,) 
Lema 6.2 Basta provar o teorema para f =1. 
Demonstração: 
Se o teorema é válido para f =1, então ele é válido para as funções constantes. 
Seja V um bloco em g (A) e P uma partição de V. Para cada sub-bloco S de P, 
seja fs a fungi() constante m,s(f). Entã o, 
L(f,P)=Ernsch v(s) = E f fs = 
s IntS 
=E 
 I  usoo -Ideto < E I  (f - ideto s S 	 _ 9-1(IntS) 	 g 	 (1111S) 
5_ I (f o g) • cletd1. 
g-1(V) 
Sendo que fé supremo de L(f,P), temos que  f f 	 f (f o g) det g.  
g- ' ( 1) 
Faremos o mesmo raciocínio  para somas superiores. 
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Consideremos então fs como sendo a  função constante Ms (f). 
U(f,P) =EMs(f) • v(S) 	 f fs 
s Juts 
I us o g) - det g' > 
s 	 (intS) 
E 	 (f g) - det gr I 
s g- l (iuts) 
(f g) det g'I. 
9 -1(V) 	 1 
Como f f é o ínfimo das U(f, P), concluímos que ff 	 f (f o g) .  I det 
	
V 	 g- 1 (V) 
Podemos agora concluir que f f = f (1 o g) I det 
V 	 g-1(V) 
Pelo lema 6.1 temos que 
j = f(f o g) I det 91 
 I. 
g(A) 	 A 
Lema 6.3 Se o teorerna é tuilido para g : A -4 Ir e para : B —> Ir , onde g(A.) c B, 
entoo ele é válido para hog: A 
Dernonstragdo: 
f f (f 11)1det 
ho g(A) 	 h(g(A)) 	 g (A) 
[Cf o 	 o g] (I det hi ( o g] - I d.et g'l = 
A 
f [(f 0 h) o - det o g - det = 
A 
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[( f o h) o g] - I det(h' 0 9) - det g 1 1 
A 
= f f 0 (h 0- det (h o g)' 1. 
A 
Lema 6.4 0 teorema é válido se g é uma transformação linear. 
Demonstração: 
Provaremos apenas para f = 1. Seja {UA} uma cobertura aberta de A, onde 
cada Ux e um bloco aberto. Sendo g uma transformação linear, tem-se 21 (x) = g. 
Dessa forma, 
f det = f Idetgl = Idet9t f l= 
= det v(U) = v(g(U)) = f 1. 
s(u) 
0 caso geral segue pelos lemas 6.1 e 6.2. 
Demonstração do Teorema da Mudança de Variável 
Inicialmente provaremos que dado a E A, podemos supor que g'(a) = I. Seja 
T = g'(a) e § : A -+ Rn = g. Notamos que g é inversivel em um aberto que 
contem a. De fato, 
bi (a) = (11-1 o g)1 (a) 	 (T -1)' g(a).d(a) =11-1- o g'(a) = I. 
Dessa forma, supondo o teorema verdadeiro pan b. , pelos lemas 6.3 e 6.4 será ver-
dadeiro para T o g g. 
Estamos agora em condições pan demonstrar o teorema. Essa será feita por 
indução sobre 7/. 
Seja in = 1. Podemos ter duas condições para A C R. Ou A é um intervalo, ou 
A é uma união  de intervalos. Para o primeiro caso, os comentários no princípio 
desta 
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seção são suficientes para prová-lo. No segundo caso, podemos usar o 
lema 6.1 e a 
observação  anterior. Suponha verdadeiro o teorema para 71 — 1. Provaremos para n. 
Para cada a E A basta encontrar um conjunto aberto U com aEUCA para o qual 
o teorema seja verdadeiro. Além disso, podemos supor g'(a) = I. 
Definimos it : A lie por 
h(x) = 
Notamos que ht (a) = I. Pelo teorema da  função  inversa, existe um conjunto aberto 
U' C A tal que a E U' e hl u, é inversivel, portanto h(x) é injetiva e det(le(r)) 0 O. 
Assim podemos definir k: (h(LI')) -> r  por 
k (x ) = 
e 
k o h(x) =-- 	 9.(h-1 (h(l)))) = (91(x), •-, 9n-i(x), gn(4) =-- g (x). 
Notamos que (h(a)) = g'(a) =-- I. Dessa forma, existe um bloco aberto V, com 
h(a) e V c h(U 1) tal quo kiv  é  injetiva e det(k'(x)) O. Pondo U = k-1 (V), tem-se 
onde h: U -> lie e k : V -* lie, com h(U)cV. Provando o teorema para 
Ii e k, usaremos o lema 6.3 para conclui-lo. 
Provaremos o teorema para h. 
Seja W = D x [an ,b„], onde D é um bloco em 	 eaEWC U. Pelo teorema 
de Pubini, 
1 f 1 = .1 	 f ldri...dx_i dx n . 
h(w) 	 [an ,bn] 	 (D XV) 
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Para y E ja.,13.1, definimos hy : D —> Rn-1 como 
hy (xi, 	 xn_i) = 	 xn-i, Y)• 
Mostraremos que hy é injetiva. Sendo v = (vi, •-., 	 e 	 1 , ..., zon_i) dois 
pontos em Rn-1 , e suposto que 
hy (vb••., Vn-1) = hy(W1 • - • Olin-0 
tem-se 
Sendo que g é injetiva, concluímos que iv =- v, ou seja, hy é injetiva em D. Agora 
mostraremos que det(hy)' = det(h)'. 
det(fily (x 1 , ..., xn_i)) = det 













8x„_ 1 (x) 
= det(h1 (x i , xn)). 
Om 
agn-i(x) 8g -i(s) 




Assim, tem-se det(hyr (xi, •••,xn-i)) = det(il(xi, ...,xn))  O. Além disso, temos 
f ldri...din_i = f ldx...dxn-i 
h(Dx {V }) 
	
hy(D) 
pois para cada hy , y é fixo. 
Aplicando o teorema no caso n — 1, 
o o / 
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B ( ([an 
 f din) 
,b7d x y) 
i f  
k(C) 
Pet h'I = f  
TV 	 [an ,bn] 	 D 
_ 	 I det liy (x 1 , ..., 	 dzn—i 
	
[an ,bni 	 D 
	
f(.1 ltlx 
1 . ..dxn—i dxn = 	 1= 
	
[an,bn] 	 VD) 	 hy (D)x [an ,bn] 
= 	 = f 1. 
h(Dx[an ,b7d) 	 h(W) 
Demonstração  do teorema para k. 
	
Seja C = B x [an , bn l C h(W) um bloco. Dado y = 	 -••, y.-1) e B, pelo teorema 
de Fubini, 
clxi...dxn_i. 
Definimos para cada y E B, 
ky (xn) = k ( ;Yu • - • Yh- , 
Mostraremos que ky é injetiva. Dados dois pontos u e v em IR, e suposto 
que k(u) = ky (v), tem-se 
k(yi , 	 =- k(yi, '••7 gn- i7 V), 
e sendo que k é injetiva, tem-se u = v, ou seja, ky  é injetiva. Mostraremos que 
det(kyn = det(W). 
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Assim, det 14(x.,,) = det /Ai) 0 0. 
Além disso, 
f ldx„ = f 1.drn . 
k(yx[at ,b,]) 	 k Ga n Jon ]) 
Dessa forma, 
f det(k)' = f 	 det(le 	 ..., xn))Idxn 	 = 
C 	 B 	 a, ,bni 
Idet(k; (xn))1dir, dri...dxn_i = f 	 f 	 dzi...dxn-i = 
a „ An] 	 B 	 ty ([an Ai n)) 
.1( I 	 ldr ) dx i ...dxn_i = 
B 	 an ,b,dx y) 	 k(C) G  





Apresentaremos uma aplicação dos resultados obtidos resolvendo um problema 
clássico, que é o seguinte: 
Teorema 6.2 f e-x 2 dx = 
-00 
Sejam s, v E R, 0 < s < 27r e s < v. Consideremos a função 
g : (s, v) x (8,27r) —> 	 One) = (r cos(0),T - sen(0)). Notamos que 
I detgfl = det 	
cos(0) —r • sen(0) 
sen(0) r - cos(0) 
r . 
   
   
Mostraremos que g é injetiva. Dados dois pontos Pi = (ri , Oi) e P2 = 	 02 ) em 
(s, V) X , 27r) , com (ri, 01) 0 (r2, 02), tern-se ri r2 ou 01 0 02. 
Se ri r2, então 
	
- cos(01), 	 - sen (00) I 0 1(7'2 cos (02), r2 	 (02))i, 
ou seja, g(r1,01 ) # g(r2 , 02). 
Se 01 0 92,  então sen(0i) sen(02) ou cos(01) cos(82). Dessa forma, 
g(ri, 01) = (ri cos(01), ri • sen (00) 0 (r2 - cos(02), 7.2 sen(02)) = 9(72, 02). 
Dessa forma podemos concluir que g é injetiva. 
Sejam 




R, h(x,y) = e-w2- Y 2 e 
y) E R2 x2 ± y2 v} . 
Aplicando o Teorema da Mudança de Variável e o Teorema de Fubini, 
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f h(x,y)dxdy = 	 (h g) - det --= 
c.  
V 2-fr 	 v 21( 
s
f h(r • COSA, 7- sen(0)) • rdOdr = f 
9 
e2 	 rdedr. 
	
s 	 5  
	
Como limvonB, 	 = 0, temos 5 h --= um 5 h, portanto, 
	
s—>CI 	 Bt 
v 2r 
f e—x2—Y2 dxdy = um I f e-r2 rdOdr -=- 3—v0 
B„ 	 8 5 
	
-e-r2 	 1 
	
=-- lim(2r - s) - (— 	 ) - ir • (1 - e -V 2 ). 
9-10 	 2 	 2 
Alem disso, 
f e-X2 didy = lirn e-S2-Y2 didU = Em ir - (1 - e' 2 ) --= ir. 
	
a2 	 Hy 
	




Usando o teorema de Fubini, temos 
e-s2 -Y2 clxdy = 	 I 
[-6,b]x(-6,61 	 [—b ib] 	 —6,6] 
e-xt-Y2 az) ay = 
= 	








i C x2 ) - f edX 	 —Y2 dy = 
—6 
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Já concluímos que 
Portanto, 
e como 6-22 > , 
um 	 J e-x2-v2 drdy = IT —>co 
Em = 




Apresentaremos nesta seção alguns resultados que foram usados e não demonstra-
dos no desenvolvimento do trabalho. 
Teorema 1 Um conjunto A C 1r é compacto se e somente se ele é fechado e lirni-
tado. 
Para demonstrar esse teorema usaremos os seguintes lemas: 
Lema 1 Intervalos fechados [a, b] C R são compactos. 
Demonstração: 
Seja U --= {U),} uma cobertura aberta de [a, b]. Seja C = {x E [a, b] tal que 
o conjunto [a, x] pode ser recoberto por uma  coleção finita dos U),}. Queremos 
mostrar que C = [a, b]. Seja c = sup (C). 0 supremo existe pois C 0 0 (sendo 
que a E C) e C é limitado superiormente por b. Sendo que aeCebéo limite 
superior de C, então c E [a, b], por definição. Suponha que c E Um,. 0 conjunto 
UN) existe pois IN- é uma cobertura de [a, b]. Como Um) é  aberto, existe e>  
tal que (c— E, C± E) C Sendo c = sup C , existe C tal que c-- < x < c. 
Como z E C, [a, x] admite uma cobertira finita, digamos, U1 , ..., UN, e dessa for-
ma [a, c = i] admite cobertura finita U1 , ..., UN, UA0. Suponha que c < b e seja 
-= minfb,c = if. Dessa forma, bECeb> c, ou seja, c não é sup (C). Isso é 
urna contradição, portanto, c = b. Dessa forma, [a, b] admite uma subcobertura 
finita. 
Lema 2 Se A c RTh é compacto e xo E R", então A x {x0 } c le x Rif' é compacto. 
Demonstração:  
Considere a projeção ir 1 : R" x Rif' 	 Seja U uma cobertura aberta de 
A x {ro }, e V -= {V I V = Iri (U) onde U E U}. Então V é uma cobertura 
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aberta de A em RR. Seja V = {3/4, ..., Vk}. Cada V, E V corresponde a algum 
e ILI, e IL1' ={Ul,..  Uk} uma cobertura finita em Rn X le de A x Ixol. 
Lema 3 Se [—P, 	 c 1W é compacto, então [—P, 	 c R". é compacto, onde 
[—P, 	 [—F, F] x x [—P, P], n vezes. 
Demonstração: 
Sejam [— P,13]71-1 compacto e U uma cobertura aberta de [— P, P]. Defina 
S = Ix E [— P, P] [— P, P]"-1 X [— P, x] C IY tem uma cobertura finita em 
Veja que — P e S, pois [—P, p ]n-1 compacto, por hipótese, e pelo lema 2, 
x {-p } admite uma cobertura finita de U. Como S é limitado 
superiorraente por P, S tem supremo, digamos, xo. Queremos mostrar que 
xo = P. 
Seja U' c U uma subcobertura finita de [— P, P x 1201. Para cada ponto 
(y, to) e HP, x to, existe ey > 0 tal que B((y, to), '/Y) é recoberto por 
U'. Sendo 
Vy = B(y, ey) X fro — 	 %) C B((y,x 0),Vfe y ), 
v  recoberto por U'. Considere a cobertura aberta V = {3/4, y E [—P, P]"'} 
de [—P, P]"' x fro}. Pelo lema 2, V tem uma subcobertura finita de 
[— P, P1' x {to}, digamos, {VS, V}. Seja E = inf Eyn}. Dessa 
forma, 
CO 
[—P, P]'' x (lo —  e, to E) c U Vyi, 
e assim, [— P,P]m-1 X fro — E, 20 E) é recoberto por U'. Para esse e, existe 
x E S tal que xo — E < X C 29 . Como x E S, existe uma subcobertura finita 
U" C U que recobre [— F, F]  x [— P, x] e U' UU" uma subcobertura finita que 
recobre [—P, 1 ] X [— P, to e). Dai, sendo que to E f —P, P], temos que to E S. 
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Dessa forma, s o < P. Suponha so < P. Escolha 6> 0 tal que x o + < P 
e xo +  5 < xo ± E. Dai, [—P, P]"-1 x  [—F, lo  -1- 61 é recoberto por U' U U", e 
portanto, s o + 5 E S. Isso é contradição, pois s o = sup (S). Concluímos então 
que xo = P, ou seja, [—P, p]  recoberto por uma subcobertura 
finita de U, o que significa que é compacto. 
Lema 4 Se M c Fri é compacto e se B c M é fechado, entilo B é compacto. 
Dem,onstração: 
Sejam {UA} uma cobertura aberta de B, e {VA} uma cobertura aberta de M. 
Para cada A, seja AA =  {VA — B}. Sendo que cada VA é aberto e B é fechado, 
A), é aberto, e assim {AA } é uma cobertura aberta de M — B. Como {LTA} 
uma cobertura aberta de B, {AA, UAI é uma cobertura aberta de M, e sendo 
que M é compacto, {A1 , _.., 	 uma cobertura finita de M. Para 
cada A = {1, 	 n B = 0, ou seja, {U1 , ..., Um} é  uma cobertura finita de 
B, o que significa que B é compacto. 
Lema 5 Um conjunto A compacto é limitado. 
Deinonstrapio: 
Suponha que A não seja limitado e que {UA} seja uma cobertura de A. Para 
cada subcobertura finita B de A, B é limitada, portanto, o conjunto A não 
admite subcobertura finita. Concluímos que A não é compacto. 
Lama 6 Um conjunto A C ir compacto é fechado. 
Dernonstravio: 
Mostraremos que lfe  —A é  aberto. Seja x E —A e considere a seguinte coleção: 
UT, = I, d(x,p)> *1. Dessa forma, para cada y E M Com X y, temos que 
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d(x, y) >  O e y pertence a algum U.. A unido dos U„, é uma cobertura de A. 
Como A é compacto, A admite uma subcobertura finita dos U„. Um desses 
tern o maior  índice, digamos, UN . Seja E = 	 Por construção, B(x,) C Etn —A, 
a portanto, r — A é aberto. 
Teorema 1 Urn conjunto A C Rn é compacto se e somente se ele é fechado e limitado. 
Demonstragdo: 
Se A é compacto, então  pelo lema 5, A é limitado, e pelo lema 6, A é fechado. 
Reciprocamente, se A é fechado e limitado, então existe P > 0 tal que A C 
[—P, P]n. Pelos lemas 1 e 3, [—P, Pr é compacto, e pelo lema 4, A é compacto. 
Teorema 2 Se A e B são subconjuntos disjuntos limitados do W', corn A compacto 
e B fechado, então d(A,B) > O. 
Demonstração: 
Seja f : B -4 R± definida por f (x) = d(x, .A) = inf{d(x , a) a E A} . É claro 
que f (x) > O. Agora suponha que para algum x E B, f(r) = O. Assim, existe 
uma seqüência ai, em A tal que um d(x, an) = O. Desta forma, (a n ) -Y X E B, 
e assim x E A = A, portanto, x E A n./3, o que contradiz a hipótese. Tem-se 
assim f (x) > 0, para cada x E 
Sendo que f (x) inf{d(x, a) I a E A}, para cada e > O existe a E A  tal que 
d(a, x) — f (r) < Dado y E B(x,e)n B, 
Veja que f (y) = inf{d(y, a) a E A} 5 d(a, y). Portanto, f (y) < f (x) + e, ou 
seja, f (y) — fix) < e. 
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Mostraremos que f é continua em z, z E B. Dado E > 0, seja 6 = 1. Sendo 
w E wii < então w E B(z, -i) e z E B(w, f). Aplicando o resultado 
obtido anteriormente, tem-se f(w) — f(z) < E e 1(z) — f (w) < e, ou seja, 
—f(w) + f (z)> —e, e portanto If (w) — f(z)l < E. Desta forma, f é continua 
em z, e portanto em B. 
Sendo que B é compacto e f continua, existe xo E B tal que f (x0) é o valor 
mínimo de f,  ou seja, 
d(A., B) = inf{d(x, A) j x E B} = inflf (x) I x E 	 = f(x 0) > O. 
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