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Abstract 
Valent, G., Orthogonal polynomials for a quartic birth and death process, Journal of Computational and 
Applied Mathematics 49 (1993) 281-288. 
A one-parameter family of solutions for a quartic birth and death process has been obtained recently, leading 
to new orthogonal polynomials. The techniques which give these results are reviewed. 
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As explained in [7] the close relation between the Kolmogorov equations 
d 
and the theory of orthogonal polynomials rests on the representation theorem of Karlin and 
McGregor [11,12] 
5TTTo=1, 
A, ‘. * L-1 
7Tm = , m=1,2 )... . 
PI * *. Pm 
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The polynomials F,(X) must solve the recurrence 
(A, + P, -+Xx) = /-%?+I&+1 + LIL, It 2 0, (4) 
F_,(x) = 0, &l(x) = 1, (5) 
and the boundary condition (2) expresses nothing but their orthogonal&y with respect to the 
measure dr.L(X). 
For polynomial transition rates A, and pn, only a few exact solutions are known besides the 
linear [2,8,13] and the asymptotically symmetric quadratic cases [9]. There are mainly two 
solutions due to Stieltjes [21] with rates 
A, = k2(2n + 1)2, PIL, = (2n)2, (6) 
A, = (2n + 1)2, /Jn = k2(21Q2, (7) 
where 0 < k2 < 1. Both spectra and orthogonality measures may be found for instance in [4, 
p.1941 and they are deeply connected with elliptic function theory. 
More recently [14,15] generating functions were found for several cubic and quartic pro- 
cesses. Among all of these only the rates 
A, = (4n + 1)(4n + 2)‘(4n + 3), /Jn = (4n - 1)(4n)2(4n + 1) (8) 
lead to a closed form for the spectrum. 
As opposed to Stieltjes cases, the orthogonality measure for the polynomials associated to 
this process is not unique. This follows from the convergence of the series 
++++ . . . +;““‘;2 . . . 
n n n-l n 1 
(9) 
and 
s= c 
i 
1 
-+ 
A, A,, **a A, 
+ + . . . 
n>l P PI+1 P,+1Pu, PI?+1 .-- Pu, 
and [18, Theorem 11, p.441. The same theorem states the existence of a unique “honest” 
measure, i.e., for which we have 
c p,n(t) = 1, t>,o, m=O,l,... . 
fl>O 
A one-parameter family of spectra and orthogonality measures has now been obtained [22] 
for the process (8), which includes the honest one as a particular case. In what follows, we shall 
describe the key points which led to the following results: 
l the generating functions; 
l the heat-squared partial differential equation; 
l the null functions. 
Generating functions 
We define the generating function of the polynomials F,(X) to be 
F(x, W) = c Fn(.+@, 0 < W < 1. 
II>0 
(10) 
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The recurrence relations (4) give the fourth-order differential equation 
[(l -w)( $(“-) -A&)) +*]F(x7 4 = 0, 
283 
(11) 
where 
A@,) = A@ + a,>7 L&J = /-+ -+ a,>, S,=wa,, 
with h, and p,, given by (8). 
Despite its apparent complexity, this equation can be reduced to the simpler form 
(a,4++(e)=o. 
This was proved in [15] and gave a first useful result 
where 0(w) is the inverse function of w114 = sd(fi0)/ fi such that 0(O) = 0 and 6, is defined 
by (19). 
The elliptic functions involved in all what follows are Gauss lemniscate functions [24]. From 
[15] we conclude 
This second generating function plays a more important 
O<w<l. (12) 
role than the first, since it already 
gives the honest spectrum x *. To check this, we use relations (31, (10) specialized to the case of 
a discrete spectrum x,: 
C gm,n(t) = L C W,(-Wk~ W’“‘. 
n>O rm 1,o 
If the process is to be honest, the right-hand member must be time-independent. This 
implies the necessary equations for the (nonzero) honest spectrum 
F(x, 1) = 0, 
which gives here 
sin($K,x’14) sinh(iKox1/4) = 0, 
and therefore the spectrum 
21n 4 
*= x1 ( I - ) l=O,l,... . KO (13) 
At this stage, using generating functions, one could carry out the asymptotic analysis of the 
polynomials needed and obtain their orthogonal&y measure. Unfortunately Markov’s theorem 
[l] does not apply in view of the nonuniqueness of the measure. We found it convenient to 
bypass this difficulty, to come back to the linear partial differential equation (PDE) for the 
generating function of the transition probabilities. 
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3. The heat-squared partial differential equation 
We consider a generating function (the analysis for a nonvanishing initial population m is 
given in [221) 
G(t, w) = ~9,,#)w”, 0 <w < 1, 
lZ>O 
whose PDE is 
a,G(t, w) = (1 - w) ;@,J -A(%) G(v$ 1 
G(0, w) = 1. 
The integral transform 
followed by the change of variable 
(Ko=K(k2= 2 ‘) is the real period of the lemniscate functions) and of function 
~(t, e) = Esd(fi@s f, ’ ( w=(+d(h$) 
reduce (15) to the so-called “heat-squared” equation 
a,H(t, e) = #IQ, e), 
ff(o, e> = -&d(Jzs). 
In what follows, it will be useful to observe that for any real s the four functions 
e -~Q,(se), 1= 0, 1, 2, 3, 
are solutions of (18) if we take 
(SB)4n+’ 
S,(se)= c (-l)n(4n+[)r’ ~=0,1,2,3. 
TZ>O 
Now, using several results from elliptic function theory, it has been proved in [22] that 
~(0, e) = G + g C 
1 
6, 
0 0 [>I sww ( 
ge, 
0 1 
(14) 
(15) 
(16) 
(17) 
(18) 
(19) 
(20) 
where the series converges absolutely for - fiK, < 8 < fiKo. 
G. Valent / Orthogonal polynomials for a quartic process 
Its time evolution is therefore 
H(t, e) = + + g c 
1 ln 
6, e-‘“I, 
0 0 [,I sinh(W i K8 0 1 
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(21) 
where xI = (/T/K,)~. Relations (31, (161, (17) give for the orthogonality measure 
[ 0 
dp x e-*” = lim 
H(t, 0) 
e-0 8 ’ (22) 
which is easily computed. Since there are many other measures, we expect that the solution of 
(18) will not be unique. This nonuniqueness manifests itself [5,6,10,19] through the existence of 
“null functions” (NFs) which solve the Cauchy problem with vanishing boundary data H(0, 0) 
= 
4. 
0, but with nontrivial time evolution. Some of them are described in what follows. 
Null functions 
In [17] Ramanujan gives the identities 
c (- 1)‘(1+ ;)4n+3 
130 cosh[(l+ +)r] 
=o, n=O,l,... . (23) 
Multiplying by 
1 7Fe 
i I 
4ni3 
(4n+3)! K, 
and summing over all positive values of 12 gathers all these identities into a single generating 
function 
c 
131 
Differentiating twice with respect to 8 gives a first NF with time evolution 
NW, 0) = c (- 1)‘(1+ i)’ 
1>1 cosh((l+ i)n) 
61( (I + f)gtI)e-“1, 
(24) 
(25) 
where a, = ((I + ~>T/K~)~. 
The simpler way (see [22] for another proof) to obtain (23) is to use Jacobi’s imaginary 
transformation for the lemniscate functions 
sd(bx) = Lsd(x) (26) 
and the Fourier series [24, p.5111 
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Expanding the sine in powers of x and observing that relation (26) excludes the appearance of 
powers of the form x4nt3 gives (23). By the same token we get another NF starting from 
sd2(X); it is 
&,0 + c 
(- 1)'/4"+' 
1>1 sinh(W 
=o, n=O,l,... . 
These identities may be derived in at least four different ways (see [3,16,20,22]). They give the 
NF 
NF,(t, 0) = &-I + 
0 
with xl = (ZT/K,)~. So, if we take, as solution of the PDE (181, 
fi(t, 0) =H(t, 0) +aNF,(t, e), 
with - 1 < a < + 1, we get a one-parameter family of orthogonality measures [22, Theorem 11. 
The spectrum is x1 for I= 0, 1,. . . and the jumps I+!J[ are 
7 
2 
)... . 
The final form of the orthogonality measure is 
Further work shows that the honest case corresponds to the special value a = 1 [22, Theorem 
21. We are led to the honest spectrum 
in agreement with (13) and the jumps 
I= 1, 2,... * 
Since the Granada talk was given, we have worked out [23] the asymptotic analysis: it gives 
the orthogonality measure corresponding to the value a = - 1. 
5. Conclusion and remarks 
We would like to point out that there is a simple way to understand why elliptic functions 
appear for the quadratic Stieltjes processes and the quartic case discussed here. 
Let us consider the rates 
A,=k2a,, 0<k2<1, /J-L, =&I, 
where a, and b, are polynomials in n of the same degree V. 
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The generating function F(x, w) satisfies a vth-order differential equation of the form 
WV-I(1 - w)(l - Pw)Z + * * * +xF = 0, (27) 
and for all the actually solved cases this equation was reducible to 
a;f+xf= 0. 
The function w = w(0) is deduced from (27) to be 
dw 
[ WV-y1 - w)(l - k2W)] 
l/v = de, 
which is a well-known inversion problem of algebraic geometry whose issue depends on the 
genus g of the Riemann surface on the algebraic curve 
s” = WV-‘(1 - w)(l - k2W). 
One can show that 
k2=0,1/=l,2 )... + g=o, 
0<k2<1 + g=v-1 9 
k2=1 + g=E(;(v- l)), 
where E denotes the integer part. 
Therefore elliptic functions, corresponding to genus one, appear when 0 < k2 < 1 and v = 2 
(Stieltjes cases) or when k2 = 1 and v = 3 or v = 4. 
This geometric approach shows that results beyond genus one and elliptic functions are 
related with the inversion problem for truly abelian integrals. 
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