Current descriptions of the ab initio DMRG algorithm use two superficially different languages: an older language of the renormalization group and renormalized operators, and a more recent language of matrix product states and matrix product operators. The same algorithm can appear dramatically different when written in the two different vocabularies. In this work, we carefully describe the translation between the two languages in several contexts. First, we describe how to efficiently implement the ab-initio DMRG sweep using a matrix product operator based code, and the equivalence to the original renormalized operator implementation. Next we describe how to implement the general matrix product operator/matrix product state algebra within a pure renormalized operator-based DMRG code. Finally, we discuss two improvements of the ab initio DMRG sweep algorithm motivated by matrix product operator language: Hamiltonian compression, and a sum over operators representation that allows for perfect computational parallelism. The connections and correspondences described here serve to link the future developments with the past, and are important in the efficient implementation of continuing advances in ab initio DMRG and related algorithms.
I. INTRODUCTION
The density matrix renormalization group (DMRG), introduced by White, 1,2 is now more than two decades old. Although originally presented as a computational framework for onedimensional lattice systems, in the last decade many of its most interesting applications have been to a much broader class of problems. In the context of quantum chemistry, it was recognized early on that, as a non-perturbative method, the DMRG could be a useful tool to replace configuration interaction. With the advent of efficient ab initio algorithms in the early 2000's, [3] [4] [5] [6] [7] [8] [9] the DMRG has since established itself as an indispensable part of the toolkit of quantum chemistry, especially in problems requiring the accurate treatment of strongly correlated electrons .
The conceptual framework of the DMRG has further greatly expanded and deepened in the last decade. In the early 2000's, it became clear that the power of DMRG-like algorithms originates from the "matrix product" structure of the ansatz 42, 43 which expresses the low entanglement nature of one-dimensional low-energy quantum eigenstates, such as the ground-state. This entanglement perspective made it possible to expand the ideas of the DMRG into new domains: matrix product operator representations [44] [45] [46] [47] , time-evolution [48] [49] [50] , infinite systems [51] [52] [53] , finite temperatures 44, 54 , and higher-dimensions 46, [55] [56] [57] [58] [59] [60] , to name a few.
Beyond computation, the language of matrix product and tensor network states is now widely used to reason about the structure of many-particle quantum states. 45, 46, 57, 61 Within this greatly expanded setting, DMRG is often taken to be synonymous with the sweep-like algorithms commonly used with matrix product states (MPS) and matrix product operators (MPO), e.g. "finite-temperature DMRG", "time-dependent DMRG", and "infinite DMRG", while the term "tensor network" embodies the wider class of representations and algorithms associated with higher dimensions.
Early ab initio DMRG work focused on how to efficiently implement energy optimization and compute expectation values, [4] [5] [6] [7] [8] 10, 14, 16 such as reduced density matrices. 20, 22, 26, 41 These expectation value computations are performed via a sweep algorithm that proceeds through orbitals one-by-one. In the ab initio context, the key step is to identify and construct efficiently the appropriate renormalized operators as one proceeds through the sweep.
This concept of renormalized operators arises naturally within the renormalization group framework within which the DMRG was originally proposed. In modern day MPO/MPS parlance, however, renormalized operators are simply the computational intermediates corresponding to partial traces of the operator (MPO) with the bra and ket states (MPS) as one includes successive orbitals in a sweep 61 . In an expectation value computation (or optimization), only these partial traces of the MPO are required, and the explicit MPO itself never needs to appear. Thus the original implementations of the ab initio DMRG, which focus on renormalized operator-based computation, are not structured around explicit MPO's but rather the renormalized operators and matrix product states. We refer to these original implementations as "pure renormalized operator-based" DMRG implementations.
Within the MPO/MPS setting, it is of course natural to implement codes where MPO's appear explicitly. It is important to emphasize that using MPO's in a code does not in itself change the ab initio DMRG algorithm. The most efficient serial formulation of expectation value computation (without further approximation) remains to use the MPO and the bra and ket MPS to build the renormalized operators, in precisely the same manner as in the original ab initio DMRG. However, having explicit MPO's in the code is useful in connecting to the modern notation and graphical language of MPO's and MPS. We will refer to DMRG programs organized around explicit MPO representations as "MPO-based" DMRG implementations. These MPO-based ab initio DMRG implementations have been carried out by several groups, including Murg et al, 58 the authors, 62 and Keller et al. [63] [64] [65] .
The implementations typically rely on general MPO/MPS libraries, such as ITensor, 66 MPSXX, 62 and Alps. 67 The implementations have been used in publications and some are freely available. However, with the exception of that of Keller et al 64, 65 they have not previously been described in detail in the literature.
The computational steps of an MPO-based implementation are essentially the same as in the traditional "renormalized operator-based" DMRG implementation. However, while the mapping between renormalized operators, and explicit MPO/MPS representations, is wellknown in general terms to DMRG practitioners, the lack of an explicit translation between quantities appears as a source of confusion in the wider quantum chemistry community. This is because the language involved in MPO-based implementations and the pure renormalized operator-based implementations can appear very different. For example, in the description of the DMRG algorithm by Keller et al in Ref. 64, 65 , the connection to the identical quantities and operations in the original ab initio DMRG algorithm is not described. To the uninitiated, the discussed algorithm may appear fundamentally different. The problem is exacerbated by the fact that the optimized intermediates in an ab initio DMRG program enter in a complicated way in both pure renormalized operator-based and MPO-based implementation. A first goal of this paper is to provide a pedagogical description of how to efficiently implement the ab initio DMRG in an MPO-based setting, highlighting the translation to and from the original language of renormalized operators used in renormalized operator-based implementations. This constitutes Section II of this paper.
If the MPO/MPS language only supplied a re-writing of the existing DMRG algorithm, it would be of limited use. However, the power of this language is that certain new perspectives become more natural, and this leads to new algorithms. For example, the MPO/MPS algebra introduces many new operations beyond the scalar computation of a bra-operatorket expectation value. These operations provide the basis for new algorithms such as DMRG time-evolution [48] [49] [50] . One way to implement these algorithms in a pure renormalized operator- MPO/MPS concepts also suggest new formulations of the ab initio DMRG sweep algorithm itself. We describe two such formulations here, which can be implemented with equal facility in either a pure renormalized operator-based or MPO-based code. The first is a particular version of Hamiltonian compression (in a particular MPO gauge), that can be directly applied to the ab initio Hamiltonian integrals. This allows for a reduction in the number of renormalized operators built in a DMRG sweep, which can lead to substantial speedups. This algorithm is described in Section IV A, using the linear hydrogen chain as toy computational example. The second is a new way to express the Hamiltonian as a sum of operators, which leads to perfect parallelization of the DMRG algorithm. These ideas are described in Sections IV B and IV C. Finally, our conclusions are provided in Section V.
II. THE DMRG ALGORITHM IN THE MPO AND MPS LANGUAGE
A. The DMRG in renormalization group language
To make the connections clear, we provide a quick refresher of the main concepts of the ab initio DMRG sweep algorithm using renormalization group language, as described, for example, in Refs. 4, 6 .
The goal of the DMRG sweep is to compute and/or minimize the energy of the DMRG variational wavefunction. There are variational parameters (renormalized wavefunctions) associated with each of the K orbitals in the problem, thus the sweep consists of iteratively solving a set of ground-state problems, one at a time, associated with each of the K orbitals.
To start the procedure, we choose a sequence in which to traverse the orbitals by mapping the orbitals onto the K sites of a one-dimensional lattice. The sweep going from left to right then consists of K steps. At a given step k, we can think of the orbitals as partitioned into two sets, the left block of orbitals L k and a right block of orbitals R k , which sets up a tensor For each of the K steps of the sweep, three operations are carried out:
1. blocking, which updates the set of left and right renormalized bases and operators, from the renormalized representations at site k − 1, to the "blocked" representation at site k.
2. solving, which computes the (ground-state) renormalized wavefunction at site k in the product of the left-and right-renormalized bases, 3. and decimation, which transforms the "blocked" bases and operators to the renormalized representation at site k.
A complete sweep from left to right and back updates all renormalized bases {|l α k }, {|r α k }, and renormalized operators {O
} for every partition of the orbitals k.
The above operations, and the associated renormalized quantities, are the central objects in the original pure renormalized operator-based ab initio DMRG algorithm. All the same steps and quantities will also appear in an efficient "MPO-based" DMRG implementation.
To make the translation, we thus will be looking to highlight (i) the connection between the renormalized left-and right-bases and renormalized wavefunctions, and the tensors in the MPS, (ii) the correspondence between the left-and right-renormalized operators and the tensors in the Hamiltonian MPO, (iii) the relation between the efficient implementation of DMRG energy minimization and expectation value evaluation with MPS and MPO, and the computational organization into a DMRG sweep algorithm using normal and complementary operators, with the individual steps of blocking, solving, and decimation.
B. Matrix product states
We now recall the basic concepts of MPS. This will also establish some notation useful in discussing MPO's. The relationship between the MPS and the renormalized bases and wavefunctions along a sweep has been discussed before in the chemistry literature, for example in Refs. 73, 74 . A particularly detailed account is given in Ref. 61 .
Matrix product states (MPS) are the wavefunction representations that define the variational space of the DMRG. Within the Fock space of an orthonormal basis of K orbitals, the electronic wavefunction is written in occupation representation as
where |n 1 n 2 · · · n K is an occupancy basis state in the Fock space, and spin-labels have been suppressed. For a given particle number N , we have the condition
In a matrix product state, the wavefunction amplitude for a given basis state is written as a product of matrices:
where the dimension of A n k [k] is an M × M matrix (or a 2 × M × M tensor if we include the n k ∈ {0, 1} index for spin-orbitals), and the leftmost and rightmost matrices are 1 × M and M ×1 vectors to ensure that the matrix product results in the scalar amplitude Ψ n 1 n 2 ···n K . As the dimension M , known variously as the bond-dimension or the number of renormalized states, increases, the representation Eq. (3) becomes increasingly flexible. We will here assume for simplicity that all
It is very useful to employ a graphical notation for the MPS. In this notation, the general wavefunction amplitude is represented by a tensor with K legs, while the MPS representation is a connected set of 2-index and 3-index tensors, each associated with a site. Contraction between the tensors represents summation, as shown in Fig. 1 .
Note that there is a non-uniqueness in the representation since we can always redefine two adjacent matrices
where G is an invertible M × M "gauge" matrix, while leaving the matrix product invariant.
This redundancy is partially eliminated by placing additional constraints on the matrices, such as the left orthonormality condition n k A n k T A n k = 1 and right orthonormality condi-
Applied to all the tensors, this leads to the left-and right-canonical forms of the MPS respectively. The DMRG sweep algorithm employs a mixed-canonical form. In this case, at step k of the sweep, all tensors to the left of site k are in left-canonical form, and all tensors to the right of site k are in right-canonical form. The MPS is then
FIG. 2.
Left and right renormalized bases at site k (Eq. (7) and (8)) in graphical notation.
expressed as,
where we have emphasized the choice of gauge by using symbols L, C, R for the different
The matrices in the MPS define a recursively constructed set of many-body renormalized basis states. These are precisely the left-and right-renormalized bases that are constructed in the DMRG sweep. In this context, the matrices are sometimes called renormalization matrices. For example, if we consider a (bi-)partitioning of the sites at site k, and consider the left block of sites 1 · · · k, we obtain the left renormalized basis
and from the right block of sites k + 1 → K, we obtain the right renormalized basis
The graphical representation of the left and right renormalized basis is shown in Fig. 2 . Note that the renormalized states are defined for partitionings at any site k. Iterating through the partitions from 1 · · · K builds up the renormalized states in the same recursive fashion as they are built up during a DMRG sweep. In particular, the renormalized states at site k + 1 are explicitly defined from the renormalized states at site k by the renormalization matrix A n k+1 [k], e.g. for the left basis,
and similarly for the right basis. The above transformation Eq. (9) is exactly that of blocking and decimating the states at step k + 1 of the DMRG sweep: blocking consists of expanding the renormalized basis space, {|l α k } → {|l α k n k+1 }, while decimation consists of projecting
In determining the tensors A n k [k] successively in the DMRG sweep, the tensor to be optimized at site k is expressed in the mixed-canonical gauge in Eq. (6) (C n k [k]). In this gauge, the MPS is written in terms of the renormalized states as
and thus the coefficients C
are the coefficients of the wavefunction in the DMRG renormalized space. We can also write the MPS more compactly in terms of the left renormalized states at site k, {|l α k } (rather than the blocked basis {|l α k−1 n k }), giving the simpler form
This shows that the MPS corresponds to a wavefunction whose Schmidt decomposition, for the bi-partitioning at any site k, contains at most M singular values s α k .
From the above, it is clear that there is no computational distinction to be made between working with the renormalized representations (left, right renormalized bases and renormalized wavefunctions) in a DMRG sweep and the underlying matrix product tensors: since one set is defined in terms of the other, both quantities are always present, in any DMRG implementation, simultaneously.
C. Matrix product operators
We now review the formalism of matrix product operators, emphasizing the similarity with the above analysis for matrix product states. A matrix product operator (MPO) is a generalization of a matrix product representation to the operator space [44] [45] [46] [47] . Let us first define an operator basis that spans the operators associated with a given spin-orbital site, such as {ẑ} = {1, a, a † , a † a}. A general operator can be written as the expansion
We introduce a matrix product operator representation as a representation for the element
Note that the entries of W z k [k] are simply scalars; the operators (which, for example, describe the non-commuting nature of the fermions) are contained within the operator strinĝ
. Also, the decomposition in Eq. (13) is not unique, and contains the same "gauge" redundancy as in the case of the MPS.
It is convenient to define a matrix product operator form where the matrices appearing are operator valued (i.e. the matrix elements are operators). This is done by grouping the operatorẑ k with the corresponding tensor W z k [k], to define the operator valued matrix
The full operatorÔ is then a product over the operator valued matrices,
An MPO can be expressed in graphical form. Here, it is more conventional to write the operator basis on each site as {ẑ} = {|n n |}, such that
The MPO representation of the operator matrix element is
A general operator is represented by a tensor with K "up" legs and K "down" legs. The
MPO is drawn as a connected set of 3-index and 4-index tensors, each associated with a site, as illustrated in Fig. 3 . Note that in this formulation, the non-commuting nature of fermion operators is implicit in the values of the elements of the site-tensors W
Similarly to as in the case of MPS, the MPO tensors define sets of many-body operators over a partitioning of the sites. For example, for a partitioning into a left block of sites
and from the right block of sites k + 1 · · · K, we define a set of right operators,Ô
Using the sets of left and right operators, the full operator at any partition can be expressed
Note that the bond-dimension of the MPO at partition k is equal to the number of terms in the summation over β in Eq. (20) .
The left-right decomposition of an operator at site k described above is isomorphic to the left-right decomposition of an operator at step k in a DMRG sweep. In particular, the
into the left-and right-renormalized bases,
These renormalized left-and right-block operators are, of course, the main computational intermediates in a pure renormalized operator-based DMRG implementation, and they play the same role in an MPO-based implementation. The relationship between the left-right 
where we can interpret the above as a vector matrix product of the operator valued rowvectorÔ L with the operator valued matrixŴ [k] . Analogously for the right operators, we
which can be seen as a matrix vector product. Eqs. (22) and (23) . We thus refer to the rules as blocking rules. As we explain in Section II E, to efficiently compute expectation values we should in fact use the renormalized operators (i.e. operator matrix representations) as in the DMRG sweep, rather than the bare operators themselves, during the blocking process.
It is often convenient for the purposes of interpretation to write the left-right decompo-
We have introduced 3 kinds of left and right operator terms: the identity operator (1
, the operatorÔ restricted to act on the left or right block of sites (Ô L k orÔ R k ), and terms which express interactions between the left and right sites at partition k (ô
respectively. Since there are 3 kinds of terms, then the matrices and vectors appearing in the blocking rules Eq. (22), (23) 
where the superscript onÔ k denotes the operator acts on site k.
From the above, we see that building the left-right operator decompositions through the blocking rules in a DMRG sweep is isomorphic to the operations required to construct the explicit MPO; the only difference being that explicit operators are replaced by operator matrices, which is necessary in the efficient computation of expectation values.
D. MPO representation of quantum chemistry Hamiltonians
Based on the efficient left-right decomposition and blocking rules for the ab initio Hamiltonian in the standard DMRG algorithm, and the isomorphism to the elements of the MPO tensorsŴ [k] established above, we can now easily identify the efficient MPO representation of the quantum chemistry Hamiltonian.
The ab initio Hamiltonian is written aŝ
where spin labels have been suppressed and v pqrs = pq|sr = v qpsr . The summation over the indices is not restricted, thus for a system with K sites, the indices range from 1 · · · K.
To obtain the MPO representation, we first identify the left-right decomposition of the Hamiltonian, namelyĤ
where the left and right Hamiltonians, are explicitlŷ
where L k indicates the domain of indices 1 · · · k (the left block of sites), and R k the domain
The operatorsĥ 
where the various operators are defined as (see also Ref.
with pq from the operators in the previous partition is given in Eq. (A7) in Ref. 7 ,
where we have used the fact that the additional site relating R k and R k+1 has orbital index k, and1 k ,P k pq , a k denote the corresponding operators defined on site k. The blocking rule (36) corresponds to a matrix vector product in Eq. (25),
with the correspondenceÂ = (Â 0 ,Â 1 ),ô
α k+1 = (a n ,P 
E. Efficient implementation of expectation values
We have so far established the correspondence between the language of MPO/MPS and the renormalized states and operators used in a pure renormalized operator-based DMRG q , a p a q and the p > q and p < q components of a † p a q ). These elements would be manipulated and multiplied separately in a simple implementation of an MPO. However, such symmetries and relationships can further be used to reduce the prefactor of the reconstruction ofĤ as well as the storage of the MPO's.
The explicit expressions for blocking in the original DMRG algorithm are element-wise expressions of the multiplications ofŴ which already incorporate both the sparsity and symmetry between the elements, and thus lead to efficient operations withĤ. To efficiently carry out blocking in an MPO-based implementation, the same element-wise strategy should be used. This can be achieved in practice by storing additional meta-information on the non-zero matrix elements and how to multiply them, as is done, for example in MPSXX and QC-Maquis 64 .
We now consider contracting the Hamiltonian MPO with the bra and ket MPS to compute the energy, E = Ψ|Ĥ|Ψ . As |Ψ is an MPS andĤ is an MPO, we could imagine first computingĤ |Ψ (obtaining a new MPS) before contracting with the bra. However, it is easy to see that this leads again to the wrong scaling, because the intermediateĤ |Ψ is now an MPS of very large bond dimension O(M K 2 ), requiring a very large amount of storage.
Instead, one should contract the tensors of the MPS bra and ket with the tensors of the MPO, site by site from 1 · · · K. This corresponds exactly to the recursive construction of the renormalized operators through blocking and decimation along a sweep (see Fig. 5 ).
To illustrate how this recursive construction arises naturally, we first define a partial expectation value over a site k as the matrix E[k] (sometimes called the transfer operator),
where the compound index (
The energy expectation value can be written as
where
Graphically, we illustrate the energy expectation computation by 
where α k , α k denote the matrix indices of the renormalized operator matrices, and the dif- What is the cost to build the renormalized operators? A naive multiplication of the
length vector. Carrying this out O(K) times would appear to require O(M 4 K 5 ) cost, which is higher than cost of the ab initio DMRG algorithm. However, in a standard DMRG sweep implementation (c.f. Section II), the renormalized operators are built in two steps: first blocking, then decimation. This is equivalent to observing that E[k] is itself composed of a tensor contraction, and thus we can perform multiplication of two E[k] matrices in two smaller steps (Fig. 6) . This reduces the cost of multiplying the 
followed by (decimation)
Incorporating elementwise blocking and decimation steps then leads finally to the correct
(the cost of the original DMRG quantum chemistry algorithm). In summary, this allows an MPO-based implementation of DMRG to recover the same cost as a pure renormalized operator-based implementation, through essentially an identical set of computations.
III. MPO AND MPS ALGEBRA IN A RENORMALIZED OPERATOR-BASED IMPLEMENTATION
In the previous section, we focused on the relationship between the efficient computation of expectation values within an MPO-based DMRG implementation, and the same computation within a pure renormalized operator-based implementation. We saw that a natural way to achieve the same scaling in an MPO-based implementation is to map the computations in the standard DMRG sweep to the MPO-based language.
Expectation values are the natural target of the DMRG sweep algorithm. 
|Ψ(t + )[M ] → |Ψ(t + )[M ] (compression)
An important question is whether or not this kind of algorithm, involving a more general MPO/MPS algebra, can be supported within a pure renormalized operator-based DMRG implementation, where only the renormalized operators appear. The answer is that any MPO/MPS operation, whose final result is a scalar or an MPS, can in fact be easily implemented within a pure-sweep implementation without any major effort. Consider, for example, the time-evolution operation above. The first step is an MPO × MPS product, which is not part of the standard DMRG sweep. However, the combination of the two steps To compute the action of a product of matrix product operators on a matrix product state, one simply has to apply the above procedure multiple times. For example, to obtain Ψ|ÔÔ|Ψ , we first maximize the overlap Φ|Ô|Ψ to determine Φ|, and then compute the overlap Ψ|Ô|Φ .
Only algorithms for whom the final output is an MPO itself (which is rare in zerotemperature calculations) require a full implementation of MPO functionality beyond renormalized operator computation. Implementing the general MPO/MPS algebra as described above can be achieved by updating a renormalized operator-based DMRG code with a simple interface. This is what is found, for example, in the MPO/MPS implementation within the Block code, as is used in DMRG response 71, 72 and perturbation calculations [68] [69] [70] .
IV. IMPROVING DMRG THROUGH MATRIX PRODUCT OPERATORS A. Hamiltonian compression
In this section, we focus on some of the new ideas brought by matrix product operators to the implementation of DMRG-like algorithms.
The simplest observation is that, in the same way that it is possible to compress an MPS, it is also possible to compress an MPO. Consequently, in all algorithms where, for example, an operator appears, it is possible to carry out an approximate computation using a compressed version of the same operator. In some cases, this can lead to very substantial savings. For example, for two-point interactions that are a sum of D exponentials, such as ij V ij n i n j where V ij = λ exp(λ|i − j|) then the MPO can be compressed exactly to have bond dimension D. This means that, for example, when carrying out a DMRG calculation in a one-dimension system using a short-ranged (e.g. sum of exponentials) interaction, it is possible to carry out such a calculation with a cost that is linear with the length of the system.
In general, a unique compression scheme in an MPO requires choosing a gauge convention. A particularly simple way to arrange the compression is to start from a left-right decomposition of the Hamiltonian at each site i,
In Eq. (43) the operatorsĥ L k andĥ R k are purely fermionic operators (normal operators) and do not have any one-or two-particle integrals attached; the corresponding one-and two-particle integrals are stored in the matrix h α k ,β k . For example, considering only the one-particle part of the Hamiltonian, the interaction term in Eq. (43) would become
We can then compress the MPO by simply considering the singular value decomposition of the matrix h α k ,β k , h = U λV † , defining the left and right operators asĥ L k U and V †ĥR k , and dropping small singular values. (Note that due to quantum number symmetries, h α k ,β k is block diagonal, thus the singular value decomposition can be carried out on the separate blocks). The left-right decomposition of the Hamiltonian becomeŝ
and the corresponding transformation of theŴ [k] matrices appearing in Eq. (25) iŝ
Note that the left-right decomposition has the same summation structure as in the standard DMRG representation, only the number of indices summed over is smaller, since small singular values λ i are dropped. Consequently, standard strategies for parallelization in DMRG which involve parallelizing over the left-right decomposition sum (see Sec. IV C) may be used without modification with the compressed representation.
To illustrate this compression in an ab initio quantum chemistry context, we have implemented the above scheme to compute the variational energy of a linear chain of 20 equally spaced hydrogen atoms in the minimal STO-3G basis. Shown in Fig. 7 is the exact energy versus bond-length curve computer using a DMRG calculation with M = 1000. Also shown are the errors of using an approximate compressed MPO, with the error shown versus the truncation threshold of the MPO (Fig. 8) , as well as the bond-dimension of the MPO (Fig. 9) , for spacing R = 1.0Å, 2.0Å, 3.6Å. We see that the error in the energy is proportional to the truncation threshold, and exponentially decreases with the bond-dimension of the MPO.
Note that the full bond-dimension of the MPO in our choice of gauge in this system varies between 43084 (bond-length of 1.0Å) to 15096 (bond-length of 3.6Å). However, to obtain an error of 10 −6 E h , it is sufficient to use an MPO bond-dimension less than 200. Given that the cost of each step in the DMRG sweep is proportional to the bond-dimension of the MPO, this is a factor of 100 in savings.
B. Efficient sum of operators representation
In section II E we saw that a naive implementation of DMRG using an MPO representation with dense matrices leads to an incorrect scaling algorithm, and that the standard ab initio DMRG algorithm corresponds to encoding the sparse matrix multiplications of the MPO to obtain an optimal scaling.
There is, however, a different and quite simple way to formulate an MPO representation which, even when using naive dense matrix algebra, recovers the the correct O(K 4 ) scaling in a quantum chemistry algorithm. This is achieved by abandoning a single MPO expression for the Hamiltonian, and instead rewriting the Hamiltonian as a sum of sub-Hamiltonianŝ 
The MPO representation ofĤ m has bond-dimension O(K). We can see this by once again working with the left-right decomposition, writinĝ
T m is a sum over O(K) terms and thus has bond-dimension O(K). For eachĤ m we haveĤ
matrix as a dense matrix, the cost of multiplying out the terms in Eq. (55) The decomposition of the Hamiltonian intoĤ m can be seen as a way of using the inherent sparsity in the MPO representation ofĤ, to recover the correct scaling. However, although the correct scaling is achieved even when using dense matrix algebra in this representation, the prefactor is significantly larger than the standard ab initio DMRG algorithm, if we do not use additional sparsity in theŴ m matrices. Consider, for example, the renormalization rule forP For typical systems, the largest source of parallelism is source (i), i.e. the left-right decomposition. In this case parallelism is expressed over the loop over the normal and complementary operators appearing in Eq. (27), i.e.
where differentĥ , but also the identity operator (which is trivial), as well as a k and a n operator matrices. If the a n operators are not stored on the processor that also stores P 
V. CONCLUSIONS
In this work we had three goals, namely to (i) explain how to efficiently implement the ab initio DMRG in the language of matrix product operators and matrix product states, in particular highlighting the connection to the original description of the ab initio DMRG sweep algorithm, (ii) to discuss the implementation of more general matrix product operator/matrix product state algebra within the context of a DMRG sweep with renormalized operators, and (iii) to describe some ways that thinking about matrix product operators can lead to new formulations of the DMRG, using compression and parallelism as examples.
In recent years, many extensions of the ab initio DMRG have appeared which are motivated by the very convenient matrix product operator/matrix product state formalism. As these developments continue, the connections established in this work provide a bridge to translate these conceptual advances into efficient implementations, using the long-standing technology of the DMRG. 
APPENDIX: ANALYSIS OF THE DISTRIBUTIONS OF BOND DIMENSIONS FOR DIFFERENT CHOICES OF INTERMEDIATES
To examine D(k) forĤ 2 , we consider the left-right bipartition of orbitals, in which caseĤ 2 can be written aŝ
To minimize the bond dimensions across the left and right blocks, the unambiguous choice is to define the following intermediates for the last four terms,
(T 2)
(T 4)
such that Eq. (58) becomeŝ
This reduces the bond dimensions for the last four terms in Eq. (58) to O(K). If we disregard the contributions from the one-body integrals, the last four terms involving thê T 1,T 2,T 3,T 4 operators are equivalent to the terms involving theŜ 
and
respectively. Similar to Eq. (63), the integrals g pqrs in the last lines of both Eqs. (65) and (64) can either be collected with the operators in C or R , without changing the leading bond dimension of O(K 2 ) forĤ 2 . However, in order to maximally reuse common intermediates, the choice here forT 1 andT 3 also affects the assignment of integrals in Eq. (63) forĤ 2 .
We first examine the case where the unassigned integrals in Eqs. (63), (64) , and (65) are all combined with the right operators. This is the choice of complementary operators as introduced in Eq. (35) . In this case, the following complementary operators can be defined,
such that the related terms contributing toĤ 2 (63),T 1 (64), andT 3 (65) can be rewritten
respectively. Meanwhile, since the expansions of the one-body termsQ,P , andP for R = CR do not require new intermediates, the recursion basis for the recursion to the rightmost site is complete and given by
(This basis corresponds to the elements of the vector in Eq. (37)). The leading bond dimension determined by the triple (Q
along the one-dimensional array of orbitals. The averaged value along all the sites is given
Instead of using the complementary operators (Q R LL ,P R LL ,P R LL ), the integrals can also be collected with the left operators, viz.,
With this choice, the basis for recursion to the rightmost site becomes
where the bare operators are defined aŝ
which determines the leading bond dimension as
Alternatively, mixed schemes that use different combinations of the pairs (B R -Q gives the basis for recursion as
which yields the leading bond dimension
Similarly, the basis for the recursion usingQ
and the leading bond dimension is also D 3 (k), the same as that for Eq. (80).
The different distributions D 1,2,3 (k) discussed so far are compared in Figure 10 for K = 50.
It is shown that the mixed schemes with D 3 (k) lead to a more balanced distribution of bond dimensions, although D 1 (k), D 2 (k), and D 3 (k) all share the same averaged value 2/3K 2 .
Note also that the different recursions can also be changed at different sites, such as the central site k = K/2, resulting in a centrosymmetric distribution. The conventional DMRG algorithm using complementary operators employs this fact and uses the biased distributions 
whereQ L qs = pr∈L g pqrs a † p a r . Thus, similar to Eq. (72), the recursion basis is 
