Introduction
Many practical problems with uncertainties can be formulated as stochastic programming problems, and their optimal solutions are useful for decision-making. However, solving these problems is generally difficult, and feasible methods for finding analytical solutions are needed.
To solve a stochastic programming problem, we assume that fluctuations in the environment are specified by the distribution functions of stochastic variables through all generations by a genetic algorithm (GA; Yoshitomi et al., 2000) . We treat the stochastic fluctuation of the objective function and/or the constraint on the stochastic programming problem as a stochastic fluctuation of the fitness function in the GA. Since the fitness function expresses the fitness of an individual to that environment, the fitness function in the GA should fluctuate according to the distribution functions of the stochastic variables. We then analyze all solutions through all generations to obtain information about the optimum solution. We call this method the GA in an uncertain environment (GAUCE). By applying GAUCE to several stochastic programming problems, we confirmed that the individual that recurs most frequently through all generations gives the maximum expected value of the objective function (Yoshitomi et al., 2000) .
First, we successfully applied the stochastic optimal assignment problem and the stochastic knapsack problem as preliminary examples for the verification and evaluation of GAUCE because these examples can be solved exactly by other methods (Yoshitomi et al., 2000) . We then successfully applied GAUCE to the stochastic image-compression problem, a newly formulated problem that has recently received a great deal of attention in the field of computer and information science (Yoshitomi et al., 2000) .
The job-shop scheduling problem (JSSP), which is an NP-hard problem, is one of the most difficult combinatorial optimization problems. However, since many scheduling problems in industry are formulated as JSSPs, a method for solving the JSSP has a practical as well as an academic importance. Thus, the JSSP has received considerable attention in the field of operations research.
In industrial applications, the stochastic job-shop scheduling problem (SJSSP) is more realistic than the JSSP. For example, in the real world, the processing time of a machine includes uncertainties. Therefore, these uncertainties need to be taken into consideration when scheduling or when formulating a scheduling problem such as the SJSSP. However, the SJSSP where many parameters, including, for example, the processing time of a machine, are treated as random variables is much more difficult to solve exactly than the JSSP where every parameter has a deterministic value. For this reason, much less research on the SJSSP than on the JSSP has been conducted.
In an earlier paper, we proposed a method for solving stochastic job-shop scheduling problems using hybrid of GAUCE and MC (Yoshitomi, 2002; Yoshitomi and Yamaguchi, 2003) . GAUCE was applied to general SJSSP where the processing times are treated as stochastic variables. The several individuals having the highest frequencies through all generations were selected as the good schedules. The MC method was then used to determine the approximately optimal schedule among these good schedules.
Recently, in the operations research field, considerable attention has been paid to particle swarm optimization (PSO; Kennedy and Eberhart, 2001 ) as a method for solving optimal programming problems, including the JSSP (Lian, Jiao, and Gu, 2006; Xia and Wu, 2006; Moslehi and Mahnam, 2011) and the SJSSP (Zhang et al., 2012) .
The purpose of this study is to propose a hybrid method that combines pseudo particle swarm optimization in an uncertain environment (PPSOUCE) and the MC method for solving the stochastic programming problem. The SJSSP is selected as an example for comparing the hybrid method of PPSOUCE with the MC method to the hybrid method of GAUCE with the MC method.
Stochastic job-shop scheduling problem
The SJSSP is a stochastic programming problem transformed from the JSSP. In actual industries, the processing time of a machine almost always has uncertainties. Therefore, these uncertainties must be taken into account when scheduling or formulating the scheduling problem as an SJSSP.
In this paper, the processing times of machines are treated as random variables, and the objective is to find a schedule that minimizes the expected value of the makespan. The other conditions of the SJSSP are the same as those of the regular JSSP. The SJSSP is formulated as follows:
1. We have n jobs, 4. An operation cannot be interrupted. 5. A job consists of at most m operations. 6. The sequence of operations within a job (the machine sequence) is given. 7. The processing times for operations are given as random variables that have stochastic distribution functions. 8. The operation sequences on the machines (the job sequences) are unknown. 9. On a Gantt chart, the positions of operations within a job are decided in order. 10. The starting time of an operation within a job should be as early as possible. 11. A schedule consists of the full set of job sequences. 12. The objective is to find a schedule that minimizes the expected value of the makespan.
In this study, a schedule is expressed by the job sequence on each machine. Item 10 in the above description implies that no operation can be postponed. The schedule that is uniquely represented by the above conditions is called a semi-active schedule, as described in the deterministic version (Yamada and Nakano, 1992) ; this means that the schedule is one in which no operation begins at an earlier time without altering the machining sequences.
An active schedule (Giffler and Thompson, 1969 ) is as follows (Yamada and Nakano, 1992) . Consider a semi-active schedule and two operations 
PPSOUCE-MC approach

PSO and PPSOUCE
In the PSO procedure, many particles move in multidimensional vector space. The position and the velocity of . To obtain the approximate optimal solution for the SJSSP, we modify the algorithm (Lian et al., 2006) introduced for the GA and used for the movement of a particle in the PSO. We also use the statistical method in GAUCE. We refer to the proposed method as the pseudo particle swarm optimization in an uncertain environment (PPSOUCE).
Particle movement using the GA functions
In the proposed method, the equation of motion of a particle is as follows:
where  
is the respective particle number, j is the respective number of the particle selected randomly,  is the crossover operator, ) 0 , ( m child k i is the child particle generated by the crossover, n M is the mutation operator, and
is the child particle generated by the mutation, m is the number of respective child particle, n is the mutation index, and k is the step index corresponding to a discrete time. In this study, the respective job number is used for expressing the element of a vector for a particle, the crossover is that proposed by Hirano (1995) , and the mutation is the shift change proposed by Ono (1997) .
PPSOUCE-MC approach
For each step, the processing time is given as the random number generated according to the stochastic distribution function for the processing time. The basic procedure of the proposed method is as follows.
Step 1: Initial information  
for each particle is randomly given.
Step 2: The following procedure of substeps [1] and [2] is repeated in numerical order by the preset loop frequency.
[1] A random number generated according to the stochastic distribution function is given for each random valuable. Step 3: Using the MC method to calculate the approximate expected makespan, an approximately optimal solution is found; it is the solution with high frequency in the Step 2 loop that gives the minimum approximate expected makespan.
is the respective particle number, and k is the step index corresponding to a discrete time scale. The respective job number is used for expressing the element of the vector (5) in Section 3.2. We consider only active schedules at each step. When a semi-active schedule is generated in the PPSOUCE process, that schedule is changed to its active version by a permissible left shift. Because the number of active schedules for the problem may be huge, MC is applied for selecting the best solution among several good solutions with high frequency in the loop in Step 2.
Numerical experiments and discussion
Development environment
The development of this system and the experiments for evaluation of the proposed method were performed in the following environment: personal computer: DELL OPTIPLEX 780 (CPU: Intel Core 2 Duo E8400 3.00 GHz, RAM: 4.00 GB); OS: Microsoft Windows 7 Professional; Development language: Microsoft Visual C++ 2008 Express Edition.
Conditions
The data for the 6×6, 10×10, and 20×5 JSSPs, taken from Muth and Thompson (1963) , are shown in Tables 1-3 , respectively. The dataset includes the routing of each job on each machine and the processing time for each operation (in parentheses). Tables 1-3 give the data, which are well-known benchmarks. Table 2 10×10 job-shop scheduling problem (Muth and Thompson, 1963) 
Job
Operation routing (processing time) 1 1(29) 2(78) 3 (9) 4(36) 5(49) 6(11) 7(62) 8(56) 9(44) 10(21) 2 1(43) 3 (90) 5(75) 10(11) 4(69) 2(28) 7(46) 6(46) 8(72) (Muth and Thompson, 1963) 
Operation routing (processing time) 1 3(1) 1(3) 2(6) 4(7) 6(3) 5(6) 2 2(8) 3(5) 5(10) 6(10) 1(10) 4(4) 3 3(5) 4(4) 6(8) 1(9) 2(1) 5(7) 4 2(5) 1(5) 3(5) 4(3) 5(8) 6(9) 5 3(9) 2(3) 5(5) 6(4) 1(3) 4(1) 6 2(3) 4(3) 6(9) 1 (10) 5(4) To transform a JSSP to an SJSSP, the processing time is treated as a random variable. The stochastic distribution function of the processing time is a normal distribution having as the mean values the values in parentheses in Tables  1-3 . The standard deviation of the normal distribution is given as the ratio of the deviations to the mean. In general, in industrial applications, the deviation of the processing time from its mean value is not very large. Therefore, as conditions for the stochastic processing time, the ratios of the standard deviation to the mean value were selected as (i) 0 (deterministic), (ii) 0.1, and (iii) 0.2. The case where the ratio is 0 was selected for comparison between the JSSP and the SJSSP.
The normal distribution was used as the stochastic distribution function because it is one of the simplest distributions for computer simulations. When PPSOUCE-MC is applied in an industrial application, the most appropriate distribution should be used. However, since this study is the first step in applying PPSOUCE-MC to an SJSSP, it is appropriate to use a simple distribution for the stochastic distribution function.
In this experiment, as the conditions of PPSOUCE, the number of particles was set to 4000, and the loop frequency was set to 700; these were chosen after trying various values in preliminary experiments. The averaged makespans for the solutions that had the 100 highest frequencies through all updates of information of the particles in PPSOUCE were obtained from 100,000 MC samples for each schedule. The number 100,000 was also determined by preliminary experiments. The MC method was used for selecting the best among several good solutions, all of which showed high frequency in all information updates in PPSOUCE.
In PPSOUCE, the problem transforms from a stochastic problem to a deterministic one at each update of information, as outlined in the following. First, a random number is generated for each processing time according to its stochastic distribution function. In this study, in the conventional method, the uniform random number is transformed to a normally distributed random number with the mean and standard deviation taken from Tables 1-3 and the stochastic condition, respectively. The random number is then used to transform the stochastic problem into a deterministic problem each time the particle information is updated. For each processing time, the random number is generated independently. When the random number generated for a processing time is negative, the processing time is treated as 0. In this case, the corresponding operation is not performed.
Negative or zero processing times come from using the normal distribution as the stochastic distribution function. The above treatment for negative or zero processing times may not be the best way to reflect the stochastic nature of the Table 3 20×5 job-shop scheduling problem (Muth and Thompson, 1963) processing time when using PPSOUCE-MC in an industrial application. However, in this numerical example, because the ratios of the standard deviation to the mean value are from 0 to 0.2, the probability of having a negative or zero processing time for each operation is from 0 to 0.0000003. Therefore, this treatment of negative or zero processing times has little influence on the overall numerical results.
In the framework of PPSOUCE, a good solution is one with high frequency through all updates of the particle information. The expected value of the makespan for the solution is approximated by the averaged makespan given by the MC process, in which the makespan is calculated 100,000 times for each schedule.
We compare the results by our method for the SJSSP with those obtained by conventional methods (GAUCE-MC), and we also supply the results for the JSSP as a reference.
Results and discussion
Figs. 1-3 show the convergence of PPSOUCE for JSSPs and SJSSPs when using the best value of N max for the approximately optimal solution on each condition of the stochastic processing time. Figs. 1-3 show the cases of 6×6, 10×10, and 20×5 for JSSP and SJSSPs, respectively. In all cases of 6×6, 10×10, and 20×5 SJSSPs and during all iterations, the fluctuations of both the average and the minimum makespans are increased by the increase of the stochastic fluctuation on the processing time. Table 4 shows a comparison of the proposed method (PPSOUCE-MC) and the conventional methods (method I (GA) (Yamad and Nakano, 1992) , method II (GAUCE-MC) (Yoshitomi and Yamaguchi, 2003) , and method III (GAUCE-MC) (Furutani, 2009) ). As shown in Table 4 , the proposed method is superior to the conventional methods (II and III), in terms of both the average value of the makespan and the calculation time. On the approximately optimal solution, the superiority of the proposed method to the conventional method III is more remarkable in the case of 10×10 SJSSPs than that in the case of 6×6 SJSSPs. Therefore, the proposed method is more effective for finding out the approximately optimal solution in larger solution space, compared with the conventional method III. In addition, on the optimal solution, the superiority of the proposed method to the conventional method I is only shown in the case of 20×5 JSSP. Therefore, the proposed method is more effective for finding out the optimal solution in larger solution space, compared with the conventional method I. Accordingly, the higher ability for finding out the (approximately) optimal solution in larger solution space is the characteristic of the proposed method, compared with conventional methods (I and III). In other words, the proposed method has the higher ability of global search, compared with conventional methods (I and III). In addition, the proposed method is superior to the conventional method II, in terms of the average value of the makespan in the case of 6×6 SJSSPs. As a function of global search, Eqs. Tables 6 and 7 , the name of each machine is representatively expressed in (a). In Table 6 , job 10 is indicated by 0. In Table 7 , the respective job number is expressed by the vigesimal numeral system. In Tables 5-7, "Frequency" means the number of particles that correspond to the solution. In Tables 5-7, "rank" means the order of frequency. For example, "(1)" in Table 4 (a) means that the corresponding particle has the highest frequency of any particle appearing in the loop of Step 2, described in the Section 3.3. In all cases of 6×6, 10×10, and 20×5 SJSSPs, the frequencies of the best solution are decreased by the increase of the stochastic fluctuation on the processing time. This tendency was also shown in the references using conventional methods (GAUCE-MC method II (Yoshitomi and Yamaguchi, 2003) for the case of 6×6 SJSSPs and GAUCE-MC method III (Furutani, 2009 ) for both cases of 6×6 and 10×10 SJSSPs). This tendency might suggest that it is more difficult to find out the approximately optimal solution having very low value of the approximate expected makespan in the case of bigger stochastic fluctuation on the processing time.
Conclusions
This paper proposed a method for solving the stochastic job-shop programming problem using a hybrid of PPSOUCE with the MC method. PPSOUCE was applied to general SJSSPs, where the processing times were treated as stochastic variables and the objective function was the expected value of the makespan. Solutions with very high frequency in all iterations were selected as good schedules. The MC method was then used to determine the approximate optimal schedule from these good schedules. We performed numerical experiments that proved that the proposed method is superior to the hybrid of GAUCE with the MC method in terms of both the approximately optimal solution and the required calculation time. 
