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VANISHING FOR HODGE IDEALS OF Q-DIVISORS
BINGYI CHEN
Abstract. Mustat¸a˘ and Popa [MP19b] introduce the notion of Hodge ideals
for an effective Q-divisor D and prove a vanishing theorem for Hodge ideals,
which generalizes Nadel vanishing for multiplier ideals. However, their proof
needs an extra assumption on the existence of ℓ-roots of the line bundle
OX(ℓD), which is not necessary for Nadel vanishing. In this paper, we prove
that vanishing for Hodge ideals still holds even without this assumption.
1. introduction
Let X be a smooth complex variety and Z a reduced integral effective divisor
on X . Denote by OX(∗Z) the sheaf of rational functions on X with poles along
Z. By Saito’s theory of mixed Hodge module ([Sai88],[Sai90]), this sheaf is a left
DX -module which underlies the mixed Hodge module j∗Q
H
U [n], where U is the
complement of Z and j is the open embedding from U to X . There are two
filtrations on OX(∗Z), the Hodge filtration (denoted by F•) and the pole order
filtration. Mustat¸a˘ and Popa [MP19a] introduce the notion of Hodge ideals to
measure the difference of these two filtrations. More precisely, the Hodge ideals
{Ik(Z)}k∈Z of the divisor Z are defined by
FkOX(∗Z) = Ik(Z)⊗OX OX
(
(k + 1)Z
)
for any k ∈ Z.
It turns out that I0(Z) = J ((1 − ε)Z), the multiplier ideal of (1 − ε)Z where ε
is a sufficiently small positive number. Therefore, Hodge ideals can be viewed as
generalizations of multiplier ideals.
In [MP19b] and [MP20a], the authors extend the notion of Hodge ideals to an
arbitrary effective Q-divisorD on X . Locally we can assume that D = α ·div(h) for
some nonzero regular function h and some positive rational number α. Denote by
Z the support of D. Instead of OX(∗Z) in the case of integral divisors, we consider
the left DX -module OX(∗Z)h
−α, a rank 1 free OX(∗Z)-module generated by the
symbol h−α, on which the action of a derivation P of OX acts via the rule
P (wh−α) =
(
P (w) − αw
P (h)
h
)
h−α.
Unlike OX(∗Z), this DX -module does not necessarily underlie a mixed Hodge
module. However, there is a natural filtration on OX(∗Z)h
−α, denoted by F•,
which makes it a filtered direct summand of some filtered DX -module underlying
a mixed Hodge module. Similarly as the case of integral divisors, the Hodge ideals
{Ik(D)}k∈Z of D are defined by the difference between the filtration F• and the
pole order filtration
Fk
(
OX(∗Z)h
−α
)
= Ik(D)⊗OX OX(kZ)h
−α.
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It’s standard to check that the definition of Hodge ideals is independent of the
choice of h and α. Therefore they can be defined globally on X .
However, OX(∗Z)h
−α can not be defined globally since its definition depends
on α and h. In order to obtain a global DX -module, we need a extra assumption:
there is a line bundle L and an integer l such that l ·D is an integral divisor and
OX(l ·D) ≃ L
⊗l,
which is called the global assumption. With this assumption, in [MP19b, B.5]
the authors construct a global filtered DX -module, denoted by (M, F•), which
is locally filtered isomorphic to OX(∗Z)h
−1/l. Moreover, (M, F•) underlies a di-
rect summand of a mixed Hodge module. Therefore, by Saito’s vanishing theorem
[Sai90, §2.g], given a ample line bundle A we have
Hi(X,GrFk (DR(M))⊗OX A) = 0(1.1)
for any integer k and i > 0, where
GrFk (DR(M)) = [Gr
F
kM→ Ω
1
X ⊗OX Gr
F
k+1M→ · · · → Ω
n
X ⊗OX Gr
F
k+nM]
(placed in degrees −n, · · · , 0) is the associated graded complex for the filtration on
DR(M) which is induced by the filtration F•M on M.
Under the global assumption, with the help of the vanishing (1.1), Mustat¸a˘ and
Popa [MP19b] show a vanishing theorem for Hodge ideals {Ik(D)}k∈Z that in the
case k = 0 is nothing else but Nadel vanishing for multiplier ideals. However, the
global assumption is not necessary for Nadel vanishing. They therefore conjecture
that the vanishing still holds even without this extra hypothesis.
In this paper, we will remove the global assumption in the vanishing theorem for
Hodge ideals of Q-divisors. This should be important for the sake of applications.
Our main theorem is
Theorem 1.1 (=Theorem 4.1). Let X be a smooth projective complex variety
of dimension n and D an effective Q-divisor on X. Denote by Z the support of
D. For some k ≥ 0, assume that (X,D) is reduced (k − 1)-log-canonical, i.e.
I0(D) = · · · = Ik−1(D) = OX(Z − ⌈D⌉).
(1) Let L be a line bundle such that L − D is ample. If L((p + 1)Z − ⌈D⌉) is
ample for all 0 ≤ p ≤ k − 1, then
Hi(X,ωX ⊗ L(kZ)⊗ Ik(D)) = 0
for all i ≥ 2. Moreover,
H1(X,ωX ⊗ L(kZ)⊗ Ik(D)) = 0
holds if
Hk−p
(
X,Ωn−k+pX ⊗ L((p+ 1)Z − ⌈D⌉)
)
= 0
for all 0 ≤ p ≤ k − 1.
(2) If there exists an ample effective divisor with support contained in Z =
Supp(D), then (1) also holds for L such that L −D is nef.
The key points of our proof are as follows. Without the global assumption,
there does not necessarily exist a global DX -module which is locally isomorphic to
3OX(∗Z)h
−α. However, fortunately, there exists a global sheaf
Mk(D) :=
ωX(kZ)⊗OX Ik(D)
ωX((k − 1)Z)⊗OX Ik−1(D)
which is locally isomorphic to ωX ⊗ Gr
F
k
(
OX(∗Z)h
−α
)
for any k ∈ Z. And we
introduce a complex (see Definition 3.4)
Spk(M•(D)) = [Mk(D)⊗∧
nTX →Mk+1(D)⊗∧
n−1TX → · · ·Mk+n(D)⊗∧
0TX ]
placed in degrees −n, · · · , 0, called the k-th Spencer complex of M•(D), which is
locally isomorphic to the k-th graded piece of the de Rham complex of OX(∗Z)h
−α :
[GrFk OX(∗Z)h
−α → Ω1X ⊗Gr
F
k+1OX(∗Z)h
−α → · · · → ΩnX ⊗Gr
F
k+nOX(∗Z)h
−α]
for any integer k. Moreover, as an analogue to Saito’s vanishing theorem for mixed
Hodge modules (but without using it), a vanishing theorem for Spk(M•(D)) is
proved. It plays a key role in our proof of vanishing for Hodge ideals of Q-divisors.
Theorem 1.2 (=Theorem 3.10). Let X be a smooth complex projective variety of
dimension n and D an effective Q-divisor.
(1) If A is a line bundle on X such that A−D is ample, then
Hi(X, Spk(M•(D))⊗OX A) = 0
for any i > 0 and any integer k.
(2) If there exists an ample effective divisor with support contained in Supp(D),
then (1) also holds for line bundle A such that A−D is nef.
In fact, it’s a direct consequence of the following two theorems.
Theorem 1.3 (=Theorem 3.6). Let D be an effective Q-divisor on a smooth com-
plex variety X of dimension n. Let f : Y → X be a log resolution of (X,D) which
is isomorphic over X \D. Denote by E the support of f∗D. Then
Rf∗
(
ΩkY (logE)(−⌈f
∗D⌉)
)
[n− k]
is quasi-isomorphic to Sp−k(M•(D)) for any integer k.
Theorem 1.4 (=Theorem 3.11). Let X be a smooth complex projective variety of
dimension n and D an effective Q-divisor. Let f : Y → X be a log resolution of
(X,D) which is isomorphic over X \D. Denote by E the support of f∗D.
(1) If A is a line bundle on X such that A−D is ample, then
Hq
(
Y,ΩpY (logE)⊗OY f
∗A(−⌈f∗D⌉)
)
= 0
for any p+ q > n.
(2) If there exists an ample effective divisor on X with support contained in
Supp(D), then (1) also holds for line bundle A such that A−D is nef.
Theorem 1.4 is a extension of Akizuki-Kodaira-Nakano vanishing theorem for
log forms (see [AN54] and [EV92, Corollary 6.4]), which says that given a simple
normal crossing divisor ∆ and an ample bundle A on a smooth variety X ,
Hq(X,ΩpX(log∆)⊗OX A) = 0(1.2)
for any p+ q > n. It’s showed in [MP19a, Theorem 32.2] that (1.2) also holds for
semiample line bundles, provided that X \∆ is affine.
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In Section 2, we briefly review the definitions of Hodge ideals of Q-divisors and
how to describe Hodge ideals in terms of log resolutions. In Section 3, we introduce
the definition ofMk(D) and Spk(M•(D)), and then we prove the vanishing theorem
for Spk(M•(D)). Section 4 is dedicated to the proof of the vanishing theorem for
Hodge ideals of Q-divisors without the global assumption.
At the end of this section we introduce some notations:
(1) If A and B are two OX -modules on a variety X , then A⊗B means the tensor
product of A and B as OX -module unless otherwise stated (we omit the subscript
OX).
(2) Let D =
∑
i αiDi be a Q-divisor on a variety X , then we denote
⌈D⌉ =
∑
i
⌈αi⌉Di and ⌊D⌋ =
∑
i
⌊αi⌋Di
where
⌈αi⌉ = min{m ∈ Z | m ≥ αi} and ⌊αi⌋ = max{m ∈ Z | m ≤ αi}
for all i.
(3) Let E be a vector bundle on a varietyX , we denote by SkE the k-th symmetric
product of E .
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2. Hodge ideal of Q-divisor: birational approach
In this section, we will review the definition of Hodge ideals of Q-divisors and
how to describe Hodge ideals by birational methods. For more details, please see
Mustat¸a˘ and Popa’s paper [MP19b].
Let X be a smooth complex variety of dimension n and D an effective Q-divisor
onX . Let Z be the support of D. Denote by OX(∗Z) the sheaf of rational functions
on X with poles along Z.
Locally, there exist a regular function h and a rational number α such that
D = α · div(h). Consider the left DX -module OX(∗Z)h
−α, which is a rank 1 free
OX(∗Z)-module generated by the symbol h
−α, and the action of a derivation P of
OX is given by
P (wh−α) =
(
P (w) − αw
P (h)
h
)
h−α.
There is a natural filtration on this D-module, denoted by F•OX(∗Z)h
−α, which
makes it a filtered direct summand of a filtered DX -module underlying a mixed
Hodge module. Moreover, we can write
Fk
(
OX(∗Z)h
−α
)
= Ik(D) ⊗ OX(kZ)h
−α
5for an coherent ideal sheaf Ik(D), which is called the k-th Hodge ideal of the Q-
divisor D. It’s not hard to check that the definition of Hodge ideals is independent
of the choice of h and α. Therefore, Hodge ideals can be defined globally on X (see
[MP19b, Section B.4]). Note that Fk
(
OX(∗Z)h
−α
)
= 0 for k < 0, which implies
that Ik(D) = 0 for k < 0.
The corresponding filtered right DX -module of OX(∗Z)h
−α is h−αωX(∗Z), on
which the filtration is given by
Fk−n
(
h−αωX(∗Z)
)
= ωX ⊗ Fk
(
OX(∗Z)h
−α
)
.
(h−αωX(∗Z), F•) can be described in terms of log resolutions. Let f : Y → X
be a log resolution of the pair (X,Z) which is isomorphic over X \ Z. Denote by
E the support f∗Z, then E is a reduced simple normal crossing divisor. Denote
g = f∗h. It is showed in [MP19b, Section B.8] that there is a canonical filtered
isomorphism (
h−αωX(∗Z), F•
)
≃ H0f+
(
g−αωY (∗E), F•
)
,
and
Hpf+
(
g−αωY (∗E), F•
)
= 0 for p 6= 0.
For the notation f+ above, recall that for any proper morphism between smooth
varieties f : Y → X , there is a filtered direct image functor
f+ : D
b
(
FM(DY )
)
→ Db
(
FM(DY )
)
between the bounded derived categories of filtered D-modules (See [Sai88] and
[Sai90, 2.c]). Moreover, Saito proves that this direct image functor is strict for
filtered DX -modules underlying mixed Hodge modules. That is to say, the following
diagram is commutative
Fk
(
h−αωX(∗Z)
)


//
≃

	
h−αωX(∗Z)
≃

R0f∗
(
Fk(g
−αωY (∗E)
L
⊗DY DY→X)
)


// R0f∗(g
−αωY (∗E)
L
⊗DY DY→X)
(2.1)
and
(2.2)
Rpf∗(g
−αωY (∗E)
L
⊗DY DY→X)
=Rpf∗
(
Fk(g
−αωY (∗E)
L
⊗DY DY→X)
)
= 0
for any integer k and any p 6= 0. Here DY→X = OY ⊗f−1OX f
−1DX is the transfer
D-module.
Consider the following complex of locally free right DY -modules
C•g−α = [DY → Ω
1
Y (logE)⊗DY → · · · → Ω
n
Y (logE)⊗ DY ]
placed in degrees −n, · · · , 0. The differential d is given by
d(η ⊗ P ) = dη ⊗ P +
∑
i
(dyi ∧ η)⊗ ∂yiP − α
dg
g
∧ η ⊗ P,
here y1, · · · , yn are local coordinates of Y . In fact, C
•
g−α is a filtered complex, where
FkC
•
g−α = Ω
•+n
Y (logE)⊗ Fk+n+•DY .
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It’s not hard to check that the differential Cig−α → C
i+1
g−α induces a map
Cig−α(−⌈f
∗D⌉) := OY (−⌈f
∗D⌉)⊗ Cig−α
→ Ci+1g−α(−⌈f
∗D⌉) := OY (−⌈f
∗D⌉)⊗ Ci+1g−α .
We thus obtain a filtered subcomplex (C•g−α(−⌈f
∗D⌉), F•) of (C
•
g−α , F•). Note that
this is not obtained by just tensoring C•g−α with OY (−⌈f
∗D⌉), since C•g−α is not a
complex of OY -modules.
There is a natural morphism
C0g−α(−⌈f
∗D⌉)⊗DX = ωY (E − ⌈f
∗D⌉)⊗DX −→ g
−αωY (∗E)
w ⊗Q 7−→ (g−αw) ·Q
[MP19b, Proposition 6.1] tells us that this morphism make the filtered complex
(C•g−α(−⌈f
∗D⌉), F•) a filtered resolution of (g
−αωY (∗E), F•). Using (2.1), (2.2)
and this result, Mustat¸a˘ and Popa prove the following theorem:
Theorem 2.1. [MP19b, Theorem 8.1]With the above notation, the followings hold:
i) For every p 6= 0 and every k ∈ Z, we have
Rpf∗(C
•
g−α(−⌈f
∗D⌉)⊗DY DY→X) = 0
and
Rpf∗Fk(C
•
g−α(−⌈f
∗D⌉)⊗DY DY→X) = 0,
ii) For every k ∈ Z, the natural inclusion induces an injective map
R0f∗Fk(C
•
g−α(−⌈f
∗D⌉)⊗DY DY→X) →֒ R
0f∗(C
•
g−α(−⌈f
∗D⌉)⊗DY DY→X)
iii) We have a canonical isomorphism
R0f∗(C
•
g−α(−⌈f
∗D⌉)⊗DY DY→X) ≃ h
−αωX(∗Z)
that induces for every k ∈ Z an isomorphism
R0f∗Fk−n(C
•
g−α(−⌈f
∗D⌉)⊗DY DY→X) ≃ Fk−n
(
h−αωX(∗Z)
)
≃ h−αωX(kZ)⊗ Ik(D).
Denote
GrFk (C
•
g−α(−⌈f
∗D⌉)⊗DY DY→X) =
Fk(C
•
g−α(−⌈f
∗D⌉)⊗DY DY→X)
Fk−1(C•g−α (−⌈f
∗D⌉)⊗DY DY→X)
for any integer k. The following corollary is a direct consequence of the above
theorem.
Corollary 2.2. i) For every p 6= 0 and every k ∈ Z, we have
Rpf∗Gr
F
k (C
•
g−α (−⌈f
∗D⌉)⊗DY DY→X) = 0
ii) For any k ∈ Z, there is a canonical isomorphism
R0f∗Gr
F
k−n(C
•
g−α(−⌈f
∗D⌉)⊗DY DY→X) ≃ Gr
F
k−n
(
h−αωX(∗Z)
)
≃ ωX ⊗Gr
F
k (OX(∗Z)h
−α).
7By definition, GrFk (C
•
g−α ⊗DY DY→X) is the complex
(2.3)
0→ OY ⊗ f
∗SkTX → Ω
1
Y (logE)⊗ f
∗Sk+1TX → · · ·
→ ΩnY (logE)⊗ f
∗Sk+nTX → 0
placed in degrees −n, · · · , 0, where SiTX means the i-th symmetric power of TX .
And the differential is given by
(2.4) d(η ⊗ f∗P ) =
∑
i
(dyi ∧ η)⊗ ∂yi(f
∗P ),
where y1, · · · , yn are local coordinates on Y . Since the differential is OY -linear,
GrFk (C
•
g−α ⊗DY DY→X) is a complex of OY -modules. Therefore, the complex
GrFk (C
•
g−α (−⌈f
∗D⌉)⊗DY DY→X)
is obtained by tensoring GrFk (C
•
g−α ⊗DY DY→X) with OY (−⌈f
∗D⌉).
Since h−αωX(∗Z) is a filtered right DX -module,
⊕
kGr
F
k (h
−αωX(∗Z)) has a
right
⊕
k S
kTX -module structure, which induces a morphism
(2.5)
d : GrFk (h
−αωX(∗Z))⊗ ∧
qTX −→ Gr
F
k+1(h
−αωX(∗Z))⊗ ∧
q−1TX
w ⊗ θ1 ∧ · · · ∧ θq 7−→
∑
i
(−1)i−1w · θi ⊗ (θ1 ∧ · · · θˆi · · · ∧ θq)
for any integer q and k. It’s easy to check that d◦d = 0, hence we obtain a complex
0→ GrFk−n(h
−αωX(∗Z))⊗ ∧
nTX → Gr
F
k−n+1(h
−αωX(∗Z))⊗ ∧
n−1TX
· · · → GrFk (h
−αωX(∗Z))⊗ ∧
0TX → 0
which is the k-th graded piece of the Spencer complex of h−αωX(∗Z), denoted by
GrFk Sp(h
−αωX(∗Z)). Note that this is isomorphic to the k-th graded piece of the
de Rham complex of OX(∗Z)h
−α
0→ GrFk (OX(∗Z)h
−α)→ Ω1X⊗Gr
F
k+1(OX(∗Z)h
−α)→
· · · → ΩnX ⊗Gr
F
k+n(OX(∗Z)h
−α)→ 0.
Since
h−αωX(∗Z) ≃ H
0f+(g
−αωY (∗E))
≃ R0f∗(C
•
g−α(−⌈f
∗D⌉)⊗DY DY→X),
the right DX -module structure of h
−αωX(∗Z) is induced by the right f
−1DX -
module structure of C•g−α(−⌈f
∗D⌉) ⊗DY DY→X . Therefore, the right
⊕
k S
kTX -
module structure of
⊕
k Gr
F
k (h
−αωX(∗Z)) is induced by the right f
−1(
⊕
k S
kTX)-
module structure of
⊕
k Gr
F
k−n(C
•
g−α(−⌈f
∗D⌉) ⊗DY DY→X). That is to say, the
morphism (2.5) is obtained by applying the functor R0f∗ to the morphism between
the follwing two complexes
GrFk (C
•
g−α(−⌈f
∗D⌉)⊗DY DY→X)⊗ f
∗(∧qTX) :
[OY (−⌈f
∗D⌉)⊗ f∗(SkTX ⊗ ∧
qTX)→
· · · → ΩnY (logE)(−⌈f
∗D⌉)⊗ f∗(Sk+nTX ⊗ ∧
qTX)]
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and
GrFk+1(C
•
g−α(−⌈f
∗D⌉)⊗DY DY→X)⊗ f
∗(∧q−1TX) :
[OY (−⌈f
∗D⌉)⊗ f∗(Sk+1TX ⊗ ∧
q−1TX)→
· · · → ΩnY (logE)(−⌈f
∗D⌉)⊗f∗(Sk+n+1TX ⊗ ∧
q−1TX)]
which is induced by the natural morphism
SpTX ⊗ ∧
qTX −→ S
p+1TX ⊗ ∧
q−1TX
P ⊗ (θ1 ∧ · · · ∧ θq) 7−→
∑
i
(−1)i−1P · θi ⊗ (θ1 ∧ · · · θˆi · · · ∧ θq).
3. GLobal approach
In the previous section, using the local defining function h of 1/α ·D, we intro-
duce the DX -module h
−αωX(∗Z) and the complex C
•
g−α to calculate Hodge ideals.
However, since h is not a global function, both OX(∗Z)h
−α and C•g−α can not be
defined globally.
In this section, we will treat the problem globally. Let X be a smooth complex
variety of dimensional n and D an effective Q-divisor on X . Denote by Z the
support of D. Fix a positive rational number α such that 1/α · D is an integral
divisor. Let f : Y → X be a log resolution of the pair (X,Z) which is isomorphic
over X \ Z. Denote by E the support of f∗Z.
Definition 3.1. Define a complex on Y
(3.1)
G•k :=[OY ⊗ f
∗SkTX → Ω
1
Y (logE)⊗ f
∗Sk+1TX →
· · · → ΩnY (logE)⊗ f
∗Sk+nTX ].
placed in degrees −n, · · · , 0. The differential is given by
d(η ⊗ P ) =
∑
i
(dyi ∧ η)⊗ ∂yiP(3.2)
where y1, · · · , yn are local coordinates of Y .
The differential of G•k is OY -linear, that is to say, G
•
k is a complex of OY -modules.
Denote the subcomplex G•k ⊗ OY (−⌈f
∗D⌉) of G•k by G
•
k(−⌈f
∗D⌉). Define
Mk(D) :=
ωX(kZ)⊗ Ik(D)
ωX((k − 1)Z)⊗ Ik−1(D)
.
for any integer k. If D = α · div(h) for some regular function h, then
Mk(D) ≃ Gr
F
k−n(h
−αωX(∗Z)) ≃ ωX ⊗Gr
F
k
(
OX(∗Z)h
−α
)
as OX -modules.
Proposition 3.2. For any k ∈ Z,
i) Rpf∗(G
•
k(−⌈f
∗D⌉)) = 0 for any p 6= 0;
ii) R0f∗(G
•
k(−⌈f
∗D⌉)) ≃Mk+n(D).
9Proof. For short we denote f∗D by G. Locally, we may suppose that there exists
a regular function h such that 1/α · D = div(h). Denote g = f∗h. Comparing
Definition 3.1 with (2.3) and (2.4) we see that locally
G•k(−⌈G⌉) ≃ Gr
F
k (C
•
g−α(−⌈G⌉)⊗DY DY→X).
Then Corollary 2.2(i) implies the first assertion in the proposition.
For p = 0, by Corollary 2.2(ii) we see that locally
R0f∗(G
•
k(−⌈G⌉)) ≃ Gr
F
k (h
−αωX(∗Z))
≃Mk+n(D).
In order to obtain a global isomorphism, it suffices to the check that the above local
isomorphism is independent of the choice of the local defining function h of 1/α ·D.
Suppose that 1/α · D = div(h1) = div(h2) for two regular functions h1 and h2 on
a open subset U of X . Write α = i/l for two positive integers i and l. Shrinking
the open set U , we may assume that there exists an invertible regular function u
on U such that h1 = u
lh2. Denote g1 = f
∗h1 and g2 = f
∗h2. Then there are two
natural isomorphisms
φ : h−α1 ωX(∗Z) −→ h
−α
2 ωX(∗Z)
h−α1 w 7−→ h
−α
2 u
−iw
and
φ˜ : g−α1 ωY (∗E) −→ g
−α
2 ωY (∗E)
g−α1 w 7−→ g
−α
2 (f
∗u)−iw
such that the following diagram is commutative
f+
(
g−α1 ωY (∗E)
)
	≃

f+φ˜
// f+
(
g−α2 ωY (∗E)
)
≃

h−α1 ωX(∗Z)
φ
// h−α2 ωX(∗Z).
Therefore we have the following commutative diagram
R0f∗
(
GrFk (C
•
g−α
1
(−⌈G⌉)⊗DY DY→X)
)
	≃

// R0f∗
(
GrFk (C
•
g−α
2
(−⌈G⌉)⊗DY DY→X)
)
≃

GrFk (h
−α
1 ωX(∗Z))
// GrFk (h
−α
2 ωX(∗Z))
It induces
R0f∗(G
•
k(−⌈G⌉))
	ψ1 ≃

ϕ˜
// R0f∗(G
•
k(−⌈G⌉))
ψ2 ≃

Mk+n(D)
ϕ
//Mk+n(D).
where both ϕ˜ and ϕ are given by multiplication by u−i. It suffices to check that
ψ1 = ψ2. For any local section s of R
0f∗(G
•
k(−⌈G⌉)), denote ψ1(s) by t. Then
ϕ ◦ ψ1(s) = ϕ(t) = u
−it.
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On the other hand,
ψ2 ◦ ϕ˜(s) = ψ2(u
−is).
Hence ψ2(u
−is) = u−it, which implies that ψ2(s) = t. Therefore ψ1 = ψ2.

For any integers p ≥ 1 and q ≥ 0, there is a natural morphism of OX -modules
d : SpTX ⊗ ∧
qTX −→ S
p+1TX ⊗ ∧
q−1TX(3.3)
which is given by
d(P ⊗ θ1 ∧ · · · ∧ θq) =
∑
i
(−1)i−1P · θi ⊗ (θ1 ∧ · · · θˆi · · · ∧ θq).
It’s easy to check that
d ◦ d = 0.(3.4)
So we obtain a complex
(3.5)
H•k : 0→ S
kTX ⊗ ∧
nTX
d
−→ Sk+1TX ⊗ ∧
n−1TX → · · ·
d
−→ Sk+n−1TX ⊗ ∧
1TX
d
−→ Sk+nTX → 0.
placed in degrees −n, · · · , 0. Note that SiTX = 0 for i < 0. Then
H•k = 0 for k < −n
and
H•−n = S
0TX = OX .
For k > −n, we have the following classical result.
Lemma 3.3. [Laz04, Example B.2.1] For any k ≥ −n+1, the complex H•k is exact.
It’s easy to check the following diagram is commutative for any i, p, q
ΩiY (logE)⊗ f
∗(SpTX ⊗ ∧
qTX)

//

Ωi+1Y (logE)⊗ f
∗(Sp+1TX ⊗ ∧
qTX)

Ωi+1Y (logE)⊗ f
∗(Sp+1TX ⊗ ∧
q−1TX) // Ω
i
Y (logE)⊗ f
∗(Sp+2TX ⊗ ∧
q−1TX)
where the vertical morphisms are induced by (3.3) and the horizontal morphisms
are induced by the differential of G•k (see the expression (3.2)). Therefore the
morphism (3.3) induces a morphism between complexes of OY -modules
G•k(−⌈f
∗D⌉)⊗ f∗(∧qTX) : [OY (−⌈f
∗D⌉)⊗ f∗(SkTX ⊗ ∧
qTX)→ · · ·
→ ΩnY (logE)(−⌈f
∗D⌉)⊗ f∗(Sk+nTX ⊗ ∧
qTX)]
and
G•k+1(−⌈f
∗D⌉)⊗ f∗(∧q−1TX) : [OY (−⌈f
∗D⌉)⊗ f∗(Sk+1TX ⊗ ∧
q−1TX)→ · · ·
→ ΩnY (logE)(−⌈f
∗D⌉)⊗ f∗(Sk+n+1TX ⊗ ∧
q−1TX)].
Applying the functor R0f∗ to the above morphism, by Proposition 3.2(ii) we obtain
a morphism
d˜ :Mk+n(D)⊗ ∧
qTX →Mk+n+1(D)⊗ ∧
q−1TX .
From (3.4) we see that d˜ ◦ d˜ = 0.
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Definition 3.4. Define Spk(M•(D)) to be the following complex of OX -modules
[Mk(D)⊗ ∧
nTX
d˜
−→Mk+1(D)⊗ ∧
n−1TX
d˜
−→ · · ·
d˜
−→Mk+n(D)⊗ ∧
0TX ]
placed in degrees −n,−n+ 1, · · · , 0.
Remark 3.5. Locally we can suppose that there exists a regular function h such
that D = α · div(h). Then by definition, the complex Spk(M•(D)) is locally iso-
morphic to GrFk Sp(h
−αωX(∗Z)). Since the definition of Gr
F
k Sp(h
−αωX(∗Z)) is
intrinsic, we see that Spk(M•(D)) is also independent of the choice of log resolu-
tions.
Theorem 3.6 (=Theorem 1.3). For any integer k, we have
Rf∗
(
ΩkY (logE)(−⌈f
∗D⌉)
)
[n− k]
is quasi-isomorphic to Sp−k(M•(D)).
Proof. Consider the following double complex
Ci,j = Ωn+iY (logE)(−⌈f
∗D⌉)⊗ f∗(Sn−k+i+jTX ⊗ ∧
−jTX)
where the horizontal differential is induced by (3.2) and the vertical differential is
induced by (3.3). That is to say,
C•,j = G•−k+j(−⌈f
∗D⌉)⊗ f∗(∧−jTX)(3.6)
and
Ci,• = Ωn+iY (logE)(−⌈f
∗D⌉)⊗ f∗(H•−k+i).(3.7)
For the expression of G•
−k+j (resp. H
•
−k+i) please see (3.1) (resp.(3.5)). By Lemma
3.3, we know that Ci,• is acyclic for i > k − n. It’s easy to see that
Ci,• = 0 for i < k − n
and
Ck−n,• = ΩkY (logE)(−⌈f
∗D⌉).
As a result, the single complex associated with the above double complex (denoted
by C•) is quasi-isomorphic to ΩkY (logE)(−⌈f
∗D⌉)[n− k]. It suffices to prove that
Rf∗C
• is quasi-isomorphic to Sp−k(M•(D)).
There is a spectral sequence
Ei,j1 = R
if∗(C
•,j) =⇒ Ri+jf∗(C
•).
By (3.6) and Proposition 3.2, we have
E0,j1 ≃Mn−k+j(D) ⊗ ∧
−jTX
and
Ei,j1 = 0 for i 6= 0.
Therefore, the spectral sequence degenerates at E2. By definition, the following
diagram is commutative,
E0,j1
≃

	
d0,j
1
// E0,j+11
≃

Mn−k+j(D)⊗ ∧
−jTX
d˜
//Mn−k+j+1(D)⊗ ∧
−j−1TX
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where d˜ is the differential of Sp−k(M•(D)). It follows that
E0,j2 ≃ H
j(Sp−k(M•(D)) for any j.
As a result, Rf∗C
• is quasi-isomorphic to Sp−k(M•(D)). 
Remark 3.7. Theorem 3.6 is consistent with some known local Nakano-type van-
ishing results for Q-divisors.
(1) For any p+ q > n,
Rpf∗
(
ΩqY (logE)(−⌈f
∗D⌉)
)
= 0.
This result is first obtained by Saito [Sai07, Corollary 3] when D is reduced and
the general result is obtained in [MP19b, Corollary C].
(2) If D = α ·div(h) for some global regular function h and some rational number
α, then
Rpf∗
(
Ωn−pY (logE)(−⌈f
∗D⌉)
)
= 0 for all p > k
if and only if the Hodge filtration on OX(∗Z)h
−α is generated at level k, that is to
say, the natural morphism
F1DX · FpOX(∗Z)h
−α → Fp+1OX(∗Z)h
−α
is surjective for any p ≥ k. This result is obtained in [MP19a, Theorem 17.1] when
D is reduced and the general statement is given in [MP19b, Theorem 10.1].
Moreover, it’s proved in [MP20b, Theorem E] that if div(h) is reduced and
0 < α ≤ 1, then the Hodge filtration on OX(∗Z)h
−α is generated at level n −
⌈α˜h+α⌉, where α˜h is the negative of the largest root of the reduced Bernstein-Sato
polynomial b˜h(s) = bh(s)/(s+ 1). As a result,
Theorem 3.8. [MP20b, Theorem F] If h defines a reduced divisor and α is a
rational number in (0, 1], then
Rpf∗
(
Ωn−pY (logE)(−⌈f
∗D⌉)
)
= 0 for all p > n− ⌈α˜h + α⌉.
Remark 3.9. As is mentioned in [MP20b, Remark 5.5], the same statements holds
if div(h) is not reduced but ⌈D⌉ = Z. The condition ⌈D⌉ = Z is needed just
because [MP20a, Theorem A] requires it. However, in fact, in the proof of [MP20a,
Theorem A], this condition has not been used. Therefore, the assumption that
div(h) is reduced can be removed in Theorem 3.8.
Now we can prove the vanishing theorem for Spk(M•(D)).
Theorem 3.10 (=Theorem 1.2). Let X be a smooth complex projective variety of
dimension n and D an effective Q-divisor.
(1) If A is a line bundle on X such that A−D is ample, then
Hi(X, Spk(M•(D))⊗A) = 0
for any i > 0 and any integer k.
(2) If there exists an ample effective divisor with support contained in Supp(D),
then (1) also holds for line bundle A such that A−D is nef.
Proof. The assertions follow from Theorem 3.6 and the following Theorem. 
13
Theorem 3.11 (=Theorem 1.4). Let X be a smooth complex projective variety of
dimension n and D an effective Q-divisor. Let f : Y → X be a log resolution of
(X,D) which is isomorphic over X \D. Denote by E the support of f∗D.
(1) If A is a line bundle on X such that A−D is ample, then
Hq
(
Y,ΩpY (logE)⊗ f
∗A(−⌈f∗D⌉)
)
= 0
for any p+ q > n.
(2) If there exists an ample effective divisor on X with support contained in
Supp(D), then (1) also holds for line bundle A such that A−D is nef.
Proof. (1) Choose a sufficiently large integer l such that l ·D is an integral divisor
and Al(−l·D) is very ample. LetH be a divisor onX corresponding to a sufficiently
general section of Al(−l ·D) such that f∗H+E is a reduced simple normal crossing
divisor on Y .
Since H is very ample, X \H is affine, which implies that X \ (H ∪D) is affine.
As f is isomorphic outside D, we see that Y \ (f∗H ∪ E) is also affine.
Notice that
f∗Al ≃ OY (l · f
∗D + f∗H).
For i = 0, · · · , l − 1, we denote
f∗A(i) = f∗Ai(−⌊
i
l
· (l · f∗D + f∗H)⌋).
By [EV92, Theorem 3.2], (f∗A(i))−1 has an integrable logarithmic connection along
E+f∗H such that the Hodge-to-de Rham spectral sequence degenerates at E1 and
the eigenvalues of the residue map belong to [0, 1) (hence condition (∗) of (2.8) in
[EV92] holds). Since Y \ (E ∪ f∗H) is affine, by Artin vanishing (see e.g. [Dim04,
Corollary 5.2.18]),
Hq
(
Y, (f∗A(i))−1 ⊗ ΩpY (log(E + f
∗H))
)
= 0
for p+ q > n and i = 0, · · · , l − 1. In particular,
(f∗A(l−1))−1 = f∗A1−l(⌊
l − 1
l
· (l · f∗D + f∗H)⌋)
= f∗A1−l(l · f∗D + f∗H + ⌊−
1
l
· (l · f∗D + f∗H)⌋)
≃ f∗A(−⌈
1
l
· (l · f∗D + f∗H)⌉)
= f∗A(−⌈f∗D⌉ − f∗H).
The last equality holds because f∗H is reduced and has no common components
with E = (f∗D)red. Therefore, we have
Hq
(
Y, f∗A(−⌈f∗D⌉ − f∗H)⊗ ΩpY (log(E + f
∗H))
)
= 0(3.8)
for any p+ q > n. Consider the short exact sequence
0→ ΩpY (log(E + f
∗H))(−f∗H)→ ΩpY (logE)→ Ω
p
f∗H(logE |f∗H)→ 0.
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(see [EV92, Properties 2.3(c)]). Applying ⊗f∗A(−⌈f∗D⌉), we obtain a short exact
sequence
0→ ΩpY (log(E + f
∗H))⊗ f∗A(−⌈f∗D⌉ − f∗H)→ ΩpY (log(E)⊗ f
∗A(−⌈f∗D⌉)
→ Ωpf∗H(logE |f∗H)⊗ f
∗A(−⌈f∗D⌉) |f∗H→ 0.
Since (f∗H,E |f∗H) is a log resolution of (H,D |H) and (A−D) |f∗H is ample, by
inductive assumption on the dimension of X , we have
Hq(f∗H,Ωpf∗H(logE |f∗H)⊗ f
∗A(−⌈f∗D⌉) |f∗H) = 0(3.9)
for p+ q > n− 1. (3.8) and (3.9) imply that
Hq(Y,ΩpY (logE)⊗ f
∗A(−⌈f∗D⌉) = 0
for p+ q > n.
(2) Let H be an ample effective divisor on X with support contained in Supp(D).
For 0 < ε≪ 1, we have
⌈f∗(D − εH)⌉ = ⌈f∗D⌉.
and
Supp
(
f∗(D − εH)
)
= Supp(f∗D) = E.
Since A−D is nef, A− (D − εH) is ample. Therefore the assertion in (2) follows
from that in (1). 
4. vanishing theorem for Hodge ideals of Q-divisors
With the help of Theorem 3.10, using similar arguments in the proof of [MP19a,
Theorem F] and [MP19b, Theorem 12.1], now we can eliminate the global assump-
tion in the vanishing theorem for Hodge ideals of Q-divisors.
Theorem 4.1 (=Theorem 1.1). Let X be a smooth projective complex variety
of dimension n and D an effective Q-divisor on X. Denote by Z the support of
D. For some k ≥ 0, assume that (X,D) is reduced (k − 1)-log-canonical, i.e.
I0(D) = · · · = Ik−1(D) = OX(Z − ⌈D⌉).
(1) Let L be a line bundle such that L − D is ample. If L((p + 1)Z − ⌈D⌉) is
ample for all 0 ≤ p ≤ k − 1, then
Hi(X,ωX ⊗ L(kZ)⊗ Ik(D)) = 0
for all i ≥ 2. Moreover,
H1(X,ωX ⊗ L(kZ)⊗ Ik(D)) = 0
holds if
Hk−p
(
X,Ωn−k+pX ⊗ L((p+ 1)Z − ⌈D⌉)
)
= 0(4.1)
for all 0 ≤ p ≤ k − 1.
(2) If there exists an ample effective divisor with support contained in Z =
Supp(D), then (1) also holds for L such that L −D is nef.
Proof. For k = 0, we have
ωX ⊗ L(kZ)⊗ Ik(D) ≃Mk(D)⊗ L.
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For k ≥ 1, note that Ik−1(D) = OX(Z − ⌈D⌉), we have a short exact sequence
0→ ωX
(
(k − 1)Z
)
⊗ L(Z − ⌈D⌉)→ ωX(kZ)⊗ L⊗ Ik(D)→Mk(D)⊗ L → 0.
Since L(kZ −⌈D⌉) is ample, by using Kodaira vanishing, we see that the vanishing
we are aiming for is equivalent to the same statement for
Hi(X,Mk(D)⊗ L).
Claim 4.2. Let L be a line bundle on X such that L −D is ample (or nef when
the condition in Theorem 4.1(2) is satisfied). Let r be a positive integer. If
Hi(X,Mp(D)⊗ ∧
k−pTX ⊗ L) = 0
for any p < k and any i ≥ k − p+ r − 1, then
Hi(X,Mk(D)⊗ L) = 0 for all i ≥ r
Proof of the claim. By definition, Spk−n(M•(D)) =
[Mk−n(D)⊗ ∧
nTX
d˜
−→Mk−n+1(D)⊗ ∧
n−1TX
d˜
−→ · · ·
d˜
−→Mk(D)⊗ ∧
0TX ]
placed in degrees−n,−n+1, · · · , 0. Denote by E• the complex Spk−n(M•(D))⊗L.
By Theorem 3.10,
Hi(X,E•) = 0 for all i > 0.
For any integer i, let E•i be the subcomplex of E
• given by Epi = 0 for p < i and
Epi = E
p for p ≥ i. Then
E•0 =Mk(D)⊗ L and E
•
−n = E
•.
We have a short exact sequence
0→ E•−p+1 → E
•
−p →Mk−p(D)⊗ ∧
pTX ⊗ L[p]→ 0.
Because of the hypothesis in the claim,
Hi(X,Mk−p(D)⊗ ∧
pTX ⊗ L[p]) = 0
for p > 0 and i ≥ r − 1. It follows that
Hi(X,E•−p+1) ≃ H
i(X,E•−p) for i ≥ r and p > 0.
Therefore,
Hi(X,Mk(D)⊗ L) = H
i(X,E•0 ) = H
i(X,E•−n) = H
i(X,E•) = 0
for i ≥ r. 
Now we return to the proof of Theorem 4.1. Consider the short exact sequence
0→ ωX
(
(p− 1)Z
)
⊗ Ip−1(D)→ ωX(pZ)⊗ Ip(D)→Mp(D)→ 0.
Applying ⊗ ∧k−p TX ⊗ L, we obtain
(4.2)
0→ Ωn−k+pX ⊗ L
(
(p− 1)Z
)
⊗ Ip−1(D)→ Ω
n−k+p
X ⊗ L(pZ)⊗ Ip(D)
→Mp(D)⊗ ∧
k−pTX ⊗ L → 0.
Since
Ip(D) =
{
OX(Z − ⌈D⌉), 0 ≤ p < k
0, p < 0
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and L
(
(p + 1)Z − ⌈D⌉
)
is ample for 0 ≤ p < k, we see that L(pZ) ⊗ Ip(D) is a
ample bundle or a zero bundle for p < k. Therefore,
(4.3)
Hi
(
Ωn−k+pX ⊗ L((p− 1)Z)⊗ Ip−1(D)
)
=Hi(Ωn−k+pX ⊗ L(pZ)⊗ Ip(D)) = 0
for i ≥ k − p + 1 and p < k. By taking the long exact sequence in cohomology
groups associated with (4.2), we obtain the same statement for
Hi(X,Mp(D)⊗ ∧
k−pTX ⊗ L).
By Claim 4.2 (taking r = 2), we have
Hi(X,Mk(D)⊗ L) = 0 for i ≥ 2.
Moreover, if Hk−p
(
X,Ωn−k+pX ⊗L((p+1)Z − ⌈D⌉)
)
= 0 for all 0 ≤ p < k, then we
have
Hk−p(X,Ωn−k+pX ⊗ L(pZ)⊗ Ip(D)) = 0 for all p < k.(4.4)
(4.2), (4.3) and (4.4) imply that
Hi(X,Mp(D)⊗ ∧
k−pTX ⊗ L) = 0
for i ≥ k − p and p < k. By Claim 4.2 (taking r=1), we have
Hi(X,Mk(D)⊗ L) = 0 for i ≥ 1.

Remark 4.3 (Toric varieties). As in [MP19a, Corollary 25.1] and [MP19b, Re-
mark 12.3], if X is a toric variety, with the help of the Bott-Danilov-Steenbrink
vanishing theorem, we can remove the Nakato-type vanishing assumption (4.1) in
the above theorem. In this setting, Dutta [Dut20, Theorem A] proves a stronger
vanishing theorem under the global assumption. Similarly, the global assumption
in her statement can be removed.
Remark 4.4 (Projective space, abelian varieties). As in [MP19a, Theorem
25.3 and 28.2] and [MP19b, Variant 12.5 and 12.6], Theorem 4.1 on Pn and abelian
varieties holds for much weaker hypotheses.
On Pn, the global assumption is equivalent to the degree d of the Q-divisor D
is an integer. So we can remove the condition that d is integer in [MP19b, Variant
12.5].
Variant 4.5. Let D be an effective Q-divisor of degree d > 0 on Pn (d is a rational
number). Denote by Z the support of D. For any integer ℓ ≥ d− n− 1, we have
Hi(Pn,OPn(ℓ)⊗ OPn(kZ)⊗ Ik(D)) = 0 for any i > 0 and k ∈ Z.
Proof. Since
Mp(D) ≃ OPn(−n− 1)⊗
OPn(pZ)⊗ Ip(D)
OPn((p− 1)Z)⊗ Ip−1(D)
,
to prove the assertion in the corollary, it suffices to prove that for any integers p ≤ k
and q ≥ d
Hi(Pn,Mp(D)⊗ OPn(q)) = 0 for all i > 0.
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We prove it by increasing induction on k. If k ≤ 0, Mp(D) = 0 for all p ≤ k,
so there is nothing further to prove. Otherwise, assume that the assertion holds
for k − 1. Note that when 0 ≤ j < n, there is a long exact sequence (the Koszul
resolution of ∧jTPn)
0→
⊕
OPn →
⊕
OPn(1)→ · · · →
⊕
OPn(j)→ ∧
jTPn → 0.(4.5)
and when j = n, we have ∧nTPn ≃ OPn . Therefore, the inductive assumption
implies that for any integers p ≤ k − 1 and q ≥ d,
Hi(X,Mp(D)⊗ ∧
k−pTX ⊗ OPn(q)) = 0 for all i > 0.
Since D is ample and OPn(q)−D is nef for q ≥ d, the desired assertion follows from
Claim 4.2 (taking r = 1). 
On abelian varieties, we have
Variant 4.6. Let X be an abelian variety and D be an effective Q-divisor on X .
Denote by Z the support of D. If L is a line bundle on X such that L−D is ample.
Then
Hi(X,L(kZ)⊗ Ik(D)) = 0 for any i > 0 and k ∈ Z.
Moreover, if D is ample, then the conclusion holds for L such that L−D is nef.
Proof. The assertion follows from the same argument in the proof of the previous
variant, once we replace (4.5) by the fact that ∧jTX is a trivial vector bundle for
any j. 
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