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Abstract
The formidable progress achieved in the research at extreme conditions led to
important discoveries of many unusual and interesting physical and chemical
phenomena. Materials with high compressibility were and still are of particular
interest due to a significant reduction of volume which could result in unexpected
changes of bonding and/or electronic properties. Among highly compressible
materials simple diatomic molecules such as H2, N2, and O2 are particularly
interesting because they form new types of solids at high pressure.
Hydrogen, being the most abundant element in the universe, possesses simple
electronic structure, therefore, the study of hydrogen systems is of special interest.
In the last three decades, there were subsequently explored and described several
high-pressure phases of hydrogen up to 400 GPa. However, there is still a vast
area of unexplained effects, which requires further analysis.
The contributed work discusses Raman experiments in a wide pressure and
temperature range where rotational and lattice phonon excitations have been
measured in the Raman spectrum of solid H2 and D2 at 10, 77, 150 and 300 K
from 2 to 180 GPa and up to 380 GPa at 300 K. Analysis of the Raman spectra
allows to model how the rotational modes change with pressure and temperature
and how the mass scaling laws evolve as the density increases in both hydrogen
and deuterium. Comparison of vibrational frequencies of the isotopes appears to
be extremely useful for estimation of equivalent pressures for both isotopes.
Nitrogen and oxygen are archetypal elements possessing unique features such as
extremely strong triple bond in case of N2 and magnetic moment in O2 . Both
N2 and O2 exhibit rich polymorphism, with additional phases of O2 derived from
its electronic and magnetic properties. N2 /O2 mixtures (for example, 20.9% O2
and 78% N2 mixture is air that we breathe) have been studied up to 12 GPa at
i
300 K experimentally and explored up to 500 GPa at 0 K theoretically. In the
current project, N2 /O2 molecular systems are examined at 300 K up to 150 GPa.
Rich polymorphism is observed, with seven phases exhibiting drastically different
Raman spectra for concentrations below 45% of O2 and a more stable area with
three phases in the concentration range from 45% to 80% of oxygen at pressures
above 12 GPa. Moreover, characteristic Raman spectra obtained for the mix with
25% O2 after laser heating to approximately 2000 K at 25 and 96 GPa reveals
pronounced peaks indicating the potential formation of new compounds.
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Lay Summary
In order to understand behavior of complex materials, it is very useful to begin
with exploration of simpler molecules, which are smaller in size and posses
fewer electrons. The study of such simple diatomic molecules as H2, O2, N2,
at conditions represented by extreme pressures and temperatures is of great
importance for fundamental and applied sciences. Through advances in high-
pressure experimental equipment and methods, experimentalists got access to
studies of the changes of crystal structure of materials, induced by extreme
conditions. Compression of materials results in decrease of distances between
molecules, and valence electrons which are responsible for material’s properties,
interact with each other. And as a result of structural changes, caused by pressure
increase, material obtains new properties.
In this work, simple molecular systems of hydrogen, deuterium and nitrogen/oxy-
gen are studied in their solid phases at high pressures and extreme temperatures.
High pressures are achieved by means of diamond anvil cells, low temperatures
are reached in cryostat, and high temperatures are generated by laser heating.
The present work consists of two projects, where one is focused on exploration
of properties of hydrogen and its isotope deuterium, and the other is dedicated
to investigation of nitrogen/oxygen mixtures. In the hydrogen and deuterium
section we analyse behavior of the molecules under compression and at various
temperatures. We observe that with pressure increase it is becoming harder for
molecules of hydrogen and deuterium in solid phases to rotate freely, and they
gradually freeze within the crystal lattice. On the other hand, in nitrogen/oxygen
mixtures, exposed to high pressures and temperatures, we witness formation
of many novel phases and compound, which have not been observed before.
These phases can be characterised by new crystal structures, resulting in unique
properties of the materials.
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(2.1) Left: Standard diamond anvil cell schematics. Right: Diagram of
Mao and Bell piston-cylinder type of DAC, middle section view.
Dark grey areas represent solid, light grey areas are for openings.
Dashed lines are for the threaded openings with screws. . . . . . 4
(2.2) Types of diamond culets and seats employed in the conducted
experimental work. (a), (b)- standard and bevelled diamond tips
respectively. (c), (d) - conventional and Boehler-Almax backing
plates with different supporting geometries [Boehler 04]. . . . . . 5
(2.3) Lever arm system at work.The Large screw pushes the system
of pushing plates, which move the piston part of the cell (DAC)
closer in the cylinder part (see blue arrows for the direction of the
motion). Even distribution of pressure on the cylinder is achieved
by engaging pushing plates. . . . . . . . . . . . . . . . . . . . . . 7
(2.4) Cross section schematics of the cryogenic loading setup. Slightly
opened DAC is sealed in the copper jar, which is located in the
foam plastic bowl filled with liquid nitrogen. Gas flows in the
copper jar (green arrow), fills the jar and liquefies. Extra pressure
is released through the outer pipe (orange arrow). When the
liquefied gas fills the copper jar to the top, the jar is opened and
screws on the DAC are tightened. . . . . . . . . . . . . . . . . . 9
(2.5) Schematics of the He/N2 flow cryostat. Such construction allows
to achieve temperatures close to 5 K. Pressure control is executed
via lever arm, placed in the vacuum chamber of the cryostat. The
pushing plate of the lever arm is moved by engaging screws with
the help of rods on the external pressure control. In this type of
cryostat mainly shortened piston-cylinder cells are used. Attached
sensors are used for temperature analysis in the chamber. Laser
beam reaches sample in a DAC through the optical windows. . . 11
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(2.6) A. Molecules are characterized by electronic, vibrational and
rotational levels. Schematically, a molecule comprises two or more
atoms, interacting via electrons on the outer shells. Separation
between molecules is determined by the sum of all forces between
the atoms. When the molecule receives some extra energy, atoms
are excited and vibrate around equilibrium state. Therefore,
radiation is emitted when atoms go from the excited state to a
lower (ground ) state. Molecules B. The electromagnetic spectrum
and classification of the regions of spectra. Specific spectral regions
identify different types of transitions that can be detected there. 12
(2.7) Bonded atoms on a molecule vibrate around the equilibrium
state. Some types of molecular vibrations are illustrated above.
Stretching appears when the interatomic distance changes along
the bond axis. Bending, which includes scissoring, rocking,
wagging, and twisting is a change of the angle between two bonds. 13
(2.8) Energy level diagram indicating the states involved in Raman signal. 16
(2.9) Scheme of the typical experimental Raman setup. Laser beam is
generated in the laser source. Laser beam then passes through the
set of correction optics and filters. M1, M2, M3, BS are mirrors
which uplift and redirect laser beam. S1, S2, S3, S4, H1, BSC, ML-
correction optics for the laser beam, consisting of various lenses
and filters. NF1 and NF2 -notch filters, serving for cutting off
Rayleigh scattering signal. S6, BS, S7, M4- lenses and filers used
for directing light from the reflected and transmitted light sources
to the sample. Raman signal obtained from the sample eventually
reaches the spectrograph and is recorded on the CCD. . . . . . . 17
(3.1) Schematic representation of the molecular rotational energy levels
and corresponding Raman spectra in the unbound hydrogen and
deuterium molecules. Green represents allowed levels for para-
species, while orange is for ortho-species. A number in parenthesis
indicates the m degeneracies. Differences between hydrogen and
deuterium are due to the larger moment of inertia in deuterium
and total nuclear spins, i.e., I=0, 2 for o-D2 and I=1 for o-H2,
while I =1 and I=0 for p-D2 and p-H2 respectively. . . . . . . . . 24
(3.2) Schematic representation of the phase diagram of hydrogen [Dalladay-Simpson 16].
Deuterium undergoes similar transformations, although shifted in
pressure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
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(3.3) Examples of potential structures of hydrogen and deuterium.
Phase I is characterized by freely rotating molecules, whereas
phase IV presumably comprises a layered structure with the freely
rotating molecules between the layers. . . . . . . . . . . . . . . . . 28
(3.4) Schematic representation of transformations in nitrogen in the wide
range of temperatures and pressures. Figure is based on references
[Gregoryanz 07, Goncharov 08, Tomasino 14, Frost 16, Weck 17].
The blue area represents the domain of low-temperature phases
α, β, and γ. The purple section and dashed line show observed
transitions from λ-nitrogen. . . . . . . . . . . . . . . . . . . . . . 31
(3.5) Selected crystal structures of nitrogen [Hemley 00, Stinton 09,
Tomasino 14, Eremets 04a]. . . . . . . . . . . . . . . . . . . . . . 32
(3.6) Schematic P-T phase diagram of oxygen based on references
[Goncharov 03, Santoro 04, Lundegaard 09, Goncharov 11]. The
purple area between dashed lines represents the domain of the high-
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in the literature [Santoro 04, Lundegaard 09]. . . . . . . . . . . . 37
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(3.8) Sequence of phase transformations of oxygen at room and high
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(3.12)Schematic phase diagram of N2O4 under high pressure and
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(3.14) Schematic representation of areas of synthesis of ionic compounds
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[Kuznetsov 09]. In all these experiments laser heating was executed
for the samples with different compositions and various starting
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With the volume change, that is the alteration of the density, occurring as a
consequence of compression or temperature variation, atoms and molecules of
the initial system come closer to each other and might be forced to change
their location in the crystal lattice for more efficient packing. Exposure to
extreme conditions can also result in the change of intermolecular or interatomic
interaction. Phases with new arrangements of atoms or molecules exhibit new
and often radically different characteristics. In the case when phases are formed
by different elements, resulting structure might be dependent on the difference
of the size and type of atoms and molecules as well as on the compositions of
the phase. Research of polymorphism of materials at such extreme conditions as
pressure and temperature is of great importance for various fields of investigation.
Studies of archetypal diatomic molecular systems such as H2, N2, and O2 at high
densities are of great interest both in fundamental physical/chemical and geo-
and planetary sciences. Each of these pure elements, characterized by unique and
diverse properties, has already been studied quite extensively experimentally and
theoretically. On the contrary, there was just few research devoted to studying
of nitrogen/oxygen system in spite of potential interest in this system due to the
tremendously altered reactivity of nitrogen oxides by high pressures.
In the present thesis, studies of H2, D2, and N2/O2 systems in wide pressure and
temperature range were conducted with the help of Raman spectroscopy. Raman
spectroscopy is a very efficient method, which permits to investigate the pressure-
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induced changes over a range of frequencies by measuring changes in relative
positions and intensities in the Raman spectra. Raman spectra can be very
informative for characterization of crystal structure and phase transitions through
the rotational and vibrational selection rules which possess high sensitivity to the
atomic sites depending on their symmetry as well as vibrational coupling and
orientational ordering.
The contributed work consists of separate projects examining properties of
molecular systems of simple diatomics employing optical spectroscopy. For the
convenience of the reader, present thesis consists of seven chapters including
this introductory chapter which are briefly outlined below. Each chapter is also
divided into sections in order to organize information in a more structured way
and finalized with a summary. Chapter 2 briefly introduces the experimental
methods and technics applied in this project as well as gives a general background
on Raman spectroscopy and Raman setup.
Chapter 3 serves as an introduction to molecular systems of hydrogen, nitrogen,
oxygen and N2/O2 mixtures under compression at normal and extreme temper-
atures. This chapter comprises sections which separately review each molecular
system.
Chapter 4 discusses the attempts to gain a better understanding of the nature of
low-frequency excitations in hydrogen and deuterium and suggests the method of
comparison of hydrogen and deuterium systems.
Chapter 5 details studies of the P-x phase diagram of the nitrogen/oxygen
molecular system at room temperature and pressures up to 150 GPa. This
experimental research leads to the design of the extended phase diagram of the
N2/O2 system with the new phases observed for the first time in this study.
Chapter 6 focuses on the discussion of the high-temperature experiments with
specific N2/O2 mixtures at pressures from 25 GPa to 96 GPa with the focus on
novel phases and compounds, which have not been formed in previously published
experimental research.






Studies of low-z molecular systems such as hydrogen, nitrogen, and oxygen
under extreme conditions such as high pressure and extreme temperatures are of
paramount interest and importance for modern science. The recent development
of the experimental high-pressure techniques improved access to the exploration
of unique behaviour of these systems. This chapter briefly describes the
experimental techniques and methods used for high-pressure research, specifically
applied at the current study.
2.1 High-pressure Techniques
2.1.1 The Diamond Anvil Cell and High-Pressure Lever
Arm
Diamond anvil cells and experimental techniques with their application were de-
veloped in 1959. However, due to the difficulties with the pressure determination
and temperature limitations, a significant amount of the research in this area
appeared only in the last decades. Development of the in-situ cryogenic and
laser heating methods together with various methods of spectroscopy radically
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expanded the possibilities of the experimental study of deep planetary matter
with extreme parameters. Devices with diamond anvil cell (diamond anvil
cell DAC), developed in the late 1950’s [Weir 59] are considered to be one of
the most convenient and compact devices for the in-situ experiments aimed at
the investigation of matter exposed to high pressure or extreme temperature
jointly by the methods of infrared, Raman spectroscopy, X-ray diffraction, etc.
[Eremets 96]. During the last few decades, the apparatus with diamond anvils
became the most successful device for the creation of pressures above 400 GPa in
the laboratory conditions [Dubrovinsky 15, Akahama 07] [Duffy 05, Dubrovibsky
07. A pressure of more than 1 TPa can be reached with the device with the
two-stage design [Dubrovinsky 12, Dubrovinsky 15] in the range of temperatures
from 0 K [Webb 76] to 7000 K [Boehler 00]. Principal scheme of the DAC is
presented in Figure 2.1. Diamonds are glued to the supporting seats, which are
installed on the opposite parts of the cell. A sample is confined to the sample
chamber in the gasket, fixed between the diamonds.
Figure 2.1 Left: Standard diamond anvil cell schematics. Right: Diagram of
Mao and Bell piston-cylinder type of DAC, middle section view. Dark grey areas
represent solid, light grey areas are for openings. Dashed lines are for the threaded
openings with screws.
Diamond is the most common material for anvils due to its exceptional hardness
and superior chemical inertness. Diamond is not the only material suitable for
application in high-pressure devices. To date, some cheaper alternative materials
are known, although inferior to diamond in the range of achievable pressures.
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The most widespread among them are synthetic sapphire (Al2O3, moissanite
(SiC), and fianit (cubic ZrO2) [Wang 10, Xu 00]. Another important property of
diamond apart from hardness is high transparency in the wide range of spectra
which makes several types of research methods available for the study of materials
at extreme conditions. In the case of Raman spectroscopy experiments, the
diamond anvils must be ultra-pure, low fluorescence diamonds (usually type
Ia), which are also suitable for X-Ray studies. To achieve highest strength,
rough diamonds are polished according to the (100)-crystal orientation. For high-
pressure experiments, beveled diamonds are normally used.
The best stability is offered by Boehler-Almax design introduced in 2004
[Boehler 04]. Nonetheless, this design is more expensive and requires usage
of specific seats with precise dimensions. This construction assures optimized
mechanical support of the crown, which allows significantly higher loads (see
Figure 2.2 for comparison of different types) [Boehler 06]. Initially, high-
pressure experiments for solid materials were conducted by squeezing materials
directly between the anvils. However, this method is applicable only for solids,
and besides, it has such a downside as significant pressure anisotropy. These
issues were successfully solved by introducing gasket material between the anvils
[Vincenzo 13].
Figure 2.2 Types of diamond culets and seats employed in the conducted
experimental work. (a), (b)- standard and bevelled diamond tips respectively.
(c), (d) - conventional and Boehler-Almax backing plates with different supporting
geometries [Boehler 04].
A gasket serves as the pressure transfer medium and seals a sample in the sample
chamber. Choice of the gasket material is mainly dictated by such parameters as
rigidity, plasticity and chemical inertness. For the high-temperature experiments,
the thermal stability of the gasket is also of high importance. The gasket
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withstands a huge pressure gradient changing from the minimum at the edge of
the culet to the maximum at its centre. Usually, for the solid samples, the pressure
transmitting medium is introduced into the sample chamber. It is needed to
ensure that the sample is subjected to a hydrostatic pressure with the stress evenly
spread all over the sample. Conveniently, when samples are loaded in the liquid or
gaseous phases, it is possible to avoid using an additional medium. Nevertheless,
upon compression, the pressure is transmitted through the solid medium as the
sample solidifies. This requires supplementary measurements in different parts
of the sample due to pressure anisotropy, inhomogeneity, and gradient [Shen 16].
The sample chamber is formed through a pulsed IR laser drilling method after
preliminary indenting to approximately half of the desired pressure [Dunstan 89].
The thickness of the chamber is measured using interferometry and tailored to
the experiment, usually 10% of the culet size. Therefore, the typical sample
chamber is specified by the gasket thickness (usually from 30 µm to 6 µm for the
diamonds with the culet size from 300 µm to 60 µm, 5-10% of the culet size) and
the diameter of the central hole (usually 30-50% of the culet size).
High pressures can be generated in the cells of different construction, specifically
designed for different types of experiments. The construction of the cell is crucial
for the experiment, because in many cases the failure of the anvils occurs not
because of the high stress, but due to the flows in construction of cells.
Among the popular types of DACs are Mao and Bell piston-cylinder DACs and
their modifications [Mao 76] and Merrill-Bassett type cells [Merrill 74]. Merrill-
Bassett type cells and their various modifications are very well suited for X-Ray
diffraction measurements due to their small size, which allows to mount them
on X-Ray setups. Mao-Bell type DACs possess high stability and versatility.
Moreover, their application allows achieving pressures as high as 300 GPa. Cell
design strongly depends on the specific application. For example, for X-Ray
experiments size of the cell is crucial. For resistive heating experiments cell
shape should allow to connect seats to the heating setup. Cryogenic experiments
with the application of lever arm as a pressure control mechanism require cut
piston-cylinder cells due to the size of the inner chamber of the cryostat.
There are several ways to control pressure in this type of DACs. The load on
the cell, and therefore the force applied to the diamonds, can be controlled by
several means. Firstly, that can be the screws which the cell is equipped with.
The screws can be efficiently used at low pressures, especially when the sample
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Figure 2.3 Lever arm system at work.The Large screw pushes the system of
pushing plates, which move the piston part of the cell (DAC) closer in the cylinder
part (see blue arrows for the direction of the motion). Even distribution of pressure
on the cylinder is achieved by engaging pushing plates.
is still fluid. However, they do not apply load evenly through the cell. This can
cause misalignment of the anvils and consequent loss of the sample. To achieve
symmetric compression of the sample and very fine pressure control gas driven
membranes can be applied [Letoullec 88]. Pressure membranes can be used with
specifically designed DACs compatible with membranes. In our experiments with
piston-cylinder cells we used an alternative method as external lever arm setup.
This setup guarantees strictly translatory motion of the diamonds in the cell
(Figure 2.5). Fine and precise pressure control can be achieved by engaging the
large screw which then pushes a pushing plate, evenly distributing the load on
all the sides of the diamond culets. The lever arm setup can also be employed in
the low-temperature experiments in a cryostat with a system of external pressure
control. This method was mainly used due to the application of the piston-
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cylinder cells in our experiments.
In the experiments performed for this project, I used the custom in-house built
modified Mao and Bell piston-cylinder type DACs. Due to the range of desired
pressures from 5 to 150 GPa diamonds of standard design, modified brilliant cut,
and Boehler-Almax design were used. Culet sizes ranged from 40 µm to 300 µm
for the experiments aiming at pressures around 150 GPa and around 50 GPa
respectively. Both rhenium and tungsten gaskets were used.
2.1.2 Gas loading and cryogenic loading
Gas loading has an advantage of loading gas mixtures without phase separation
due to the compounds being well-mixed in the gaseous phase. The gas-loading
method [Dalladay-Simpson 16, Mills 80, Rivers 08] can be described as clamping
of precompressed to 1500-2000 bar gases in the gasket hole in the pressure vessel.
The gas is pumped into steel "bomb" which contains the cell with the gearbox
mechanism. The cell can be closed from outside. This method allows to obtain
samples compressed to low pressures, around 0.1-1 GPa. This guarantees the
stability of any other materials placed in the sample chamber, such as ruby ball
or chip. One of the limitations of this method is compressor compatibility with
the chosen gases; the gas-loading systems used in this study were hydrogen and
deuterium-proof, but it was not possible to gas load N2/O2 mixtures with the
high content of oxygen due to its explosiveness.
A simple alternative is to use liquid nitrogen cooling to liquefy gases inside the
DAC. Cryogenic loading is sufficiently safer than gas loading. Yet, introducing
liquid into the sample chamber can cause washing out other parts of the sample
(as ruby calibrants), involve contamination or be a reason for not evenly mixed
samples if loaded quickly from pure gases. This method is also limited by
the temperature liquefaction of N2 which condenses at 77 K and thus can be
applied to gases and mixture with the boiling temperature above 77 K. The
fundamental principle of its work will be described on the example of loading of
N2/O2 mixtures. The DAC is placed in the copper pot, which is hermetically
closed and steeped in a reservoir with industrial liquid nitrogen. The nitrogen
gas then flows through a copper capillary wound round the pot and connected at
the base, that allows an overpressure of gas in the pot. Once the DAC and the
pot have reached the liquefaction temperature of nitrogen (77 K), the nitrogen
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gas begins to liquefy. Upon reaching the desired level of liquefied nitrogen in the
pot, gaseous oxygen is added. O2 condenses immediately in the pot as a result
of O2 having a higher boiling point (90.2 K) than nitrogen (77 K). As soon as
the pot is filled with N2/O2 mixture, it is opened, and the DAC is closed by the
screws on the DAC assembly so that the sample is captured between the diamonds
within the gasket hole. The DAC is then placed in a lever arm setup for further
compression. The ratio of N2: O2 is calculated from the relative intensity of the
molecular vibrational modes (vibrons) in the Raman spectra.
Figure 2.4 Cross section schematics of the cryogenic loading setup. Slightly
opened DAC is sealed in the copper jar, which is located in the foam plastic bowl
filled with liquid nitrogen. Gas flows in the copper jar (green arrow), fills the jar
and liquefies. Extra pressure is released through the outer pipe (orange arrow).
When the liquefied gas fills the copper jar to the top, the jar is opened and screws
on the DAC are tightened.
Both methods were applied for the experiments discussed in the present work.
Hydrogen and deuterium samples were only gas loaded. For nitrogen/oxygen
samples both cryo-loading and gas-loading were applied.
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2.1.3 Extreme temperature experiments
Extreme conditions are defined as hostile to human beings. Examples can be
not only high pressures, magnetic fields, acidity, but also extremely low and high
temperatures. The contributing work included both types of extreme temperature
experiments.
Hydrogen and deuterium were studied in the range of temperatures from 20 K
to 300 K. A vertically loaded He/N2 flow custom built cryostat which allows
conducting in-situ optical measurements from 300 to 5 K employed in the
experiments was the same as in reference [Liu 17]. Experiments were carried
out in the Key Laboratory of Materials Physics, Chinese Academy of Sciences,
Hefei, China with the help of Dr. Liu. Generally, experiments in the cryostat
are conducted in the following way. Once the sample is loaded, the DAC in the
lever arm assembly is mounted in the cryostat. The chamber held under ultra-
high vacuum is cooled by the heat-exchange gas (either N2 or He depending on
the desired temperature). During the experiment, the temperature is monitored
continuously through the use of two sensors attached to the lever arm and rods
of the cryostat. To minimize temperature variations, the temperature in the
chamber is stabilized by adjusting heating and cooling settings and holding the
sample for some time at stabilized conditions before obtaining Raman spectra.
Nitrogen-oxygen mixtures were studied at room temperature and temperatures
close to 2000 K obtained by laser heating. Laser heating is a very powerful
technique [Sanloup 13]. Two most common types of solid-state lasers are Nd:
YAG (Nd3+-doped yttrium aluminum garnet) or Nd: YLF (Nd3+-doped yttrium
lithium fluoride), and CO2 gas laser. Application of the specific type of laser is
dictated by the absorption of the sample. For example, ND: YAG and Nd: YFL
emitting approximately at 1µm (1.064 µm for Nd: YAG and 1.053 µm for Nd:
YFL) are usually employed for heating of metallic absorbers. Whereas CO2 laser
which generates emission lines in IR (10.64 µm) is more common for transparent
materials, oxides, molecular systems.
In our experiments, sample heating is achieved by locally striking the surface
of the material with high power laser, when sample absorbs infra-red radiation.
But because diamonds have extremely high thermal conductivity, it is difficult
to keep the temperature of the sample. Therefore, to reach temperatures above
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Figure 2.5 Schematics of the He/N2 flow cryostat. Such construction allows to
achieve temperatures close to 5 K. Pressure control is executed via lever arm, placed
in the vacuum chamber of the cryostat. The pushing plate of the lever arm is moved
by engaging screws with the help of rods on the external pressure control. In this
type of cryostat mainly shortened piston-cylinder cells are used. Attached sensors
are used for temperature analysis in the chamber. Laser beam reaches sample in a
DAC through the optical windows.
1000 K high power lasers are required. A construction of laser setup with either a
beam splitter or a second laser allows applying heating to both sides of the sample
simultaneously to produce homogeneously heated areas across the sample. In case
of transparent samples, such as N2/O2 mixtures, additional materials (Au and
Ag) which act as a laser absorber and so convey heat to the transparent sample
are used . Introduction of couplers in the sample chamber also ensures very local
heating of the sample in the central area, preventing it from reaction with the
gasket material. The laser spot size is usually between 10 to 40 µm. The laser
heating experiments were executed in CSEC laboratory using Nd: YAG laser (λ
= 1064 nm) and at BL10XU beamline of SPring-8 using the double sided-laser
heating system with Nd: YAG laser and Nd: YLF laser [Yagi 01].
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2.2 Vibrational Spectroscopy
Various methods of molecular spectroscopy are used for determination of the
energy structure of atoms and molecules, which serve as fingerprints of specific
elements and compounds. Molecular spectroscopy is based on the analysis of the
spectral lines which appear as a result of the change of energy of a molecule,
reflected by emission or absorption of a photon.
Figure 2.6 A. Molecules are characterized by electronic, vibrational and
rotational levels. Schematically, a molecule comprises two or more atoms,
interacting via electrons on the outer shells. Separation between molecules is
determined by the sum of all forces between the atoms. When the molecule
receives some extra energy, atoms are excited and vibrate around equilibrium state.
Therefore, radiation is emitted when atoms go from the excited state to a lower
(ground ) state. Molecules B. The electromagnetic spectrum and classification of
the regions of spectra. Specific spectral regions identify different types of transitions
that can be detected there.
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Energy of a molecule is dependent not only on its electronic state and transitions,
but also on its rotational and vibrational states. Pure rotational spectra, for
example, for the motion observed in hydrogen and deuterium in gaseous phase,
are characteristic for gases. In order to analyze changes in rotational energy levels
of molecules microwave and far-infrared spectroscopy is usually applied as well
as Raman scattering. In the liquid and solid samples rotational motion becomes
hidden by stronger vibrational motion.
Main methods of vibrational spectroscopy are Raman (scattering) and Infrared
(IR) (absorption) spectroscopy. Raman and IR methods are generally compli-
mentary to each other and have different selection rules. Vibrational Raman
spectra can be obtained for the molecules which polarizability varies with the
intramolecular distance. And vibrations are IR active when the molecular dipole
moment varies with the vibration.
Figure 2.7 Bonded atoms on a molecule vibrate around the equilibrium state.
Some types of molecular vibrations are illustrated above. Stretching appears when
the interatomic distance changes along the bond axis. Bending, which includes
scissoring, rocking, wagging, and twisting is a change of the angle between two
bonds.
IR and Raman spectroscopic analysis of rotational and vibrational motion of
molecules can be used for determination of the molecular structure. In case
of analysis of the gas phase of small molecules, rotational spectra can give
information about intramolecular bonds and angles, where usually the model of a
free rotor is applied. Analysis of liquid and solid samples of diatomic molecules is
based on the model of harmonic oscillator and helps to estimate the bond length
as well as allows to obtain information about molecular symmetry and functional
13
groups. However, as can be seen on Fig. 2.6, actual behavior of the molecule
deviates from the model, and anharmonicity becomes crucial. This results in such
features on the Raman spectra as overtones [Gorelli 01], when transitions between
higher vibration levels than fundamental are observed, or frequency turnover
[Hanfland 92, Mao 94], when intramolecular distances decrease with compression
to certain point and then increase again.
Generally, vibrations can be following types: symmetric stretching, antisymmetric
stretching, bending, in-plane scissoring, rocking, wagging and twisting (Fig. 2.7).
Depending on the changes of polarizability and dipole moment in a specific
molecule, these vibrations can be IR and Raman active or inactive, which is
determined by the shape of the molecule.
As long as the main method applied in the present project was Raman
spectroscopy, further we will focus just on this method.
2.3 Principles of Raman Spectroscopy and
description of Raman Setup
Raman spectroscopy is one of the principal tools for analysis of materials in
chemistry, physics, and biochemistry allowing the execution of chemical analysis
and facilitating the study of material structure and composition. Raman Effect
was originally predicted by Smekal in 1923 [Smekal 23]. Experimentally it was
discovered independently in 1928 by Raman and Krishnan in liquids [Raman 28a,
Raman 28b] and Mandelshtam and Landsberg in crystals [Landsberg 28].
There are two possible approaches to explain Raman Effect. According to the
classical model, substance possesses electrons which are kept together due to
a number of forces, among which is Coulomb force. Thus, when an element
is exposed to the impact of the electromagnetic wave, these electrons can be
separated and then become oscillating dipoles which will emit with the frequency
of oscillation. Thereby, when a molecule is irradiated by monochromatic light
with the frequency ν0, due to the induced electronic polarization, it scatters
emission with the frequency ν0 as well as with frequencies ν0±ν1, where ν1 is the
oscillation frequency. Raman effect is built upon the polarizability of molecules,
which displays the ability of electron cloud of a molecule to be affected by an
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electric field. As a result of interaction with the molecule, the laser beam, which
is an oscillating electromagnetic wave, induces an electric dipole moment:
µ = αE (2.1)
where alpha is polarizability and E is applied electric field intensity. The
frequency dependence of E is given as:
E = E0cos(ω0t) (2.2)
with the induced dipole oscillating with the frequency ω0. Using these relations,
the first equation can be reformulated in the form:
µind(t) = αE0cos(ω0t) (2.3)
Due to the time dependence of the polarizability which comes from the internal
motion of the molecule,the polarizability can be introduced as a sum of the time-
dependent part and a constant
α = α0 + α1cos(ωmolt) (2.4)
where α0 is the constant term, α1 it the amplitude of the oscillating term, ωmol-
angular frequency of the molecular vibration. Using trigonometric relations, one
can derive:








µind = µ(ω0t) + µ((ω0 − ωmol)t) + µ((ω0 + ωmol)t) (2.6)
which implies, that the induced dipole moment fluctuates with three different
frequencies, emitting radiation. First term µind(ω0t) accounts for Rayleigh
scattering, second term µind((ω0−ωmol)t) accounts for Stokes Raman scattering,
and µind((ω0 + ωmol)t) accounts for anti-Stokes Raman scattering.
Figure 2.8 Energy level diagram indicating the states involved in Raman signal.
From the point of view of quantum theory, emission with frequency ν is considered
as a flow of photons with energy hν (h- Planck constant). When colliding with
molecules photons are scattered. In case of elastic scattering, only the direction
of movement will be changed, whereas energy of photon will remain unchanged
(Rayleigh scattering). Otherwise, there will appear exchange of energy between
photon and molecule after the collision. Moreover, a molecule, in this case, can
both acquire and lose energy in accordance with the quantization principles, where
∆E is a residual of its allowed states. Hereby, for Stokes Effect photon frequency
is lower than the frequency of incoming radiation, whereas Anti-Stokes photon is
characterized with the higher frequency (Figure 2.8). The intensity of Anti-Stokes
radiation is usually lower than the intensity of Stokes.
Although the position of the Raman peak on a spectrum is important for the
further analysis of materials, a lot can be deduced from its shape. The width of
the peak points at the level of crystallinity or the nature of interactions between
atoms or molecules. The direction of the shift of Raman peak might indicate the
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level of stress and compression of the crystal structure. The intensity of peaks is
a good indicator of the composition of mixed or non-uniform samples.
Figure 2.9 Scheme of the typical experimental Raman setup. Laser beam is
generated in the laser source. Laser beam then passes through the set of correction
optics and filters. M1, M2, M3, BS are mirrors which uplift and redirect laser beam.
S1, S2, S3, S4, H1, BSC, ML- correction optics for the laser beam, consisting of
various lenses and filters. NF1 and NF2 -notch filters, serving for cutting off
Rayleigh scattering signal. S6, BS, S7, M4- lenses and filers used for directing
light from the reflected and transmitted light sources to the sample. Raman signal
obtained from the sample eventually reaches the spectrograph and is recorded on the
CCD.
As a light source for Raman Spectroscopy lasers are typically used because
laser light is generally monochromatic. Very narrow range of laser wavelength
guarantees well-defined Raman bands. A sample is normally illuminated with a
laser beam in the ultraviolet (UV), visible (Vis) or near infrared (NIR) range. In
the experiments presented in this study, Argon-ion lasers with excitation lines of
488 nm and 514 nm and Krypton-ion laser of 647 nm are used. Owing to the
small size of the focused laser beam, experiments can probe a tiny sample volume,
e.g. high-pressure experiments with solid hydrogen required a sample size of 2µm
-10µm.
A typical Raman setup is demonstrated in Figure 2.9 and normally has following
structure: 1. Excitation source (laser); 2. Correction optics and filters; 3.
Detector (CCD). On the schematics 2.9 is an imaging system, which consists
of two light sources, focusing lenses and a video camera. One of the light sources
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serves as a reflected light source which passes through the focusing lens SS,
beam splitter BS, and Mitutoyo objective lens. Another light source is used
as a source of transmitted light. A sample is illuminated with laser light, which
comes from the excitation source through the mirrors for redirection and uplifting
of the beam to the 50:50 beam splitter cube (BSC) after which the beam is
pointed on the sample through the Mitutoyo long working distance objective
lens (ML). The beam then passes towards the spectrometer through a spatial
filter, consisting of two plano-convex spherical lenses (S2-focusing lens and S3-
collimator) and pinhole (H1), which is located in the focal point of both lenses. As
far as strong stray light from Rayleigh scattering can corrupt Raman scattering
signal, a special filter should be used to avoid its influence by cutting off its
spectral range. Normally, for this purpose two interference (notch) filters are
used (NF1 and NF2). Finally, the laser beam is focused in the Spectrograph
window with the help of the focal lens S4. Spectrum is then recorded in the CCD
(charge-coupled device) which allow multichannel operations, resulting in Raman
spectrum being detected in a single acquisition. Depending on the desired range,
different gratings can be used. For example, in order to cover bigger area from
0 to 3000 cm−1 grating of 300gr/mm can be applied. And in order to obtain
more detailed image with the higher accuracy, but in a smaller wavenumber
range, normally 1800gr/mm is used. CCD is a very sensitive device, which needs
cooling in order to obtain high resolution images. To achieve optimal quality of
the obtained spectra, various techniques can be used. One of them is binning,
which combines charges of the neighbouring pixels of the CCD, which results in
the faster readout speeds and enhanced signal to noise ratio.
2.4 Pressure calibration
Although pressure can be estimated directly from the load applied to a specific
surface, this method can potentially be used only at very low pressures. This
method is not reliable when applied to piston-cylinder cells due to the friction
between parts of the cell and internal friction associated with the solid-medium
environment of the sample chamber together with the significant pressure
gradients.
One of the most prolific methods for pressure determination in high-pressure
experiments is the ruby fluorescence (Cr3+ doped Al2O3) calibration. Since
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the fluorescence shift of ruby is pressure-dependent, pressure in the DAC can
be determined by the calculation of ∆λ(P ), which is the difference between
initial and resulting wavelengths of ruby fluorescence. Ruby spectra at ambient
pressure have two peaks (R1 and R2) with wavelengths of 692.7 nm and 694.2 nm
respectively. Pressure dependence for ruby fluorescence was proposed by Forman
et al. [Forman 72] and later described in details [Piermarini 75, Mao 76, Xu 86].
According to [Piermarini 75], in the range of pressures up to 29 GPa the R2
behaviour is linear and can be described by the following equation:
P = A∆λ (2.7)
where P is a pressure (GPa), ∆λ(P ) is wavelength shift (nm), and A is a constant
of proportionality equal to 0.0274 GPa/nm. Under the pressures beyond 29 GPa
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Quality of the Ruby fluorescence spectrum also depends on ruby hydrostatical
sensitivity. It means that pressure increase results in the reduction of the sample
hydrostaticity, which will result in broadening of R1 and R2 lines. Consequently,
this method cannot be applied at pressures above 100 GPa due to the significant
broadening of the peaks and weak signal. Temperature correction is necessary for
temperatures above 100 K where 6 K variation is equivalent to 1 kbar in terms
of ruby fluorescence shift [Vos 91, Rekhi 99].
Pressure calibration via Raman mode of diamond phonon also can be applied for
the high-pressure experiments. Diamond has two atoms per primitive unit cell
and thus exhibits an optical phonon at frequency of 1332 cm−1 under ambient
conditions [Robertson 30]. The pressure shift of the first order diamond Raman
band was proposed in 1985 [Hanfland 85] and calibrated in several works with the
latest of Akahama et al. calibrating up to pressures of 410 GPa [Akahama 10a].
According to their work, following expression quite accurately describes the
dependence of the diamond mode on pressure up to 300 GPa which will be used











where P is pressure (GPa), ω0 is the edge frequency at ambient pressure, which
was determined as 1333 cm−1, A and B are the frequency constants, equal to 547
GPa and 3.75 respectively. Temperature correction for this method is not known.
Another pressure calibration method, proposed recently, is based on hydrogen and
deuterium vibron frequencies as pressure sensors [Howie 13]. As is evident from
the method, it can be applied only for pure hydrogen and deuterium experiments.
However, temperature influence is not considered there. Therefore there is still a
chance for discrepancies in pressure estimations.
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Chapter 3
Review of pure H2, N2, O2
molecular systems and N2/O2
mixtures at extreme conditions
3.1 Introduction. Molecular systems.
Low-z molecular systems are among the most abundant in the solar system.
Depending on their complexity, molecular materials exhibit a variety of inter-
actions between atoms - from weak intermolecular interaction (such as Van
der Waals, hydrogen bonding, quadrupole interaction) to strong covalent, ionic
(Coulomb forces) and metallic type [Hemley 00]. The main difference between
molecular and non-molecular solids is the strength of the bond and electronic
characteristics such as delocalization of electrons [Fahlman 11]. Compared to
non-molecular crystals based on ionic or covalent bonds, molecular crystals are
"softer" in terms of isothermal compressibility, and thermal expansion arises from
the weaker interaction between the molecules [Hemley 00]. Pure molecular solids
are insulators, yet by doping they can become conductive. In hydrogen, quantum
effects play a paramount role, whereas in the systems of heavier diatomics such
as nitrogen and oxygen quantum effects are significantly reduced (including
orientation ordering and coupling to electronic excitations). Hence, the dynamics
in such systems can be treated using classical theory [Hemley 00]. In the present
chapter, systems of pure hydrogen, nitrogen and oxygen at extreme conditions
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will be described in details. In addition to that, there will be a summary of
research conducted on binary nitrogen /oxygen system and study of its phase
diagram as well as an outline of nitrogen oxides exposed to extreme temperatures
and high pressures.
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3.2 Hydrogen and Deuterium
Hydrogen is the simplest element, which possesses a range of unique properties.
The hydrogen molecule is formed by exchange interaction. Hydrogen atoms are
separated by approximately 0.74 Å. One of the hydrogen isotopes is deuterium,
which has similar properties but has a mass greater by a factor 2. Molecular
hydrogen exists in two spin modifications - as ortho and para hydrogen. Ortho-
hydrogen has parallel nuclei spins with total nuclear spin I=1 and can have only
odd rotational states with quantum numbers J,m, whereas, for para hydrogen
with I=0, spins are aligned antiparallel and rotational states are even [Silvera 80].
Graphically, molecular rotational energy states for ortho and para species in
hydrogen and deuterium are represented in figure 3.1. At normal temperature
ortho to para ratio is 3:1 for hydrogen and is 1:2 for deuterium. Such difference
occurs as a result of isotopic difference between hydrogen and deuterium. In
hydrogen, the triplet orthohydrogen state has a total nuclear spin I=1, with
the three values of MI=1, 0, -1. Therefore orthohydrogen has a nuclear spin
degeneracy of three. Whereas singlet parahydrogen state is characterized with
the nuclear spin quantum numbers I=0, and MI=0, with the spin degeneracy of
one. On the other hand, in deuterium spin of nucleon IN=1 ( whereas in hydrogen
IN=1/2). Therefore ortho deuterium has a total nuclear spin I=0, 2, and para
deuterium has a total nuclear spin I=1 [Silvera 80].
While conversion from ortho to para hydrogen for isolated molecules is forbidden,
it can occur in solids. The conversion rate is strongly dependent on isotope and
can vary with pressure and temperature [Silvera 80].
Previous research gives detailed theoretical information about hydrogen and its
isotopes. Thus, Kolos and Wolniewicz [Kolos 68a, Kolos 68b, Wolniewicz 66]
calculated vibrational and rotational excited states for H2, HD, and D2. The
fundamental vibrational excitations of hydrogen are intramolecular stretches
(vibrons), intramolecular rotations (rotons), lattice vibrations (phonons). Rota-
tional energies show very week dependence on pressure, whereas molecular vibron
is characterized by strong pressure dependence. Because of the various nature of
excitations, their relationship in two isotopes is also different. Proceeding from
the fact that rotational bands are modeled as a free rigid motor with energy levels:
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Figure 3.1 Schematic representation of the molecular rotational energy levels
and corresponding Raman spectra in the unbound hydrogen and deuterium
molecules. Green represents allowed levels for para-species, while orange is for
ortho-species. A number in parenthesis indicates the m degeneracies. Differences
between hydrogen and deuterium are due to the larger moment of inertia in
deuterium and total nuclear spins, i.e., I=0, 2 for o-D2 and I=1 for o-H2, while I
=1 and I=0 for p-D2 and p-H2 respectively.
EJ = BJ(J + 1) (3.1)
with rotational constant




where µ = m1m2
(m1+m2)
- reduced mass, h - Planck constant, r - distance between
molecules, and therefore
BH2 = 2BD2 (3.3)










with k - force constant, and µ - reduced mass. Due to the mass difference of
isotopes the relation between their reduced masses can be introduced as:
µH2 = 0, 5µD2 (3.5)
Taking equation 3.3 and successively substituting into 3.2 and 3.1, while
substituting 3.5 into 3.4, the following ratios for change of rotational energy (3.6)









Interestingly, that even using the theoretical vibron frequency values at ambient
conditions (P0), νD2(P0) =2993.96 cm−1 and νH2(P0)=4162.06 cm−1 [Kolos 68b,









These ratios are very useful for analysis of the type of the observed excitations,
as it will be shown in the following chapters.
The phase diagram of solid hydrogen under compression, shown in figure 3.2, has
been extensively studied both theoretically and experimentally. Phases I, II and
III, which are characterized by weak intermolecular and strong intramolecular
interaction evolve into layered phases IV, IV’ and V with increased strength of
intermolecular interactions and weakened intramolecular bonds [Mao 94]. Phase
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I is considered to be a quantum molecular solid with hexagonal close-packed
structure with freely rotating spherical molecules [Hazen 87]. Its Raman features
include broadened rotational modes, E2g phonon, and vibrational mode. Due
to temperature and pressure broadening, rotational bands are most clearly
defined at low pressures and low temperatures. The lowest energy bands
are associated with S0(0) (∆J =2, J=0) and S0(1) (∆J=2, J= 1) rotational
transitions [Silvera 80, Hemley 90]. Curiously, the first peak was shown to be
split into three components due to the influence of the crystal field of hexagonal
structure on Mj = ±1,±2, 0 sublevel transitions [Van Kranendonk 83]. Under
compression, the frequency of rotational modes slightly increases. As a result of
the high sensitivity of experimental data to the conditions of the experiment and
significant broadening of the peaks, interpretation of experimental results differs
quite a lot in the publications by different research groups. For example, works by
Hemley et al. and Mazin et al. [Hemley 90, Mazin 97] suggested hydrogen S0(0)
peak consisting only of two contributions at pressures above 25 GPa. On the
other hand, fitting S0(0) peak with three contributions of hydrogen is proposed
at pressures below 25 GPa and 4 K [Hemley 90], and only with one contribution
for deuterium in the pressure range from 0 to 150 GPa at 77 K [Hemley 93].
E2g phonon persists to high pressures and demonstrates strong pressure depen-
dence [Hemley 90], which implies that molecular solid does not undergo any major
structural transformations. As for vibrational mode, it shifts continuously with
pressure, although experiencing turnover around 40 GPa, related to the weakening
of intramolecular bonds with increasing role of intermolecular interactions.
At temperatures below 150 K and pressures from 20 to 110 GPa hydrogen
and deuterium transform to a broken symmetry phase with restricted molecular
rotations [Silvera 81, Lorenzana 90, Mao 94, Goncharov 11] which occurs upon
the orientational ordering of the molecules. Crystal structure remains hexagonal
[Goncharenko 05]. Importantly, I to II phase transformation strongly depends
on the spin of the molecules, in other words, on the proportion of para to
ortho species as well as isotopic mass. In pure para-hydrogen transformation
is delayed to about 110 GPa, whereas in the mixed state it occurs at about
60 GPa. Transition in deuterium happens even earlier, at approximately 20
GPa. Recently proposed new phase II’ is unique for deuterium [Liu 17]. Its
presence was attributed to lower zero-point energy and stronger intermolecular
interactions. Phase II is characterized by rich low-frequency Raman spectra,
with notable differences between isotopes. Above 150 GPa phase I and II exhibit
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Figure 3.2 Schematic representation of the phase diagram of hydrogen
[Dalladay-Simpson 16]. Deuterium undergoes similar transformations, although
shifted in pressure.
transformation to hexagonal phase III almost simultaneously for both isotopes,
which points at its classical nature [Akahama 10b, Mazin 97]. Phase III is beyond
the scope of this study.
Theoretical calculations proposed P63/m structure for phase I [Pickard 07],
P21/c − 24 structure for phase II and C2/c − 24 structure for phase III
[Drummond 15].
At temperatures above 300 K and pressures above 220 GPa, phase I and II alter-
nate to layered phases IV, IV’ and V [Howie 12b, Howie 12a, Dalladay-Simpson 16].
Transitions are characterized by the change of slope of ν1 vibrational-mode with
respect to pressure and its considerable broadening, which are accompanied
by the appearance of well-defined low-frequency modes and second vibrational
mode [Howie 12b, Dalladay-Simpson 16]. Theoretical studies predicted layered
Pc structure comprising rings with six atoms and freely rotating molecules
[Pickard 12]. Phase IV’ features additional low-frequency mode and change of
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Figure 3.3 Examples of potential structures of hydrogen and deuterium. Phase
I is characterized by freely rotating molecules, whereas phase IV presumably
comprises a layered structure with the freely rotating molecules between the layers.
gradient of the frequency of ν1 mode with respect to pressure, with other features
similar to phase VI. Therefore, phase IV’ most likely structurally resembles phase
IV. Weakening of the vibrational Raman modes, change of the slope of the ν1
frequency-pressure curve and arguable disappearance of low-energy band L3 mark
transformation to phase V. Due to significant pressure shifts observed in hydrogen
and deuterium to achieve similar phases, phase V of deuterium has not been
documented yet. Phases IV, IV’, V were interpreted as mixed molecular and
atomic state, with phase V being a precursor to a non-molecular state.
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3.3 Nitrogen
Nitrogen forms an archetypal diatomic molecule with a triple bond. The
triple nitrogen bond is one of the strongest known (dissociation energy of 226
kcal/mol, with only 38 kcal/mol for single N-N bond)[Vincenzo 13]. Polynitrogen
compounds where nitrogen atoms are bound by single or by single and double
bonds are highly unstable. There was extensive research on various polynitrogen
clusters. It is expected that the ultimate high-density energy phase of nitrogen
should consist of a polymeric array of single-bonded nitrogen atoms, based on
the aforementioned significant difference in energy bonding [Uddin 06] which will
allow using the stored chemical energy in a controlled way.
Although molecular structure of nitrogen is rather simple, its phase diagram
appears to be quite intricate (see figure 3.4). This is a common feature for
simple molecular systems, where modest variations of intermolecular interactions
can lead to significant changes in crystal packing and consequently to phase
transitions. In nitrogen phase transitions, kinetics plays a crucial role. The
sequence of phase transitions highly depends on the starting point, which was
proven to be especially crucial for low-temperature metastable phases [Frost 16].
Considering the formation of high-temperature phases, we have to take into
account the level of activation energy required for breaking nitrogen triple bonds,
which implies that these phases can be stable after cooling. Summary of phases
of nitrogen is presented in table 3.1.
At low pressures and low temperatures, quadrupole interactions dominate,
resulting in two phases: the cubic Pa3 structure (α-nitrogen) and γ-tetragonal
(P42/mnm), representing an alternative way of packing [Hemley 00].
Following pressure and temperature increase, the system transforms to a sequence
of phases with decreasing symmetry of the lattice with pressure. A hexagonal
close-packed and orientationally disordered β-phase has a hexagonal P63/mmc
structure with two molecules per unit cell [Schiferl 83]. However, depending on
the P-T path, the λ-phase can be formed [Frost 16]. λ can be synthesized by
compression at low temperatures and exists in a vast P-T domain from 1 to 140
GPa. It is characterized by a layered structure which has a distinctive optical
signature suggesting intense intermolecular interactions. The typical Raman
spectrum consists of four well-pronounced low-frequency modes, indicating highly
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Table 3.1 Summary of structures of nitrogen. Parameters: lattice constants a,
b, c; z-number of molecules per unit cell.
Phase Structureproperties Reference
α cubic Pa3̄ [Donohue 61]
β
hexagonal P63/mmc
a=3.595(1) Å, c=5.845(1) Å;
z=2
[Schiferl 83]
β tetragonal P42/mnm [Schuch 70]
δ
cubic Pm3n;






a= 8.063(5) Å, c= 5.685(5) Å




ε rhombohedral R3̄c; z=8 [Hanfland 98]
ζ
primitive orthorhombic cell, Pmma;






A=6.918±0.014 Å, b=6.202±0.014 Å,
c=2.289±0.003Å, β =91.774◦
[Gregoryanz 07]
ι orthorhombic primitive; [Gregoryanz 02]
θ
orthorhombic; a =56.797(4) Å,
b=57.756(5) Å, c=53.761(1) Å; z=16;





a = 3.051(7) Å, b = 3.066(5) Å,
c = 5.705(13) Å, β=131.65(5)◦
[Frost 16]
η amorphous [Gregoryanz 01]
Cubic






a = 4.1602 Å, b = 4.2481 Å, c = 4.3689 Å [Tomasino 14]
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Figure 3.4 Schematic representation of transformations in nitrogen in the wide
range of temperatures and pressures. Figure is based on references [Gregoryanz 07,
Goncharov 08, Tomasino 14, Frost 16, Weck 17]. The blue area represents the
domain of low-temperature phases α, β, and γ. The purple section and dashed
line show observed transitions from λ-nitrogen.
ordered structure, and three vibrons.
At ambient temperature with further compression, quadruple interactions become
less dominant, therefore triggering a phase transition to high-pressure phase δ-
nitrogen (Pm3n) [Cromer 81, Hanfland 98, Stinton 09]. The molecules occupy
two sites of different symmetries and are subject to various intermolecular
potentials forming six disklike and two spherically disordered molecules. The
two types of molecules give rise to two vibron bands ν1 and ν around 2360 cm−1.
Another structural modification δloc with presumably tetragonal structure (P42/ncm
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with 16 molecules per cell) is a distortion of the δ-nitrogen phase [Hanfland 98,
Stinton 09].
Figure 3.5 Selected crystal structures of nitrogen [Hemley 00, Stinton 09,
Tomasino 14, Eremets 04a].
At higher pressure, the ε-nitrogen phase (rhombohedral, R3̄c with eight molecules
per cell; 6 molecules on C2 symmetry sites and two molecules on S6 symmetry
sites) [Mills 86, Hanfland 98, Bini 00, Gregoryanz 07] is present. According to
the terminology for the δ-phase, one ν1 stretching mode corresponds to sphere-
like orientation, while three ν2 modes (two Raman, one infrared) are related to
disklike molecules. ν2 mode splits into several bands upon the phase transition.
Splitting first occurs as an emergence of a weak shoulder on a high-frequency
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side due to reductions of symmetry because vibrations with different polarization
possess different symmetry and potentially different energies. The rise of new low-
frequency bands around and splitting of major vibrational bands is also detected
in the low-frequency part of the spectra [Bini 00]. Further experiments indicated
transition to the ζ-nitrogen phase with orthorhombic structure (Pmma space
group), which results from a slight distortion of the rhombohedral structure
[Gregoryanz 07]. Raman vibron spectra become richer due to the increased
number of sites with marked molecular site symmetries.
Above 115 GPa the new dense κ-phase is observed, supposedly with monoclinic
structure [Gregoryanz 07].The ε, ζ and κ phases have closely related structures,
derived from ε by lowering symmetry [Gregoryanz 07]. In contrast, the transition
from the ζ and κ phases to the non-molecular polymeric phase should be
accompanied by a full reorganization of the chemical bonding eventually resulting
in a cubic gauche form.
At pressures above 150 GPa the black amorphous η-phase is formed [Gregoryanz 01,
Goncharov 00]. Experiments showed that at 300 K above 150 GPa the vibron
band characteristic to a molecular phase disappears thus confirming trans-
formation to an amorphous non-molecular phase [Goettel 89, Gregoryanz 01,
Eremets 01]. Interestingly, with the pressure increase samples darken which can
be explained by having a mixture of single and double bonded molecules.
The high-temperature high-pressure phases of nitrogen are ι and θ. The high P-T
phase ι forms either by heating ε-nitrogen [Gregoryanz 02] to 800 K at 65 GPa
or by quenching melt [Goncharov 08].
The θ-phase can be reached by heating ε-nitrogen at 95 GPa to 600 K
[Gregoryanz 02]. Another path is to heat lambda-nitrogen above 800 K at 70
GPa [Frost 16].
At high pressure, molecular nitrogen has long been predicted to dissociate into
atomic phases [McMahan 85, Mailhiot 92, Barbee III 93] as a result of electron
delocalization due to the increase of electron kinetic energy. Although the
transformation to atomic solid was theoretically predicted at pressures already
above 50 GPa [McMahan 85, Mailhiot 92, Pickard 09] with a huge variety of
single-bonded polymeric forms of nitrogen [Martin 86, Lewis 92, Mattson 04,
Zahariev 05, Yao 08, Ma 09, Sun 13, Kotakoski 08, Wang 12], experimentally it
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has not been proven until reaching 110 GPa and temperatures around 1400 K-
2000 K with formation of cubic gauche structure [Eremets 04a, Gregoryanz 07,
Lipp 07]. Semiconducting cubic gauche nitrogen is a superhard colorless material
built by a strong covalent N-N bond [Eremets 07]. Its slightly distorted cubic
structure can be characterized by space group I213 [Eremets 04a]. All nitrogen
atoms are three-fold coordinated, and bond lengths are the same for all pairs of
bonded atoms [Eremets 04a].
Single-bonded cg-N features the characteristic Raman peak at 820 cm−1 [Eremets 04a,
Gregoryanz 07, Lipp 07, Tomasino 14], which correlates well with theoretical
predictions [Mailhiot 92, Barbee III 93].
Another transparent nonmolecular crystalline phase was discovered recently. It
appears to be a layered polymeric (LP) solid [Tomasino 14] and is formed by a
3D-to-2D structural transition at pressures beyond 120 GPa heated above 2000
K where it coexists with cg-N.The LP structure is comprised of single-bonded
nitrogen layers with the suggested Pba2 structure of seven-membered N-N (N7)
rings. Characteristic Raman spectra feature immense phonon bands at ∼ 1000
and 1300 cm−1, reflecting two different locations of nitrogen atoms - in the body
and on the surface of the layer [Tomasino 14].
Therefore, high temperatures and high pressures are required to overcome the
kinetic barriers to transition resulting in a break in the nitrogen triple bond.
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3.4 Oxygen
Among the simple diatomics, oxygen requires the lowest pressure of 96 GPa
to become metallic [Desgreniers 90, Akahama 95]. In addition to this, at low
temperatures, it exhibits a transition to a superconducting state [Shimizu 98].
In most diatomic molecules the ground state is characterized by the total spin
S=0 (H2, N2). However,an oxygen molecule has a total spin S=1 resulting
from two unpaired electrons which makes it a magnetic system. Furthermore,
magnetic exchange interaction happens together with weak Van der Waals forces
having a significant share in the total lattice energy, which results in a close
connection between magnetic and lattice properties [Freiman 04]. Therefore,
we observe a rich phase diagram with unique magnetic and optical properties.
Under compression, oxygen changes colour from transparent gas, to blue liquid,
then blue crystal and eventually becomes red, getting darker to 40 GPa. Upon
compression to the metallic phase retaining diatomic molecular structure, oxygen
becomes reflecting [Freiman 04]. Unlike nitrogen, quadrupole interactions are
almost negligible in oxygen. This leads to the formation of layered structures in
the α, β and δ phases of oxygen.
Recent investigations under extreme P-T conditions showed that oxygen demon-
strates high polymorphism (figure 3.6). Up to date, all known phases of
oxygen are molecular. The list of oxygen phases is provided in table 3.2.
At room temperature, fluid oxygen crystallizes into the pale blue β-phase
at 5.5 GPa [Schiferl 83]. The rhombohedral β-phase is paramagnetic with
primitive rhombohedral cell R3̄m, z=1 obtained as an fcc structure distorted
by packing of dumbbell molecules (instead of spherical) along cube diagonals
[Schiferl 83, Freiman 04].
The low-temperature α-phase is orientationally and magnetically ordered: it
is monoclinic C2/m and antiferromagnetic with one molecule in the unit cell
[Akahama 01, Jodl 85, Desgreniers 90]. Modest deformation of this structure
results in another low-temperature magnetic phase δ. Both α and β phases are
considered to be of the first-order type. They both were predicted to have single
Raman vibrons, although there should be two Raman active librons in the α-
phase and one in the β-phase [Freiman 04].
Transition to the cubic γ-phase, which is also paramagnetic, is followed by
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Table 3.2 Summary of structures of oxygen. Parameters: lattice constants a, b,
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a= 2.561(2 )Å, c=6.575(6) Å















Figure 3.6 Schematic P-T phase diagram of oxygen based on references
[Goncharov 03, Santoro 04, Lundegaard 09, Goncharov 11]. The purple area
between dashed lines represents the domain of the high-temperature phase η,
regarding which there was some disagreement in the literature [Santoro 04,
Lundegaard 09].
significant volume change [Young 91]. It belongs to the orientationally disordered
structure with Pm3n group. As in the case with δ-nitrogen, two molecules are
located in the sites with a spherically symmetric distribution of electron density,
while six molecules have a disk-shape [Jordan 64]. Raman spectra of γ-phase thus
feature oxygen vibron doublet due to the different orientation of molecules with
intensity ratio 3:1 and no librons but a hump at low frequencies [Freiman 04].
This phase is similar to the δ-nitrogen phase.
Transformation to the orange δ-phase [Nicol 79] happens at 9.6 GPa at 300 K
[Schiferl 83]. It possesses orthorhombic Fmmm structure [Schiferl 83]. Gorelli et
al. suggested that the δ-phase has an antiferromagnetic ordering of the molecular
spins [Gorelli 00].
Upon further compression, the δ-phase undergoes phase transition to ε-oxygen
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Figure 3.7 Selected crystal structures of oxygen [Hemley 00, Lundegaard 06].
at 9.9 GPa at 300 K [Fujihisa 06, Lundegaard 06] followed by visually distin-
guishable changes of color from orange to red. This phase is stable in the vast
pressure domain from 10 to 96 GPa at room temperature. It was suggested that
the ε-phase consists of diamagnetic oxygen forming clusters [Gorelli 99]. Recent
works resolved the structure by providing X-Ray measurements [Fujihisa 06,
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Lundegaard 06]. They demonstrated that association of molecules into clusters
containing four O2 molecules with bond lengths 1.20 Å and 2.20 Å is probably
due to weak chemical bonds. Unlike the β and δ phases, where structures can
be described by deformation of the monoclinic cell of the α phase, the δ to ε
transition happens due to the relative displacement of half of the molecules in
each layer and the doubling of the unit cell of the δ-phase. The fingerprint of
the (O2)4 cluster unit is the spectrum with an additional Raman mode around
1400 cm−1 reflecting the antisymmetric stretching of pairs of O2 molecules in the
cluster. Previously observed principal excitations are the following: symmetric
O-O stretching at around 1600 cm−1 and two librational modes around 340 cm−1
and 160 cm−1, corresponding to the symmetric stretching O-O and the bending
mode in the plane respectively [Lundegaard 06]. Raman spectra also revealed
the emergence of several combinations of tones and overtones [Akahama 96].
Interestingly, Raman intensities of all bands are increasing with pressure up to
50 GPa, and then gradually decreasing. This resonance behaviour was attributed
to the overlapping of the band gaps decreasing with the energy of the laser light
[Akahama 01, Gorelli 01, Gorelli 02].
Figure 3.8 Sequence of phase transformations of oxygen at room and high
temperatures.The structures are illustrated perpendicular to the layers of parallel
oxygen molecules. Different colors are used to label molecules located in different
layers. The η-phase can be obtained from both β and ε oxygen. After reference
[Lundegaard 09].
The high-pressure metallic phase of oxygen was first observed by Desgreniers et
al. [Desgreniers 90]. The insulator to metal transition happens at pressures above
95 GPa at room temperature. Also, Shimizu et al. reported superconductivity
at pressures around 100 GPa and temperature of 0.6 K [Shimizu 98]. First
X-ray diffraction studies indicated that the structure of the ξ-phase could be
isostructural to the ε-phase [Akahama 95]. However, Weck et al. [Weck 02]
did not confirm this assignment in their work, suggesting that the structure
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should undergo a displacive transition associated with interplanar sliding and
intraplanar modifications. Experimental Raman data demonstrate that molecular
dissociation does not happen at least up to 134 GPa due to the high stability of the
oxygen stretching mode, although with discontinuity in frequency, implying that ξ
oxygen is a molecular metal [Weck 02, Goncharov 03, Akahama 95, Akahama 96,
Akahama 00].
Recently, the high-temperature η and η’ phases have been observed [Santoro 04,
Goncharov 11]. η is stable in a narrow window at pressures above 16 GPa
and temperatures above 500 K and eventually transforms either to ε under
compression or η’ with higher pressure and temperature. As with the α, β,
δ and ε phases, it comprises of the fully ordered layered structure with the
arrangement similar to hpc structure. The Raman spectrum features a single
O-O stretching mode [Santoro 04, Lundegaard 09]. The η’-phase is isostructural
to η. However, their stability domains do not overlap. Transition to the η’-phase
is entropy driven and is connected to the dissociation of (O2)4 clusters.The Raman
spectra lack sharp lattice modes, exhibiting only a broad band around 470 cm−1
at 1000 K and slightly red-shifted and moderately soft vibron at 1680 cm−1 due
to the low probability of formation of intramolecular bonds which results from the
bigger distance between the molecules and stronger intermolecular interactions
[Goncharov 11].
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3.5 Nitrogen/oxygen mixtures under pressure at
low and ambient temperature
Since O2 and N2 diatomic molecules possess unique properties related to their
structure, such as triple bonding in N2 or magnetic moment carried in O2, a lot
of theoretical and experimental works have been devoted to the investigation
of their behaviour at extreme conditions, such as high pressure or extreme
temperatures. As it was discussed in the previous sections, both systems exhibit
rich polymorphism up to 10 GPa, being a cross-product of quadrupolar forces,
magnetic effects, bond lengths and intermolecular distances or pairing molecules
and forming clusters. Pressure-induced changes result in the dominance of
chemical type of interaction, thus allowing the formation of such phases as
metallic oxygen or nonmolecular phases of nitrogen.
Comparatively few studies have been devoted to the investigation of the
nitrogen-oxygen system under pressure although it is of direct relevance to
understanding the physical and chemical interaction between simple elements
with vast probabilities of application to a detonation of high-energy materials,
and the synthesis of novel materials by exposing them to extreme conditions.
One of the earliest attempts to build high-pressure phase diagram of the
nitrogen/oxygen binary system was undertaken by B.Baer and M.Nicol [Baer 90].
They described temperature isotherm of the nitrogen-oxygen phase diagram up
to 14 GPa at 300 K with the help of Raman spectroscopy of samples prepared
from mixing cooled liquids [Baer 90]. They detected several phase transitions,
normally mimicking those in pure nitrogen and oxygen. It was determined that
oxygen demonstrate high miscibility in the nitrogen-like phases phase below 9.5
GPa, with the more limited miscibility of nitrogen in the oxygen phases.
K. Damde and H.J. Jodl performed low-temperature measurements leading to the
construction of the low-temperature tentative phase diagram up to 25 GPa at 18
K [Damde 98]. Their research was mainly focused on the nitrogen-rich mixtures
and in general, confirmed the proposed idea of phases reflecting the structure of
the main component of the mixture.
Minenko et al. [Minenko 04] continued the low-temperature studies on nitro-
gen/oxygen gas mixtures with different concentrations compressed up to 25 GPa
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on nitrogen rich samples with 2% and 7% oxygen. Oxygen solubility in the ε-
nitrogen was confirmed, with the probability of the ε-oxygen demixing from the
ε-nitrogen above 15 GPa, which was previously referred to as a "new phase"
[Baer 90, Baer 89].
In a more recent study, Sihackakr and Loubeyre [Sihachakr 04] continued
experiments, combining several experimental methods and extending accuracy
and details of previous research. They used visual observations of phase
transitions, Raman spectroscopy and x-ray determination of the structures in
the solid solution for determination of the phase boundaries. Samples were
loaded from the gaseous mixtures. Discovered phases S1, S2, S3, S4, S5, and
S6 are isostructural to the pure components. S3’ is a new homogeneous phase
of oxygen/nitrogen mixtures and has a hexagonal structure that does not exist
for pure nitrogen or oxygen, and is described in detail in [Akahama 14]. Table
3.3 summarizes discovered phases of nitrogen/oxygen binary system and their
structures.
The study of Sihachakr and Loubeyre also confirmed total miscibility in the
liquid phase, large miscibility of oxygen in δ-nitrogen, and very limited ability
for nitrogen substitution in the oxygen-solutions, which was less than 5%
[Sihachakr 04] . Interestingly, substitution of up to 20% of nitrogen does not
affect the sequence of the nitrogen-phase transitions. X-ray experiments showed
that volume of the crystal cell depended significantly on oxygen substitutional
solubility in the δ-nitrogen, whereas this effect was almost negligible in the β-
nitrogen and δloc-nitrogen. Hence, it was concluded that O2-N2 interaction is quite
similar to N2-N2 interaction and rather different from O2-O2 interaction which is
clearly strongly dependent on the magnetic properties of oxygen below 10 GPa
and the pairing of O2 molecules above this pressure, stabilizing O2 molecules and
thus preventing N2 molecules from substitution.
The S1 domain is characterized by the hexagonal unit cell with two molecules per
cell (space group P63/mmc) which is obtained by substitution of N2 molecules by
O2 molecules in the β-phase of solid nitrogen. Raman peaks observed in nitrogen
and oxygen areas are singlets. S2 phase covers the most extensive domain of the
phase diagram up to 12 GPa.
The S2 domain is related to the disordered cubic Pm3n structure with eight
molecules in the unit cell as in δ-nitrogen. Thus, the S2 phase is derived from
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Table 3.3 Summary of structures of nitrogen/oxygen binary system up to 12
GPa at 300 K according to references (a) [Sihachakr 04] and (b) [Akahama 14]
correspondingly. Parameters: lattice constants a, b, c; V- volume of the unit cell;




a=3.537±0.007 Å, c=5.844±0.007 Å,
V=31.658±0.163 Å 3/molecule (a)
S2




Rhombohedral R3̄m (hexagonal cell)
a=2.758 Å, c=10.200 Å,
V=22.397±0.129 Å3 /molecule. (a)
S3’
Hexagonal,
a=5.630 Å, c=12.358 Å,
V=24.231±0.074 Å3 /molecule. (a)
Hexagonal P6/mmm of Z = 7; a = 5.6016(4) Å, c = 6.1645(8)Å,
V = 167.52(6) Å3. (b)
S4
Orthorhombic Fmmm; z=4
a=6.704 Å, b=4.248 Å, c=2.958 Å,
V=21.060±0.106 Å3 /molecule. (a)
S5
Monoclinic C2/m; z=8




(possible space group P42/ncm)
a=8.075±0.007 Å, c=5.694±0.007
V=23.205±0.069 Å3 /molecule. (a)
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Figure 3.9 Summary of the phase transitions in the nitrogen-oxygen binary
system at room temperature based on the phase diagrams proposed in references
[Sihachakr 04, Akahama 14]. The cyan areas correspond to the phase separation
domains according to [Sihachakr 04]. The pink section represents the domain of
hexagonal phase S3’ [Sihachakr 04]. The dashed lines represent phase borders
according to Akahama et al. [Akahama 14]. The striped and chess sections
overlapping with the cyan domain of the phase separation [Sihachakr 04] are
proposed by Akahama et al. [Akahama 14] and correspond to the hexagonal phase
(analogous to S3’) and β-oxygen (S3) respectively. Names of the phases are taken
from the reference [Sihachakr 04]. The domain of the hexagonal S3’ phase with
kagome lattice is significantly extended in reference [Akahama 14] compared with
previous studies. With pressure increase dissociation to ε-oxygen and δ-nitrogen
without formation of any new compounds was suggested.
δ-nitrogen by substitution by oxygen molecules of nitrogen. In the cubic phase
with two different sites in the unit cell, vibron band splits into two. The Pm3n
structure of the S2 phase as δ-nitrogen has two crystallographic sites with disklike
and spherelike orientations of molecules. These two different types of orientation
comply with the splitting of N2 and O2 vibron modes which were observed in
all studies mentioned earlier. Therefore, ν1 modes corresponds to spherically
disordered orientations of molecules at (0, 0, 0) and (1/2, 1/2, 1/2) positions of
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the Pm3n unit cell, while ν2 corresponds to molecules with disklike orientations
occupying two sites at (0, 1/4, 1/2) and (0, 3/4, 1/2) or their equivalents. The ratio
between disklike and spherically disordered molecules in pure δ-nitrogen which
could be inferred from the ratio of vibron intensity ν1
ν2
equals 3, which is in a
first approximation an indicator of the population of molecules of sphere-like and
disklike molecules on the specific sites. Results of this study show that such
ratio in nitrogen/oxygen mixtures is increasing for N2 molecules and decreasing
for O2, which consequently suggests that O2 molecules slightly prefer to occupy
disklike (ν1) state [Sihachakr 04]]. It was documented, that relative intensities
of O2 doublet change with pressure, but N2 vibron is not affected, which is due
to vibron-vibron resonant transfer coupling in oxygen [Baer 90]. Neither of the
studies reports the emergence of low-frequency peaks in P63/mmc, Pm3n or
R3̄m phases [Baer 90, Sihachakr 04].
Structure of S3 is very similar to β-oxygen with rhombohedral R3̄m and is formed
by nitrogen doped into the oxygen cell [Sihachakr 04].
Phase S3’, refined with a hexagonal unit cell with 14 molecules in it, does not
correspond to any phase of pure nitrogen or oxygen [Sihachakr 04]. In further
research by Akahama et al., this structure is proposed to comprise a unique
kagome lattice of a geometrically frustrated magnetic system [Akahama 14].
Structural model with three molecules in the 6(i) site, two molecules in the
2(e) site and two molecules in the 4(h) site was designed, where supposedly
oxygen molecules on 6(i) site form kagome-lattice [Akahama 14]. There is some
disagreement about the stability of this phase in pressure and concentration range
between different studies [Sihachakr 04, Akahama 14].
It was noted that under further compression hexagonal phase precipitated into
monoclinic ε-oxygen (S5) and cubic δ-nitrogen or to the rhombohedral R3̄m cell
of β-oxygen coexisting with other phases [Akahama 14]. At the transition to the
S3’ phase, two vibron bands become singlet.
S4 and S5 phases appear to be similar to the δ and ε phases of oxygen respectively,
where S4 is orthorhombic Fmmm with four molecules in the unit cell, and
S5 is monoclinic with the space group C2/m and eight molecules per unit cell
[Sihachakr 04].
S6 phase exists in relatively dilute samples. It granted more possible interpre-
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Figure 3.10 The structural model of the S3’ phase with hexagonal P6/mmm
lattice. Kagome lattice is formed by O2 molecules on the 6(i) site (red)
[Akahama 14]. The scheme is courtesy of reference [Akahama 14]].
tations in published research papers due to the ambiguous Raman spectra. X-
ray analysis suggested that this phase is similar to the δloc phase of nitrogen
with a possible space group P42/ncm and minimal effect from substituting O2
molecules on the volume of the cell [Sihachakr 04]. Baer and Nicol inferred
from Raman spectra that this phase should be a variant of Pm3n where O2
molecules had a preferential occupation of sites (0,1/4,1/2) and (0, 3/4, 1/2) and
suggested formation of oxygen clusters or chains on sites with disklike orientation
[Baer 89]. Damde and Jodl documented the stability of S6 phase at low
temperature [Damde 98]. This phase was reported to be stable to pressures
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above 30 GPa [Baer 89, Minenko 04]. Minenko et al. assumed that drastic
changes in oxygen Raman spectra characterised by the appearance of the new
O2 vibron significantly shifted to the low-energy region and librons shifted to
higher frequency are features only of the ε-oxygen demixing from nitrogen and
are related to suppression of resonance shift of oxygen by nitrogen-impurities
[Minenko 04].
However, based on documented deviation from the ideal substitution in the
solid solution of phase S2, corresponding to the peritectic points on the solidus
line, the existence of two stoichiometric compounds (N2)3O2 and N2(O2)2 was
proposed, however they were not observed experimentally [Sihachakr 04]. Such
type of interaction as Van der Waals interaction is essential in mixtures of simple
molecules and therefore the formation of new compounds is expected due to
efficient packing [Loubeyre 96]. Formation of these compounds can be due to the
preferential population of either component on the specific side of the structure
or optimal packing with the special arrangement in a solid solution.
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3.6 Nitrogen/oxygen mixtures and nitrogen
oxides at high pressures and temperatures
Nitrogen/oxygen mixtures and compounds have attracted considerably less
attention than their pure components although there is a lot of interest for
their application due to prospective properties of the pure components and
resulting materials. For example, oxygen becomes metallic [Desgreniers 90,
Weck 02, Goncharov 03], nitrogen forms semiconducting nonmolecular phase
[Eremets 04a, Eremets 04b], NO is of high interest due to its explosivity, and
nitrogen oxides possess enhanced reactivity with the pressure increase in a broad
temperature range [Manaa 05]. With the pressure increase, solids are expected to
minimize their free energy by delocalizing electrons either locally (polymerization)
or completely, thus transforming to a metallic state. Another possible reaction
of a molecular system to pressure increase is polarization or ionization when
electrostatic forces become dominant. Ionic units offer closer packing comparing
to Wan der Vaals compounds. For instance, nitrogen oxides are among those
materials where symmetry breaking ionization occurs as a result of pressure or
temperature treatment. Importantly, phase transitions in nitrogen oxides are
very kinetically and path dependent.
The most recent theoretical calculations on nitrogen/oxygen mixtures predicted
the formation of three stable N-O compounds (NO2 is stable to 91 GPa, N2O5
is stable to 446 GPa, NO is metastable up to 198 GPa and stable above this
pressure)[Li 15, Manaa 05]. According to the simulations, most of the phases
of N-O are semiconducting, whereas polymeric NO is metal and becomes a
superconductor at Tc=2.0 K and 200 GPa. However, previously conducted
experimental works on various nitrogen oxides showed that in most cases they
decompose into nitrogen oxides (N2O, N2O3, N2O5), nitrogen/oxygen mixtures




3 ) by breaking strong covalent bonding
of the molecules [Manaa 05]. Remarkably stable nitrosonium nitrate obtained in
the vast majority of the high-pressure high-temperature experiments was found
to be metastable in theoretical calculations [Li 15]. However, its stability might
be increased with temperature, which agrees with the experimental results.
The first experiment at the beginning of nitrogen oxides high-pressure odyssey
was carried out on NO, and it was discovered that under compression to 1.5 GPa
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at 176 K NO is induced to form N2O and N2O4 [Agnew 85].
Figure 3.11 Symbolic diagram of pressure and temperature induced phase
transitions in N2O. The grey lines indicate the phase boundaries between phases I
(Pa3), II (unknown structure), III (orthorhombic Cmca) and IV (orthorhombic
Pbcn) [Mills 91, Iota 04]. The green areas correspond to NO+NO−3 in its
orthorhombic phase. The patterned pink areas illustrate domains of dissociation
into oxygen and nitrogen. The green patterned section depicts the area of formation
of the ionic compound and nitrogen [Yoo 03]. The red arrows correspond to
the experimental data obtain by Somayazulu et al. [Somayazulu 01]. The blue
arrow and black arrow point at the phases observed by [Song 03b] and [Yoo 03]
respectively.
Phase diagram of N2O is presented in Figure 3.11. N2O at 300 K solidifies into
the α-phase (Pa3) at pressures below 4 GPa and undergoes a transition to β
(III, Cmca) above 5 GPa [Mills 91], which remains stable to 135 GPa [Iota 04].
Phase II stabilizes above 23 GPa in the narrow temperature range 100-300K.
Heating above 600 K at results into transformation to phase IV. Both phases III
and IV can be quenched and remain stable on decompression to 5 GPa at 300
K. N2O-III at 5 GPa and ambient temperature can be interpreted in terms of
an orthorhombic Cmca unit cell. Phase IV diffraction patterns were refined with
two options: disordered Pbcn unit cell with a=54.2356(6) Å, b=55.9825(10) Å,
and c=54.2232(13) Å and ordered Pbcm with a=54.231(2) Å, b=55.987(2) Å,
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and c=54.237(1) Å. Raman spectra in phase III exhibit bending ν2 mode around
600 cm−1 and asymmetric stretching ν3 mode around 2380 cm−1. Vibron ν3 splits
into four components into phase IV due to the lower symmetry crystal structure.
Explanation of the structure with the ordered model suggests a potential way of
transformation to an ionic compound as the result of the high level of ionicity
due to the disparity between N-N and N-O lengths [Iota 04].
Heating experiments up to 54 GPa and above 2000 K showed that N2O
disproportionates into NO+NO−3 and various products depending on the achieved
pressure [Song 03b, Song 03a, Somayazulu 01, Yoo 03]. Below 10 GPa, a
pressure-induced reaction of dissociation into NO+NO−3 , δ-nitrogen, β-oxygen and
N/O products takes place. At 54 GPa β-N2O disproportionates into NO+NO−3
and η-nitrogen [Yoo 03].
Figure 3.12 Schematic phase diagram of N2O4 under high pressure and
temperature. Colors correspond to different phases of molecular and ionic N2O4
isomers: α−N2O4 (blue), β-N2O4 (pink), γ-N2O4 (orange) and ionic NO+NO3−
(green). The red arrows show the pathways to obtain β-N2O4 and its ionic isomer
by laser irradiation [Agnew 83, Agnew 85, Song 03a].
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Schematic phase diagram of N2O4 is presented in Figure 3.12. N2O4 crystallizes
into the cubic Im3 N2O4-α phase with six molecules per unit cell [Song 03a].
Under irradiation, it was observed to transform to the β-phase with a nondefined
noncubic structure [Agnew 83, Agnew 85, Song 03a]. Pressurized to 1.5-3.0
GPa,the β-phase is subjected to the transformation to ionic NO+NO−3 . At room
temperature and 8.8 GPa,the α-phase transforms into the cubic γ-phase with
the lower symmetry and molecular units close to D or D’ isomers (Figure 3.13)
[Bolduan 84] .
Figure 3.13 Summary of possible isomers of N2O4. Different species have
various Raman active modes due to the specific molecular point groups. Thus,
symmetrical N2O4 is of D2h molecular point group. Hence it has Raman active
vibrations of symmetry Ag, B1g, and B2g. For staggered N2O4 of D2d point group,
Raman modes are of A1, B1, B2, E. D type of N2O4 features A’ and A” modes due
to the Cs group, identical to D’ type. And ion NO−3 is characterized by the D3h
point group, featuring vibrations of A1’ and E’ symmetry [Bolduan 84].
The γ-phase can be considered as an intermediate phase between molecular
α-N2O4 (cubic) and ionic NONO3 (orthorhombic) [Song 03a]. Raman spectra
exhibit enhanced low-frequency landscape, broadening of the peak at 730 cm−1
(NO2 wagging mode) and new peaks at around 1100 cm−1 and 2200 cm−1
[Song 03a]. Given that no significant changes in X-Ray diffraction patterns
were observed, the behaviour of the characteristic Raman features suggests that
structure of the γ-phase is closer to α than to ionic compound. A vast amount
of low-frequency peaks indirectly point to the disordered structure typical for
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the ionic solids. Thus it was implied that this phase could be interpreted as the
coexistence of the α-phase of molecular N2O4 and orthorhombic ionic NONO3.The
γ-phase is a typical example of a kinetical and path-dependent phase. When the
sample is loaded at low temperatures with consequent pressure increase to at least
6 GPa at the same temperature, the γ-phase can be easily obtained. However, if
the pressure is not sufficiently high, the transformation is suppressed [Song 03a].
Figure 3.14 Schematic representation of areas of synthesis of ionic compounds
by laser heating directly from nitrogen/oxygen mixtures based on the research by
Sihackakr et al. (purple arrow) [Sihachakr 06], Meng et al. [Meng 06] (blue arrow)
and Kuznetsov et al. [Kuznetsov 09] (red arrow). Different colors correspond
to different compounds. The yellow section represents the domain of NO+2 NO
−
3
compound with the hexagonal P63/mmc lattice, orange color shows the area of
existence of monoclinic NO+NO−3 with P21/m, and the green area depicts NO
+
NO−3 in the orthorhombic Pmmm phase [Sihachakr 06, Meng 06, Kuznetsov 09].




[Kuznetsov 09]. In all these experiments laser heating was executed for the samples
with different compositions and various starting phases ( or at various pressures at
300K): above 10% oxygen and from S2 phase [Sihachakr 06]; fluid of 34% oxygen
[Meng 06]; above 70% oxygen and above 30 GPa [Kuznetsov 09]. Temperatures of
formation of the new phases are around 2000 K.
Along with the high P-T studies of nitrogen oxides, there were studies of nitro-
gen/oxygen mixtures under high pressure and high temperature. Results of this
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research are briefly summarized in Figure 3.14. The direct transformation from
nitrogen/oxygen mixtures to the ionic compounds was reported by [Sihachakr 06]
and [Meng 06]. Sihachakr et al. carried out experiments on three compositions:
25, 66 and 75% of oxygen. The chemical transformation into the iconic solid
NO+NO−3 was triggered by Nd: YAG laser irradiation of the sample in the S2-
phase (solid solution with cubic Pm3n structure). Visually, solid ionic compound
looked as dark reddish brown. It was noted that the reaction can be induced
in the samples containing more than 10% oxygen. Raman studies revealed
stretching N-O mode of NO+ at 2240 cm−1, symmetric stretch ν1=1050 cm−1
band of NO−3 group, out-plane bend mode ν2=820 cm−1, antisymmetric stretch
mode ν3=1390 cm−1, in-plane deformation mode around 720 cm−1. The ionic
compound is stable upon decompression up to 1 GPa, where it transforms to the
molecular N2O4 and mixture of other phases. X-ray diffraction patterns were
solved as orthorhombic Pmmm unit cell with the cell parameters a=7.863(1) Å,
b=16.519(3) Å, c =6.031(1) Å, and V=783.42 Å3 cell, z=10. The appearance of
the peak of the pure oxygen vibron indicated that a large amount of clathrates
containing O2 molecules (however not O+2 with the frequency of 1840 cm−1)
could be hosted in the NO+NO3− compound. However, similar behaviour for
N2 molecules was not detected [Sihachakr 06].
Parallel work of Meng et al. [Meng 06] reported the formation of NO+2 NO
−
3
induced by x-ray photon radiation at pressure as low as 0.5 GPa and room
temperature from the mixture of 34% nitrogen. Upon transformation, sample
became opaque with distinctive grain structure. Raman spectra represented
following characteristic peaks of NO−3 : ν4= 724.5 cm−1 and ν1=1054.0 and
NO+2 : ν2=at 523.8 cm−1 and ν1= 1397.5 cm−1. The structure was determined
as a hexagonal P63/mmc structure with two NO+2 NO
−
3 molecules per unit cell.
Observed formation of the ionic compound with less density than the α or β
phases of N2O4 indicates that this form is thermodynamically more stable. With
pressure increase, ionic NO+2 NO
−
3 eventually decomposes into layered NO+NO
−
3
structure at 5 GPa with the monoclinic P21/m unit cell with two molecules per
unit cell.
The most recent research was conducted on mixtures with non-precisely deter-
mined composition of more than 70% of oxygen, which were laser heated to
1300-2000 K [Kuznetsov 09]. Compression to pressures above 30 GPa and laser
heating led to the formation of NO+NO−3 . Raman spectrum featured excitations
associated with NO−3 and NO+ groups: stretching mode ν(NO+) =2268 cm−1 and
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the Raman bands of NO−3 molecular complex ν1(NO
−
3 )=1112 cm−1, ν2(NO
−
3 )=825
cm−1, ν3(NO−3 )= (1470 cm−1), ν4(NO
−
3 )= (750 cm−1), and overtone of ν2’=1650
cm−1. From frequency-pressure dependence, two phase transitions at 5 GPa
and 22 GPa were inferred. Compression below 30 GPa resulted in formation




3 with the complete conversion to
NO+2 NO
−
3 below 9 GPa at high temperatures. Hexagonal (P63/mmc, z=2)
structure was confirmed. Raman modes are consistent with the previous results
and summarized in table 3.4.
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around 210-370 cm−1;
new peaks at 1104 cm−1
and 2208 cm−1 ; [Song 03a]
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3.7 Summary
Now we have got a brief insight into such molecular systems as hydrogen,
nitrogen and oxygen and nitrogen/oxygen mixtures, exceptionally diverse and
rich with physical phenomena, although formed by simple elements. Therefore,
next chapters will be devoted to the discussion of the following questions:
• Will pure rotational motion of H2 and D2 molecules in phase I persist
unhindered across the whole pressure and temperature range of the
existence of this phase? Is the nature of low-frequency excitations in phases
II, IV and IV’ rotational or vibrational?
• How can we compare hydrogen and deuterium P-T phase diagrams taking
into account such features as the mass difference of the isotopes and delayed
phase transitions to phase II in hydrogen and to phases IV and IV’ in
deuterium?
• What is the behaviour of nitrogen/oxygen mixtures with different concen-
trations compressed above 12 GPa? Are there any other phase transition,
potentially related to those of pure components?
• Is it possible to form any compounds other than nitrosonium nitrate from




Study of Hydrogen and
Deuterium: nature of
low-frequency modes and method
of comparison of phase diagrams
4.1 Introduction
The effects of interactions between rotational motions and vibrations within the
lattice have been extensively studied theoretically [Kranendonk 66, Silvera 80,
Van Kranendonk 59, Van Kranendonk 83] and experimentally [Lorenzana 90,
Hemley 90, Hemley 93, Mazin 97, Goncharov 98], altogether resulting in a formi-
dable progress in understanding of these phenomena, but some important
questions remain unclear. A unique property of quantum solid H2, D2 and HD is
the presence of free rotational motion of the molecules against the background of
weak anisotropic intermolecular forces (van der Waals forces). Theoretically, it
was shown that these forces do not affect the energy of the rotational states with
different J numbers [Kranendonk 66]. Nevertheless, anisotropic intermolecular
forces and coupling between rotations and lattice vibrations result in energy
shift and additional rupture of the degeneracy within the rotational levels
[Kranendonk 66, Van Kranendonk 59, Van Kranendonk 83]. The low-frequency
regions of the Raman spectra of H2 and D2 exhibit very distinctive features at
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low pressures in quantum phases Phase I and Phase II. As pressure is increased
within these phases, rotational modes smear, however, this low-frequency region
shows very intense bands in the high-pressure phases IV and IV’. This intriguing
behaviour triggers the interest in this experimental study.
Experiments, discussed in the contributed work, were carried out on both H2 and
D2 at following temperatures: 10 K, 20 K, 43 K, 80 K, 150 K, and 300 K up to
150 GPa and 300 K to 400 GPa 1
The main goal of the present chapter is the analysis of experimental Raman H2
and D2 features in order to get a better understanding of the rotational motion
of hydrogen and deuterium molecules in various phases. In order to execute
such analysis by indirect comparison of Raman features, we had to define how we
compare phases of hydrogen and deuterium because of their differences. Therefore
this chapter will consist of the Sections 4.2, 4.3, 4.4 devoted to the main discussion
of low-frequency excitations in phases I, II, IV and IV’ respectively, and Section
4.5 dedicated to the discussion of comparison of hydrogen and deuterium systems
by pressure matching. The chapter will be finalized with a brief summary with
the main results (Section 4.6).
4.2 Low-frequency modes fitting. Phases I and
II
The nature of low-frequency excitations in hydrogen and deuterium is rather
complex. At low pressures and while in Phase I, Raman spectrum of both
isotopes comprises well-defined rotational peaks and lattice phonon. With
pressure increase, low-frequency modes broaden and merge as will be illustrated
in Figures of Section 4.3. As shown in previous theoretical and experimental
research [Van Kranendonk 83], rotational levels broaden under compression due
to their splitting into m sublevels because of the crystal field effect in hexagonal
structure. S0(0) mode is formed by transition from J=0 to J=2, where
J=2 have five sublevels with m=±1,±2, 0, where ±1 and ±2 are degenerate.
1Low-temperature experiments were conducted with the help of Dr. Liu and Dr. Dalladay-
Simpson at the Institute of Solid State Physics, Chinese Academy of Sciences. The Room
temperature experiments included the further assistance of Dr. M.Pena-Alvarez. Also, this
chapter contains the analysis of previously collected but not analysed and/or published data
by Dr. Liu, Dr. Dalladay-Simpson and Dr. Howie.
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Therefore, S0(0) splits into three different contributions. S0(1) mode is formed
by transition from J=1 to J=3, where J=1 have three sublevels with m=±1, 0
(m=±1- degenerate), and J=3 have seven sublevels, with m=±1,±2,±3, 0.
(m=±1,±2,±3 -degenerate). Therefore, S0(1) splits into eight contributions.
There is no consistency in experimental literature about fitting of rotational peaks
of isotopes as some sources present fitting with one contribution [Hemley 93],
whilst others suggest fitting with two [Hemley 90, Mazin 97] or three [Hemley 90].
A naive notion, arising from the presence of degenerate sublevels, would lead to
the conclusion that intensities of the contributions of roton S(0) should follow
the ratio of 2:2:1. In fact, it was not possible to fit contributions with such ratios
of intensity. So we did not fix this parameter. Observed deviation from 2:2:1
ratio could appear because of the preferred orientation of the crystal with respect
to the back-scattering configuration of the Raman, or it could be related to the
transformation from rotons to phonons at low temperatures.
We intend to examine how rotational peaks split with compression and if the
splitting could be indicative not only of the field effect induced by compression
of the hexagonal structure but also of any roton-phonon coupling, hindering
rotational motion. We fit our experimental spectra into a sum of Voigt functions
taking into account splitting of the sublevels. For that reason, the S0(0) band
was fitted with three contributions S(0)1, S(0)2, S(0)3, which was possible due to
its fairly pronounced shape as demonstrated in Figure 4.1.
On the contrary, fitting of S0(1) band had encountered numerous difficulties.
Ideally, this peak should be fitted with eight contributions. But as a result
of the high overlap between these peaks and the pressure induced broadening,
it is extremely hard to reliably define the positions for these contributions.
Additionally, the substantial loss of intensity of S0(1) peak at low temperatures
which is due to ortho-para transition makes the task of resolving the different
contributions even harder. Thus, we decided to fit S0(1) excitation with two
contributions (S(1)1, S(1)2) for deuterium and three contributions for hydrogen
(S(1)1, S(1)2, S(1)3) according to the shape of the final peaks as shown in
Figures 4.1 A, B. Although these results will not be considered in the precise
analysis of the low-frequency modes, they still can provide useful information for
understanding how this quantum phase behaves under compression.
As mentioned before, Phase II exhibits very complex Raman spectrum, with
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Figure 4.1 Examples of the fittings of rotational modes of hydrogen (a) and
deuterium (b) with Voigt function. S(0) peak (around 350 cm−1 for H2 and 180
cm−1 for D2) is fitted with three contributions for both hydrogen and deuterium,
and S(1) peak (around 620 cm−1 for H2 and 320 cm−1 for D2) is fitted with three
contributions in hydrogen and two contributions in deuterium.
especially rich landscape in deuterium, making it difficult to distinguish between
rotons and other low-frequency modes characteristic for this phase. The optimal
fitting of Phase II in deuterium included eleven contributions, with three peaks
which potentially belong to S(0) peak ( Figure 4.4, and Figures A.2 and A.4 of
Appendix B). But drastic difference between deuterium and hydrogen spectra
and enormous broadening of S(0) contributions made it almost impossible to
compare low-frequency modes of hydrogen and deuterium in phase II. Thus,
further discussion on nature of low-frequency modes in hydrogen and deuterium
will mainly focus on phase I.
Such properties of the contributed peaks as frequency, FWHM (full width at half
maximum) and area were firstly obtained from the fitting of the experimental
data collected at 10-40 K temperature window. This set was chosen because of
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the well-pronounced peaks, therefore minimizing the error in their assignment.
While fitting, it was important to control whenever possible a steady change
of frequency and FWHM of the peaks, as long as the area of a peak strongly
depends on experimental conditions and might not be a fair indicator. Then, these
parameters were applied to the subsequent experimental runs in ascending order
of temperature and refined for each data-set. This allowed us to track temperature
changes on the shape and position of contributions to keep fittings consistent.
Firstly, obtained parameters for each experimental set were plotted as a function
of pressure. Then these dependencies were fitted with polynomial functions in
order to get more data points at different pressures. Finally, these data points,
obtained from polynomial dependencies, were used for further analysis.
Fittings of experimental data sets, collected at 10 K, 20 K, 40 K, 80 K, 150
K and 300 K will be discussed in details in the following chapter. Due to the
great number of plots and detalization, illustrations demonstrating frequency and
FWHM plotted as functions of pressure for 10 K, 20 K, 40 K, 80 K, 150 K and
300 K will be located in Appendix B.
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4.3 Rotons to phonons transition. Phases I and
II
As known, Phase I of hydrogen comprises a hexagonal structure with freely
rotating molecules [Hazen 87], whereas in phase II rotational motion of the
molecules is restricted [Mao 94]. The aim of this section is to examine whether
the rotational motion is persistent in the entire domain of phase I or becomes
slowly hindered upon approaching to phase II and phase III domains. It can be
done indirectly, e.g., by checking whether these excitations can be described by
methods applicable for unaltered rotational or vibrational modes.
Figure 4.2 Schematic representation of the overlapping H2 and D2 phase
diagrams mapped in the P-T range not exceeding 400 K and 220 GPa [Liu 17]. The
red lines depict pressure and temperature range of experimental data collected in
this project. Dotted line is for deuterium, solid line is for hydrogen. Phase transions
I-II in hydrogen and I-II’ in deuterium have pressure difference of approximately
20 GPa. This difference strongly depends on the conditions of the experiment and
ortho-para conversion rate (Chapter 2).
As discussed in Chapter 2, due to the mass difference in hydrogen isotopes, the
energy of rotational levels in hydrogen and deuterium scales down by a factor
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of 2, whereas vibration frequency scales down by a factor of
√
2. Therefore,
comparison of frequencies of rotational modes in the isotopes can be a first step
in understanding whether these excitations arise from pure rotational motion.
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Figure 4.3 Representative Raman spectra of hydrogen at 10 K. Peak S(0) is
fitted with three contributions, as peak S(1). Phonon mode is a red peak indicated
with an asterisk, and is shifting with pressure faster than rotational modes.
Under compression all contributions broaden, with those of S(1) significantly losing
intensity due to ortho-para conversion.
We will begin with the analysis of low-temperature domain of phase I. First data
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set to be fitted was collected at 10 K (H2 and D2 up to 50 GPa), 20 K (H2 to
160 GPa) and 40 K (D2 up to 150 GPa). As shown in Figures 4.3 and 4.4, low-
frequency modes of both hydrogen and deuterium exhibit prominent peaks. We
begin with fitting of this experimental run at low pressures, adjusting parameters
(frequency, FWHM and area) with the pressure increase.
In hydrogen, at 6 GPa at 10 K, we observe signal from rotational peaks S(0)
and S(1) at around 350 cm−1 and 620 cm−1 respectively, and the lattice mode
at around 220 cm−1 (Figures 4.3, A.3). Under compression, phonon shifts to
higher frequency, which results in the overlap of phonon peak with rotational
peaks. Nevertheless, in spite of increased complexity of fitting, we were able to
trace phonon peak to high pressures and estimate its influence on other peaks.
We observe the increase of intensity of the first peak, associated with rotational
motion, with pressure, followed by the decrease of intensity of the S(1) peak. This
is related to the ortho-para conversion, which is facilitated under compression.
Hydrogen is expected to undergo transformation to phase II at pressures above
50 GPa.
Whilst in phase I, deuterium behaves similarly to hydrogen. But upon
transformation to phase II’ around 30-35 GPa, its low-frequency modes become
much more complex than those of hydrogen (Figure 4.4). Low-frequency
landscape of of phase II’ in deuterium is enriched with new modes, presumably
coming from lattice phonons, and therefore requires fitting with additional
peaks. In phase II’, modes in the region between 200 and 400 cm−1 become
much smoother and broader. Based on frequency-pressure behaviour, they were
tentatively assigned as shifted peaks of S(0) (Figure A.2, A.4). Contributions of
S(1) merge and significantly loose intensity, thus becoming undetectable. Phonon
mode is well pronounced, as in hydrogen, and can be detected even in phase II’.
As a result of performed fitting, we determined frequency-pressure dependencies
for low-frequency modes of both hydrogen and deuterium at 10 K (Figures A.1,
A.2), which were fitted with polynomial functions of third order. Using these
polynomials, we examined behaviour of low-frequency modes by analysing ratios
νH2/νD2 of corresponding contributions in hydrogen and deuterium.
Figure 4.5 represents such comparison for experimental data, fitted with polyno-
mial functions, at 10 K at nominal pressures. Steep trends for all three contri-
butions of S(0) at 10 K point downward in the direction from 2 (characteristic
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Figure 4.4 Representative Raman spectra of deuterium at 10 K. Peak S(0) is
fitted with three contributions, and peak S(1) is fitted only with two contributions
due to peak of S(1) being much broader and less intense than in hydrogen. Phonon
mode is a peak indicated with an asterisk, and is shifting with pressure faster
than rotational peaks, as in hydrogen. Around 30 GPa, deuterium undergoes
transformation to phase II’, which is reflected by appearance of new low-frequency
modes, most probably related to lattice phonons. Contributions, associated with S(0)
peak, in 200-400 cm−1 range become very broad and hardly detectable, therefore they
were assigned only tentatively.
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Figure 4.5 Ratios of νH2/νD2 plotted versus pressure and D2 frequencies plotted
versus H2 frequencies at 10 K. Plot is based on two experiments, conducted in
different pressure ranges: 0-50 GPa (phase I), and 80-160 GPa (phase II). Trends
for contributions, observed in phase I, are portrayed with the solid symbols. In
phase II, where it was possible to compare only S(0)1 contribution,the trend for
S(0)1 is depicted with hollow pink circles. The arrow points in the direction of
pressure increase. Trends for 10 K are very steep and are going in the direction
from 2 to
√
2, which indicates that rotational motion becomes more hindered at
lower temperatures with pressure increase.
for rotons) to
√
2 (characteristic for phonons and vibrons), whereas phonon E2g
remains stable around 1.39. The ratio of the only detected S(0)1 contribution of
hydrogen and deuterium at pressures above 80 GPa (phase II in hydrogen and II’
in deuterium) is located in the region of values characteristic for phonons, around
1.4 - 1.39. This curious behaviour indicates that rotational motion becomes
continuously hindered with compression, and as a result rotons tend to turn into
phonons.
Next temperature step that will be used for the analysis is 80 K. At this
temperature, we expect transition to phase II (II’ for D2) in hydrogen and
deuterium at around 100 GPa (see phase diagram in Figure 4.2). Indeed,
Raman spectra at pressures up to 50 GPa do not exhibit any dramatic changes,
besides from normal temperature and pressure broadening (Figures 4.6, 4.7).
There are explicit differences in intensity of corresponding rotons of hydrogen
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and deuterium, which again is related to the rates of ortho-para transition in
isotopes. With the temperature increase, phonon peak becomes less prominent,
so at some pressure steps it was assigned only approximately in the way, which
allowed to keep such parameters as frequency and FWHM of all other related
peaks consistent (Figures A.5, A.6).
Comparison of low-frequency modes by ratios νH2/νD2 shows similar trend as
at 10 K, with ratios of all contributions moving from 2 to
√
2 (Figure 4.8).
Nonetheless, the slope of the trend lines is less steep than at lower temperatures
(Figure 4.5). Such behaviour should not be surprising to us, in case it is related
to gradual hindering of rotational motion upon transition to phase II. Indeed, at
80 K phase transition I-II occurs in pressure window of 60-100 GPa. And trend
lines clearly move in the direction of
√
2, which they will most probably reach
after transformation to phase II.
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Figure 4.6 Representative Raman spectra of hydrogen at 80 K. Peak S(1) is
much more intense than at 10 K, and merges with S(0) at higher pressures.
Shape of the resulting peaks becomes smoother than at lower temperatures, therefore
hampering fitting of contributions. Phonon mode is marked with an asterisk.
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Figure 4.7 Representative Raman spectra of deuterium at 80 K. Here, the most
intense peak is S(0), as at 10 K. Therefore, it is easy to detect and trace phonon
mode, marked with asterisk. At higher pressures, all contributions become much
wider and peaks of the resulting profile eventually merge, which affects the accuracy
of fitting.
71




 S ( 0 ) a v g
 S ( 0 ) 3
 E 2 g
 S ( 0 ) 1
 S ( 0 ) 2



















































P r e s s u r e ,  G P a
S ( 1 ) 1











H 2  F r e q u e n c y ,  c m - 1
√2
Figure 4.8 Ratios of νH2/νD2 plotted versus pressure and D2 frequencies plotted
versus H2 frequencies at 80 K at pressures up to 50 GPa. Black lines with dark
red squares perform the trend for the positions calculated as an average of all three
contributions. Arrow points in the direction of pressure increase. Trends for all
contributions still point in the direction of
√
2, but the slopes are less steep than at
10 K. This means that at 80 K rotons will turn into phonons at higher pressures
than at lower temperatures. Thus, rotational motion becomes more hindered upon
transformation to phase II, which at 80 K also occurs at higher pressures, than at
10 K.
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Pronounced differences are present at 150 K and 300 K. Firstly, phases II
and II’ do not exist at temperatures above 150 K in either isotope. At 150
K hydrogen and deuterium undergo transformation from quantum phase I to
classical phase III at pressures around 160 GPa. In our experiments, although
we reached pressures of 150 GPa for D2 and 165 GPa for H2 at 150 K, we did not
observe transition to phase III. At 150 K, the effect of temperature and pressure
broadening of low-frequency modes is very noticeable. At pressures above 50 GPa
for hydrogen and 20 GPa for deuterium, resulting peaks of S(0) and S(1) merge
and eventually look like a single and very broad band, as shown in Figures 4.9 and
4.10. Nevertheless, these merged bands are still located within sensible frequency
range of rotational peaks, that they are formed of, which is approximately 200-900
cm−1 for H2 and 50-600 cm−1 for D2. This fact leads to a conclusion, that although
most of contributions of rotational peaks slightly shift with pressure, the main
reason for peak merging under compression is significant increase of peak width,
whereas frequencies change very moderately (Figures A.7, A.8). Therefore, we
were able to tentatively determine frequencies of contributions of S(0) and S(1)
even when their shape became less pronounced.
Comparison by analysis of νH2/νD2 ratios showed very interesting behaviour
(Figure 4.11). Trends for all contributions have a steep slope in the pressure
range from 0 to approximately 30 GPa. But under further compression slopes
of the trend lines drastically change, and ratios remain relatively stable at the
level between 1.7-1.9 in the pressure range from approximately 30 to 150 GPa.
Significant deviation of the ratio for the first contribution S(0)1 above 2, that we
observe in the plot, is related to the especially high sensitivity of calculations to
the obtained positions at low frequencies and inaccuracies in their estimations
at higher temperatures due to the broad shape of the peaks. In general, ratios
νH2/νD2 of all contributions are located in the range closer to 2, than to
√
2. In
other words, these excitations behave more like rotons, than phonons, although
rotational movement is slightly hindered (Figure 4.11), compared to the lower
temperatures (10 K and 80 K), when the rotational motion was significantly
hindered with compression, which eventually led to rotons turning into phonons
in phase II. And as we can see now, this behaviour differs from the behaviour of
rotons at 150 K, where motion remains mainly rotational in the whole pressure
range for phase I, practically until transformation to phase III.
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Figure 4.9 Representative Raman spectra of hydrogen at 150 K. Under
compression, contributions of S(0) and S(1) broaden, which leads to low-frequency
modes looking like one wide band. Phonon band, marked with an asterisk, remains
very distinct in the whole pressure range. Background, coloured in red, was masked
from fitting.
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Figure 4.10 Representative Raman spectra of deuterium at 150 K. Similar
to hydrogen, contributions of S(0), S(1) and S(2) broaden under compression,
resulting into single low-frequency mode on the Raman spectra. As in hydrogen,
phonon band, marked with an asterisk, was traced until maximum pressures of this
experiment. Background, coloured in red, was masked from fitting.
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Figure 4.11 Ratios of νH2/νD2 plotted versus pressure and D2 frequencies
plotted versus H2 frequencies at 150 K at pressures up to 150 GPa. The black lines
with dark red squares perform ratio for the positions calculated as an average of all
three contributions in hydrogen and deuterium. The arrow points in the direction
of pressure increase. Ratios of most contributions tend to stay in the range 1.7-1.9,
which implies that motion remains mainly rotational, although slightly hindered.
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Final data set was collected at 300 K with compression to 50 GPa (Figures 4.3 an
4.13). At room temperature S(1) and S(2) rotons are more intense, than at low
temperatures, where S(0) roton is dominant. Pressure induced broadening and
low intensity of S(0) makes it very hard to resolve different contributions of S(0)
in both hydrogen and deuterium. Another difficulty arises from the increased
intensity of peak S(1) in hydrogen and S(1) and S(2) in deuterium. Naturally,
one would expect that fitting of the peak with higher intensity will help to obtain
more accurate parameters. However, as discussed above, peak S(1) ideally should
be fitted with eight contributions, which is not possible realistically. Thus, S(1)
peak is still fitted with three contributions for hydrogen and two contributions for
deuterium. Therefore, although fittings were carried out in a manner consistent
with previous experiments, it is very possible that systematic errors of fitting at
this temperature are bigger.
Due to the systematic errors and relatively small pressure range, comparison of
hydrogen and deuterium systems at room temperature gives rather unreliable
results. We can see in Figure 4.14, that trend lines tend to have remarkably
different slopes. Trend line, calculated as ratio for average positions of three
contributions of S(0) peak in H2 and D2, appears to be located between 1.7-1.8.
This might indicate rotational nature of motion of molecules, but obtained results
are not accurate enough to make any conclusion.
Together with the observed differences in behaviour of rotons, phonon E2g at all
temperatures showed typical phonon ratio close to 1.39 (Figures 4.5, 4.8, 4.11,
4.14) across the entire pressure range of the performed experiments. First of
all, this indicates that suggested method of comparison gives correct results, and
observed changes in rotational trends are caused by the transition to a different
type of excitation. Secondly, it proves, that in our case comparison of the systems
at nominal pressures is valid. Nevertheless, in this specific case phase transition
to phases II in hydrogen and II’ in deuterium occurred at the same pressure range
( around 30- 35 GPa), which might not be true for other experiments. In these
instances we propose to consider pressure scaling, as it will be discussed in the
Section 4.5.
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Figure 4.12 Representative Raman spectra of hydrogen at 300 K to maximum
pressure of 48 GPa. S(1) peak becomes more intense under compression.
Contributions of S(0) and S(1) are very hard to resolve, therefore they were assigned
only tentatively. Phonon mode is marked with an asterisk.
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Figure 4.13 Representative Raman spectra of deuterium at 300 K to maximum
pressure of 52 GPa. In addition to roton S(1), as in hydrogen, we observe
appearance of roton S(2). Peak S(2) was fitted with two contribution, suggested
by the shape of the peak, in order to obtain the optimal fit. Contributions of peaks
S(0) and S(1) are very hard to resolve, therefore they were assigned only tentatively.
Phonon mode is marked with an asterisk.
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Figure 4.14 Ratios of νH2/νD2 plotted versus pressure and D2 frequencies
plotted versus H2 frequencies at 300 K. Maximum pressure reached in these
experiments is 50 GPa. The black lines with dark red squares perform ratio for
the positions calculated as an average of all three contributions in hydrogen and
deuterium. The arrow points in the direction of pressure increase. Temperature and
pressure induced broadening of modes and decreased intensity of S(0) contributions
resulted in systematic errors in fitting of profile with Voigt functions. We observe,
that even at low pressures ratios νH2/νD2 are not very consistent. Nevertheless,
trend line which reflects calculations for average position of all contributions of
S(0) peak, is still located in the range 1.7-1.8, which implies that rotation motion
of the molecules prevails at these conditions.
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Summarizing all discussed above, we successfully accomplished the first attempt
to analyse the rotational behaviour of the molecules in phases I and II (II’ of
D2) by examination of νH2/νD2 ratios of contributions, which compose rotons
S(0) and S(1) in hydrogen and deuterium according to previous theoretical
calculations [Kranendonk 66, Van Kranendonk 83, Silvera 80]. Theoretically, in
the case when molecular motion is purely rotational, this ratio νH2/νD2 should
be equal 2. And for purely vibrational motion it should be equal to
√
2 (or
1.39, which was calculated from experimental data) [Silvera 80]. Experiments
presented in the contributing work revealed the peculiar behaviour of rotons in
different parts of phase I, which is reflected either by change of the νH2/νD2 ratios
for rotational peaks from 2 to
√
2 (or 1.39) under compression or by relative
stability of these ratios in area of values, characteristic for rotons. Observed
trends point to the difference between those domains of phase I, where below 150
K hydrogen and deuterium transform to phase II, and above 150 K where they
undergo transformation directly to phase III.
At temperatures below 150 K, rotational motion becomes more hindered under
compression, and rotons continuously become phonons. This transition takes
place whilst in phase I, and presumably is accomplished after transformation
from phase I to phase II (II’). In our experiments at 10 K, phase transitions
to phases II and II’ in hydrogen and deuterium occurred at the same pressure
window, between 30-35 GPa. But ratios νH2/νD2 reached values close to 1.4-1.39
after phase transition, only around 60 GPa, being already in phase II (II’). This
phenomenon might be related to the mechanisms leading to the formation of
phase II and effects of pressure induced ortho-para conversion, but more research
is required to understand what influence these effects have on each other.
At higher temperatures, rotational motion seems to persist over the pressure range
of phase I up to 150 GPa. Yet, the frequency ratios still show deviation from the
purely free rotational motion. Such slight hindering of rotational motion might
be due to the rotational levels suffering shift which arises from the coupling of
rotational states with lattice vibrations and anisotropic intermolecular forces,
or interference with other modes, which might become Raman active under
compression.
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4.4 Low-frequency modes fitting and analysis.
Phases IV, IV’ and V
Recent experimental discoveries of high pressure phases IV, IV’ and V of
hydrogen and IV and IV’ of deuterium reignited the field [Eremets 11, Howie 12a,
Dalladay-Simpson 16] (phase diagram can be found in Figure 3.2). Complex
behaviour of hydrogen and its isotope at extreme pressures makes it very difficult
to determine structure of these high pressure phases accurately. We know, that
Raman spectra of both isotopes in phases IV and IV’ features prominent peaks in
low-frequency area [Howie 12a, Dalladay-Simpson 16]. In phase I similar peaks
appear because of the rotational motion of the molecules (Section 4.3). Which
then raises following questions: what are the low-frequency modes in phases IV
and IV’ of H2 and D2? Do they reflect rotational motion, and therefore quantum
nature of these phases, or they are related to lattice phonons? In order to answer
these questions we will do a brief analysis, using the same method as in Section
4.3.
This section presents accurate fittings of the Raman spectra of hydrogen and
deuterium at pressures above 200 GPa.2 Obtained results are in overall agreement
with previously published data [Howie 12a, Howie 12b, Dalladay-Simpson 16].
Nevertheless, there are some differences, which can be explained by the difference
in data interpretation.
Three low-frequency modes L1, L2, L3 of phase IV are accompanied by another
peak L4 emerging in the vicinity of peak L3 in both H2 and D2 (Figure 4.16,4.15).
In the presented analysis peak L4 in deuterium is detected only around 340
GPa, while Dalladay et. al. reported its emergence already at 300 GPa
[Dalladay-Simpson 16].
L3 peak was previously thought to disappear with transformation to phase V
[Dalladay-Simpson 16]. On the other hand, the frequency-pressure trend with its
steep increase to the higher energy region might be construed as a gradual overlap
of L3 mode with the 1-st order diamond Raman peak around 1330 cm−1 (see trend
lines in Figures A.12, A.11 of Appendix B). In the presented way of fitting, area
and FWHM of this peak are decreasing with pressure which is in a good agreement
2High-pressure experiments, described in this section were conducted by Dr. Howie and Dr.
Dalladay-Simpson, and fitted and analysed by the author of the present thesis.
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with the previous research [Dalladay-Simpson 16]. Nevertheless, in case this peak
shifts in the area of the diamond band, we can speculate that FWHM and area
trends are not entirely correct and instead of exhibiting massive decrease under
compression above 300 GPa they might be expected to be relatively stable.
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Figure 4.15 Representative Raman spectra of H2 at nominal pressures from
260 GPa to 390 GPa at 300 K, fitted with Voigt profiles. The first order diamond
peak coloured in red is masked from fitting as few other regions. The second order
diamond peak is coloured in pink and is taken into account when fitting due to
overlapping with the ν1(H2) vibron. Frequency, FWHM and areas dependencies on
pressure can be found in Appendix B, Figure A.11)
83
0 5 0 0 1 0 0 0 1 5 0 0 2 0 0 0 2 5 0 0 3 0 0 0 3 5 0 0
3 7 9  G P a
3 5 4  G P a
3 2 0  G P a
2 7 2  G P a
D 2  3 0 0  K ,  p h a s e  I V  a n d  I V '











Figure 4.16 Representative Raman spectra of D2 at nominal pressures from
272 GPa to 379 GPa at 300 K. The first order diamond peak coloured in red is
masked from fitting as few other noisy regions. The second order diamond peak
is coloured in pink and is included in fitting due to overlapping with the ν1(D2)
vibron. Frequency, FWHM and areas dependencies on pressure can be found in
Appendix B, Figure A.12.
Another refinement concerns low-frequency mode L1. Its asymmetric shape and
abrupt drop on the left side allude to the potential interference of the notch filters
used for minimization of the effect of the laser signal in the collected spectra.
Obviously, such parameters as FWHM and area strongly depend on how the
shape of the L1 peak is defined. Since the influence of filters cannot be eliminated,
it might be too ambitious to make any assumptions about a transition to a new
phase based on the changes of this peak. Summarizing all written above, the
current interpretation of the transformations of the Raman spectra is questioning
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the pressure range of phase transition to phase V in hydrogen and potential
coexistence with phase IV’ to higher pressures than it was proposed hitherto
[Dalladay-Simpson 16].
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Figure 4.17 Frequencies of D2 low energy modes plotted versus frequencies of
H2 low energy modes and D2 vibron versus H2 vibrons at equivalent pressures.
Location of the points above the line with slope 1/
√
2 indicates that all excitations
behave as phonons. Arrows point at the direction of pressure increase.
As we continue the discussion about the nature of low-frequency modes, we should
return to the comparison of these features in both isotopes. Transformation to
phases IV and IV’ in deuterium is delayed in pressure, compared to hydrogen
[Howie 12a, Dalladay-Simpson 16]. This makes comparison of these high pressure
phases of hydrogen and deuterium more complex. In order to make sure that we
compare states with similar properties, we had to implement pressure matching,
which will be discussed in Section 4.5 in details. Polynomial fittings applied
to accurately defined frequency-pressure dependencies provided an opportunity
to extend experimental data set for adequate data correlation. Obtained data
sets were then used for the analysis by comparison of frequencies of low-
frequency modes in hydrogen and deuterium. We plotted D2 frequencies versus
H2 frequencies of corresponding modes at matched pressures, as shown in Figure
4.17. The result that we observe is rather curious. D2 frequencies plotted versus
H2 frequencies at equivalent pressures reside above the line with the slope 1/
√
2
for both low-frequency and high-frequency modes. Interestingly, low-frequency
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modes shift very quickly from
√
2, which is characteristic for phonons and vibrons,
but in the direction opposite to 2. In other words, these excitations are most
probably not related to rotational motion. Therefore, we can conclude, that low-
frequency modes of phases IV and IV’ of both isotopes most probably arise from
lattice vibrations.
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4.5 Comparison of H2 and D2 systems. Pressure
calibration.
Since the only difference between H2 and D2 is their different nuclear masses,
they are expected to present similar reactivity and phase diagrams. As has been
broadly shown in the literature, although H2 and D2 phase diagrams are similar,
there are several obvious differences in the pressure ranges of H2 and D2 structural
phases (Figure 4.18).
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Figure 4.18 Frequency shifts of H2 and D2 vibrational modes as a function of
pressure at 300 K. Upper part corresponds to the H2 vibrons, lower part of the plot
represents the D2 vibrons. Transitions from phases I-III and III-IV are found at
higher pressures in deuterium compared to those of hydrogen.
Clear examples are seen in phases II and II’ of hydrogen and deuterium (Figure
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4.2), which are driven by quantum effects and zero-point energy [Liu 17], and
phases IV’ and V of the isotopes (Figure 4.18) due to the higher rates of tunnelling
in hydrogen [Howie 13]. Therefore, this raises the issue as to how these systems
should be compared.
One way to approach such comparison is to use frequency of hydrogen and
deuterium vibrons. Similar method has been previously suggested by Howie
et al. for pressure calibration [Howie 13]. Such approach appears to be
rather reliable, because vibration frequency is tied to the interatomic distance,
therefore when particular frequency is reached, hydrogen/deuterium undergo
phase transformation, independently of pressure measured by diamond edge or
ruby fluorescence. In order to use vibrational frequencies of H2/D2 for such






Normalized vibrational shifts of hydrogen and deuterium, being in the same
structural state, should be equal to each other, which is supported by following
logic. Vibrational nature of excitations suggests that ratio νH2(Px)/νD2(Px) is





2 = const (4.2)







where P0 equals 0 GPa, Px is variable, ∆νH2 and ∆νD2 are relative frequency shifts
in hydrogen and deuterium respectively. Relative frequency shifts ∆νH2(Px) and
∆νD2(Px) can be described as:
∆νH2(Px) = νH2(Px)− νH2(P0) (4.4)
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∆νD2(Px) = νD2(Px)− νD2(P0) (4.5)








And, by substituting 4.1 to 4.6, we prove that normalized frequency of the isotopes
in similar states should be equal to each other:
νH2norm(Px) = νD2norm(Px) (4.7)
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Figure 4.19 Normalized frequency shifts νnorm(Px)=(ν(P0) − ν(Px)/ν(P0) of
H2 and D2 as functions of nominal pressure. Different colour domains show
corresponding phases in H2 and D2. The red line points at the pressure shift of
the corresponding normalized frequency shifts in H2 and D2 in phase IV’, equal to
80 GPa.
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In Figure 4.19 we demonstrate the normalized shift of the vibron for H2 and D2
as a function of pressure. It is shown that different pressures are required to reach
the same phases in both isotopes as anticipated. Therefore, based on the above
assumptions, we estimated the required pressure to obtain identical normalized
frequency shifts in hydrogen and deuterium. The pressure shift of D2 vibron
versus pressure required to reach the equivalent H2 vibron frequency varies from
5 GPa in phase I, to 20 GPa in phase III, reaching its maximum of more than 80
GPa in phase V of hydrogen. Unfortunately, this dependence does not follow any
straight law. Hence, we attempted to describe the relationship between matching
pressures by equation 4.8. Due to the complex relationship between corresponding
pressures in different phases, it was not possible to characterize the normalized
vibron shift vs. pressure with a single equation. We decided that the optimal
solution is to use different approximations depending on the pressure range. We
split the pressure range into two segments from 0 to 230 GPa and 230 GPa to 300
GPa (see Figure 4.20). In this way, we describe the D2 vs. H2 normalized vibron
shift, or equivalent pressures required to induce in deuterium the same structural
transitions as in hydrogen, through the polynomial:





Where the coefficients, Bn (n=1..9), depend on the pressure range and are listed
in Table 1 A.1 of Appendix B. As shown in Figure 4.20, the calibration shows a
good fit in all high-pressure phases at room temperature.
Now, it is also possible to relate frequencies of hydrogen directly to frequencies
of deuterium or vice versa by the following equation, derived from fitting of
experimental data at matched pressures with polynomials:





with the coefficients for νH2(νD2) and νD2(νH2) listed in Table A.2 of Appendix
B.
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Figure 4.20 Illustration of interdependence between H2 and D2 equivalent
pressures (equation 4.8). Different colours of the curve segments indicate ranges
from 0 to 230 GPa of hydrogen pressure and 230 GPa to 300 GPa of hydrogen
pressure, which were fitted with different polynomials (see Appendix B, Table A.1
for polynomial coefficients).
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Figure 4.21 The values of the observed vibron frequencies of D2 plotted versus
H2 vibron frequencies from 0 to 375 GPa of matched pressures. Plotted points are
obtained from polynomials calculated from experimental data. The arrows point
in the direction of frequency change when pressure is increased. The black line
indicates the ideal ratio between vibrational frequencies and has the slope of 1/
√
2.
Inset: vibron frequencies of D2 plotted versus H2 vibron frequencies before pressure
matching.
91
Figure 4.22 Extrapolation of the curves for ∆ν = (ν0−νp)νp in H2 and D2 as a
function of pressure to 700 GPa. Red line indicates H2 vibron relative frequency
shift, whereas green and yellow is for D2 vibron relative frequency shifts. Grey
line indicates potential point of convergence of extrapolated curves for H2 and
D2. As can be inferred from the plot, there are at least two options for higher
pressure behaviour. Extrapolation depicted with the yellow line suggests phase
transformations in D2 similar to those in H2, although considerably shifted to higher
pressures. Alternatively, extrapolation with the green curve implies another phase
transformation from phase V, occurring at the similar pressure range for both H2
and D2 as it happens with the phase III. The purple dashed line indicates equivalent
relative frequency shift of transition to phase V in H2 at approximately 320 GPa
and D2 at around 470 GPa.
To check if the suggested method of matching gives satisfactory results, we
will refer to the same method of analysis, as we used in Sections 4.3 and 4.4
for low-frequency modes. In Figure 4.21 trend for frequencies of hydrogen and
deuterium which plotted versus each other after pressure matching differs from
trend performed before pressure matching (see inset, Figure 4.21). Without
pressure matching, with pressure increase trend line quickly moves from the
guideline of
√
2, which contradicts the harmonic behaviour of the modes. On
the other hand, with applied pressure matching, we obtain rather stable results,
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when trend is following
√
2 (1.39) guideline, which agrees with its vibrational
nature. Hence, suggested pressure matching method can be considered reliable.
In view of the above observations, it is interesting to speculate on H2 and D2
behaviour at pressures above 400 GPa. Pressure shifts of phase transitions
between III, IV, IV’ phases of D2 with respect to those in H2 suggest that phase
transformation in deuterium to phase V will be delayed from 320 GPa of phase
V in H2 (Figure 4.22). This would lead to a logical conclusion, that metallization
of D2 might also occur at much higher pressures than that of hydrogen, given
the relative pressure difference in phases IV’ of H2 and D2 of approximately 80
GPa. On the other hand, in Figure 4.22 we see how after with the relative
frequency shifts in lower-pressure phases I and II there is a sudden convergence
of the (ν0 − νp)/ν0 curves and almost simultaneous transition to phase III and
phase IV. Examination of (ν0 − νp)/ν0 curves of H2 and D2 and extrapolation of
those to higher pressures results into another potential pattern of convergence at
pressures above 500 GPa, presumably designating another non-described phase
transition. In both cases, comparison of equivalent normalized frequency shifts
and slope angles shows that the transition to phase V in deuterium is expected
to occur around 470 GPa.
It is intriguing to observe how the H2 and D2 vibron relationship change in
the different phases. As known, phases I and II are mainly governed by
quantum effects, changing to dominant classical intermolecular interaction in
phases III, IV, IV,’ and V. Transition to the metallic state should involve other
change of interaction type from mainly classical to proton-proton interaction and
delocalization of electrons [Mao 94]. In other words, we might expect two phase
transitions which would be governed by a change of main interplay mechanism and
nuclear mass whereas the rest of phases appear due to the more efficient packing
under compression. Therefore, converging of the curves of relative frequency




An attempt to gain greater clarity with respect to the rotational motion of
hydrogen and deuterium by analysis of low-frequency excitations in Raman
spectra was made. For that reason, several experiments at various temperatures
and pressures were carried out in addition to those, conducted previously, and
analysed in the present work. Due to the ambiguity of the understanding of phase
II nature and mechanisms of formation, current project was specifically focused
on phase I and phases IV and IV’, which feature intense low-frequency modes.
Although because of the broadening and merging of low-energy peaks it was not
possible to determine unambiguously the degree of interaction between rotational
and vibrational motions, we were able to identify some behavioural trends by
indirect comparison of excitation frequencies in hydrogen and deuterium. Our
analysis suggested that rotational motion is hindered in the low-temperature
domain of phase I before it transforms to Phase II. Trends implied that rotons
might eventually become phonons when approaching border to Phase II. On the
contrary, trends in phase I domain located at temperatures above 150 K point at
more rotational behaviour across the whole pressure range, although it appears
to be slightly frustrated. Therefore, rotons in different domains of phase I behave
differently. More analysis is needed to explore the reasons for such distinctness.
A similar analysis of low-frequency excitations in phases IV and IV’ confirmed
their vibrational nature. These modes can be explained as phonons arising from
the hexagonal lattice.
In order to indirectly study low-frequency modes of hydrogen and deuterium, it
was crucial to apply correct pressure scaling. For that reason, several equations
which allowed estimation of equivalent pressure or frequency in both hydrogen
and deuterium by introducing relative frequency shift were suggested. This
method showed good results for the experiments described in the present work.
Comparison of normalized frequency shifts as functions of pressure for hydrogen
and deuterium presented the intriguing character as the potential convergence of
the curves at the points of transition between different types of intermolecular
interaction. Extrapolation of the results to pressures above 500 GPa resulted in
two potential scenarios when metallization of deuterium either occurs at pressures
close to those of hydrogen, or it will be significantly delayed. At the same time,
both scenarios showed the transition to phase V in deuterium around 470 GPa.
94
To summarize, the present work elucidated the unique behaviour of rotons in
different domains of phase I, as well as proved the solid structure of phases IV
and IV’ but confirming phonon type of low-frequency modes. The conclusions to
be drawn from this analysis might help in future research, which might be needed
to define the type of interaction in phase II and influence of ortho-para transition
on the rotational motion of the molecules in both isotopes. Contributing work also
proposed a reliable method of comparison of hydrogen and deuterium systems,




New dense high-pressure phases
in nitrogen/oxygen binary system
at 300 K
5.1 Introduction
This chapter describes an extended phase P-x phase diagram of nitrogen/oxygen
binary system at ambient pressure. Although, some of the measurements achieved
150 GPa, the highest recorded pressures for this system, the majority of exper-
iments were limited to pressures up to 45 GPa. The experimental data reveals
high complexity of high-pressure phase diagram and further suggests formation
of new compounds. The contributing work shows an overall agreement with the
previously reported sequence of phase transitions at ambient temperature. There
are, however, some discrepancies in pressures and compositions.
Most of the samples were cryogenically loaded by mixing liquefied nitrogen and
oxygen. Concentrations of the cryogenically loaded samples were estimated by
measuring the relative intensities of the peaks in the Raman spectra of oxygen
and nitrogen in fluid phase of the sample. Air sample and 25% O2 sample were
gas loaded from premixed gases with the error bar on the concentration of ±2%.
For our convenience all experiments are divided into 5 groups according to their
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Figure 5.1 Experimental phase diagram of the nitrogen/oxygen binary system
based on our experimental results and previously reported research [Sihachakr 04,
Akahama 14, Akahama 16]. Different colours represent different groups of the
samples (see Table 5.1). The phase diagram will be discussed in details in the
following sections.
concentration and the similarities of the Raman spectra at pressures above 10
GPa. Group I includes samples with concentrations up to 24% of oxygen. Group
II exists in a very narrow window of concentrations around 25% of oxygen and
corresponds to a potentially stoichiometric compound (N2)3O2, discussed earlier
[Sihachakr 06]. Group III consists of samples with concentrations above 26% O2
to 45% O2. Concentrations from 45% to 70% belong to Group IV, and 70% to
100% O2 to Group V. Phase transitions in these groups are briefly described in
Table 5.1 and depicted in Figure 5.1.
To keep phase diagram coherent with the previously reported research we will
continue using the same system of terminology for phases, where F is fluid, and S
is solid; phases S1, S2, S3, S4, S5, S6 are the same as described in [Sihachakr 04].
Phase S3’ is renamed to S9 to avoid possible confusion. This chapter will consist
of sections, dedicated to each of five groups of experiments and will be finalized
by the discussion of the results.
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Table 5.1 Summary of phase transitions in the conducted experiments. Samples
were divided into 5 groups depending on the sequence of transformations. For
concentrations with more than 50% O2 we observed high non-homogeneity above
15 GPa, which could also be detected by visual observations. Although it was
impossible to measure exact composition in different parts of the sample in solid
phases, different intensity of specific features in optical spectra together with visual
observation allowed to estimate composition of mixtures.
Group # loading % O2 Phase Transitions
I 12 13 F ->S2 ->S6
I 7 18 F ->S2 ->S6
I AIR 21 F ->S2 ->S6
II 20 25 F ->S2 ->S7 ->S8
II 11 26 F ->S2 ->S7 ->S8
III 13 35 F ->S2 ->S10 ->S11 -12 ->S13
III 10 42 F ->S2 ->S10 ->S11 -12
IV 6, light 52 F ->S2 ->S9 ->S14 ->S15
IV 6, dark 52 F ->S2 ->S9 ->S14 ->S15
IV 5, light 68 F ->S2 ->S9 ->S14 ->S15
V 5, dark 68 F ->S2 ->S9 ->ε-O2+ε-N2
V 8 75 F ->S2 ->S9 ->ε-O2+ε-N2
V 4, light 82 F ->S3 ->ε-O2+ε-N2
V 4, dark 82 F ->S3 ->ε-O2+ε-N2
5.2 Group I
Nitrogen-Oxygen mixtures have already been found to behave isostructurally to
phases of their pure components, albeit with slight distortions of crystal lattice
due to the difference of molecule size [Sihachakr 04, Akahama 14, Baer 90]. In
our nitrogen-rich experiments, with O2 concentrations not exceeding 24% (Group
I), we observe similar picture. Figure 5.2 illustrates Raman spectra over a 40 GPa
range for sample with 18% O2, undergoing phase transitions Fluid-> S2-> S6.
Evidence for such phase sequence is supported by frequency changes of low and
high frequency excitations, shown in Figure 5.3. Phase S2 corresponds to solid
solution of O2 in δ-nitrogen where O2 molecules substitute N2 on the sites of
cubic Pm3n structure. Spectral modifications observed there are analogous to
that of phase S2 reported in works of Baer et al. [Baer 90] and Sihachakr et al.
[Sihachakr 04]. It exhibits distinctive doublets of O2 and N2 vibron area which
are associated with two crystallographic sites with different type of order.
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Figure 5.2 Group I. Representative Raman spectra of 18% O2 mixture upon
compression at 300 K. Characteristic features of all phases are clearly resolved.
For comparison, the top grey spectra are of pure nitrogen and oxygen at 40 GPa in
their respective ε phases.
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Figure 5.3 Group I. The frequency-pressure dependence of the Raman modes of
mixtures with 13% O2 (orange balls) and 18% O2 (purple squares) at 300 K. The
grey dashed lines are for pure O2 and N2. Features of O2 vibron in ε*-N2 were
hardly distinguishable due to the high concentration of N2, thus not shown on the
plot. Interestingly, the low-frequency spectra demonstrate overall correlation with
pure species albeit peaks at 200 cm−1 are considerably weaker. Additionally, the O2
peak around 400 cm−1 is split into a doublet. Although we suggest dissolution of
S2 into alloy with ε-oxygen, the main ε-vibron of O2 is red shifted.
Under further compression, phase S2 undergoes a significant spectral modifica-
tion, previously explained as the formation of δ-nitrogen and ε-oxygen as the
S2 phase demixes, manifesting an O2-triplet. However, this region of coexisting
phases is stable in only a very small range of pressures, transforming above 15 GPa
into phase S6, pressures characteristic for the δ-ε transition in N2. The higher-
pressure S6 phase is found to be stable to at least 40 GPa. The S2-S6 transition
is characterised by the loss of S2 modes, the appearance of (O2)4-vibrons from
the ε-phase at 1450 cm−1 and 1580 cm−1 (shifted from pure ε-oxygen), and new
weak bands at 1608 cm−1 and 1630 cm−1. This is in agreement with the low-
temperature study of Minenko et al [Minenko 04]. The N2-vibron bands appear to
be similar to those in pure ε-nitrogen. Low-frequency spectra reveal an abundance
of sharp and intense librational and phonon modes.
Figure 5.3 is representative of the amalgamated data collected in all the
experimental runs on samples with 13% O2 and 18% O2. Both samples
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undergo following transitions: Fluid -> S2 ->S6. Up to pressures of 15 GPa,
the vibrational response is found to be in agreement with previously reported
measurements.
Comparison of obtained Raman spectra characteristic for group I with those of
pure elements is given in Figures 5.2 and 5.3. Frequency-pressure dependence
indicates that ε-oxygen vibrational band is rather red shifted. This could be
explained by a small amount of N2 molecules dissolved in the ε-oxygen structure,
which disturbs the interaction between O2 molecules, diminishing resonance shift
of the O2 vibron [Minenko 04]. Oxygen doublet originates from oxygen molecules
occupying two different sites in ε-N2. In contrast to previous studies [Minenko 04,
Baer 90, Baer 89], here we observed these peaks up to 40 GPa, with a steady
intensity increase. Vibrational band of nitrogen appears to be identical to pure
nitrogen. Frequencies of low-energy modes in general agree with both ε-oxygen
and ε-nitrogen, with such additional peaks and splitting of the oxygen mode.
Thus, we infer that phase S6 might consist of a small amount of ε-oxygen, ε-




As expected from the study of Sihachakr et al. a stoichiometric compound
(N2)3O2 can be possibly formed in this area [Sihachakr 04]. This group covers
a very narrow domain with concentrations close to 25% O2. Samples with
concentrations of 25% and 26% O2 undergo transition from fluid to S2 phase,
and consequently transform into S7 at 20 GPa and later to S8 above 41 GPa,
compounds that exhibit immensely intense features that are uncharacteristic for
other phases.
The evolution of the Raman spectra with pressure is presented in Figure 5.4
for 25% O2 mixture and in Figure 5.5 for 26% O2 mixture. As known, there
are no phase transitions happening at approximately 20 and 40 GPa pressures
in pure components (see Chapter 3). Sharp O2 and N2 vibron peaks from
the fluid are replaced by sharp doublets characteristic of the S2 phase. Under
further compression, Raman signatures of oxygen differ significantly from all other
observed phases. Unlike other phases of nitrogen/oxygen system, phases S7 and
S8 possess a notably simpler low-frequency landscape, with a broad peak of S7
transitioning into two broad bands at approximately 380 cm−1 and 550 cm−1 at
pressures above 25 GPa (Figures 5.4 (a), 5.6).
Phase S7 is characterised by the extremely broad and asymmetric oxygen vibron
with a distinctive shoulder on the higher frequency side and a broader nitrogen
vibron showing less distinctive features as usually ( Figures 5.4, 5.6, 5.7). In phase
S8, above 40 GPa, two broad and ill-defined low-frequency bands are accompanied
by a symmetric and broad O2 vibron and a rather asymmetric N2-vibron with a
strong shoulder on the high-frequency side. Oxygen vibron mode in phases S7
and S8 is much wider than vibrational mode of pure oxygen, which is shown in
Figure 5.7.
Such unique Raman landscape can be characteristic for the new stoichiometric
compound, presumably (N2)3O2. The formation of (N2)3O2 was predicted by
the observed anomaly of the site distribution for N2 and O2 in these mixtures.
This compound can be formed in the region with 20-30% O2 as a result of
combination of the unique magnetic properties of oxygen, and preferable packing
[Sihachakr 04].
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Figure 5.4 Group II. Evolution of the low-frequency part of the Raman spectra
(a), oxygen vibron (b) and nitrogen vibron (c) of nitrogen/oxygen mixture with 25%
O2 under compression to 41 GPa at 300 K. The grey lines on top indicate spectra
of pure oxygen and nitrogen at 40 GPa in their respective ε phases. Interesting
to note, that the nitrogen vibron in the mixture appear to be similar to pure ε-
nitrogen. Although the Raman spectra of low-frequency modes change drastically
from those of pure species, accompanied by a significantly broader and asymmetric
oxygen vibron. All these features suggest formation of new compound with possible
stoichiometric composition of (N2)3O2 upon compression above 15 GPa predicted
earlier [Sihachakr 04].
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Figure 5.5 Group II. Representative Raman spectra of nitrogen/oxygen mixture
with 26% O2 compressed to 53.8 GPa at 300 K. Phase transitions, occurred in
this mixture, are following: Fluid ->S2->S7->S8. This sample was compressed to
a slightly higher pressure than the previous, which allowed us to witness another
phase transition S7->S8 characterized by emergence of two broad bands at around
400 cm−1 and 500 cm−1, and the oxygen vibron, which broadens and becomes more
symmetric. Nitrogen vibron becomes much broader, with less pronounced features.
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Figure 5.6 Group II. Raman frequencies of the lattice modes, oxygen vibrons and
nitrogen vibrons as functions of pressure for samples with 25% O2 (orange balls and
cyan star) and 26% O2 (purple squares) mixtures. The dark grey dashed lines are
for pure N2 and O2. The light dashed purple and orange lines are guidelines for eye
for dependencies extrapolated to high pressures from sample with 25% O2 mixture.
Figure 5.7 Group II. FWHM of oxygen vibron as a function of pressure for
samples with 25% O2 (orange balls and cyan star) and 26% O2 (purple squares)
mixtures. The grey dashed line is for pure O2. The light dashed purple line is
a guideline for eye for the dependence extrapolated to high pressures from sample
with 25% O2 mixture.
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5.4 Group III
The sequence of structures, as described in Table I, observed under pressure with
samples of oxygen concentrations varying in the range between 26% and 45%
have been identified by unique spectral modifications of the low-frequency modes
and oxygen and nitrogen vibrons up to 150 GPa. Currently, this is the highest
pressure nitrogen/oxygen system has been exposed to.
Raman spectra of Group III are depicted in Figure 5.8. Several phase transitions
can be observed. Mixtures with 35% O2 generally follows pure-nitrogen
transitions to 80 GPa with some exceptions. As other nitrogen-rich mixtures, the
sample undergoes a transition from fluid to S2 phase, which further transforms
to phase S10. The abundance of low-frequency modes however lacks one of the
characteristic phonon peaks of ε-oxygen around 900 cm−1, featuring broad triplet
instead above 80 GPa. The oxygen vibron is a typical ε-oxygen singlet, whereas
nitrogen appears to be similar to ε-nitrogen. Upon reaching phase S11, ε-nitrogen
vibrational modes split into 4, which is indicative of ε to ζ-phase transition in
nitrogen. On the transformation to ζ-phase, new lower energy excitations appear.
Interestingly, intensities and positions of low-frequency Raman spectra for this
group are radically different from group I and II. Two peaks (around 220 cm−1
and 325 cm−1) appear to be very intense, moreover intensity of these peaks is
increasing with pressure so that they become comparable with higher-frequency
doublet at 500-600 cm−1. One of possible explanations of these features could be
that this phase is formed by the coexistence of ζ-nitrogen phase with a modified
version of ε-oxygen phase, due to the different molecular environments and crystal
field.
At pressures greater than 80 GPa in phase S12 there is a sudden emergence
of a new oxygen vibron peak at 1602 cm−1, accompanied by a series of small
peaks that appear around 979 cm−1. Due to the drastic increase of low-frequency
excitations and no relevance to any phase transition in either pure nitrogen or
oxygen at these pressures, we speculate that S12 might comprise of ζ-nitrogen
and modified ε-oxygen, although the unit cell might be enlarged, say, doubled in
size.
With the phase transition from S12 to S13, which reflects the transition from ζ-
nitrogen to κ-nitrogen [Gregoryanz 07], the second oxygen vibron vanishes. The
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Figure 5.8 Group III. Representative Raman spectra of the librational/lattice
region (panel a) and vibrational modes (panels b, c) for a mixture of 35% O2
concentration. The grey lines indicate spectra of pure oxygen at 90 GPa and
nitrogen at 40 GPa, both in their ε phases. Arrows point at new peaks or dramatic
changes in landscape in low-frequency and oxygen-vibron regions.
significant loss of intensities of O-O and N-N stretching modes are accompanied
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also by a marked decrease of intensities of the lattice modes with only one peak
remaining very strong. This might be related to the transition of oxygen to the
metallic phase, though this transition is delayed due to the high concentration of
nitrogen. Interestingly, samples did not start to reflect as pure metallic oxygen,
although still steadily darkening (becoming more opaque) with pressure. The
frequency-pressure dependence of the nitrogen vibron indicates that the transition
to the amorphous semiconducting κ-nitrogen occurs around 110 GPa (Figure 5.9).
This might be an indicator that the phase S13 is amorphous and correlated with
a monoclinic structure of κ-nitrogen, although including small amount of oxygen
dissolved in nitrogen lattice [Gregoryanz 07].
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Figure 5.9 Group III. Raman frequencies of the lattice modes, oxygen vibrons
and nitrogen vibrons as functions of pressure for samples with 35% O2 (orange
balls) and 42% O2 (purple squares) mixtures. Dark grey dashed lines are for pure
N2 and O2. The light grey vertical lines are guidelines for eye for observed phase
transitions at pressures above 60 GPa: S10 -> S11 corresponding to ε-ζ transition
in N2, S11 -> S12 at 80 GPa happening independently of phase transition in pure
N2 and O2, S12 -> S13 at 120 GPa which could potentially correspond to ζ-κ
transition in nitrogen. The appearance of two new oxygen vibrons at lower frequency
is documented. Nitrogen vibron is similar to pure nitrogen in all phases. Lattice
modes are rather rich, with few new modes emerging in S10, S11, and S12 phase,
with most of them vanishing in S13 phase above 120 GPa.
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5.5 Group IV
Group IV represents phases with a more strongly marked oxygen influence, being
on the oxygen-rich side of the phase diagram. Unlike experiments within groups
I-III, where samples were uniform up to high pressures, samples in this group are
characterised by separation into lighter and darker non-homogeneous areas with
visible crystalline boundaries at pressures greater than 12 GPa, presumably after
the phase transition from phase S9. Photographs of the sample with 52% O2 at
different pressures are presented in Figure 5.10. Inferred from relative Raman
intensities of oxygen and nitrogen vibrons, darker parts of the samples are more
oxygen-rich, whereas in the lighter parts the concentration of nitrogen is higher.
Figure 5.10 Group IV. Microphotographs of a nitrogen-oxygen mixture with
52% O2 at different pressures: (a) Fluid at 0.7 GPa. (b) Sample separated into
the light (nitrogen-rich) and dark (oxygen-rich) parts at 15 GPa. (c), (d), (e), (f)
show the sample at 20 GPa, 25 GPa, 30GPa, 40 GPa respectively. The mixture
is transparent and colourless in the fluid state. With increased pressure it obtains
reddish orange colour, which is specific for ε-phase of oxygen.
In group IV, we observed the formation of two new phases reflected by shape and
intensities of O2 excitation and changes in low-energy part of spectra (see Figures
5.11, 5.12). This will be shown on the example of the sample with 68% O2. The
following phase transitions take place: F->S2 at 6 GPa, S2->S9 at 8 GPa, S9 ->
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Figure 5.11 Group IV. A pressure evolution of the Raman spectra collected in
52% O2 mixture and in the N2-rich part of the sample. The grey lines on top
correspond to spectra of pure nitrogen and oxygen at 40 GPa in their respective
ε phases. Inset on top of (a) emphasizes appearance of broad peak at 950 cm−1
which is associated with ε-oxygen. We observe branching of low frequency modes
occurring in S15 phase as well as rise of O2 doublet. Intensity redistribution in O2
doublet which is presumably due to the different crystal orientation in the highly
non-homogeneous mix.
S14 at 12 GPa, and S15 remains stable above 15 GPa to at least 40 GPa. The
oxygen vibrational-peak remained single in the fluid phase, then subsequently
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changed to the doublet, characteristic to the S2 phase. On the S2->S9 transition
the two oxygen vibron bands become a singlet again. Asymmetric shape of oxygen
vibron peak at 10 GPa ( Figure 5.11) with a pronounced shoulder on the left points
at coexistence of two phases, one of which is reflected by a oxygen vibron doublet
and another is most probably a singlet. Given the sequence of phase transitions
and previous reports of hexagonal phase in similar pressure and concentration
ranges, this phase can be assigned to S9, possessing kagome lattice [Akahama 14].
This phase will also be discussed in Section 5.6.
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Figure 5.12 Group IV. Frequencies of lattice modes, O2 vibrons and N2 vibrons
plotted as functions of pressure from experiments with 52% O2 and 62% O2
mixtures. We collected spectra in all parts of non-homogeneous samples after
transformation to S15 phase. To avoid plots being overly complicated we will
present here only dependencies for nitrogen-rich parts (with transition to S15 phase)
above 15 GPa. N2 vibron reflects its pure behaviour, whereas oxygen vibron is split
into a doublet, which differs from pure ε-oxygen vibron.
Transition to S14 around 15-17 GPa is characterized by emergence of two weak
peaks neighbouring the oxygen vibron (Figures 5.11 B, 5.12). These peaks could
be similar to those corresponding to distorted ε*-nitrogen phase with O2 molecules
substituting N2 as in phase S6. On the low-frequency side of the strong peak
at 1580 cm−1, which could correspond to ε phase of oxygen, a less intense peak
appears approximately 10 cm−1 lower in energy (see Figure 5.11 B). These changes
coincide with emergence of new bands in low frequency range (Figure 5.11 A).
Such rich Raman landscape suggests a rather complex structure. A possible
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speculation is that S14 comprises ε-nitrogen, ε-oxygen, ε*-N2 with O2 embedded
in the lattice and some new compound.
The most pronounced effects of S14 to S15 transaction around 22 GPa are the
abrupt change of frequency-pressure dependence of O2-doublet, and emergence of
intense low-frequency modes (Figures 5.11, 5.12). Although pressure- frequency
dependence confirms that O2-vibron mimic trend for its ε phase, albeit slightly
shifted to the lower energy, the low-frequency excitations are more complex with
new well-pronounced modes including one at 245 cm−1 and doublet at 373 cm−1
and 411 cm−1. It is found that a remarkably broad low-frequency peak at around
800 cm−1 started growing after phase transition to ε phases of both N2 and O
above 30 GPa, after the disappearance of the N2 vibron. All that implies that
S15 could consist of ε-nitrogen, ε-oxygen and a new compound possibly related
to a cluster structure.
A common feature for all samples is the significant decrease of N2-vibron intensity
in S15 and ε-O2+ε-N2 phases with a rate depending on the concentration of
oxygen in these phases. The observed redistribution of intensities of O2 doublet
could be related to different orientation of crystals due to the non-homogeneity
of sample.
5.6 Group V
Characteristic Raman spectra of this group is presented in Figure 5.13. The
lattice modes of oxygen are easy to recognize due to their exceptional intensity,
whereas no low-frequency modes related to an ordered structure of nitrogen
were clearly resolved. A significant decrease in intensity of nitrogen vibron with
increased pressure is observed; the intensity of oxygen vibron remained same or
was slightly affected by pressure, but was not proportional to intensity decrease of
N2 vibron. Frequencies of the modes reflect those of pure components, as shown
in Figure 5.14.
For the concentrations above 80% of O2 all Raman signatures fit rather well with
those of pure N2 and O2. The sequence of phase transitions in (N2)0.2 (O2)0.8
is thus exactly the same as in pure O2. The alloy solidifies into the S3 phase
with a rhombohedral structure similar to that of β-oxygen with N2 substitution,
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Figure 5.13 Group V. Raman spectra of the sample with 82% O2 mixture. The
grey lines are for ε-nitrogen and oxygen at 40 GPa. Plot (a) demonstrates very
simple landscape, characteristic for O2. Intensity of N2 vibron significantly drops
with pressure, whereas O2 vibron and its lattice modes exhibit intensity increase.
and then decomposes into ε-oxygen and ε-nitrogen. Samples with less content
of oxygen undergo additional transformation into S2 solid solution with a cubic
Pm3n δ-nitrogen structure, which is normal for the majority of concentrations due
to the exceptional stability of S2 over concentration range. According to the phase
diagram of pure oxygen, β-oxygen transforms to δ-oxygen prior to transition to
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Figure 5.14 Group V. The frequency-pressure dependence of Raman modes of
mixtures with 75% O2 (orange balls) and 82% O2 (purple squares) at 300 K. The
grey dashed lines are for pure oxygen and nitrogen. All components behave as their
pure species.
ε phase. But pressure steps in our experiments were not small enough to detect
these changes.
Mixtures which comprise less than 80% of O2, undergo transformation to S2,
followed by transition to a phase, featuring oxygen singlet (Figure 5.15), which
could be characteristic for a transition into S9 as well as S3 [Sihachakr 04,
Akahama 14]. As plotted in Figure 5.15, it corresponds well to pure O2. Similar
behaviour was reported for a hexagonal phase with a kagome lattice, described
elsewhere in details [Sihachakr 04, Akahama 14, Akahama 16]. Based on the
sequence of transitions, we assign this phase to S9. O2-vibron of ε-oxygen
is shifted about 10 cm−1 from S9 vibron to lower wavenumbers with further
compression, following a characteristic trend for the ε-phase, as shown in Figure
5.15. There is quite significant disagreement over concentration range for S9
phase between in our results and the previously reported research. According
to reference [Akahama 14], the hexagonal phase is stable in a wide composition
range, starting from 40% O2. Yet, we did not observe this phase in samples
with 52% O2 and its formation was only observed for compositions with 68% O2
(Group IV) and 75% O2 (Group V).
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Figure 5.15 [A] Group V. Blown up part of diagram for frequency-pressure
dependence for the mixture with 75% O2 illustrating typical behaviour of O2 vibron,
when the sample undergoes transitions Fluid -> S2 -> S9 -> S14 -> ε-O2+ε-N2 in
the region from 0 to 20 GPa. The orange balls are for the nitrogen/oxygen mixture,
the grey dashed line is for pure oxygen. [B] Group V. Raman spectra of the sample
with 75% O2 at the selected pressure steps, demonstrating radical changes of the
oxygen vibron with phase transitions: Fluid -> S2 -> S9 -> S14 -> ε-O2+ε-N2.
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5.7 Discussion
In this work we report Raman measurements of the phase diagram of nitro-
gen/oxygen system at room temperature extended from 12 GPa to a maximum
pressure of 150 GPa at room temperature. Mixtures with various concentrations
ranging from 13% to 82% of oxygen were studied. Estimation of concentrations
in the liquid phase was based on calibration of the Raman cross-sections in N2,O2
and N2/O2 mixtures to the known mix ( 25% O2).
Although we avoid speculating on exact concentration of various parts of
nonhomogeneous samples in solid phases, we could estimate composition based
on the spectroscopic features and optical behaviour. Pressure steps were normally
about 2 GPa for pressure range 0 to 15 GPa, and 5 GPa after that. Nevertheless,
there might be inaccuracies with pressure determination in areas where different
phases coexisted.
Visual observations showed that all samples changed colour, as their transparency
evolves with pressure. Some samples inhibited separation into regions of varying
opacity, which could be associated with low miscibility of N2 in oxygen-rich
samples [Sihachakr 04]. All samples apart from stoichiometric concentrations
at pressures corresponding to ε-oxygen phase were red or dark-orange coloured.
We assigned phase transitions based on defined spectral fingerprints and thus
derived P-x phase diagram (Figure 5.16). Extended phase diagram consists of
seven phases, characterized in previous research (see Chapter 3 for details), and
eight new high-pressure phases above 12 GPa described in the present work.
Descriptions of the new phases, observed in the present work, are summarized in
Table 5.2. Our experimental results in general agreed with previous research of
low-pressure regions of the phase diagram.
Mixtures with the oxygen concentration higher than 80% appeared to comprise
pure phases of nitrogen and oxygen. On the contrary, mixtures with increased
nitrogen content possess more complex structures, which was inferred from
deviations of the Raman spectra. Formation of the new phases might be due
to the influence of molecular cluster structure of ε-oxygen. It might either
coexist with other nitrogen/oxygen phases or form another structure, where
oxygen clusters are trapped in the nitrogen cell, as suggested for the case
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Figure 5.16 A tentative phase diagram of the binary nitrogen/oxygen system up
to 150 GPa and at ambient temperature. The grey symbols indicate phases described
elsewhere [Baer 90, Sihachakr 04, Akahama 14]. The black symbols are for phases
discovered in the presented study. The proposed phase diagram is overlaid with the
phase diagram up to 12 GPa provided by [Sihachakr 04]. The dashed grey phase
lines between phases S1-S2-S3-S4-S5-S6 are from [Sihachakr 04]. Phase domains
are drawn tentatively based on the experimental data painted with filled squares. For
easier analysis, structures of pure components are described on the left and right
sides of the diagram. Sequence of phase transitions in general corresponds to those
reported earlier. Nonetheless, there is a significant disagreement on the stability
of domain S2 and S9. As long as we were able to detect the second vibron of the
ε-oxygen phase in the majority of new phases, it is arguable that any of the phases,
apart from phases S7 and S8, represents homogeneous solution. On the contrary,
we suggest that in most cases solution S2 dissolves into various phases comprising
pure components and either new modifications of existing phases or new solutions.
Further research is required to determine exact structure of the observed phases.
of nitrogen/oxygen transforming into NO+NO−3 [Sihachakr 06]. In the whole
concentration range, phases are stable in the pressure window from 16 to 60 GPa,
when neither nitrogen nor oxygen have a phase transition and remain in their
respective ε-phases. Subjected to further compression, mixtures undergo more
phase transformations, not necessarily correlated to transitions in pure oxygen or
nitrogen.
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Comparison with the Raman frequencies of nitrogen oxides (NO, N2O, NO2,
N2O3) showed that frequencies of Raman features of the phases, observed in the
present work, do not correspond to the characteristic peaks of different nitrogen
oxides in various phases (see Table 3.4). Therefore, we conclude that we did
not form nitrogen oxides in the phases, reported earlier. At the same time, we
witnessed the formation of new, presumably stoichiometric compound (N2)3O2
(Group II), featuring unique Raman spectra, as it was predicted previously
[Sihachakr 04].
Although we did not aim at the detailed study of low-pressure regions, which
were extensively explored before, we found some discrepancies with previously
published research. For instance, we observe stronger deviation in intensity ratio
for O2 vibron doublet and N2 vibron doublet, reflecting the concentration of
disk-like and sphere-like molecular distributions. In pure δ-nitrogen, the N2-
vibrons intensity ratio is Iν2/Iν1= 3 as opposed to that of 1.4 -1.7 in observed
nitrogen/oxygen mixtures [Sihachakr 04]. This implies that there is a bigger O2
population on ν1 site of nitrogen lattice than expected.
Another disagreement is related to phase S9. Previous works already showed
differences locating this phase. According to our results, it occurs in a narrower
concentration range and more shifted to the oxygen-rich area than reported
previously [Sihachakr 04, Akahama 14].
To summarize, compression of the nitrogen/oxygen mixtures affects the high
complexity of interactions between nitrogen and oxygen molecules, thus resulting
in formation of the new crystal structures. Further research is required to extend
phase diagram of this binary system and identify exact composition and structure
of phases.
Table 5.2 Description of phase transitions of nitrogen/oxygen mixtures in the
extended range of pressures up to 150 GPa. "S" refers to solids.
Phase Description Reference
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Upon reaching high-density states with the significantly increased levels of kinetic
energy, molecular solids are expected to transform into the extended solids
with delocalized electrons via two mechanisms: insulator-metal transition via
broadening of electronic bands triggered by pressure, or formation of densely
packed polymeric covalent solids with local delocalization of electrons. Both
mechanisms are known in pure elements: N2 forms a polymeric solid, and O2
becomes metallic. Upon further compression, extended solids can transform to
amorphous or ionic solids, due ionization of valence electrons when electrostatic
forces become more dominant. Such ionization can ultimately lead to dissociation
to solids containing simple elements or atomic metals.
Previous research within nitrogen/oxygen system, exposed to high pressure and
high temperature, showed that in most cases ionization takes place, although
sometimes initial sample dissociated into pure components. For example,
Somayazulu et al. [Somayazulu 01] reported dissociation of N2O into N2 and O2
at temperatures above temperatures of formation of ionic NO+NO−3 . In previous
120
research conducted for mixtures of the N2/O2 system [Sihachakr 06, Meng 06,




3 were observed. The
strong P-T path dependence, pressure, temperature and concentration range and
starting phase are likely the reasons why new phases formed by dissociation,
polymerization or metallization were not observed hitherto.
To probe the high-temperature high-pressure regime we performed two experi-
ments with laser heating mixtures of N2/O2. One sample contained mixture with
40-60 % O2 and was laser heated from phase S15 at 20 and 25 GPa. Another
sample with 25% O2 mixture was laser heated at 90 GPa. Details and analysis
of both experiments will be discussed in the following sections.
6.2 Formation of new phases at 20 GPa and
high temperatures
The investigated sample consisted of 40-60% O2 mixture of high-purity O2 and
N2. The composition was estimated only tentatively, based on the characteristic
Raman features. The sample was cryogenically loaded from the liquid mixture of
O2 and N2 into a piston-cylinder cell. Ruby balls were used as pressure markers.
A silver coupler plate was employed (Figure 6.1).
Raman spectra from the area covered by the coupler were collected throughout
the experiment to ensure that spectroscopic picture of the N2/ O2 mixture is not
affected by processes related to the coupler. From the comparison of spectra from
the coupler and transparent sample, we infer that the Raman modes, observed in
the spectra of the transparent part, are not related to those of the coupler.
While being compressed up to 20 GPa at room temperature, the sample behaved
as a typical mixture of Group IV, reaching phase S15 at 20 GPa (S15 consists of ε-
nitrogen, ε-oxygen and the new compound which possibly has a cluster structure,
see Table 5.2 of Chapter 5). At 20 GPa, the sample was laser heated from phase
S15 with the beam of approximately 2.0 V for 10 min to temperature estimated
as 2000 K. After laser heating, we observed separation of the sample into dark
and light areas, although before heating the sample was somewhat uniform. After
a slight pressure increase to 26 GPa, the sample was laser heated again with the
same parameters, and subsequently pressurized to 40 GPa. Laser heating at 20
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Figure 6.1 Microphotograph of the sample with 40-60 % O2 at 20 GPa. The
dark plate in the gasket hole is the silver coupler. The sample was laser heated at
20 and 27 GPa. At 20 GPa, the sample appears to be slightly nonhomogeneous,
which is standard behaviour for mixtures comprising more than 40% of O2 in the
S15 and S16 phases. After laser heating, the sample splits into visually darker and
lighter parts.
GPa caused drastic changes in the Raman spectrum of the sample, but heating
at 27 GPa induced only minor alterations of the already appeared modes.
Raman spectra collected before and after laser heating are presented in Figures
6.2 and 6.3, where different modes are labelled with letters. We will refer to the
phase, formed by laser heating at 20 GPa, as phase HT1, and phase, formed
at 27 GPa, as phase HT2. Raman excitations of the sample, collected at 20
GPa before heating, can be assigned to the S15 phase, which presumably consists
of ε-oxygen, ε-nitrogen and a new compound featuring O2 doublet and rich low-
frequency excitations (see Chapter 3 for the detailed discussion about phase S15).
Laser heating at 20 GPa resulted in phase transition to HT1, reflected by the
significant transformation of the Raman spectra. Dark and light parts of the
sample exhibited similar Raman peaks, which were more intense in the dark part.
Raman peaks of the non-transformed phase S15 (modes a, b, g, h, k in Figure
6.2) remained on the spectra together with the new broad peaks at around 740
cm−1 (mode e), 1107 cm−1 (mode f ) and 2270 cm−1 (mode i) and sharp and
narrow peaks around 270 cm−1 (mode c), 780 cm−1 (mode e) and 2300 cm−1
(mode j ). Interestingly, the intensity of the O2-vibron (mode h) of S15 dropped
significantly, becoming nearly three times smaller than that of the N2-vibron
(mode k) (compared to the initial ratio ≈ 1:1 at 20 GPa in S15). Pressure
increase to 26 GPa did not result in any significant changes apart from the regular
pressure-induced shifts.
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Figure 6.2 Representative Raman spectra of the dark park of the sample which
was laser heated from the S15 phase at 20 GPa, collected with grating 1800 g/mm.
Black colour is for the spectrum collected in phase S15 at 20 GPa before laser
heating. Red colour is for the spectrum collected in phase HT1 at 20 GPa after
laser heating. Purple colour is for spectra collected in phase HT2 at 27 GPa and
40 GPa after laser heating at 27 GPa. The grey line on top indicates the spectrum
of the N2/O2 mixture with 52% O2 in S15 phase at 40 GPa, 300 K. Transformation
to the new high P-T phase HT1 is reflected by the appearance of new modes labelled
with the green letters c, e, f, i, k. Modes labelled with the grey letters a, b, d, g, h,
k belong to the non-transformed S15 phase.
Second laser heating at 27.6 GPa brought minor changes to the Raman spectra
and led only to a slight broadening of peaks at 1130 cm−1 (mode f ), and 2276
cm−1 (mode i), and disappearance of sharp peaks at around 270 cm−1 (mode
b), 780 cm−1 (mode e) and 2300 cm−1 (mode j ) (Figure 6.2) in the dark area,
though they still could be noticed in the lighter part of the sample. Exposed to
further compression to 40 GPa, the sample did not experience any considerable
changes apart from the usual pressure effects as softening and broadening of the
modes (Figure 6.3). We will refer to this phase as HT2 phase.
We could distinguish between peaks related to the S15 phase (comprising ε-
oxygen, ε-nitrogen and new compound of S15) and peaks in phases HT1 and
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Figure 6.3 Raman spectra collected with grating 300 g/mm from the sample
at: (1) 20 GPa, S15 phase, before laser heating; (2) 20 GPa, HT1 phase, after
laser heating; (3) 27 GPa, HT2 phase, after the second laser heating. The black
arrows point at new peaks. The grey arrows point to the modes, softened after the
second laser heating. Modes, labelled with green letters, arisen as phase transition
is induced by laser heating, and are characteristic for the new high P-T compound
HT1-C. Changes of the Stokes features are supported by alteration of the anti-Stokes
part of the spectra.
HT2 which were induced by heating by visual comparison of the Raman spectra
(Figures 6.2, 6.3). Modes a, b, d, g, h, k appear to be similar to those representing
phase S15 of nitrogen/oxygen mixture before at 300 K. On the other hand, modes
c, e, f, i, j appeared after laser heating. Changes of the Stokes part of the Raman
spectra with heating and compression was followed by the alteration of the anti-
Stokes features (Figure 6.3). Most of the modes, that emerge after laser heating
at 20 GPa, are still present after second laser heating at 27 GPa and can be traced
to 40 GPa with no major changes (Figure 6.4).
Previous research indicated that nitrogen/oxygen mixtures and nitrogen oxides,
exposed to high temperatures, tend to transform to ionic compounds (see Chapter
3). Brief comparison of the frequencies of the modes of phases HT1 and HT2
shows that modes of the majority of nitrogen oxides do not match with the
detected excitations (see Chapter 3, Table 3.4). The most probable candidates
are γ-N2O4 and NO+NO−3 , which are somewhat similar to the HT1 and HT2
modes not only in frequencies of the excitations, but also in their shape [Song 03b,
Sihachakr 06, Meng 06, Kuznetsov 09].
In Figure 6.4, we will examine if any of the observed modes resemble excitations
of N2O4 or NO+NO−3 , reported in previous research. Modes i, j around 2300
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Figure 6.4 Frequency-pressure dependence for the sample exposed to laser
heating from the S15 phase at 20 GPa and 26 GPa (pink and blue balls and lines).
Coloured lines are guides for eyes only. Blue is for the modes that can be related
to S15 of the N2/O2 mix. Pink lines and balls are for the peaks associated with
the new high-temperature compound. The dashed lines are for NO+NO−3 modes
from [Kuznetsov 09]. The purple stars represent positions of fundamental peaks
of the γ-N2O4 phase, measured at 12 GPa (not including low-frequency region)
[Kuznetsov 09]. Raman modes observed in the experiment are labelled with letters.
cm−1 are rather close to both NO+ vibrational mode (2270 cm−1) and γ-N2O4
mode (2208 cm−1) (Table 3.4, Chapter 3). Mode f at 1130 cm−1 matches well
extrapolation of the pressure dependence for both NO−3 symmetric stretch (ν1)
and mode of γ-N2O4. However, aforementioned high and low energy modes i,
j, f are much broader than those of the γ-N2O4 phase and especially of the
orthorhombic phase of nitrosonium nitrate reported earlier [Song 03a], which are
also much more intense than the observed modes. The plausible conclusion can
be that these modes are related to the formation of another molecular phase of
N2O4 with more complex lower-symmetry structure of the molecule [Bolduan 84],
which we will refer to as HT1-C. Emergence of sharp components of modes c,
e, g after the first heating and their disappearance after the second heating can
probably be because of formation of other N/O compounds as a result of first
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heating at 20 GPa, which then fully transform into components of phase HT2.
In conclusion, Raman spectroscopy studies of the nitrogen/oxygen mixture with
40-60% O2 exposed to laser heating at 20 GPa and 27 GPa revealed surprising
transformation to new high P-T phases HT1 and HT2 with the formation of the
new compound HT1-C, dissimilar to known forms of N2O4 and NO+NO−3 . It is
proposed that phase HT1 is a new phase which can be formed from phase S15 by
laser heating at 20 GPa, and which consists of the non-transformed S15-phase (ε-
nitrogen, ε-oxygen, new S15 compound) and a mixture of the high-temperature
compound HT1-C and other intermediary N-O products. By laser heating of
phase HT1 at 27 GPa, it is possible to reach phase HT2, which comprises of
the S15-phase( ε-nitrogen, ε-oxygen, new S15 compound) and the new high P-T
compound HT1-C.
6.3 Formation of new phases at 90 GPa and
high temperatures
Sample with 25% O2 was gas-loaded to a symmetric diamond anvil cell (DAC) at
300 K and 5 GPa. The sample was steadily compressed from 5 to 41 GPa (phase
S7) followed by collection of Raman spectra and then to 96 GPa on the beam line
BL10XU, SPring8, Japan. Unfortunately, we lack spectroscopic information for
the 41-96 GPa range. We used diamond edge calibration as a pressure marker.
The colour of the sample changed from bright orange at 30 GPa to almost black
at 96 GPa. At 96 GPa the sample was laser heated. We observed separation of
the sample into the bright transparent part and opaque, transparent part, with
the different characteristic Raman spectra in both regions (Figure 6.5). The laser
power of the system was kept around 30 mW and laser exposure fixed between
10s-60s. The temperature of the heated area was estimated as approximately
3000 K.
As it was shown in Chapter 5, mixtures with 25% O2 belong to Group II and
form a new, probably stoichiometric compound at pressures above 20 GPa.
They feature Raman spectra with such distinctive components as ill-defined low-
frequency modes, expanded O2-vibron, and N2-vibron similar to ε-N2 (Figure 5.4,
Chapter 5).
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Figure 6.5 Microphotographs of the evolution of the 25% O2 sample at different
pressures. Top left: after loading at 300 K and 5 GPa. Top right: 30 GPa, the
sample is still transparent. Bottom left: at 90 GPa, the sample becomes opaque and
non-uniform. Bottom right: separation of the sample into the transparent bright
and opaque parts after laser heating.
After laser heating at 96 GPa, the sample was separated into two major parts
which possessed remarkably different Raman spectra (Figure 6.6). In the light
part of the sample, as well as in the mixed and black parts, we observed formation
of new phase HT3. It exhibits rich low-frequency landscape, consisting of sharp
peaks emerging between broad modes at 417 cm−1 (mode a), 648 cm−1 (mode b),
775 cm−1, 923 cm−1) (mode e) and a broad band at 1260 cm−1 (mode f ). They
match very well the extrapolation of lower pressure data for the similar bands
in phases HT1/HT2 in the other laser heated sample (see Figure 6.4). Another
band which appears to be identical to mode i of HT2 phase at lower pressures is
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the broad feature around 2260 cm−1.
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Figure 6.6 Representative Raman spectra collected from the different parts of
the laser heated sample with 25% O2 at 96 GPa. Spectra of pure O2 at 91 GPa
(black), N2/O2 mixture with 35% O2(grey) and 40-60% O2 mixture at 40 GPa
after heating at 26 GPa (light brown) are added for comparison. Green, purple
and orange colours correspond to phase HT3, dark blue corresponds to phase HT4.
Raman modes are labelled with letters. Modes a, b, e, f, i belong to the phase
HT1/HT2, which can also be synthesized by laser heating from S15 phase at 20
GPa. Mode m belongs to the new high P-T phase of nitrogen HT3-N2 and modes
n, p belong to the novel compound HT4-C.
Another mode m, emerges in the area of stretching mode of N2 molecule. It
implies that the excessive amount of nitrogen results in formation of a new
molecular phase of nitrogen HT3-N2. This band is a wide and sharp doublet
and does not resemble by its shape and intensity features of any other known
molecular phases of nitrogen, discussed earlier in Chapter 3. There were no low-
frequency bands detected, that could be related to this nitrogen phase HT3-N2.
Also, we did not observe characteristic lower frequency peaks for either cg-N or
LP-N [Tomasino 14, Eremets 04a].
Therefore, we propose that new high P-T phase HT3 consists of the new phase of
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molecular nitrogen HT3-N2 and new nitrogen/oxygen compound HT1-C, which
can be also formed by heating of phase S15 at 20 GPa and appeared to be stable
up to 96 GPa.
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Figure 6.7 [A] FWHM-Pressure dependence of oxygen vibron in the samples of
Group II. FWHM of the pure oxygen stretching mode is depicted with the grey
dashed line and is distinctly narrower than the width of O2 excitations in the
N2/O2 compound.The purple dashed line shows the linear extrapolation of FWHM
to 90 GPa, which proves that width of the O2 mode in the discussed sample can
be considered normal for this compound, although substantially wider than that of
the pure O2-vibron. [B] Selected Raman spectra of the oxygen vibron in the sample
with 40-60 % O2. The top grey spectrum is for pure oxygen in ε-phase at 40 GPa
and added for comparison.
In the dark part of the sample we observe formation of another new phase HT4
(Figure 6.6). The evidence for transition to HT4 stems from the appearance of
the new mode n and altered low-frequency profile together with the features of
oxygen (mode p) and nitrogen (mode m). The prominent feature of the spectra of
this phase is the new exceptionally extensive peak at around 700 cm−1 (mode n)
with utter absence of any excitations at lower energies which are typical for other
N2/O2 (Chapter 5), N2O4 or NO+NO−3 phases [Song 03a, Kuznetsov 09]. There is
still an extensive oxygen peak (mode p) which looks broader than pure oxygen in
the ε-phase or oxygen modes in high-pressure phases of Group III. This is shown in
Figure 6.7 where FWHM (full width at half maximum) of oxygen vibron mode p,
obtained from Voigt profile, is plotted versus pressure. Unusual for the majority
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of nitrogen/oxygen mixtures and their pure components, this might be a standard
pressure broadening of the stoichiometric compound of the Group II discussed in
Chapter 5. Also, we detected nitrogen peak with the similar shape as HT3-N2 in
the lighter part of the sample, though the higher-frequency band of the doublet
lost its intensity and appeared as a shoulder. Hence, phase HT4 is composed of
the novel compound and phase of nitrogen, HT4-C and HT3-N2 respectively.
Figure 6.8 Raman spectra taken five months later. The red line is for the
spectrum collected from the light part (HT3 phase, consisting of HT3-N2 and HT1-
C after laser heating at 96 GPa). The blue line is for the spectrum of the dark
part (HT4 phase). Raman spectrum of the dark part exhibits the same features as
after laser heating. In the light part, we observed only N2-vibron originating from
HT3-N2, without any other modes.
The sample was kept at 96 GPa for five months. Interestingly, spectroscopic
measurements after this period revealed substantial changes in the lighter part of
the sample (Figure 6.8). Almost all the peaks apart from the intense sharp HT3-
N2 band vanished which implies instability of the HT1-C phase and its consecutive
decomposition at 96 GPa and room temperature into the new nitrogen phase
HT3-N2. Excessive oxygen presumably moved to the area of HT4-C compound,
indicating high mobility of O2 molecules in the HT3 phase.
Surprisingly, spectrum of the dark part remained the same as it was five months
before, displaying immensely broad asymmetric band at around 700 cm−1,
extensive oxygen band, and sharp and intense nitrogen feature.
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6.4 Summary
From previous research shows that N2/O2 mixtures exposed to laser heating





distinctive Raman peaks [Sihachakr 06, Meng 06, Kuznetsov 09]. Earlier research
was carried out on samples with 34% O2 heated from fluid [Meng 06], 25%, 66%,
and 77% O2 mixtures heated from the phase S2 [Sihachakr 06] and mixtures with
more than 70% O2 heated from the phase S16 [Kuznetsov 09].
We studied two mixtures with the initial concentration of 25% O2 and 40-60% O2,
different from the previous research. Both our samples were laser heated from the
higher pressure phases, then in previously reported experimental works, at 20,
26 and 96 GPa. Our samples exhibit strikingly different behaviour from either
known molecular forms of oxides under high pressure or their ionic equivalents. At
the same time, in both samples we observe excitations of O-O and N-N stretching
modes, indicating that exposure to temperatures close to 2000 K at pressures as
high as 20 GPa and 96 GPa did not result in breaking molecular bonds of O2 and
N2.
We report formation of four new high-pressure high-temperature phases HT1 (20
GPa), HT2 (26 GPa), HT3 and HT4 (96 GPa). HT1 might consist of S15 phase
(ε-nitrogen, ε-oxygen, new S15 compound) and new compound HT1-C and N/O
products. HT2 is possibly a fully transformed phase, comprising S15 phase (ε-
nitrogen, ε-oxygen, new S15 compound) and new compound HT1-C, which is
reflected by slight differences in Raman spectra of HT1 and HT2. HT3 and HT4
are formed by laser heating of the 25% mixture at 96 GPa. HT3 is a new phase
consisting of new form of molecular nitrogen HT3-N2 and new nitrogen/oxygen
compound HT1-C, and HT4 phase contains new form of molecular nitrogen HT3-
N2 and the novel compound HT4-C.
We observed formation of the new N2/O2 compounds HT1-C and HT4-C and
new high P-T phase of nitrogen HT3-N2 as a result of heating to 2000 K at 20
GPa and 96 GPa respectively. We suggest that HT1-C might be another lower
symmetry form of N2O4 based on its Raman features (peaks around 700 cm−1
and 2300 cm−1). HT1-C can be formed from mixtures of 40-60% O2 from phase
S15 and mixtures with 25% O2 at 96 GPa. However, this compound is unstable
at 96 GPa and 300 K and eventually decomposes in the new molecular high P-T
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phase of nitrogen HT3-N2, with oxygen presumably enriching high P-T compound
HT4-C.
Compound HT4-C was formed only at 96 GPa and remained stable at ambient
temperature for as long as five months. It might be related to the stoichiometric
compound (N2)3O2, that can be formed from the nitrogen/oxygen mixtures with
25% O2 (Group II).
According to the theoretical calculations [Li 15], the mixture potentially could
have decomposed into monoclinic P21/c NO2 with molecules of N2O4, and
polymeric N2O5 (C2/c with planar molecules). Unfortunately, neither of proposed
models was in a good agreement with our experimental data.
The presence of strong vibrational modes of O2 and N2 coexisting with new high-
P-T compounds indicates that atomic state was not reached in our experiments.
It is plausible that resulting state occurs after chemical dissociation of pressure-
induced ionic phase to elemental solids. The ionic state was not observed in our
case potentially due to the specific P-T path taken in the experiments.
The present data should stimulate further experimental and theoretical works to
understand the mechanism of formation of the high -temperature N2/O2 phases,




The aim of this thesis was to study molecular systems of simple diatomics as
H2, D2, and mixtures as the N2/O2 binary system at extreme conditions with
the help of optical spectroscopy. As long as the thesis was composed of separate
chapters, dedicated to different systems, we will continue the discussion in the
same manner.
Hydrogen and deuterium. There was a limited amount of experimental
studies of low-frequency modes of hydrogen and deuterium because of the
unclear nature of these excitations and difficulties with the interpretation of
the experimental data. The present work makes the first systematical attempt
to understand the nature of low-frequency excitations in phases I, II, IV
and IV’ of hydrogen and deuterium by indirect analysis of their properties.
Comparison of the Raman frequencies of hydrogen and deuterium at various
temperatures and pressures indicates that rotational motion of the molecules
in phase I becomes strongly hindered at temperatures below 150 K. However, it
remains fundamentally rotational at temperatures above 150 K, although slightly
impeded. Interestingly, the evolution of rotons to phonons is observed in the
domain of phase I below 150 K which undergoes consequent transformation to
phase II with pressure increase. Complex landscape of phase II did not allow us
to execute precise analysis. Phonon nature of low-frequency modes in the phase
I domain below 150 K is suggested as a first hypothesis. On the contrary, it was
confirmed that low-frequency excitations of phase IV and IV’ in both hydrogen
and deuterium are phonons of the hexagonal lattice. Another interpretation of
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the low-frequency excitations in high-pressure phases IV, IV’ and V suggested
that phase IV’ might be a continuation of phase IV or region of coexistence of
phases IV and V. Further studies of the rotational motion in phases I and II, which
will consider the input of ortho-para transformation, and phases IV, IV’ and V
might be of particular interest for the understanding of formation mechanisms
of quantum phases I and II, and mixed phases IV, IV’ and V of hydrogen and
deuterium, as well as differences between these systems.
In order to execute the aforementioned analysis, it was necessary to develop a
method of comparison of hydrogen and deuterium systems due to significant
pressure shifts in similar phases of both isotopes. As a result of multiple
operations with the experimental data, several equations were proposed. They
help to relate pressures needed to achieve similar states in isotopes as well as
frequencies of their vibrational modes. As a bonus, this analysis showed two
potential scenarios of hydrogen and deuterium behaviour at pressures above 400
GPa. On the one hand, it is possible that metallization of deuterium will be
considerably delayed in pressure comparing to that of hydrogen. According to
the other scenario, another phase transition will occur in both isotopes almost
simultaneously at pressures above 500 GPa. In both cases, the onset of phase
V in deuterium is expected to be around 470 GPa. Hopefully, the advancement
of high-pressure experimental methods will allow testing these hypotheses in the
nearest future.
Nitrogen/oxygen binary system. Contributing work presents the first
experimental research of nitrogen/oxygen system to maximum pressures of 150
GPa at ambient temperature as well as exposed to heating. Spectroscopic studies
of N2/O2 mixtures with various compositions allowed to determine the binary
phase diagram over a range of pressures at 300 K. We observed the formation
of eight new phases, existing above 12 GPa, which have not been reported
previously. Distinct Raman spectra indicated that structure and composition
of these phases are more diverse and complex than earlier thought. Phase
transitions do not necessarily mimic those of pure components. While most
of the new phases formed at 300 K under compression are solid solutions, one
was identified as a new stoichiometric compound, presumably (N2)3O2, predicted
earlier [Sihachakr 04]. Laser heating experiments led to the formation of four
new high P-T phases comprising novel N/O compounds HT1-C and HT4-C and
new high P-T phase of nitrogen HT3-N2. HT1-C might be another form of
N2O4, which has proven to be unstable and eventually decomposed into new
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high pressure-temperature phase of nitrogen HT3-N2 and another N/O compound
HT4-C. HT4-C compound possesses unique Raman features and might be related
to the ambient temperature compound associated with (N2)3O2. To summarize,
nitrogen/oxygen binary system showed much more interesting behaviour than it
was expected. Further theoretical and experimental investigations are needed to
determine the crystal structure of the observed phases and novel compounds, as
well as extend P-T phase diagram to the regions of metallization, amorphisation,
and atomisation. Detailed X-Ray studies of the phases, detected by Raman
spectroscopy, in addition to our preliminary data will be necessary for the analysis
of the phases of nitrogen/oxygen binary system.
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Appendix A
Study of Hydrogen and
Deuterium: nature of
low-frequency modes and method
of comparison of phase diagrams
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Table A.1 Coefficients for polynomial dependences describing pressure needed
to achieve in state of deuterium, similar to hydrogen. Polynomial
equation is following:





where the coefficients, Bn (n=1..9), depend on the pressure range and
are listed below
Pressure range
0 - 230 GPa (for H2)
Pressure range
230 - 300 GPa (for H2)
C 367.55609 -1.37561 * 107
B1 -33.55515 4.12555 * 105
B2 1.47521 -5.51601 * 103
B3 -0.03535 42.97780
B4 0.00052 -0.21334
B5 -4.85934 * 10−6 0.00069
B6 2.86628* 10−8 -1.41553 * 10−6
B7 -1.03465 * 10−10 1.68062 * 10−9
B8 2.08326 * 10−13 -8.81324 * 10−13
B9 -1.79 * 10−16 0
Table A.2 Coefficients for polynomial dependences, which relate frequencies of
hydrogen vibron to frequencies of deuterium vibrons and vice versa:





This equation is valid in the pressure range from 0 to 300 GPa for
equivalent hydrogen pressures.
νD2(νH2) νH2(νD2)
C -5.292 * 109 C 5.68196 * 109
B1 1.33685 * 107 B1 -1.99841 * 107
B2 -14972.868 B2 3.11555 * 104
B3 9.75775 B3 -28.25835
B4 -0.00408 B4 1.643 * 10−2
B5 1.13317 * 10−6 B5 -6.354 * 10−6
B6 0.00062 B6 1.63353 * 10−9
B7 2.48153 * 10−14 B7 -2.693 * 10−13
B8 -1.711 * 10−18 B8 2.58235 * 10−17
B9 5.23116 * 10−23 B9 -1.098 * 10−21
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Figure A.1 Hydrogen: Frequencies and FWHM of the sublevel contributions
for peaks S(0) (top) and S(1) (bottom) plotted as functions of pressure, for the
experiment executed at 10 K.
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Figure A.2 Deuterium: Frequencies and FWHM of the sublevel contributions
for peak S(0) of phase I and seven additional contributions of low-frequency modes
(LF) in phase II (above 30 GPa) plotted as functions of pressure, for the experiment
executed at 10 K. It was not possible to accurately resolve contributions for peak
S(1) at pressures above 20 Gpa, therefore it is not presented in this Figure.
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Figure A.3 Top: Frequencies and FWHM of the sublevel contributions for peak
S(0) of hydrogen at 20 K in phase II, plotted as functions of pressure. Peak S(1)
was very difficult to resolve, so it is not depicted on the plots. Bottom: Example
of the Raman Spectra of hydrogen in phase II at 20 K at 65 GPa with fittings of
contributions of peak S(0). The red peak represents lattice phonon.
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Figure A.4 Deuterium: Frequencies and FWHM of the sublevel contributions
for peak S(0) and seven additional contributions of low-frequency modes (LF) in
phase II plotted as functions of pressure, for the experiment executed at 40 K.
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Figure A.5 Hydrogen: Frequencies and FWHM of the sublevel contributions for
peaks S(0) and S(1) of phase I plotted as functions of pressure, for the experiment
executed at 80 K.
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Figure A.6 Deuterium: Frequencies and FWHM of the sublevel contributions
for peaks S(0) and S(1) of phase I plotted as functions of pressure, for the
experiment executed at 80 K.
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Figure A.7 Hydrogen: Frequencies and FWHM of the sublevel contributions for
peaks S(0) and S(1) of phase I plotted as functions of pressure, for the experiment
executed at 150 K.
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Figure A.8 Deuterium: Frequencies and FWHM of the sublevel contributions
for peaks S(0) and S(1) of phase I plotted as functions of pressure, for the
experiment executed at 150 K.
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Figure A.9 Hydrogen: Frequencies and FWHM of the sublevel contributions for
peaks S(0) and S(1) of phase I plotted as functions of pressure, for the experiment
executed at 300 K.
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Figure A.10 Deuterium: Frequencies and FWHM of the sublevel contributions
for peaks S(0) and S(1) of phase I plotted as functions of pressure, for the
experiment executed at 300 K.
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Figure A.11 Hydrogen: Frequencies and FWHM of low-frecuency modes of
phases IV, IV’ and V plotted as functions of pressure, for the experiment executed
at 300 K.
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Figure A.12 Deuterium: Frequencies and FWHM of low-frecuency modes of






Polymerization of iron carbonate melts in the deep mantle
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Our understanding of the deep carbon cycle has witnessed amazing advances in the last
decade, and noteworthy is the discovery of new high pressure (P ) carbonate phases where
carbon is tetrahedrally coordinated1. Petrological studies have shown that while carbonate
melting mostly occurs in the upper mantle, a significant fraction of subducted carbonates
reach the lower mantle and may generate melting at great depths2. However, little is known
on the properties of molten carbonates even at ambient P , while their properties at lower
mantle conditions are unknown. Here, we report the structure and density of tetrahedral
FeCO3 melts and glasses above 40 GPa and up to 120 GPa by means of in situ high P -T x-
ray synchrotron diffraction combined with ex situ Raman and x-ray Raman spectroscopies.
When melted at low P , FeCO3 reacts with the silica P -transmitting medium, resulting in the
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formation of silico-carbonate glasses. High P melts instead are not contaminated by silica
but are still quenched as glasses. X-ray Raman spectroscopy on quenched high P glasses
indicates that carbon is fully transformed to 4-fold coordination, a bond change recoverable
at ambient P . No density discontinuity is observed, but an increased compaction rate over
a 30 GPa range. The 3-fold to 4-fold transition is confirmed by Raman spectroscopy that do
not show the characteristic CO2+3 strong stretching mode but broad bands similar to low P
silicate glasses, albeit at higher wavenumbers. Deep carbonate melts are therefore expected
to be polymerized, highly viscous and poorly reacting with silicates in the lower mantle, in
stark opposition with their low P properties.
Although the lower mantle is mostly a reducing environment with the presence of reduced
Fe3, 4, significant amount of subducted carbonates are estimated to be preserved2. Transition to 4-
fold carbon occurs in crystaline CaCO3 above 130 GPa1, 5, 80 GPa for MgCO36, 7, and 50 GPa for
FeCO38, while intermediate CaCO3-MgCO3-FeCO3 compositions form a single tetrahedral car-
bonate phase9 unlike silicates.This transition induces polymerization such as sheets or 3-membered
rings for MgCO36, and chains for CaCO31. In contrast, our knowledge of carbonate melts structure
at depth is scarce and limited to upper mantle pressures10, 11. One main question is therefore how
this 3-fold to 4-fold transition translates in the molten state, and what are the consequences on
the physical and chemical properties of carbonate melts? Of particular interest is the mobility and
reactivity of carbonate melts in the lower mantle, knowing that these properties underpin the key
role played by carbonate melts in upper mantle geodynamics through lubrication of plate tectonics,
cratonic roots12 and ascending plumes13.
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The role of Fe in the deep carbon cycle is emphasized by the predominance of Fe-rich fer-
ropericlase in diamond inclusions from the lower mantle14. The lowest transition P from 3-fold to
4-fold C in FeCO3 amongst carbonates justifies its choice as the first composition to investigate.
Not only this transition occurs at less challenging experimental conditions, but it might be driven
by Fe high spin to low spin transition at 40.4 GPa15, a consequence of which being the large enrich-
ment in Fe of (Mg,Fe)-carbonates coexisting with bridgmanite to almost pure FeCO316. Besides,
high Fe concentration stabilizes (Ca,Mg,Fe)IVCO3 with respect to single cation 3-fold carbonates
at mid mantle conditions (30-50 GPa)17. Formation of Fe-carbonates in the lower mantle might
also result from carbonation of Fe-oxides ((Mg,Fe)O, FeOOH) with CO218, 19. Last but not least,
FeCO3 is a technical choice as it can be laser heated, which is required to reach lower mantle
conditions without the need for additional laser coupler.
We collected in situ high P -T x-ray diffraction data in laser-heated diamond anvil cells at
the extreme conditions beamline P02.2 at the PETRAIII synchrotron. A crystalline natural siderite
sample was sandwiched between two SiO2 layers, and laser heated for 10 s at each targeted P to
induce melting. Post mortem electron microprobe analyses (Table 1) show that while the lowest
P samples, i.e. 11 GPa and 15 GPa, have reacted with the SiO2 P -transmitting medium, higher
P samples have preserved their chemical integrity, and are systematically quenched as a glass
(Fig.1a). High P carbonate melts are thus much less reactive than low P melts. This might not
contradict the observed reactivity of high P crystalline MgCO3 with SiO220, 21 due to the much
longer heating durations (20-240 minutes against 10 s heating duration in this work); alternatively,
Fe stabilizing effect on high P carbonates could be at stake. We observe no disproportionation of
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Fe as was reported in the crystalline state7, 22 although not systematically8. This might be due to
different P -T paths followed, i.e. flash heating here instead of continuous T increase7, 22.
The x-ray diffracted intensity data are converted into the structure factor, S(q) (Fig.1a), us-
ing the Ashcroft-Langreth formalism. A striking characteristic of glassy FeCO3 is its strong first
sharp diffraction peak (FSDP) that persists up to the highest P investigated, indicative of a strong
medium-range order. This is in stark contrast to silicate glasses that lose their medium-range order
with increased P 23, but consistent with ab initio calculations on carbon-bearing silicate melts re-
porting P -induced polymerisation of carbonate species into dimers and with the silicate network24.
A second noticeable feature is the decrease of the contribution at 4 Å−1 attributed in molten car-
bonates to the O-O bond25. The radial distribution function g(r) (Fig.1b), i.e. the sum of all ion-ion
contributions in real space, is obtained by Fourier transforming of S(q). The C-O contribution is
clearly visible at 1.2-1.3 Å with none or little overlap with the second contribution (Fe-O and O-O)
at ∼2 Å in the glass, and with some overlap in the melt.
Raman and x-ray Raman spectra were collected at ambient conditions on glassy FeCO3 re-
covered from x-ray diffraction experiments and from additional laser-heated diamond anvil cell
synthesis respectively. Two broad bands are observed in the Raman spectra (Fig.2a), very differ-
ent from those of the only two carbonate systems that quench as glasses at room P26 (MgCO3-
K2CO3 and La(OH)3-Ca(OH)2-CaCO3-CaF2BaSO4) that are essential dominated by the strong
CO2−3 stretching mode at ∼1080 cm−1. Instead, present Raman spectra are reminiscent of those
reported for calcium silicate glasses (Fig.2a) albeit at higher Raman shift values for the broadest
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band (1200-1600 cm−1 for glassy FeCO3 vs 850-1100 cm−1). The x-ray Raman C K-edge spectra
(Fig.2b) show no presence of sp3 3-fold carbon, but the broad contribution of tetrahedrally co-
ordinated carbon27 is visible (Fig.2b). The 3-fold to 4-fold transition therefore occurs in molten
Fe-carbonates at P less or equal to 53 GPa. This transition is preserved upon quenching to the
glass state, and is recoverable at ambient conditions, opening the way to the synthesis of a new
class of glassy materials.
The method to derive density from x-ray diffraction data on melts compressed in diamond-
anvil cell experiments28, 29 consists in minimizing the oscillations in g(r) where there should not
be any signal, i.e. below the minimum interatomic distance. This method requires that the back-
ground, essentially the Compton signal from the diamond anvils that dominates the total diffracted
intensity, is perfectly subtracted. As the C-O contribution is distinct on g(r) of quenched glasses
up to 83 GPa, we also ran consistency checks by fixing the C-O coordination number to 4 and
simulating the C-O contribution using the obtained density values (fits on Fig.1b). Density values
are reported in Fig.3 along with predictions for lower P melt properties30, P -evolution of crys-
talline siderite, and with the Earth’s seismological PREM model31. Density profile below 40 GPa
is calculated using KT,0 value of 80.23 GPa30, consistent with that reported for molten calcite11,
and density at room P of 2500 kg·m−3 by assuming a similar density jump upon melting as for
other carbonates for which room P density is known. Comparison with PREM model shows that
Fe-carbonate melts are buoyant at all depths. Density contrast between the high P polymerized
melt or glass and extrapolated equation of state for low P melt is approximately 15%, i.e. sim-
ilar to volume collapse reported upon transition from crystalline high spin siderite I to low spin
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siderite II8. The volume collapse is smoothed out over a ∼ 30 GPa range in the molten state with,
as a direct consequence, a steepening of the melting curve from 55 GPa on22. Density of non-
crystalline FeCO3 remains considerably lower than that of its crystalline counter parts, even at the
highest investigated P , by approximately 15%. The situation is thus very different from that of
molten and crystalline silicates which density converge at deep mantle conditions32, 33, and such
difference could be attributed to the very strong medium-range order preserved in tetrahedral high
P carbonate melts while it is mostly collapsed by 5 GPa in silicate melts.
A consequence of the effect of Fe on the IIIC to IVC transition P is that crystalline Fe-poor
(Ca,Mg,Fe)IIICO3 and Fe-enriched (Ca,Mg,Fe)IVCO3 melts could co-exist at depth. In the case
of Si isotopes, fractionation between VISi bridgmanite and IVSi olivine structures is theoretically
estimated to ∼ −1h28Si at 2000 K34. If this effect can be scaled to C simply using mass difference
considerations, then a few h13C fractionation is expected, and could potentially explain isotopic
differences between calcite inclusions from super-deep diamonds35. This effect might be sufficient
to confer a mantle-like signature to deep diamonds grown from slab-derived carbonate melts while
co-existing tetrahedral crystalline carbonate are expected to get lighter.
That high P FeCO3 melts quench as glasses contrasts with the behaviour observed at lower
P , and suggests an important increase of carbonate melt viscosity. It is also opposite to the be-
haviour of molten basalt that systematically quenches as crystalline phases above 11 GPa29 and as
a glass below. The strongly reduced chemical reactivity of high P FeCO3 melts with silica along
with their glass-forming ability suggest that unlike at lower P , tetrahedral carbonate melts are not
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pervasive, which could contribute to the longevity of carbonates in the deep mantle where allowed
by oxydizing conditions or slow reduction kinetics2.
Methods summary
We used symmetric diamond-anvil cells equipped with 70◦ opening Boehler-Almax seats in or-
der to access a wider q-range up to 10 Å−1, and reduce the diamond Compton contribution as
Boehler-Almax anvils are only 1.5 mm thick. The x-ray monochromatic beam (42.7 keV) was fo-
cussed down to a size of 4 × 6 µm2, allowing high spatial resolution in direct space. Heating was
achieved by laser heating using a double-sided infra-red laser focussed down to 20 µm. The start-
ing natural crystalline siderite sample was loaded as a 20 µm-thick platelet between two equally
thick platelets of compressed SiO2 powder. The SiO2 platelets act as thermal insulators and P -
transmitting medium. To limit iron migration away from the laser heating spot due to Soret effect,
the laser shutters were opened only once the targeted power was reached, and held open for 10 s
during which 10 x-ray diffraction patterns of 1 s acquisition time were recorded on a Perkin-Elmer
2-D detector. Targeted power was increased in 2 W increments from 20 to 50 W of power on each
laser depending on P until complete melting of the sample (see SI. for P -T calibration). Melting
was identified by disappearance of diffraction peaks apart from SiO2 peaks, and by the appearance
of diffuse scattering. Only one sample was used per P point (see SI, Fig.S1) to avoid repeated
laser-heatings and preserve the chemical integrity of the sample. In order to isolate the scattered
intensity from the molten FeCO3 only, each sample was removed from the gasket, and the gasket
put back in place to collect x-ray data on the empty cell. Obtained patterns were then scaled ver-
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tically to match the baseline of x-ray patterns collected on the quenched crystalline sample still
under P 36. This last step ensures that any P effect on the background is corrected for. Amongst
eight successful runs (Table1) for which full melting was observed, intensity from molten FeCO3
could only be processed for the highest P run, the scattered intensity being too weak for the lower
P points. All glass patterns could be processed.
X-ray Raman data were collected at an incident energy of 9.7 keV at the C K-edge on beam-
line ID20 of the European Synchrotron Radiation Facility (ESRF), beamsize was 15×15 µm2.
Glassy FeCO3 spheres had been previously synthesized at 59 GPa using the same P02.2 laser
heating system in PetraIII as for x-ray diffraction experiments. LiF was used instead of SiO2 as
a P -transmitting medium to avoid any contamination of the x-ray Raman signal by oxygen from
SiO2 as measurements at the O K-edge were initially planned. LiF salt could not be used for the
x-ray diffraction experiments due to its low melting curve and relatively strong diffracted signal
that would have contributed to the diffuse scattering from molten FeCO3. Raman spectra were
collected using 633 nm wavelength in order to preserve the samples, using more energetic lower
wavelengths resulted in dissociation of the sample and detection of hematite signal.
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Through high-pressure Raman spectroscopy and x-ray diffraction experiments, we have investigated the
formation, stability field, and structure of hydrogen iodide (HI). Hydrogen iodide is synthesized by the reaction
of molecular hydrogen and iodine at room temperature and at a pressure of 0.2 GPa. Upon compression, HI
solidifies into cubic phase I, and we present evidence for the emergence of a phase I′ above 3.8 GPa. Across the
wide temperature regime presented here, HI is unstable under compression (11 GPa at 300 K, 18 GPa at 77 K),
decomposing into its constituent elements, after which no further reaction between hydrogen and iodine was




The high-pressure behavior of molecular systems contain-
ing the simplest and most abundant element, hydrogen, have
been the subject of an intense experimental and theoretical
effort, perhaps best exemplified by the presumed insulator-
to-metallic transition expected in elemental H2 [1–4]. On the
other hand, investigations into the pressurization of hydrogen-
bearing species have received a significant impetus by the
recent claim of high-temperature superconductivity in hydro-
gen sulfide (H2S) at unprecedented high temperatures [5].
Hydrogen iodide (HI) has been proposed to exhibit both these
phenomena at high pressures and low temperatures, with a
claimed insulator-to-metallic transition at 50 GPa [6,7]. Addi-
tionally, compounds of HI-H2 have been recently predicted
to be stable above 50 GPa, with superconducting phases
emerging above 100 GPa with a Tc  17.5 K [8,9].
The hydrogen halides HCl, HBr, and HI follow a law
of corresponding states and exhibit a similar solid phase
sequence at ambient pressure and low temperature. Phase I
at high temperatures adopts a cubic structure (Fm3̄m) with
halogen atoms forming a fcc lattice with hydrogens either in
twelvefold disordered positions or rotating unhindered about
these sites [10–12]. The structure of phase II, existing at
intermediate temperatures, remained unresolved until neutron
diffraction revealed a structure containing linear chains of
twofold disordered H-X · · · H hydrogen bonds [11,13]. The
low-temperature/high-pressure phase III in HCl and HBr
adopts a proton-ordered orthorhombic structure (Cmc21) con-
taining zigzag chains of H-X · · · H hydrogen bonds [11,14].
Phase III in HI adopts a triclinic structure (P 1̄) with stacked
layers of hydrogen-bonded squares [11]. This difference is
due to changes in the relative strengths of the two competing
intermolecular interactions: the halogen-halogen bonding,
which increases in strength from Cl to I, and the reciprocal
decrease in hydrogen bonding strength [15].
*ross.howie@hpstar.ac.cn
An additional phase I′ exists for HBr but not for HCl,
HI, or DBr. This phase is characterized by slight changes
in the Raman spectra with neutron diffraction showing a
transition from a spherical hydrogen scattering density in
phase I to a toroidal distribution oriented about the 〈111〉 cubic
axes [12,16].
The instability of HI, which readily dissociates into I2 and
H2 with laser or x-ray overexposure, has hindered experimental
studies at high pressures. Currently there are no high-pressure
studies at room temperature, nor any x-ray structural character-
ization at any temperature. The stability field of the compound
at high pressure has been assumed and extrapolated based
on the limited low-pressure, low-temperature data and the
behavior of the other hydrogen halides, HCl and HBr [7,17].
Here we present high-pressure Raman spectroscopy and
x-ray diffraction experiments exploring the formation, stability
field, and structures of hydrogen iodide (HI). In addition to the
three known solid configurations of HI, we present evidence
for a phase I′ at room temperature, structurally similar to cubic
phase I, but differing in hydrogen atom distribution about the
iodine atoms. A series of isothermal compressions between
300 K provide constraints on the phase diagram of HI and
we find that at high pressures HI is unstable with respect to
dissociation into its constituent elements thus ruling out the
earlier claims of pressure-induced metallization of HI.
II. METHODS
Samples of HI were synthesized in diamond-anvil cells by
the direct reaction between solid I2 and fluid H2. Diamond
anvils with 150 –250 μm culets were used for experiments,
giving sample chamber diameters of between 75–100 μm.
Various concentrations of I2 were loaded in an Ar-atmosphere
glove box, with a small chip of ruby or gold as a pressure
calibrant [20,21]. High-purity (99.9%) H2 was subsequently
gas loaded at 0.2 GPa. Reaction of H2 and I2 to produce
HI occurs spontaneously with time at this low pressure, or
can be accelerated by irradiation with up to 200 mW of
532 nm laser light. Samples were left for 24 h to equilibrate
resulting in a mixture of two fluids exhibiting clear phase
2469-9950/2017/96(14)/144105(5) 144105-1 ©2017 American Physical Society
164
JACK BINNS et al. PHYSICAL REVIEW B 96, 144105 (2017)
FIG. 1. P -T phase diagram of HI. The yellow circle represents
the liquid phase. Blue, dark blue, green, and red circles represent solid
phases I, I′, II, and III, respectively. The gray area indicates the P -T
conditions of dissociation. The phase I-I′ and II-III boundaries are
shown as dashed lines due to the significant overlap and ambiguity in
the Raman spectra between phases. The white dashed lines show the
I-II and II-III phase boundaries from Ref. [7].
separation. This process is only possible below 1 GPa, with
the mixture remaining as I2 and H2 above this. Additionally,
there would be no reformation if HI is dissociated through
x-ray or laser overexposure. By careful control of the H2 : I2
ratio, we were able to produce samples that were completely
transformed to HI. Raman spectroscopy was used to test the
purity of the prepared sample, showing trace amounts of both
the constituent elements. Trace amounts of I2 and H2, were
also observed in previous studies where high purity HI was
loaded directly [6,17].
Raman spectroscopy measurements were made using a
custom-built microfocused Raman system. The laser power of
the system was kept below 3 mW to prevent back transforma-
tion of the HI sample to I2 and H2 and laser exposure minimized
to 0.2 s. We have found that above 1–2 GPa, photodissociation
of I2 is not possible with 200 mW of 532 nm laser light.
X-ray diffraction data were collected at beam lines BL10XU,
SPring-8, Japan and P02.2 ECB, PETRA, Germany [22,23].
Angle-dispersive x-ray diffraction patterns were recorded on
PerkinElmer XRD1621 and Marr345 image-plate detectors
with microfocused synchrotron radiation sources with energies
in the range 30–43 keV. Two-dimensional image-plate data
were integrated with DIOPTAS [24] to yield intensity vs 2θ plots.
Patterns were indexed with DICVOL06 [25], Le Bail [26], and
Rietveld [27] refinements were carried out in JANA2006 [28].
Exposure of HI to synchrotron x-ray radiation forms I2,
which contaminates the resulting diffraction pattern with
numerous peaks and requires acquiring data from a new
sample and/or sample position at each pressure point. Typically
HI crystallizes into large single-crystal domains within the
sample chamber allowing diffraction spots from HI to be easily
distinguished from the powder diffraction lines due to I2.
III. RESULTS
The pressure-temperature phase and kinetic diagram be-
tween temperatures of 300 K and 77 K is shown in Fig. 1.
The vibrational modes in solid HI, as with the other hydrogen
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FIG. 2. Representative Raman spectra of an isothermal compression at 300 K (left panel), isothermal compression at 77 K (center left
panel), an isobaric cooling/heating cycle at 5.8 GPa (center right panel) and an isobaric cooling/heating cycle at 9.8 GPa (right panel). Color
indicates phases corresponding to the phase diagram in Fig. 1: light blue, phase I; dark blue, phase I′; green, phase II; red, phase III; and gray
represents decomposition. Arrows indicate splitting of vibrational modes from phase I to I′.
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FIG. 3. Vibrational frequencies of HI on compression at 300 K,
dark blue triangles indicate appearance of a second mode indicative
of phase I′. Inset: Vibrational frequencies of HI on compression at
77 K, red points are from this study, while light gray points are taken
from Ref. [7]. Dark gray shaded area indicates the pressure regime
of decomposition
halides are due to the intramolecular H-X bond. The vibra-
tional modes soften in the solid phase and at high pressures
when intermolecular distances reduce and the strength of
intermolecular interactions increases. At room temperature,
the liquid phase is characterized by one symmetric vibrational
mode at approximately 2110 cm−1. On solidification to phase I,
there is a significant broadening and softening of the mode
(see Figs. 2 and 3). Despite numerous overlapping peaks,
crystallization into phase I (Fm3̄m) was confirmed by x-ray
diffraction measurements (Fig. 4).
Above pressures of 3.8 GPa at 300 K, the vibrational mode
of HI shows a clear splitting into two modes, separated by
20 cm−1. This same splitting was observed in HBr at pressures
above 2.4 GPa at 295 K and interpreted to be a transition
to a phase I′ [12,16]. In HBr this transition is due to a
rearrangement of the H-atom distribution with no change to the
underlying fcc bromine-atom lattice of phase I, with associated
symmetry change to Pa3̄. Due to the weak x-ray scattering of
H we cannot distinguish the two phases on the basis of x-ray
diffraction alone. However, based on the close resemblance of
the Raman spectra we propose a similar structure for HI phase
I′ (Fig. 4). Interestingly, phase I′ is not seen in either DBr or
HCl, suggesting that this phase is only observed in the heavier
hydrogen halides.
On compression above 3.8 GPa, the asymmetry of the
phase I′ vibrational band increases and there is significant




FIG. 4. (Top) Diffraction pattern of HI at 0.4 GPa, Le Bail
profile refinement shown in red, difference shown in blue (wRp =
1.68%); (bottom) HI equation of state, symbols are experimental
data from individual runs. Dashed line corresponds to the calculated
Birch-Murnaghan equation of state [HI: V0 = 248(5) Å3, K0 =
4.7(12) GPa, Kp = 5.2(11)], solid line corresponds to the volume
derived from the corresponding atomic equations of state of I2 [18]
and H2 [19]. Inset: In phase I, hydrogen atoms freely rotate about
iodine atoms (purple) represented by a shell model (white), phase I′
exhibits a toroidal distribution of disordered hydrogen atom positions
oriented along the 〈111〉 cubic axes.
band decrease rapidly with pressure at a rate of −30 cm−1/GPa
and extrapolating the frequencies would give a pressure of
69 GPa when the frequencies would reach zero (see Figs. 2
and 3). However, the intensity of the band starts to decrease
above 6 GPa and by 11 GPa the HI vibrational mode disappears
completely. This, together with the increase in intensity of
the Raman modes of the constituent elements H2 and I2, and
sample darkening, are clear indicators of sample dissociation.
This was confirmed by x-ray diffraction patterns from samples
precompressed to above 11 GPa, which showed peaks due
only to I2. Once dissociation has taken place the sample
remains as I2 and H2, with no indication of further reaction in
both Raman spectroscopy and x-ray diffraction measurements.
On decompression after dissociation, there is no reformation
of HI.
Each of the solid phases of HI at low temperature can be
characterized by distinct vibrational Raman spectra, which
can be correlated to the ambient pressure neutron diffraction
data [11,29]: phase I, a symmetric broad stretching mode;
phase I′, a broad asymmetric doublet with separation of
20 cm−1; phase II, two broad overlapping modes with near
equal intensity and separation of approximately 65 cm−1; and
phase III, two sharp and distinct stretching modes (see right
panel of Fig. 2). On isobaric cooling cycles we see that the
phase I(I′)-II-III transition sequence is completely reversible.
On entering phase II from phase I or I′, the vibrational mode
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abruptly splits into two equally intense overlapping modes
with separation of approximately 80 cm−1. Phase II is stable
over a small P-T regime, much like the other hydrogen halide
HBr [16].
The gradual change in appearance of the vibrational
modes of phase II with pressure/temperature results in some
ambiguity as to at which temperatures the phase II to III
transition occurs. The doublet separation gradually gets larger,
each mode decreases in width, and the lower frequency mode
surpasses the intensity of the higher frequency mode (see
Fig. 2). On compression of phase III at 77 K, we see the
similar behavior observed with the vibrational modes at room
temperature: rapid softening, a fourfold increase in width, and
by 17 GPa, a 95% reduction in intensity of the HI vibrons
compared to 5 GPa. In phase III each vibrational mode shifts
at a different rate, −26 cm−1/GPa and −42 cm−1/GPa. HI
is slightly more stable at low temperature, with dissociation
occurring above 18 GPa.
IV. DISCUSSION AND CONCLUSIONS
Despite the sensitivity to decomposition it was previously
assumed that HI would remain stable up to very high pressures
and enter a metallic state at low temperature [6,7]. Metalliza-
tion was initially inferred by the extrapolation of absorption
measurements conducted at pressures below 25.5 GPa, i.e.,
below the conditions at which we report dissociation. Sub-
sequent electrical conductivity measurements carried out on
a single sample show sharp drops in resistivity at 42 and
51 GPa. These drops are interpreted as a molecular-insulator
to molecular-conductor transition followed by transition to
a metallic state. Other conductivity measurements presented
in Ref. [6] clearly correspond to the metallization of I2
occurring at 16 GPa [30,31]. Both diagnostic techniques
used in these early studies do not probe either the crystal
structure or molecular behavior at high pressures, meaning
that dissociation—a simpler explanation of the experimental
results—was overlooked. Our combined x-ray diffraction and
Raman spectroscopy measurements demonstrate that (metal-
lic) HI cannot be present at the corresponding temperatures and
pressures reported in Refs. [6,7]. The dissociation pressures of
the hydrogen halides decrease down the period (HBr has been
shown to dissociate at pressures above 42 GPa and HCl shown
to be stable to at least 50 GPa), it can therefore be expected
that the heavier hydrogen halide would dissociate at a much
lower pressure [32].
At pressures close to ambient, the volume of HI (Fig. 4,
bottom panel) is approximately equal to the combined volumes
of H2 and I2. However, the high compressibility of hydrogen
leads to an increasing difference between these volumes at
higher pressure, whereby the experimental determined value
is greater than the calculated value up to 9 GPa at 300 K.
This implies that HI is unstable with respect to its constituent
elements. Having the longest bond (1.60 Å vs 1.43 Å in
DBr and 1.28 Å in DCl) HI is the least stable among these
compounds. It appears that the decomposition of HI upon
compression is not due to the intrinsic elastic or dynamical in-
stability, e.g., HBr and HCl are stable to much higher pressures.
An intrinsic stability limit is defined by the decrease in HI
bonding strength therefore preventing the formation of phases
with stoichiometry other than 1 : 1. This observation raises
an interesting question about the predicted superconducting
phases of the hydrogen iodide compounds with stoichiometry
other than 1 : 1. H2I and H4I are both suggested to be
superconducting at pressures of 100 GPa but are unlikely to
be stable with respect to decomposition to their constituent
elements at such conditions [8,9]. This may also hold true
for the superconducting phases of HCl and HBr predicted
at pressures of 280 GPa and 160 GPa, respectively [33]. At
pressures up to 60 GPa and at temperatures of 80 K and
300 K, we observed no further reaction between H2 and I2,
suggesting that much higher pressures and most probably high
temperature to overcome the kinetic barrier would be required
to promote formation of any the theoretically predicted H2-I2
compounds [8,9].
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ABSTRACT
Context. Asteroid modeling efforts in the last decade resulted in a comprehensive dataset of almost 400 convex shape models and their rotation
states. These efforts already provided deep insight into physical properties of main-belt asteroids or large collisional families. Going into finer
detail (e.g., smaller collisional families, asteroids with sizes 20 km) requires knowledge of physical parameters of more objects.
Aims. We aim to increase the number of asteroid shape models and rotation states. Such results provide important input for further studies, such
as analysis of asteroid physical properties in different populations, including smaller collisional families, thermophysical modeling, and scaling
shape models by disk-resolved images, or stellar occultation data. This provides bulk density estimates in combination with known masses, but
also constrains theoretical collisional and evolutional models of the solar system.
Methods. We use all available disk-integrated optical data (i.e., classical dense-in-time photometry obtained from public databases and through a
large collaboration network as well as sparse-in-time individual measurements from a few sky surveys) as input for the convex inversion method,
and derive 3D shape models of asteroids together with their rotation periods and orientations of rotation axes. The key ingredient is the support of
more that 100 observers who submit their optical data to publicly available databases.
Results. We present updated shape models for 36 asteroids, for which mass estimates are currently available in the literature, or for which
masses will most likely be determined from their gravitational influence on smaller bodies whose orbital deflections will be observed by the ESA
Gaia astrometric mission. Moreover, we also present new shape model determinations for 250 asteroids, including 13 Hungarias and three near-
Earth asteroids. The shape model revisions and determinations were enabled by using additional optical data from recent apparitions for shape
optimization.
Key words. minor planets, asteroids: general – techniques: photometric – methods: observational – methods: numerical
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1. Introduction
Asteroid modeling efforts in the last decade resulted in an ex-
tensive dataset of almost 400 convex shape models and rotation
states (see the review by Ďurech et al. 2015a). The major-
ity of these models was determined by the lightcurve inver-
sion method (LI) developed by Kaasalainen & Torppa (2001)
and Kaasalainen et al. (2001). About 100 models are based on
disk-integrated, dense-in-time optical data (e.g., Torppa et al.
2003; Slivan et al. 2003; Michałowski et al. 2005; Marciniak
et al. 2009, 2011). Combining dense-in-time data with sparse-in-
time measurements from large sky surveys, or using only sparse-
in-time data, increased the number of available shape models by
a factor of 4 (Ďurech et al. 2009; Hanuš et al. 2011, 2013a,c).
Future data from Gaia, Panoramic Survey Telescope and Rapid
Response System (PanSTARRS), and Large Synoptic Survey
Telescope (LSST) should result in an increase of shape mod-
els by an order of at least one magnitude (Ďurech et al. 2005).
The methods that will be used for analysis of these future data
of unprecedented amount and quality, by the means of complex
shape modeling, are similar to those applied here and developed
within the scope of our recent studies.
Most asteroid shape models derived by the LI method and
their optical data are available in the Database of Asteroid
Models from Inversion Techniques (DAMIT1; Ďurech et al.
2010).
We would like to emphasize and acknowledge that the shape
modeling stands on the shoulders of hundreds of observers, often
amateurs, who regularly obtain photometric data with their small
and mid-sized telescopes. These observations have significantly
contributed to the great progress of the shape modeling field in
the last decade. Although there is much more sparse than dense
data available, the latter will always remain important because
their much higher photometric accuracy and rotation coverage
leads to higher quality shape models. This is a typical example
of the great interaction between the professional and amateur
community (Mousis et al. 2014).
Knowing the rotational parameters and shapes of asteroids
is very important for numerous applications. The large amount
of currently known asteroid models already provided a deep
insight into physical properties of main-belt asteroids (MBAs)
and large collisional families: (i) an excess of prograde rotators
within (MBAs) larger than ∼50 km in diameter, predicted by nu-
merical simulations (Johansen & Lacerda 2010), was confirmed
by Kryszczyńska et al. (2007), Hanuš et al. (2011); (ii) an ex-
cess of retrograde rotators within near-Earth asteroids (NEAs)
is consistent with the fact that most of the NEAs come from
the ν6 resonance (La Spina et al. 2004). To enter the ν6 res-
onance via Yarkovsky effect2, the object must be a retrograde
rotator; (iii) an anisotropy of spin-axis directions of MBAs as-
teroids with diameters 30 km and NEAs was revealed and
explained by the YORP effect3, collisions, and mass shedding
(Hanuš et al. 2011; Pravec et al. 2012); (iv) a bimodality of pro-
grade and retrograde rotators symmetric with respect to the cen-
ter of the family is caused by the combined Yarkovsky, YORP,
1 http://astro.troja.mff.cuni.cz/projects/asteroids3D
2 A thermal recoil force affecting rotating asteroids (Bottke et al.
2001).
3 Yarkovsky–O’Keefe–Radzievskii–Paddack effect, a torque caused
by the recoil force from anisotropic thermal emission, can alter the rota-
tional periods and orientation of spin axes; see, e.g., Rubincam (2000),
Vokrouhlický et al. (2003).
and collisional dynamical evolution (Kryszczyńska 2013; Hanuš
et al. 2013a); (v) the larger dispersion of spin-axis directions of
smaller (D  50 km) prograde than retrograde asteroids suggests
that spin states of prograde rotators are affected by resonances
(Hanuš et al. 2013c); or (vi) the disruption of asteroid pairs4 was
most likely the outcome of the YORP effect that spun up the
original asteroid (Polishook 2014).
With the use of convex shape models in combination with as-
teroidal stellar occultations and disk-resolved images obtained
by space telescopes or ground-based telescopes equipped with
adaptive optics (AO) systems, the size of the model can be con-
strained, making it possible to determine the asteroid volume.
Even when the object is considerably nonconvex, the scaled con-
vex model from occultations and AO data tends to compensate
by average fitting to the disk-resolved data. As a result, the over-
estimation of the volume is smaller than would correspond to the
convex hull. The volume can then provide, in combination with
mass estimates, realistic values of bulk densities (Ďurech et al.
2011; Hanuš et al. 2013b).
The mass is one of the most challenging parameters to mea-
sure for an asteroid. Mass estimates are now available for 280 as-
teroids, but only 113 of these are more precise than 20% (Carry
2012; Scheeres et al. 2015). However, the situation is expected
to improve significantly in the near future. The observations of
the ESA Gaia astrometric satellite will provide masses accurate
to better than 50% for ≈150 asteroids (and for ≈50 with an ac-
curacy better than 10%; Mouret et al. 2007, 2008) by the orbit
deflection method. The advantage of the masses determined by
Gaia is in the uniqueness of the mission: we should obtain a
comprehensive sample with well-described biases (e.g., the cur-
rent mass estimates are currently strongly biased toward the in-
ner main belt).
To maximize the possible outcome by means of density de-
terminations, we focus on determination of shape models for as-
teroids for which accurate mass estimates are available or will
most likely be determined by Gaia. Moreover, it is also impor-
tant to update shape models for such asteroids using recently
obtained optical data. By doing this, we can provide better con-
straints on the rotational phase (i.e., on the asteroid orientation,
which is important for scaling the size) of these asteroids due to
the improvement of the rotation period, and more accurate rota-
tion state and shape parameters.
Convex models, together with thermal infrared observations,
have also been used as inputs for thermophysical modeling,
enabling the determination of geometric visible albedo, size,
and surface properties (e.g., Müller et al. 2011; Hanuš et al.
2015). This application is particularly important because it can
make use of the large sample of infrared data for more than
100 000 asteroids acquired by the NASA’s Wide-field Infrared
Survey Explorer (WISE). The missing input here is shape mod-
els of sufficient quality (Delbo et al. 2015).
Moreover, convex models or at least rotational states are usu-
ally necessary inputs for more complex shape modeling, which
can be performed if additional data, such as stellar occultations,
AO images or interferometry containing information about the
nonconvexities, (Kaasalainen & Viikinkoski 2012; Carry et al.
2010a,b, 2012; Viikinkoski et al. 2015; Tanga et al. 2015) are
available.
Finally, large flat areas/facets on convex shape models, rep-
resented by polyhedra, usually indicate possible concavities
4 An asteroid pair consists of two unbound objects with almost iden-
tical heliocentric orbital elements that were originally part of a bound
system.
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(Devogèle et al. 2015). Candidates for highly irregular bodies
can be identified for further studies.
In Sect. 2, we introduce the dense- and sparse-in-time op-
tical disk-integrated data, which we used for the shape model
determinations. We describe the lightcurve (convex) inversion
method in Sect. 3, present updated and new shape model deter-
minations in Sects. 4.1 and 4.2, comment on several individual
solutions in Sect. 4.3, and conclude our work in Sect. 5.
2. Optical disk-integrated photometry
Similar to Hanuš et al. (2011, 2013a,c), we use two differ-
ent types of optical disk-integrated data: (i) dense-in-time pho-
tometry, i.e., classical continuous multihour observations; and
(ii) sparse-in-time photometry consisting of a few hundred indi-
vidual calibrated measurements from several astrometric obser-
vatories, typically covering ∼15 years.
Dense photometry was acquired from publicly available
databases, from those of our collaborators, or directly from sev-
eral individual observers. The historical data from the second
half of the twentieth Century are mainly stored in the Asteroid
Photometric Catalogue (APC5; Piironen et al. 2001). Currently,
the common practice, which is used mostly by observers from
the United States, is a regular data submission to the Minor
Planet Center in the Asteroid Lightcurve Data Exchange Format
(ALCDEF6; Warner et al. 2011). These data are publicly avail-
able and often also published in the Minor Planet Bulletin7,
where the synodic rotation period is reported. Many European
observers send their data to the Courbes de rotation d’astéroïdes
et de comètes database (CdR8), maintained by Raoul Behrend at
Observatoire de Genève. Composite lightcurves with best-fitting
synodic rotation periods are then published on the web page.
We obtained the first type of sparse-in-time photometric
data for this study from the AstDyS site (Asteroids – Dynamic
Site9) and processed the data according to Hanuš et al. (2011).
We solely employ sparse data from the USNO-Flagstaff sta-
tion (IAU code 689) and the Catalina Sky Survey Observatory
(IAU code 703, Larson et al. 2003), weighting them with re-
spect to dense data (unity weight) by 0.3 and 0.15, respectively.
As an alternative to this type of sparse-in-time data, we use the
Lowell Photometric Database (Oszkiewicz et al. 2011; Bowell
et al. 2014). The photometry from several astrometric surveys,
including both USNO-Flagstaff and Catalina Sky Survey, re-
ported to the Minor Planet Center (MPC), was reprocessed; e.g.,
systematic effects in the magnitude calibration were removed.
This enormous dataset typically consists of several hundreds
of individual measurements for each of the ∼320 000 asteroids
that were processed so far. Although the accuracy of the re-
calibrated photometry is improved, the dataset for each aster-
oid is still a mixture of measurements from several observato-
ries with different photometric quality. Compared to the data
of USNO-Flagstaff and Catalina observatories downloaded from
AstDyS, Lowell data provide an increased quantity of measure-
ments from more observing geometries. These data, however,
are, on average, of poor photometric quality, as they also con-
tain measurements from observatories that were originally re-
jected in Hanuš et al. (2011) owing to low accuracy. We as-






data was already analyzed by Ďurech et al. (2013) and a com-
plex analysis of the reliability of shape models, based solely on
these data, is underway (Ďurech et al. 2016). On top of that, the
volunteer project Asteroids at home10, which makes use of dis-
tributed computing and runs in the framework of Berkeley Open
Infrastructure for Network Computing (BOINC), currently em-
ploys shape model computations based on Lowell data (Ďurech
et al. 2015b). Thousands of individual home computational sta-
tions of volunteers are currently participating in the project.
Tables 1 and A.1 include the information about the op-
tical data used for the shape model determination, such as
the number of dense-in-time lightcurves and apparitions cov-
ered by dense-in-time observations and the number of sparse-
in-time measurements from corresponding astrometric surveys.
Table A.2 provides references to the dense data used for the
shape model determinations and Table A.3 links the observers
to their observatories.
3. Convex inversion and reproducibility
In this work, we use the lightcurve inversion method of
Kaasalainen & Torppa (2001) and Kaasalainen et al. (2001),
which is already a well-documented, investigated, and employed
technique for asteroid shape modeling (for more details, see the
review by Ďurech et al. 2015a).
The main advantage of using convex inversion is that convex
models are usually the only stable or unambiguous inversion re-
sult (Ďurech & Kaasalainen 2003); they best portray the resolu-
tion level or information content of disk-integrated photometry.
To demonstrate this more intuitively, consider an asteroid with a
large planar region (or many regions) on the surface (e.g., an el-
lipsoid with a sizable chunk or chunks chopped off), and a large
crater (say, half the size of the plane) at one end of the plane.
Then it is impossible to tell from lightcurve data (no matter how
large solar phase angles, i.e., shadows) where the crater is in the
plane, or whether it is two craters half the size, or even myriads
of small craters on the surface that have the same combined area
as the big one (even if the crater filled most of the plane). In other
words, one simply cannot say whether the lightcurves are caused
just by small-scale surface roughness on a convex shape, or by
huge nonconvexities that would be obvious in any disk-resolved
data. Hence, any nonconvex model from disk-integrated photo-
metric data is inevitably ambiguous, while the convex model is
unambiguous. This also explains why the assumption of the non-
convexity represented by a large plane in the convex model (e.g.,
Devogèle et al. 2015), while often a good guess because of phys-
ical constraints, cannot usually be more than an assumption.
Convex inversion was successfully used for shape model de-
terminations of almost 400 asteroids. On top of that, several con-
vex models were validated by disk-resolved and delay-Doppler
images or by direct comparison with images obtained by space
probes (e.g., Kaasalainen et al. 2001; Carry et al. 2012). The
parameter space of shape, rotation period, spin vector orienta-
tion, and scattering properties (simple three-parameter empirical
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Table 1. Rotational states and summary of used photometry for asteroids for which we updated their shape models based on new disk-integrated
optical data.
Asteroid λ1 β1 λ2 β2 P Nlc Napp NLOW Original model
[deg] [deg] [deg] [deg] [h] published by
3 Juno 104 20 7.209532 38 11 332 Kaasalainen et al. (2002)
7 Iris 19 19 198 5 7.138843 39 14 372 Kaasalainen et al. (2002)
16 Psyche 32 −7 4.195948 118 19 567 Kaasalainen et al. (2002)
17 Thetis 240 22 12.26603 57 10 690 Ďurech et al. (2009)
19 Fortuna 96 56 7.44322 48 11 565 Torppa et al. (2003)
20 Massalia 304 76 124 81 8.09759 36 9 380 Kaasalainen et al. (2002)
22 Kalliope 196 4 4.148201 102 17 343 Kaasalainen et al. (2002)
23 Thalia 159 −40 12.31241 50 12 466 Torppa et al. (2003)
27 Euterpe 82 44 265 39 10.40193 54 6 Stephens et al. (2012)
29 Amphitrite 136 −20 5.390119 66 15 323 Kaasalainen et al. (2002)
39 Laetitia 322 30 5.138238 68 26 448 Kaasalainen et al. (2002)
40 Harmonia 22 34 8.90848 23 7 405 Hanuš et al. (2011)
41 Daphne 199 −30 5.98798 33 8 508 Kaasalainen et al. (2002)
42 Isis 113 45 13.58364 31 8 499 Hanuš et al. (2011)
45 Eugenia 125 −34 5.699151 101 16 574 Hanuš et al. (2013b)
54 Alexandra 152 19 7.02264 38 8 506 Warner et al. (2008b)
64 Angelina 135 6 315 5 8.75171 24 4 450 Ďurech et al. (2011)
76 Freia 138 12 319 17 9.97306 57 12 463 Marciniak et al. (2012)
87 Sylvia 82 64 5.183641 55 12 545 Kaasalainen et al. (2002), Berthier et al. (2014)
88 Thisbe 82 69 6.04132 28 8 554 Torppa et al. (2003)
94 Aurora 65 9 242 −7 7.22619 22 8 550 Marciniak et al. (2011)
95 Arethusa 119 23 8.70221 15 2 417 Ďurech et al. (2011)
107 Camilla 72 51 4.843928 34 10 543 Torppa et al. (2003)
110 Lydia 148 −39 340 −57 10.92581 53 11 398 Ďurech et al. (2007)
121 Hermione 1 16 5.550881 48 9 536 Descamps et al. (2009)
129 Antigone 211 55 4.957160 52 11 535 Torppa et al. (2003)
130 Elektra 176 −89 5.224663 56 13 358 Ďurech et al. (2007)
354 Eleonora 162 43 4.277184 64 13 482 Hanuš et al. (2011)
360 Carlova 3 56 143 67 6.18959 9 4 435 Ďurech et al. (2009)
372 Palma 234 −5 51 54 8.57964 38 8 406 Hanuš et al. (2011)
386 Siegena 289 25 9.76503 83 12 460 Marciniak et al. (2012)
409 Aspasia 2 28 9.02145 22 8 438 Warner et al. (2008b), Hanuš et al. (2013b)
423 Diotima 351 4 4.775377 58 12 540 Ďurech et al. (2007)
511 Davida 298 22 5.129365 58 17 588 Torppa et al. (2003)
532 Herculina 100 9 9.40494 74 11 410 Kaasalainen et al. (2002)
776 Berbericia 346 25 7.66701 59 11 402 Ďurech et al. (2007)
Notes. We also provide the reference to the original model and in two cases to the plausible non-convex model as well. The table gives ecliptic
coordinates λ1 and β1 of the best-fitting pole solution, ecliptic coordinates λ2 and β2 for the possible second (mirror) pole solution, sidereal
rotational period P, the number of dense lightcurves Nlc spanning Napp apparitions, the number of sparse-in-time measurements from Lowell
NLOW, and the reference to the original model.
where the ith brightness measurement L(i)OBS (with an uncer-
tainty of σi) is compared to the corresponding modeled bright-
ness L(i)MOD. The best-fitting parameter set is searched for.
A significant minimum in the parameter space indicates a
unique solution. Visual examination of the fit in the period
subspace is performed as well as the comparison between ob-
served and modeled lightcurves. Additionally, the pole-ecliptic
latitudes should be similar within the two pole solutions, which
are typically determined as a result of the ambiguity (symme-
try) presented in most lightcurve inversion models (Kaasalainen
& Lamberg 2006). On the other hand, the pole-ecliptic lon-
gitudes of these so-called mirror solutions should differ by
∼180 degrees. The pole ambiguity is present in the majority of
our shape models.
Moreover, we also compute the principal moments of inertia
of each shape model, assuming a homogeneous mass distribu-
tion, and compare these moments with the moment of inertia
along the rotation axis. A reliable solution should rotate within
∼10–20 degrees of the axis with the largest moment of inertia.
If available, we use a priori information about the rota-
tion period of the asteroid from the Minor Planet Lightcurve
Database11 (Warner et al. 2009) to significantly reduce, usually
by at least two orders of magnitude, computation requirements.
Hence, we investigate the parameter space only in the proximity
of the expected rotation period.
It should be kept in mind that none of the shape models
should be taken as granted, i.e., each asteroid model contains an
uncertainty (both in shape and rotation state), which increases
with decreasing amount, variety, and quality of the optical data.
It was already shown in Hanuš et al. (2015) that by varying a
shape model within its uncertainty, one can obtain significantly
different fits to the thermal infrared data by the thermophysical
modeling. Thus, the shape uncertainty plays an important role
for the interpretation of the thermal infrared data. This demon-
strates the need of accounting for the shape model uncertainties
11 http://cfa-www.harvard.edu/iau/lists/
Lightcurve\discretionary-Dat.html
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in all further shape model applications. Also, the overall shape
model based mostly on sparse data usually contains many flat
facets (areas) with rather sharp edges, thus most of the low-
detail topography is hidden (i.e., we have a large uncertainty
in the shape). As we use more dense data, the shape becomes
smoother and has more details. This limits the application of the
lower-resolution shape models based mostly on sparse data.
In the ecliptic coordinate frame, the typical pole direction
uncertainties are: (i) 5◦ in latitude β and 5◦/cos β in longi-
tude λ for asteroid models based on large multiapparition dense
lightcurve datasets; (ii) ∼5−10◦ in β and ∼5−10◦/cos β in λ
for models based on combined multiapparition dense data and
sparse-in-time measurements; and finally; (iii) ∼10−30◦ in β
and ∼10−30◦/cos β in λ for models based on combined few-
apparition dense data with sparse-in-time measurements or only
sparse-in-time data.
To sum up, we follow the same procedure for the shape
model determinations as in Hanuš et al. (2011, 2013a,c). Finally,
we would like to emphasize that our work can be easily re-
produced by anyone who is interested. The LI code and the
lightcurve data are available in DAMIT, as well as the user
manual.
4. Results and discussions
4.1. Updated shape models
We updated shape models of 36 asteroids with known mass es-
timates or for which masses will be most likely determined by
the orbit deflection method from the Gaia astrometric observa-
tions (Mouret et al. 2007, 2008, and personal communication
with François Mignard). For each one of these asteroids, there
were new available optical dense data (see Table A.2). We com-
bined these new data with Lowell data and the already available
dense photometry from DAMIT. If applicable, we replaced the
original sparse data from AstDyS with the Lowell data.
In most cases, rotational states of updated shape models are
similar to those of the original models in the DAMIT database.
The only exceptions, which we individually commented on in
Sect. 4.3, are asteroids (27) Euterpe, and (532) Herculina. We
performed the LI independently from any previous shape model-
ing results (e.g., we did not use information about the spin axis).
Updated models provide better constraints on the rotational
phase, thus these models allow us, for example, to better link re-
cently obtained AO and occultation profiles with the orientation
of the shape model at the time of the observation. This is essen-
tial for a potential scaling of the sizes of shape models to com-
pute the volume, and consequently bulk densities. Obviously, the
uncertainties in rotation period, spin axis direction, and shape
model should be improved as there are more data used for the
modeling.
Optimized rotation state parameters and information about
optical data are listed in Table 1. References to the optical dense-
in-time data can be found in Table A.2.
4.2. New shape models
The majority of our new shape model determinations is obtained
by combining dense-in-time data with sparse-in-time measure-
ments from the Lowell database. However, the fact that Lowell
data contain for each asteroid a mixture of measurements from
several observatories makes it difficult to find a representative
weight with respect to the dense data. Indeed, a specific single
value of the weight can result in an overestimation for some as-
teroids, while it can underestimate others. Despite these issues,
we decided to use a weight of 0.1 for the Lowell data as a whole
and to present corresponding shape models. As a consequence,
we sometimes obtained a unique shape solution if we combined
dense data and the sparse data from AstDyS (i.e., from USNO
and Catalina), but not if we used the Lowell data instead. We
present these shape models as well.
Moreover, 57 out of 250 shape models are based only on
sparse data from USNO-Flagstaff and Catalina Sky Survey ob-
servatories. That these models can nevertheless be reliable was
already shown in Hanuš & Ďurech (2012) and Hanuš et al.
(2013c). As suggested there, we ran the LI search for shape and
rotation state parameters with two different shape resolutions:
(i) standard one; and (ii) lower one, which serves as a test of the
solution stability. For this case, the asteroid’s synodic rotation
period is also available in the Minor Planet Lightcurve Database
(LCDB, Warner et al. 2009), an additional test for the reliability
can be performed. A rotation period derived by the LI (a period
interval of 2–1000 h is typically scanned), which matches that al-
ready reported, points to a secure solution. In practice, all shape
solutions based solely on sparse data that fulfilled our stability
tests had rotation periods in an agreement with synodic periods
from LCDB. This also demonstrates that our other unique solu-
tions, for which a previous period estimate is not available, are
reliable. We present nine of these shape and rotation state solu-
tions; these are labeled in Table A.1.
We present shape models of three NEAs, which all have neg-
ative values of their pole latitudes β, and obliquities larger than
90◦. The fact that they all show retrograde rotation supports the
consensus that about half of the NEAs migrated through the
ν6 secular resonance, which causes an observed excess of ret-
rograde rotators (La Spina et al. 2004).
We further present shape models of 13 asteroids that are clas-
sified as Hungarias. The majority of them (10 out of 13) exhibit
retrograde rotation, which is in an agreement with the findings of
Warner et al. (2014), who reported, in a sample of 53 Hungarias,
a 75% representation of retrograde rotators.
Thirty-one of the derived shape models are those asteroids
whose density will be measured in future or was already ob-
tained. While for some of them, estimations on their masses are
already available, the masses of the others will be determined
from Gaia astrometric measurements. Constraining the model
sizes of these asteroids using disk-resolved images, stellar oc-
cultation data, or thermophysical modeling will directly facili-
tate estimation of bulk densities.
Rotation state parameters and information about used opti-
cal data for all new shape model determinations are listed in
Table A.1. References to the optical dense-in-time data can be
found in Table A.2.
4.3. Individual asteroids
(27) Euterpe. The lightcurve amplitude of this asteroid is
very low (0.1 mag) and the dense data cover multiple appari-
tions. Thus, we decided to exclude the Lowell data from the
shape modeling because they were dominated by noise. Our de-
rived rotation period (10.40193 h) is slightly different than that
derived by Stephens et al. (2012) (10.40825 h), which resulted
in a different pole solution of (λ, β)= (82, 44)◦ and (λ, β)= (265,
39)◦ for the mirror solution. The solution in longitudeλ is similar
to that of Stephens et al. (2012), but their latitude has a different
sign (−39 and −30, respectively).
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(532) Herculina. Our (single) pole solution only differs by
∼180◦ in longitude λ from that reported by Kaasalainen et al.
(2002), thus it corresponds to their mirror solution. In contrast to
their solution, our model is based on additional data from 2005
and 2010 apparitions.
(537) Pauly. The rotation period of 14.15 h from the LCDB
is in contradiction with our shape modeling result: our period of
16.2961 h fits the data significantly better and thus is preferred.
(596) Scheila. The observations taken on December 11th,
2010 with the Catalina Schmidt telescope exhibited a comet-like
appearance (Larson 2010). This behavior was later confirmed
by Jewitt et al. (2011) from the HST observations on December
27th, 2010 and on January 4th, 2011 and interpreted as caused
most likely by a collision with a 35m asteroid. All photometric
data used for the shape modeling date prior to this event, so the
shape model does not reflect any potential changes in the shape,
period, or spin orientation induced by the collision (Bodewits
et al. 2014).
(8567) 1996 HW1. The shape model of this NEAs was al-
ready determined by Magri et al. (2011) from a combination of
dense lightcurves and radar Doppler images. We derived a con-
sistent shape model and rotational state solution from combined
dense and sparse data. The main difference between these two
models is the fact that the Doppler images contain nonconvex
signatures that were translated into their shape model. Even if
our shape model is purely convex, it reliably represents the over-
all shape of the real asteroid. This case once again demonstrates
the reliability of the convex inversion method.
(9563) Kitty. We derived the shape model of this asteroid
without knowledge of a previous period estimate. However,
Chang et al. (2015) recently reported period P = 5.35 ±
0.03 h based on the optical data from the Intermediate Palomar
Transient Factory that is in perfect agreement with our indepen-
dent determination of P = 5.38191± 0.00005 h.
5. Conclusions
In this work, we updated shape models of 36 asteroids with
mass estimates by including new optical dense-in-time data in
the shape modeling. For 250 asteroids, including 13 Hungarias
and three NEAs, we derived their convex shape models and ro-
tation states from combined disk-integrated dense- and sparse-
in-time photometric data or from only sparse-in-time data. This
effort was achieved with the help of the community of ∼100 in-
dividual observers who shared their lightcurves. All new models
are now included in the DAMIT database and are available to
anyone for additional studies. For nine asteroids, we provide,
together with shape models and pole orientations, their first ro-
tation period estimates.
Our work is a typical example in which a contribution of
hundreds of observers, who are regularly obtaining photometric
data with their small and mid-sized telescopes, was necessary to
achieve presented results. The initial motivation of the observers
is to derive the synodic rotation period (sometimes this is an ob-
ject of a publication in the Minor Planet Bulletin), however, the
shape modeling provides a welcome additional opportunity for
the usage of their optical data. We acknowledge all the observers
who submit their observations to the public databases and in-
vite others to do so as well. This practice allows us an easy and
straightforward access to the data and largely avoids an overlook
of the precious data.
The shape models can be used as inputs for various stud-
ies, such as spin-vector analysis, detection of concavities,
thermophysical modeling with the varied-shape approach by
Hanuš et al. (2015), nonconvex modeling, size optimiza-
tion by disk-resolved images or occultation data, or density
determinations.
Shape models based only on sparse data (or combined with
a few dense lightcurves) are convenient candidates for follow-up
observations, both to confirm the rotation periods and to improve
the shape models, which is necessary, e.g., for thermophysical
modeling. Finally, we maintain a web page with a list of aster-
oids, for which mass estimates are available and the shape model
determination still requires additional photometric data (Hanuš
2015). These objects are candidates for accurate density deter-
mination and any lightcurve support is welcome.
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