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Abstract. We report on a fully dynamic simulation of 
Vattenfall’s Lillgrund offshore Wind Farm, with a focus 
on  the  wake  effects  of  turbines  on  the  performance  of 
individual turbines, and of the farm as a whole. 
 
The model uses a dynamic representation of a wind turbine 
to simulate interaction between the wind and the turbine 
rotors,  calculating  the  instantaneous  power  output  and 
forces on the air; this was embedded in a finite element, 
large eddy simulation (LES) computational fluid dynamics 
code.  This  model  was  applied  to  the  wind  farm  for  a 
selection of key wind speeds and directions, to investigate 
cases where a row of turbines would be fully aligned with 
the wind or at specific angles to the wind. The simulation 
results  were  then  compared  to  actual  performance 
measurements from the wind farm spanning several years’ 
of operation. 
 
These  results  demonstrate  that  time-resolving  LES 
simulations are able to reproduce realistic wake structures, 
including wake meandering and wake recovery, as well as 
the effect of wakes on turbine performance. 
 
Key words 
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1.  Introduction 
 
Due to the rapid increase in the development of substantial 
offshore wind farms, estimating the wind farm electricity 
production  reliably  has  become  ever  more  important.  A 
key factor affecting the performance is that turbines in 
the array may be in the wakes of upstream turbines where 
they experience substantially lower wind speeds than the 
upstream  turbines  [1].  Common  approaches  are 
Reynolds-Averaged  Navier-Stokes  (RANS)  CFD  or 
simpler flow modelling coupled with linear wake theory, 
such as Jensen’s Park model. However, it is recognised 
that the simple wake models lose accuracy when applied 
to multiple wakes interacting.  
 
Recent  research  has  combined  simple  turbine  models 
with  flow  models,  with  turbines  often  represented  as 
simple porous discs [2], actuator discs [3], actuator lines 
[4],  or  lifting  line  representations  [5].  These  can  be 
embedded in RANS fluids solvers [6] or fixed-mesh LES 
codes  [4][7]  or  an  LES  finite  element  solver  with  an 
unstructured, hr-adaptive mesh [8]. 
 
 
This  paper  presents  a  CFD  study  using  an  hr-adaptive 
LES solver which resolves the wakes fully without the 
need of analytical wake models. To allow fluid flow at 
both, turbine and farm scale to be resolved, the turbines 
are represented as cylindrical volumes, in which rotor lift 
and drag forces are based upon blade element momentum 
theory.  These  are  expressed  as  reaction  forces  on  the 
fluid which are radially resolved over the rotor area but 
distributed uniformly in azimuth and distributed axially 
to provide a realistic yet computationally stable force on 
the fluid [3]. Furthermore, the consequent torque on the 
blades accelerates the blades, and provides torque to a 
virtual  generator,  to  produce  continually  varying  rotor 
RPM  and  power  outputs.  This  more  realistic  approach 
sets it apart from more common a posteriori methods, where the turbine rotor RPM is either predetermined [9] or 
calculated directly from the freestream wind speed [10]. 
 
The model used here has already been validated against 
wake measurements of a single turbine [3], and this work 
represents the extension and application of that model to 
the fully operational Lillgrund wind farm, situated in the 
sea  between  Denmark  and  Sweden  [11],  consisting  of 
forty-eight 2.3 MW Siemens turbines.  
 
2.  Model configuration 
 
The Computational Fluid dynamics (CFD) solver used in 
these simulations was the hr-adaptive finite-element solver 
Fluidity [12].  This open-source CFD packages uses the 
finite-element approach on an unstructured mesh.  Among 
the  available  turbulence  approaches,  we  adopted  large 
eddy  simulation  (LES)  using  a  standard  Smagorinsky 
subgrid model.  To resolve all 48 turbine wakes with the 
required resolution for direct modelling of their evolution 
and  recovery,  the  model  had  to  be  run  on  a  parallel 
computing  facility,  partly  the  cluster  in  the  Institute  of 
Petroleum  Engineering  of  Heriot-Watt  University  and 
partly at the Edinburgh Parallel Computing Centre. 
 
The three-dimensional computational domain had a square 
area of 8.1 km by 8.1 km, and a height of 600 m. The wind 
farm was positioned such that the first turbine was 2 km 
from the inlet, allowing turbulence to develop fully before 
encountering the wind farm. The orientation of the domain 
was kept constant, but the turbines were rotated to account 
for  different  wind  directions.  To  provide  an  adequate 
resolution at the wind farm and in the wake without using 
up  unnecessary  computing  resources,  an  adaptive  mesh 
was used. Far away from the turbines the resolution was 
75 m in the horizontal and at least 25 m in the vertical, 
whilst nearer the turbines, the resolution was a maximum 
of  5 m  both  horizontally  and  vertically.  Fluidity’s  hr-
adaptive  meshing  algorithms  would  increase  the  mesh 
resolution to track flow features such as eddies, and so the 
finite-element mesh did not remain constant over time.  
 
The turbines themselves were incorporated into the CFD 
domain  through  the  definition  of  cylindrical  ‘turbine 
volumes’ with the cylinder axis aligned with the turbine’s 
rotor-generator  shaft,  the  same  diameter  as  the  rotor 
diameter and a length of 15 m (~ 0.15D).  The interaction 
between the fluid and the turbine is achieved  with the 
model described by Creech et al. [3] through the lift and 
drag  coefficients  from  the  turbine  blades  distributed 
uniformly in the azimuthal direction and with a Gaussian 
weighting  in  the  streamwise  direction  over  the  turbine 
volume.  Additionally, some turbulence was generated, 
especially in the tip region. The lift and drag coefficients 
were chosen from NACA airfoil data, derived from the 
specified  NACA  type  [13]  for  the  Siemens  turbines 
installed in Lillgrund.  
 
The turbulent inflow boundary conditions were generated 
using the Synthetic Eddy Method [14], which produced a 
logarithmic  velocity  profile  superimposed  with 
fluctuations  based  upon  a  Kaimal  spectrum  (DS  472, 
1992) representing the turbulence characteristics of the 
atmosphere;  the  mean  wind  speed  at  hub  height  was 
specified as 10 m/s. The surface roughness of the lower 
boundary,  representing  the  sea  surface  was  chosen  as 
2x10
-4 m, consistent with that shear. After an initial spin-
up of the model without active turbines present lasting 
2000 s, the turbines were activated and allowed to reach 
stable operating conditions, as monitored by the power 
output from the turbines. Typically, the turbine models 
had reached that level after around 400 to 600 s of model 
time. The model was then continued for another 600 s, 
from which the results were taken. 
 
 
3.  Results 
 
We will first present typical flow fields obtained in the 
simulations, and then compare the power output from the 
simulations  with  comparable  observations  from  the 
SCADA data of the wind farm. 
Figure  1.  Snapshot  of  streamwise  velocity  in  a 
horizontal  section  at  hub  height.  The  grey  dots 
indicate the turbine locations. 
Table 1. Table of cases simulated. 
Wind 
direction 
(deg) 
Relative 
direction 
(deg) 
Case description  
198  – 25  2
nd row turbines in gap between 
two front turbines and 3
rd row 
behind 1
st row 
202  – 21   
207  – 16   
212  – 11   
217  – 6   
223  0  Turbines  fully  aligned  with 
wind direction 
229  6   
236  13  2
nd row turbines in gap between 
two front turbines and 3
rd row 
behind 1
st row 
  
A. Velocity Fields 
 
Figure  1  shows  a  typical  instantaneous  velocity  field, 
where the colour scale shows the streamwise velocity, u. 
One can see in Figure 1 that some of the higher frequency 
turbulence  generated  at  the  inlet  quickly  decays,  but  at 
longer length scales persists much further. The individual 
wakes  behind  each  turbine  are  clearly  visible  including 
substantial wake meandering, as well as some areas where 
the  air  is  accelerated  around  the  wind  farm,  and  into 
corridors  within  the  wind  farm  where  jetting  is  clearly 
visible. The vertical cross-section in Figure 2 demonstrates 
the  three-dimensional  nature  of  the  turbulence,  and  one 
can see that the turbines also have an effect on the wind at 
levels  above  the  turbines.    Following  the  terminology 
defined by [11], the bottom row of turbines in Figure 1 is 
referred to as column A, with turbine A07 on the left and 
turbine  A01  on  the  right  end  of  that  column.  For  the 
particular wind directions investigated here, turbines B08, 
C08,  and  D08  form  the  front  row  of  turbines,  and  of 
particular interest for deep wake effects are columns B, C, 
and D.  
 
 
Another noteworthy feature of the flow field in Figure 1 is 
the large wake behind the entire wind farm which persists 
as far as the outlet of the computational domain – an en 
masse  effect  from  our  individually  modelled  turbines. 
Figure  3  shows  three  cross-sections  of  the  streamwise 
velocity across the wind farm, with the solid black lines 
upstream of the wind farm, the dashed red line between the 
second and third row, and the blue solid line behind the 
wind  farm.  The  fluctuations  in  the  solid  black  line 
represent the free-stream turbulence. The red line clearly 
shows  the  individual  wakes  behind  the  nearest  turbines 
with a lowest wind speed of around 50% of the freestream 
velocity. Some distance behind the wind farm (ten rotor 
diameter behind the last row) the individual wakes have 
largely merged and now form a wind farm wake with a 
wake velocity of around 70% of the freestream velocity. 
 
 
 
B. Power deficit 
 
 
The power output from a column of turbines through the 
centre of the wind farm (column C, third column from 
the bottom in Figure 1) is shown in Figure 4.  One can 
clearly see power fluctuations which are consistent with 
the freestream turbulence. Some of the flow features can 
be traced through subsequent turbines with a time delay 
consistent with the wind speed and turbine separation; for 
example the gust visible in the front (black) turbine at the 
beginning, then 100 s later in the second turbine (red), 
and again around 80 s later in the third turbine (green). 
 
 
To quantify the performance of a turbine unaffected by 
other turbines, the relative power deficit for each turbine 
was calculated as the ratio of that turbine’s active power 
divided by a reference power output, where the reference 
Figure  4.  Power  output  from  turbines  in  column  C 
during  final  600 s  of  computer  simulation  for  the 
wind direction of 207°. 
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Figure 3. Cross section of the stream wise velocity at 
hub height, upstream of the wind farm (black solid 
line), between the second and third row (red dashed 
line), and downstream of the wind farm (blue solid 
line). 
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Figure  2.  Snapshot  of  streamwise  velocity  in  a 
vertical section; close-up in wind farm. power output was taken as the median of the power output 
at that time step from the turbines in the front row, turbines 
B08, C08, and D08 in this study. As was observed by [11], 
this  ratio  is  a  reliable  indicator  as  long  as  the  turbines 
operate sufficiently above the cut-in and below the rated 
conditions.  
 
 
The average power deficit for a turbine in the second row 
for the different wind directions is superimposed on the 
measured power deficit from the wind farm observations 
in Figure 5 In the observational data, the maximum power 
deficit  was  found  for  a  wind  direction  of  around  231°, 
presumably due to a calibration offset of the instruments 
on  the  Met. mast,  also  noted  in  [11].  To  remove  this 
systematic  bias,  the  wind  direction  for  the  observations 
and  the  simulations  are  in  the  following  relative  to  the 
observed minimum of 231° and the computational choice 
of 223°. In this superposition in Figure 5, a clear reduction 
of  the  power  output  from  100%  of  the  front  turbine  to 
around  30%  can  be  seen  in  the  observational  data 
represented as the small blue dots. From these data, the 
median and 75%-range over a 2° window are shown as 
the red lines. The large green circles and triangles are the 
median  and  75%  range,  respectively,  from  the  CFD 
simulations.  It  is  clear  that  the  highly  dynamic  LES 
simulations show a substantial variability in the power 
output which is of the same magnitude as the variability 
across  the  Lillgrund  data  set  sampled  at  10  minute 
intervals. 
 
To build up a picture how this wake effect continues deep 
into  the  wind  farm,  the  median  of  the  time  series  of 
relative power for turbines in column C from all model 
simulations are shown in Figure 6, where each block of 
columns refers to a particular turbine, with C08 in the 
front  and  C01  at  the  back.  The  columns  within  each 
block refer to the different wind conditions with the left 
column  corresponding  to  a  wind  direction  of  198°  or  
–25°  relative  to  the  fully  aligned  case.  The  right-most 
column in each block correspondingly refers to the wind 
direction of 236° or +13°. In steady flow conditions and 
typical  RANS  simulations,  all  columns  for  the  front 
turbine would be equal to one but since LES captures a 
substantial  amount  of  instantaneous  variability  from 
turbulent eddies, the power output from turbine C08 may 
vary substantially from the median of the power output of 
the three front turbines.  As a result, the first block of 
columns shows a noticeable variation from around 90% 
to  around  120%.    Compared  to  the  front  turbine,  the 
second turbine in Figure 6 shows besides that variability 
also a systematic change with wind direction, where the 
second  turbine  behaves  similar  to  the  front  turbine  at 
wind directions of 198°, 208°, and 236°. For the other 
wind directions, the power output of this second turbine 
is  clearly  reduced  with  the  most  pronounced  power 
deficit  at  –6°  to  +6°.  Further  into  the  wind  farm,  the 
relative power generally decreases to between 40% and 
60% of the reference power, and most of the differences 
across  the  wind  directions  are  reduced.    Some  of  the 
turbines, however, appear to show a higher power output 
than those closer to the front. This could be due to gusts 
moving through the wind farm, or developing jets as is 
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Figure  5.  Relative  power deficit  of  turbine  D07 in 
second row compared to front turbine D08. Blue dots: 
SCADA data; red line: median over 2° window, red 
dashed lines: range covering 75% of measurements; 
green circles: median of CFD results, green triangles: 
range covering 75% of results. Direction 0° denotes 
turbine row fully aligned with wind. 
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Figure 6. Mean relative power from CFD simulations 
for  column  C  for  the  different  wind  directions  as 
given in legend. 
Front 2 3 4 5 6 7 Back
−24.4
−20.4
−15.4
−10.4
 −5.4
  0.6
  6.6
 13.6
Row
R
e
l
a
t
i
v
e
 
P
o
w
e
r
0
.
0
0
.
2
0
.
4
0
.
6
0
.
8
1
.
0
1
.
2
1
.
4
Figure 7. Mean relative power from the observations 
for  column  C  for  the  different  wind  directions  as 
given in legend. possibly seen in Figure 1, where a jet of high velocity air is 
approaching turbine D02 in the centre of the second line of 
turbines from the right. The corresponding results from the 
SCADA data are shown in Figure 7 following the same 
procedure. Here, the variation across the wind directions 
for the front turbines are very small, presumably because 
the wind speed data are 10-minute data and therefore the 
reference  power  from  the  front  row  of  turbines  is 
smoothed out over individual gusts. The second and third 
turbine show a very strong variation of the power deficit 
across the wind directions but from the fourth turbine on, 
the wind direction affects the turbines’ output less, with a 
typical relative output of around 40% of that of the front 
row turbines. 
 
 
Figure 8  and  Figure 9  show  a  direct  comparison  of  the 
computational results with the SCADA data for columns C 
and B, respectively, by superimposing the computational 
results as the green circles and the SCADA results as the 
blue  diamonds.  Despite  the  difference  across  the 
computational results of a 10-minutes section sampled at a 
0.5  second  interval  and  the  10-minute  SCADA 
measurements  extracted  from  a  measurement  period  of 
over two years, the superposition of these results shows a 
very consistent picture of a strong directional variation for 
the turbines in second and third row, where the output is 
only strongly reduced when the turbines are in line of the 
wind direction. Deeper into the wind farm, the output is 
more uniformly reduced to a level for most of the wind 
directions studied here. 
 
 
4.  Discussion and Conclusions 
 
The  high-resolution  LES  computational  model  of  the 
Lillgrund wind farm coupled with dynamic modelling of 
the turbine’s interaction with the wind and the resulting 
power  output  has  successfully  reproduced  the  main 
observed features gathered from SCADA data of that wind 
farm over a period of over two years. Unlike Churchfield 
[4] who reported on highly averaged results, this analysis 
presents both, the variability found in the unsteady LES 
simulation as well as that found in the observations from 
the SCADA data.  
 
 
In particular, the computations were able to reproduce the 
power deficit of individual turbines even deep within the 
wind farm with an accuracy of the same magnitude as 
given  by  the  spread  of  the  actual  observations.  This 
suggests  that  such  models  may  also  be  able  to 
successfully model the creation and subsequent decay of 
the entire wind farm wake.  
 
 
Features which the computational model showed but are 
usually not reproduced with RANS, and even unsteady 
RANS (URANS) CFD models, is the high variability of 
the  flow,  originating  from  the  free-stream  turbulence 
initiated at the inlet but also arising from the interaction 
of  the  turbines  with  the  flow  [6][15].  This  leads  to 
substantial  wake  meandering  which,  at  least 
phenomenologically,  looks  similar  to  that  expected  for 
wind farms and also reported by other LES models of 
wind farms [16] [17].  Moreover, as flow transients larger 
than the grid resolution are explicit under LES and given 
that the modelled turbines dynamically react to the flow 
in  a  realistic  way,  their  diagnostics  also  exhibit 
transience:  these  may  be  of  value  in  themselves, 
especially  for  reliability  analysis  of,  for  example  of 
turbine components subject to fluctuating forces. 
 
 
Finally,  demands  on  computing  power  should  be 
mentioned. Despite having a domain 2.5 times larger than 
the Churchfield Lillgrund model, each simulation using 
the model described here ran on 256 processing cores, 
and used 15,000 processor hours; this contrasts with 4096 
cores and 1,000,000 processor hours per simulation for 
Churchfield  [4].  There  are  perhaps  several  reasons  for 
this.  Firstly,  Fluidity  permits  highly  anisotropic  and 
variable finite-element meshes to be used in simulation, 
which  through  hr-adaptive  techniques  efficiently 
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Figure 8. Comparison of mean relative power deficits 
between  CFD  simulations  (green  circles)  and 
observations (blue diamonds) for column C. 
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Figure 9. Comparison of mean relative power deficits 
between  CFD  simulations  (green  circles)  and 
observations (blue diamonds) for column B. concentrates computing resource in areas of complex flow. 
Secondly, Churchfield deploys an actuator line technique, 
which requires much smaller time-steps than actuator discs 
due the rotating actuator lines within the flow. And yet, 
despite actuator discs being a more crude representation of 
turbines  than  actuator  lines,  we  have  demonstrated  here 
that  they  produce  results  in good  agreement with actual 
data  from  Lillgrund.  We  believe  this  shows  that,  with 
careful choice of CFD and turbine modelling techniques, 
high-fidelity  LES  simulations  of  wind  farms  on  a  large 
scale are a practical and effective resource assessment tool. 
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