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STRUCTURE OF THE NEWTON TREE AT INFINITY
OF A POLYNOMIAL IN TWO VARIABLES
PIERRETTE CASSOU-NOGUE`S AND DANIEL DAIGLE
Abstract. Let f : C2 → C be a primitive polynomial. Extend f to a morphism Φ : X → P1
where X is a nonsingular projective surface that contains C2 as an open set and where D =
X \ C2 is an SNC-divisor of X. The dual graph of D is a tree. We analyse the structure and
complexity of this tree in terms of the genus of the generic fiber of f .
Introduction
This article studies a type of combinatorial object called an abstract Newton tree at infinity.
It develops a graph theory whose results are valid for all abstract Newton trees at infinity that
are minimally complete (these notions are defined in Sec. 1). The motivation for investigating
these trees comes from the study of polynomial maps C2 → C. The motivation is discussed in
this introduction, and the rest of the article is purely combinatorial: polynomials are almost
never mentioned outside of this introduction and of paragraphs 2.21–2.23.
Let f ∈ C[x, y] be a primitive polynomial and let us also view f as a map f : C2 → C.
One calls f a rational polynomial if its generic fiber is a rational curve. The study of rational
polynomials has a long history, but the problem of classifying them is still very much open.
So far, only three families of rational polynomials have been described: (i) simple rational
polynomials (i.e., rational polynomials all of whose dicriticals have degree 1) by Miyanishi and
Sugie [MS80], then by Neumann and Norbury [NN02] (who corrected an error of [MS80]), and
finally by the authors [CND17] (who corrected an error of [NN02]); (ii) rational polynomials with
a C∗-fiber, by Kaliman [Ka96]; (iii) quasi-simple rational polynomials (rational polynomials
with one dicritical of degree 2 and all others of degree 1), by Sasao [Sas06].
The results of [MS80], [Ka96] and [Sas06] give equations for f . The fact that Sasao’s equations
are already quite complicated suggests that, for more general hypotheses, giving equations
should be very difficult and perhaps unuseful. Neumann and Norbury work with the splice
diagram of f ; they first give these trees and then deduce equations using “educated guesses”.
It seems more realistic to study classifications of polynomials using their trees. It is what we
do in this article. To each primitive polynomial f ∈ C[x, y], we associate a minimally complete
abstract Newton tree at infinity T(f ;x, y) (these are a variant of the splice diagrams used in
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[NN02]); Rem. 2.22 recalls how this association is done. Since the results of this paper apply to
all minimally complete abstract Newton trees at infinity, they apply in particular to all trees
T(f ;x, y) where f ∈ C[x, y] is a primitive polynomial. The genus g of the generic fiber of f can
be computed from the information contained in T(f ;x, y). We decompose T(f ;x, y) in shapes
that we call “combs” and we show that the number of combs is ≤ 2g + 1. In particular, for
rational polynomials the tree has a one comb shape. Our aim in a subsequent article is to
describe birational maps that construct combs, which should show that all polynomials can
be deduced from simple ones and standard birational maps. This is a way to get equations
without writing them.
It is well known that each primitive polynomial f ∈ C[x, y] determines a finite collection of
“dicritical curves,” that there is a notion of “degree of a dicritical curve,” and that the gcd of
the degrees of all dicritical curves of f is equal to 1. If T is an abstract Newton tree at infinity
then one defines a notion of “dicritical vertex” of T, and of “degree of a dicritical vertex” (Def.
1.8). In the special case where T = T(f ;x, y) with f primitive, there is a degree-preserving
bijection between the set of dicritical vertices of T and the set of dicritical curves of f . So the
tree T(f ;x, y), in addition to being minimally complete, also satisfies the condition that the
gcd of the degrees of all dicritical vertices is equal to 1. Note that our theory is valid for all
minimally complete abstract Newton trees at infinity, without assuming that they satisfy this
gcd condition; Cor. 5.10, Prop. 5.12 and Section 8 are the only places where the gcd condition
is assumed.
The reader unfamiliar with abstract Newton trees at infinity should look at Ex. 5.11 and take
note that these trees consist of vertices, arrows, edges, and decorations. Dicritical vertices are
represented by “ r” and vertices which are not dicritical are represented by “ b”. Each arrow is
represented by an arrowhead “-” (so “ r-” represents an edge joining a vertex “ r” to an arrow
“-”). The edges and arrows are decorated. A more complicated example is shown in Fig. 2,
but that one uses the abbreviation r < defined in 1.9.
Given a minimally complete abstract Newton tree at infinity T, let N be the subtree of T
obtained by deleting all dicritical vertices and arrows of T, and all edges incident to a dicritical
vertex or to an arrow. For each vertex v of N, a number ∆˜(v) ∈ Z is defined in 2.10; we write
∆˜(N) as an abbreviation for
∑
v∈N ∆˜(v). Thus every minimally complete abstract Newton tree
at infinity T determines an integer ∆˜(N). This integer is important because in the special case
where T = T(f ;x, y) with f ∈ C[x, y] primitive, we have (by Rem. 2.23)
(1) ∆˜(N) = 2g
where g is the genus of the generic fiber of f ; in particular, f is a rational polynomial if and
only if ∆˜(N) = 0. Thanks to Eq. (1), we may now forget polynomials and turn ourselves into
graph theorists. What we accomplish in this article can be summarized as follows: Given a
minimally complete abstract Newton tree at infinity T,
(i) we show that the subtree N of T can be decomposed into combs;
(ii) we explain how the structure of the decomposition (i) is related to the number ∆˜(N);
(iii) for small values of ∆˜(N), we derive a more detailed description of T.
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For the purpose of this introduction, it suffices to say that a comb is a subtree of N of the
type depicted in Fig. 1, where the vertical or oblique lines are called teeth.1 There can be several
teeth attached to zn, but at most one tooth is attached to each zi with 1 ≤ i < n.
b b b b b b b b b. . . . . . . . .
...
b
...
b




C
C
C
C
··· ···
b b
z1 zi1 zik zn
︸ ︷︷ ︸
t(zn)
n ≥ 1, k ≥ 0,
1 ≤ i1 < · · · < ik < n,
t(zn) ≥ 0.
Figure 1. A comb.
Again, let T be a minimally complete abstract Newton tree at infinity and let N be the
subtree of T defined as before. The decomposition mentioned in (i) implies that N is a tree of
combs, where the zn of one comb may be adjacent to the z1 of another comb (or to the z1s of
several other combs). Cor. 6.20(a) states that
(2) the total number of combs in the decomposition is ≤ 1 + max(0, ∆˜(N));
this is in fact the simplest of our results that would go in item (ii), in the above list. Other
results show that the value of ∆˜(N) imposes conditions on the internal properties of the combs
and on how the different combs are organized together to form N. For instance, Fig. 4 (located
near 6.22) shows all cases where the number of combs is between 2 and 5. In each row of the
table, the tree is a simplified representation of N where each vertex represents a comb, and the
number H satisfies H ≤ ∆˜(N).
In order to be able to state some results, let us now introduce some ideas and notations.
Recall that N is obtained from T by deleting all dicritical vertices, all arrows and some edges.
So if v is a vertex of N then there may exist dicritical vertices u1, . . . , us adjacent to v (where
the ui are in T but not in N); if s 6= 0, and if the degrees of the dicriticals u1, . . . , us are denoted
d1 ≤ · · · ≤ ds, we say that v is a node of type [d1, . . . , ds]; if s = 0, we say that v is not a node.
By Lemma 2.13(a), if v is a node of type [d1, . . . , ds] then each dj is a divisor of the integer Nv
defined in 1.7. For any vertex v of N we define
ε′(v) = a∗v + bv + valency of v in N ,
where a∗v = 0 (resp. a
∗
v = 1) if no arrow (resp. some arrow
2) decorated by (0) is adjacent to v,
and bv = number of dicritical vertices adjacent to v and of degree < Nv.
We have Nd∗(T) ⊆ Nd(T) ⊆ N, where Nd(T) is the set of all nodes and Nd∗(T) is the set of
all nodes whose type [d1, . . . , ds] satisfies gcd(d1, . . . , ds) = 1. Observe that if u is a dicritical
vertex of degree 1, then u is adjacent to some element of Nd∗(T); so Nd∗(T) gives information
on the possible locations of dicritical vertices of degree 1 in T. This is relevant in view of the
notions of simple and quasi-simple rational polynomials, and also in view of the dichotomy
between good and bad field generators (in characteristic zero, a field generator is the same
1These definitions of “comb” and “tooth” are oversimplified. The correct definitions are given in Sec. 4 and
involve delicate arithmetical conditions that cannot be stated here.
2Such an arrow would be in T but not in N.
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thing as a rational polynomial; by the remark after 1.3 in [Rus75], a field generator is “good”
if and only if at least one of its dicriticals has degree 1).
Some results for rational polynomials. Let us give some examples of new results for
rational polynomials, obtained as corollaries of our theory. Corollaries 1 and 2 are immediate
consequences of, respectively, Thm 8.8 and Prop. 8.9.
By (1), rational polynomials satisfy ∆˜(N) = 2g = 0, so (2) implies that the decomposition
of N into combs has exactly one comb. This explains assertion (a) of:
Corollary 1. Let T = T(f ;x, y) where f ∈ C[x, y] is a rational polynomial. Then either T is
one of the trees of Ex. 5.11 or the following hold.
(a) N looks like the tree of Fig. 1 with n > 1.
(b) The root v0 of T is one of z1, . . . , zn−1, say v0 = zi0 with 1 ≤ i0 < n, and if k 6= 0 then
i0 < i1. Moreover, the valency of v0 in T is at most 2.
(c) No tooth is attached to z1 and ε
′(z1) ≤ 2.
(d) We have ε′(zn) ≤ 4, so in particular t(zn) ∈ {0, 1, 2, 3}.
(e) We have ε′(zi) ≤ 3 for all i such that 1 < i < n.
(f) If v is a vertex in a tooth and v is distinct from the zi to which the tooth is attached,
then v is a node and ε′(v) ≤ 2.
(g) We have |Nd∗(T)| ≤ 2 and one of the following holds:
• N = {z1, . . . , zn}, ε′(zi) ≤ 2 for all i, and Nd∗(T) ⊆ {z1, zn}.
• Let V (zn) denote the set of all vertices v belonging to some tooth attached to zn and
such that v has valency 1 in N; then Nd∗(T) ⊆ V (zn) ∪ {zn}, and if |Nd∗(T)| = 2
then V (zn) ⊆ Nd∗(T).
For primitive polynomials, the topological structure of N can be arbitrarily complicated; so
it is remarkable that, for all rational polynomials, N is as simple as is claimed in (a). We also
stress that all assertions of Cor. 1 are new results, except for the claim that v0 has valency at
most 2.
The next result is concerned with the class of rational polynomials whose trees satisfy
Nd(T) = Nd∗(T) (this is considerably larger than the class of simple rational polynomials).
To understand the statement, first recall that a polynomial f ∈ C[x, y] is called a variable if
C[x, y] = C[f, g] for some g. By [Rus75, Thm 4.5], if a rational polynomial f ∈ C[x, y] is not a
variable then one can choose the pair (x, y) so that f has two points at infinity.
Corollary 2. Let f ∈ C[x, y] be a rational polynomial which is not a variable, assume that (x, y)
has been chosen so that f has two points at infinity, and let T = T(f ;x, y). If Nd(T) = Nd∗(T)
then either T is one of the trees of Ex. 5.11 or the following hold, where the notation for N is
that of Fig. 1.
(a) N = {z1, . . . , zn}, n ∈ {2, 3} and if n = 3 then v0 = z2.
(b) ε′(zi) ≤ 2 and a∗zi = 0 for all i = 1, . . . , n.
(c) Nd(T) = {z1, zn} and each node v has type [d1, . . . , ds] = [1, Nv, . . . , Nv], where s = 1⇔
v = v0.
Strategy and organization of the text. Let T be a minimally complete abstract Newton
tree at infinity. To study the structure of T, we work at three different levels: the first is that
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of T itself, the second is the subtree N of T, and the third is the subtree S(T) of N, called the
skeleton of T, obtained from N by deleting all teeth of all combs.3
Before deleting dicritical vertices and focussing our attention on N, we carefully analyse how
dicritical vertices cluster around vertices called “nodes”, and how these clusters contribute to
the value of ∆˜(N). This analysis of nodes is carried out in Sec. 2.
The second level of our analysis (i.e., the study of the tree N) is carried out in Sections 3
and 4. Sec. 3 defines the set P (T) whose elements are all pairs (u, e) such that u is a vertex
of N and e is an edge of N incident to u. We define a partial order  on P (T) by declaring
that (u, e)  (u′, e′) if the path from u to u′ traverses e but not e′. Then several definitions
and proofs proceed by induction on the poset (P (T),). For each (u, e) ∈ P (T), we define a
characteristic number c(u, e) ∈ Q>0 =
{
x ∈ Q | x > 0}. Properties of characteristic numbers
are established in Sec. 3. Thm 3.16 appears to be a deep result about Newton trees. It allows
us to define the integer M(u, e) > 0 for each (u, e) ∈ P (T) (see Notation 3.17).
Using characteristic numbers, Sec. 4 develops a “calculus” for computing ∆˜ of certain subsets
of N (see in particular Thm 4.4). These tools allow us to discover the unexpected fact (Lemma
4.9) that three important functions P (T) → Q are monotonic with respect to . The rest of
Sec. 4 looks at the relation between the constancy of these functions in a given region of N and
the presence of certain substructures of N (teeth, combs, etc.) in that region.
Studying the skeleton S(T) is the third level of our analysis, and is the subject of Sections
5 and 6. Sec. 5 deals with the case where S(T) is a single vertex and Sec. 6 does the general
case. It is in Sec. 6 that we prove the existence of the decomposition into combs, and that we
describe how the structure of that decomposition is related to the number ∆˜(N).
Sec. 7 gives information about the set Nd∗(T) (whose relevance is briefly discussed before the
statement of Cor. 1).
Sec. 8 describes the class of rational trees, which contains in particular T(f ;x, y) for all
rational polynomials f ∈ C[x, y]. We give a complete explicit description in the case |S(T)| = 1,
and a partial description in the general case. Cor. 8.4 and Prop. 8.9 give information about the
set Nd∗(T).
Sec. 9 gives a partial description of T in the case ∆˜(N) = 2, and an even more partial
description when ∆˜(N) = 4. The description is complete when ∆˜(N) = 2 and |S(T)| = 1.
Almost everything in this article is new. The only exceptions are: Section 1 (which recalls
some definitions and results from [CND17]), Notations 2.8 and 2.9 (also from [CND17]), and
the geometric interpretation discussed at the end of Sec. 2.
The theory of minimally complete abstract Newton trees at infinity is surprisingly rich and
interesting, and it is not easy to single out the “main results” of this work. Theorems 3.16 and
4.4 are powerful tools. The fact that a decomposition into combs always exists is a consequence
of Thm 6.4, and is a new insight in the structure of Newton trees at infinity. The decomposition
into combs leads to Thm 6.18 and its consequences, which reveal the relation between the
structure of T and the value of ∆˜(N).
3The skeleton can be arbitrarily complicated: it can be shown that if T is an arbitrary finite tree and x is
any vertex of T , then there exists a minimally complete abstract Newton tree at infinity T whose skeleton S(T)
is T and whose root v0 is x.
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1. Preliminaries: Abstract Newton trees at infinity
The aim of this section is to recall the definition of an abstract Newton tree at infinity that
is minimally complete. We begin by some terminologies and notations for general graphs and
trees. CAUTION: our use of the word “vertex” differs from the standard usage of graph theory.
1.1. In this paper, a graph is a pair X = (X0, X1) where X0 and X1 are finite sets and each
element of X1 is a subset of X0 of cardinality exactly 2. The elements of X1 are called the
edges, and those of X0 are called 0-dimensional cells (we do NOT use the word “vertex” here!).
If x ∈ X0 and e ∈ X1 are such that x ∈ e, we say that the edge e is incident to x. If x ∈ X0,
the number of edges incident to x is called the valency of x and is denoted δx. If x, y ∈ X0 are
such that {x, y} is an edge, we say that x, y are adjacent, or that x, y are linked by an edge. If
e = {x, y} is an edge then x, y are the endpoints of e.
A path in the graph X = (X0, X1) is an ordered tuple (x0, . . . , xn) of elements of X0 satisfying
n ≥ 0 and the two conditions:
• if n ≥ 1 then for each i ∈ {0, . . . , n− 1} we have {xi, xi+1} ∈ X1;
• if n ≥ 2 then the edges {x0, x1}, . . . , {xn−1, xn} are distinct.
Note that what we call a “path” is called a “simple path” in standard terminology of graph
theory. Given x, y ∈ X0, a path from x to y is a path (x0, . . . , xn) satisfying x0 = x and xn = y.
Suppose that γ = (x0, . . . , xn) is a path. We say that a 0-dimensional cell x ∈ X0 “is in γ”
if x ∈ {x0, . . . , xn}; we say that an edge e ∈ X1 “is in γ” if e is one of the edges {x0, x1}, . . . ,
{xn−1, xn}. If an edge e is in a path γ, we also say that γ traverses e.
A graph X = (X0, X1) is a tree if for every choice of x, y ∈ X0 there exists a unique path
from x to y. A rooted tree is a triple T = (X0, X1, v0) such that (X0, X1) is a tree and v0 ∈ X0;
then v0 is called the root of T (we always denote the root by v0).
1.2. Given a rooted tree T = (X0, X1, v0), we define A =
{
x ∈ X0 | δx = 1
} \ {v0} and
V =
{
x ∈ X0 | δx > 1
} ∪ {v0}; the elements of A are called arrows and those of V are called
vertices (so the root v0 is a vertex). Observe that X0 = V ∪A and V ∩A = ∅, that all arrows
have valency 1, and that all elements of V \ {v0} have valency ≥ 2. We define a partial order
on the set X0 = V ∪A by stipulating that, given distinct x, y ∈ X0,
x < y ⇐⇒ x is on the path from the root v0 to y.
It follows in particular that v0 < y for all y ∈ X0 \ {v0}.
1.3. Remark. Let T = (X0, X1, v0) be a rooted tree. We shall say that a subset S of X0 is
connected if every path (x0, . . . , xn) in T that satisfies x0, xn ∈ S also satisfies xi ∈ S for all
i = 0, . . . , n. Any connected set S can be viewed as a subtree of T (define the edge-set of S to
be the set of all edges e of T such that both endpoints of e are in S).
Note in particular that V is connected, in any rooted tree.
1.4. A decorated rooted tree is a triple (T, f, q) where
• T = (X0, X1, v0) is a rooted tree,
• f : A→ {(0), (1)} is any map (where (0) and (1) are just two distinct symbols),
• q : { (e, x) ∈ X1 ×X0 | x ∈ e}→ Z is any map.
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1.5. Let (T, f, q) be a decorated rooted tree, where T = (X0, X1, v0).
If α ∈ A and f(α) = (0) (resp. f(α) = (1)), we say that α is decorated by (0) (resp. by (1)).
We write A0 =
{
α ∈ A | α is decorated by (0)}; consequently, A \ A0 is the set of arrows
decorated by (1). A dead end is an edge incident to an element of A0. Note that if {x, α} is a
dead end and α ∈ A0 then x ∈ V.
If e = {x, y} is an edge, the number q(e, x) is called the decoration of e near x (so each edge
is decorated near each one of its endpoints).
Given x ∈ X0, let Ex temporarily denote the set of all edges incident to x. For each e ∈ Ex,
define Q(e, x) =
∏
e′∈Ex\{e} q(e
′, x). Here and throughout this paper, empty products
of numbers are equal to 1. This defines a map
Q :
{
(e, x) ∈ X1 ×X0 | x ∈ e
}→ Z.
Note that q and Q have the same domain and that Q is determined by q.
If e = {x, y} is an edge such that x, y ∈ V, we define the determinant of e by
det(e) = q(e, x)q(e, y)−Q(e, x)Q(e, y).
1.6. Definition. An abstract Newton tree at infinity is a decorated rooted tree T that satisfies
the following requirements.
(1) For each vertex v ∈ V, there exists α ∈ A \A0 such that α > v.
(2) There is at most one dead end incident to a given vertex.
(3) If e is an edge incident to the root v0 then q(e, v0) = 1.
(4) If e is an edge incident to an arrow α ∈ A then q(e, α) = 1.
(5) Let v ∈ V. If e, e′ are distinct edges incident to v then q(e, v) and q(e′, v) are relatively
prime. Let E+v temporarily denote the set of edges of the form {v, x} where x ∈ V ∪A
and v < x, and observe that E+v 6= ∅ by condition (1). It is required that q(e, v) ≥ 1
for all e ∈ E+v , and that at most one element e of E+v satisfies q(e, v) > 1. Moreover, if
there is a dead end ε incident to v then q(ε, v) = maxe∈E+v q(e, v) (note that ε ∈ E+v ).
(6) For each edge e = {x, y} such that x, y ∈ V, we have det(e) < 0.
In all that follows, we assume that T is an abstract Newton tree at infinity with notations
(V, A, etc.) as defined in the above paragraphs.
1.7. Definition. (Recall that empty products of numbers are equal to 1.)
(i) We say that an edge ε is incident to a path γ if ε is not in γ and ε is incident to some
vertex u of γ. If ε is incident to γ, we define q(ε, γ) = q(ε, u) where u is the unique
vertex of γ to which ε is incident.
(ii) Given v ∈ V ∪A0 and α ∈ A \A0, we set
xv,α =
∏
ε∈E q(ε, γ) and xˆv,α =
∏
ε∈Eˆ q(ε, γ)
where γ is the path from v to α, E is the set of edges incident to γ and
Eˆ = set of edges incident to γ but not incident to v.
Observe that xv,α = Q(e, v)xˆv,α, where e is the unique edge incident to v which is in γ.
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(iii) Given v ∈ V ∪A0, we define the multiplicity Nv of v by Nv =
∑
α∈A\A0 xv,α.
(iv) We define the multiplicity M(T) of T by M(T) = −∑v∈V∪A0 Nv(δv − 2).
1.8. Definition. A dicritical vertex is a vertex v ∈ V satisfying Nv = 0. If v is a dicritical
vertex satisfying
(∗) {x ∈ V ∪A | x > v } ⊆ A,
we define the degree of the dicritical v to be the number of edges {v, α} where α ∈ A \A0. By
part (1) of Def. 1.6, the degree of a dicritical is strictly positive.
1.9. Pictures. When an abstract Newton tree at infinity is represented by a picture, dicritical
vertices are represented by “ s” and vertices which are not dicritical are represented by “ c”.
Each arrow is represented by an arrowhead “- ”, not by an arrow “ -”, so that “ s -”
represents an edge joining a vertex “ s” to an arrow “- ”. When the decoration of an arrow
does not appear in the picture, that decoration is assumed to be (1). If e is an edge incident
to x ∈ V ∪ A, and if the decoration q(e, x) does not appear in the picture, that decoration
is assumed to be 1. For a simple example of an abstract Newton tree at infinity, the reader
is referred to Ex. 5.11. A more complicated example is given in Fig. 2, where the following
convention is used: s
v <d
is an abbreviation for s
v
*HHj
...
α1
αd
where v ∈ V is a dicritical vertex of degree d, α1, . . . , αd are the distinct elements of A \ A0
which are adjacent to v, and q({v, αi}, v) = 1 for all i = 1, . . . , d.
The tree of Fig. 2 will be revisited in Ex. 2.4, 2.14, 3.11, 4.3, 4.26 and 8.3. The reader may
verify directly that Nv0 = 252, Nv1 = 126, Nv2 = 63, Nv3 = 9, Nv4 = 3, Nv5 = 2 and Nv6 = 9,
and that all other vertices v satisfy Nv = 0 (and hence are dicritical). Keep in mind that v0
always denotes the root.
1.10. Definition. The number of points at infinity of T is the valency of the root when there
is no dead end incident to the root and the valency minus 1 otherwise. It follows from part (1)
of 1.6 that T has at least one point at infinity.
1.11. Remark. If T has n points at infinity then Nv0 ≥ |A \A0| ≥ n ≥ 1. Indeed, part (1) of
1.6 implies that |A\A0| ≥ n ≥ 1 and part (5) of 1.6 implies that xv0,α ≥ 1 for each α ∈ A\A0.
1.12. Remark. Let e = {v, α} be a dead end, where v ∈ V and α ∈ A0. Then
Nv = q(e, v)Nα.
To see this, simply observe that xv,β = q(e, v)xα,β for all β ∈ A \A0.
1.13. Definition. For a vertex v, we define av = 1 if there is no dead end incident to v, and
av = q(e, v) if e is a dead end incident to v (recall that there is at most one dead end incident
to v). Note that for all v ∈ V we have av ∈ N \ {0} and (by Rem. 1.12) av | Nv.
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v6
Figure 2. An abstract Newton tree at infinity with |V| = 13 and |A| = 227.
1.14. Definition. Consider distinct v, v′ ∈ V and the path γ from v to v′. We say that γ is a
linear path if each vertex u in γ but different from v, v′ has valency 2. If γ is a linear path from
v to v′ then we define det(γ) = q(e, v)q(e′, v′)−Q(e, v)Q(e′, v′), where e (resp. e′) is the unique
edge in γ which is incident to v (resp. v′).
The determinant of a linear path generalizes the determinant of an edge. We now quote
Prop. 2.4 of [CND17]:
1.15. Proposition. Consider distinct v, v′ ∈ V and suppose that the path γ from v to v′ is
linear. Let q = q(e, v), q′ = q(e′, v′), Q = Q(e, v) and Q′ = Q(e′, v′) where e (resp. e′) is the
unique edge in γ which is incident to v (resp. v′), and let
A =
{
α ∈ A \A0 | the path from v to α does not contain v′
}
,
A′ =
{
α ∈ A \A0 | the path from v to α contains v′
}
(see Figure 3). Then the following hold.
(a) For each α ∈ A, xv,α = qxˆv′,α and xv′,α = Q′xˆv′,α.
(b) For each α ∈ A′, xv′,α = q′xˆv,α and xv,α = Qxˆv,α.
(c)
∣∣∣∣ q Q′Nv Nv′
∣∣∣∣ = det(γ)∑α∈A′ xˆv,α and ∣∣∣∣ q′ QNv′ Nv
∣∣∣∣ = det(γ)∑α∈A xˆv′,α.
(d) If v < v′ then q > 0, Q′ > 0, det γ < 0 and
∣∣∣∣ q Q′Nv Nv′
∣∣∣∣ < 0.
See Rem. 1.3 for the concept of a connected set.
1.16. Corollary ([CND17], 2.5). (a) If v, v′ ∈ V, v < v′ and Nv ≤ 0 then Nv′ < 0.
(b) The set of vertices whose multiplicity is nonnegative is connected.
(c) The set of vertices whose multiplicity is positive is connected.
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q′
Q′
Figure 3. Schematic representation of the situation of Prop. 1.15.
Proof. By 1.15(d), (a) is true whenever {v, v′} is an edge; it easily follows that (a) is true in
general. Assertions (b) and (c) follow from (a). 
1.17. Remark. It follows from Cor. 1.16(a) that if x, y are dicritical vertices then x, y are not
adjacent. Also note that Nv0 > 0 by Rem. 1.11, so the root v0 is not a dicritical vertex.
1.18. Definition. An abstract Newton tree at infinity T is generic if every vertex of T has
nonnegative multiplicity.
1.19. Remark. Let T be a generic Newton tree at infinity. Then Cor. 1.16(a) implies that each
dicritical vertex v of T satisfies condition (∗) of Def. 1.8. Consequently, each dicritical vertex
of T has a well-defined degree.
1.20. Lemma. In a generic Newton tree at infinity, let v be a dicritical vertex of degree d and
let Bv =
{
α ∈ A \A0 | {v, α} is an edge
}
.
(a) d = |Bv| ≥ 1
(b) q({v, α}, v) = 1 for all α ∈ Bv.
(c) There exists exactly one w ∈ V such that {w, v} is an edge. Moreover, this unique w
satisfies Nw > 0 and w < v.
Proof. Since our tree is generic, Cor. 1.16(a) implies that Uv ⊆ A, where we define Uv =
{
x ∈
V∪A | x > v }; so [CND17, Lemma 2.9] implies that (b) is true. Also note that each element
of Uv is linked to v by an edge. By part (1) of Def. 1.6, there exists α ∈ A\A0 such that α > v;
then α ∈ Uv, so {v, α} is an edge, so α ∈ Bv, showing that Bv 6= ∅. By definition of the degree
of a dicritical, it is clear that d = |Bv|.
To prove (c), observe that v0 6= v (by Rem. 1.17), and that consequently there exists exactly
one w ∈ V such that {w, v} is an edge and w < v. If there exists w′ ∈ V\{w} such that {w′, v}
is an edge then w′ ∈ Uv ⊆ A, a contradiction. This shows that there exists exactly one w ∈ V
such that {w, v} is an edge, and that this w satisfies w < v. We have Nw > 0 by Cor. 1.16(a)
or Rem. 1.17, so (c) is proved. 
1.21. Definition. An abstract Newton tree at infinity T is complete if it is generic and if each
arrow of T decorated with (1) is adjacent to a dicritical vertex.
1.22. Remark. Let T be an abstract Newton tree at infinity. By Rem. 1.17, the root is not a
dicritical vertex. By Cor. 1.16, there is at most one dicritical on any path from the root to an
arrow. If T is complete, there is exactly one dicritical on any path from the root to an arrow
decorated by (1).
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Consider a dead end e = {v, α}, where v ∈ V and α ∈ A0. If the decoration of e near v is 1,
we call e a dead end decorated by 1.
1.23. Definition. An abstract Newton tree at infinity T is minimally complete if it satisfies:
(i) T is complete;
(ii) if v is a dicritical then there is a dead end incident to v;
(iii) if a dead end decorated by 1 is incident to a vertex v, then v is a dicritical;
(iv) every element of V \ {v0} has valency different from 2.
1.24. Lemma ([CND17, Lemma 2.24]). Consider an edge {v, v′} in a minimally complete
abstract Newton tree at infinity, where v is a vertex with Nv = 1, v
′ is a vertex, and v < v′.
Then v′ is a dicritical of degree 1 and the edge determinant of {v, v′} is −1.
Equivalence of abstract Newton trees at infinity. Definition 2.13 of [CND17] defines an
equivalence relation on the set of abstract Newton trees at infinity. The main properties of that
equivalence relation are given in Lemmas 2.14 and 2.18 of [CND17], which we reproduce here
as Lemmas 1.25 and 1.26:
1.25. Lemma. Equivalent abstract Newton trees at infinity have the same number of points at
infinity and the same multiplicity.
1.26. Lemma. Let C be the equivalence class of a generic Newton tree at infinity. Then C
contains exactly one minimally complete Newton tree at infinity.
2. Nodes
In this section, T denotes an abstract Newton tree at infinity that is minimally complete.
This section develops a theory of “nodes” (see Def. 2.3) that can be applied to any tree
T satisfying the above assumption. We also define the subtree N of T (2.1) and the map
∆˜ : N→ Z (2.10), both of which play a crucial role in subsequent sections. Lemmas 2.13, 2.15
and 2.20 give interesting information on vertices v satisfying ∆˜(v) ≤ 0.
2.1. Notation. Let N =
{
v ∈ V | Nv > 0
}
and D =
{
v ∈ V | Nv = 0
}
. Note that D is the
set of dicritical vertices of T and that {N,D} is a partition of V.
We noted in 1.16 that N is connected; so we may view N as a subtree of T (but strictly
speaking, N is only a set of vertices).
2.2. Remark. Note that v0 ∈ N (by Rem. 1.17) and that
(i) no arrow is adjacent to v0,
(ii) δv0 is equal to the number of points at infinity,
(iii) av0 = 1,
where (ii) and (iii) are immediate consequences of (i) (in fact (iii) also follows from Def. 1.6(3)).
To prove (i) by contradiction, assume that α ∈ A is such that e = {v0, α} is an edge. If α
is decorated by (1) then (since T is complete) v0 is a dicritical, which is not the case. So α
is decorated by (0); since q(e, v0) = 1, e is a dead end decorated by 1, so condition 1.23(iii)
implies that v0 is a dicritical, which is not the case.
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2.3. Definition.
(1) By a node of T, we mean a vertex which is adjacent to at least one dicritical vertex.
The set of all nodes of T is denoted Nd(T). By Rem. 1.17, dicritical vertices cannot be
adjacent; so Nd(T) ⊆ N. It is clear that Nd(T) 6= ∅.
(2) Given v ∈ N, let Dv be the set of dicritical vertices adjacent to v. Note that Dv 6= ∅ if
and only if v ∈ Nd(T).
(3) Given a dicritical vertex u, let du ∈ N \ {0} be the degree of u, i.e., the number of
elements of A \A0 that are adjacent to u (see 1.8 and 1.19).
(4) Let v ∈ Nd(T). Let u1, . . . , us (s ≥ 1) be the distinct elements of Dv, labeled so as to
have du1 ≤ · · · ≤ dus , where dui ∈ N \ {0} is the degree of the dicritical ui. Then we
define the type of the node v to be the finite sequence [du1 , . . . , dus ], enclosed in square
brackets.
2.4. Example. Let T be the abstract Newton tree at infinity depicted in Fig. 2. Then T is
minimally complete. The subtree N of T is shown in the picture below. The numbers written
near each vertex v ∈ N (in the picture) are Nv, av if v is not a node, and Nv, av, τv if v is a
node, where τv is the type of the node v.
b b b b b
b b
3, 3 9, 3 63, 1 126, 1, [63] 252, 1, [126]
2, 2, [2] 9, 1, [9, 9, 9]v6v5
v4 v3 v2 v1 v0 N = {v0, v1, v2, v3, v4, v5, v6}
2.5. Remark. In fact there exists a rational polynomial f ∈ C[x, y] such that T(f ;x, y) is the
tree T of Fig. 2. So, according to Cor. 1 in the Introduction, the tree N depicted in Ex. 2.4
should look like the tree of Fig. 1. This is the case, with (z1, . . . , zn) = (v0, v1, v2, v3, v4).
2.6. Definition. An f-partition of a set X is a family (Xi)i∈I , indexed by a set I, satisfying:
• for each i ∈ I, Xi is a (possibly empty) subset of X;
• we have Xi ∩Xj = ∅ whenever i, j are distinct elements of I;
• X = ⋃i∈I Xi.
Clearly, if (Xi)i∈I is an f-partition of a finite set X and g : X → R is any function then∑
x∈X g(x) =
∑
i∈I
∑
x∈Xi g(x).
2.7. Remark. (Dv)v∈Nd(T) is an f-partition of D and (Av)v∈Nd(T) is an f-partition of A \ A0,
where we define Av =
{
α ∈ A\A0 | α is adjacent to some element of Dv
}
for each v ∈ Nd(T).
2.8. Notation. Following Paragraph 2.19 of [CND17] we define
rv = −1 + |
{
v′ ∈ V | {v, v′} is an edge}|, for all v ∈ N.
We note that rv ∈ N for all v ∈ N, and that rv = 0 if and only if v = v0 and δv0 = 1. Indeed, no
arrow is adjacent to v0 by Rem. 2.2, so rv0 = −1 + δv0 , so the claim is true for v = v0. If v 6= v0
then we have δv ≥ 3, at most one dead end is incident to v, and (since v is not a dicritical) no
element of A \A0 is adjacent to v, so rv ≥ 1.
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2.9. Notation. We define the set map ∆ : N→ Z by
(3) ∆(v) = (rv − 1)(Nv − 1) +Nv
(
1− 1
av
)
for all v ∈ N.
Since av | Nv, the right-hand-side of (3) is indeed an integer. We also define ∆(S) =
∑
v∈S ∆(v),
for any subset S of N.
The definition of ∆ given in [CND17] is different from this one, but Equality (3) is proved
in Lemma 2.20 of [CND17], so ∆ is the same in the two articles.4 Note that [CND17] does not
consider the map ∆˜ : N→ Z, that we now define.
2.10. Notation. We define ∆˜(v) = ∆(v)−∑u∈Dv(du−1) for all v ∈ N, and ∆˜(S) = ∑v∈S ∆˜(v)
for any subset S of N. Note that ∆˜(v) ∈ Z and ∆˜(S) ∈ Z. Also observe that if v ∈ N \ Nd(T)
then ∆˜(v) = ∆(v), because Dv = ∅.
2.11. Definition. We shall now define numbers σ(v), ε(v) ∈ N for each v ∈ N, and ku ∈ N\{0}
for each u ∈ D.
(1) Suppose that v ∈ Nd(T). For each u ∈ Dv, let ku = − det({u, v}) ∈ N \ {0} and let
du ∈ N \ {0} be the degree of the dicritical u. Then we define σ(v) =
∑
u∈Dv(ku− 1)du.
If v ∈ N is not a node we define σ(v) = 0. It follows that the formula
σ(v) =
∑
u∈Dv(ku − 1)du
is valid for all v ∈ N, because if v is not a node then Dv = ∅. Note that σ(v) ∈ N for
all v ∈ N.
(2) For any v ∈ N, define ε(v) = the cardinality of {x ∈ N | x is adjacent to v }.
2.12. Remark. We have ε(v) = rv + 1− |Dv| for all v ∈ N.
2.13. Lemma. Let v ∈ N.
(a) If v ∈ Nd(T) then for all u ∈ Dv we have Nv = kudu and ku, du ∈ N \ {0}.
(b) ∆˜(v) = σ(v) + (ε(v)− 2)(Nv − 1) +Nv(1− 1av )
(c) If Nv = 1 then ∆˜(v) = 0 = σ(v), av = 1, ε(v) ≤ 1 and v is a node of type [1, . . . , 1].
(d) If ε(v) > 2 then ∆˜(v) > 0.
(e) If ∆˜(v) < 0 then ε(v) ∈ {0, 1}.
Proof. (a) Let u ∈ Dv. Let e = {v, u}, then 1.15 gives∣∣∣∣q(e, v) Q(e, u)Nv Nu
∣∣∣∣ = det(e) ∑
α∈A′
xˆv,α
where A′ =
{
α ∈ A\A0 | {u, α} is an edge
}
and Nu = 0. Lemma 1.20 implies that Q(e, u) =
au and that xˆv,α = au for each α ∈ A′. So −auNv = det(e)duau = −kuduau and the equality
Nv = kudu follows. It is clear that ku, du ∈ N \ {0}. This proves (a).
4Lemma 2.20 of [CND17] assumes that T has at least two points at infinity, but that assumption is not used
in the proof of (3) so ∆ is indeed the same in the two articles.
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(b) The following argument is valid whether v is a node or not. Let s = |Dv| and note that
ε(v) = rv + 1− s by Rem. 2.12. By 2.9,
∆˜(v) = ∆(v)−∑u∈Dv(du − 1)
= (rv − 1)(Nv − 1) +Nv
(
1− 1
av
)−∑u∈Dv(du − 1)
= (s− 2 + ε(v))(Nv − 1) +Nv
(
1− 1
av
)−∑u∈Dv(du − 1)
= (ε(v)− 2)(Nv − 1) +Nv
(
1− 1
av
)
+ s(Nv − 1)−
∑
u∈Dv(du − 1)
= (ε(v)− 2)(Nv − 1) +Nv
(
1− 1
av
)
+
∑
u∈Dv(Nv − du)
= (ε(v)− 2)(Nv − 1) +Nv(1− 1av ) +
∑
u∈Dv(ku − 1)du
= (ε(v)− 2)(Nv − 1) +Nv(1− 1av ) + σ(v).
(c) Assume that Nv = 1. Let B be the set of vertices u adjacent to v and such that v < u.
As v is not a dicritical, B 6= ∅. Since Nv = 1, Lemma 1.24 implies that B ⊆ Dv, so v is a
node. For each u ∈ Dv we have kudu = Nv = 1 by (a), so ku = 1 = du; it follows that the type
of v is [1, . . . , 1] and that σ(v) = 0. Since Nv = 1 we also have av = 1 (because av | Nv). Then
(b) gives ∆˜(v) = 0. The fact that ε(v) ≤ 1 follows from B ⊆ Dv and the observation that at
most one vertex is adjacent to v and less than v.
(d) If ε(v) > 2 then (c) implies that Nv > 1, so (b) gives ∆˜(v) > 0.
Assertion (e) follows from (b). 
2.14. Example. Let T be the tree considered in Fig. 2 and Ex. 2.4. Using only the information
contained in Ex. 2.4, the reader may calculate (with Lemma 2.13) that ∆˜(v0) = −125, ∆˜(v1) =
63, ∆˜(v2) = 62, ∆˜(v3) = 6, ∆˜(v4) = 2, ∆˜(v5) = 0 and ∆˜(v6) = −8. Consequently, ∆˜(N) = 0.
2.15. Lemma. Let v ∈ N.
(a) If ε(v) = 1 and v is not a node then v = v0 and δv0 = 1.
(b) If ε(v) = 2, ∆˜(v) = 0 and v 6= v0 then v is a node of type [Nv, . . . , Nv] and av = 1.
Proof. (a) Suppose that v ∈ N is such that ε(v) = 1 and v 6= v0. We have δv ≥ 3, at most
one element of A0 is adjacent to v and no element of A \ A0 is adjacent to v; so at least two
vertices are adjacent to v, and exactly one of them belongs to N because ε(v) = 1; so at least
one element of V \N = D is adjacent to v, so v is a node.
By the above paragraph, if v ∈ N, ε(v) = 1 and v is not a node, then v = v0. Since v0 is not
a node and no arrow is adjacent to v0, we have δv0 = ε(v0) = 1. So (a) is true.
For (b), note that
0 = ∆˜(v) = σ(v) + (ε(v)− 2)(Nv − 1) +Nv(1− 1av ) = σ(v) +Nv(1− 1av ),
so σ(v) = 0 and av = 1. Since v is not a dicritical, there cannot be a dead end decorated by 1
incident to v; so the fact that av = 1 implies that no dead end is incident to v. Since v is not
a dicritical, no element of A \ A0 is adjacent to v, so no arrow is adjacent to v. Since v 6= v0,
we have δv > 2 = ε(v), so there exists a u ∈ V \ N adjacent to v. Then u is a dicritical and
hence v is a node. The fact that σ(v) = 0 implies that kx = 1 for all x ∈ Dv, so v is of type
[Nv, . . . , Nv]. 
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2.16. Lemma. For all v ∈ N we have σ(v)
Nv
=
∑
u∈Dv
(
1− 1
ku
)
.
Proof. If v is not a node then both sides of the equality are equal to 0. If v ∈ Nd(T) then
Nv = kudu for all u ∈ Dv, so σ(v)Nv =
∑
u∈Dv (ku−1)du
Nv
=
∑
u∈Dv
(ku−1)du
kudu
=
∑
u∈Dv
(
1− 1
ku
)
. 
The following triviality is very useful:
2.17. Lemma. Let (m1, . . . ,ms) be a family of elements of N \ {0}. If K ∈ R is such that∑s
i=1(1 − 1mi ) < K, then |
{
i | mi > 1
}| < 2K. In particular, if ∑si=1(1 − 1mi ) < 1 then at
most one i is such that mi > 1.
Proof. If 1− 1
mi
6= 0 then 1− 1
mi
≥ 1
2
. 
2.18. Notations. Given v ∈ N, we define d(v) = Nv if v is not a node, and d(v) = the gcd of
the degrees of the dicriticals in Dv if v is a node.
2.19. Remark. For all v ∈ N we have d(v) | Nv, and d(v) = Nv if and only if σ(v) = 0. (See
Lemma 2.13(a) and Def. 2.11.)
2.20. Lemma. Let v ∈ N be such that ε(v) = 1 and ∆˜(v) ≤ 0. Then
∆˜(v) = 1− d(v)
av
and if v ∈ Nd(T) then the following hold.
(a) At most one u ∈ Dv satisfies ku > 1, and if such a u exists then av = 1.
(b) The type of v is [d(v), Nv, . . . , Nv], and if d(v) 6= Nv then av = 1.
Proof. Consider the case where v /∈ Nd(T). By Lemma 2.15, v = v0 and δv0 = 1. Since
σ(v0) = 0 and av0 = 1, Lemma 2.13(b) gives ∆˜(v0) = 1−Nv0 . Since d(v0) = Nv0 it follows that
the equality ∆˜(v) = 1− d(v)/av is true.
Until the end of the proof we assume that v ∈ Nd(T). We have
0 ≥ ∆˜(v) = σ(v) + (ε(v)− 2)(Nv − 1) +Nv(1− 1av ) = σ(v) + (−1)(Nv − 1) +Nv(1− 1av ),
which implies that σ(v) +Nv(1− 1av ) ≤ (Nv − 1) < Nv. Dividing by Nv gives
(1− 1
av
) +
∑
u∈Dv(1− 1ku ) < 1
where we used Lemma 2.16. If u1, . . . , us denote the distinct elements of Dv then Lemma 2.17
says that at most one member of the family (av, ku1 , . . . , kus) is greater than 1. This proves (a).
We may arrange the labelling of u1, . . . , us so that ku1 ≥ 1 = ku2 = · · · = kus . Then the type of
v is [du1 , . . . , dus ] = [
Nv
ku1
, Nv, . . . , Nv], so d(v) = gcd(
Nv
ku1
, Nv, . . . , Nv) =
Nv
ku1
, which shows that
the type of v is [d(v), Nv, . . . , Nv]. If d(v) 6= Nv then ku1 > 1, so av = 1. This proves (b). Note
that σ(v) =
∑
u∈Dv(ku − 1)du = (ku1 − 1)du1 = Nv − d(v), so
(4) ∆˜(v) = (Nv − d(v)) + (−1)(Nv − 1) +Nv(1− 1av ) = 1 +Nv − d(v)− Nvav .
If d(v) = Nv then (4) simplifies to ∆˜(v) = 1 − d(v)av ; if d(v) 6= Nv then av = 1, and again (4)
simplifies to ∆˜(v) = 1− d(v)
av
. So ∆˜(v) = 1− d(v)
av
is true and the Lemma is proved. 
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Geometric interpretation of ∆˜(N)
Thm 2.21 and Remarks 2.22 and 2.23 are not used anywhere else in the article. Their only
purpose is to justify equality (1), claimed in the introduction. Refer to 2.1, 2.3 and 1.7 for the
definitions of D, du and M(T).
2.21. Theorem. Let T be a minimally complete Newton tree at infinity. Let D(T) =
∑
u∈D du
and D′(T) =
∑
u∈D(du − 1). Then
∆˜(N) = ∆(N)−D′(T) = 2−M(T)−D(T).
Proof. We have ∆˜(N) = ∆(N)−D′(T) because (Dv)v∈Nd(T) is an f-partition of D. Thm 2.22(1)
of [CND17] states that M(T) + ∆(N) = 2− |D|;5 since D′(T) = D(T)− |D|, we are done. 
2.22. Remark. Let us recall how a primitive polynomial f ∈ C[x, y] determines a tree T(f ;x, y).
First note that f : C2 → C extends to a rational map Φ0 : P2 99K P1. Choose a composition
pi : X → P2 of blowing-up maps centered at points of the line at infinity L∞ = P2 \ C2 such
that Φ = Φ0 ◦ pi : X → P1 is a morphism. Then the curve
D = pi−1(L∞)
is a tree of projective lines with simple normal crossings and is the complement of C2 in the
nonsingular projective surface X. If E is an irreducible component of D satisfying Φ(E) = P1,
one says that E is a dicritical component of D;6 then, for generic t ∈ C, the closure in X of the
affine curve f(x, y) = t intersects E in a finite (and nonzero) number of points that is called
the degree of the dicritical E.
We consider the dual graph of D in X. This means that we represent each irreducible com-
ponent of D by a vertex and that we put an edge between two vertices when the corresponding
components intersect. Note that this is a tree. We represent the branches of the curve by ar-
rows; more precisely, for each vertex u representing a dicritical component E of degree dE, we
attach dE arrows to u and we decorate these arrows with the symbol (1); note that u now has
valency ≥ dE +1 ≥ 2. The vertex representing L∞ is denoted by v0 and is called the root of the
tree. Each edge is decorated by two integers, one near each of its ends; the integers decorating
the edges are obtained from the self-intersection numbers of the divisors as explained in [Neu89,
Chap. 5]. In the terminology of [Neu89], the object that we have at this point is called a rooted
RPI splice diagram. For each vertex v of valency 1 and distinct from v0, we replace v by an
arrow decorated with (0). The decorated rooted tree T0 obtained in this manner satisfies the
definition of an abstract Newton tree at infinity (Def. 1.6), and is generic (Def. 1.18). We stress
that the only difference between this T0 and Neumann’s splice diagram is that we replaced each
vertex v 6= v0 of valency 1 by an arrow decorated with (0).
Alternatively, one can obtain T0 from the Puiseux pairs of the branches at infinity as explained
in [EN85] and [Neu89], or from the equations of the successive Newton polygons in the Newton
5Thm 2.22 of [CND17] assumes that T has at least two points at infinity, but in fact that assumption is not
used in the proof of part (1) of that result.
6In the introduction, we used the term “dicritical curve of f” to refer to these dicritical components.
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algorithm as explained in [CN11]. In all cases, T0 is an abstract Newton tree at infinity and is
generic.
We define T(f ;x, y) to be the unique minimally complete Newton tree at infinity which is
equivalent to T0 (Lemma 1.26).
One can see that there is a natural injective map v 7→ Cv from the set of vertices of T(f ;x, y)
to the set of irreducible components of D, and that a vertex v of T(f ;x, y) belongs to N if
and only if Cv is a component of the fiber of Φ over the point ∞ ∈ P1 (more precisely, the
multiplicity of Cv in the divisor Φ
−1(∞) is equal to Nv).
2.23. Remark. Let f ∈ C[x, y] be a primitive polynomial and let T = T(f ;x, y). As explained
in Rem. 2.22, T is a minimally complete abstract Newton tree at infinity. We claim that
∆˜(N) = 2g, where g is the genus of the generic fiber of f : C2 → C. To see this, first observe
that ∆˜(N) = 2−M(T)−D(T) by Thm 2.21; it therefore suffices to show that
(5) 2−M(T)−D(T) = 2g.
Let C ⊂ C2 denote a generic fiber of f ; then Thm 4.3 of [Neu89] shows that the Euler charac-
teristic of C is equal to M(T). Since D(T) is equal to the number n∞ of places at infinity of
C, (5) follows from the well-known equality χ(C) = 2− 2g − n∞. So ∆˜(N) = 2g.
3. Characteristic numbers
Throughout this section, T is a minimally complete abstract Newton tree at infinity.
In this section we consider the set P = P (T) whose elements are all pairs (u, e) such that
u ∈ N and e is an edge in N that is incident to u. We also define a partial order  on the set P .
By induction on the poset (P,), we define a family (c(u, e))
(u,e)∈P of positive rational numbers
and prove several of its properties. We call c(u, e) the characteristic number of (u, e). The most
important property of characteristic numbers is given in Thm 3.16, which is a fundamental
result in the theory of Newton trees.
3.1. Notation. If x, y ∈ V ∪A then the unique path from x to y is denoted γx,y.
3.2. Notation. Let w ∈ V and let A be a subset of A \A0. Let H(w,A) be the set of all pairs
(e, u) such that u is a vertex, e is an edge of T incident to u, and:
for all α ∈ A, u is in γw,α but e is not in γw,α.
Let Hˆ(w,A) =
{
(e, u) ∈ H(w,A) | u 6= w }. Also define the integers
h(w,A) =
∏
(e,u)∈H(w,A) q(e, u) and hˆ(w,A) =
∏
(e,u)∈Hˆ(w,A) q(e, u)
and observe that h(w,A) | xw,α and hˆ(w,A) | xˆw,α for all α ∈ A.
3.3. Lemma. Let S be a nonempty collection of dicritical vertices, let d be the gcd of the degrees
of the dicritical vertices belonging to S, and let
A =
{
α ∈ A \A0 | α is adjacent to some element of S
}
.
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Then for every w ∈ V,
h(w,A)d divides
∑
α∈A xw,α and hˆ(w,A)d divides
∑
α∈A xˆw,α.
In particular,
∑
α∈A
xw,α
aw
and
∑
α∈A xˆw,α belong to dZ.
Proof. Let w ∈ V. As noted in 3.2, we have
(6) h(w,A) | xw,α and hˆ(w,A) | xˆw,α for all α ∈ A.
For each v ∈ S, let Bv =
{
α ∈ A \A0 | α is adjacent to v
}
.
Let v ∈ S. Note that |Bv| is the degree of the dicritical v, so |Bv| = cvd for some cv ∈ Z. It
follows from Lemma 1.20(b) that xw,α has the same value for all α ∈ Bv, so (6) implies that
there exists gv ∈ Z such that xw,α = h(w,A)gv for all α ∈ Bv. Similarly, xˆw,α has the same
value for all α ∈ Bv, so (6) implies that there exists gˆv ∈ Z such that xˆw,α = hˆ(w,A)gˆv for all
α ∈ Bv. Thus ∑
α∈Bv xw,α =
∑
α∈Bv h(w,A)gv = |Bv|h(w,A)gv = cvdh(w,A)gv,∑
α∈Bv xˆw,α =
∑
α∈Bv hˆ(w,A)gˆv = |Bv|hˆ(w,A)gˆv = cvdhˆ(w,A)gˆv,
showing that for each v ∈ S we have∑
α∈Bv xw,α ∈ h(w,A)dZ and
∑
α∈Bv xˆw,α ∈ hˆ(w,A)dZ.
Since (Bv)v∈S is an f-partition of A,
∑
α∈A xw,α =
∑
v∈S
∑
α∈Bv xw,α ∈ h(w,A)dZ and similarly∑
α∈A xˆw,α ∈ hˆ(w,A)dZ. The fact that
∑
α∈A
xw,α
aw
∈ dZ is a consequence of ∑α∈A xw,α ∈
h(w,A)dZ and of aw | h(w,A). The fact that
∑
α∈A xˆw,α ∈ dZ is clear. 
3.4. Notation. Define Av =
{
α ∈ A \ A0 | α is adjacent to some element of Dv
}
for each
v ∈ N, and observe that if v /∈ Nd(T) then Av = ∅ (because Dv = ∅).
3.5. Corollary. If v ∈ N and w ∈ V then ∑α∈Av xw,αaw and ∑α∈Av xˆw,α belong to d(v)Z.
Proof. If v /∈ Nd(T) then Av = ∅, so the two sums are zero. If v ∈ Nd(T) then the result
follows from Lemma 3.3. 
3.6. Notations. If x1, . . . , xn ∈ Q, let 〈x1, . . . , xn〉 denote the Z-submodule of Q generated by
x1, . . . , xn. Then 〈x1, . . . , xn〉 is a free Z-module of rank 1 or 0, so there exists a unique ξ ∈ Q
such that ξ ≥ 0 and 〈x1, . . . , xn〉 = ξZ. We refer to this unique ξ as the gcd of x1, . . . , xn, and
we write gcd(x1, . . . , xn) = ξ. In the special case where x1, . . . , xn ∈ Z, this definition agrees
with the usual gcd of x1, . . . , xn. Gcd’s of rational numbers have (in particular) the following
properties:
• If a, x1, . . . , xn ∈ Q then gcd(ax1, . . . , axn) = |a| gcd(x1, . . . , xn).
• If m1, . . . ,mn ∈ Z and x ∈ Q then gcd(x,m1x, . . . ,mnx) = |x|.
• If x1, . . . , xn ∈ Q, and if m is any positive integer such that mxi ∈ Z for all i, then
gcd(x1, . . . , xn) =
1
m
gcd(mx1, . . . ,mxn) where gcd(mx1, . . . ,mxn) is the usual gcd of
the integers mx1, . . . ,mxn.
3.7. Notations. Let P = P (T) be the set of pairs (u, e) where u ∈ N and e is an edge in N
that is incident to u. Given (u, e) ∈ P , define:
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• Nd(u, e) = { z ∈ Nd(T) | e is in γu,z }
• A(u, e) = {α ∈ A \A0 | e is in γu,α }
• A′(u, e) = (A \A0) \ A(u, e) =
{
α ∈ A \A0 | e is not in γu,α
}
• p(u, e) = ∑α∈A(u,e) xˆu,α
• p′(u, e) = ∑α∈A′(u,e) xˆv,α where v is defined by e = {u, v}.
3.8. Remark. If |N| ≥ 2 then P (T) 6= ∅, because N is connected. If |N| < 2 then N = {v0}
and P (T) = ∅. This means that all results from here to the end of the section are trivially true
when |N| < 2.
3.9. Definition. We define a partial order ≺ on P = P (T) by declaring that (u′, e′) ≺ (u, e)
if and only if γu′,u contains e but not e
′. This order relation allows us to use induction in
definitions and proofs. In this regard, the following remarks are useful.
Let (u, e) ∈ P . Then e = {u, u0} for some u0 ∈ N uniquely determined by (u, e). Observe
that ε(u0) ≥ 1, and that (u, e) is minimal in (P,) if and only if ε(u0) = 1.
If (u, e) is not minimal, let u, u1, . . . , un be the distinct elements of N that are adjacent
to u0 and let ei = {u0, ui} for i = 1, . . . , n. Note that ε(u0) = n + 1 and that n ≥ 1.
Then (u0, ei) ≺ (u, e) for all i = 1, . . . , n. Moreover, (u0, e1), . . . , (u0, en) are the maximal
elements of the set
{
(u′, e′) ∈ P | (u′, e′) ≺ (u, e)}. We call (u0, e1), . . . , (u0, en) the immediate
predecessors of (u, e).
3.10. Definition. We inductively define a rational number c(u, e) for each (u, e) ∈ P . Consider
(u, e) ∈ P with e = {u, u0}. See 2.18 for the definition of d(u0) ∈ N \ {0}.
(i) If (u, e) is minimal (i.e., ε(u0) = 1), we define c(u, e) = d(u0)/au0 .
(ii) If (u, e) is non-minimal (i.e., ε(u0) > 1), we define
c(u, e) =
gcd(d(u0), c(u0, e1), . . . , c(u0, en))
au0
,
where (u0, e1), . . . , (u0, en) are the immediate predecessors of (u, e) (cf. Def. 3.9) and
where we use gcds of rational numbers (cf. 3.6).
We call c(u, e) the characteristic number of (u, e).
3.11. Example. Continuation of Fig. 2, Ex. 2.4 and 2.14. Using the data contained in Ex. 2.4,
we may calculate c(u, e) for all (u, e) ∈ P . The results are given here:
b b b b b
b b
3
1
3 9
1
9 63 126
1
9
1
9
1
1
9
9
1
v6v5
v4
v3 v2 v1 v0 Meaning: c(v1, {v1, v2}) = 19 ,
c(v2, {v1, v2}) = 63, etc.
3.12. Lemma. For each (u, e) ∈ P , the rational number c(u, e) is strictly positive.
Proof. We write Q>0 =
{
x ∈ Q | x > 0}. Let (u, e) ∈ P , with e = {u, u0}. If (u, e)
is minimal then c(u, e) = d(u0)/au0 where d(u0), au0 ∈ N \ {0}, so c(u, e) ∈ Q>0. If (u, e)
is not minimal, and if its immediate predecessors (u0, e1), . . . , (u0, en) satisfy c(u0, ei) ∈ Q>0
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for all i = 1, . . . , n, then c(u, e) = gcd(d(u0), c(u0, e1), . . . , c(u0, en))/au0 ∈ Q>0. It follows by
induction that c(u, e) ∈ Q>0 for all (u, e) ∈ P . 
3.13. Notation. If x, y ∈ V then α[x,y] =
∏n
i=1 avi where v1, . . . , vn are the vertices defined by
γx,y = (v1, . . . , vn). We also define α[x,y) =
∏n−1
i=1 avi and α(x,y] =
∏n
i=2 avi , where α[x,y) = 1 =
α(x,y] when x = y.
3.14. Lemma. Let (u, e) ∈ P .
(a) If (u′, e′) ∈ P satisfies (u′, e′) ≺ (u, e), then c(u′, e′) ∈ α[u′,u)c(u, e)Z.
(b) For each z ∈ Nd(u, e), d(z) ∈ α[z,u)c(u, e)Z.
(c) If Nd(u, e) 6= ∅ then gcd{ d(z) | z ∈ Nd(u, e)} ∈ c(u, e)Z.
Proof. Given (u, e) ∈ P , let P1(u, e) and P2(u, e) be the following statements:
P1(u, e): Every (u′, e′) ∈ P satisfying (u′, e′) ≺ (u, e) also satisfies c(u′, e′) ∈ α[u′,u)c(u, e)Z.
P2(u, e): For each z ∈ Nd(u, e), d(z) ∈ α[z,u)c(u, e)Z.
Let us prove, by induction, that the statement “P1(u, e) andP2(u, e)” is true for all (u, e) ∈
P . This will prove that (a) and (b) are true.
Let (u, e) be a minimal element of P . Obviously, P1(u, e) is true. To prove P2(u, e), write
e = {u, u0} and let z ∈ Nd(u, e) ⊆ {u0}. Then z = u0, so d(z) = d(u0) = au0c(u, e) =
α[z,u)c(u, e) ∈ α[z,u)c(u, e)Z, so P2(u, e) is true.
Consider a non-minimal (u, e) ∈ P and write e = {u, u0}; let (u0, e1), . . . , (u0, en) be the
immediate predecessors of (u, e) and assume that P1(u0, ei) and P2(u0, ei) are true for all
i = 1, . . . , n; to finish the proof, we have to deduce that P1(u, e) and P2(u, e) are true.
To prove that P1(u, e) is true, we consider (u′, e′) ∈ P satisfying (u′, e′) ≺ (u, e), and we
have to show that
(7) c(u′, e′) ∈ α[u′,u)c(u, e)Z.
Since (u′, e′) ≺ (u, e), there exists i such that (u′, e′)  (u0, ei). Note that
(8) c(u0, ei) ∈ gcd(d(u0), c(u0, e1), . . . , c(u0, en))Z = au0c(u, e)Z,
so in particular (7) is true when (u′, e′) = (u0, ei). If (u′, e′) ≺ (u0, ei) then, since P1(u0, ei) is
assumed to be true, we have c(u′, e′) ∈ α[u′,u0)c(u0, ei)Z. We also have c(u0, ei) ∈ au0c(u, e)Z by
(8), and it is clear that α[u′,u0)au0 = α[u′,u), so (7) is true in this case too. Since (7) is true in
all cases, P1(u, e) is true.
To prove that P2(u, e) is true, we consider z ∈ Nd(u, e) and we have to show that d(z) ∈
α[z,u)c(u, e)Z. Note that one of the following is true:
(i) z = u0
(ii) z ∈ Nd(u0, ei) for some i = 1, . . . , n.
In case (i), d(z) = d(u0) ∈ gcd(d(u0), c(u0, e1), . . . , c(u0, en))Z = au0c(u, e)Z = α[z,u)c(u, e)Z.
In case (ii), the assumption that P2(u0, ei) is true implies that d(z) ∈ α[z,u0)c(u0, ei)Z, and
we have c(u0, ei) ∈ au0c(u, e)Z by (8), so d(z) ∈ α[z,u)c(u, e)Z.
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This shows that d(z) ∈ α[z,u)c(u, e)Z in all cases, so P2(u, e) is true. This completes the
proof thatP1(u, e) andP2(u, e) are true for all (u, e) ∈ P , so (a) and (b) are proved. Assertion
(c) follows from (b). 
3.15. Notation. Let z ∈ Nd(T). For each v ∈ Dz, let ev temporarily denote the edge {v, z},
and define
yv =
∏
v′∈Dz\{v}
q(ev′ , z).
As the q(ev′ , z) (with v
′ ∈ Dz) are pairwise relatively prime, it follows that
gcd
{
yv | v ∈ Dz
}
= 1
(this is true even if Dz = {v}, in which case we have yv = 1). We also define
qdic(z) =
∏
v∈Dz
q(ev, z).
See Notations 3.7 for p(u, e) and p′(u, e).
3.16. Theorem. For all (u, e) ∈ P (T), we have p(u, e), p′(u, e), Nu ∈ c(u, e)Z.
Proof. Let (u, e) ∈ P = P (T). Then Nu = Q(e, u)p(u, e) + q(e, u)p′(u, e), so it suffices to show
that p(u, e), p′(u, e) ∈ c(u, e)Z. We first prove that p(u, e) ∈ c(u, e)Z. If Nd(u, e) = ∅ then
A(u, e) = ∅ and hence p(u, e) = 0 ∈ c(u, e)Z. If Nd(u, e) 6= ∅, define d = gcd{ d(z) | z ∈ Nd(u, e)};
we have d ∈ c(u, e)Z by Lemma 3.14 and p(u, e) ∈ dZ by Lemma 3.3, so p(u, e) ∈ c(u, e)Z.
There remains to show that p′(u, e) ∈ c(u, e)Z. We do this by induction. For each (u, e) ∈ P ,
let P(u, e) be the statement p′(u, e) ∈ c(u, e)Z. Let us prove that P(u, e) is true for all
(u, e) ∈ P . In the argument below we use the following notation: given x, y ∈ Q, we write x | y
if and only if there exists n ∈ Z satisfying nx = y. In other words, x | y ⇔ y ∈ xZ.
Consider the case where (u, e) is a minimal element of P . Then ε(u0) = 1, where e = {u, u0}.
Now u0 either is or is not a node; we distinguish the two cases.
If u0 is not a node then u0 = v0 and δv0 = 1 by Lemma 2.15. Then c(u, e) = d(u0)/au0 =
Nv0 = p
′(u, e), so P(u, e) is true.
Assume that u0 is a node and observe that {Au0 , A′(u, e)} is a partition of A \A0. For each
w ∈ Du0 we have
0 =
Nw
aw
=
∑
α∈Au0
xw,α
aw
+
∑
α∈A′(u,e)
xw,α
aw
.
By Cor. 3.5 there exists K ∈ Z such that ∑α∈Au0 xw,αaw = Kd(u0) = Kau0c(u, e). For each α ∈
A′(u, e) we have xw,α
aw
= ywau0xˆu0,α, so
∑
α∈A′(u,e)
xw,α
aw
= ywau0p
′(u, e). Thus 0 = Kau0c(u, e) +
ywau0p
′(u, e) and hence c(u, e) | ywp′(u, e). Since this holds for all w ∈ Du0 and gcd
{
yw | w ∈
Du0
}
= 1, it follows that P(u, e) is true. So P(u, e) is true whenever (u, e) is minimal.
Suppose that (u, e) is non-minimal and that P(u′, e′) is true for all (u′, e′) ∈ P such that
(u′, e′) ≺ (u, e). Write e = {u, u0} and let (u0, e1), . . . , (u0, en) be the immediate predecessors
of (u, e). The inductive hypothesis implies that P(u0, ei) is true for each i = 1, . . . , n, i.e.,
c(u0, ei) | p′(u0, ei) for each i ∈ {1, . . . , n}.
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We also have c(u0, ei) | p(u0, ei) (for all i) by the first part of the proof. Since au0c(u, e) =
gcd(d(u0), c(u0, e1), . . . , c(u0, en)), it follows that
(9) au0c(u, e) | gcd(d(u0), p′(u0, e1), . . . , p′(u0, en), p(u0, e1), . . . , p(u0, en)).
We use the following notation:
b b
b
b
?


 
 



HHHHHH
u
u1
un
e u0t
z1
zn
e1
en
(0)
au0
Du0
t = q(e, u0)
zi = q(ei, u0)
ei = {u0, ui}
Du0 may be empty.
We also write zˆij = product of all zk with k ∈ {1, . . . , n} \ {i, j}, and zˆi = product of all zk
with k ∈ {1, . . . , n} \ {i}. Note that
A \A0 = Au0 ∪ A(u0, e1) ∪ · · ·A(u0, en) ∪ A′(u, e) is a disjoint union.
Let i ∈ {1, . . . , n} and Ji = {1, . . . , n} \ {i}. Then
p′(u0, ei) =
∑
α∈Au0
xˆui,α +
∑
j∈Ji
∑
α∈A(u0,ej)
xˆui,α +
∑
α∈A′(u,e)
xˆui,α.
We have
∑
α∈Au0 xˆui,α ∈ d(u0)Z by Cor. 3.5. For each j ∈ Ji, there exists Kj ∈ Z such that
xˆui,α = Kjxˆu0,α for all α ∈ A(u0, ej) (namely, Kj = tqdic(u0)au0 zˆij); thus
∑
α∈A(u0,ej) xˆui,α =
Kjp(u0, ej) ∈ p(u0, ej)Z. It then follows from (9) that au0c(u, e) |
∑
α∈A′(u,e) xˆui,α. For each α ∈
A′(u, e) we have xˆui,α = zˆiqdic(u0)au0xˆu0,α, so
∑
α∈A′(u,e) xˆui,α = zˆiqdic(u0)au0p
′(u, e) and hence
c(u, e) | zˆiqdic(u0)p′(u, e). Since this is true for all i = 1, . . . , n, and since gcd(zˆ1, . . . , zˆn) = 1,
we obtain
(10) c(u, e) | qdic(u0)p′(u, e).
If u0 is not a node then qdic(u0) = 1 and hence P(u, e) is true. Suppose that u0 is a node
and let us show that P(u, e) is true in this case as well. Let w ∈ Du0 ; then
0 =
Nw
aw
=
∑
α∈Au0
xw,α
aw
+
n∑
j=1
∑
α∈A(u0,ej)
xw,α
aw
+
∑
α∈A′(u,e)
xw,α
aw
.
We have
∑
α∈Au0
xw,α
aw
∈ d(u0)Z by Cor. 3.5. For each j and each α ∈ A(u0, ej), we have xw,αaw =
ywau0tzˆjxˆu0,α; thus
∑
α∈A(u0,ej)
xw,α
aw
= ywau0tzˆjp(u0, ej) ∈ p(u0, ej)Z for all j. It follows from
(9) that au0c(u, e) |
∑
α∈A′(u,e)
xw,α
aw
. For each α ∈ A′(u, e) we have xw,α
aw
= ywau0z1 · · · znxˆu0,α,
so
∑
α∈A′(u,e)
xw,α
aw
= ywau0z1 · · · znp′(u, e) and hence au0c(u, e) | ywau0z1 · · · znp′(u, e). Since this
holds for every w ∈ Du0 , and since gcd
{
yw | w ∈ Du0
}
= 1, we have c(u, e) | z1 · · · znp′(u, e).
In view of (10) and of the fact that gcd(z1 · · · zn, qdic(u0)) = 1, we obtain that P(u, e) is true.
So the Theorem is proved. 
3.17. Notation. For each (u, e) ∈ P , we define
M(u, e) = Nu/c(u, e).
Note that M(u, e) ∈ N \ {0}, by Lemma 3.12 and Thm 3.16.
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3.18. Proposition. If (u, e) ∈ P satisfies M(u, e) = 1 then u > u0, where u0 ∈ N is defined by
e = {u, u0}.
Proof. Let (u, e) ∈ P and write e = {u, u0}. We have to prove that Nu = c(u, e) implies
u > u0. Let q = q(e, u) and Q
′ = Q(e, u0); then
∣∣∣ q Q′Nu Nu0 ∣∣∣ = det(e)∑α∈A′ xˆu,α by Prop.
1.15(c), where A′ =
{
α ∈ A \A0 | the path γu,α contains u0
}
. So, using det(e) ≤ −1, we get∑
α∈A′ xˆu,α =
1
|det(e)|
∣∣∣ Q′ qNu0 Nu ∣∣∣ ≤ ∣∣∣ Q′ qNu0 Nu ∣∣∣; so the implication
(11) if Nu = c(u, e) then
∑
α∈A′ xˆu,α ≤ Q′c(u, e)− qNu0
is valid for all (u, e) ∈ P .
We proceed by induction on (u, e). For each (u, e) ∈ P , let P(u, e) be the statement “if
Nu = c(u, e) then u > u0, where e = {u, u0}”.
Consider the case where (u, e) is minimal in (P,). Then c(u, e) = d(u0)/au0 . We prove
P(u, e) by contradiction; assume that Nu = c(u, e) and that it is not the case that u > u0;
then u < u0 and
(12) Q′ > 0, q > 0, A′ 6= ∅ and xˆu,α > 0 for all α ∈ A′.
By (11), (12) and Nu = c(u, e) = d(u0)/au0 , we have
(13) Q′ d(u0)
au0
− qNu0 ≥
∑
α∈A′ xˆu,α > 0,
so Q′ > au0q
Nu0
d(u0)
≥ au0 (recall that d(u0) | Nu0 by Rem. 2.19) and hence au0 < Q′. In view
of part (5) of Definition 1.6, the conditions u < u0 and au0 < Q
′ imply that no dead end is
incident to u0 (and consequently au0 = 1). Since u0 ∈ N, it follows that no arrow is adjacent
to u0. Note that u < u0 implies u0 6= v0, so δu0 > 2; since no arrow is adjacent to u0 and
ε(u0) = 1, we have |Du0| ≥ 2. Write Du0 = {x1, . . . , xs} (with s ≥ 2) and arrange the labelling
so that q({u0, x1}, u0) = max1≤i≤s q({u0, xi}, u0) and hence q({u0, x1}, u0) = Q′. Let dxi be the
degree of the dicritical xi. Using these facts and d(u0) = gcd(dx1 , . . . , dxs), we get∑
α∈A′ xˆu,α = ax1dx1 +Q
′∑s
i=2 axidxi > Q
′∑s
i=2 axidxi ≥ Q′d(u0).
Since (13) gives
∑
α∈A′ xˆu,α ≤ Q′ d(u0)au0 − qNu0 < Q
′ d(u0)
au0
= Q′d(u0), this is absurd. SoP(u, e) is
true whenever (u, e) is minimal in (P,).
Now suppose that (u, e) is not minimal and that P(u′, e′) is true for all (u′, e′) ∈ P such
that (u′, e′) ≺ (u, e). We prove P(u, e) by contradiction; assume that Nu = c(u, e) and that
it is not the case that u > u0; then u < u0 and (12) is true. Let (u0, e1), . . . , (u0, en) be the
immediate predecessors of (u, e) and write ei = {u0, ui} for i = 1, . . . , n.
For each i ∈ {1, . . . , n}, the fact that u < u0 implies that u0 < ui; as P(u0, ei) is true, we
must have Nu0 6= c(u0, ei), so Nu0 = M(u0, ei)c(u0, ei) where M(u0, ei) ≥ 2. It follows that the
number au0c(u, e) = gcd(d(u0), c(u0, e1), . . . , c(u0, en)) is a proper divisor of Nu0 , so
(14) au0c(u, e) < Nu0 .
We have
∑
α∈A′ xˆu,α > 0 by (12), so (11) implies 0 <
∑
α∈A′ xˆu,α ≤ Q′c(u, e) − qNu0 , so
Q′c(u, e) > Nu0 . By this and (14), au0 < Q
′. As in the first part of the proof, this implies that
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no dead end is incident to u0, and consequently au0 = 1. Another consequence of (11) is:
(15)
∑
α∈A′ xˆu,α < Q
′c(u, e).
Define A′0 = Au0 and A
′
i = A(u0, ei) for each i ∈ {1, . . . , n} (cf. 3.4 and 3.7). Observe that
A′ =
⋃n
i=0A
′
i is a disjoint union and that n ≥ 1. Moreover, the fact that u < u0 implies that
A′i 6= ∅ for all i > 0. One of the following must be true:
(i) Q′ = q(ej, u0) for some j ∈ {1, . . . , n},
(ii) Q′ = q({u0, x}, u0) for some x ∈ Du0 .
Define A =
⋃
i∈{0,...,n}\{j}A
′
i in case (i), and A =
⋃n
i=1A
′
i in case (ii). Observe that in both
cases we have A ⊂ A′ (strict inclusion); since xˆu,α > 0 for all α ∈ A′, it follows that
(16)
∑
α∈A xˆu,α <
∑
α∈A′ xˆu,α.
Let us prove:
(17)
∑
α∈A xˆu,α ∈ Q′c(u, e)N.
Let S be the set of dicritical vertices that are adjacent to some arrow in A, and let d(S) be
the gcd of the degrees of the dicriticals that belong to S. Then
∑
α∈A xˆu,α ∈ hˆ(u,A)d(S)N by
Lemma 3.3, so it suffices to show that hˆ(u,A)d(S) ∈ Q′c(u, e)N. Because of how we defined
A, we have Q′ | hˆ(u,A) in both cases; so it suffices to show that d(S) ∈ c(u, e)N. Since
S ⊆ ⋃z∈Nd(u,e)Dz, d(S) is a multiple of g = gcd{ d(z) | z ∈ Nd(u, e)}; since g ∈ c(u, e)Z by
Lemma 3.14(c), we obtain d(S) ∈ c(u, e)N, so (17) is proved. So we have:
Q′c(u, e) >
∑
α∈A′ xˆu,α >
∑
α∈A xˆu,α ∈ Q′c(u, e)N,
where the first inequality is (15), the second is (16), and the last claim is (17). This implies
that
∑
α∈A xˆu,α = 0, so A = ∅. Since n ≥ 1 and A′i 6= ∅ for all i ≥ 1, case (ii) is impossible. In
case (i), A = ∅ means that n = 1 and A′0 = ∅, so Du0 = ∅. Since no dead end is incident to
u0, we obtain δu0 = 2, which is impossible because u < u0 implies that u0 is not the root. This
contradiction completes the proof. 
4. Local structure of N
We assume that T is a minimally complete abstract Newton tree at infinity.
This section is divided into five parts. The first one introduces the rational numbers η(u, e)
and R(u,A) and proves Thm 4.4 and its corollaries. These facts are the basis of many calcula-
tions carried out later. The second subsection considers the three functions from (P (T),) to
(Q,≤) given by (u, e) 7→ c(u, e), (u, e) 7→ η(u, e) and (u, e) 7→ ∆˜(N(u, e)), and shows that the
three are monotonic. The third, fourth and fifth subsections introduce certain substructures
of N (∆˜-trivial paths, teeth, combs, the set Ω(T), etc.) and study the behavior of the three
monotonic functions in relation with these substructures (in particular combs).
4.1. Remark. If |N| = 1 then all claims made in this Section are trivially true. In particular,
the sets P (T), Z(T), W (T) and Ω(T) are all empty, no path is ∆˜-trivial, and there are no teeth
and no combs. Also note that if |N| = 1 and u ∈ N then Eu = ∅ and u = v0 (Eu is defined in
4.2).
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4.2. Definition. For each (u, e) ∈ P , we define the set N(u, e) = {x ∈ N | e is in γu,x } and
the rational number
η(u, e) = ∆˜
(
N(u, e)
)− (1− c(u, e)).
Given u ∈ N, let Eu be the set of all edges of N incident to u. Given a subset A of Eu, define
the numbers ∆¯(u,A) ∈ Z and R(u,A) ∈ Q≥0 by:
∆¯(u,A) = ∆˜
({u} ∪⋃e∈AN(u, e))
R(u,A) =
∑
x∈Du(1− 1kx ) + (1− 1au ) +
∑
e∈A(1− 1M(u,e)).
Observe that R(u,A) has the form
∑
i(1 − 1ni ) with ni ∈ N \ {0} for all i. Consequently, if
K is a number satisfying R(u,A) < K then we have |{ i | ni 6= 1}| < 2K. In particular, if
R(u,A) < 1 then at most one i satisfies ni 6= 1.
4.3. Example. Continuation of Fig. 2, Ex. 2.4, 2.14 and 3.11. Using the values of ∆˜(vi) given
in Ex. 2.14 and those of c(u, e) given in Ex. 3.11, we may calculate η(u, e) for all (u, e) ∈ P .
The results are given here:
b b b b b
b b
0
4
3 0
64
9 0
550
9 0
1117
9
0
64
9
0
0
v6v5
v4
v3 v2 v1 v0 Meaning: η(v1, {v1, v2}) = 5509 ,
η(v2, {v1, v2}) = 0, etc.
4.4. Theorem. Let u ∈ N and let A be any subset of Eu. Then
R(u,A) + (ε(u)− |A| − 1)(1− 1
Nu
) = 1 +
∆¯(u,A)− 1−∑e∈A η(u, e)
Nu
.
Proof. By Lemma 2.13 and the definitions of η and ∆¯, we have
∆¯(u,A)−∑e∈A η(u, e) = ∆˜(u) +∑e∈A ∆˜(N(u, e))−∑e∈A η(u, e)
= ∆˜(u) +
∑
e∈A(1− c(u, e))
= σ(u) + (ε(u)− 2)(Nu − 1) +Nu(1− 1au ) +
∑
e∈A(1− c(u, e))
= σ(u) + (ε(u)− |A| − 2)(Nu − 1) +Nu(1− 1au ) + |A|(Nu − 1) +
∑
e∈A(1− c(u, e))
= σ(u) + (ε(u)− |A| − 2)(Nu − 1) +Nu(1− 1au ) +
∑
e∈A(Nu − c(u, e)),
∆¯(u,A)−∑e∈A η(u,e)
Nu
= σ(u)
Nu
+
∑
e∈A(1− 1M(u,e)) + (1− 1au ) + (ε(u)− |A| − 2)(1− 1Nu )
= R(u,A) + (ε(u)− |A| − 2)(1− 1
Nu
),
where Lemma 2.16 is used in the last equality. So
R(u,A) + (ε(u)− |A| − 1)(1− 1
Nu
) =
∆¯(u,A)−∑e∈A η(u,e)
Nu
+ 1− 1
Nu
= 1 +
∆¯(u,A)−1−∑e∈A η(u,e)
Nu
,
which proves the claim. 
4.5. Corollary. Let u ∈ N and A ⊆ Eu, and assume that ∆¯(u,A) < 1 +
∑
e∈A η(u, e).
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(a) ε(u)− |A| ∈ {0, 1, 2}
(b) If ε(u)− |A| = 2 then R(u,A) = 0 and ∆¯(u,A) = ∑e∈A η(u, e).
(c) If ε(u)− |A| = 1 then R(u,A) < 1 and ∆¯(u,A) = ∑e∈A η(u, e) + (1− c(u∗, e∗)), where
e∗ is the unique element of Eu \ A and u∗ is the vertex defined by e∗ = {u, u∗}.
Proof. The hypothesis and Thm 4.4 imply that R(u,A) + (ε(u) − |A| − 1)(1 − 1
Nu
) < 1, so
(ε(u)− |A| − 1)(1− 1
Nu
) < 1. If ε(u)− |A| > 2 then ε(u) > 2, so (by Lemma 2.13(c)) Nu > 1
and (ε(u)− |A| − 1)(1− 1
Nu
) ≥ 1, a contradiction. So (a) is true.
(b) Assume that ε(u)−|A| = 2. Then R(u,A) + (1− 1
Nu
) < 1. Since ε(u) ≥ 2, we have Nu > 1,
so R(u,A) < 1/2 and hence R(u,A) = 0. Then we get (1− 1
Nu
) = 1 +
∆¯(u,A)−1−∑e∈A η(u,e)
Nu
, and
it follows that ∆¯(u,A) =
∑
e∈A η(u, e). So assertion (b) is proved.
(c) If ε(u)− |A| = 1 then R(u,A) = 1 + ∆¯(u,A)−1−
∑
e∈A η(u,e)
Nu
< 1.
Consider the case A = ∅. Then ε(u) = 1, the assumption ∆¯(u,A) < 1 +
∑
e∈A η(u, e) is
equivalent to ∆˜(u) ≤ 0, and the desired conclusion ∆¯(u,A) = ∑e∈A η(u, e) + (1 − c(u∗, e∗))
is equivalent to ∆˜(u) = 1 − d(u)
au
, which is true by Lemma 2.20. So assertion (c) is true when
A = ∅. From now-on, assume that A 6= ∅. Since R(u,A) < 1, there are three possibilities:
(α) kx = 1 for all x ∈ Du and M(u, e) = 1 for all e ∈ A.
Then R(u,A) = 1− 1/θ with θ = au.
(β) There exists y ∈ Du such that ky > 1.
Applying Lemma 2.17 to R(u,A) < 1 gives kx = 1 for all x ∈ Du \ {y}, au = 1, and
M(u, e) = 1 for all e ∈ A, so R(u,A) = 1− 1/θ with θ = ky.
(γ) There exists e1 ∈ A such that M(u, e1) > 1.
Lemma 2.17 gives M(u, e) = 1 for all e ∈ A \ {e1}, kx = 1 for all x ∈ Du, and au = 1,
so R(u,A) = 1− 1/θ with θ = M(u, e1).
So 1− 1
θ
= 1+
∆¯(u,A)−1−∑e∈A η(u,e)
Nu
, where θ = au in case (α), θ = ky in case (β), and θ = M(u, e1)
in case (γ). So in all cases we have ∆¯(u,A) =
∑
e∈A η(u, e) + (1− Nuθ ), and to prove the claim
it suffices to show that
(18) c(u∗, e∗) = Nu
θ
.
In cases (α) and (γ) we have kx = 1 for all x ∈ Du, so σ(u) = 0 and hence d(u) = Nu by
Rem. 2.19.
In case (α) we have Nu = M(u, e)c(u, e) = c(u, e) for all e ∈ A; since A 6= ∅,
c(u∗, e∗) = gcd({d(u)}∪{c(u,e) | e∈A})
au
= gcd(Nu,Nu)
θ
= Nu
θ
,
proving (18). In case (γ) we have M(u, e1) > 1 and M(u, e) = 1 (so Nu = c(u, e)) for
e ∈ A \ {e1}, so
c(u∗, e∗) = gcd({d(u)}∪{c(u,e) | e∈A})
au
=
gcd(Nu,
Nu
M(u,e1)
,Nu,...,Nu)
1
= Nu
M(u,e1)
= Nu
θ
,
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so (18) is proved. In case (β), u is a node of type [Nu
ky
, Nu, . . . , Nu] so d(u) =
Nu
ky
. Also,
Nu = c(u, e) for all e ∈ A, so
c(u∗, e∗) = gcd({d(u)}∪{c(u,e) | e∈A})
au
=
gcd(Nu
ky
,Nu,...,Nu)
1
= Nu
ky
= Nu
θ
,
so again (18) is proved. So assertion (c) is proved and we are done. 
4.6. Corollary. For every u ∈ N we have ∆˜(N) = (R(u,Eu)− 2)Nu + 2 +∑e∈Eu η(u, e).
Proof. Thm 4.4 gives R(u,Eu)− (1− 1Nu ) = 1 +
∆˜(N)−1−∑e∈Eu η(u,e)
Nu
. 
Monotonicity
4.7. Corollary. Let (u, e) be a non-minimal element of P = P (T), write e = {u, u0}, and let
(u0, e1), . . . , (u0, en) be the immediate predecessors of (u, e). Then the following hold.
(a) If ∆˜(N(u, e)) < 1 +
∑n
i=1 η(u0, ei) then η(u, e) =
∑n
i=1 η(u0, ei).
(b) η(u, e) ≥∑ni=1 η(u0, ei)
Proof. (a) Suppose that ∆˜(N(u, e)) < 1 +
∑n
i=1 η(u0, ei). Let A = {e1, . . . , en} and note that
∆˜(N(u, e)) = ∆¯(u0, A). Then ∆¯(u0, A) < 1 +
∑
e′∈A η(u0, e
′) and ε(u0) − |A| = 1, so Cor. 4.5
gives ∆¯(u0, A) =
∑
e′∈A η(u0, e
′) + (1− c(u, e)), so
η(u, e) + (1− c(u, e)) = ∆˜(N(u, e)) = ∆¯(u0, A) =
∑n
i=1 η(u0, ei) + (1− c(u, e)),
so η(u, e) =
∑n
i=1 η(u0, ei). This proves (a).
(b) Note that
∆˜(N(u, e))− 1−∑ni=1 η(u0, ei) = η(u, e) + (1− c(u, e))− 1−∑ni=1 η(u0, ei)
= η(u, e)−∑ni=1 η(u0, ei)− c(u, e),
so η(u, e) ≤ ∑ni=1 η(u0, ei) implies ∆˜(N(u, e)) < 1 + ∑ni=1 η(u0, ei), which (by part (a)) im-
plies η(u, e) =
∑n
i=1 η(u0, ei). This shows that η(u, e) ≤
∑n
i=1 η(u0, ei) implies η(u, e) =∑n
i=1 η(u0, ei), so (b) is proved. 
4.8. Corollary. We have η(u, e) ≥ 0 for all (u, e) ∈ P .
Proof. We prove this by induction on (u, e) ∈ P .
Consider an (u, e) ∈ P which is minimal with respect to ≺. Write e = {u, u0}; then ε(u0) = 1,
N(u, e) = {u0} and c(u, e) = d(u0)au0 . To show that η(u, e) ≥ 0, it suffices to show that if η(u, e) ≤
0 then η(u, e) = 0. Assume that η(u, e) ≤ 0. Then ∆˜(u0) = ∆˜
(
N(u, e)
) ≤ 1 − c(u, e) < 1,
so ∆˜(u0) ≤ 0, so ∆˜(u0) = 1 − d(u0)au0 by Lemma 2.20, so ∆˜
(
N(u, e)
)
= 1 − c(u, e) and hence
η(u, e) = 0. So the claim is true for all minimal (u, e) ∈ P .
Let (u, e) ∈ P be non-minimal, and assume that η(u′, e′) ≥ 0 is true for every (u′, e′) ∈ P
satisfying (u′, e′) ≺ (u, e). Write e = {u, u0} and let (u0, e1), . . . , (u0, en) be the immediate
predecessors of (u, e). We have η(u, e) ≥ ∑ni=1 η(u0, ei) by Cor. 4.7(b), and the inductive
hypothesis gives η(u0, ei) ≥ 0 for all i ∈ {1, . . . , n}; so η(u, e) ≥ 0. 
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In what follows, we consider the monotonicity properties of the maps
c : P (T) → Q>0
(u, e) 7→ c(u, e)
η : P (T) → Q≥0
(u, e) 7→ η(u, e)
P (T) → Z
(u, e) 7→ ∆˜(N(u, e))
where Q>0 =
{
x ∈ Q | x > 0} and Q≥0 = {x ∈ Q | x ≥ 0}. We show that c is order-
reversing, and that the other two maps are order-preserving.
4.9. Lemma. If (u, e), (u′, e′) ∈ P satisfy (u, e)  (u′, e′), then the following hold.
(a) N(u, e) ⊇ N(u′, e′)
(b) c(u, e) ≤ c(u′, e′) and η(u, e) ≥ η(u′, e′)
(c) ∆˜
(
N(u, e)
)− ∆˜(N(u′, e′)) = [c(u′, e′)− c(u, e)] + [η(u, e)− η(u′, e′)]
(d) ∆˜
(
N(u, e)
) ≥ ∆˜(N(u′, e′)), where equality holds if and only if c(u, e) = c(u′, e′) and
η(u, e) = η(u′, e′).
Proof. First consider the case where (u′, e′) is an immediate predecessor of (u, e). Then (a) is
obvious and η(u, e) ≥ η(u′, e′) follows from Cor. 4.7(b) and the fact (Cor. 4.8) that η(u′′, e′′) ≥ 0
for all (u′′, e′′) ∈ P . Moreover, Def. 3.10 implies that there exists an integer m ≥ 1 such that
mc(u, e) = c(u′, e′)/au′ , so in particular c(u, e) ≤ c(u′, e′). So (a) and (b) are true when (u′, e′)
is an immediate predecessor of (u, e). It follows that (a) and (b) are true in general. Assertion
(c) is a direct consequence of the definitions of η(u, e) and η(u′, e′) (cf. Def. 4.2), and (d) follows
from (b) and (c). 
4.10. Definition. An element (u, e) of P is said to be nonpositive if ∆˜(N(u, e)) ≤ 0. Note that
if (u, e) is nonpositive then (by Lemma 4.9) so is every (u′, e′) ∈ P satisfying (u′, e′)  (u, e).
4.11. Proposition. Let (u, e) ∈ P . Then the following are equivalent:
(a) (u, e) is nonpositive
(b) η(u, e) = 0
(c) ∆˜
(
N(u, e)
)
= 1− c(u, e).
Proof. We have η(u, e) ≥ 0 by Cor. 4.8. Since ∆˜(N(u, e))− (1− c(u, e)) = η(u, e) ≥ 0, we have
∆˜
(
N(u, e)
) ≥ 1− c(u, e) and we also see that (b)⇔(c). There remains to show that (a)⇔(b).
If η(u, e) = 0 then ∆˜
(
N(u, e)
)
= η(u, e)+1−c(u, e) = 1−c(u, e) < 1, and since ∆˜(N(u, e)) ∈
Z it follows that ∆˜
(
N(u, e)
) ≤ 0. Thus (b)⇒(a).
We prove the converse by induction. For each (u, e) ∈ P , let P(u, e) be the assertion “if
(u, e) is nonpositive then η(u, e) = 0.”
Consider an (u, e) ∈ P which is minimal with respect to ≺. Write e = {u, u0}; then ε(u0) = 1,
N(u, e) = {u0} and c(u, e) = d(u0)au0 . If (u, e) is nonpositive then ∆˜(u0) = ∆˜
(
N(u, e)
) ≤ 0, so
∆˜(u0) = 1− d(u0)au0 by Lemma 2.20, so ∆˜
(
N(u, e)
)
= 1−c(u, e) and hence η(u, e) = 0. SoP(u, e)
is true for all minimal (u, e) ∈ P .
Let (u, e) ∈ P be non-minimal, and assume that P(u′, e′) is true for every (u′, e′) ≺ (u, e).
Write e = {u, u0} and let (u0, e1), . . . , (u0, en) be the immediate predecessors of (u, e). To prove
thatP(u, e) is true, assume that (u, e) is nonpositive. Then (u0, e1), . . . , (u0, en) are nonpositive
and consequently η(u0, ei) = 0 for all i, by the inductive hypothesis. Since ∆˜
(
N(u, e)
) ≤ 0, we
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certainly have ∆˜
(
N(u, e)
)
< 1 +
∑n
i=1 η(u0, ei), so Cor. 4.7(a) gives η(u, e) =
∑n
i=1 η(u0, ei), so
η(u, e) = 0 and P(u, e) is true. 
4.12. Remark. By Prop. 4.11, if (u, e) ∈ P is nonpositive then c(u, e) ∈ N \ {0}.
4.13. Notation. Given u ∈ N, define
a∗u =
{
1 if au > 1,
0 if au = 1
and let #(u) denote the number of nonzero terms in the right-hand-side of
(19) R(u,Eu) =
∑
x∈Du(1− 1kx ) + (1− 1au ) +
∑
e∈Eu(1− 1M(u,e)).
4.14. Corollary. For each u ∈ N,
|{x ∈ Du | kx > 1}|+ a∗u + ε(u)− 1 ≤ #(u) ≤ max(3, ∆˜(N) + 2).
Proof. The definition of #(u) is
(20) #(u) = |{x ∈ Du | kx > 1}|+ a∗u + |{ e ∈ Eu | M(u, e) > 1}|.
Prop. 3.18 implies that |{ e ∈ Eu | M(u, e) > 1}| ≥ ε(u)−1, so the first inequality is true. Let
n = #(u). To prove the second inequality, it’s enough to show that if n ≥ 4 then n ≤ ∆˜(N)+2.
Assume that n ≥ 4. We claim:
(21) Nu ≥ 2.
Indeed, assume the contrary. Then Nu = 1 and consequently kx = 1 for all x ∈ Du. Then
(20) gives |{ e ∈ Eu | M(u, e) > 1}| = n − a∗u ≥ 3, so ε(u) ≥ 3, so Lemma 2.13(c) gives
Nu > 1, a contradiction. So (21) is true. Since there are n nonzero terms in the sum (19)
and each nonzero term is ≥ 1
2
, we have R(u,Eu) ≥ n/2. By Corollaries 4.6 and 4.8 we have
∆˜(N) =
(
R(u,Eu)− 2
)
Nu + 2 +
∑
e∈Eu η(u, e) ≥
(
n
2
− 2)Nu + 2. As n2 − 2 ≥ 0 and Nu ≥ 2, we
obtain ∆˜(N) ≥ n− 2. 
4.15. Proposition. We have ∆˜(N) ≥ (δv0 − 1)(δv0 − 2), and if ∆˜(N) ≥ 0 then
δv0 ≤
3 +
√
1 + 4∆˜(N)
2
.
Proof. Define A =
{
e ∈ Ev0 | c(v0, e) ≥ 1
}
and B =
{
e ∈ Ev0 | c(v0, e) < 1
}
. Note
that if e ∈ B then c(v0, e) /∈ Z, so Rem. 4.12 gives ∆˜(N(v0, e)) ≥ 1; since ∆˜(N(v0, e)) =
1 + η(v0, e)− c(v0, e), this shows that η(v0, e)− c(v0, e) ≥ 0 for all e ∈ B. On the other hand,
η(v0, e)− c(v0, e) ≥ −c(v0, e) for all e ∈ A by Cor. 4.8, so
(22)
∑
e∈Ev0 (η(v0, e)− c(v0, e)) ≥ −
∑
e∈A c(v0, e).
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Also note that Nv0 =
∑
u∈Dv0 audu +
∑
e∈Ev0 p(v0, e), p(v0, e) ≥ 1 for all e ∈ B, and (by Thm
3.16) p(v0,e)
c(v0,e)
≥ 1 for all e ∈ A. Thus Cor. 4.6 gives
∆˜(N)− 2 = (R(v0,Ev0)− 2)Nv0 +
∑
e∈Ev0 η(v0, e)
= −2Nv0 +
∑
u∈Dv0 (Nv0 − du) +
∑
e∈Ev0 (Nv0 − c(v0, e)) +
∑
e∈Ev0 η(v0, e)
= (δv0 − 2)Nv0 −
∑
u∈Dv0 du +
∑
e∈Ev0 (η(v0, e)− c(v0, e))
≥ (δv0 − 2)Nv0 −
∑
u∈Dv0 du −
∑
e∈A c(v0, e) (by (22))
≥ (δv0 − 2)
∑
u∈Dv0 audu −
∑
u∈Dv0 du + (δv0 − 2)
∑
e∈Ev0 p(v0, e)−
∑
e∈A c(v0, e)
≥∑u∈Dv0 [(δv0 − 2)au − 1]du +∑e∈A [(δv0 − 2)p(v0,e)c(v0,e) − 1]c(v0, e) + (δv0 − 2)∑e∈B p(v0, e)
≥ (δv0 − 3)|Dv0|+ (δv0 − 3)|A|+ (δv0 − 2)|B| ≥ (δv0 − 3)δv0 + |B| ≥ (δv0 − 3)δv0 ,
so ∆˜(N) ≥ (δv0 − 1)(δv0 − 2). The last claim easily follows. 
∆˜-trivial paths, teeth and brushes
4.16. Definition. A path (z1, . . . , zn) is ∆˜-trivial if n > 1, z1, . . . , zn ∈ N, ε(z1) = 1, and
ε(zi) = 2 and ∆˜(zi) = 0 for all i such that 1 < i < n.
4.17. Proposition. Let (u1, . . . , un) be a ∆˜-trivial path.
(a) c(ui, {ui, ui−1}) = d(u1)au1 for all i ∈ {2, . . . , n}.
(b) If Nun =
d(u1)
au1
then un > un−1.
Proof. Note that n ≥ 2 by definition of ∆˜-trivial path.
(a) Let ei = {ui, ui−1} for i ∈ {2, . . . , n}, then (u2, e2) ≺ · · · ≺ (un, en) are elements of P (T).
By induction on i, we show that c(ui, ei) =
d(u1)
au1
is true for all i ∈ {2 . . . , n}.
Since (u2, e2) is minimal, we have c(u2, e2) = d(u1)/au1 , so the case i = 2 is true.
Let i ∈ {2, . . . , n − 1}, assume that c(ui, ei) = d(u1)au1 , and let us deduce that c(ui+1, ei+1) =
d(u1)
au1
. Since 1 < i < n, we have ∆˜(ui) = 0 and ε(ui) = 2, so
0 = ∆˜(ui) = σ(ui) + (ε(ui)− 2)(Nui − 1) +Nui(1− 1aui ) = σ(ui) +Nui(1−
1
aui
)
and consequently σ(ui) = 0 and aui = 1. Since σ(ui) = 0, we have d(ui) = Nui by Rem.
2.19. Since Nui ∈ c(ui, ei)Z by Thm 3.16, we get d(ui) ∈ c(ui, ei)Z. This implies that
gcd(d(ui), c(ui, ei)) = c(ui, ei). Since (ui, ei) is the only immediate predecessor of (ui+1, ei+1),
and since aui = 1,
c(ui+1, ei+1) =
gcd(d(ui),c(ui,ei))
aui
= c(ui, ei) =
d(u1)
au1
,
which completes the proof of (a).
(b) If Nun =
d(u1)
au1
then Nun = c(un, en) by (a), so M(un, en) = 1, so un > un−1 by Prop.
3.18. 
4.18. Definition. (1) Z = Z(T) =
{
z ∈ N | ε(z) = 1 and ∆˜(z) ≤ 0}
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(2) Let Γ = Γ(T) be the set of ∆˜-trivial paths (z1, . . . , zn) such that
7
∆˜(z1) ≤ 0 < ∆˜({z1, . . . , zn}) and zn−1 > zn.
Note that if (z1, . . . , zn) ∈ Γ then n ≥ 2, z1 ∈ Z, {z1, . . . , zn} ⊆ N and ∆˜(zn) > 0.
(3) Let W = W (T) be the set of w ∈ N satisfying:
there exists (z1, . . . , zn) ∈ Γ such that zn = w.
Observe that ∆˜(w) > 0 for all w ∈ W .
(4) An element (u, e) of P (T) is called a tooth if
there exists (z1, . . . , zn) ∈ Γ such that zn = u and {zn, zn−1} = e.
Observe that if (u, e) is a tooth then u ∈ W (T). Also note that (z1, . . . , zn) 7→ (zn, {zn, zn−1})
is a bijection from Γ(T) to the set of teeth of T.
4.19. Lemma. If (u, e) is a tooth then
(a) (u, e) is nonpositive, η(u, e) = 0 and ∆˜(N(u, e)) = 1− c(u, e)
(b) ∆˜({u} ∪N(u, e)) > 0
(c) M(u, e) > 1.
Proof. There exists a ∆˜-trivial path (z1, . . . , zn) such that ∆˜(z1) ≤ 0 < ∆˜({z1, . . . , zn}),
zn = u, {zn, zn−1} = e and zn < zn−1. We have N(u, e) = {z1, . . . , zn−1}, so ∆˜(N(u, e)) =
∆˜({z1, . . . , zn−1}) = ∆˜(z1) ≤ 0, so (u, e) is nonpositive. It follows that ∆˜(N(u, e)) = 1− c(u, e)
and that η(u, e) = 0 by Prop. 4.11. We also have ∆˜({u} ∪ N(u, e)) = ∆˜({z1, . . . , zn}) > 0. If
M(u, e) = 1 then Prop. 3.18 implies that zn > zn−1, a contradiction. So M(u, e) > 1 and the
Lemma is proved. 
4.20. Lemma. Let w ∈ N and let A and T be subsets of Ew. Assume:
(i) A ∩ T = ∅ and |A ∪ T | < ε(w);
(ii) for each e ∈ T , (w, e) is a tooth;
(iii) for each e ∈ A, (w, e) is nonpositive.
Then:
(a) ∆¯(w,A ∪ T ) > 0 ⇐⇒ ∆¯(w,A) > 0
(b) If |A| ≤ ε(w)− 3 then ∆¯(w,A) > 0.
Proof. Note that ∆¯(w,A∪T ) = ∆¯(w,A) +∑e∈T ∆˜(N(w, e)) and that ∆˜(N(w, e)) ≤ 0 for each
e ∈ T , so ∆¯(w,A ∪ T ) ≤ ∆¯(w,A) and consequently “⇒” is clear, in assertion (a).
Let ` = ε(w) − |A ∪ T | − 1 ≥ 0. By assumptions (ii) and (iii) and Lemma 4.19 we have
η(w, e) = 0 for all e ∈ A ∪ T , so Thm 4.4 gives R(w,A ∪ T ) + `(1− 1
Nw
) = 1 + ∆¯(w,A∪T )−1
Nw
and
R(w,A) + (`+ |T |)(1− 1
Nw
) = 1 + ∆¯(w,A)−1
Nw
, or equivalently∑
x∈Dw(1− 1kx ) +
∑
e∈A∪T (1− 1M(w,e)) + (1− 1aw ) +
∑`
i=1(1− 1Nw ) = 1 +
∆¯(w,A∪T )−1
Nw
(23) ∑
x∈Dw(1− 1kx ) +
∑
e∈A(1− 1M(w,e)) + (1− 1aw ) +
∑`+|T |
i=1 (1− 1Nw ) = 1 +
∆¯(w,A)−1
Nw
.(24)
7See Lemma 4.28 for an equivalent definition of Γ(T).
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By Lemma 4.19 we have M(w, e) > 1 for all e ∈ T . Suppose that ∆¯(w,A) ≥ 1. Then
1 + ∆¯(w,A)−1
Nw
≥ 1, so the left-hand-side of (24) has at least two nonzero terms. Since the left-
hand-side of (23) is obtained from that of (24) by removing |T | terms (1 − 1
Nw
) and adding
|T | nonzero terms (1− 1
M(w,e)
), the left-hand-side of (23) has at least two nonzero terms; thus
1 + ∆¯(w,A∪T )−1
Nw
≥ 1 and hence ∆¯(w,A ∪ T ) ≥ 1. This proves (a).
(b) If |A| ≤ ε(w) − 3 then ε(w) ≥ 3, so Nw > 1 and hence 1 − 1Nw > 0; since ` + |T | =
ε(w)− |A| − 1 ≥ 2, the left-hand-side of (24) has at least two nonzero terms (1− 1
Nw
); then the
sum is ≥ 1 and consequently 1 + ∆¯(w,A)−1
Nw
≥ 1, so ∆¯(w,A) ≥ 1. 
4.21. Definition. Let Z = Z(T), Γ = Γ(T) and W = W (T) (see Def. 4.18).
(1) For each w ∈ W , define
V (w) =
{
v ∈ V | γv,w ∈ Γ
}
and V¯ (w) =
{
x ∈ V | x is in γv,w for some v ∈ V (w)
}
.
Observe that
⋃
w∈W V (w) ⊆ Z and
⋃
w∈W V¯ (w) ⊆ N. We also define
V (w) = ∅ and V¯ (w) = {w} for all w ∈ N \W .
So, for w ∈ N, we have w ∈ W if and only if |V¯ (w)| > 1.
(2) We say that T is a brush if there exists w ∈ W (T) such that V¯ (w) = N.
4.22. Remark. (a) No element w of W (T) satisfies v0 ∈ V¯ (w) \ {w}.
(b) If T is a brush then |N| > 1 and W (T) = {v0}.
Assertion (a) is proved by contradiction: suppose that w ∈ W (T) satisfies v0 ∈ V¯ (w) \ {w}.
Then there exists (z1, . . . , zn) ∈ Γ(T) satisfying v0 ∈ {z1, . . . , zn−1}, but this is absurd because
the definition of Γ(T) implies that zn−1 > zn. So (a) is true. Consider (b). If T is a brush then
obviously W (T) 6= ∅, so |N| > 1. The fact that W (T) = {v0} follows from (a).
4.23. Lemma. If T is not a brush then for each w ∈ W (T) we have
ε(w) > |V (w)| and ∆˜(V¯ (w)) ≥ max(1, ε(w)− 2).
Proof. Let w ∈ W . It is clear that ε(w) ≥ |V (w)|. If ε(w) = |V (w)| then W = {w} and
V¯ (w) = N, so T is a brush, a contradiction. So ε(w) > |V (w)|. From ε(w) > 1, we deduce that
Nw ≥ 2.
Let z1, . . . , zk be the distinct elements of V (w). For each i = 1, . . . , k, let ei be the edge of γzi,w
which is incident to w. Then (w, e1), . . . , (w, ek) are distinct teeth (because γzi,w ∈ Γ). Let us
apply Lemma 4.20 with A = ∅ and T = {e1, . . . , ek}; we have |A∪T | = k = |V (w)| < ε(w) and
(since w ∈ W ) ∆¯(w,A) = ∆˜(w) > 0, so the Lemma gives ∆˜(V¯ (w)) = ∆˜({w}∪⋃ki=1N(w, ei)) =
∆¯(w,A ∪ T ) ≥ 1.
To complete the proof, there remains to show that ∆˜
(
V¯ (w)
) ≥ ε(w) − 2. If ε(w) ≤ 2 then
∆˜
(
V¯ (w)
) ≥ 1 > ε(w)− 2, so we may assume from now-on that ε(w) ≥ 3.
With A = {e1, . . . , ek}, Thm 4.4 gives
R(w,A) + (ε(w)− |A| − 1)(1− 1
Nw
) = 1 +
∆¯(w,A)− 1−∑e∈A η(w, e)
Nw
= 1 +
∆¯(w,A)− 1
Nw
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where the last equality follows from the fact that, for each e ∈ A, (w, e) is a tooth and hence
η(w, e) = 0 by Lemma 4.19. We have R(w,A) ≥ ∑ki=1(1 − 1M(w,ei)) ≥ k/2 by Lemma 4.19.
Noting that ∆¯(w,A) = ∆˜(V¯ (w)) and |A| = k, we obtain
∆˜(V¯ (w)) = (R(w,A)− 1)Nw + (ε(w)− k − 1)(Nw − 1) + 1(25)
≥ (k
2
− 1)Nw + (ε(w)− k − 1)(Nw − 1) + 1
≥ (k
2
− 1)Nw + ε(w)− k + (ε(w)− k − 1)(Nw − 2).
Since we assumed that ε(w) ≥ 3, we have k ≥ 2 or ε(w) ≥ k + 2.
If k ≥ 2 then Nw ≥ 2 implies that (k2 − 1)Nw ≥ (k2 − 1)2 = k − 2, so (25) gives
∆˜(V¯ (w)) ≥ ε(w)− 2 + (ε(w)− k − 1)(Nw − 2) ≥ ε(w)− 2.
If ε(w) ≥ k + 2 then (25) gives
∆˜(V¯ (w)) ≥ (k
2
− 1)Nw + ε(w)− k + (Nw − 2) + (ε(w)− k − 2)(Nw − 2)
≥ (k
2
− 1)Nw + ε(w)− k + (Nw − 2)
= k
2
Nw + ε(w)− k − 2 ≥ ε(w)− 2.

The set Ω(T)
4.24. Definition. Ω(T) = Z(T) \⋃w∈W (T) V (w)
4.25. Lemma. (a) v0 ∈ Ω(T) if and only if v0 ∈ Z(T).
(b) If ε(v0) = 1 and |Dv0| ≤ 1 then v0 ∈ Ω(T).
(c) If δv0 = 1 and |N| > 1 then v0 ∈ Ω(T).
Proof. (a) Clearly, v0 ∈ Ω(T) implies v0 ∈ Z(T). If v0 belongs to Z(T) but not to Ω(T) then
v0 ∈ V (w) for some w ∈ W (T); then v0 ∈ V¯ (w) \ {w}, which contradicts Rem. 4.22.
(b) The assumption |Dv0| ≤ 1 implies that σ(v0) < Nv0 . Since ε(v0) = 1 and av0 = 1, Lemma
2.13(b) gives ∆˜(v0) = σ(v0) + (−1)(Nv0 − 1) ≤ 0, so v0 ∈ Z(T), so v0 ∈ Ω(T) by (a).
(c) We have ε(v0) + |Dv0| = δv0 , so the assumptions δv0 = 1 and |N| > 1 imply that ε(v0) = 1
and Dv0 = ∅, so the claim follows from (b). 
4.26. Example. Continuation of Fig. 2 and Ex. 2.4, 2.14, 3.11 and 4.3. We have Z(T) =
{v0, v5, v6}, Γ(T) = {(v5, v4), (v6, v2)}, W (T) = {v2, v4}, Ω(T) = {v0}.
For the next result, it is good to note that if (z1, . . . , zn) is a ∆˜-trivial path then n ≥ 2 and
the condition ε(zn) = 1 is equivalent to N = {z1, . . . , zn}.
4.27. Theorem. We have |Ω(T)| ≤ 2 and the following hold.
(a) Assume that |Ω(T)| = 2. Then there exists a ∆˜-trivial path (z1, . . . , zn) satisfying ε(zn) =
1, and for any such path, the following hold:
• N = {z1, . . . , zn} and Ω(T) = {z1, zn};
• ∆˜(z1) ≤ 0, ∆˜(zn) ≤ 0 and ∆˜(N) = ∆˜(z1) + ∆˜(zn) ≤ 0;
• (zn, . . . , z1) is a ∆˜-trivial path satisfying ε(z1) = 1.
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(b) Assume that no ∆˜-trivial path (z1, . . . , zn) satisfies ε(zn) = 1. Then |Ω(T)| ≤ 1, and
if Ω(T) 6= ∅ then there exists a ∆˜-trivial path (z1, . . . , zn) satisfying Ω(T) = {z1} and
zn−1 < zn.
Proof. We first prove (b). Let us assume that
(26) no ∆˜-trivial path (z1, . . . , zn) satisfies ε(zn) = 1.
Then we claim that
(27) for each z ∈ Ω(T) there exists a ∆˜-trivial path γz = (z1, . . . , zn) satisfying
z1 = z and zn−1 < zn.
Indeed, let z ∈ Ω(T). Define z1 = z. Since ε(z1) = 1, there is exactly one z2 ∈ N that is
adjacent to z1. Then (z1, z2) is a ∆˜-trivial path. Among all ∆˜-trivial paths (z1, z2, . . . ) such
that z1 = z, choose one, γz = (z1, . . . , zn), which maximizes n (so n ≥ 2). Let us prove that γz
satisfies zn−1 < zn. By contradiction, assume that
zn−1 > zn.
Let e = {zn, zn−1} and note that Prop. 3.18 implies that
(28) M(zn, e) > 1.
As z1 /∈
⋃
w∈W V (w), we have (z1, . . . , zn) /∈ Γ, so ∆˜({z1, . . . , zn}) ≤ 0. Let A = {e}, then
∆¯(zn, A) = ∆˜({z1, . . . , zn}) ≤ 0, and since η(zn, e) ≥ 0 by Cor. 4.8, we have ∆¯(zn, A) <
1 +
∑
e′∈A η(zn, e
′). Then Cor. 4.5 gives ε(zn)− |A| ∈ {0, 1, 2}. Since ε(zn) ≥ 2 by assumption
(26), we have ε(zn)− |A| ∈ {1, 2}. If ε(zn)− |A| = 2 then Cor. 4.5 implies that R(zn, A) = 0,
which contradicts (28); so ε(zn)−|A| = 1 and hence ε(zn) = 2. By Cor. 4.5 we get R(zn, A) < 1;
this and (28) imply that σ(zn) = 0 and azn = 1, so ∆˜(zn) = 0 by Lemma 2.13(b). Let y be
the unique element of N \{zn−1} which is adjacent to zn; then (z1, . . . , zn, y) is ∆˜-trivial, which
contradicts the maximality of γz and hence proves that zn−1 < zn. So (27) is proved.
We claim that |Ω(T)| ≤ 1. Indeed, suppose that z1, z′1 ∈ Ω(T) and let us argue that z1 = z′1.
Consider γz1 = (z1, . . . , zn) and γz′1 = (z
′
1, . . . , z
′
m) satisfying (27). Since zn−1 < zn, we have
v0 ∈ N(zn, {zn, zn−1}) = {z1, . . . , zn−1}; similarly, v0 ∈ {z′1, . . . , z′m−1}. So there exists (i, j)
satisfying
(29) 1 ≤ i < n, 1 ≤ j < m and zi = z′j.
Among all pairs (i, j) satisfying (29), choose one that minimizes i. Assume that i 6= 1; then
1 < i < n, so ε(zi) = 2, so ε(z
′
j) = 2 and hence j 6= 1, so 1 < j < m. Then (zi−1, zi, zi+1)
is equal to either (z′j−1, z
′
j, z
′
j+1) or (z
′
j+1, z
′
j, z
′
j−1). If (zi−1, zi, zi+1) = (z
′
j+1, z
′
j, z
′
j−1) then
(z1, . . . , zi−1, zi, z′j−1, . . . , z
′
1) is a ∆˜-trivial path with ε(z
′
1) = 1, contradicting (26); so we have
(zi−1, zi, zi+1) = (z′j−1, z
′
j, z
′
j+1), but then zi−1 = z
′
j−1 contradicts the minimality of i. These
contradictions show that i = 1. Thus ε(zi) = 1, so ε(z
′
j) = 1 where 1 ≤ j < m, so j = 1 and
hence z1 = z
′
1. So |Ω(T)| ≤ 1. Together with (27), this proves assertion (b).
There remains to show that |Ω(T)| ≤ 2 in all cases, and that assertion (a) is true. Obviously, it
suffices to prove this under the additional assumption that |Ω(T)| ≥ 2. This assumption and (b)
imply that there exists a ∆˜-trivial path (z1, . . . , zn) satisfying ε(zn) = 1. Then N = {z1, . . . , zn}
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and Ω(T) ⊆ {z1, zn}, so Ω(T) = {z1, zn} (so |Ω(T)| ≤ 2 is proved). We have ∆˜(z1) ≤ 0 and
∆˜(zn) ≤ 0 because z1, zn ∈ Ω(T) ⊆ Z(T); thus ∆˜(N) = ∆˜(z1) + ∆˜(zn) ≤ 0 is clear. It is also
clear that (zn, . . . , z1) is a ∆˜-trivial path satisfying ε(z1) = 1. 
4.28. Lemma. Γ(T) is the set of ∆˜-trivial paths γ = (z1, . . . , zn) such that
(30) ∆˜(z1) ≤ 0 < ∆˜(zn) and zn−1 > zn.
Remark. We defined the set Γ(T) in 4.18. This Lemma gives an equivalent definition.
Proof. Let Γ′(T) be the set of ∆˜-trivial paths satisfying (30). It is clear that Γ(T) ⊆ Γ′(T).
We prove the reverse inclusion by contradiction: assume that Γ′(T) * Γ(T). Choose γ =
(z1, . . . , zn) ∈ Γ′(T) \ Γ(T). Since γ /∈ Γ(T), no element (u1, . . . , um) of Γ(T) satisfies u1 = z1.
Thus z1 /∈
⋃
w∈W (T) V (w); as z1 ∈ Z(T), it follows that z1 ∈ Ω(T).
Suppose that no ∆˜-trivial path (y1, . . . , ym) satisfies ε(ym) = 1. Then (since z1 ∈ Ω(T)) Thm
4.27(b) implies that there exists a ∆˜-trivial path (y1, . . . , ym) such that y1 = z1 and ym−1 < ym.
Since ∆˜(zn) > 0, we must have (y1, . . . , ym) = (z1, . . . , zi) for some i ≤ n. Thus zn−1 < zn,
which contradicts the assumption (30).
So there must exist a ∆˜-trivial path (y1, . . . , ym) such that ε(ym) = 1. Then N = {y1, . . . , ym}
and consequently {z1, . . . , zn} ⊆ {y1, . . . , ym}. Since ∆˜(zn) > 0, we must have zn ∈ {y1, ym};
we also have z1 ∈ {y1, ym} because ε(z1) = 1; so N = {z1, . . . , zn}. As γ /∈ Γ(T), we have
∆˜({z1, . . . , zn}) ≤ 0, so ∆˜(N) ≤ 0. We have ∆˜(N) ≥ (δv0 − 1)(δv0 − 2) by Prop. 4.15, so δv0 ≤ 2
and consequently |Dv0| ≤ 1. This implies that σ(v0) = Nv0 − d(v0). Also note that zn = v0,
because zn−1 > zn and v0 ∈ {z1, . . . , zn}; so ∆˜(zn) = σ(v0)+(ε(v0)−2)(Nv0−1)+Nv0(1− 1av0 ) =
(Nv0 − d(v0)) + (−1)(Nv0 − 1) = 1− d(v0) ≤ 0, a contradiction. So Γ(T) = Γ′(T). 
Combs
4.29. Definition. Suppose that (u, e), (u′, e′) ∈ P . We say that (u, e) is a comb over (u′, e′)
if (u, e)  (u′, e′) and, for every (v, f) ∈ P satisfying (u, e)  (v, f)  (u′, e′), the following
conditions hold:
(a) ε(v) ∈ {2, 3};
(b) if ε(v) = 2 then R(v, {f}) < 1;
(c) if ε(v) = 3 then R(v, {f}) = 0 and (v, g) is a tooth, where g denotes the unique edge of
N which is incident to v, not in γu,v and distinct from f .
4.30. Remark. Suppose that (u, e), (u′, e′) ∈ P and that (u, e) is a comb over (u′, e′). For each
(v, f) ∈ P satisfying (u, e)  (v, f)  (u′, e′), we have ε(v) ∈ {2, 3} and:
• if ε(v) = 2 and v is a node then its type is [d(v), Nv, . . . , Nv] and if d(v) 6= Nv then
av = 1 = M(v, f);
• if ε(v) = 3 then av = 1 = M(v, f) and if v is a node then its type is [Nv, . . . , Nv].
4.31. Remarks. (1) Each element of P is a comb over itself.
(2) If (u, e), (u′, e′), (u′′, e′′) ∈ P satisfy (u, e)  (u′, e′)  (u′′, e′′), then the following are
equivalent:
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• (u, e) is a comb over (u′, e′) and (u′, e′) is a comb over (u′′, e′′),
• (u, e) is a comb over (u′′, e′′).
Recall (from Lemma 4.9) that (u, e)  (u′, e′) implies N(u, e) ⊇ N(u′, e′), ∆˜(N(u, e)) ≥
∆˜
(
N(u′, e′)
)
and η(u, e) ≥ η(u′, e′). We now describe what happens when η(u, e) = η(u′, e′).
4.32. Proposition. Suppose that (u, e), (u′, e′) ∈ P satisfy (u, e)  (u′, e′).
(a) The following are equivalent:
(i) η(u, e) = η(u′, e′) and Ω(T) is disjoint from N(u, e) \N(u′, e′);
(ii) (u, e) is a comb over (u′, e′).
(b) The following are equivalent:
(i) ∆˜
(
N(u, e)
)
= ∆˜
(
N(u′, e′)
)
and Ω(T) is disjoint from N(u, e) \N(u′, e′);
(ii) (u, e) is a comb over (u′, e′) and c(u, e) = c(u′, e′);
(iii) for every vertex v in γu,u′ such that v 6= u, we have ε(v) = 2 and ∆˜(v) = 0.
Proof. To prove assertion (a), consider the unique sequence (u0, e0)  · · ·  (ur, er) such
that (u0, e0) = (u, e), (ur, er) = (u
′, e′) and, for each j ∈ {1, . . . , r}, (uj, ej) is an immediate
predecessor of (uj−1, ej−1). Note that η(u, e) = η(u0, e0) ≥ η(u1, e1) ≥ · · · ≥ η(ur, er) = η(u′, e′)
and N(u, e) \ N(u′, e′) = ⋃rj=1[N(uj−1, ej−1) \ N(uj, ej)]; so condition (ai) is equivalent to “for
all j ∈ {1, . . . , r}, (aij) is true”, where
(aij) η(uj−1, ej−1) = η(uj, ej) and Ω(T) ∩ [N(uj−1, ej−1) \N(uj, ej)] = ∅.
By part (2) of Rem. 4.31, condition (aii) is equivalent to (uj−1, ej−1) being a comb over (uj, ej)
for all j ∈ {1, . . . , r}. So it suffices to prove (ai)⇔(aii) under the additional assumption that
(u′, e′) is an immediate predecessor of (u, e). In other words, the proof of (a) reduces to proving
the following statement:
Claim. Let (u, e) be a non minimal element of P , write e = {u, u0}, and let (u0, e1), . . . , (u0, en)
(n ≥ 1) be the immediate predecessors of (u, e). Then the following are equivalent:
(α) η(u, e) = η(u0, e1) and Ω(T) is disjoint from N(u, e) \N(u0, e1)
(β) n ∈ {1, 2} and:
(i) if n = 1 then R(u0, {e1}) < 1;
(ii) if n = 2 then R(u0, {e1}) = 0 and (u0, e2) is a tooth.
Let us prove this Claim. Assume that (α) is true. We have η(u, e) ≥ ∑ni=1 η(u0, ei) by
Lemma 4.7 and η(u0, ei) ≥ 0 for all i by Cor. 4.8. So η(u0, ei) = 0 for all i > 1 and η(u, e) =
η(u0, e1) =
∑n
i=1 η(u0, ei) =
∑
e′∈A η(u0, e
′), where A = {e1, . . . , en}. Then
∆¯(u0, A) = ∆˜(N(u, e)) = 1 + η(u, e)− c(u, e) < 1 + η(u, e) = 1 +
∑
e′∈A η(u0, e
′).
As ε(u0)− |A| = 1, Cor 4.5 gives
R(u0, A) < 1.
Note in particular that if n = 1 then R(u0, {e1}) = R(u0, A) < 1, so (β) is true when n = 1.
From now-on we assume that n ≥ 2 (then ε(u0) ≥ 3). Since R(u0, A) < 1, at most one
i ∈ {1, . . . , n} satisfies M(u0, ei) > 1; it follows that n = 2, by Prop. 3.18. So, to prove (β),
there remains to show that R(u0, {e1}) = 0 and that (u0, e2) is a tooth.
STRUCTURE OF NEWTON TREES AT INFINITY 37
Observe that T is not a brush. Indeed, if T is a brush then ε(u0) ≥ 3 implies that W = {u0}
and N = V¯ (u0), so both (u0, e1) and (u0, e2) are teeth, which contradicts the fact that at most
one i ∈ {1, 2} satisfies M(u0, ei) > 1. Also observe that η(u0, e2) = 0, so Prop. 4.11 gives
(31) ∆˜(N(u0, e2)) ≤ 0.
Let Z2 =
{
z ∈ N(u0, e2) | ε(z) = 1
}
. We have ∆˜(N(u0, e2)) ≥ ∆˜(Z2), because each
x ∈ N(u0, e2) \ Z2 satisfies ε(x) > 1 and hence ∆˜(x) ≥ 0 (Lemma 2.13). Thus ∆˜(Z2) ≤ 0, by
(31). Since Z2 6= ∅, it follows that some z ∈ Z2 satisfies ∆˜(z) ≤ 0. Thus Z2 ∩ Z 6= ∅.
For each z ∈ Z2 ∩ Z, the assumption that Ω(T) is disjoint from N(u, e) \ N(u0, e1) implies
that z /∈ Ω(T) = Z \⋃w∈W V (w), so z ∈ V (wz) for some wz ∈ W . We claim that
(32) wz = u0 for some z ∈ Z2 ∩ Z.
Indeed, assume that (32) is false. Then for all z ∈ Z2 ∩ Z we have V¯ (wz) ⊆ N(u0, e2). Since
Lemma 4.23 gives ∆˜(V¯ (wz)) > 0 for each z ∈ Z2 ∩ Z 6= ∅ (recall that T is not a brush), it
follows that the subset Y =
⋃
z∈Z2∩Z V¯ (wz) of N(u0, e2) satisfies ∆˜(Y ) > 0. Then (31) implies
that there exists x ∈ N(u0, e2)\Y satisfying ∆˜(x) < 0. Then ε(x) = 1, so x ∈ Z2∩Z and hence
x ∈ V¯ (wx) ⊆ Y , a contradiction. So (32) must be true, and in particular u0 ∈ W . Consider
z ∈ Z2 ∩ Z such that wz = u0. Then z ∈ V (u0), so γz,u0 ∈ Γ; since e2 is in γz,u0 , we obtain
that (u0, e2) is a tooth. Finally, note that R(u0, A) < 1 together with the fact that (u0, e2) is a
tooth (so M(u0, e2) > 1 by Lemma 4.19) implies that R(u0, {e1}) = 0. So (β) is true.
Conversely, assume that (β) is true. Let A = {e1, . . . , en} (where n ∈ {1, 2}). If n = 1 then
R(u0, A) = R(u0, {e1}) < 1 by (β-i), and if n = 2 then R(u0, A) = R(u0, {e1})+(1− 1M(u0,e2)) =
(1− 1
M(u0,e2)
) < 1 by (β-ii), so R(u0, A) < 1 in all cases. Since R(u0, A) < 1 and ε(u0)−|A| = 1,
Thm 4.4 gives
1 > R(u0, A) = R(u0, A) + (ε(u0)− |A| − 1)(1− 1Nu0 ) = 1 +
∆¯(u0, A)− 1−
∑
e′∈A η(u0, e
′)
Nu0
,
so ∆¯(u0, A) < 1 +
∑
e′∈A η(u, e
′). Since ∆¯(u0, A) = ∆˜(N(u, e)), we have ∆˜(N(u, e)) < 1 +∑
e′∈A η(u, e
′), so η(u, e) =
∑
e′∈A η(u0, e
′) =
∑n
i=1 η(u0, ei) by Cor. 4.7. We consider the cases
n = 1, n = 2 separately.
If n = 1 then η(u, e) =
∑n
i=1 η(u0, ei) = η(u0, e1). Moreover, N(u, e) \ N(u0, e1) = {u0} and
u0 /∈ Ω(T) because ε(u0) 6= 1, so Ω(T) is disjoint from N(u, e) \N(u0, e1) and (α) is true.
If n = 2 then (u0, e2) is a tooth by (β-ii), so η(u0, e2) = 0 by Lemma 4.19 and consequently
η(u, e) =
∑n
i=1 η(u0, ei) = η(u0, e1). By contradiction, suppose that there exists an element
z of Ω(T) ∩ [N(u, e) \ N(u0, e1)]. Then ε(z) = 1, so z 6= u0. We have N(u, e) \ N(u0, e1) =
{u0} ∪N(u0, e2), so z ∈ N(u0, e2). Since (u0, e2) is a tooth, we must have γz,u0 ∈ Γ, so u0 ∈ W
and z ∈ V (u0), contradicting the fact that z ∈ Ω(T). So Ω(T) ∩ [N(u, e) \N(u0, e1)] = ∅, and
(α) is true.
So (β) implies (α). This proves the Claim, and completes the proof of part (a) of the
Proposition.
(b) Since ∆˜
(
N(u, e)
)
= ∆˜
(
N(u′, e′)
)
is equivalent to η(u, e) = η(u′, e′) and c(u, e) = c(u′, e′) by
Lemma 4.9, and since (a) is true, it follows that (bi) is equivalent to (bii). Let us prove that
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(bi) is equivalent to (biii). We may assume that u 6= u′, otherwise the result is trivial. Let
(u, u′] denote the set of vertices v in γu,u′ such that v 6= u.
If (biii) is true then N(u, e) \ N(u′, e′) = (u, u′], so each v ∈ N(u, e) \ N(u′, e′) satisfies
ε(v) = 2 and ∆˜(v) = 0. Since ε(v) = 2 for all v ∈ N(u, e) \ N(u′, e′), Ω(T) is disjoint
from N(u, e) \ N(u′, e′); since ∆˜(v) = 0 for all v ∈ N(u, e) \ N(u′, e′), we have ∆˜(N(u, e)) =
∆˜
(
N(u′, e′)
)
. So (biii) implies (bi).
Conversely, assume that (bi) is true. Then η(u, e) = η(u′, e′) and c(u′, e′) = c(u, e), by Lemma
4.9. Consider v ∈ (u, u′]; we have to show that ε(v) = 2 and ∆˜(v) = 0. Note that there is a
unique edge f such that (v, f) ∈ P and (u, e)  (v, f)  (u′, e′). Since η(u, e) = η(u′, e′) and
Ω(T) is disjoint from N(u, e) \ N(u′, e′), part (a) implies that (u, e) is a comb over (u′, e′), so
ε(v) ∈ {2, 3} and if ε(v) = 3 then R(v, {f}) = 0 and (v, g) is a tooth (notation g as in Def.
4.29). Suppose that ε(v) = 3. The fact that R(v, {f}) = 0 implies that c(v, f) = Nv and the
fact that (v, g) is a tooth implies that c(v, g) < Nv, so c(v, g) < c(v, f); since (u, e)  (v, g), we
have c(u, e) ≤ c(v, g), so c(u, e) ≤ c(v, g) < c(v, f) ≤ c(u′, e′), a contradiction. This shows that
ε(v) = 2 (for every v ∈ (u, u′]). Then N(u, e) \N(u′, e′) = (u, u′], so∑
v∈(u,u′] ∆˜(v) = ∆˜
(
N(u, e)
)− ∆˜(N(u′, e′)) = 0.
For each v ∈ (u, u′] we have ε(v) > 1, so ∆˜(v) ≥ 0; it follows that ∆˜(v) = 0 for all v ∈ (u, u′],
so (biii) holds and we are done. 
The next result is a corollary of Lemma 3.18, and is closely related to Prop. 4.32.
4.33. Corollary. Let (u, e), (u′, e′) ∈ P . If (u, e) is a comb over (u′, e′) and u < u′ then we have
ε(v) = 2 and ∆˜(v) = 0 for every vertex v in γu,u′ such that v 6= u.
Proof. Consider a vertex v in γu,u′ such that v 6= u, and let f be the edge satisfying (u, e) 
(v, f)  (u′, e′). If we define w by f = {v, w} then v < w, so M(v, f) > 1 by Lemma 3.18. Then
R(v, {f}) > 0, so the definition of comb implies that ε(v) = 2. We have R(v, {f}) < 1 (again
by definition of comb), so M(v, f) > 1 implies that σ(v) = 0 and av = 1, so ∆˜(v) = 0. 
5. Global structure: first steps
We continue to assume that T is a minimally complete abstract Newton tree at infinity.
5.1. Definition. The set S(T) = N \ ⋃w∈W (T) (V¯ (w) \ {w}) is called the skeleton of T. See
Def. 4.18 and 4.21 for notations.
5.2. Lemma. (a) S(T) is a nonempty subtree of N.
(b) v0 ∈ S(T), W (T) ⊆ S(T), Ω(T) ⊆ S(T) and if Ω(T) = S(T) then |Ω(T)| = 2. In
particular, if Ω(T) 6= ∅ then |S(T)| > 1.
(c) N =
⋃
v∈S(T) V¯ (v), and V¯ (v) ∩ V¯ (v′) = ∅ for every choice of distinct v, v′ ∈ S(T).
(d) |S(T)| = 1 if and only if T is a brush or |N| = 1.
Proof. (b) We abbreviate W (T) to W . We know that v0 ∈ N. If v0 /∈ S(T) then there exists
w ∈ W such that v0 ∈ V¯ (w) \ {w}, which contradicts Rem. 4.22. So v0 ∈ S(T).
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We have ∆˜(x) ≤ 0 for all x ∈ ⋃w∈W (V¯ (w) \ {w}) and ∆˜(x) > 0 for all x ∈ W , so W is
disjoint from
⋃
w∈W
(
V¯ (w) \ {w}) and hence W ⊆ S(T).
Let z ∈ Ω(T). Since ε(z) = 1, a unique y ∈ N is adjacent to z. We prove {z, y} ⊆ S(T) by
contradiction. Suppose that {z, y} * S(T); then there exists w ∈ W such that {z, y}∩ (V¯ (w) \
{w}) 6= ∅; so there exists (x1, . . . , xn) ∈ Γ(T) such that xn = w and {z, y} ∩ {x1, . . . , xn−1} 6=
∅; note that z 6= w (because ∆˜(z) ≤ 0) and that if only one element of {z, y} belongs to
{x1, . . . , xn−1} then the other element must be w; it follows that (z, y) = (x1, x2), so z ∈ V (w),
which contradicts z ∈ Ω(T). So {z, y} ⊆ S(T). If Ω(T) = S(T) then {z, y} ⊆ Ω(T), so
|Ω(T)| = 2. This argument shows that Ω(T) ⊆ S(T) and that if Ω(T) = S(T) then |Ω(T)| = 2.
So (b) is proved.
(a) Since ∅ 6= S(T) ⊆ N and N is a tree, it suffices to show that S(T) is connected. If
Γ(T) = ∅ then W = ∅ and hence S(T) = N is a nonempty tree. Assume that Γ(T) 6= ∅
and let γ1, . . . , γr be the distinct elements of Γ(T), where we write γi = (xi,1, . . . , xi,ni) for each
i = 1, . . . , r. Define a sequence (S0, . . . , Sr) of sets by S0 = N and Si = Si−1 \ {xi,1, . . . , xi,ni−1}
for each i = 1, . . . , r. Then S(T) = Sr. We know that S0 is connected, and it is quite clear that
if Si−1 is connected then so is Si. So Sr = S(T) is connected.
(c) It is clear that S(T) ⊆ ⋃v∈S(T) V¯ (v) ⊆ N. If x ∈ N \ S(T) then x ∈ V¯ (w) \ {w} for some
w ∈ W ; since W ⊆ S(T), we have x ∈ ⋃v∈S(T) V¯ (v), so N = ⋃v∈S(T) V¯ (v). It is clear that
V¯ (v) ∩ V¯ (v′) = ∅ whenever v, v′ are distinct elements of S(T).
(d) Assume that |S(T)| = 1 and |N| 6= 1. Then S(T) 6= N, so W 6= ∅. Since W ⊆ S(T),
we obtain that W = S(T) is a singleton {w}. Then (c) gives N = V¯ (w), so T is a brush. This
shows that if |S(T)| = 1 then T is a brush or |N| = 1. The converse is clear. 
The case |S(T)| = 1
The remainder of this section is devoted to the special case |S(T)| = 1. The general case
(|S(T)| ≥ 1) is studied in the subsequent sections.
Recall from Lemma 5.2 that v0 ∈ S(T) and that
|S(T)| = 1 ⇐⇒ T is a brush or |N| = 1,
where the two clauses “T is a brush” and “|N| = 1” are mutually exclusive. Also note that
|S(T)| = 1 implies that, for each e ∈ Ev0 , (v0, e) is a tooth and hence is nonpositive.
5.3. Notation. The following special notation is used in the present section (and only in the
present section). Let E denote the set of all edges of T incident to v0. For each e = {v0, u} ∈ E,
define
a(e) =
{
au, if u ∈ Dv0 ,
p(v0, e)/c(v0, e), if u /∈ Dv0 ,
d(e) =
{
du, if u ∈ Dv0 ,
c(v0, e), if u /∈ Dv0 ,
k(e) = Nv0/d(e), x(e) = q(e, u).
Note that in the case where u ∈ Dv0 we have k(e) = ku = − det(e) = a(e)− x(e). We also use
the abbreviations N = Nv0 and δ = δv0 = |E|.
5.4. Lemma. If |S(T)| = 1 then the following hold.
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(a) δ,N ∈ N \ {0}
(b) For all e ∈ E we have a(e), d(e), k(e) ∈ N \ {0} and N = k(e)d(e).
(c) N =
∑
e∈E a(e)d(e) and R(v0,Ev0) =
∑
e∈E(1− 1k(e))
(d) If gcd
{
du | u ∈ D
}
= 1 then gcd
{
d(e) | e ∈ E } = 1.
Proof. (a) is clear.
(b) It is clear that N = k(e)d(e) for all e ∈ E. For each e ∈ Ev0 , k(e) = N/c(v0, e) = M(v0, e)
and a(e) = p(v0, e)/c(v0, e) are positive integers by Thm 3.16. The assumption |S(T)| = 1
implies that (for each e ∈ Ev0) (v0, e) is nonpositive, so d(e) = c(v0, e) ∈ N \ {0} by Rem. 4.12.
If e ∈ E \ Ev0 then e = {v0, u} with u ∈ Dv0 , so a(e) = au, d(e) = du and k(e) = N/du = ku all
belong to N \ {0}.
(c) We haveN =
∑
u∈Dv0 audu+
∑
e∈Ev0 p(v0, e) =
∑
e∈E a(e)d(e) andR(v0,Ev0) =
∑
u∈Dv0 (1−
1
ku
) +
∑
e∈Ev0 (1−
1
M(v0,e)
) =
∑
e∈E(1− 1k(e)).
(d) We may assume that Ev0 6= ∅, otherwise D = Dv0 and the claim is clear. For each
e ∈ Ev0 , let D(e) =
⋃
z∈Nd(v0,e)Dz and note that Nd(v0, e) 6= ∅; by Lemma 3.14(c), the positive
integer d(e) = c(v0, e) divides gcd
{
d(z) | z ∈ Nd(v0, e)
}
= gcd
{
du | u ∈ D(e)
}
. So the
integer gcd
{
d(e) | e ∈ Ev0
}
divides gcd
{
du | u ∈ D′
}
, where we define D′ =
⋃
e∈Ev0 D(e).
It follows that gcd
{
d(e) | e ∈ E } divides gcd{ du | u ∈ Dv0 ∪D′ }. As Dv0 ∪D′ = D, we are
done. 
5.5. Lemma. If |S(T)| = 1 then ∆˜(N) = 2 +∑e∈E[(δ − 2)a(e)− 1]d(e).
Proof. The assumption |S(T)| = 1 implies that η(v0, e) = 0 for all e ∈ Ev0 , so Cor. 4.6 gives the
first equality in:
∆˜(N)− 2 = (R(v0,Ev0)− 2)N = N
∑
e∈E(1− 1k(e))− 2N =
∑
e∈E(N − d(e))− 2N
= (δ − 2)N −∑e∈E d(e) = (δ − 2)∑e∈E a(e)d(e)−∑e∈E d(e) = ∑e∈E[(δ − 2)a(e)− 1]d(e).

5.6. Corollary. If |S(T)| = 1 then the following hold.
(a) ∆˜(N) > 0 ⇐⇒ ∆˜(N) ≥ 2 ⇐⇒ δ > 2
(b) If δ > 3 then δ ≤ δ(δ − 3) ≤ (δ − 3)∑e∈E d(e) ≤ ∆˜(N)− 2.
Proof. We have δ > 2 ⇔ ∑e∈E[(δ − 2)a(e) − 1]d(e) ≥ 0 ⇔ ∆˜(N) ≥ 2 by Lemma 5.5. To
finish the proof of (a), it remains to show that ∆˜(N) 6= 1. Assume that ∆˜(N) = 1; then∑
e∈E[(δ − 2)a(e)− 1]d(e) = −1, so δ ∈ {1, 2}. If δ = 1 then E = {e} and (a(e) + 1)d(e) = 1,
which is impossible. If δ = 2 then E = {e1, e2} and d(e1) + d(e2) = 1, which is impossible. So
(a) is proved.
Assume that δ > 3. The first inequality in (b) is clear, and the second one is obtained by
mutiplying δ ≤ ∑e∈E d(e) by (δ − 3). We get the third inequality by noting that a(e) ≥ 1
implies (δ−2)a(e)−1 ≥ δ−3, so ∆˜(N)−2 = ∑e∈E[(δ−2)a(e)−1]d(e) ≥∑e∈E(δ−3)d(e). 
5.7. Corollary. If T is a brush then ∆˜(N) ≥ 2.
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Proof. By contradiction, assume that T is a brush and ∆˜(N) < 2. Since T is a brush, we have
|S(T)| = 1 and |N| > 1. Since ∆˜(N) < 2, we have δ ≤ 2 by Cor. 5.6, so |Dv0| + ε(v0) ≤ 2.
Since |N| > 1, we have ε(v0) > 0 and hence |Dv0| ≤ 1, so σ(v0) < N . Either ε(v0) = 2 and
|Dv0| = 0 (in which case ∆˜(v0) = 0) or ε(v0) = 1 and |Dv0| ≤ 1 (in which case ∆˜(v0) =
σ(v0) + (−1)(N −1) ≤ 0 because σ(v0) < N). So in all cases we have ∆˜(v0) ≤ 0, so v0 /∈ W (T),
contradicting that T is a brush. 
5.8. Proposition. If |N| = 1 then ∆˜(N) is even.
Proof. We proceed by contradiction: assume that |N| = 1 and ∆˜(N) is odd. Use the notations
E = {e1, . . . , eδ}, ai = a(ei), di = d(ei), ki = k(ei) and xi = x(ei). Since gcd(ai, xi) = 1 and
ki = − det(ei) = ai − xi, we have gcd(ai, ki) = 1 for all i = 1, . . . , δ.
Consider the case where δ is even. Then Lemma 5.5 implies that
∑δ
i=1 di is odd; since this
sum is odd and the number δ of terms is even, some dj must be even. Then N is even, since
dj | N . Then
∑δ
i=1(ai− 1)di = N −
∑δ
i=1 di is odd and consequently there must exist an r such
that (ar − 1)dr is odd. Then dr is odd and ar is even. Since gcd(ar, kr) = 1, it follows that kr
is odd, so N = krdr is odd, a contradiction.
Consider the case where δ is odd. Then Lemma 5.5 implies that
∑δ
i=1(ai− 1)di ≡ 1 (mod 2)
and consequently there must exist an r such that (ar−1)dr is odd. Then dr is odd and ar is even.
Since gcd(ar, kr) = 1, it follows that kr is odd, so N = krdr is odd. So di is odd for all i (because
di | N). It then follows from Lemma 5.5 that 1 ≡
∑δ
i=1((δ − 2)ai − 1)di ≡
∑δ
i=1(ai − 1) ≡∑δ
i=1 ai−δ ≡
∑δ
i=1 ai−1 (mod 2), so
∑δ
i=1 ai is even. Then 1 ≡ N ≡
∑δ
i=1 aidi ≡
∑δ
i=1 ai ≡ 0
(mod 2), a contradiction. 
5.9. Example. Let (d1, d2, d3) ∈ {(1, 1, 1), (1, 1, 2), (1, 2, 3)} and set
(33) x1 = −d2 + d3
d1
, x2 = −d1 + d3
d2
, x3 = −d1 + d2
d3
.
Then the following is a minimally complete Newton tree at infinity satisfying |N| = 1,
gcd
{
du | u ∈ D
}
= 1 and ∆˜(N) = 2.
br HHHH
r
?r
?
?(0)
(0)
(0)
v0x1
x2
x3
< d2
< d3
d1 >
5.10. Corollary. Suppose |S(T)| = 1, ∆˜(N) = 2 and gcd{ du | u ∈ D} = 1. Then δ = 3. Let
us write E = {e1, e2, e3} with d(e1) ≤ d(e2) ≤ d(e3), and define ai = a(ei) and di = d(ei).
(a) (a1, a2, a3) = (1, 1, 1) and (d1, d2, d3) ∈ {(1, 1, 1), (1, 1, 2), (1, 2, 3)}.
(b) If |N| = 1 then T is one of the three trees of Ex. 5.9.
Proof. Cor. 5.6 implies that δ = 3, so Lemma 5.5 gives
∑3
i=1(ai − 1)di = 0. This implies that
a1 = a2 = a3 = 1. So N =
∑3
i=1 aidi = d1+d2+d3, and consequently each di divides d1+d2+d3.
Since gcd(d1, d2, d3) = 1 and d1 ≤ d2 ≤ d3, we have (d1, d2, d3) ∈ {(1, 1, 1), (1, 1, 2), (1, 2, 3)}.
This proves (a). Assume that |N| = 1 and write ki = k(ei) and xi = x(ei). Since (for each i)
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N = kidi and ki = − det(ei) = ai − xi = 1 − xi, it follows that x1, x2, x3 are as stipulated in
(33). So T is one of the three trees of Ex. 5.9. 
5.11. Example. The trees depicted below are minimally complete abstract Newton trees at
infinity satisfying N = {v0}, gcd
{
du | u ∈ D
}
= 1 and ∆˜(N) = 0. In part (b), a1, a2 are
arbitrary positive integers satisfying gcd(a1, a2) = 1. In (a) (resp. (b)), v0 is a node of type [1]
(resp. [1, 1]).
(a)
b r -
?(0)
v0 0
(b)
br r -
?
ff
(0)?(0)
v0−a2 −a1
a1 a2
5.12. Proposition. Suppose that T satisfies |S(T)| = 1, ∆˜(N) < 2 and at least one of the
following conditions:
(i) gcd
{
du | u ∈ D
}
= 1; (ii) ∆˜(N) ≥ 0.
Then T is one of the trees of Ex. 5.11.
Proof. Suppose that |S(T)| = 1, that ∆˜(N) < 2, and that one of (i), (ii) is true. Then T is not
a brush by Cor. 5.7, so |N| = 1 by Lemma 5.2. Use the notations E = {e1, . . . , eδ}, ai = a(ei),
di = d(ei), ki = k(ei) and xi = x(ei). Since |N| = 1, we have ki = − det(ei) = ai − xi for all i.
Cor. 5.6 implies that δ ∈ {1, 2}.
Assume that δ = 1. If (i) holds then d1 = gcd(d1, . . . , dδ) = 1, so N = a1d1 = a1; since
N = k1d1 = k1 = a1−x1, we get x1 = 0 and hence a1 = 1 because gcd(a1, x1) = 1; so T is the tree
(a) of Ex. 5.11. If (ii) holds then 0 ≤ ∆˜(N) = ∆˜(v0) = σ(v0)+(−2)(N−1) = (N−d1)−2(N−1),
so N + d1 ≤ 2, so d1 = 1 and hence (i) holds, so again T is the tree (a) of Ex. 5.11.
Assume that δ = 2. If (i) holds then N = a1d1 + a2d2; as d1 | N and gcd(d1, d2) = 1, we
get d1 | a2 and by symmetry d2 | a1. We have (a1 − x1)d1 = k1d1 = N = a1d1 + a2d2, so
x1 = −(a2/d1)d2, so d2 | x1; since d2 | a1 and gcd(a1, x1) = 1, it follows that d2 = 1. By
symmetry, d1 = 1. This gives x1 = −a2 and x2 = −a1, so T is the tree (b) of Ex. 5.11. If (ii)
holds then 0 ≤ ∆˜(N) = ∆˜(v0) = σ(v0) + (−2)(N − 1) = (N − d1) + (N − d2) − 2(N − 1), so
d1 + d2 ≤ 2, so d1 = 1 = d2, so (i) holds and hence T is the tree (b) of Ex. 5.11. 
6. Global structure: decomposition into combs
We continue to assume that T is a minimally complete abstract Newton tree at infinity.
6.1. Definition. We shall say that an edge e of N is of type Γ if there exists γ ∈ Γ(T) such
that e is in γ. Given v ∈ N, let t(v) be the number of edges of N incident to v and of type Γ,
and let δ∗(v) be the number of edges of N incident to v and not of type Γ.
6.2. Remark. The following trivial observations should be kept in mind.
(a) δ∗(v) + t(v) = ε(v) for all v ∈ N.
(b) If v ∈ N \ S(T) then δ∗(v) = 0.
(c) If v ∈ S(T) then δ∗(v) is equal to the valency of v as a vertex of the tree S(T).
(d) If |S(T)| > 1 then S(T) = { v ∈ N | δ∗(v) > 0}.
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(e) Let v ∈ S(T). If e is an edge of N incident to v then e is of type Γ if and only if (v, e) is a
tooth, so t(v) is the number of teeth of the form (v, e). Note that t(v) > 0 is equivalent
to v ∈ W (T), and if t(v) > 0 then t(v) = |V (v)|.
6.3. Notation. Let PS(T) =
{
(u, e) ∈ P (T) | u ∈ S(T)}. Observe that if (u, e), (u′, e′) ∈
PS(T) satisfy (u
′, e′)  (u, e) then the set { (v, f) ∈ P (T) | (u′, e′)  (v, f)  (u, e)} is included
in PS(T) and is totally ordered by  (this is because S(T) is a tree).
6.4. Theorem. Define a binary relation ∼ on the set PS(T) by declaring that
(u, e) ∼ (u′, e′) ⇐⇒ one of (u, e), (u′, e′) is a comb over the other,
where (u, e), (u′, e′) ∈ PS(T). Then ∼ is an equivalence relation on PS(T) and each equivalence
class is totally ordered by .
The proof of the Theorem is given after the next three lemmas. We omit the proof of the
first one.
6.5. Lemma. Let (Y,≤) be a finite poset that is not totally ordered. Given y, y′ ∈ Y , let the
notation y C y′ mean: y < y′ and no element x of Y satisfies y < x < y′.
(a) If Y has a greatest element then there exist distinct y, y1, y2 ∈ Y satisfying y1 C y B y2.
(b) If Y has a least element then there exist distinct y, y1, y2 ∈ Y satisfying y1 B y C y2.
6.6. Lemma. Given (u, e) ∈ P (T), consider the set
X−(u, e) =
{
(u′, e′) ∈ P (T) | (u, e) is a comb over (u′, e′)}.
Then
(
X−(u, e), ) is nonempty and totally ordered.
Proof. Since (u, e) ∈ X−(u, e), we have X−(u, e) 6= ∅. By contradiction, suppose that X−(u, e)
is not totally ordered. Since X−(u, e) has a greatest element (namely (u, e)), Lemma 6.5 implies
that there exist distinct (u1, e1), (v, f), (u2, e2) ∈ X−(u, e) satisfying
(i) (u1, e1) ≺ (v, f)  (u2, e2)
(ii) no (x, h) ∈ X−(u, e) satisfies (u1, e1) ≺ (x, h) ≺ (v, f) or (u2, e2) ≺ (x, h) ≺ (v, f).
By Rem. 4.31, conditions (i) and (ii) imply that (u1, e1) and (u2, e2) are immediate predecessors
of (v, f). Thus u1 = u2 and e1 6= e2. Write u∗ = u1 = u2, then (u∗, e1) ≺ (v, f)  (u∗, e2).
Since e1, e2, f are distinct edges incident to u
∗, we have ε(u∗) ≥ 3. For each k = 1, 2, we have
(u∗, ek) ≺ (v, f)  (u, e) and (by definition of X−(u, e)) (u, e) is a comb over (u∗, ek). Since
(u, e) is a comb over (u∗, e2), we have ε(u∗) = 3 and (u∗, e1) is a tooth. Since (u∗, e1) is a tooth,
R(u∗, {e1}) > 0. Since (u, e) is a comb over (u∗, e1) and ε(u∗) = 3, we have R(u∗, {e1}) = 0, a
contradiction. 
6.7. Lemma. Given (u, e) ∈ PS(T), define the set
X+(u, e) =
{
(u′, e′) ∈ PS(T) | (u′, e′) is a comb over (u, e)
}
.
Then
(
X+(u, e), ) is nonempty and totally ordered.
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Proof. Since (u, e) ∈ X+(u, e), we have X+(u, e) 6= ∅. By contradiction, suppose that X+(u, e)
is not totally ordered. Since X+(u, e) has a least element (namely (u, e)), Lemma 6.5 implies
that there exist distinct (u1, e1), (v, f), (u2, e2) ∈ X+(u, e) satisfying
(i) (u1, e1)  (v, f) ≺ (u2, e2)
(ii) no (x, h) ∈ X+(u, e) satisfies (u1, e1)  (x, h)  (v, f) or (u2, e2)  (x, h)  (v, f).
Since (u1, e1)  (v, f), we may consider the unique immediate predecessor (u′1, e′1) of (u1, e1)
that satisfies (u1, e1)  (u′1, e′1)  (v, f)  (u, e). Then (u′1, e′1) ∈ PS(T) by the claim made in
Notation 6.3, so (u′1, e
′
1) ∈ X+(u, e) by Rem. 4.31. Thus (ii) implies that (u′1, e′1) = (v, f), i.e.,
(v, f) is an immediate predecessor of (u1, e1). Similarly, (v, f) is an immediate predecessor of
(u2, e2). We have
(u1, e1)  (v, f)  (u, e) and (u2, e2)  (v, f)  (u, e)
where e1 = {u1, v}, e2 = {u2, v} and f are distinct edges incident to v; so ε(v) ≥ 3. Since
(u2, e2) is a comb over (u, e), we have ε(v) = 3 and (v, e1) is a tooth. Since (v, e1) is a tooth, it
follows that u1 /∈ S(T), contradicting (u1, e1) ∈ X+(u, e). 
Proof of Thm 6.4. Given (u′, e′), (u, e) ∈ PS(T), let us write “(u′, e′) c.o. (u, e)” as an abbrevi-
ation for the sentence “(u′, e′) is a comb over (u, e)”.
It is clear that ∼ is reflexive and symmetric and we have to show that it is transitive. Suppose
that (u, e), (u′, e′), (v, f) ∈ PS(T) satisfy (u, e) ∼ (v, f) and (v, f) ∼ (u′, e′); let us prove that
(u, e) ∼ (u′, e′) in each of the four possible cases:
(i) (u, e) c.o. (v, f) and (v, f) c.o. (u′, e′) (ii) (u′, e′) c.o. (v, f) and (v, f) c.o. (u, e)
(iii) (v, f) c.o. (u, e) and (v, f) c.o. (u′, e′) (iv) (u, e) c.o. (v, f) and (u′, e′) c.o. (v, f).
In case (i), Rem. 4.31 implies that (u, e) c.o. (u′, e′), so (u, e) ∼ (u′, e′).
Case (ii) is similar to case (i).
In case (iii), we have (u, e), (u′, e′) ∈ X−(v, f). By Lemma 6.6, we have (u, e)  (u′, e′)
or (u′, e′)  (u, e); we may assume that (u, e)  (u′, e′). Then (u, e)  (u′, e′)  (v, f) and
(v, f) c.o. (u, e), so Rem. 4.31 implies that (u′, e′) c.o. (u, e), so (u, e) ∼ (u′, e′).
In case (iv), we have (u, e), (u′, e′) ∈ X+(v, f). Using Lemma 6.7 and arguing as in case (iii),
we find that (u, e) ∼ (u′, e′).
This shows that ∼ is an equivalence relation. Let C be an equivalence class. If (u, e), (u′, e′) ∈
C then (u, e) c.o. (u′, e′) or (u′, e′) c.o. (u, e); in the first case we have (u, e)  (u′, e′) and in
the second case (u′, e′)  (u, e); so (C,) is totally ordered. This proves Thm 6.4. 
6.8. Definition. We define the set
In(T) =
{
Ω(T), if Ω(T) 6= ∅,{
z ∈ S(T) | δ∗(z) ≤ 1}, if Ω(T) = ∅.
The elements of In(T) are called the initial vertices of T. Observe:
∅ 6= In(T) ⊆ { z ∈ S(T) | δ∗(z) ≤ 1}.
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6.9. Remark. Recall from Lemma 5.2 that S(T) 6= ∅ and that
|S(T)| = 1 ⇐⇒ |N| = 1 or T is a brush.
In the special case where |S(T)| = 1, the sets O and O (defined in 6.10) are empty and
consequently most of the theory developed below (from 6.10 to the end of the section) is
trivially true.
6.10. Definitions. Choose z ∈ In(T). This choice determines the following objects and nota-
tions.
For each u ∈ S(T) \ {z}, let eu be the unique edge of γu,z incident to u. Observe that eu is
an edge of the tree S(T) (since u, z ∈ S(T), γu,z is entirely contained in S(T)), so in particular
(u, eu) is not a tooth.
(a) Let O = O(T, z) =
{
(u, eu) | u ∈ S(T) \ {z}
}
and observe that
O 6= ∅ ⇐⇒ S(T) \ {z} 6= ∅ ⇐⇒ |S(T)| > 1.
Also, the first projection (u, eu) 7→ u is a bijection from O to S(T) \ {z}, and the second
projection (u, eu) 7→ eu is a bijection from O to the set of edges of the tree S(T). Since
O ⊆ PS(T), we may consider the equivalence relation ∼ on O obtained by restricting the
relation ∼ of Thm 6.4.
(b) Let O = O(T, z) be the set of equivalence classes of (O,∼). Thus O 6= ∅⇔ |S(T)| > 1.
(c) Let C ∈ O. Then (by Thm 6.4) (C,) is totally ordered and hence has a greatest element
(u, eu) and a least element (v, ev) (which may coincide); define
YC = V¯ (u) ∪
(
N(u, eu) \N(v, ev)
)
and c˙(C) = c(v, ev)− c(u, eu).
We also use the notation uC = u, which makes sense because u is uniquely determined by C.
(d) Assuming that |S(T)| > 1, let z′ be the unique element of S(T) that is adjacent to z; then
(z′, ez′) ∈ O, so there is a unique element C0 ∈ O satisfying (z′, ez′) ∈ C0. Let u0 = uC0 , then
(u0, eu0) and (z
′, ez′) are respectively the greatest and least elements of C0. (When |S(T)| = 1,
we do not define z′, C0 and u0.)
6.11. Remark. Choose z ∈ In(T). If C ∈ O = O(T, z), and if (u, eu) and (v, ev) are respectively
the greatest and least elements of C, then (u, eu) is a comb over (v, ev). Thus we may view
O as a decomposition of S(T) into combs, this decomposition being determined by the choice
of z. Since each element of O corresponds to a comb, |O| is the number of combs in the
decomposition. Note that |O| ≥ 1 ⇐⇒ |S(T)| > 1.
6.12. Corollary. Choose z ∈ In(T) and let C ∈ O(T, z). Then c˙(C) = 0 if and only if
for any (x, ex) ∈ C such that x 6= uC we have ε(x) = 2 and ∆˜(x) = 0.
Proof. This is (bii) ⇔ (biii) in Prop. 4.32. 
Recall that |Ω(T)| ≤ 2 by Thm 4.27. In the case |Ω(T)| = 2, the decomposition into combs
has a fairly simple description:
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6.13. Proposition. Suppose that |Ω(T)| = 2. Then there exists a ∆˜-trivial path (z1, . . . , zn)
such that N = {z1, . . . , zn} = S(T) and In(T) = Ω(T) = {z1, zn}. If we write ei = {zi, zi+1} for
i = 1, . . . , n− 1 then the following hold.
(a) O(T, z1) = {C0} where C0 = {(z2, e1), . . . , (zn, en−1)}, u0 = zn and c˙(C0) = 0.
(b) O(T, zn) = {C0} where C0 = {(zn−1, en−1), . . . , (z1, e1)}, u0 = z1 and c˙(C0) = 0.
Proof. The assertions made before (a) and (b) follow from Thm 4.27. In (a), it is clear that
O(T, z1) = {C0} where C0 = {(z2, e1), . . . , (zn, en−1)}, and we have u0 = zn because (zn, en−1)
is the greatest element of (C0,). Since for each i such that 1 < i < n we have ε(zi) = 2 and
∆˜(zi) = 0, the fact that c˙(C0) = 0 follows from Cor. 6.12. This proves (a), and the proof of (b)
is similar. 
6.14. Lemma. Assume that T is not a brush. Let (u, e) ∈ PS(T) be such that u /∈ Ω(T) and
X+(u, e) = {(u, e)}. Then the following hold.
(a) ∆˜(V¯ (u)) ≥ max(1, ε(u)− 2) > 0
(b) If δ∗(u) ≥ 2 then ∆˜(V¯ (u) ∪N(u, e)) ≥ |δ∗(u)− 3|.
(c) If δ∗(u) ≥ 3 and ∆˜(V¯ (u) ∪ N(u, e)) = δ∗(u) − 3 then R(u, {e}) = 0, t(u) = 0, (u, e) is
nonpositive, and u > u′ where e = {u, u′}.
Proof. (a) If u ∈ W (T) then (since T is not a brush) we have ∆˜(V¯ (u)) ≥ max(1, ε(u) − 2)
by Lemma 4.23 and we are done; so we may (and we shall) assume that u /∈ W (T). Then
V¯ (u) = {u}, so ∆˜(V¯ (u)) = ∆˜(u).
If ε(u) = 1 then ∆˜(u) > 0, otherwise we would have u ∈ Z(T), and since u /∈ Ω(T) this would
imply that u ∈ V (w) for some w ∈ W (T), which would contradict u ∈ S(T). Thus ε(u) = 1
implies ∆˜(u) > 0 and hence ∆˜(V¯ (u)) ≥ max(1, ε(u)− 2).
Consider the case ε(u) > 1. Then Lemma 2.13 implies that Nu > 1 and hence that ∆˜(u) ≥
ε(u) − 2. So there only remains to show that if ε(u) = 2 then ∆˜(u) > 0. By contradiction,
assume that ε(u) = 2 and ∆˜(u) ≤ 0. Then in fact ∆˜(u) = 0. Let u∗ be the unique vertex of
N that is adjacent to u and such that {u∗, u} 6= e; let e∗ = {u∗, u}. Then (u∗, e∗)  (u, e),
∆˜(N(u∗, e∗)) = ∆˜(N(u, e)), and Ω(T) is disjoint from N(u∗, e∗) \ N(u, e) = {u}; so (u∗, e∗)
is a comb over (u, e) by Prop. 4.32. Since (u∗, e∗) /∈ X+(u, e) by assumption, it follows that
u∗ /∈ S(T). Thus (u, e∗) is a tooth and hence u ∈ W (T), a contradiction. This proves (a).
Assume that (u, e) is a tooth. Then N(u, e) ⊆ V¯ (u), so part (a) implies that ∆˜(V¯ (u) ∪
N(u, e)) = ∆˜(V¯ (u)) ≥ max(1, ε(u)− 2). If δ∗(u) = 2 then ∆˜(V¯ (u) ∪N(u, e)) ≥ 1 = |δ∗(u)− 3|
and if δ∗(u) ≥ 3 then ∆˜(V¯ (u)∪N(u, e)) ≥ ε(u)− 2 ≥ δ∗(u)− 2 > δ∗(u)− 3 = |δ∗(u)− 3|. This
shows that (b) and (c) are true whenever (u, e) is a tooth.
From now-on we assume that (u, e) is not a tooth. Let us prove:
(34) if δ∗(u) = 2 then ∆˜(V¯ (u) ∪N(u, e)) ≥ 1.
Proceeding by contradiction, we assume that δ∗(u) = 2 and ∆˜(V¯ (u) ∪ N(u, e)) ≤ 0. Since
δ∗(u) = 2 and e is an edge in S(T) (because (u, e) is not a tooth), there is a unique vertex
u∗ ∈ S(T) such that u∗ is adjacent to u and {u∗, u} 6= e; let e∗ = {u∗, u}. Then ∆˜(N(u∗, e∗)) =
∆˜(V¯ (u) ∪ N(u, e)) ≤ 0, so (u∗, e∗) is nonpositive. As (u∗, e∗)  (u, e), it follows that (u, e) is
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also nonpositive, so η(u∗, e∗) = 0 = η(u, e); as Ω(T) is disjoint from N(u∗, e∗) \N(u, e) = V¯ (u),
Prop. 4.32 implies that (u∗, e∗) is a comb over (u, e). Since (u∗, e∗) /∈ X+(u, e) by assumption,
it follows that u∗ /∈ S(T), a contradiction. This proves (34). It follows that (b) is true (and (c)
is trivially true) when δ∗(u) = 2.
There remains to prove (b) and (c) when δ∗(u) ≥ 3. Let
A = {e} ∪ { e′ ∈ Eu | (u, e′) is a tooth}.
Since ε(u) = |A|+δ∗(u)−1, Thm 4.4 givesR(u,A)+(δ∗(u)−2)(1− 1
Nu
) = 1+
∆¯(u,A)−1−∑e′∈A η(u,e′)
Nu
.
Note that
∑
e′∈A η(u, e
′) = η(u, e) because η(u, e′) = 0 whenever (u, e′) is a tooth. After some
straightforward manipulations we obtain
∆˜(V¯ (u) ∪N(u, e)) = ∆¯(u,A) = R(u,A)Nu + (δ∗(u)− 3)(Nu − 1) + η(u, e).
The assumption δ∗(u) ≥ 3 implies that Nu ≥ 2, so ∆˜(V¯ (u) ∪ N(u, e)) ≥ δ∗(u)− 3. If equality
holds then η(u, e) = 0 (so (u, e) is nonpositive) and R(u,A) = 0, so t(u) = 0 and R(u, {e}) = 0;
the last condition implies that M(u, e) = 1, so Lemma 3.18 gives u > u′ where e = {u, u′}. 
6.15. Remark. If z ∈ In(T) and (u, e) ∈ O(T, z) then X+(u, e) ⊆ O(T, z). (This observation is
used in the proofs of Cor. 6.16 and Lemma 6.17.)
6.16. Corollary. Choose z ∈ In(T) and let C ∈ O = O(T, z).
(a) ∆˜(V¯ (uC)) ≥ max(1, ε(uC)− 2) > 0 if and only if |Ω(T)| ≤ 1.
(b) If δ∗(uC) ≥ 2 then ∆˜(V¯ (uC) ∪N(uC , euC )) ≥ |δ∗(uC)− 3|.
(c) If δ∗(uC) ≥ 3 and ∆˜(V¯ (uC)∪N(uC , euC )) = δ∗(uC)−3 then R(uC , {euC}) = 0, t(uC) = 0,
(uC , euC ) is nonpositive, and uC > u
′ where euC = {uC , u′}.
Proof. If |Ω(T)| = 2 then assertions (b) and (c) are true, because they are implications whose
hypotheses are false (because δ∗(uC) = 1 by Prop. 6.13); assertion (a) is true because it has
the form P ⇔ Q with both P,Q false (because ∆˜(V¯ (uC)) = ∆˜(uC) ≤ 0 by Thm 4.27).
If |Ω(T)| ≤ 1 then Ω(T) ⊆ {z} and uC ∈ S(T)\{z}, so uC /∈ Ω(T). We have X+(uC , euC ) ⊆ O
by Rem. 6.15, so X+(uC , euC ) = {(uC , euC )} and hence (uC , euC ) satisfies all hypotheses of
Lemma 6.14 (note that T is not a brush since O 6= ∅ by assumption). By Lemma 6.14, (a), (b)
and (c) are all true. 
6.17. Lemma. Assume that |S(T)| > 1. Choose z ∈ In(T) and consider the pair (u0, eu0)
defined in part (d) of Def. 6.10.8 The following are equivalent:
(a) Ω(T) 6= ∅
(b) ∆˜
(
V¯ (z)) ≤ 0
(c) (u0, eu0) is nonpositive
(d) (u0, eu0) is a maximal element of the set of nonpositive elements of PS(T).
Moreover, the following hold.
(i) If ∆˜
(
V¯ (u0) ∪N(u0, eu0)
) ≤ 1 then conditions (a–d) are satisfied.
8Note that (u0, eu0) is defined if and only if |S(T)| > 1 (see Def. 6.10(d)).
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(ii) If δ∗(u0) = 2 and ∆˜
(
V¯ (u0) ∪ N(u0, eu0)
)
= 1 then R(u0, A) = 1, where we define
A = {eu0} ∪
{
e ∈ Eu0 | (u0, e) is a tooth
}
.
Proof. Consider the case where |Ω(T)| = 2. Then conditions (a–d) are equivalent, since they
are all true by Prop. 6.13 and Thm 4.27. Moreover, (i) (resp. (ii)) is true because it is an
implication whose conclusion is true (resp. whose hypothesis is false). So the Lemma is true
whenever |Ω(T)| = 2.
From now-on, assume that |Ω(T)| ≤ 1. Note that this implies that Ω(T) ⊆ {z}.
It is clear that (d) implies (c). Consider (z′, ez′) defined in Def. 6.10(d) and note that
N(z′, ez′) = V¯ (z). If (c) is true then (z′, ez′) is nonpositive (because (z′, ez′)  (u0, eu0)), so
∆˜(V¯ (z)) = ∆˜(N(z′, ez′)) ≤ 0, showing that (c) implies (b). If (b) is true then z /∈ W by
Lemma 4.23 (note that T is not a brush since |S(T)| > 1), so t(z) = 0 and consequently
ε(z) = 1 (because δ∗(z) = 1); we also have ∆˜(z) = ∆˜(V¯ (z)) ≤ 0, so z ∈ Z(T). The fact that
z ∈ S(T) implies that no w ∈ W satisfies z ∈ V (w), so z ∈ Ω(T), showing that (b) implies (a).
Assume that (a) is true. Then Ω(T) = {z}, so ∆˜(z) ≤ 0 and consequently z /∈ W (T); it
follows that N(z′, ez′) = V¯ (z) = {z} and hence that ∆˜(N(z′, ez′)) = ∆˜(z) ≤ 0, which shows
that (z′, ez′) is nonpositive. So η(z′, ez′) = 0 by Prop. 4.11. As (u0, eu0) is a comb over (z
′, ez′),
we have η(u0, eu0) = η(z
′, ez′) = 0 by Prop. 4.32, so (u0, eu0) is nonpositive by Prop. 4.11. Thus
(a) implies (c).
To prove that (c) implies (d), suppose that (u0, eu0)  (v, f) where (v, f) is a nonpositive
element of PS(T); then η(u0, eu0) = 0 = η(v, f) and Ω(T) is disjoint from N(v, f) \ N(u0, eu0)
(because Ω(T) ⊆ {z} ⊆ N(u0, eu0)) so (v, f) is a comb over (u0, eu0) by Prop. 4.32. Thus
(v, f) ∈ X+(u0, eu0) and hence (v, f) ∈ C0 by Rem. 6.15. Then (v, f) = (u0, eu0) because
(u0, eu0) is the greatest element of C0. So (c) implies (d).
This shows that (a–d) are equivalent.
To prove (i), assume that ∆˜
(
V¯ (u0)∪N(u0, eu0)
) ≤ 1. We noted in Def. 6.10 that no element of
O is a tooth, so (u0, eu0) is not a tooth and consequently V¯ (u0)∩N(u0, eu0) = ∅; as ∆˜
(
V¯ (u0)
)
>
0 by Cor. 6.16(a), we have 1 ≥ ∆˜(V¯ (u0)∪N(u0, eu0)) > ∆˜(N(u0, eu0)), so (u0, eu0) is nonpositive
and (i) is proved.
(ii) Assume that δ∗(u0) = 2 and ∆˜
(
V¯ (u0)∪N(u0, eu0)
)
= 1. Note that ∆¯(u0, A) = ∆˜
(
V¯ (u0)∪
N(u0, eu0)
)
, so ∆¯(u0, A) = 1. It follows from (i) that (u0, eu0) is nonpositive, so η(u0, eu0) = 0
and consequently η(u0, e) = 0 for all e ∈ A. Since δ∗(u0) = 2 we have ε(u0) − |A| − 1 = 0, so
Thm 4.4 gives R(u0, A) = 1 +
∆¯(u0,A)−1−
∑
e∈A η(u0,e)
Nu0
= 1. 
Remark. The next result assumes that |S(T)| > 1 and |Ω(T)| ≤ 1 in order to avoid uninteresting
complications of the statement. Indeed, if |S(T)| = 1 then O = ∅, so part (a) of Thm 6.18
holds trivially, the first equality in (b) is true (because V¯ (z) = N), and the second equality
makes no sense because (u0, eu0) is not defined when |S(T)| = 1. The case |Ω(T)| = 2 is treated
in Prop. 6.13 and Thm 4.27, and does not need to be reiterated in the Theorem.
6.18. Theorem. Assume that |S(T)| > 1 and that |Ω(T)| ≤ 1. Choose z ∈ In(T) and consider
O = O(T, z). With notation as in Def. 6.10, the following hold.
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(a) For each C ∈ O we have ∆˜(YC) = ∆˜
(
V¯ (uC)
)
+ c˙(C), ∆˜
(
V¯ (uC)
) ≥ max(1, ε(uC) − 2)
and c˙(C) ≥ 0.
(b) ∆˜(N) = ∆˜
(
V¯ (z)
)
+
∑
C∈O ∆˜(YC) = ∆˜
(
V¯ (u0) ∪N(u0, eu0)
)
+
∑
C∈O\{C0} ∆˜(YC)
Proof. (a) Let C ∈ O and let (u, eu) and (v, ev) be respectively the greatest and least elements
of (C,). We already noted that eu is an edge of S(T); in particular (u, eu) is not a tooth, and
consequently V¯ (u) ∩ (N(u, eu) \N(v, ev)) = ∅. This together with N(v, ev) ⊆ N(u, eu) implies
that ∆˜(YC) = ∆˜
(
V¯ (u)
)
+ ∆˜
(
N(u, eu)
) − ∆˜(N(v, ev)). We have ∆˜(N(u, eu)) − ∆˜(N(v, ev)) =
(η(u, eu) − η(v, ev)) + c˙(C) and c˙(C) ≥ 0 by Lemma 4.9. Since (u, eu) is a comb over (v, ev),
η(u, e) = η(v, ev) by Prop. 4.32. Thus ∆˜(YC) = ∆˜
(
V¯ (u)
)
+ c˙(C). Cor. 6.16(a) implies that
∆˜
(
V¯ (u)
) ≥ max(1, ε(u)− 2). As uC = u, (a) is proved.
(b) See Def. 2.6 for the notion of f-partition. Since O is a partition of O and the first projection
p1 : O→ S(T) \ {z} is bijective, it follows that
(
p1(C)
)
C∈O is an f-partition of S(T) \ {z}. By
Lemma 5.2,
(
V¯ (x)
)
x∈S(T) is an f-partition of N. It is easy to see that YC =
⋃
x∈p1(C) V¯ (x) for
each C ∈ O; it follows that (YC)C∈O is an f-partition of N\V¯ (z), so ∆˜(N\V¯ (z)) = ∑C∈O ∆˜(YC)
and hence
(35) ∆˜(N) = ∆˜
(
V¯ (z)
)
+
∑
C∈O ∆˜(YC),
which proves the first part of (b). As in paragraph 6.10, let u0 = uC0 and note that (u0, eu0)
and (z′, ez′) are respectively the greatest and least elements of C0. Then N(z′, ez′) = V¯ (z), so
YC0 = V¯ (u0) ∪
(
N(u0, eu0) \N(z′, ez′)
)
= V¯ (u0) ∪
(
N(u0, eu0) \ V¯ (z)
)
, from which we get
(36) ∆˜
(
V¯ (z)
)
+ ∆˜(YC0) = ∆˜
(
V¯ (u0) ∪N(u0, eu0)
)
.
Assertion (b) follows from (35) and (36). 
6.19. Lemma. Let z ∈ In(T) and C ∈ O(T, z). Then
0 ≤ t(C) ≤ c˙(C) ∈ N
where we define t(C) = |{ (x, ex) ∈ C | x 6= uC and t(x) > 0}|.9
Proof. Let (uC , euC ) and (v, ev) be respectively the greatest and least elements of C; write
γuC ,v = (x1, . . . , xn) and (for each i) ei = exi . Then
(37) c˙(C) = c(xn, en)− c(x1, e1) =
∑n
i=2[c(xi, ei)− c(xi−1, ei−1)].
Let i ∈ {2, . . . , n}. Since (xi−1, ei−1) is a comb over (xi, ei), Prop. 4.32 implies that η(xi−1, ei−1) =
η(xi, ei); thus Lemma 4.9 gives
0 ≤ c(xi, ei)− c(xi−1, ei−1) = ∆˜
(
N(xi−1, ei−1)
)− ∆˜(N(xi, ei)) ∈ Z,
so in particular c(xi, ei) − c(xi−1, ei−1) ∈ N. Suppose that t(xi) > 0; then xi ∈ W (T), so
∆˜(V¯ (xi)) ≥ 1 by Lemma 4.23 (note that T is not a brush, because the assumption implies
that O(T, z) 6= ∅). As N(xi−1, ei−1) \ N(xi, ei) = V¯ (xi), we get c(xi, ei) − c(xi−1, ei−1) =
∆˜
(
N(xi−1, ei−1)
) − ∆˜(N(xi−1, ei−1)) = ∆˜(V¯ (xi)) ≥ 1. This together with (37) implies that
c˙(C) ≥ t(C), so we are done. 
9We can think of t(C) as being the number of teeth of the comb C, not counting the teeth attached to uC .
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6.20. Corollary. Choose z ∈ In(T) and consider O = O(T, z).
(a) |O|+∑C∈O\{C0} c˙(C) ≤ 1 + max(0, ∆˜(N))
(b) If |N| > 1 and |O| ≥ ∆˜(N) then Ω(T) 6= ∅.
Proof. To prove (a) we may assume that |O| > 1, otherwise the result is trivial. Then |S(T)| > 1
(because O 6= ∅) and |Ω(T)| ≤ 1 by Prop. 6.13. We also have δ∗(u0) ≥ 2, so Cor. 6.16(b) gives
∆˜
(
V¯ (u0) ∪ N(u0, eu0)
) ≥ 0. We have ∆˜(YC) ≥ 1 + c˙(C) for each C ∈ O by Thm 6.18(a), so
Thm 6.18(b) gives ∆˜(N) = ∆˜
(
V¯ (u0) ∪ N(u0, eu0)
)
+
∑
C∈O\{C0} ∆˜(YC) ≥
∑
C∈O\{C0} ∆˜(YC) ≥
|O| − 1 +∑C∈O\{C0} c˙(C), so |O| +∑C∈O\{C0} c˙(C) ≤ 1 + ∆˜(N) ≤ 1 + max(0, ∆˜(N)), proving
(a).
(b) Suppose that |S(T)| = 1. As |N| > 1, Lemma 5.2 implies that T is a brush; then
∆˜(N) ≥ 2 by Cor. 5.7, which contradicts the hypothesis 0 = |O| ≥ ∆˜(N).
This shows that |S(T)| > 1. We may assume that |Ω(T)| ≤ 1, otherwise the result is trivial.
So the hypothesis of Thm 6.18 is satisfied. Part (a) of that result gives ∆˜(YC) ≥ 1 for each
C ∈ O, so part (b) gives ∆˜(N) ≥ ∆˜(V¯ (u0)∪N(u0, eu0))+ |O|−1, so ∆˜(V¯ (u0)∪N(u0, eu0)) ≤ 1.
Then Ω(T) 6= ∅ by Lemma 6.17(i). 
6.21. Corollary. Choose z ∈ In(T) and assume that |O| > 1, where O = O(T, z). Define:
• B = 2 if δ∗(u0) = 2, B = 0 if δ∗(u0) 6= 2;
• L = |{ v ∈ S(T) | δ∗(v) = 1}| = the number of leaves of the tree S(T);
• Oi =
{
C ∈ O \ {C0} | δ∗(uC) = i
}
for i = 1, 2;
• O>2 =
{
C ∈ O \ {C0} | δ∗(uC) > 2
}
;
• T = ∑C∈O1 max(0, t(uC)− 2) +∑C∈O2 max(0, t(uC)− 1) +∑C∈O>2 t(uC);
• x0 = ∆˜
(
V¯ (u0) ∪N(u0, eu0)
)− |δ∗(u0)− 3|;
• xC = ∆˜(V¯ (uC))−max(1, ε(uC)− 2) for each C ∈ O \ {C0}.
Then the following hold.
(a) ∆˜(N) = B + 2(L− 2) + |O2|+ T + x0 +
∑
C∈O\{C0}
(c˙(C) + xC)
(b) We have B,L− 2, |O2|, T, x0 ∈ N and, for each C ∈ O \ {C0}, c˙(C), xC ∈ N.
(c) ∆˜(N) ≥ B + 2(L− 2) + |O2| ≥ 2
Proof. (a) The assumption |O| > 1 implies that |S(T)| > 1 and |Ω(T)| ≤ 1, so the hypothesis
of Thm 6.18 is satisfied; it also implies that δ∗(u0) ≥ 2, so |δ∗(u0)− 3| = B + (δ∗(u0)− 3). By
definition of x0, it follows that
∆˜
(
V¯ (u0) ∪N(u0, eu0)
)
= x0 +B + (δ
∗(u0)− 3).
By Thm 6.18 we have ∆˜(YC) = ∆˜
(
V¯ (uC)
)
+ c˙(C) for each C ∈ O, so
∆˜(YC) = max(1, ε(uC)− 2) + xC + c˙(C) for all C ∈ O \ {C0},
by definition of xC . We have ∆˜(N) = ∆˜
(
V¯ (u0)∪N(u0, eu0)
)
+
∑
C∈O\{C0} ∆˜(YC) again by Thm
6.18, so the above remarks give
∆˜(N) = x0 +B + (δ
∗(u0)− 3) +
∑
C∈O\{C0}max(1, ε(uC)− 2) +
∑
C∈O\{C0}(xC + c˙(C)).
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It therefore suffices to show that
(38) (δ∗(u0)− 3) +
∑
C∈O\{C0}max(1, ε(uC)− 2) = 2(L− 2) + |O2|+ T.
For each C ∈ O>2 we have ε(uC)−2 ≥ 1, so max(1, ε(uC)−2) = ε(uC)−2 = (δ∗(uC)−2)+t(uC).
For each C ∈ O1 ∪ O2, we may write max(1, ε(uC) − 2) = 1 + max(0, ε(uC) − 3) = 1 +
max(0, t(uC)− (3− δ∗(uC))) = (δ∗(uC)− 2) + (3− δ∗(uC)) + max(0, t(uC)− (3− δ∗(uC))), so
max(1, ε(uC)− 2) = (δ∗(uC)− 2) +

2 + max(0, t(uC)− 2) if C ∈ O1,
1 + max(0, t(uC)− 1) if C ∈ O2,
t(uC) if C ∈ O>2 .
Since
{
O1,O2,O>2
}
is a partition of O \ {C0}, we get
(39)
∑
C∈O\{C0}max(1, ε(uC)− 2) =
∑
C∈O\{C0}(δ
∗(uC)− 2) + 2|O1|+ |O2|+ T.
It is well known that the sum of the number “valency(x) minus 2”, over all vertices x of a tree,
is equal to −2. This gives the first equality in
(40) − 2 = ∑x∈S(T)(δ∗(x)− 2) = (δ∗(z)− 2) + (δ∗(u0)− 2) +∑C∈O\{C0}(δ∗(uC)− 2),
while the second equality follows from the observation that δ∗(x) = 2 for all x ∈ S(T) \ ({z} ∪{
uC | C ∈ O
})
. Thus
∑
C∈O\{C0}(δ
∗(uC)− 2) = 1− δ∗(u0). This and (39) give
(41) (δ∗(u0)− 3) +
∑
C∈O\{C0}max(1, ε(uC)− 2) = −2 + 2|O1|+ |O2|+ T.
Finally, we note that the set of leaves of S(T) is precisely {z}∪{uC | C ∈ O1 }, so |O1| = L−1
and consequently the right-hand-side of (41) is equal to 2(L− 2) + |O2|+ T . This proves (38)
and completes the proof of assertion (a).
(b) It is clear that B, |O2|, T ∈ N. Since |S(T)| > 1, the tree S(T) has at least two leaves; so
L− 2 ∈ N. Since |O| > 1, we have δ∗(u0) ≥ 2, so ∆˜
(
V¯ (u0) ∪N(u0, eu0)
) ≥ |δ∗(u0)− 3| by Cor.
6.16(b), so x0 ∈ N. Part (a) of Thm 6.18 implies that c˙(C), xC ∈ N for all C ∈ O \ {C0}.
(c) Parts (a) and (b) immediately imply that ∆˜(N) ≥ B + 2(L − 2) + |O2|. Since |O| > 1,
we have B = 2 or L ≥ 3, so B + 2(L− 2) + |O2| ≥ B + 2(L− 2) ≥ 2. 
6.22. Notation. Choose z ∈ In(T) and let O = O(T, z). If O 6= ∅ (or equivalently |S(T)| > 1)
then we define the rooted tree O˜ = O˜(T, z) by declaring that
• the vertex-set of O˜ is O and the root of O˜ is C0;
• distinct elements C,C ′ of O are adjacent in O˜ if and only if there exist (u, e) ∈ C and
(u′, e′) ∈ C ′ such that u is adjacent to u′ in N.
The rooted tree O˜ is useful for visualizing the decomposition into combs and (when |O| > 1)
for computing the value of B + 2(L − 2) + |O2|. Figure 4 gives the values of B, L and |O2|
for every rooted tree O˜ whose number of vertices is at least 2 and at most 5. Recall that Cor.
6.21(c) implies that ∆˜(N) ≥ B + 2(L− 2) + |O2| whenever |O| > 1.
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|O| O˜ B L |O2| H
(a) 2 ~ • 2 2 0 2
(b) 3
•
~
•
0 3 0 2
(c) 3 ~ • • 2 2 1 3
(d) 4
•
~ •
•
0 4 0 4
(e) 4
•
~
• •
0 3 1 3
(f) 4
•
~ •
•
2 3 0 4
(g) 4 ~ • • • 2 2 2 4
|O| O˜ B L |O2| H
(h) 5
•
•
~ •
•
0 5 0 6
(i) 5
•
~ •
• •
0 4 1 5
(j) 5
•
~ •
•
•
0 4 0 4
(k) 5
•
~
• • •
0 3 2 4
(l) 5
• •
~
• •
0 3 2 4
(m) 5
•
~ • •
•
2 4 0 6
(n) 5
•
~ •
• •
2 3 1 5
(o) 5
•
~ • •
•
2 3 1 5
(p) 5 ~ • • • • 2 2 3 5
Figure 4. See 6.22. The number B + 2(L − 2) + |O2| is called H in the above
tables. The value of H is given for all rooted trees O˜ whose number |O| of vertices
satisfies 2 ≤ |O| ≤ 5. The vertex ~ is the root of O˜.
6.23. Remark. Given a rooted tree T we define H(T ) = 2λ + n2 − 2, where λ is the number
of vertices of valency 1 in T (including the root if it has valency 1), and n2 is the number
of vertices distinct from the root and of valency 2 in T . Then it is not hard to see that the
following is true:
Let z ∈ In(T) and O = O(T, z). If |O| > 1 then H( O˜ ) = B + 2(L− 2) + |O2|.
So one can compute the value of B + 2(L − 2) + |O2| just by looking at the picture of O˜ and
using H(O˜) = 2λ+ n2 − 2.
7. Nd∗(T)
Let T be a minimally complete abstract Newton tree at infinity.
The main results of this section are Theorems 7.3 and 7.16; the first one relates the cardinality
of Nd∗(T) to the number ∆˜(N) and the second gives information about the possible locations
of the vertices of Nd∗(T). This is interesting for reasons that are briefly explained in the
introduction.
7.1. Definition. (a) Nd∗(T) =
{
v ∈ Nd(T) | d(v) = 1}
(b) Let ξ : N→ N be the set map defined as follows (where v ∈ N):
• If d(v) 6= 1 then ξ(v) = 0;
• if Nv = 1 then ξ(v) = 1 (note that d(v) = 1 by Lemma 2.13(c));
• if Nv 6= 1 and d(v) = 1 then ξ(v) = max(1, n) where n is the number of occurrences
of “1” in the type of v (note that Nv 6= d(v) implies that v is a node, so it makes
sense to speak of the type of v).
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Given a subset E of N we define ξ(E) =
∑
v∈E ξ(v). Observe that ξ(v) > 0 ⇔ v ∈
Nd∗(T) for all v ∈ N; so |Nd∗(T) ∩ E| ≤ ξ(E) for every E ⊆ N, and in particular
|Nd∗(T)| ≤ ξ(N).
7.2. Definition. If v ∈ N satisfies { dx | x ∈ Dv } ⊆ {1, Nv}, we say that v is pure. Note that
if v ∈ N satisfies σ(v) = 0 or Nv = 1 then it is pure.
7.3. Theorem. (a) |Nd∗(T)| ≤ ξ(N) ≤ 2 + max(0, ∆˜(N))
(b) If ξ(N) = 2 + max(0, ∆˜(N)) then each x ∈ Nd∗(T) is pure and satisfies ax = 1.
(c) If |Nd∗(T)| = 2 + max(0, ∆˜(N)) then each x ∈ Nd∗(T) is a node of type [1, Nx, . . . , Nx]
and satisfies ax = 1.
The proof of Thm 7.3 occupies a large portion of this section, and is recapitulated in para-
graph 7.15.
7.4. Remark. To prove Thm 7.3, it suffices to show that ξ(N) ≤ 2 + max(0, ∆˜(N)) and that
assertion (b) holds. Indeed, we already noted that |Nd∗(T)| ≤ ξ(N), so (a) follows. Let us
deduce (c) from (a) and (b). Assume that |Nd∗(T)| = 2 + max(0, ∆˜(N)); then (a) implies that
(i) |Nd∗(T)| = ξ(N) and (ii) ξ(N) = 2 + max(0, ∆˜(N)), and (i) is equivalent to (i′) ξ(x) = 1 for
all x ∈ Nd∗(T). Now consider x ∈ Nd∗(T). We have ξ(x) = 1 by (i′), and (ii) and (b) imply
that x is pure and satisfies ax = 1. Since x is pure and satisfies ξ(x) = 1, it is a node of type
[1, Nx, . . . , Nx]. This proves (c).
We prove several lemmas in preparation for the proof of Thm 7.3.
7.5. Lemma. Let v ∈ N. Then σ(v) ≥ Nv − d(v), and if equality holds then either v is not a
node or it is a node of type [d(v), Nv, . . . , Nv].
Proof. This is a consequence of the following elementary arithmetic fact, whose verification is
left to the reader: Let N, d1, . . . , ds (s ≥ 1) be positive integers such that di | N for all i. Then∑s
i=1(N − di) ≥ N − gcd(d1, . . . , ds), and if equality holds then at most one i is such that
di 6= N . 
7.6. Lemma. Let v ∈ N. Then σ(v) ≥ ξ(v)(Nv− 1), and equality holds if and only if v is pure.
Proof. If either Nv = 1 or v is not a node then v is pure and the inequality reads “0 ≥ 0,”
so the Lemma is true in these cases. If v ∈ Nd(T) \ Nd∗(T) then σ(v) = 0 if and only if
v is pure, and the inequality reads “σ(v) ≥ 0,” so the Lemma is true in this case as well.
Consider the last remaining case, i.e., assume that v ∈ Nd∗(T) and that Nv 6= 1. Let n be the
number of occurrences of “1” in the type [d1, . . . , ds] of v; so di 6= 1 ⇔ i > n. If n = 0 then
ξ(v) = 1 and we have 1 < di < Nv for at least two values of i, so Lemma 7.5 implies that
σ(v) > (Nv−d(v)) = ξ(v)(Nv−1); as v is not pure, the Lemma is valid. If n > 0 then ξ(v) = n
and σ(v)− ξ(v)(Nv − 1) =
∑
i>n(Nv − di) ≥ 0, so the inequality is valid, and equality holds if
and only if
∑
i>n(Nv − di) = 0, if and only if v is pure. This proves the Lemma. 
7.7. Lemma. If z ∈ Nd∗(T) ∩ Z(T) then ξ(z) = 1, ∆˜(z) = 0, az = 1 and z is a node of type
[1, Nz, . . . , Nz].
54 PIERRETTE CASSOU-NOGUE`S AND DANIEL DAIGLE
Proof. By Lemma 2.20, Z 3 ∆˜(z) = 1 − d(z)/az = 1 − 1/az, so az = 1 and ∆˜(z) = 0. By
Lemma 2.20 again, z is a node of type [d(z), Nz, . . . , Nz] = [1, Nz, . . . , Nz]. So ξ(z) = 1. 
7.8. Lemma. Let (x1, . . . , xm) be a ∆˜-trivial path.
(a) For each i such that 1 < i < m, we have xi /∈ Nd∗(T), xi is pure, axi = 1 and ∆˜(xi) = 0.
(b) Nd∗(T) ∩ {x1, . . . , xm} ⊆ {x1, xm}
(c) If x1 ∈ Nd∗(T) and ∆˜(x1) ≤ 0 then x1 is a node of type [1, Nx1 , . . . , Nx1 ] and satisfies
ax1 = 1 = ξ(x1), ∆˜(x1) = 0 and c(xm, {xm, xm−1}) = 1.
Proof. If 1 < i < m then ε(xi) = 2 and ∆˜(xi) = 0, so Lemma 2.13 implies that Nxi > 1,
σ(xi) = 0 and axi = 1; now σ(xi) = 0 and Rem. 2.19 imply that d(xi) = Nxi , so xi /∈ Nd∗(T).
As σ(xi) = 0 also implies that xi is pure, (a) is proved. Clearly, (b) follows from (a).
Suppose that x1 ∈ Nd∗(T) and ∆˜(x1) ≤ 0. Then Lemma 7.7 implies that ξ(x1) = 1,
∆˜(x1) = 0, ax1 = 1 and x1 is a node of type [1, Nx1 , . . . , Nx1 ]. As ∆˜({x1, . . . , xm−1}) = 0,
the pair (xm, {xm, xm−1}) is nonpositive, so ∆˜({x1, . . . , xm−1}) = 1 − c(xm, {xm, xm−1}) by
Prop. 4.11, so c(xm, {xm, xm−1}) = 1 and (c) is proved. 
7.9. Corollary. Let w ∈ S(T).
(a) Nd∗(T) ∩ V¯ (w) ⊆ {w} ∪ V (w)
(b) Each x ∈ V¯ (w) \ ({w} ∪ V (w)) is pure and satisfies ax = 1 and ξ(x) = 0 = ∆˜(x).
(c) Let x ∈ Nd∗(T)∩ V (w). Then x is a node of type [1, Nx, . . . , Nx] and satisfies ax = 1 =
ξ(x) and ∆˜(x) = 0. If εx denotes the edge of γw,x incident to w then c(w, εx) = 1.
(d) ξ
(
V¯ (w)
)
= ξ(w) + ξ
(
V (w)
)
= ξ(w) + |Nd∗(T) ∩ V (w)|
Proof. Assertions (a), (b) and (c) follow from Lemma 7.8. The first equality in (d) follows from
(a), and the second follows from (c). 
7.10. Lemma. Let w ∈ S(T) and ν = ξ(V¯ (w)).
(a) Let A =
{
εv | v ∈ V (w)
}
, where for each v ∈ V (w) we let εv denote the edge of γw,v
incident to w. Then R(w,A) ≥ ν(1− 1
Nw
).
(b) ∆˜(V¯ (w)) ≥ (ν + δ∗(w)− 2)(Nw − 1)
(c) If N 6= {w} and w /∈ Ω(T) then ∆˜(V¯ (w)) ≥ ν + δ∗(w)− 2.
(d) If equality holds in (a) or (b) or (c) then
(i) each x ∈ V¯ (w) is pure and satisfies ax = 1,
(ii) V (w) ⊆ Nd∗(T).
Proof. Let us begin by observing that in order to prove (d) it suffices to show that if equality
holds in (a) or (b) or (c) then:
(∗) w is pure, aw = 1 and V (w) ⊆ Nd∗(T).
Indeed, assume that (∗) holds. We have to show that if x ∈ V¯ (w) \ {w} then x is pure and
ax = 1. If x ∈ V (w) then x ∈ Nd∗(T) ∩ V (w) by (∗), so Cor. 7.9(c) implies that x is pure and
ax = 1. If x /∈ V (w) then Cor. 7.9(b) implies that x is pure and ax = 1. Hence, if (∗) is true
then so are (i) and (ii).
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(a) It follows from Cor. 7.9(d) that ν = t∗ + ξ(w) where t∗ = ξ
(
V (w)
)
= |Nd∗(T) ∩ V (w)|.
By Lemma 7.6,
(42)
∑
x∈Dw(1− 1kx ) ≥ ξ(w)(1− 1Nw ), and if equality holds then w is pure.
We claim:
(43)
∑
e∈A(1− 1M(w,e)) ≥ t∗(1− 1Nw ), and if equality holds then V (w) ⊆ Nd∗(T).
Indeed, Cor. 7.9(c) implies that c(w, εv) = 1 and hence M(w, εv) = Nw for all v ∈ Nd∗(T) ∩
V (w); this gives the inequality in (43). If equality holds then 1− 1
M(w,εv)
= 0 for all v ∈ V (w) \
Nd∗(T), and since (by Lemma 4.19) M(w, εv) > 1 for all v ∈ V (w) we get V (w) \Nd∗(T) = ∅,
which proves (43). By (42) and (43),
R(w,A) =
∑
x∈Dw(1− 1kx ) +
∑
e∈A(1− 1M(w,e)) + (1− 1aw )(44)
≥ (ξ(w) + t∗)(1− 1Nw ) + (1− 1aw ) = ν(1− 1Nw ) + (1− 1aw ) ≥ ν(1− 1Nw ) ,
so (a) is proved. Assume that equality holds in (a). Then aw = 1 by (44), and equality holds
in both (42) and (43), so (∗) is satisfied. So (d) is true when equality holds in (a).
(b) We have ∆˜(V¯ (w)) = ∆¯(w,A). If e ∈ A then (w, e) is a tooth, so η(w, e) = 0 by Lemma
4.19. So Thm 4.4 gives
R(w,A) + (ε(w)− |A| − 1)(1− 1
Nw
) = 1 + ∆¯(w,A)−1
Nw
.
Then ∆¯(w,A)
Nw
= R(w,A) + (ε(w)− |A| − 2)(1− 1
Nw
) = R(w,A) + (δ∗(w)− 2)(1− 1
Nw
). We have
R(w,A) ≥ ν(1− 1
Nw
) by (a), so ∆¯(w,A)
Nw
≥ (ν + δ∗(w)− 2)(1− 1
Nw
), so
∆˜(V¯ (w)) = ∆¯(w,A) ≥ (ν + δ∗(w)− 2)(Nw − 1) .
So (b) is proved. Note that if equality holds in (b) then R(w,A) = ν(1− 1
Nw
), so equality holds
in (a). Consequently, (d) is true when equality holds in (b).
(c) Assume that N 6= {w} and w /∈ Ω(T). We claim that this implies
(45) ∆˜(V¯ (w)) ≥ 0 .
Indeed, assume the contrary: ∆˜(V¯ (w)) < 0. If T is a brush then |S(T)| = 1, so S(T) = {w} and
N = V¯ (w), so ∆˜(V¯ (w)) = ∆˜(N) ≥ 2 by Cor. 5.7, contradicting the hypothesis ∆˜(V¯ (w)) < 0. So
T is not a brush. Then ∆˜(V¯ (w)) < 0 and Lemma 4.23 imply that w /∈ W (T), so V¯ (w) = {w}
and hence ∆˜(w) < 0. So ε(w) ∈ {0, 1} by Lemma 2.13(e). As N 6= {w}, we have in fact
ε(w) = 1. Then w ∈ Z(T), and since w /∈ Ω(T) it follows that w ∈ V (w′) for some w′ ∈ W (T);
this contradicts w ∈ S(T), so (45) is proved. Next, we show that
(46) if (ν + δ∗(w)− 2)(Nw − 2) < 0, then ν + δ∗(w)− 2 < 0.
It is clear that this implication is true when Nw 6= 1, so assume that Nw = 1. Then Lemma
2.13 gives w ∈ Nd∗(T) and V (w) = ∅ (because ∆˜(w) = 0, so w /∈ W (T)); so ν = ξ(w) = 1
because Nw = 1; since Nw = 1 also implies that δ
∗(w) ≤ 1, the hypothesis of (46) is false, so
(46) is true. So (46) is true in all cases.
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We prove (c) by contradiction: assume that
(47) ∆˜(V¯ (w)) < ν + δ∗(w)− 2 .
Then (ν + δ∗(w)− 2)(Nw− 1) < ν + δ∗(w)− 2 by (b) and (47), so (ν + δ∗(w)− 2)(Nw− 2) < 0.
By (46), it follows that ν + δ∗(w)− 2 < 0. This together with (47) gives ∆˜(V¯ (w)) < 0, which
contradicts (45). This proves (c).
Since we already know that (d) is true when equality holds in (a) or (b), to finish the proof
of the Lemma it suffices to show that
if N 6= {w} and w /∈ Ω(T) and equality holds in (c), then equality holds in (b).
We proceed by contradiction. Assume that N 6= {w} and w /∈ Ω(T) and that equality holds in
(c) but not in (b). Then
(48) (ν + δ∗(w)− 2)(Nw − 1) < ∆˜(V¯ (w)) = ν + δ∗(w)− 2 ,
so (ν + δ∗(w) − 2)(Nw − 2) < 0; then we get ν + δ∗(w) − 2 < 0 by (46), which implies that
∆˜(V¯ (w)) < 0 by (48). This contradicts (45), so the proof is complete. 
We may now prove three special cases of Thm 7.3.
7.11. Proposition. Assume that |N| = 1. Then ξ(N) ≤ max(0, ∆˜(N)) + 2 where equality holds
if and only if T is one of the trees of Ex. 5.11(b). In particular, Thm 7.3 is valid when |N| = 1.
Proof. Assume that |N| = 1. Then N = {v0}. We may assume that ξ(N) > 0, otherwise
ξ(N) < max(0, ∆˜(N)) + 2 and there is nothing to prove. Note that ξ(N) > 0 implies that
gcd
{
dx | x ∈ Dv0
}
= 1.
Consider the case where ∆˜(N) ≤ 0. Then, by Prop. 5.12, T is one of the trees of Ex.
5.11. If T is as in 5.11(a) then ξ(N) = 1 < 2 = max(0, ∆˜(N)) + 2; if T is as in 5.11(b) then
ξ(N) = 2 = max(0, ∆˜(N)) + 2; so the claim is true whenever ∆˜(N) ≤ 0.
From now-on, assume that ∆˜(N) > 0. Then δv0 > 2 by Cor. 5.6; since Nv0 ≥ δv0 (see
Rem. 1.11), we have Nv0 > 2. We have ∆˜(N) = ∆˜(v0) = σ(v0)− 2(Nv0 − 1) by Lemma 2.13(b)
and σ(v0) ≥ ξ(v0)(Nv0 − 1) by Lemma 7.6, so
ξ(N) = ξ(v0) ≤ σ(v0)
Nv0 − 1
=
∆˜(N) + 2(Nv0 − 1)
Nv0 − 1
=
∆˜(N)
Nv0 − 1
+ 2 < ∆˜(N) + 2,
so ξ(N) < max(0, ∆˜(N)) + 2 and the claim is true. 
7.12. Proposition. If T is a brush then the following hold.
(a) N = V¯ (v0) and Nd
∗(T) ⊆ {v0} ∪ V (v0).
(b) ξ(N) ≤ ∆˜(N) + 2 and if equality holds then V (v0) ⊆ Nd∗(T) and each x ∈ N is pure
and satisfies ax = 1.
In particular, Thm 7.3 is valid when T is a brush.
Proof. By Def. 4.21, there exists w ∈ W (T) such that V¯ (w) = N; we have W (T) = {v0} by
Rem. 4.22, so N = V¯ (v0). Then Nd
∗(T) ⊆ {v0} ∪ V (v0) by Cor. 7.9.
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We haveN 6= {v0} (because |N| > 1 by Rem. 4.22) and v0 /∈ Ω(T) (becauseW (T)∩Ω(T) = ∅),
so Lemma 7.10(c) implies that ∆˜(V¯ (v0)) ≥ ξ
(
V¯ (v0)
)
+δ∗(v0)−2 = ξ(N)−2 (because δ∗(v0) = 0),
so ξ(N) ≤ ∆˜(N) + 2. If equality holds then Lemma 7.10 implies that V (v0) ⊆ Nd∗(T) and that
each x ∈ N is pure and satisfies ax = 1. 
7.13. Proposition. If |Ω(T)| = 2 then the following hold:
(a) Nd∗(T) ⊆ Ω(T), |Nd∗(T)| = ξ(N) ≤ 2, and each x ∈ Nd∗(T) has type [1, Nx, . . . , Nx]
and satisfies ax = 1 = ξ(x) and ∆˜(x) = 0.
(b) If ξ(N) = 2 then each x ∈ N is pure and satisfies ax = 1 and ∆˜(x) = 0.
In particular, Thm 7.3 is valid when |Ω(T)| = 2.
Proof. Suppose that |Ω(T)| = 2. By Thm 4.27, there exists a ∆˜-trivial path (x1, . . . , xm) such
that N = {x1, . . . , xm}, Ω(T) = {x1, xm}, ∆˜(x1), ∆˜(xm) ≤ 0 and ∆˜(N) = ∆˜(x1) + ∆˜(xm) ≤ 0.
Note that (xm, . . . , x1) is also a ∆˜-trivial path; applying Lemma 7.8 to both (x1, . . . , xm) and
(xm, . . . , x1) implies that Nd
∗(T) ⊆ {x1, xm} and that each x ∈ Nd∗(T) has type [1, Nx, . . . , Nx]
and satisfies ax = 1 = ξ(x) and ∆˜(x) = 0. Thus |Nd∗(T)| = ξ(N) ≤ 2. To prove (c), first note
that the condition “x is pure and satisfies ax = 1 and ∆˜(x) = 0” is satisfied for each x = xi with
1 < i < m, and also (by (b)) for each x ∈ Nd∗(T); if ξ(N) = 2 then this covers all x ∈ N. 
Recall from Lemma 5.2 that if |S(T)| = 1 then either |N| = 1 or T is a brush. In view of
Propositions 7.11, 7.12 and 7.13, this means that Thm 7.3 is valid whenever |S(T)| = 1 or
|Ω(T)| = 2. So the remaining part of the proof can be carried out under the assumptions of
paragraph 7.14:
7.14. Let us assume that |S(T)| 6= 1 and |Ω(T)| 6= 2. It follows that
|S(T)| > 1 and |Ω(T)| < 2 .
Let z ∈ In(T) and O = O(T, z). Note that O 6= ∅, because |S(T)| > 1 (see Def. 6.10). Define
νz = ξ
(
V¯ (z)
)
.
For each C ∈ O, let (vC , evC )  (uC , euC ) be respectively the least and greatest elements of C
and define
βC = ξ
(
N(uC , euC ) \N(vC , evC )
)
and νC = ξ
(
V¯ (uC)
)
.
Then
(49) ξ(N) = νz +
∑
C∈O
(βC + νC) = νz + βC0 + νC0 +
∑
C∈O\{C0}
(βC + νC) .
The assumptions and notations of 7.14 are in effect throughout 7.14.1–7.14.4.
7.14.1. Lemma. Let C ∈ O. If (v, e) ∈ C satisfies N(v, e) ∩ Nd∗(T) 6= ∅ then
1 ≥ c(v, e) = c(uC , euC ) .
Proof. Since N(v, e) ∩ Nd∗(T) 6= ∅, Lemma 3.14(c) gives c(v, e) ≤ 1. So we have 0 <
c(uC , euC ) ≤ c(v, e) ≤ 1 and consequently 0 ≤ c(v, e) − c(uC , euC ) < 1. Moreover, (uC , euC )
is a comb over (v, e), so η(uC , euC ) = η(v, e) by Prop. 4.32(a); then Lemma 4.9 gives c(v, e) −
c(uC , euC ) = ∆˜(N(uC , euC ))− ∆˜(N(v, e)) ∈ Z, so c(v, e)− c(uC , euC ) = 0. 
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7.14.2. Lemma. Let C ∈ O and let (vC , evC )  (uC , euC ) be respectively the least and greatest
elements of C. Consider the path γvC ,uC = (v1, . . . , vn) and the set
HC =
(
N(uC , euC ) \N(vC , evC )
) ∩ Nd∗(T) .
(a) |HC | ≤ 1, and if HC 6= ∅ then c˙(C) > 0.
(b) Let x ∈ HC. Then ax = 1, x is a node of type [1, Nx, . . . , Nx], and a unique i ∈
{1, . . . , n− 1} satisfies (α) or (β), where:
(α) x = vi and ε(vi) = 2;
(β) there exists (x1, . . . , xm) ∈ Γ(T) such that x = x1 and xm = vi.
Moreover, the unique i that satisfies (α) or (β) also satisfies
(γ) c(vi, evi) = Nvi > 1 ≥ c(vi+1, evi+1) = c(uC , euC ).
(c) βC =
∣∣HC∣∣ ∈ {0, 1}
Proof. Assertion (c) is a consequence of (a) and (b).
(b) Let x ∈ HC . Since x ∈ N(uC , euC ) \N(vC , evC ), a unique i ∈ {1, . . . , n− 1} satisfies (α′)
or (β′), where:
(α′) x = vi;
(β′) there exists (x1, . . . , xm) ∈ Γ(T) such that x ∈ {x1, . . . , xm−1} and xm = vi.
Observe that i satisfies ε(vi) > 1, so Lemma 2.13(c) gives
Nvi > 1 .
If (β′) holds then Cor. 7.9(a) implies that x ∈ V (xm), so x = x1, so (β) holds.
Suppose that (α′) holds but that (α) does not. Then the definition of comb implies that
ε(vi) = 3, that R(vi, {evi}) = 0, and that there exists (x1, . . . , xm) ∈ Γ(T) such that xm = vi.
Since xm = vi = x ∈ Nd∗(T), Lemma 7.5 implies that σ(vi) ≥ Nvi − d(vi) = Nvi − 1 > 0, so
σ(vi) > 0, which contradicts R(vi, {evi}) = 0. This contradiction shows that if (α′) holds then
so does (α). So we have shown that a unique i ∈ {1, . . . , n− 1} satisfies (α) or (β). Let us now
show that the same i satisfies (γ). (We already noted that Nvi > 1.)
If i satisfies (α) then R(vi, {evi}) < 1 and (by Lemma 7.5) σ(vi) ≥ Nvi − d(vi) = Nvi − 1 > 0,
so M(vi, evi) = 1, so c(vi, evi) = Nvi . If i satisfies (β) then R(vi, {evi}) = 0, so M(vi, evi) = 1
and hence c(vi, evi) = Nvi . So in both cases we have
c(vi, evi) = Nvi > 1 .
Since N(vi+1, evi+1) ∩ Nd∗(T) 6= ∅, Lemma 7.14.1 implies that 1 ≥ c(vi+1, evi+1) = c(uC , euC ),
so i satisfies (γ).
We claim that ax = 1 and that x is a node of type [1, Nx, . . . , Nx]. If i satisfies (β), this follows
from Cor. 7.9(c). We noted in the preceding paragraph that if i satisfies (α) then σ(x) > 0 and
R(x, {ex}) < 1; so ax = 1; as σ(x)/Nx ≤ R(x, {ex}) < 1, the type of x is [d(x), Nx, . . . , Nx],
and since x ∈ Nd∗(T) the type is [1, Nx, . . . , Nx]. So (b) is proved.
(a) Consider x, x′ ∈ HC . By (b), there exist i, i′ ∈ {1, . . . , n − 1} such that (x, i) satisfies
(α) or (β), and (x′, i′) satisfies (α) or (β). Since i and i′ must then satisfy (γ), we have i = i′;
considering the statements (α) and (β), it follows that x = x′. So |HC | ≤ 1. If HC 6= ∅ then
there is an i satisfying (γ), so c˙(C) ≥ c(vi, evi)− c(vi+1, evi+1) > 0. So (a) is true.
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(d) We have βC = ξ
(
N(uC , euC ) \N(vC , evC )
)
by definition and ξ
(
N(uC , euC ) \N(vC , evC )
)
=
ξ(HC) because ξ is zero outside of Nd
∗(T). Since (b) implies that ξ(x) = 1 for each x ∈ HC , it
follows that ξ(HC) = |HC |. 
7.14.3. Lemma. Let X = V¯ (u0) ∪N(u0, eu0).
(a) ξ(X) ≤ max (0, ∆˜(X))− δ∗(u0) + 3
(b) If equality holds in (a) then Nu0 > 1, V (u0) ⊆ Nd∗(T), each x ∈ V¯ (u0) is pure and
satisfies ax = 1, and each x ∈ Nd∗(T) ∩X is pure and satisfies ax = 1.
(c) Assume that ∆˜(X) ≤ 0. Then Nd∗(T) ∩ N(u0, eu0) = ∅, and if equality holds in (a)
then M(u0, eu0) = 1.
Proof. Let us first prove the case where Ω(T) = ∅. Lemma 6.17 implies that (u0, eu0) is not
nonpositive and Cor. 6.16 gives ∆˜(V¯ (u0)) > 0, so ∆˜(X) = ∆˜(N(u0, eu0)) + ∆˜(V¯ (u0)) ≥ 2. In
particular, assertion (c) holds trivially. The fact that ∆˜(V¯ (u0)) > 0 also implies that Nu0 > 1
(Nu0 = 1 implies V¯ (u0) = {u0} and ∆˜(u0) = 0), which is part of assertion (b). For each
w ∈ S(T) ∩X we have N 6= {w} (because |S(T)| > 1) and w /∈ Ω(T) (because Ω(T) = ∅), so
Lemma 7.10(c) implies that
(50) ∆˜(V¯ (w)) ≥ ξ(V¯ (w))+ (δ∗(w)− 2) for all w ∈ S(T) ∩X.
We have
∑
w∈S(T)∩X ∆˜(V¯ (w)) = ∆˜(X) and
∑
w∈S(T)∩X ξ
(
V¯ (w)
)
= ξ(X), because
(
V¯ (w)
)
w∈S(T)∩X
is an f-partition of X. Since δ∗(w) = 2 for all w ∈ (S(T)∩X)\{z, u0},
∑
w∈S(T)∩X(δ
∗(w)−2) =
(δ∗(z)− 2) + (δ∗(u0)− 2) = δ∗(u0)− 3. So (50) implies that ∆˜(X) ≥ ξ(X) + δ∗(u0)− 3, which
proves (a). If equality holds in (a) then it must hold in (50) for all w ∈ S(T)∩X; then Lemma
7.10 implies that a condition stronger than (b) is satisfied, namely: each x ∈ X is pure and
satisfies ax = 1, and each w ∈ S(T) ∩ X satisfies V (w) ⊆ Nd∗(T) (and we already know that
Nu0 > 1). So the Lemma is valid whenever Ω(T) = ∅.
From now-on, and until the end of the proof, we assume that Ω(T) 6= ∅. This implies
that Ω(T) = {z}. Thus ∆˜(z) ≤ 0, so z /∈ W (T) and hence V¯ (z) = {z}. Consequently,
νz = ξ
(
V¯ (z)
)
= ξ(z), and we have ξ(z) ∈ {0, 1} by Lemma 7.7, because z ∈ Z(T). So Lemmas
7.14.1 and 7.14.2 have the following consequence:
(51) νz + βC0 ∈ {0, 1}, and if νz + βC0 6= 0 then c(u0, eu0) ≤ 1.
We prove the first part of (c), i.e.,
(52) if ∆˜(X) ≤ 0 then Nd∗(T) ∩N(u0, eu0) = ∅.
Assume that ∆˜(X) ≤ 0. We have 0 ≥ ∆˜(X) = ∆˜(V¯ (u0)) + ∆˜(N(u0, eu0)) and ∆˜(V¯ (u0)) >
0 by Cor. 6.16(a), so ∆˜(N(u0, eu0)) < 0. Then (u0, eu0) is nonpositive, so ∆˜(N(u0, eu0)) =
1 − c(u0, eu0) by Prop. 4.11. Thus c(u0, eu0) > 1, so (51) implies that νz + βC0 = 0, i.e.,
Nd∗(T) ∩N(u0, eu0) = ∅, proving (52).
We claim that the Lemma is true whenever δ∗(u0) + νC0 < 3. Indeed, if δ
∗(u0) = 1 and
νC0 ≤ 1 then ξ(X) = νz + βC0 + νC0 ≤ 2 ≤ max
(
0, ∆˜(X)
) − δ∗(u0) + 3, so (a) is true in
this case; if δ∗(u0) = 2 and νC0 = 0 then ξ(X) = νz + βC0 + νC0 ≤ 1 and Cor. 6.16 gives
60 PIERRETTE CASSOU-NOGUE`S AND DANIEL DAIGLE
∆˜(X) ≥ |δ∗(u0)− 3| = 1 ≥ ξ(X), so ξ(X) ≤ max(0, ∆˜(X)) < max(0, ∆˜(X))− δ∗(u0) + 3, and
again (a) is true; so:
(53) if δ∗(u0) + νC0 < 3 then (a) is true.
Assume that δ∗(u0) + νC0 < 3 and that equality holds in (a). Then
(54) 0 ≤ max (0, ∆˜(X)) = ξ(X) + δ∗(u0)− 3 = (νz + βC0) + (νC0 + δ∗(u0)− 3) ≤ 0 ,
the last inequality because νz + βC0 ≤ 1 and νC0 + δ∗(u0)− 3 ≤ −1. Thus ∆˜(X) ≤ 0 by (54),
so νz + βC0 = 0 by (52); then (54) implies that 0 ≤ νC0 + δ∗(u0)− 3 ≤ 0, which contradicts the
hypothesis δ∗(u0) + νC0 < 3. This shows that
(55) if δ∗(u0) + νC0 < 3 then equality cannot hold in (a).
So, when δ∗(u0) + νC0 < 3, both (b) and the second part of (c) hold trivially. This together
with (52) and (53) means that the Lemma is true when δ∗(u0) + νC0 < 3.
To prove the Lemma, we may therefore assume that
(56) δ∗(u0) + νC0 ≥ 3 .
If Nu0 = 1 then Lemma 2.13 says that ε(u0) = 1 and that u0 is a node of type [1, . . . , 1], so
νC0 = 1 and δ
∗(u0) = 1, which contradicts (56). This shows that
(57) Nu0 > 1 .
Let us now prove (a). Define A =
{
εv | v ∈ V (u0)
}
, where for each v ∈ V (u0) we let εv
denote the edge of γu0,v incident to u0, and let A
′ = A ∪ {eu0}. Since Ω(T) 6= ∅, Lemma 6.17
implies that (u0, eu0) is nonpositive, so η(u0, eu0) = 0 by Prop. 4.11; we also have η(u0, e) = 0
for each e ∈ A, by Lemma 4.19; so η(u0, e) = 0 for all e ∈ A′. Also note that ∆˜(X) = ∆¯(u0, A′).
By Thm 4.4,
R(u0, A
′) + (ε(u0)− |A′| − 1)(1− 1Nu0 ) = 1 +
∆˜(X)−1−∑e∈A′ η(u0,e)
Nu0
= (1− 1
Nu0
) + ∆˜(X)
Nu0
Since ε(u0)− |A′| = δ∗(u0)− 1,
(58) ∆˜(X) = Nu0R(u0, A
′) + (δ∗(u0)− 3)(Nu0 − 1) .
We have R(u0, A
′) = R(u0, A) + (1− 1M(u0,eu0 )), and Lemma 7.10(a) gives
(59) R(u0, A) ≥ νC0(1− 1Nu0 ) .
It follows that
(60) Nu0R(u0, A
′) = Nu0R(u0, A) + (Nu0 − c(u0, eu0))
≥ νC0(Nu0 − 1) + (Nu0 − c(u0, eu0)) = νC0(Nu0 − 1) + νz + βC0 + E ,
where we define E = Nu0 − c(u0, eu0) − νz − βC0 . Note that if equality holds in (60) then it
holds in (59), so Lemma 7.10 implies:
(61) If equality holds in (60) then V (u0) ⊆ Nd∗(T) and each x ∈ V¯ (u0)
is pure and satisfies ax = 1.
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We claim that E ≥ 0. Indeed, if νz + βC0 = 0 then E = Nu0 − c(u0, eu0) is nonnegative
because c(u0, eu0) | Nu0 by Thm 3.16, and if νz + βC0 6= 0 then we have νz + βC0 = 1 and
c(u0, eu0) ≤ 1 < Nu0 by (51) and (57), so νz+βC0 = 1 ≤ Nu0−c(u0, eu0) and hence E ≥ 0. Now
(58) and (60) give ∆˜(X) ≥ νC0(Nu0−1)+νz +βC0 +E+(δ∗(u0)−3)(Nu0−1) and consequently
(62) ∆˜(X)− (δ∗(u0)− 3)− ξ(X) = ∆˜(X)− (δ∗(u0)− 3)− (νz + βC0 + νC0)
≥ νC0(Nu0 − 2) + (δ∗(u0)− 3)(Nu0 − 2) + E = (δ∗(u0) + νC0 − 3)(Nu0 − 2) + E ≥ 0 ,
where the last inequality follows from (56), (57) and E ≥ 0. So (a) is proved.
(b) Assume that equality holds in (a); by (55), this implies that (56) is satisfied, so (57) is
also satisfied, i.e., Nu0 > 1. Since (56) is satisfied, so is (62); since equality holds in (a), the two
inequalities in (62) are in fact equalities, so equality holds in (60) and hence the conclusions of
(61) are valid. So, to finish the proof of (b), it suffices to show that
(63) each x ∈ Nd∗(T) ∩N(u0, eu0) has type [1, Nx, . . . , Nx] and satisfies ax = 1
(because having type [1, Nx, . . . , Nx] is stronger than being pure). By Lemma 7.14.2, (63) is
true when x 6= z. If z ∈ Nd∗(T) then (since z ∈ Ω(T) ⊆ Z(T)) Lemma 7.7 implies that az = 1
and that z is a node of type [1, Nz, . . . , Nz]. This proves (63), and completes the proof of (b).
There only remains to prove the second part of (c). Assume that ∆˜(X) ≤ 0 and that equality
holds in (a). Then E = 0 in (62); as E = Nu0−c(u0, eu0)−νz−βC0 and (by (52)) νz+βC0 = 0, we
have Nu0 = c(u0, eu0) and hence M(u0, eu0) = 1. This completes the proof of the Lemma. 
7.14.4. Lemma. (a) ξ(N) ≤ max(0, ∆˜(N)) + 2
(b) If equality holds in (a) then Nu0 > 1, each x ∈ N\N(u0, eu0) is pure and satisfies ax = 1,
each x ∈ Nd∗(T) is pure and satisfies ax = 1, and for each w ∈ S(T) \ N(u0, eu0) we
have V (w) ⊆ Nd∗(T).
(c) Assume that ∆˜(N) ≤ 0. Then |O| = 1 and Nd∗(T) ⊆ {u0}∪V (u0), and if equality holds
in (a) then M(u0, eu0) = 1.
Proof. Let X = V¯ (u0) ∪N(u0, eu0).
Consider the case where |O| = 1. Then X = N and δ∗(u0) = 1, so Lemma 7.14.3 gives
ξ(N) ≤ max(0, ∆˜(N))− δ∗(u0) + 3 = max(0, ∆˜(N)) + 2 ,
so (a) holds. Assertion (b) (resp. (c)) follows from part (b) (resp. part (c)) of Lemma 7.14.3,
so the Lemma is true when |O| = 1.
From now-on, assume that |O| > 1. Then ∆˜(X) ≥ 0 by Cor. 6.16(b) and ∆˜(N) ≥ 2
by Cor. 6.21(c); so max(0, ∆˜(X)) = ∆˜(X) and max(0, ∆˜(N)) = ∆˜(N). We have ξ(X) ≤
∆˜(X)− δ∗(u0) + 3 by Lemma 7.14.3, so
(64) ∆˜(X) ≥ ξ(X) + δ∗(u0)− 3 .
For each w ∈ S(T) \ X we have N 6= {w} (because |S(T)| > 1) and w /∈ Ω(T) (because
Ω(T) ⊆ {z} ⊆ X), so Lemma 7.10(c) implies that
(65) ∆˜(V¯ (w)) ≥ ξ(V¯ (w))+ (δ∗(w)− 2) for all w ∈ S(T) \X.
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Since
(
V¯ (w)
)
w∈S(T)\X is an f-partition of N \X, we have∑
w∈S(T)\X ∆˜(V¯ (w)) = ∆˜(N \X) and
∑
w∈S(T)\X ξ
(
V¯ (w)
)
= ξ
(
N \X) ,
so (65) gives
(66) ∆˜(N \X) ≥ ξ(N \X)+∑w∈S(T)\X(δ∗(w)− 2) .
In any tree, the sum of the quantity “valency−2” over all vertices is equal to −2; since for each
w ∈ S(T) the number δ∗(w) is the valency of w in the tree S(T), we have
−2 = ∑w∈S(T)(δ∗(w)− 2) = (δ∗(z)− 2) + (δ∗(u0)− 2) +∑w∈S(T)\X(δ∗(w)− 2)
= (δ∗(u0)− 3) +
∑
w∈S(T)\X(δ
∗(w)− 2) ,
so (66) is equivalent to
(67) ∆˜(N \X) ≥ ξ(N \X)+ 1− δ∗(u0) .
Adding (64) and (67) gives ∆˜(N) ≥ ξ(N)− 2, which proves (a).
(b) We already showed that (b) is true when |O| = 1, so assume that |O| > 1. Assume
that equality holds in (a). Then equality holds in (64) and (67), so it holds in (65) for all
w ∈ S(T) \X. By Lemmas 7.14.3 and 7.10, the following hold:
• Nu0 > 1, V (u0) ⊆ Nd∗(T), each x ∈ V¯ (u0) is pure and satisfies ax = 1, and each
x ∈ Nd∗(T) ∩X is pure and satisfies ax = 1.
• For each w ∈ S(T) \X, V (w) ⊆ Nd∗(T) and each x ∈ V¯ (w) is pure and satisfies ax = 1.
It follows that (b) is true. As ∆˜(N) ≥ 2, (c) holds trivially. So the Lemma is proved. 
7.15. Proof of Thm 7.3. By Propositions 7.11, 7.12 and 7.13, Thm 7.3 is valid whenever
|S(T)| = 1 or |Ω(T)| = 2. By Lemma 7.14.4, it is valid when |S(T)| 6= 1 and |Ω(T)| 6= 2. So
Thm 7.3 is proved. 
In fact we proved more than is stated in Thm 7.3: we also obtained information about the
possible locations of the vertices of Nd∗(T). In the case |S(T)| = 1, that information can be
found in Propositions 7.11 and 7.12. In the case |Ω(T)| = 2, see Prop. 7.13. For the case
|S(T)| 6= 1 and |Ω(T)| 6= 2, the information is spread over paragraph 7.14; we gather some of it
in the following statement:
7.16. Theorem. Assume that |S(T)| 6= 1 and |Ω(T)| 6= 2. Choose z ∈ In(T) and note that
O = O(T, z) is not empty. Then the following hold.
(a) Each x ∈ Nd∗(T) \ {z} satisfies exactly one of the following conditions:
(i) x = uC for some C ∈ O;
(ii) there exists w ∈ W (T) such that x ∈ V (w);
(iii) x ∈ S(T) \ {uC | C ∈ O} and ε(x) = 2.
Moreover, in cases (ii) and (iii), x is a node of type [1, Nx, . . . , Nx] and such that ax = 1.
(b) We have c˙(C) = 0 for each C ∈ O whose minimal element (vC , evC ) satisfies N(vC , evC )∩
Nd∗(T) 6= ∅.
(c) We have Nd∗(T) \ N(v, ev) ⊆
⋃
C∈O
({uC} ∪ V (uC)) for each v ∈ S(T) \ {z} satisfying
N(v, ev) ∩ Nd∗(T) 6= ∅.
STRUCTURE OF NEWTON TREES AT INFINITY 63
(d) If ξ(N) = max(0, ∆˜(N)) + 2 then Nu0 > 1, each x ∈ N \N(u0, eu0) is pure and satisfies
ax = 1, each x ∈ Nd∗(T) is pure and satisfies ax = 1, and for each w ∈ S(T)\N(u0, eu0)
we have V (w) ⊆ Nd∗(T).
(e) Assume that ∆˜(N) ≤ 0. Then |O| = 1 and Nd∗(T) ⊆ {u0} ∪ V (u0), and if ξ(N) = 2
then M(u0, eu0) = 1.
Proof. (a) Let x ∈ Nd∗(T) \ {z}. Then either x ∈ V¯ (z) \ {z} or there exists C ∈ O such that
x ∈ V¯ (uC) ∪
(
N(uC , euC ) \ N(vC , evC )
)
, where (vC , evC )  (uC , euC ) are respectively the least
and greatest elements of C. If x ∈ V¯ (z) \ {z} then (by Cor. 7.9(a)) x ∈ V (z), so x satisfies
(ii). If x ∈ V¯ (uC) then (by Cor. 7.9(a)) either x = uC or x ∈ V (uC), so x satisfies (i) or (ii). If
x ∈ N(uC , euC ) \N(vC , evC ) then x ∈ HC , so we may consider the unique i satisfying (α) or (β)
in Lemma 7.14.2(b); if i satisfies (α) (resp. (β)) then x satisfies (iii) (resp. (ii)). So x satisfies
(exactly) one of (i), (ii), (iii). There remains to show that if x satisfies (ii) or (iii) then x is
a node of type [1, Nx, . . . , Nx] and such that ax = 1. If x satisfies (ii), then this follows from
Cor. 7.9(c). If x satisfies (iii), then (as we saw in the above argument) we have x ∈ HC for
some C ∈ O, so the desired conclusion follows from Lemma 7.14.2(b). So (a) is proved.
(b) Let C ∈ O and suppose that the minimal element (vC , evC ) of C satisfies N(vC , evC ) ∩
Nd∗(T) 6= ∅. Then Lemma 7.14.1 implies that 1 ≥ c(vC , eC) = c(uC , euC ), so c˙(C) = c(vC , eC)−
c(uC , euC ) = 0.
(c) Let v ∈ S(T) \ {z} be such that N(v, ev) ∩ Nd∗(T) 6= ∅ and consider an element x of
Nd∗(T) \ N(v, ev). By contradiction, suppose that x /∈
⋃
C∈O
({uC} ∪ V (uC)). Then x /∈⋃
C∈O
(
V¯ (uC)
)
by Cor. 7.9, and x /∈ V¯ (z) because V¯ (z) ⊆ N(v, ev), so there exists C ∈ O such
that x ∈ N(uC , euC ) \ N(vC , evC ), where (vC , evC )  (uC , euC ) are respectively the least and
greatest elements of C. Then x ∈ HC and we may consider the unique i satisfying (α) or (β)
in Lemma 7.14.2(b). Since x /∈ N(v, ev), it follows that vi /∈ N(v, ev), so N(v, ev) ⊆ N(vi, evi),
so N(vi, evi) ∩ Nd∗(T) 6= ∅ and consequently c(vi, evi) ≤ 1 by Lemma 7.14.1. This contradicts
the fact that i satisfies condition (γ) of Lemma 7.14.2(b). We showed that x ∈ ⋃C∈O ({uC} ∪
V (uC)
)
, which proves (c).
Assertions (d) and (e) follow from parts (b) and (c) of Lemma 7.14.4. 
8. Rational trees
8.1. Definition. By a rational tree, we mean an abstract Newton tree at infinity which is
minimally complete and satisfies ∆˜(N) = 0 and gcd
{
dx | x ∈ D
}
= 1.
The class of rational trees is important because (as explained in the Introduction) if f ∈
C[x, y] is a rational polynomial then T(f ;x, y) is a rational tree.
Recall that if T is any minimally complete abstract Newton tree at infinity then In(T) 6= ∅,
so it is always possible to choose z ∈ In(T) and to consider the set O(T, z) determined by that
choice. This is true in particular if T is a rational tree.
8.2. Corollary. Let T be a rational tree, choose z ∈ In(T) and consider O = O(T, z).
(a) O = ∅ ⇔ |S(T)| = 1 ⇔ N = {v0} ⇔ Ω(T) = ∅ ⇔ T is one of the trees of Ex. 5.11.
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(b) If O 6= ∅ then |O| = 1, δ∗(u0) = 1 and (see 6.10(d) for u0 and 4.13 for a∗u0):
|{x ∈ Du0 | kx > 1}|+ a∗u0 + t(u0) ≤ 3.
Proof. If |O| > 1 then Cor. 6.21(c) gives ∆˜(N) ≥ 2, which is not the case. Thus |O| ≤ 1.
(a) We have S(T) 6= ∅ by Lemma 5.2. It is noted in Def. 6.10(a) that O = ∅ ⇔ |S(T)| ≤ 1
⇔ |S(T)| = 1. Lemma 5.2 states that |S(T)| = 1 ⇔ |N| = 1 or T is a brush, but T cannot be
a brush by Cor. 5.7, so |S(T)| = 1 ⇔ |N| = 1. As v0 ∈ N by Rem. 2.2, |N| = 1 ⇔ N = {v0}.
If N 6= {v0} then |N| > 1 (and |O| ≥ 0 = ∆˜(N)), so Cor. 6.20 implies that Ω(T) 6= ∅.
Conversely, if Ω(T) 6= ∅ then Z(T) 6= ∅, so N 6= {v0}. Hence, N = {v0} ⇔ Ω(T) = ∅.
If |S(T)| = 1 then Prop. 5.12 implies that T is one of the trees of Ex. 5.11; conversely, each
tree of Ex. 5.11 is a rational tree with N = {v0}, so (a) is proved.
(b) Assume that O 6= ∅. Then |O| = 1, so δ∗(u0) = 1. Cor. 4.14 gives
|{x ∈ Du0 | kx > 1}|+ a∗u0 + ε(u0)− 1 ≤ 3;
as ε(u0)− 1 = (δ∗(u0)− 1) + t(u0) = t(u0), the last claim follows. 
8.3. Example. Continuation of Fig. 2 and Ex. 2.4, 2.14, 3.11, 4.3 and 4.26. Recall from Ex.
2.14 that ∆˜(N) = 0. Considering the types of the nodes (given in Ex. 2.4), we see that gcd
{
dx |
x ∈ D} = 1, so T is a rational tree. We have S(T) = {v0, v1, v2, v3, v4}, In(T) = Ω(T) = {v0},
O = {C0}, C0 = {(v1, ev1), (v2, ev2), (v3, ev3), (v4, ev4)} where evi = {vi, vi−1}, and (v4, ev4) is a
comb over (v1, ev1). Note that u0 = v4 and that |
{
x ∈ Du0 | kx > 1
}| = 0, a∗u0 = 1 and
t(u0) = 1 (compare with Cor. 8.2(b)).
See Def. 7.1 for ξ and Nd∗(T). Recall that |Ω(T)| ∈ {0, 1, 2} by Thm 4.27.
8.4. Corollary. If T is a rational tree then |Nd∗(T)| ≤ ξ(N) ≤ 2 and the following hold.
(a) If Ω(T) = ∅ then T is one of the trees of Ex. 5.11.
(b) Assume that Ω(T) is a singleton {z}. Then In(T) = {z} and we may consider O(T, z) =
{C0} and the greatest element (u0, eu0) of C0. Then Nd∗(T) ⊆ {u0} ∪ V (u0) and each
x ∈ Nd∗(T) ∩ V (u0) has type [1, Nx, . . . , Nx] and satisfies ax = 1. If ξ(N) = 2 then
Nu0 > 1, M(u0, eu0) = 1, V (u0) ⊆ Nd∗(T), and each x ∈ V¯ (u0) is pure and satisfies
ax = 1.
(c) Assume that |Ω(T)| = 2. Then Nd∗(T) ⊆ Ω(T), |Nd∗(T)| = ξ(N) ≤ 2, and each
x ∈ Nd∗(T) has type [1, Nx, . . . , Nx] and satisfies ax = 1 = ξ(x) and ∆˜(x) = 0. If
ξ(N) = 2 then each x ∈ N is pure and satisfies ax = 1 and ∆˜(x) = 0.
Proof. We have |Nd∗(T)| ≤ ξ(N) ≤ 2 by Thm 7.3, assertion (c) follows from Prop. 7.13, and
assertion (a) from Cor. 8.2(a). We prove (b). Assume that Ω(T) is a singleton {z}. Then
In(T) = {z} and we may consider O = O(T, z). Since Ω(T) 6= ∅, we have |O| = 1 by Cor. 8.2,
so O = {C0}. By Cor. 7.9(c), each x ∈ Nd∗(T) ∩ V (u0) has type [1, Nx, . . . , Nx] and satisfies
ax = 1. The other claims in (b) follow from parts (e) and (d) of Thm 7.16. 
8.5. Remark. Cor. 8.4 has the following consequence (refer to the introduction for the defini-
tions): If T = T(f ;x, y) where f ∈ C[x, y] is a simple (resp. quasi-simple) rational polynomial,
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then T has at most 2 (resp. at most 3) nodes. One can check that this claim agrees with the
explicit descriptions given in [CND17] and [Sas06].
The following fact is useful in conjunction with Thm 8.8(d):
8.6. Lemma. Let T be a rational tree and suppose that u ∈ N is such that (u, e) is nonpositive
for all e ∈ Eu. Let (d1, . . . , dm) be the tuple obtained by first concatenating the three families
(dx)x∈Du , (c(u, e))e∈Eu and (Nu/au)
(where the last family has only one term) and then reordering the terms so that d1 ≤ · · · ≤ dm.
Then all di are positive integers and divisors of Nu. Moreover, one of the following holds:
(a) Nu = 1 and (d1, . . . , dm) = (1, . . . , 1);
(b) m ≥ 2, Nu ≥ 2 and (d1, . . . , dm) = (1, 1, Nu, . . . , Nu);
(c) m ≥ 3 and there exists an odd integer b ≥ 3 such that Nu = 2b and (d1, . . . , dm) =
(2, b, b, Nu, . . . , Nu).
The proof of Lemma 8.6 uses the following fact, whose verification is left to the reader:
8.7. Lemma. Let t1, t2, t3, N be positive integers satisfying
ti | N for all i = 1, 2, 3, t1 + t2 + t3 = N + 2, t1 ≤ t2 ≤ t3 and gcd(t1, t2, t3) = 1.
Then either (t1, t2, t3) = (1, 1, N) or there exists an odd integer b ≥ 3 such that (t1, t2, t3) =
(2, b, b) and N = 2b.
Proof of 8.6. By Def. 1.13, Nu/au is a positive integer (and a divisor of Nu). If x ∈ Du then
dx is a positive integer and a divisor of Nu = kxdx (Lemma 2.13). If e ∈ Eu then (u, e)
is nonpositive, so c(u, e) is a positive integer by Rem 4.12, and c(u, e) | Nu by Thm 3.16.
So all di are positive integers and divisors of Nu. The integer gcd(d1, . . . , dm) is a divisor
of d(u) and also a divisor of c(u, e) for each e ∈ Eu; since (by Lemma 3.14) c(u, e) divides
gcd
{
d(v) | v ∈ Nd(u, e)} whenever Nd(u, e) 6= ∅, it follows that gcd(d1, . . . , dm) divides
gcd
{
d(v) | v ∈ Nd(T)} = gcd{ dx | x ∈ D} = 1, i.e.,
gcd(d1, . . . , dm) = 1 .
Clearly, if Nu = 1 then (a) is satisfied. From now-on, assume that Nu > 1. We have
0 = ∆˜(N) =
(
R(u,Eu)−2
)
Nu+2+
∑
e∈Eu η(u, e) =
(
R(u,Eu)−2
)
Nu+2 by Cor. 4.6 and 4.11, and
the definitions of R(u,Eu) and (d1, . . . , dm) give R(u,Eu)Nu =
∑m
i=1(Nu− di) =
∑m0
i=1(Nu− di)
where we define m0 by
di < Nu for all i ≤ m0 and di = Nu for all i > m0.
It follows that
∑m0
i=1(Nu − di) = 2(Nu − 1) where Nu − di ≥ Nu2 for each i = 1, . . . ,m0. So
we have m0 ∈ {2, 3}. If m0 = 2 then d1 = 1 = d2 and hence (b) is satisfied. If m0 = 3 then
d1 + d2 + d3 = Nu + 2 and gcd(d1, d2, d3) = gcd(d1, . . . , dm) = 1, so Lemma 8.7 implies that (c)
is satisfied. 
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The next result uses the notations of Fig. 1 in the Introduction. Note that assertion (g) is
obvious and that (f) (and also (e) if it is properly stated) is valid without assuming that T is
a rational tree. We include (e–g) in the statement in order to make it clear that Cor. 1 (in the
Introduction) follows from Thm 8.8.
8.8. Theorem. Let T be a rational tree. Then either T is one of the trees of Ex. 5.11 or the
following hold.
(a) N looks like the tree of Fig. 1 with n > 1. In that picture, the elements of Γ(T) are the
vertical or oblique branches,10 W (T) \ {zn} = {zi1 , . . . , zik} and S(T) = {z1, . . . , zn}.
(b) We have z1 /∈ W (T), so if k 6= 0 then i1 > 1. Moreover, z1 satisfies one of:
• z1 /∈ Nd(T), z1 = v0 and δv0 = 1.
• z1 is a node of type [d,Nz1 , . . . , Nz1 ] for some divisor d of Nz1, and if d 6= Nz1 then
az1 = 1.
(c) We have v0 ∈ {z1, . . . , zn−1}, say v0 = zi0 with 1 ≤ i0 < n, and if k 6= 0 then i0 < i1.
Moreover, δv0 ≤ 2.
(d) The hypothesis of Lemma 8.6 is satisfied with u = zn (so the conclusion of the Lemma
is also satisfied). In particular, t(zn) ∈ {0, 1, 2, 3}.
(e) Let i be such that 1 < i < n. Then ε(zi) ∈ {2, 3}, R(zi, {ezi}) = 0 if ε(zi) = 3 and
R(zi, {ezi}) < 1 if ε(zi) = 2. In particular, we have ε′(zi) ≤ 3 where ε′(zi) is defined in
the Introduction.
(f) Consider an element (x1, . . . , xm) of Γ(T). Then, for each j < m, xj is a node and
ε′(xj) ≤ 2.
(g) The set Nd∗(T) and the function ξ satisfy the conclusions of Cor. 8.4.
Proof. Let T be a rational tree which is not one of the trees of Ex. 5.11. We have δv0 ≤ 2 by
Prop. 4.15. We noted in Def. 6.8 that In(T) 6= ∅; choose z ∈ In(T) and consider O = O(T, z).
If O = ∅ then Cor. 8.2 implies that T is one of the trees of Ex. 5.11, which is not the case by
assumption. So O 6= ∅. Then |O| = 1, |S(T)| > 1 and Ω(T) 6= ∅ by Cor. 8.2, so |Ω(T)| ∈ {1, 2}
by Thm 4.27. Also note that In(T) = Ω(T) by definition of In(T).
Consider the case where |Ω(T)| = 2. By Thm 4.27, there exists a path (z1, . . . , zn) such
that n > 1, N = {z1, . . . , zn}, Ω(T) = {z1, zn} and ∆˜(zi) = 0 for all i = 1, . . . , n. Since each
x ∈ W (T) satisfies ∆˜(x) > 0, we must have W (T) = ∅ and hence Γ(T) = ∅. Replacing if
necessary (z1, . . . , zn) by (zn, . . . , z1), we may arrange that v0 6= zn. With this notation, it is
clear that all claims of the Theorem are true.
From now-on, assume that |Ω(T)| = 1. As z ∈ In(T) = Ω(T), we have Ω(T) = {z}.
Since O is a partition of O =
{
(u, eu) | u ∈ S(T) \ {z}
}
, the unique element C0 of O satisfies
C0 =
{
(u, eu) | u ∈ S(T)\{z}
}
. Let (u0, eu0) be the greatest element of C0 and let (z1, . . . , zn)
denote the path from z1 = z to zn = u0. Then S(T) = {z1, . . . , zn} where n = |S(T)| > 1.
Define i1 < · · · < ik by {zi1 , . . . , zik} = W (T) \ {zn}, then N looks exactly as in Fig. 1 and
assertion (a) is true. Since z1 = z ∈ Ω(T), we have ∆˜(z1) ≤ 0 and hence z1 /∈ W (T); so
the first part of (b) is true; the second part of (b) follows from Lemmas 2.15 and 2.20. We
10The elements of Γ(T) are incorrectly but conveniently called “teeth” in the Introduction. This abuse of
language is harmless, because of the bijection mentioned just after Def. 4.18.
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have v0 ∈ {z1, . . . , zn} by Lemma 5.2, and Thm 4.27 implies that there exists a ∆˜-trivial path
(x1, . . . , xh) satisfying x1 = z1 and xh−1 < xh; so (c) is true.
By Lemma 6.17, (zn, ezn) = (u0, eu0) is nonpositive. If e ∈ Ezn \ {ezn} then (zn, e) is a tooth
and hence is nonpositive. So zn satisfies the hypothesis of Lemma 8.6. Note that if e ∈ Ezn is
such that (zn, e) is a tooth then M(zn, e) > 1 by Lemma 4.19, so c(zn, e) < Nzn , which means
that e produces a term di < Nzn in the tuple (d1, . . . , dm) of Lemma 8.6. Since at most three i
satisfy di < Nzn , we have t(zn) ≤ 3, so (d) is true.
If i is such that 1 < i < n then (zn, ezn)  (zi, ezi) and (zn, ezn) is a comb over (zi, ezi), so
assertion (e) follows from 4.29 and 4.30.
In assertion (f), (x1, . . . , xm) is a ∆˜-trivial path such that ∆˜(x1) ≤ 0 and v0 /∈ {x1, . . . , xm−1}.
So the claim follows from Lemmas 2.15 and 2.20.
Assertion (g) is clear. 
Corollary 2, in the Introduction, is a consequence of the next result. This Proposition
describes a class of trees that is considerably larger than the set of T(f ;x, y) with f ∈ C[x, y]
a simple rational polynomial.
8.9. Proposition. Let T be a rational tree such that Nd(T) = Nd∗(T). Then the following hold.
(a) If Ω(T) = ∅ then T is one of the trees of Ex. 5.11.
(b) If |Ω(T)| = 1 then N is one of the following:
(i) b b b. . .z1 z2 zn (ii) b b b. . .

b
y1
z1 z2 zn
(iii) b b b. . .


C
CCb
y1
b
y2
z1 z2 zn
In the three cases we have n > 1, Ω(T) = {z1} = {v0}, δv0 = 1 and S(T) = {z1, . . . , zn}.
Moreover,
• in case (i) we have Nd(T) = {zn} and the type of zn is either [1] or [1, 1];
• in case (ii) we have V (zn) = {y1} and either Nd(T) = {y1} or Nd(T) = {zn, y1};
moreover, the type of y1 is [1, Ny1 , . . . , Ny1 ] and if zn ∈ Nd(T) then its type is [1];
• in case (iii) we have V (zn) = Nd(T) = {y1, y2} and (for each i = 1, 2) the type of
yi is [1, Nyi , . . . , Nyi ].
(c) If |Ω(T)| = 2 then N satisfies all of the following conditions:
• There exists a ∆˜-trivial path (z1, . . . , zn) such that N = {z1, . . . , zn};
• n ∈ {2, 3} and if n = 3 then v0 = z2;
• azi = 1 for all i = 1, . . . , n;
• Nd(T) = {z1, zn} and each node v has type [d1, . . . , ds] = [1, Nv, . . . , Nv], where
s = 1⇔ v = v0.
Proof. Assertion (a) reiterates Cor. 8.4(a). To prove (b), assume that Ω(T) is a singleton {z}.
Then (Cor. 8.4(b)) In(T) = {z} and the set O = O(T, z) has exactly one element C0. Let
(u0, eu0) be the greatest elements of C0 and (z1, . . . , zn) the path from z to u0 (so z1 = z and
zn = u0). Since (u0, eu0) ∈ O(T, z), we have u0 6= z by 6.10(a), so n > 1. Since |O| = 1,
S(T) = {z1, . . . , zn}. Since Nd∗(T) ⊆ {u0} ∪ V (u0) by Cor. 8.4(b) and Nd(T) = Nd∗(T) by
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assumption,
(68) Nd(T) ⊆ {u0} ∪ V (u0) = {zn} ∪ V (zn) .
If w ∈ W (T) and (x1, . . . , xm) is the path from some element of V (w) to w then xm < xm−1 by
definition of V (w), so v0 /∈ {x1, . . . , xm−1}, so Lemma 2.15 implies that {x1, . . . , xm−1} ⊆ Nd(T);
by (68), it follows that w = zn and m = 2, so W (T) ⊆ {zn} and:
(69) V (zn) ⊆ Nd(T) and each element of V (zn) is adjacent to zn.
Since W (T) ∩ {z1, . . . , zn−1} = ∅ and (u0, eu0) is a comb over (z2, ez2), we obtain ε(zi) = 2 for
all i such that 1 < i < n. We have ε(z1) = 1 (because z1 ∈ Ω(T)) and z1 /∈ Nd(T) (by (68)), so
Lemma 2.15(a) gives
z1 = v0 and δv0 = 1 .
We have |Nd(T)| ≤ ξ(N) ≤ 2 by Cor. 8.4, so |V (u0)| ∈ {0, 1, 2}. This gives the three pictures
(i–iii) for N, and the following are clear:
• in case (i): Nd(T) = {zn};
• in case (ii): V (zn) = {y1} and either Nd(T) = {y1} or Nd(T) = {zn, y1};
• in case (iii): V (zn) = Nd(T) = {y1, y2}
It is also clear (by Cor. 8.4(b)) that yi is of type [1, Nyi , . . . , Nyi ] in cases (ii) and (iii). To
complete the proof of (b), there only remains to prove the following statement:
(70) If zn is a node then its type is [1] or [1, 1], and in case (ii) it cannot be [1, 1].
By contradiction, assume that zn is a node of type [1, 1] in case (ii). We have zn < y1 and
Ny1 > 0, so Nzn > 1 by Lemma 1.24 and consequently ξ(zn) = 2, so ξ(N) = ξ(zn) + ξ(y1) =
2 + 1 > 2, contradicting Cor. 8.4. This contradiction proves the second part of assertion (70).
Assume that zn is a node of type τ = [d1, . . . , ds]. The proof of (b) will be complete if we
can show that τ = [1] or [1, 1]. We have s ≥ 1, di | Nzn for all i, and
(71) gcd(d1, . . . , ds) = 1 ,
the last claim because zn ∈ Nd(T) = Nd∗(T). Let q = q({zn, zn−1}, zn) and consider qdic(zn)
defined in 3.15. See 3.4 for the notation “Ay1” and define
S =
{
0 in case (i),∑
α∈Ay1 xˆzn,α in case (ii),
q1 =
{
1 in case (i),
q({zn, y1}, zn) in case (ii).
Since v0 = z1, we have qdic(zn), q1 ∈ N \ {0} and (in case (ii)) S ∈ N \ {0}; moreover,∑
α∈Azn xˆzn,α =
∑s
i=1 aidi for some a1, . . . , an ∈ N \ {0}. In view of (68), we can write
(72) Nzn = qazn (q1
∑s
i=1 aidi + qdic(zn)S) .
As Nzn > 0, we get q > 0 and it also follows that
(73)
∑s
i=1 di ≤ Nzn .
If s = 1 then (71) implies τ = [1]; if Nzn = 1 then (73) implies τ = [1]; so, from now-on,
we may assume that s > 1 and Nzn > 1. Since s > 1, we have di < Nzn for all i, by (73). By
Thm 8.8(d), we may apply Lemma 8.6 to u = zn. Let (δ1, . . . , δm) be the sequence denoted
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“(d1, . . . , dm)” in Lemma 8.6. Since Nzn > 1, condition (a) of Lemma 8.6 cannot hold; so one
of the following must be true:
(b′) (δ1, . . . , δm) = (1, 1, Nzn , . . . , Nzn);
(c′) m ≥ 3 and there exists an odd integer b ≥ 3 such that Nzn = 2b and (δ1, . . . , δm) =
(2, b, b, Nzn , . . . , Nzn).
Suppose (c′) is true. If we are in case (ii) then c(zn, {zn, y1}) is a term of (δ1, . . . , δm) and
c(zn, {zn, y1}) = 1 by Lemma 7.8(c), contradicting (c′); so we must be in case (i). Since
(d1, . . . , ds) is a subsequence of (δ1, . . . , δm) and di < Nzn for all i, (d1, . . . , ds) is a subsequence
of (2, b, b); we note that (d1, . . . , ds) 6= (2, b, b) by (73), so (71) implies that (d1, . . . , ds) = (2, b).
It follows from (72) (together with S = 0 since we are in case (i)) that there exist integers
A,B ≥ 1 such that Nzn = Ad1 +Bd2, so 2b = 2A+ bB. This is impossible, so (c′) cannot hold.
So (b′) must hold. As (d1, . . . , ds) is a subsequence of (1, 1, Nzn , . . . , Nzn) and di < Nzn for
all i, (d1, . . . , ds) is either (1) or (1, 1), i.e., the type of zn is [1] or [1, 1]. This proves (b).
Proof of (c). By Thm 4.27, there exists a ∆˜-trivial path (z1, . . . , zn) such thatN = {z1, . . . , zn},
Ω(T) = {z1, zn} and ∆˜(zi) = 0 for all i = 1, . . . , n. Prop. 7.13 (together with Nd(T) = Nd∗(T))
implies that Nd(T) ⊆ {z1, zn}. Let i ∈ {1, n}; if zi /∈ Nd(T) then Lemma 2.15(a) implies that
zi = v0, so Lemma 2.13 gives 0 = ∆˜(zi) = ∆˜(v0) = σ(v0)+(−1)(Nv0−1)+Nv0(1− 1av0 ) = 1−Nv0 ,
so Nv0 = 1, which implies that v0 is a node by Lemma 2.13. This contradiction shows that
z1, zn are nodes, so Nd(T) = {z1, zn}. If 1 < i < n then zi /∈ Nd(T), so Lemma 2.15(b) implies
that zi = v0; this implies that n ∈ {2, 3} and that if n = 3 then z2 = v0.
Cor. 8.4(c) implies that each v ∈ Nd(T) has type [d1, . . . , ds] = [1, Nv, . . . , Nv] and satisfies
av = 1; thus no dead end is attached to v, so δv = s + ε(v) = s + 1. If s = 1 then δv = 2, so
v = v0 by Def. 1.23(iv). If s 6= 1 then δv > 2, so v 6= v0 by Thm 8.8(c). This completes the
proof. 
9. The cases ∆˜(N) = 2 and ∆˜(N) = 4
We continue to assume that T is a minimally complete Newton tree at infinity.
We consider the cases where ∆˜(N) ∈ {2, 4}. Note that this implies that
(74) |Ω(T)| ≤ 1
because Thm 4.27 implies that if |Ω(T)| > 1 then ∆˜(N) ≤ 0. As discussed in the Introduction,
for any tree coming from a primitive polynomial the number ∆˜(N) is even and nonnegative
since it is equal to twice the genus of the generic fiber. So the case ∆˜(N) = 3 is not interesting
for applications, which explains why it is not discussed in this section.
9.1. Corollary. Assume that ∆˜(N) = 2, let z ∈ In(T) and consider O = O(T, z).
(a) |O| ∈ {0, 1, 2, 3} and if |O| ≥ 2 then |Ω(T)| = 1.
(b) If |O| = 2 (resp. |O| = 3) then the rooted tree O˜ appears in row (a) (resp. (b)) of
Figure 4.
Proof. Part (a) follows from Cor. 6.20 and (74). If |O| = 2 then O˜ must be the tree in row (a)
of Fig. 4. Assume that |O| = 3. Then O˜ must be one of the trees in rows (b) and (c) of Fig. 4.
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However it cannot be the one in row (c) because that one satisfies B+2(L−2)+|O2| = 3 > ∆˜(N),
violating part (c) of Cor. 6.21. 
We shall now consider separately the four cases of Cor. 9.1 (i.e., the four values of |O|). If
|O| = 1 (resp. 2, 3) we write O = {C0} (resp. O = {C0, C1}, O = {C0, C1, C2}) where C0
always has the meaning defined in paragraph 6.10. Also, we use the abbreviation ui = uCi for
i = 0, 1, 2.
Keep in mind that the equivalent conditions of Lemma 6.17 are satisfied whenever Ω(T) 6= ∅.
9.2. Corollary. If ∆˜(N) = 2 and |O| = 3 then the following hold.
(a) |Ω(T)| = 1, δ∗(u0) = 3, R(u0, {eu0}) = 0 and t(u0) = 0.
(b) t(u1), t(u2) ∈ {0, 1, 2} and ∆˜(V¯ (u1)) = 1 = ∆˜(V¯ (u2)).
(c) For each i ∈ {1, 2}, if γu0,ui = (ui,0, . . . , ui,ni) then for all j such that 0 < j < ni we
have ε(ui,j) = 2 and ∆˜(ui,j) = 0.
Proof. By Cor. 9.1, we have |Ω(T)| = 1 and the rooted tree O˜ appears in row (b) of Figure 4.
Thus δ∗(u0) = 3. Since B + 2(L − 2) + |O2| = 2 = ∆˜(N), Cor. 6.21 implies that T = 0,
x0 = 0, c˙(C1) = 0 = c˙(C2) and xC1 = 0 = xC2 . The condition T = 0 gives t(u1), t(u2) ∈
{0, 1, 2}, and (by Cor. 6.12) c˙(C1) = 0 = c˙(C2) gives assertion (c). Since x0 = 0, we have
∆˜
(
V¯ (u0)∪N(u0, eu0)
)
= δ∗(u0)−3, so Cor. 6.16(c) implies that R(u0, {eu0}) = 0 and t(u0) = 0.
For each i = 1, 2 we have t(ui) ≤ 2, so ε(ui) ≤ 3; since xCi = 0, it follows that ∆˜(V¯ (ui)) =
max(1, ε(ui)− 2) = 1. 
9.3. Corollary. If ∆˜(N) = 2 and |O| = 2 then the following hold.
(a) |Ω(T)| = 1, δ∗(u0) = 2, t(u0) ∈ {0, 1, 2} and R(u0, A) = 1, where we define A =
{eu0} ∪
{
e ∈ Eu0 | (u0, e) is a tooth
}
.
(b) t(u1) ∈ {0, 1, 2} and ∆˜(V¯ (u1)) = 1
(c) If γu0,u1 = (u1,0, . . . , u1,n1) then for all j such that 0 < j < n1 we have ε(u1,j) = 2 and
∆˜(u1,j) = 0.
Proof. Cor. 9.1 implies that |Ω(T)| = 1 and that O˜ is in row (a) of Figure 4. Thus δ∗(u0) = 2.
Since B + 2(L− 2) + |O2| = 2 = ∆˜(N), Cor. 6.21 implies that T = x0 = xC1 = c˙(C1) = 0. The
condition T = 0 gives t(u1) ∈ {0, 1, 2} and c˙(C1) = 0 gives assertion (c). The condition x0 = 0
implies that ∆˜
(
V¯ (u0) ∪ N(u0, eu0)
)
= |δ∗(u0) − 3| = 1, so R(u0, A) = 1 follows from Lemma
6.17(ii), and t(u0) ∈ {0, 1, 2} follows from R(u0, A) = 1. We have t(u1) ≤ 2, so ε(u1) ≤ 3; since
xC1 = 0, we get ∆˜(V¯ (u1)) = max(1, ε(u1)− 2) = 1. 
9.4. Corollary. If ∆˜(N) = 2 and |O| = 1 then δ∗(u0) = 1 and
|{x ∈ Du0 | kx > 1}|+ a∗u0 + t(u0) ≤ 4.
Proof. δ∗(u0) = 1 is clear and the last assertion is Cor. 4.14. 
9.5. If ∆˜(N) = 2 and |O| = 0 then |S(T)| = 1, so Cor. 5.10 applies to this case.
We shall now say a few words about the case ∆˜(N) = 4.
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9.6. Corollary. Assume that ∆˜(N) = 4, let z ∈ In(T) and consider O = O(T, z).
(a) |O| ∈ {0, 1, 2, 3, 4, 5} and if |O| ≥ 4 then |Ω(T)| = 1.
(b) If |O| > 1 then O˜ appears in one of the rows (a–g, j–l) of Figure 4.
Proof. Part (a) follows from Cor. 6.20 and (74). Assume that |O| > 1; then O˜ is a rooted tree
whose number |O| of vertices satisfies 2 ≤ |O| ≤ 5; as all such rooted trees are listed in Fig. 4,
O˜ appears in that Figure. By Cor. 6.21(c), O˜ must satisfy the condition B + 2(L− 2) + |O2| ≤
∆˜(N) = 4, so O˜ is in one of the ten rows (a–g), (j–l). 
In six of the ten cases of Cor. 9.6(b) we have B + 2(L− 2) + |O2| = 4, so
(75) T + x0 +
∑
C∈O\{C0}(c˙(C) + xC) = 0
by Cor. 6.21(a) and consequently T = 0 = x0 and c˙(C) = 0 = xC for all C ∈ O \ {C0}. As we
saw in the proofs of Corollaries 9.2 and 9.3, consequences can be deduced from that. In the
remaining four cases the sum (75) is equal to 1 or 2, which leads to a large number of cases.
We shall not further elaborate the case ∆˜(N) = 4.
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