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Sommaire
Cette thèse traite du calcul explicite des variables amassées des algèbres amassées de
types D et D˜ dans un premier temps et de la mutation des frises de type A dans un
second temps. Elle a fait l’objet de deux articles montrant une étroite relation entre les
frises et les algèbres amassées. Les algèbres amassées ont été introduites au début des
années 2000 par Sergey Fomin et Andrei Zelevinsky. On connait l’existence d’une relation
entre les algèbres amassées de type A et les frises de type A [CC06] et plus tard, cette
relation a été étendue aux cas Dynkin et Euclidien en général [ARS10, AD11, AR12,
ADSS11]. Nous avons utilisé cette relation entre les algèbres amassées et les frises pour
calculer les variables amassées des algèbres amassées de types D et D˜ par des formules
explicites au moyen du produit matriciel.
Étant donné un carquois Q de type Dn ( ou D˜n ), nous établissons une relation entre
les valeurs dans une frise de type Dn ( ou D˜n ) et certaines valeurs dans une frise de type
A2n−1 ( ou A˜2n−1, respectivement ) particulière. Ceci a permis de donner une formule
explicite pour le calcul des variables amassées d’une algèbre amassée de type D ( ou D˜ )
à partir des résultats connus pour le cas A ( ou A˜, respectivement ).
Enfin, nous nous sommes intéressés à la mutation des frises de type A. Nous montrons
une façon de muter une frise de type A, établissant ainsi une correspondance entre
les flips de triangulations de polygones et les frises de type A et par conséquent une
correspondance entre les mutations de carquois de type A et les mutations de frises
de type A. Cette conséquence découle de la relation entre les flips de triangulations de
surfaces et les mutations de carquois provenant des surfaces [FST08].
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Introduction
Au début des années 2000, Sergey Fomin et Andrei Zelevinsky ont introduit la théorie des
algèbres amassées pour l’étude des problèmes de positivité totale et de bases canoniques
dans les groupes algébriques [FZ02]. Les algèbres amassées sont apparues plus tard dans
divers domaines mathématiques dont la bibliographie à ce sujet est exhaustive. Nous
citons néanmoins certains domaines de connexion à savoir la combinatoire, la théorie de
Lie, la géométrie de Poisson, la théorie de Teichmüller, la physique mathématique et la
théorie des représentations des algèbres.
Étant donné un ensemble fini de n indéterminées χ = {u1, u2, ..., un} et Γ un car-
quois sans boucle ni 2-cycle ayant n points, l’algèbre amassée A(Γ, χ) est la Z-algèbre
engendrée par un ensemble de variables appelées variables amassées. Ces variables sont
définies de manière recursive par un processus appelé mutation.
Le calcul explicite de ces variables est très complexe et a été largement étudié [ ARS10,
ADSS11, AD11, AR12, BMRRT06, BMR08 ]. Un moyen adéquat pour le calcul explicite
de ces variables amassées est l’usage des frises. Assem, Reutenauer et Smith ont utilisé
les frises pour donner une formule explicite au moyen du produit matriciel permettant
le calcul des variables amassées d’une algèbre amassée de type A, voir [ARS10].
Cette thèse propose des formules pour le calcul explicite des variables amassées des
algèbres amassées de types D et D˜ à partir des frises et au moyen du produit matriciel.
Après un premier chapitre d’introduction, au chapitre 2, nous associons à un carquois
Q de type Dn un carquois Q′ de type A2n−1. Ceci nous permet d’identifier les valeurs dans
une frise de type Dn à certaines valeurs dans une frise de type A2n−1 particulière. Nous
illustrons ce résultat par le théorème 2.14 comme suit (pour les définitions et notations,
voir le corps du texte) :
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Théorème 1 (2.14)
Soient n ≥ 4 un entier, G une graine de type Dn et F¯ le carquois modelé associé à G.
Alors F¯ est le sous-carquois plein du carquois fondamental de la frise de type A2n−1
associée à Λ′. Ce carquois fondamental a pour diagonale descendante d1 passant par la
variable u1u2, celle de la (n+ 1)-ième position dans Λ′.
Ce théorème 2.14 permet, au vu des résultats obtenus dans [ARS10], de donner une
formule explicite pour le calcul des variables amassées d’une algèbre amassée de type Dn.
Nous donnons cette formule dans le théorème 2.21.
Théorème 2 (2.21)
Soit F¯ le carquois modelé associé à une graine G de type Dn dont les flèches de la fourche
sont toutes deux entrantes ou toutes deux sortantes.
Considérons un point (u, v) dans F¯ de mot associé b0x1b1x2...bnxn+1bn+1, n ≥ 1, xi ∈
{x, y}, bi ∈ Q(u1, u2, ..., un). La valeur de la frise Υ en ce point (u, v) est donnée par la
fonction T : Z2 → Q(u1, u2, ..., un) définie comme suit :
a. Pour un point (u, v) sur les frontières F ou tF , T(u, v) coincide avec la valeur de
la frise Υ en ce point.
b. Pour un point (u, v) dont les deux projections tombent sur une des frontières F ou
tF , on a :
T(u, v) =
1
b1b2...bn
(1, b0)
n∏
i=2
M(bi−1, xi, bi)
(
1
bn+1
)
c. Pour un point (u, v) dont la projection horizontale tombe sur F et la projection
verticale sur tF , on a :
T(u, v) =
1
b1b2...bn
(1, b0)
n∏
i=2
M(bi−1, xi, bi)
(
bn+1
1
)
.
Contrairement au cas Dn où l’algèbre amassée associée est de type fini, nous abordons,
au chapitre 3, le cas D˜n où l’algèbre amassée associée est de type infini. Utilisant la même
méthode que dans le cas Dn, nous associons à un carquois Q de type D˜n un carquois Q′
de type A˜2n−1. Ceci nous permet d’associer au carquois Q une frontière admissible (non
stationnaire) f˜0. Nous montrons au théorème 3.14 que le SL2-pavage obtenu en-dessous
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de la frontière f˜0 contient les valeurs de la frise associée à Q. Nous avons :
Théorème 3 (3.14)
Soient n ≥ 4 un entier et F¯ le carquois modelé associé à la graine G. Alors les lignes
horizontales dans F¯ sont les rayons diagonaux dans le SL2-pavage associé à f˜0 dont
chacun a pour origine un sommet de la souche ω¯ dans f˜0 = ∞(ω1)ω¯(ω2)∞.
À partir du théorème 3.14 nous identifions et calculons les variables amassées trans-
jectives d’une algèbre amassée de type D˜n dans le SL2-pavage en dessous de f˜0. Au vu
des résultats obtenus dans [AR12] pour le cas A˜, nous calculons les variables amassées
non-transjectives d’une algèbre amassée de type D˜n en identifiant le tube de rang (n−2)
dans le carquois d’Auslander-Reiten associé à Q′ au tube de rang (n − 2) associé à Q.
Pour cela nous prouvons le théorème 3.19.
Théorème 4 (3.19)
Soient n ≥ 4 un entier, G une graine de type D˜n et G ′ celle de type A˜2n−1 associée à G.
Les variables non-transjectives sur le tube de rang s = (n− 2) du cas A˜2n−1 particulier,
s’identifient aux variables amassées non-transjectives sur tube de rang (n−2) de l’algèbre
amassée A(G) de type D˜n.
Remarquons que si n = 4 on a trois tubes de rang 2 dans le cas D˜n.
Enfin, dans ce travail nous abordons la technique de mutation des frises de type A. Il
est bien connu qu’il existe un lien entre les frises et les triangulations de polygones sans
ponctions [CC73-a et b] d’une part et d’autre part entre les triangulations de polygones
et les carquois de type A, voir [CCS06]. Alors, abordant la notion de mutation des car-
quois [K10] et celle des flips de triangulations [Ha91], il est judicieux de s’interroger sur
la notion de mutation des frises de type A. Nous prouvons alors le théorème 4.10.
Théorème 5 (4.10)
Soient n ≥ 0 un entier, Pn+3 un polygone, T une triangulation de Pn+3 et FT la frise
associée à la triangulation T . Alors pour tout point (r, s) := 1, s /∈ {r − 1, r + 1},
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r, s ∈ {1, ..., (n+ 3)} de la frise F on a µrs(FT ) = Fµrs(T ). 
Cette thèse est subdivisée comme suit. Le chapitre 1 est celui des rappels de concepts
de base dans la théorie des algèbres amassées et des frises. Nous y fixons les notations
que nous utilisons par la suite. Dans les chapitres 2 et 3 nous présentons les principaux
résultats de cette thèse. Enfin au chapitre 4 nous proposons une manière géométrique de
muter les frises de type A.
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Chapitre 1
Préliminaires
Dans ce chapitre nous introduisons les notions nécessaires à la compréhension de cette
thèse.
Nous allons aborder les notions de carquois, d’algèbres amassées, de catégorie amassée
et de frises. Loin de couvrir toute la littérature scientifique, nous référons le lecteur ou la
lectrice à [ASS] pour la notion de carquois, à la série d’articles [FZ02], [FZ03], [BFZ05],
[FZ07] pour les algèbres amassées, à l’article [BMRRT06] pour la notion de catégorie
amassée et aux articles [C71], [CC73], [ARS10], [KS11] pour les frises.
I Carquois
Dans cette section nous nous intéressons à la notion de carquois et nous fixons aussi des
notations et la terminologie que nous utilisons par la suite.
Définition 1.1
Un carquois est un quadruplet Q = (Q0,Q1, s, t) constitué de deux ensembles Q0 (dont
les éléments sont appelés points ou sommets) et Q1 (dont les éléments sont appelés
flèches) et de deux applications s, t : Q1 → Q0 qui associent à chaque fléche α sa source
s(α) et son but t(α).
En pratique, on représente un carquois par une figure comme dans l’exemple suivant :
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Exemple 1.2
(a) : 1 // 2oo // 3 4oo , (b) : 1 // 3

2
cccc
.
Une flèche α dont la source et le but coincident est un boucle. Un 2-cycle est un couple
de flèches distinctes α, β telles que s(α) = t(β) et t(α) = s(β). On définit de même un
n-cycle pour tout entier n. Un carquois Q est dit acyclique s’il ne contient aucun cycle.
On dit qu’un carquois Q′ = (Q′0,Q′1, s′, t′) est un sous-carquois de Q = (Q0,Q1, s, t) si
on a Q′0 ⊆ Q0, Q′1 ⊆ Q1 et que les restrictions s|Q′1 , t|Q′1 de s, t à Q′1 sont respectivement
égales à s′, t′. Un tel sous-carquois est dit plein si Q′1 est l’ensemble de toutes les flèches
dansQ1 dont les sources et les buts appartiennent àQ′0 c’est-à-direQ′1 = {α ∈ Q1| s(α) ∈
Q′0 et t(α) ∈ Q′0}.
Pour simplifier la notation, on note souvent le carquois Q = (Q0,Q1) ou tout simple-
ment Q.
Un carquois Q est dit fini si Q0 et Q1 sont deux ensembles finis et connexe si son
graphe sous-jacent est connexe. On représente souvent une flèche α ∈ Q1 de source d et
de but e par α : d→ e et on lui associe un inverse formel α−1 : e→ d de source e et de
but d.
Définition 1.3
On appelle marche réduite de longueur l ≥ 1 de d à e dans Q, une suite pi = γε11 γε22 ...γεll
avec εj ∈ {−1, 1}, γεjj 6= γ−εj+1j+1 s(γε11 ) = d, t(γεll ) = e, t(γεjj ) = s(γεj+1j+1 ) , 1 ≤ j ≤ l.
À un sommet i ∈ Q0, on associe une marche de longueur 0.
Considérons un carquois Γ fini sans boucle ni 2-cycle dont l’ensemble des sommets est
numéroté de 1 à n pour un entier positif n. À un tel carquois on associe une matrice
antisymétrique B = BΓ dont le coefficient bij est la différence entre le nombre de flèches
de i à j et le nombre de flèches de j à i pour tous 1 ≤ i, j ≤ n c’est-à-dire
bij = |{i → j}| − |{j → i}|. Réciproquement, à toute matrice antisymétrique B à
coefficients entiers on associe un carquois ΓB fini sans boucle ni 2-cycle.
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Définition 1.4
Soit Γ un carquois fini sans boucle ni 2-cycle et k un sommet de Γ. On appelle carquois
muté µk(Γ), le carquois obtenu à partir de Γ comme suit :
1. pour tout sous-carquois i β // k α // j , on ajoute une nouvelle flèche [α, β] : i // j ,
2. on inverse toutes les flèches de source ou de but k,
3. on supprime les flèches d’un ensemble maximal de 2-cycles disjoints deux à deux.
Remarque 1.5
Le procédé de mutation est involutif c’est-à-dire µkµk(Γ) = Γ.
Soit B = (bij)1≤i,j≤n la matrice antisymétrique associée à Γ et Bˆ = (bˆij)1≤i,j≤n celle
associée à µk(Γ) = Γˆ. Les deux matrices sont liées par la relation suivante :
bˆij =
{ −bij si i = k ou j = k,
bij +
1
2
(bik|bkj|+ |bik|bkj) sinon .
Cette relation est une règle de mutation des matrices antisymétriques introduite par
Fomin et Zelevinsky dans [FZ02].
Exemple 1.6
Considérons le carquois suivant : Γ : 1 // // 3
~~~~
2
cccc .
La matrice antisymétrique B associée à Γ est :
B =
 0 −1 11 0 −1
−1 1 0
 .
Mutons Γ en son sommet 2. On obtient le carquois µ2(Γ) = Γˆ : 1 // 2 // 3 et la matrice
suivante est celle qui lui est associée :
µ2(B) = Bˆ =
 0 1 0−1 0 1
0 −1 0
 .
On dit que deux carquois Γ et Γ′ sont équivalents par mutation s’il existe une suite
finie de mutations µ1, µ2, ..., µt telles que µ1µ2...µt(Γ) = Γ′.
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Nous nous intéresserons particulièrement à certains types de carquois dans la suite
dont nous donnons ici les graphes sous-jacents.
∗ Graphes de type Dynkin
An(n ≥ 1) : 1 . . . (n− 1) n.
1
Dn(n ≥ 4) : 3 . . . (n− 1) n.
2
4
E6 : 1 2 3 5 6.
4
E7 : 1 2 3 5 6 7.
4
E8 : 1 2 3 5 6 7 8.
∗ Graphes de type euclidien ou affine
(n+ 1)
A˜n(n ≥ 1) : 1 2 3 . . . . . . (n− 1) n.
1 (n+ 1)
D˜n(n ≥ 4) : 3 . . . (n− 2) (n− 1).
2 n
4
74
E˜6 : 1 2 3 5 6.
4
E˜7 : 8 1 2 3 5 6 7.
4
E˜8 : 1 2 3 5 6 7 8 9.
Dans ce qui suit nous introduisons de manière élémentaire la théorie des algèbres
amassées antisymétriques que nous restreignons au cas sans coefficients. Pour une lecture
plus approfondie, nous référons le lecteur ou la lectrice aux articles [FZ02], [FZ03] et
[FZ07] de Fomin et Zelevinsky.
II Algèbres amassées
Les algèbres amassées (“cluster algebras”) introduites dans [FZ02] au début des années
2000 par Sergey Fomin et Andrei Zelevinsky, se sont révélées importantes en mathéma-
tiques de par leurs connexions avec plusieurs branches et ont été largement développées
dans de nombreux travaux.
Considérons l’anneau Z[u1, ..., un], n ≥ 1, qui est l’anneau des polynômes à coefficients
entiers en n indéterminées u1, ..., un. On définit le corps ambiant
K = Q(u1, ..., un) de la manière suivante :
K = Q(u1, ..., un) =
{
f(u1, ..., un)
g(u1, ..., un)
| f, g ∈ Z[u1, ..., un]
}
,
K est le corps des fractions rationnelles muni des opérations usuelles des fractions.
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Définition 1.7
Soit χ = {u1, ..., un} l’ensemble fini des n générateurs du corps ambiant K. On appelle
amas initial l’ensemble fini χ. Les éléments de χ sont appelés variables initiales.
Ceci nous permet de définir la notion de graine ([FZ03-1.2]).
Définition 1.8
Soient Γ un carquois sans boucle ni 2-cycle ayant n points et χ = {u1, ..., un} un amas
initial. On appelle graine initiale la paire (Γ, χ) où chaque ui est associée au point
i (pour 1 ≤ i ≤ n).
Nous avons vu que la mutation de carquois permet de transformer un carquois Γ en
un nouveau carquois Γˆ. Il en est de même pour un amas χ, ainsi la mutation permet de
transformer un amas χ en un nouvel amas χˆ en ne changeant qu’une variable à la fois.
Ceci nous amène à la mutation µk d’une graine (Γ, χ) en une variable uk. Désignons par
k+ = {α ∈ Γ1 | s(α) = k} et k− = {α ∈ Γ1 | t(α) = k}.
Définition 1.9
Soient (Γ, χ) une graine et k un sommet de Γ. La mutation µk de (Γ, χ) est la graine
(Γˆ, χˆ) où Γˆ = µk(Γ) et χˆ est obtenu à partir de χ en remplaçant l’élément uk ∈ χ par
l’élément uˆk donné par
uˆkuk =
∏
α∈k+
ut(α) +
∏
α∈k−
us(α). (I − 1)
La relation (I−1) est appelée relation d’échange. On convient que le produit vide vaut
1. Remarquons que la nouvelle variable uˆk appartient au corps ambiant K et on vérifie
aisément que µ2k(Γ, χ) = (Γ, χ).
On dira que deux graines (Γ1, χ1) et (Γ2, χ2) sont mutation-équivalentes et on note
(Γ1, χ1) ∼mut (Γ2, χ2) s’il existe une suite de sommets i1, ..., ik ∈ {1, ..., n} telle que
(Γ2, χ2) = µik ◦ ... ◦ µi1(Γ1, χ1). Ainsi la relation ∼mut est-elle une relation d’équivalence.
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Exemple 1.10
Soit Γ le carquois
1 // // 3
~~~~
2
```` ,
et χ = {u1, u2, u3} l’amas initial. La graine (Γ, χ) peut être représentée par le diagramme
suivant :
u1 //// u3
{{{{
u2
cccc .
Mutons la graine (Γ, χ) en la variable u1.
On obtient µ1(Γ) = Γˆ : 2 1oo 3oo et µ1(χ) = χˆ = {u2, u3} ∪ {uˆ1} où uˆ1 = u2 + u3
u1
.
Ce qui nous donne χˆ =
{
u2 + u3
u1
, u2, u3
}
.
La mutation de la graine (Γ, χ) en la variable u1 nous donne la graine (Γˆ, χˆ) que nous
représentons par u2
u2 + u3
u1
oo u3oo .
Fixons maintenant la graine initiale (Γ, χ) et χk = µi1 ◦ ... ◦ µik(χ) l’amas obtenu de
χ par la suite de mutations µi1 , ..., µik . Alors
⋃
k χk est l’ensemble de toutes les variables
amassées. Ceci nous conduit à la définition de l’algèbre amassée.
Définition 1.11
On appelle algèbre amassée de graine initiale (Γ, χ), la sous Z-algèbre du corps ambiant
K engendrée par ⋃k χk. On la note A = A(Γ, χ) = Z [⋃k χk].
Exemple 1.12
Considérons la graine (Γ, χ) représentée par u1 // u2 .
Faisons le processus de mutation suivant :
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u1 // u2 ∼µ1 1 + u2
u1
u2 ∼µ2 1 + u2
u1
oo // 1 + u1 + u2
u1u2
∼µ1
∼µ1 1 + u1
u2
1 + u1 + u2
u1u2
∼µ2 1 + u1
u2
oo // u1 ∼µ1 u2 u1.oo
Nous obtenons alors toutes les variables amassées possibles à partir de l’amas initial
χ = {u1, u2}. L’algèbre amassée A(Γ, χ) est :
A ( 1 // 2 , {u1, u2}) = Z [u1, u2, 1 + u2
u1
,
1 + u1
u2
,
1 + u1 + u2
u1u2
]
.
Remarque 1.13
Chaque algèbre amassée dépend uniquement de la graine initiale. Ainsi les graines de
l’algèbre amassée A(Γ, χ) sont-elles les graines mutation-équivalentes à (Γ, χ).
Si le carquois Γ est mutation équivalent à un carquois d’un type Dynkin (ou euclidien)
∆, nous disons que l’algèbre amassée A(Γ, χ) est du même type Dynkin (ou euclidien,
respectivement) ∆.
Étant donné que les algèbres amassées sont définies par un ensemble de générateurs,
nous sommes en droit de poser la question de la finitude de cet ensemble. Fomin et Ze-
levinky dans [FZ03] ont donné une classification des algèbres amassées dont l’ensemble
des variables amassées est fini. Cette classification fait ressortir les diagrammes Dynkin
qui sont connus dans la classification des algèbres de Lie semi-simples de dimension finie
(voir [H72] ou [Ka83]).
Définition 1.14
Une algèbre amassée A(Γ, χ) est dite de type fini si ⋃k χk est un ensemble fini.
Le théorème suivant caractérise les algèbres amassées de type fini.
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Théorème 1.15 (FZ03-1.8)
Soit Γ un carquois connexe. Une algèbre amassée A(Γ, χ) est de type fini si et seulement
si Γ est mutation-équivalent à un carquois de type Dynkin. 
Nous savons que l’algèbre amassée A est une sous Z-algèbre du corps des fractions
rationnelles en les variables ui, avec i = 1, ..., n. Fomin et Zelevinsky ont montré que A
est un sous-anneau de l’anneau Z[χ±1] = Z[u±1i , i ∈ {1, ..., n}] des polynômes de Laurent
en les variables ui. Tout élément p de Z[χ±1] peut s’écrire sous la forme d’une fraction
irréductible
p =
Σk∈Zaku
p1k
1 u
p2k
2 ...u
pnk
n
uα11 u
α2
2 ...u
αn
n
avec pik et αi des entiers positifs et ak 6= 0 seulement en un nombre fini de k.
Ceci nous conduit au résultat suivant connu sous le nom de phénomène de Laurent.
Théorème 1.16 (FZ02-3.1)
Soit (Γ, Y = {y1, ..., yn}) une graine quelconque d’une algèbre amassée A. Alors toute
variable amassée s’écrit comme polynôme de Laurent en les variables y1, y2, ..., yn. En
particulier, A ⊆ Z[y±1i , i ∈ {1, ..., n}]. 
Une des conjectures fondamentales dans la théorie des algèbres amassées est la conjec-
ture de positivité (nous désignons l’ensemble des entiers positifs par Z≥0) :
Conjecture 1.17 (FZ03)
Les variables d’amas s’écrivent comme des polynômes de Laurent à coefficients entiers
positifs en les variables de tout amas. Autrement dit, toute variable amassée est dans
Z≥0[χ±1].
Cette conjecture a été prouvée pour toute algèbre amassée provenant d’un carquois
[LS13]. Rappelons que les algèbres amassées ont été définies pour les matrices antisy-
métrisables et que les carquois provenant des surfaces ne représantent que les matrices
antisymétriques.
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III Catégorie amassée
Un cadre pour l’étude des algèbres amassées est la catégorie amassée. La catégorie amas-
sée a été trouvée par Buan, Marsh, Reineke, Reiten et Todorov [BMRRT06]. Elle est un
des outils essentiels pour l’étude des algèbres amassées.
Une autre catégorification a été indépendamment étudiée par Geiss, Leclerc et Schröer
à l’aide de l’algèbre préprojective [GLS05], [GLS06], [GLS07], [GLS08]. Cette dernière
permet d’obtenir une classe plus large d’algèbres amassées dont certaines ne contiennent
aucune graine acyclique. Aussi avons-nous la catégorie amassée généralisée de C. Amiot
[Am11] qui permet de catégorifier toute algèbre amassée provenant d’un carquois.
Dans cette section nous définissons la catégorie amassée selon [BMRRT06] et nous
étudions sa relation avec les algèbres amassées. Pour les notions et propriétés des caté-
gories et des foncteurs, nous référons le lecteur ou la lectrice à [ASS- Appendix A] ou
bien à [A].
Soit C une catégorie additive, on note Ob(C) la classe des objets de C et pour tous
X, Y dans Ob(C) on note HomC(X, Y ) l’ensemble des morphismes de X vers Y dans C.
On désigne par ind(C) une sous-catégorie pleine formée par un représentant de chaque
classe d’isomorphisme des objets indécomposables de C.
Pour un ensemble d’objets D de C , on note addD la sous-catégorie additive de C
engendrée par des sommes de facteurs directs d’objets de D.
Soient Q un carquois acyclique fini, K un corps et H = KQ, l’algèbre des chemins
associée à Q.
Soient modH la catégorie des H-modules de type fini, Db(modH) la catégorie dé-
rivée bornée des complexes dans modH, [1] le foncteur suspension et τ la translation
d’Auslander-Reiten [ARS95].
Notons qu’un H-module indécomposable M est projectif (ou injectif) si et seulement
si τM = 0 (ou τ−1M = 0, respectivement).
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Définition 1.18
Un H-module indécomposable N est dit postprojectif (ou préinjectif) s’il est dans la τ -
orbite d’un module projectif (ou injectif, respectivement). Le module N est dit régulier
s’il n’est ni postprojectif ni préinjectif.
Nous définissons à présent la catégorie d’orbites.
Définition 1.19
Soient C une catégorie K-linéaire et F : C → C une auto-équivalence de C. On appelle
catégorie d’orbites C/F, la catégorie définie par Ob(C/F) = Ob(C) et pour tous objets
X, Y de Ob(C/F), on pose HomC/F(X, Y ) =
⊕
i∈ZHomC(X,FiY ).
Il faut noter que la catégorie Db(modH) est munie d’un foncteur de translation
d’Auslander-Reiten τ : Db(modH)→ Db(modH) qui est une auto-équivalence deDb(modH).
Par conséquent, la composition τ−1[1] est une auto-équivalence de Db(modH). On peut
alors former la catégorie d’orbites de τ−1[1] dans Db(modH).
On énonce maintenant la définition de la catégorie amassée selon [BMRRT06].
Définition 1.20
Soit Q un carquois acyclique fini. On appelle catégorie amassée de Q la catégorie d’orbites
CQ = Db(modH)/τ−1[1].
D’après [BMRRT06] la catégorie amassée CQ est K-linéaire, Krull-Schmidt et de classes
d’objets indécomposables ind(CQ) pouvant être identifié à ind(modH) unionsq {Pi[1], i ∈ Q0}
avec Pi un H-module projectif.
Un objet indécomposable M de CQ est dit transjectif s’il existe un entier z ∈ Z tel
queM [z] ' Pi[1] pour un certain i ∈ Q0. Un objet quelconque de CQ est dit transjectif si
tous ses facteurs directs indécomposables sont transjectifs. Un objet indécomposable M
de CQ est dit régulier s’il n’est pas transjectif. Un objet quelconque de CQ est dit régulier
si tous ses facteurs directs indécomposables sont réguliers.
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Lemme 1.21 (D08-2.2.7)
Soient Q un carquois acyclique et M un objet indécomposable de CQ. Alors M est soit
transjectif ou bien un H-module régulier (non-transjectif). 
Une classe importante d’objets dans la catégorie amassée CQ est la classe des objets
inclinants amassés.
Définition 1.22
Un objet inclinant amassé de CQ est un objet T dans Ob(CQ) tel que :
1. T est rigide dans CQ c’est-à-dire Ext1CQ(T, T ) = 0,
2. si M est un objet dans CQ tel que Ext1CQ(M,T ) = 0, alors M ∈ addT .
La définition 1.12 reste valide en remplaçant le (2) par :
(2)′- le nombre de facteurs directs de T est égal au nombre de H-modules simples
[BMRRT06].
L’application de Caldero et Chapoton
Caldero et Chapoton [CC06] ont introduit une application connue sous le nom d’applica-
tion de Caldero-Chapoton et aussi sous le nom de caractère amassé associé à un carquois
acyclique Q. Cette application associe à un objet de la catégorie CQ d’un carquois acy-
clique Q un élément de l’anneau des polynômes de Laurent Z[χ±1].
Pour tout KQ-moduleM notons dimM son vecteur dimension et Gre(M) la grassman-
nienne de sous-modules de vecteur dimension e de M . Puisque Gre(M) est une variété
projective, on peut noter χ(Gre(M)) sa caractéristique d’Euler et < −,− > la forme
d’Euler définie comme suit : < dimM, dimN >= dimHomH(M,N)− dimExt1H(M,N).
Définition 1.23
Soit Q un carquois acyclique à n sommets et CQ la catégorie amassée associée à Q. Le
caractère amassé associé à Q est l’application X? : Ob(CQ)→ Q(u1, ..., un) définie comme
suit :
1. pour tout i ∈ Q0, on pose XPi[1] = ui,
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2. pour tous objets M,N de CQ, XM⊕N = XMXN ,
3. si M est un H-module indécomposable, alors
XM =
∑
e
χ(Gre(M))
n∏
i=1
u<Si,e>−<e,Si>−<Si,M>i .
Remarquons que Caldero et Chapoton ont montré dans [CC06] que le point 3 de la
définition 1.23, étendu aux modules décomposables, entraîne les points 1 et 2.
Catégorie amassée et algèbre amassée
L’importance du caractère amassé est qu’il intervient dans la catégorification des algèbres
amassées acycliques au moyen de la catégorie amassée.
Soit T =
⊕
i∈Q0 Ti un objet inclinant amassé dans CQ, on appelle ensemble inclinant
amassé l’ensemble {Ti, i ∈ Q0} des facteurs directs indécomposables de T .
Le théorème suivant établit une relation entre la catégorie amassée et l’algèbre amas-
sée associées à un carquois acyclique Q.
Théorème 1.24 (CK06)
Soit Q un carquois acyclique. Alors l’application X? induit des bijections :
1.
{ objets inclinants amassés dans CQ } −→ {amas dans A(Q,χ)}
{Ti, i ∈ Q0} 7−→ {XTi , i ∈ Q0},
2.
{ objets rigides indécomposables dans CQ } −→ {ensemble des variables amassées de A(Q,χ)}
M 7−→ XM .

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IV Frises
Introduites par Coxeter [C71] puis étudiées par Conway et Coxeter [CC73-a et b], les
frises ont connu un regain d’intérêt trois décennies plus tard par leurs liens avec les
algèbres amassées, une relation que nous verrons dans la section suivante.
Dans cette section nous nous intéressons aux frises associées aux carquois finis acy-
cliques et connexes. Mais avant intéressons-nous à la notion de carquois répétitif ([ASS-
VIII-1.1]).
Définition 1.25
Soit Q = (Q0, Q1) un carquois acyclique et connexe. On appelle carquois répétitif ZQ,
le carquois dont l’ensemble des sommets est :
(ZQ)0 = Z×Q0 = {(k, i)|k ∈ Z, i ∈ Q0}
et d’ensemble de flèches :
(ZQ)1 = {(k, α) : (k, i)→ (k, j)|k ∈ Z, α : i→ j ∈ Q1} ∪
{(k, α′) : (k, j)→ (k + 1, i)|k ∈ Z, α : i→ j ∈ Q1} .
Exemple 1.26
1. Pour le carquois Q : 1 // 2 // 3 , le carquois répétitif ZQ est :
... (−1, 3)
&&
(0, 3)
%%
(1, 3)
%%
(2, 3) ...
... (−1, 2)
''
77
(0, 2)
99
%%
(1, 2)
%%
99
(2, 2)
99
...
(−1, 1)
77
(0, 1)
88
(1, 1)
99
(2, 1)
99
...
.
2. 1

Pour le carquois Q : 3 // 4 // 5, le carquois répétitif ZQ est :
2
AA
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... (−1, 5)
&&
(0, 5)
%%
(1, 5)
%%
(2, 5)
%%
(3, 5)
... (−1, 4)
''
77
(0, 4)
%%
99
(1, 4)
%%
99
(2, 4)
99
%%
(3, 4)
99
...
(−1, 3)
''
  
77
(0, 3)

88
&&
(1, 3)
%%

99
(2, 3)
%%

99
(3, 3)
99
...
(−1, 1)
77
(0, 1)
77
(1, 1)
99
(2, 1)
99
(3, 1)
99
...
(−1, 2)
>>
(0, 2)
>>
(1, 2)
BB
(2, 2)
BB
(3, 2)
BB
.
3. Pour le carquois Q : 1 2oooo , le carquois répétitif ZQ est :
... (−1, 2)
''''
(0, 2)
%%%%
(1, 2)
%%%%
(2, 2)
%%%%
...
... (−2, 1)
77 77
(−1, 1)
88 88
(0, 1)
99 99
(1, 1)
99 99
(2, 1) ...
Nous rappellons la définition de la fonction de frise selon [ARS10-1.2].
Définition 1.27
Soit Q un carquois fini acyclique et connexe, K un corps.
Soit (k, i)− = {(m,α) ∈ (ZQ)1 | t(m,α) = (k, i)}. On appelle fonction de frise a as-
sociée à Q, la fonction a : (ZQ)0 → K, telle que pour tout (k, i) de (ZQ)0 on ait :
a(k, i)a(k + 1, i) = 1 +
∏
(m,α)∈(k+1,i)− a(s(m,α)) et de valeurs initiales a(0, i) ∈ K.
Remarque 1.28
La frise associée à un carquois Q est dite de type ∆ si le carquois Q est de type ∆. La
frise associée au carquois Q consiste à remplacer dans le carquois répétitif ZQ les points
(ZQ)0 par leurs images par la fonction de frise a.
Exemple 1.29
Considérons les carquois de l’exemple 1.26.
Posons toutes les valeurs initiales a(0, i) = 1. Nous obtenons les frises de nombres entiers
suivantes :
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1. Pour le carquois Q : 1 // 2 // 3 , la frise de type A associée à Q est :
... 2

1

4

1 ...
... 3

@@
1
@@

3

@@
3
@@

...
4
??
1
@@
2
@@
2
@@
2
.
2. 1

Pour le carquois Q : 3 // 4 // 5, la frise de type D associée à Q est :
2
AA
... 2

1

7
!!
2
  
2

2
... 3

??
1

@@
6
  
>>
13
==
!!
3

@@
3
>>
...
4
  

>>
1

@@

5


@@
11
!!

==
19
  

>>
4
??
...
5
??
1
??
2
@@
3
>>
4
==
5
@@
5
GG
1
GG
2
HH
3
GG
4
FF
5
HH
.
3. Pour le carquois Γ : 1 2oooo , la frise de type Kronecker associée à Γ est :
... 5

1

2

13
!!!!
...
... 13
>> >>
2
@@ @@
1
@@ @@
5
>> >>
34 ...
Dans le cas d’une frise de type A, posons toutes les valeurs initiales a(0, i) = 1 et
complétons-la d’une ligne de 1 au dessus et d’une ligne de 1 en dessous. On obtient en
faisant abstraction des flèches, les patrons de frises introduits par Conway et Coxeter
[CC73-a et b]. Ainsi pour le carquois Q : 1 // 2 // 3 , obtient-on :
1 1 1 1 1 1
... 2 2 1 4 1 ...
3 3 1 3 3 1 ...
4 1 2 2 2
1 1 1 1 1 1
.
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Les patrons de frises de Conway et Coxeter sont donc des pavages partiels du plan
où la première et la dernière ligne sont composées de 1 et pour tout carré de la forme
b
a d entre ces deux lignes on a la relation ad− bc = 1.
c
Cette relation est appelée la règle unimodulaire. Ceci nous conduit à la définition de
la notion de SL2-pavages du plan dont nous parlerons plus largement au chapitre 3.
Définition 1.30
Soit K un corps et Z2 le plan discret. On appelle SL2-pavage du plan, une application
t : Z2 → K telle que pour tous u, v ∈ Z on a :
det
(
t(u, v + 1) t(u+ 1, v + 1)
t(u, v) t(u+ 1, v)
)
= 1.
De même dans le cas d’une frise de type D, pour les mêmes valeurs initiales a(0, i) = 1,
en complétant la frise au dessus par une ligne de 1 puis en faisant abstraction des flèches,
on obtient les patrons de frises introduits par Baur et Marsh [BM12].
1

Ainsi pour le carquois Q 3 // 4 // 5, obtient-on :
2
AA
1 1 1 1 1 1 1
... 2 2 2 1 7 2 2 ...
3 3 1 6 13 3 3 ...
... 4 1 5 11 19 4 1
1 2 3 4 5 1 2
1 2 3 4 5 1 2
.
Il est clair que les valeurs dans la frise dépendent des valeurs initiales, d’où le lemme
suivant :
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Lemme 1.31 (AD11-3.1)
Soit une fonction de frise a : (ZQ)0 → K. Alors a est uniquement déterminée par ses
valeurs sur l’ensemble 0×Q0 = {(0, i)| i ∈ Q0}. 
Conway et Coxeter ont largement étudié les frises d’entiers de type A dont nous
rappelerons plus tard certaines propriétés. Ils ont montré que les frises de type A étaient
nécessairement périodiques.
Une des importantes propriétés de frises associées aux carquois Dynkin ou Euclidien
est la récurrence linéaire.
Définition 1.32
Soit (bn)n∈Z une suite d’éléments de K. On dit que la suite (bn)n∈Z satisfait à une ré-
currence linéaire d’ordre k ∈ N∗ s’il existe λ1, ..., λk ∈ K tels que bn = λ1bn−1+...+λkbn−k.
Ceci nous conduit au théorème suivant :
Théorème 1.33 (ARS10-3, KS11-2.1)
Soient Q un carquois à n sommets, acyclique et connexe et a : (ZQ)0 → Q(u1, u2, ..., un)
la fonction de frise ayant pour valeurs initiales a(0, i) = ui, pour tout i ∈ Q0. Alors
la suite (a(k, i))k∈Z satisfait à une récurrence linéaire si et seulement si Q est de type
Dynkin ou euclidien. 
V Algèbres amassées et frises
Bien qu’introduites trois décennies plus tard que les frises, les algèbres amassées ont un
lien étroit avec celles-ci [CC06], [Pr08], [ARS10], [D10], [AD11], [M11], [AR12], [ADSS12],
[BM12]. Nous exposons ce lien dans cette section.
Considérons la graine
(
Γ : 1 // 2 , {u1, u2}
)
que nous représentons par u1 // u2 .
D’après la définition 1.27, associons au carquois Γ la frise dont les valeurs initiales sont
a(0, i) = ui, i = 1, 2. On obtient :
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1 + u1
u2
u2
1 + u1 + u2
u1u2
u1 ...
↘ ↗ ↘ ↗ ↘ ↗ ↘
... u1
1 + u2
u1
1 + u1
u2
u2
On voit bien que toutes les variables amassées de A
(
Γ : 1 // 2 , {u1, u2}
)
sont dans
la frise. Une telle frise est appelée frise de variables.
P. Caldero et F. Chapoton ont montré [CC06-5] qu’il y a un lien entre les frises de
type A et les algèbres amassées de type A. Dans le même sens, Assem, Reutenauer et
Smith [ARS10-8] puis plus tard Assem et Dupont [AD11-1.3] ont montré que pour un
carquois fini et acyclique Γ, il suffirait de prendre les valeurs initiales a(0, i) = ui pour
avoir les variables amassées de l’algèbre amassée A(Γ, χ) dans la frise.
En ce sens, on a le théorème suivant :
Théorème 1.34 (ARS10-8)
Soient Γ un carquois fini et acyclique et a : (ZΓ)0 → Q(u1, ..., un) une fonction de frise.
On pose a(0, i) = ui, pour tout i ∈ Γ0. Alors,
1. Pour tout k ∈ Z, a(k, i) est une variable amassée de A(Γ, χ).
2. Si Γ est un carquois dont le graphe sous-jacent est de type Dynkin, alors toutes les
variables amassées se retrouvent dans la frise de variables associée à Γ. 
Il devient donc évident vu le théorème 1.16 que si on pose les variables initiales
a(0, i) = 1 alors toutes les valeurs dans la frise associée à un carquois Γ fini et acyclique
sont des entiers positifs.
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Chapitre 2
Frises de type D
Ce chapitre a fait l’objet d’un article [Ma13-I].
Nous avons vu au chapitre 1 qu’une algèbre amassée est engendrée par l’ensemble des
variables amassées. Il est donc important de connaître les expressions de ces variables
amassées. Pour ce faire, le calcul explicite des variables amassées a été largement étudié
[ARS10, ADSS11, AD11, AR12, BMRRT06, BMR08, BMR09].
Assem, Reutenauer et Smith [ARS10] ont utilisé les frises pour donner une formule
explicite au moyen du produit matriciel permettant de calculer toutes les variables amas-
sées d’une algèbre amassée de type A.
Dans ce chapitre, nous faisons usage des techniques de frises pour calculer toutes les
variables amassées d’une algèbre amassée de type D. Pour ce faire, nous établissons un
lien entre les valeurs dans une frise de type D et certaines valeurs dans une frise de type
A. Ce lien nous permettra, à la lumière de la relation entre frises et algèbres amassées,
d’obtenir un algorithme de calcul des variables amassées d’une algèbre amassée de type
D.
I Relation entre les frises de types A et D
Dans cette section nous établissons un lien entre les valeurs dans une frise de type D
et certaines valeurs dans une frise de type A particulière. Pour ce fait nous rappellons
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certaines propriétés des frises de type A et la structure d’une frise de type D.
1 Quelques propriétés des frises de type A
Soit n ≥ 0 un entier. Considérons un polygone régulier Pn+3 à (n + 3) côtés dont les
sommets sont numérotés P1, P2, ..., Pn+3 dans le sens horaire et T une triangulation de
Pn+3. Un arc de T est une classe d’isotopie de courbes joignant deux sommets Pi, Pj de
Pn+3 avec j /∈ {i− 1, i+ 1} et la convention que P1 = Pn+4 .
On associe à une triangulation T de Pn+3, un carquois ΘT de manière suivante :
Soient ∆ un triangle de T , α et β deux arcs de T qui bordent ∆. On a une flêche de α
vers β si β peut être obtenu de α par rotation autour de leur point d’intersection dans le
sens horaire en passant par l’intérieur de ∆. On fait de même pour tous les autres arcs
de T et on obtient le carquois ΘT ayant n sommets, n étant le nombre d’arcs dans une
triangulation T associée à Pn+3 (voir [CCS06-3.2], [FST08-4.1]).
Un exemple de carquois de type A3 associé à une triangulation T d’un hexagone
régulier P6 est le suivant :
Exemple 2.1
Soient P6 un hexagone régulier et T une triangulation de P6.
P1 P2

P6 P3
oo
P5 P4
Le carquois ΘT associé à la triangulation T est : ΘT : • → • → •.
Dans ce qui suit, nous ne considérons que des triangulations de polygones sans tri-
angles internes (triangles dont aucun côté ne coincide avec un côté du polygone). Le
carquois associé à une telle triangulation est toujours une orientation de An .
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Nous définissons maintenant la notion de diagonale dans une frise de type An.
Définition 2.2
Soient i0 ∈ Z et Θ un carquois fini et acyclique de type An. Une diagonale descendante
(ou ascendante) dans une frise associée à Θ est la concaténation de (n−1) flèches dirigées
vers le bas (ou haut) à partir de a(i0, n) (ou a(i0, 1), respectivement).
Remarque 2.3
Un point (k, i) ∈ (ZΘ)0 sera identifié à son image a(k, i).
En tout point (k, i) se croisent exactement deux diagonales.
Nous définissons à présent les notions de carquois fondamental et de tranche associée
à (i0,Θ), où i0 ∈ Z, dans une frise de type An.
Soient d1 la diagonale descendante issue du point (i0, n) ∈ (ZΘ)0 et d2 celle ascen-
dante, aboutissant au point (i0 + n, n) ∈ (ZΘ)0 pour un indice i0 fixé.
Définition 2.4
Soit Θ un carquois fini et acyclique de type An. On appelle carquois fondamental Θf de
la frise associée à Θ, la portion du carquois répétitif ZΘ délimitée par les diagonales d1
et d2 inclusivement.
On définit à présent la notion de tranche associée à (i0,Θ) dans une frise de type An.
Définition 2.5
Soient Pn+3 un polygone régulier, T une triangulation sans triangles internes de Pn+3 et
Θ le carquois acyclique de type An associé à T .
Soient Sk = (i, j) tel que k = n − j + 1 et i0 ∈ Z. On appelle Σ(i0,Θ) = (S1, ..., Sn) la
tranche associée à (i0,Θ) si :
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1. S1 = (i0, n)
2. si Sk = (i, j) alors
Sk+1 =
{
(i+ 1, j − 1) si on a une flèche de k à k + 1 dans Θ
(i, j − 1) si on a une flèche de k + 1 à k dans Θ.
Exemple 2.6
Considérons le carquois Θ de type A3 suivant : Θ : 1→ 2→ 3.
Le carquois à translation ZΘ associé à Θ est :
... (0, 3)
$$
(1,3)
%%
(2, 3)
$$
(3, 3) ...
... (0, 2)
$$
::
(1, 2)
::
$$
(2,2)
%%
::
(3, 2)
::
...
(0, 1)
::
(1, 1)
::
(2, 1)
::
(3,1)
::
...
En remplaçant chaque point du carqois à translation ZΘ par son image par la fonction
de frise a, on obtient la frise associée à Θ.
Un carquois fondamental est ( avec i0 = 0 ) :
(0, 3)
$$
(1,3)
%%
(2, 3)
$$
(3, 3)
(1, 2)
::
$$
(2,2)
%%
::
(3, 2)
::
(2, 1)
::
(3,1)
::
La tranche associée à (1,Θ) est : Σ(1,Θ) = ((1,3) , (2,2) , (3,1)).
Remarque 2.7
En faisant abstraction des flèches dans un carquois fondamental, on obtient un domaine
fondamental (voir [CC73 a et b]). Ainsi dans une frise de Conway et Coxeter désigne-t-on
le carquois fondamental par le domaine fondamental.
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Le lemme suivant qui est une reformulation du point 32 dans [CC73 a et b] prouve
l’existence, dans une frise associée à un carquois acyclique Θ de type Dynkin An, d’un
indice i0 tel que la tranche associée à (i0,Θ) soit constituée uniquement par des points
dont l’image par la fonction de frise a est 1.
Lemme 2.8
Soient Θ un carquois acyclique de type Dynkin An et a la fonction de frise associée à Θ.
Alors il existe un indice i0 et une tranche Σ(i0,Θ) = (S1, ..., Sn) telle que a(Sk) = 1 pour
tout k ∈ {1, ..., n}. 
2 Préliminaires sur les frises de type D
Considérons un carquois Q dont le graphe sous-jacent est de type Dn. On conviendra de
numéroter les points de Q comme suit :
1
3 . . . (n− 1) n.
2
où un segment solide représente une flèche sans son orientation.
La fourche est le sous-carquois plein de Q engendré par les points {1, 2, 3}.
On conviendra d’appeler :
- flèches de la fourche, les deux flèches joignant les points {2, 3} et {1, 3},
- le joint de fourche, le point 3,
- et les sommets de fourche, les points 1 et 2.
Ces carquois sont obtenus dans le cas des triangulations des polygones à une ponction.
Pour une lecture sur les triangulations de polygones à une ponction, nous référons le
lecteur ou la lectrice à [FST08], [BM12].
À chaque point i de Q on associe la variable ui ; ainsi on peut représenter la graine
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G = (Q,χ) par le diagramme suivant :
u1
u3 . . . un−1 un.
u2
On définit alors une frise sur ZDn (voir définition 1.27) par la fonction
a : (ZDn)0 → Q(u1, u2, ..., un), telle que pour tout (k, i) ∈ (ZDn)0 on ait :
a(k, i)a(k + 1, i) = 1 +
∏
(m,α)∈(k+1,i)− a(s(m,α)) et de variables initiales a(0, i) = ui.
Considérons une graine G de type Dn, la frise associée à G a une périodicité dépendant
de la parité de n (voir [FZ03]).
Soit F la partie du patron de frise associée à G composée de l’ensemble
{(k, i)|k = 0, 1, ..., n; i = 1, ..., n} où (k, i) ∈ (ZDn)0 et leurs flèches incidentes. F est
composée d’une période et d’une seconde copie des ui et contient donc toutes les variables
amassées de type Dn.
On obtient dans l’exemple suivant, pour chacune des graines G de type D5 suivantes,
la partie F correspondante.
Exemple 2.9
1. u1
!!
Pour la graine de type D5 suivante : u3 // u4 // u5
u2
==
F est de la forme :
u5

.

.

.

.
!!
u5
u4
%%
99
.

AA
.

AA
.
AA

.
!!
==
u4
==
u3
""

99
.

??

.


AA
.


AA
.


??
u3
==
u1
??
(1+u3)
u1
<<
.
DD
.
DD
.
DD
u2
??
u2
HH
(1+u3)
u2
FF
.
JJ
.
JJ
.
JJ
u1
HH
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2. u1
Pour la graine de type D5 suivante : u3 //
aa
u4 // u5
u2
==
F est de la forme :
u5

.

.

.
##
.
!!
u5
u4
%%
99
.

AA
.

AA
.
AA

.
%%
99
u4
==
u3
""
//
99
u1 // . //
??

. // .

//
AA
. // .

//
AA
. // .
!!
//
;;
u2 // u3
==

u2
??
(1+u3)
u2
<<
.
DD
.
DD
.
DD
(1+u3)
u1
<<
u1
L’étude d’une graine de type Dn se présente sous trois situations selon l’orientation
des flèches de la fourche. On distingue les trois cas suivants :
- la fourche est composée de deux flèches sortantes,
- la fourche est composée de deux flèches entrantes,
- la fourche est composée d’une flèche entrante et l’autre sortante.
Mais le lemme suivant qui est une reformulation du lemme 5.2 de [ASS-VII.5.2] nous
permet de réduire l’étude à un des trois cas précédents.
Lemme 2.10
Soient Q1 et Q2 deux carquois dont les graphes sous-jacents sont le même arbre. Alors
Q1 et Q2 sont mutation-équivalents. 
Ce lemme prouve qu’on peut passer d’une des trois situations aux autres. Donc le
choix d’une situation pour le calcul des variables amassées d’une algèbre amassée n’a
pas d’influence sur la démarche. Ceci parce qu’on peut toujours se ramener au choix
initial pour effectuer le calcul (voir remarque 2.15 plus loin).
Considérons deux graines G1 et G2 de type Dn qui diffèrent l’une de l’autre par mutation
en un sommet de fourche.
Supposons que G1 est à fourche composée de deux flèches entrantes ou sortantes puis
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G2 à fourche composée d’une flèche entrante et l’autre sortante.
Les graines G1 et G2 engendrent la même algèbre amassée A. Donc chacune d’elle
génère l’ensemble de toutes les variables amassées de A.
Nous savons que ZQ est périodique et que la partie F contient toutes les variables
amassées de A. D’après la Proposition 2.1 dans [S08] de Schiﬄer, qu’on trouve aussi dans
[H88-I.5.6] de Happel, on déduit que chacune des parties F1 de G1 et F2 de G2 contient
les mêmes et toutes les variables amassées de l’algèbre amassée A. Il suffirait donc de
remplacer une variable de sommet de fourche par sa nouvelle variable correspondante
par mutation dans l’une quelconque des parties F1 ou F2 pour retrouver l’autre.
Étant donné que notre objectif est de calculer les variables amassées d’une algèbre
amassée de type Dn, nous étudierons seulement le cas où la fourche est composée de
deux flèches entrantes ou sortantes. L’autre situation où la fourche est composée d’une
flèche entrante et l’autre sortante, s’obtient de manière analogue en remplaçant une
variable en un sommet de fourche par sa nouvelle variable correspondante par mutation.
Dans toute la suite de ce chapitre G désignera une graine de type Dn dont les flèches
de la fourche du carquois associé sont toutes deux entrantes ou toutes deux sortantes.
Définition 2.11
On appelle carquois modelé F¯ associé à G, le carquois à translation obtenu de F comme
suit :
1. en fusionnant dans F les flèches de la fourche entrantes puis sortantes dans le joint de
fourche,
2. en multipliant les valeurs aux sommets de fourche des flèches fusionnées.
Dans l’exemple qui suit nous donnons le carquois modelé associé à une graine de type
D5.
Exemple 2.12
Considérons le 1. de l’Exemple 2.9.
Le carquois modelé F¯ obtenu de F est de la forme :
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u5

.

.

.
##
.
""
u5
u4
&&
88
.

BB
.

BB
.
BB

.
$$
::
u4
<<
u3
##
88
.
??

.

BB
.

BB
.

;;
u3
<<
u1u2
==
(1+u3)2
u1u2
;;
.
EE
.
EE
.
EE
u1u2
==
3 Correspondance entre une frise de type D et une frise de type
A particulière
Notons ω¯ le sous-carquois plein de Q engendré par tous les points excepté le point 2
et dessiné de la gauche vers la droite de sorte que les numéros des points apparaissent
en ordre croissant. On note tω¯ la transposée de ω¯ c’est-à-dire le carquois obtenu par la
réécriture de ω¯ de la droite vers la gauche. De manière générale, pour un carquois Θ de
type A (dessiné de la gauche vers la droite) nous notons tΘ sa transposée.
À un carquois Q de type Dn on associe le carquois Q′ de la forme tω¯ → 0 → ω¯.
Remarquons que le graphe sous-jacent à Q′ est de type A2n−1 avec la numérotation
suivante :
n (n− 1) . . . 4 3 1 0 1 3 4 . . . (n− 1) n.
Exemple 2.13
1

Pour le carquois Q de type D4 suivant : : 3 // 4
2
AA
on a ω¯ : 1 // 3 // 4
et Q′ : 4 3oo 1oo // 0 // 1 // 3 // 4.
À présent associons aux points de Q′ des variables de la manière suivante :
1. à i = 1 on associe le produit de variables u1u2,
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2. et pour i 6= 1 on associe la variable ui.
Le resultat d’une telle association est une graine de type A qui sera notée Λ′ et dont
le graphe sous-jacent avec variables est :
un un−1 . . . u4 u3 u1u2 u0 u1u2 u3 u4 . . . un−1 un
Nous désignons par ω¯∗ le carquois ω¯ avec les variables associées aux sommets, ainsi la
graine Λ′ peut être représentée par tω¯∗ → u0 → ω¯∗.
Étant donné que l’ensemble des variables de la graine G ne contient pas u0, nous
évaluons dans toute la suite u0 = 1.
Le théorème suivant établit un lien entre le carquois modelé F¯ et un carquois fonda-
mental de la frise associée à Λ′.
Théorème 2.14
Soient n ≥ 4 un entier, G une graine de type Dn et F¯ le carquois modelé associé à G.
Alors F¯ est le sous-carquois plein du carquois fondamental de la frise de type A2n−1
associée à Λ′. Ce carquois fondamental a pour diagonale descendante d1 passant par la
variable u1u2, celle de la (n+ 1)-ième position dans Λ′.
Preuve
Nous donnons la preuve du théorème 2.14 dans le cas d’une graine G dont la fourche
est composée de flèches toutes deux entrantes. Pour le cas où la fourche est composée de
flèches toutes deux sortantes, la preuve est absolument analogue.
Soit G une graine de type Dn, de carquois modelé F¯ . Tous les carrés de forme
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b

a
AA

d
c
@@
dans F¯ vérifient la relation ad−bc = 1 dite règle unimodulaire, a, b, c, d ∈ Q(u1, u2, ..., un).
Nous construisons une frise Υ de type A contenant F¯ . Pour cela nous allons compléter
le carquois F¯ par des carrés à partir de sa dernière ligne contenant u1u2 vers le bas en
respectant la règle unimodulaire.
La ligne horizontale de F¯ passant par u1u2 comporte (n+ 1) valeurs, la ligne suivante
construite comportera n valeurs puis (n − 1) valeurs pour celle qui suit. On poursuit
ainsi la construction de manière récurrente vers le bas jusqu’à la ligne qui comporte une
seule valeur construite. Cette dernière valeur nous servira de point d’aboutissement de
la diagonale descendante d1.
On a ainsi construit n lignes supplémentaires et on a en tout (2n− 1) lignes.
Si on considère ces (2n − 1) lignes comme une partie de la frise Υ de type A2n−1, on
peut construire entièrement la frise au moyen de la règle unimodulaire. En particulier,
on construit les valeurs de la frise se trouvant sur la diagonale ascendante d2 du carquois
fondamental.
Nous avons ainsi construit le carquois fondamental de la frise Υ de type A2n−1 conte-
nant F¯ .
L’étape suivante est de prouver que Λ′ engendre la frise Υ construite.
À partir du fait que F¯ est contenu dans le carquois fondamental, on déduit qu’il existe
un carquois Q˜ de type A2n−1 qui génère la frise Υ tel que Q˜ contienne ω¯ (rappelons que
ω¯∗ borde F¯ à sa droite et à sa gauche). Donc Q˜ est de la forme Q˜ = Q˜′− ω¯ où Q˜′ est un
carquois acyclique de type An. On a tQ˜ = tω¯ − tQ˜′, de plus la propriété de périodicité
d’une frise de type A (voir [CC73- a et b.21]) indique que le carquois tQ˜ génère aussi la
même frise. La périodicité de la frise Υ et la présence dans F¯ d’une seconde copie de ω¯∗
indiquent aussi que le carquois tQ˜ contient ω¯ et est de la forme tQ˜ = Q˜′′ − ω¯ où Q˜′′ est
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un carquois acyclique de type An.
Étant donné que tQ˜ peut être exprimé soit sous la forme tω¯ − tQ˜′ ou bien sous la
forme Q˜′′− ω¯ puis du nombre de points dans Q˜, on déduit que tQ˜ = tω¯− q− ω¯ où q est
un point. Par conséquent Q˜ est de la forme tω¯ − q − ω¯ et le carquois Q˜ avec variables
associées aux sommets est de la forme tω¯∗ − uq − ω¯∗.
Déterminons entièrement le carquois Q˜ de type A2n−1 c’est-à-dire trouvons le point q
et ses flèches adjacentes. Pour cela considérons la partie suivante dans la frise :
u3
%%
u1u2
::
$$
(1+u3)2
u1u2
h0
>>
##
2 + u3
99
v
88
où h0 et v sont inconnues et où u1u2 et u3 correspondent à des sommets de ω¯∗.
Vu la forme du carquois Q˜ de type A2n−1, uq prend deux valeurs possibles à savoir
uq = h0 ou uq = 2 + u3.
Si on pose toutes les variables initiales uk = 1, le graphe sous-jacent au carquois Q˜
avec variables sera de la forme 1 1 . . . 1 uq 1 . . . 1 1.
En d’autres termes la valeur uq qu’on cherche, sera entourée de 1 et d’après la règle
unimodulaire on a v =
h0(2 + u3)− 1
u1u2
. Ce qui implique dans ces conditions que v 6= 1.
Donc, le point sous-jacent à v n’appartient pas à Q˜ et une des deux valeurs possibles de
uq est fausse. Ainsi le carquois Q˜ avec variables aux sommets est-il tω¯∗ → h0 → ω¯∗ ou
bien tω¯∗ ← (2 + u3)← ω¯∗.
Supposons uq = 2 + u3.
Dans ce cas la forme de Q˜ indique que la diagonale descendante d1 passant par les
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variables u1u2 et uq = 2 + u3 passe par l’autre variable u1u2 (selon la forme de Q˜ la
variable uq est entourée de deux côtés par la variable u1u2), ainsi d’après un résultat
dans [C71-8] de Coxeter pour une diagonale dans une frise, (2 + u3) divise la somme
(u1u2 + u1u2) = 2u1u2. Ce qui est faux car pour tout uk = 1, l’entier 3 ne divise pas 2.
On conclut donc que uq = h0. D’où Q˜ est : tω¯ → q → ω¯.
On a donc le diagramme suivant :
u3
%%
u1u2
::
$$
(1+u3)2
u1u2
h0
>>
##
2 + u3
99
u1u2
;;
$$
v
88
u3
::
.
En utilisant la règle unimodulaire pour le carré du bas dans le diagramme précédent,
on a l’équation
vu1u2 = h0u3 + 1,
ce qui conduit, en utilisant l’expression trouvée pour v, à 2h0 = 2 puis h0 = 1.
Ceci prouve que le carquois Q˜ avec variables est égal à Λ′ et par conséquent la frise Υ
construite est associée à Λ′. 
Remarque 2.15
Nous avons prouvé le théorème 2.14 pour une graine G dont le carquois associé a une
fourche composée de deux flèches entrantes (le cas d’une fourche composée de deux flèches
sortantes est entièrement similaire). Pour une graine G2 dont le carquois associé Q2 a
une fourche composée d’une flèche entrante et l’autre sortante, on a deux possibilités.
Une première possibilité est de muter la graine G2 en un sommet de fourche et se
ramener au cas de la preuve de théorème 2.14 (voir le commentaire qui suit le lemme
2.2).
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Une autre possibilité est d’utiliser directement la graine G2 = (Q2, χ). Dans ce cas
la preuve du théorème 2.14 peut être modifiée en associant au sommet i = 1 de Q2 la
variable
(
u1(1 + u3)
u2
)
et considérant Λ′2 ayant pour graphe sous-jacent avec variables
suivant :
un . . . u4 u3
(
u1(1 + u3)
u2
)
u0
(
u1(1 + u3)
u2
)
u3 u4 . . . un
.
Dans ce qui suit nous établissons une formule permettant de calculer directement
les variables amassées d’une algèbre amassée de type Dn indépendamment les unes des
autres au moyen de la technique de frises.
II Calcul direct des variables amassées : cas Dn
Dans cette section nous calculerons les valeurs dans F¯ par une formule explicite au moyen
du produit matriciel.
Nous savons d’après [ARS10] et aussi de [AD11] qu’en posant a(0, i) = ui avec i ∈
(Dn)0, toutes les variables amassées de l’algèbre amassée A(G) de type Dn sont contenues
dans le carquois F . Par suite, les valeurs de frise aux points du carquois modelé F¯ associé
à une graine G de type Dn sont soit des variables amassées de A(G) soit les produits de
deux variables amassées de A(G).
D’après le Théorème 2.14, le carquois modelé F¯ associé à une graine G de type Dn
est contenu dans la frise Υ de type A2n−1 associée à Λ′. Ainsi le calcul des valeurs dans
F¯ se fait-il par rapport à la frise de type A2n−1 associée à Λ′ laquelle correspond à une
triangulation sans triangles internes. Ceci nous permet d’utiliser les résultats de [ARS10]
où les valeurs dans une frise de type A sont calculées.
Pour ce faire, la notion de marche que nous utiliserons ici est celle de la définition 1.2,
indispensable pour définir de la notion de frontière.
Pour p1, p2 ∈ Q(u1, u2, ..., un) si on remplace les flèches de la forme p1 → p2 par p1xp2
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et celles de la forme p1 ← p2 par p1yp2, on peut représenter Λ′ sous la forme d’une
marche réduite (définition 1.3) comme suit :
Λ′ = unx1un−1x2...u3xn−2u1u2xn−11xnu1u2xn+1u3xn+2u4...x2n−3un−1x2n−2un,
avec xk ∈ {x, y}.
L’exemple suivant montre la marche correspondant à Λ′ pour une graine G de type Dn
dont les flèches de la fourche sont toutes deux entrantes.
Exemple 2.16
1

Pour le carquois D4 suivant : 3 // 4
2
AA
on a ω¯ : 1 // 3 // 4
Q′ : 4 3oo 1oo // 0 // 1 // 3 // 4 et Λ′ = u4yu3yu1u2x1xu1u2xu3xu4.
Définition 2.17
On appelle frontière une suite c1x1c2x2...cm−1xm−1cm avec xi ∈ {x, y} et ci ∈ Q(u1, u2, ..., un),
i ∈ Z.
Elle peut être plongée dans le plan discret : chaque variable xi prenant la valeur x (ou
y) détermine un segment horizontal (ou vertical, respectivement) du chemin discret. Ainsi
x (ou y) correspond-il à un segment de la forme [(u, v) , (u+1, v)] (ou [(u, v) , (u, v+1)],
respectivement) dans le plan. Les sommets du chemin portent les valeurs ci.
Nous donnerons plus tard un exemple de frontière plongée dans le plan. Afin d’effectuer
ce plongement dans le plan muni d’un repère orthonormé (O,−→u ,−→v ), on prolonge toujours
cette frontière par y à gauche et par x à droite et les extrémités sont terminées par des
1.
Maintenant nous donnons une formule permettant de calculer une variable située en
un point (u, v) de F¯ . Pour cela nous définissons les notions de mot associé à un point
(u, v) et de frontière position F .
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Définition 2.18
La frontière position F est la frontière associée à Λ′, plongée dans le plan discret.
Soit F = yΛ′x, Λ′ étant représenté comme une marche.
Le carquois modelé F¯ est bordé à gauche par Λ′ et à droite par tΛ′. Le tout plongé dans
le plan discret donne la frontière position F = yΛ′x d’un côté et de l’autre tF = x tΛ′y
qui est la marche transposée de F .
Remarquons qu’il y a une correspondance bijective établie par transposition entre les
sommets de F et tF .
Considérons un point (u, v) dans F¯ . Les projections horizontale et verticale de ce point
sur les frontières F et tF présentent plusieurs situations mais nous prendrons seulement
en compte les trois suivantes qui suffisent pour définir le mot associé au point (u, v) :
- les deux projections tombent sur la frontière F ,
- les deux projections tombent sur la frontière tF ,
- la projection horizontale tombe sur F et la verticale sur tF .
Ces situations sont suffisantes car elles représentent les trois régions de F¯ illustrées
dans l’Exemple 2.20. Dans chacune de ces situations, nous définissons le mot associé à un
point (u, v), un mot que nous utiliserons pour calculer la variable située au point (u, v)
dans F¯ .
Définition 2.19
Soient (u, v) un point situé dans F¯ et F la frontière position. Le mot associé au point
(u, v) est la portion de la frontière F ou tF déterminée comme suit :
- si les projections horizontale et verticale du point (u, v) tombent sur la frontière F
alors le mot (lu de gauche à droite) associé au point (u, v) est la portion de la frontière
F allant du sommet de la projection horizontale au sommet de la projection verticale
inclusivement.
- si les projections horizontale et verticale du point (u, v) tombent sur la frontière tF
alors le mot (lu de gauche à droite) associé au point (u, v) est la portion de la frontière
tF allant du sommet de la projection verticale au sommet de la projection horizontale
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inclusivement puis en échangeant x et y.
- sinon la projection horizontale du point (u, v) tombe sur la frontière F et celle verticale
tombe sur la frontière tF , le mot (lu de gauche à droite) associé au point (u, v) est la
portion de la frontière F allant du sommet de la projection horizontale au sommet de F
correspondant par transposition à la projection verticale inclusivement.
Nous montrons dans l’exemple suivant, comment associer un mot à un point dans
chacune des trois situations.
Exemple 2.20
Considérons les frontières suivantes : celle du dessus
F = yu6yu5yu4xu3xu1u2x1xu1u2yu3yu4xu5xu6x et celle du dessous
tF = xu6yu5yu4xu3xu1u2y1yu1u2yu3yu4xu5xu6y correspondant à la graine
u1
G : u3
aa
}}
u4 //oo u5 // u6.
u2
La frise associée Λ′ de type A2n−1, plongée dans le plan discret, se présente comme
suit :
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u4 u5 u6 1
u3 1
u4 u3 u1u2 1 u1u2 1
u5 (u, v) 1
u6 (r, s) 1
1 1
(z, t) u4 u5 u6
u3
u1u2
1
u4 u3 u1u2
u5
1 u6
.
La partie comprise entre la ligne oblique reliant les variables u1u2, les deux frontières
(y compris celles-ci) et la série oblique des 1, correspond à F¯ .
Nous illustrons les trois situations de la définition 2.19 par :
1. Les projections du point M = (u, v) tombent sur la frontière F , le mot associé au
point M = (u, v) est u5yu4xu3xu1u2x1xu1u2yu3yu4xu5.
2. Les projections du point L = (z, t) tombent sur la frontière tF du dessous et dé-
limitent la portion u3xu1u2y1yu1u2yu3yu4, le mot associé au point L = (z, t) est
u3yu1u2x1xu1u2xu3xu4.
3. Les projections horizontale et verticale de N = (r, s) tombent sur les deux fron-
tières, celle du dessus F et celle du dessous tF , le mot associé au point N = (r, s)
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est la portion de frontière de F (du dessus) délimitée par la variable correspon-
dant à la projection horizontale et la variable u4 correspondant par transposition
à la projection verticale u4 sur tF . Le mot associé au point N = (r, s) est donc :
u6yu5yu4xu3xu1u2x1xu1u2yu3yu4.
Pour a, b ∈ Q(u1, u2, ..., un) définissons les matrices suivantes :
M(a, x, b) =
(
a 1
0 b
)
; M(a, y, b) =
(
b 0
1 a
)
(II − 1).
Le Théorème suivant permet de calculer les variables dans F¯ indépendamment les
unes des autres.
Théorème 2.21
Soit F¯ le carquois modelé associé à une graine G de type Dn dont les flèches de la fourche
sont toutes deux entrantes ou toutes deux sortantes.
Considérons un point (u, v) dans F¯ de mot associé b0x1b1x2...bnxn+1bn+1, n ≥ 1, xi ∈
{x, y}, bi ∈ Q(u1, u2, ..., un). La valeur de la frise Υ en ce point (u, v) est donnée par la
fonction T : Z2 → Q(u1, u2, ..., un) définie comme suit :
a. Pour un point (u, v) sur les frontières F ou tF , T(u, v) coincide avec la valeur de
la frise Υ en ce point.
b. Pour un point (u, v) dont les deux projections tombent sur une des frontières F ou
tF , on a :
T(u, v) =
1
b1b2...bn
(1, b0)
n∏
i=2
M(bi−1, xi, bi)
(
1
bn+1
)
(II − 2)
c. Pour un point (u, v) dont la projection horizontale tombe sur F et la projection
verticale sur tF , on a :
T(u, v) =
1
b1b2...bn
(1, b0)
n∏
i=2
M(bi−1, xi, bi)
(
bn+1
1
)
(II − 3) .
Pour démontrer ce théorème, il suffirait d’identifier les valeurs dans F¯ aux valeurs
dans la frise de type A2n−1 du Théorème 2.14. On a besoin des deux lemmes suivants :
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Lemme 2.22 (ARS10-8)
1. Soit A ∈ M2×2(K) une matrice carrée, λ, λ′ ∈ M1×2(K), deux matrices lignes,
γ, γ′ ∈M2×1(K) deux matrices colonnes.
Considérons les scalaires donnés par les produits matriciels suivants :
p = λAγ, q = λAγ′, r = λ′Aγ, s = λ′Aγ′.
Alors det
(
p q
r s
)
= detA det
(
λ
λ′
)
det(γ, γ′).
2. Soit a, b1, b2, ..., bk, b ∈ K, et considérons les matrices suivantes deM1×2(K) :
λ′ = (1, a)M(b1, x, b2)...M(bk−1, x, bk)M(bk, y, b), λ = (1, bk) oùM est défini dans
(II − 1) . Alors det
(
λ
λ′
)
= b1b2...bkb.
Preuve
1. On a
(
p q
r s
)
=
(
λAγ λAγ′
λ′Aγ λ′Aγ′
)
=
(
λ
λ′
)
A(γ, γ′).
En évaluant le déterminant de chaque côté, on a le résultat.
2. Posons N = M(b1, x, b2)...M(bk−1, x, bk). Un calcul direct donne
N =
(
b1b2...bk−1 u
0 b2...bk
)
.
De l’égalité (1, a)N = (b1b2...bk, u + ab2...bk) on obtient par un calcul direct la va-
leur de λ′ qui est
λ′ = (1, a)N
(
b 0
1 bk
)
= [(b1b2...bk−1)b+ u+ ab2...bk, (u+ ab2...bk)bk] .
Ainsi obtient-on det
(
λ
λ′
)
= −(u+ ab2...bk)bk + (bb1...bk−1 + u+ ab2...bk)bk
En développant et simplifiant, on obtient le résultat. 
Lemme 2.23 (ARS10-8)
Soit A ∈M2×2(K), a, b1, ...bk, b, c, c1, ..., cl, d ∈ K, k, l ≥ 1.
Soit p, q, r, s les éléments de K définis par les produits matriciels suivants :
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p = (1, bk)A
(
1
c1
)
,
q = (1, bk)AM(c, x, c1)M(c1, y, c2)...M(cl−1, y, cl)
(
1
d
)
,
r = (1, a)M(b1, x, b2)...M(bk−1, x, bk)M(bk, y, b)A
(
1
c1
)
,
s = (1, a)M(b1, x, b2)...M(bk−1, x, bk)M(bk, y, b)AM(c, x, c1)M(c1, y, c2)...M(cl−1, y, cl)
(
1
d
)
où M(a, x, b) est défini dans (II − 1). Alors det
(
p q
r s
)
= b1...bkbcc1...cl detA.
Preuve
Posons γ =
(
1
c1
)
∈M2×1(K),
λ = (1, bk), λ
′ = (1, a)M(b1, x, b2)...M(bk−1, x, bk)M(bk, y, b) ∈M1×2(K) et
γ′ = M(c, x, c1)M(c1, y, c2)...M(cl−1, y, cl)
(
1
d
)
∈M2×1(K).
En appliquant le lemme 2.3-1. on a det
(
p q
r s
)
= det A det
(
λ
λ′
)
det(γ, γ′), de
plus d’après le lemme 2.3-2. on a det
(
λ′
λ
)
=−b1...bkb et symétriquement
det(γ, γ′) = −cc1...cl . D’où det
(
p q
r s
)
= b1...bkbcc1...cl detA. 
Preuve du Théorème 2.21
Soit la fonction T : Z2 → Q(u1, u2, ..., un) définie par la formule (II − 2). D’après le
théorème 2.14, F¯ est contenu dans la frise de type A2n−1 associée à Λ′. On montre que
pour quatre points adjacents formant un carré dans le plan discret Z2, leurs images
vérifient la règle unimodulaire, c’est-à-dire
det
(
T (u, v + 1) T (u+ 1, v + 1)
T (u, v) T (u+ 1, v)
)
= 1.
Cela suffit pour démontrer le théorème, les variables initiales sur la frontière étant les
mêmes que dans Λ′.
Nous prouvons seulement la formule (II − 2). La preuve de la formule (II − 3) est
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la même que celle de la formule (II − 2) du fait que les points (u, v + 1) et (u, v) ou
(u+ 1, v + 1) et (u+ 1, v) ont les mêmes projections verticales.
Considérons le schéma suivant qui représente quatre points adjacents formant un carré
à savoir (u, v), (u, v + 1), (u+ 1, v + 1), (u+ 1, v) dont on détermine les mots associés.
cl d
c2
c c1
b
K
b1 bk (u, v + 1) (u+ 1, v + 1)
a (u, v) (u+ 1, v)
.
Soit K = x1α1x2.....αn−1xn une marche réduite de longueur minimale de b à c comme
illustré sur la figure ci-dessus, αi ∈ K et xi ∈ {x, y}.
Les mots associés aux points (u, v), (u, v + 1), (u+ 1, v + 1), (u+ 1, v) sont respec-
tivement ayb1x....bk−1xbkybKcxc1; bkybKcxc1; bkybKcxc1yc2....cl−1yclxd;
ayb1x....bk−1xbkybKcxc1yc2....cl−1yclxd.
Posons
A = M(b, x1, α1)M(α1, x2, α2)....M(αn−1, xn, c) (II − 4)
avec M ∈M2×2(K) donné par (1) et
D = bα1....αn−1c ∈ K. (II − 5)
.
On obtient par un calcul direct les égalités suivantes :
T (u, v) =
1
b1...bkD
(1, a)M(b1, x, b2)...M(bk−1, x, bk)M(bk, y, b)A
(
1
c1
)
,
T (u+ 1, v) =
1
b1..bkDc1..cl
(1, a)M(b1, x, b2)..M(bk−1, x, bk)M(bk, y, b)×
AM(c, x, c1)M(c1, y, c2)..M(cl−1, y, cl)
(
1
d
)
,
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T (u+ 1, v + 1) =
1
Dc1...cl
(1, bk)AM(c, x, c1)M(c1, y, c2)...M(cl−1, y, cl)
(
1
d
)
,
T (u, v + 1) =
1
D
(1, bk)A
(
1
c1
)
.
On définit p, q, r, s comme dans le lemme 2.23, on obtient alors respectivement :
T (u, v) =
r
b1...bkD
, T (u+ 1, v) =
s
b1...bkDc1...cl
,
T (u+ 1, v + 1) =
q
Dc1...cl
, T (u, v + 1) =
p
D
.
On a donc par un calcul direct et après simplification
T (u, v + 1)T (u+ 1, v)− T (u, v)T (u+ 1, v + 1) = 1
b1...bkD2c1...cl
(ps− qr)
=
b1...bkbcc1...cl
b1...bkD2c1...cl
detA
En faisant usage de (II − 4) le déterminant de la matrice A nous donne
detA = bα21α
2
2...α
2
n−1c. De l’expression (II − 5) de D on a le résultat suivant :
T (u, v + 1)T (u+ 1, v)− T (u, v)T (u+ 1, v + 1) = 1. 
Remarque 2.24
Les valeurs dans F¯ sont des variables amassées d’une algèbre amassée de type Dn sauf
les valeurs sur la dernière ligne issue de u1u2. Sur cette ligne, les valeurs sont produits
de variables amassées aux sommets de fourche (produits obtenus par construction de
F¯). Étant donné que les variables amassées aux sommets de fourche (à flèches toutes
deux entrantes ou toutes deux sortantes) ne diffèrent que par leur dénominateur à u1 et
u2 près. Les variables u1 et u2 apparaissent avec un exposant un dans un dénominateur
(voir [BMR09-1]). Ainsi les valeurs sur la ligne issue de u1u2 sont-elles des fractions
dont le numérateur est un carré parfait et le dénominateur, un carré parfait à u1u2 près.
Pour cette ligne, les variables amassées s’obtiennent par séparation du produit en faisant
intervenir dans la formule T(u, v) l’exposant 1
2
.
On énonce alors lemme suivant.
Lemme 2.25
Toute valeur T(u, v) située sur la dernière ligne issue de u1u2 dans F¯ est le produit de
deux variables amassées U et V . Alors T(u, v) = UV avec
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U =
1
u1
[
u1u2
b1b2...bn
(1, b0)
n∏
i=2
M(bi−1, xi, bi)
(
1
bn+1
)]1
2
et
V =
1
u2
[
u1u2
b1b2...bn
(1, b0)
n∏
i=2
M(bi−1, xi, bi)
(
1
bn+1
)]1
2
. 
Nous donnons maintenant un exemple récapitulatif dans lequel nous appliquons les
résultats obtenus précédemment.
Exemple 2.26
1

Pour le carquois Q de type D4 suivant : 3 // 4
2
AA
on a ω¯ : 1 // 3 // 4
Q′ : 4 3oo 1oo // 0 // 1 // 3 // 4 et Λ′ = u4yu3yu1u2x1xu1u2xu3xu4.
La frontière position associée à Λ′ est F = yu4yu3yu1u2x1xu1u2xu3xu4x et le carquois
modelé F¯ bordé des frontières F et tF , le tout plongé dans le plan donne le diagramme
suivant :
u1u2 1 u1u2 u3 u4 1
u3 V1 1
u4 V2 1
1 V3 1
u1u2 u3 u4
1
u1u2
u3
1 u4
V1 représente le produit de deux variables amassées sur la dernière ligne du bas dans F¯ ,
V2 et V3 représentent des variables amassées sur une ligne quelconque dans F¯ excepté la
44
dernière.
Nous allons calculer les variables amassées en ces trois positions.
Les mots associés à V1, V2 et V3 sont respectivement u3yu1u2x1xu1u2xu3,
u4yu3yu1u2 et u1u2yu3yu4x1.
On a alors en appliquant le théorème 2.21 les résultats suivants :
V1 =
1
u21u
2
2
(1, u3)
(
u1u2 1
0 1
)(
1 1
0 u1u2
)(
1
u3
)
=
(1 + u3)
2
u1u2
=
1 + u3
u1
× 1 + u3
u2
.
V1 étant situé sur la dernière ligne, on réécrit la valeur sous la forme de produit de
deux variables amassées conformément à la remarque 2.24. Les deux autres positions
correspondent aux variables amassées de type D4 suivantes :
V2 =
1
u3
(1, u4)
(
u1u2
1
)
=
u4 + u1u2
u3
.
V3 =
1
u3u4
(1, u1u2)
(
u4 0
1 u3
)(
1
1
)
=
u4 + u1u2(1 + u3)
u3u4
.
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Chapitre 3
Frises de type D˜
Ce chapitre a fait l’objet d’un article [Ma13-II].
Nous avons vu au chapitre 1 ( théorème 1.15 ) que les algèbres amassées provenant
d’un carquois de type Dynkin sont de type fini. Nous avons calculé au chapitre 2 les
variables amassées d’une algèbre amassée de type D, donc en nombre fini, en utilisant
les techniques de frises. Contrairement aux cas Dynkin, les algèbres amassées de type
Euclidien sont de type infini.
Assem et Reutenauer [AR12] ont utilisé les SL2-pavages du plan pour calculer les
variables amassées d’une algèbre amassée de type A˜.
Dans ce chapitre, nous faisons usage des SL2-pavages du plan pour calculer les variables
amassées d’une algèbre amassée de type D˜. Pour ce faire, nous établissons une relation
entre les valeurs dans une frise de type D˜ et certaines valeurs dans un SL2-pavage t
associé à un carquois de type A˜ particulier. Ce lien nous permettra d’utiliser certaines
propriétés des SL2-pavages du plan pour obtenir un algorithme de calcul des variables
amassées d’une algèbre amassée de type D˜.
I SL2-pavage du plan
Dans cette section nous rappellons quelques notions sur les SL2-pavages et nous donnons
une application à un carquois de type A˜ selon [ARS10].
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Nous avons défini les SL2-pavages du plan dans la définition 1.30, ainsi un SL2-pavage
est une extension à tout le plan des patrons de frise introduits par Coxeter [C71] et étudiés
par Conway et Coxeter [CC73-a et b].
L’exemple suivant est un SL2-pavage pour K = Q.
Exemple 3.1
1 1 4 19
... ... 1 2 9 43
1 3 14 67 ...
1 1 1 1 4 19 91
1 1 1 1 2 3 4 17 81 388 ...
1 2 3 4 9 14 19 81 386 1849
... ...
De manière générale on associe une frontière à un SL2-pavage. Contrairement à la
notion de frontière définie au chapitre 2 ( définition 2.17 ), laquelle est une suite finie,
ici nous adaptons cette notion de la manière suivante :
Définition 3.2
On appelle frontière une suite bi-infinie ...c−2x−2c−1x−1c0x0c1x1c2x2...,
xi ∈ {x, y}, ci un élément non nul de K pour tout i ∈ Z.
Elle peut être également plongée dans le plan discret et ici une frontière est un chemin
discret, infini à ses extrémités, dont les sommets sont des t(u, v) à identification près (t
étant l’application de la définition 1.30). Chaque variable xi prenant la valeur x (ou y)
détermine un segment horizontal (ou vertical, respectivement) du chemin discret. Ainsi
x (ou y) correspond-il à un segment de la forme [(u, v) , (u+1, v)] (ou [(u, v) , (u, v+1)],
respectivement) dans le plan. La frontière est dite admissible (non stationnaire) si au-
cune des suites (xn)n≤0 et (xn)n≥0 n’est constante à partir d’un certain rang.
Soient f une frontière admissible plongée dans le plan et (u, v) ∈ Z2, le mot associé au
point (u, v) par rapport à f est une portion de la frontière f délimitée par la projection
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horizontale et la projection verticale du point (u, v) sur f .
L’exemple suivant montre une frontière plongée dans le plan et comment associer un
mot à un point dans le plan discret Z2.
Exemple 3.3
Le mot associé au point P est c−2yc−1xc0xc1yc2yc3xc4.
c3 c4
c2
c−1 c0 c1
c−2 P
Si on pose ci = 1, pour tout i alors le mot associé à P peut s’écrire comme suit :
yxxyyx .
Il est toujours possible de construire un SL2-pavage à partir d’une frontière admissible
dans le plan et on calcule une valeur dans un SL2-pavage de manière indépendante en
un point (u, v) ∈ Z2. Pour ce faire on utilise les matrices (II − 1) au chapitre 2 (section
II).
Nous énonçons donc le théorème suivant ([ARS10-théorème 4]) permettant de calculer
une valeur en un point (u, v) ∈ Z2.
Théorème 3.4
Soit f une frontière admissible. Il existe un unique SL2-pavage t du plan à valeurs dans le
corps Q(u1, u2, ..., un+1) étendant la frontière plongée à tout le plan. Ce pavage est défini
pour tout point (u, v) en dessous de la frontière f , de mot associé b0x1b1x2...bnxn+1bn+1,
n ≥ 1, xi ∈ {x, y}, bi ∈ Q(u1, u2, ..., un+1), par la formule
t(u, v) =
1
b1b2...bn
(1, b0)
n∏
i=2
M(bi−1, xi, bi)
(
1
bn+1
)
. 
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Nous présentons maintenant une application des notions de pavage à un carquois de
type A˜ selon [ARS10].
Considérons un carquois Θ de type A˜n, n ≥ 1, dont les points sont numérotés de 1
à n + 1 dans le sens horaire. Une orientation acyclique étant donnée, formons un mot
comme suit : xj = x pour une flèche j → j + 1 et xj = y pour j ← j + 1 avec la
convention que n + 2 = 1. On forme ainsi le mot ω = x1x2...xn+1 qui représente toutes
les orientations des flèches dans le carquois Θ. On étend ω en considérant les indices
j ∈ Z et en prenant j modulo(n + 1). Ceci revient à répéter ω une infinité de fois vers
la gauche et vers la droite, ce qu’on note ∞(ω)∞. La frontière admissible associée au
carquois Θ est alors définie par f = ∞(ω)∞.
D’après [ARS10] les valeurs dans le SL2-pavage associé à la frontière f sont des valeurs
de la frise associée au carquois Θ qu’on calcule aisément par l’application t.
Exemple 3.5
Considérons le carquois Θ de type A˜3 suivant :
2 // 3

1 //
OO
4
On a ω = xxxy et la frontière associée à Θ est f = ∞(xxxy)∞.
Ceci nous donne le SL2-pavage suivant :
1
... ... 1 1 1 1
1 1 1 1 2 3 4
1 1 1 1 2 3 4 9 14 19
1 1 1 1 2 3 4 9 14 19 43 67 ...
1 2 3 4 9 14 19 43 67
... ...
Le mot correspondant aux valeurs 9 dans le pavage est yxxxyx et donc d’après le
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Théorème 3.4 on a :
9 = (1, 1)
(
1 1
0 1
)(
1 1
0 1
)(
1 1
0 1
)(
1 0
1 1
)(
1
1
)
.
Remarque 3.6
Si nous associons à un point j du carquois Θ de type A˜n la variable uj alors ces variables
correspondent aux sommets de la frontière. Ainsi les variables du SL2-pavage en dessous
de la frontière sont des variables amassées d’une algèbre amassée de type A˜n. Leurs
calculs s’obtiennent par application du Théorème 3.4 (voir [ARS10-8] ; [AR12-4.4]).
Une frontière admissible f est dite périodique si elle est de la forme
∞(c1x1...cn+1xn+1)∞ et dans ce cas sa période est (n + 1). Le pavage associé à une telle
frontière a une périodicité déterminée par le vecteur (r, s) où r (ou s) est le nombre de
x (ou y, respectivement) parmi x1, ..., xn+1. On a aussi r + s = n+ 1.
On appelle générateur de la frontière f une suite finie c1x1...cnxn+1. Un générateur
est obtenu en coupant le carquois Θ de type A˜r,s en un de ses sommets. Cette opération
crée un sommet supplémentaire aux sommets du carquois Θ, lequel est un dédoublement
du sommet coupé de Θ. Le carquois de type A˜r,s est ainsi transformé en un carquois de
type Ar+s+1.
Dans l’exemple 3.5, coupons (par exemple) le carquois A˜3,1 en son sommet 1. On
obtient dans ce cas un carquois A5 avec la numérotation suivante : 1 // 2 // 3 // 4 1oo .
Si dans ce carquois de type A5 nous notons x les flèches orientées vers la droite et y celles
orientées vers la gauche, alors nous obtenons le générateur ω = xxxy.
Ainsi pour un carquois Θ de type A˜r,s avons-nous (r + s) générateurs possibles. Le
carquois sous-jacent à un générateur ω est un carquois de type Ar+s+1, lequel est constitué
de tous les points de Θ et de leurs flèches incidentes. Un générateur ω peut être vu comme
une marche réduite.
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II SL2-pavage et frises de type D˜
Dans cette section nous établissons une relation entre les valeurs dans une frise de type
D˜ et certaines valeurs dans un SL2-pavage associé à un carquois de type A˜ particulier.
Pour cela nous proposons une façon d’associer une frontière admissible à un carquois de
type D˜.
1 Préliminaires sur les frises de type D˜
Considérons un carquois Q dont le graphe sous-jacent est de type D˜n. On conviendra de
numéroter les points de Q comme suit :
1 n
3 . . . (n− 1)
2 (n+ 1)
où un segment solide représente une flèche sans son orientation.
Les fourches sont les sous-carquois pleins de Q engendrés par les points {1, 2, 3} puis
par {(n− 1), n, (n+ 1)}.
On conviendra d’appeler :
- flèches de la fourche, les quatre flèches joignant les points {2, 3}, {1, 3}, {(n− 1), n} et
{(n− 1), (n+ 1)}
- les joints de fourches, les points 3 et (n− 1),
- et les sommets de fourches, les points 1, 2, n et (n+ 1).
Ces carquois sont obtenus dans le cas des triangulations des polygones à deux ponc-
tions. Pour les surfaces à deux ponctions, nous référons le lecteur ou la lectrice à [FST08].
À chaque point i de Q on associe la variable ui ; ainsi on peut représenter le graphe
sous-jacent à la graine G = (Q,χ) par le diagramme suivant :
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u1 un
u3 . . . un−1 .
u2 un+1
L’étude d’une graine G de type D˜n se présente sous différentes situations selon l’orien-
tation des flèches de fourches. Pour chaque fourche on a les trois cas suivants :
- la fourche est composée de deux flèches sortantes,
- la fourche est composée de deux flèches entrantes,
- la fourche est composée d’une flèche entrante et l’autre sortante.
Il a été prouvé dans [FZ03-1.2] que pour deux carquois Γ1 et Γ2 mutation-équivalents,
correspondant respectivement aux graines G1 et G2, les algèbres amassées A(G1) et A(G2)
sont fortement isomorphes, c’est-à-dire qu’il existe un isomorphisme qui envoie chaque
amas sur un amas. Pour cela, le lemme 2.10 nous permet de réduire l’étude à une de ces
différentes situations.
Notre objectif est de calculer les variables amassées d’une algèbre amassée de type D˜
indépendamment les unes des autres. Pour ce faire, nous étudierons seulement le cas où
les fourches sont composées de deux flèches entrantes(ou sortantes) dans le joint.
Dans toute la suite de ce chapitre, G désignera une graine de type D˜n dont les flèches
de chacune des fourches du carquois associé sont toutes entrantes ou toutes sortantes.
Considérons la frise F associée à la graine G et F¯ le carquois modelé qui lui est associé
(définition 2.11).
Exemple 3.7
u1
  
u4
~~
Pour la graine G de type D˜4 suivante : u3 ,
u2
>>
u5
``
F est de la forme :
53
u5

(1+u3)
u5

.

.

.

.

. . .
u4

(1+u3)
u4
!!
.

.

.

.

. . .
u3
FF
""

<<
.

DD

JJ
.
JJ


DD
.
JJ


DD
.


DD
JJ
. . . .
u1
??
(1+u3)
u1
==
.
DD
.
DD
.
DD
.
DD
u2
HH
(1+u3)
u2
GG
.
JJ
.
JJ
.
JJ
.
JJ
. . .
et F¯ est de la forme :
u4u5
!!
(1+u3)2
u4u5
""
.

.

.

.

. . .
u3
##
;;
.
DD

.

DD
.

DD
.

DD
. . . .
u1u2
==
(1+u3)2
u1u2
<<
.
DD
.
DD
.
DD
.
DD
. . .
Remarque 3.8
Tous les carrés de la forme
b

a
AA

d
c
@@
dans F¯ satisfont à la relation ad − bc = 1 appelée règle unimodulaire, avec a, b, c, d ∈
Q(u1, u2, ..., un+1). Les valeurs sur les lignes extrêmes (du bas et du haut) dans F¯ sont
produits de deux variables amassées (produits créés par le passage de F à F¯). Notons
que les paires de variables amassées formant ces produits (dans le cas de deux flèches
de fourche entrantes ou sortantes du joint) sont des fractions dont les numérateurs sont
égaux et les dénominateurs coincident à u1 et u2 (ou un et un+1) près. Ainsi un produit
de ces deux variables amassées est de la forme
1
(u1u2)
φ2 pour une fourche et
1
(unun+1)
ψ2
pour l’autre fourche, avec φ, ψ ∈ Q(u1, u2, ..., un+1).
Donc les deux lignes extrêmes dans le carquois modelé F¯ contiennent des suites de
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variables de la forme
1
(u1u2)
φ2k pour la ligne horizontale passant par la variable u1u2 et
de la forme
1
(unun+1)
ψ2k pour la ligne horizontale passant par la variable unun+1.
Pour tout k ∈ N on a les relations suivantes :
(III − 1) [a(k, 3) + 1]2 = 1
(u1u2)2
φ2kφ
2
k+1,
(III − 2) [a(k, n− 1) + 1]2 = 1
(unun+1)2
ψ2kψ
2
k−1.
2 Correspondance entre une frise de type D˜ et un SL2-pavage
d’un type A˜ particulier
Soient Q un carquois de type D˜n et Σ le sous-carquois de Q engendré par tous les points
excepté les points 2 et (n+ 1). Nous convenons de dessiner Σ de la gauche vers la droite
de sorte que les numéros des sommets apparaissent en ordre croissant.
On note que Σ est un carquois de type An−1 et on désigne par tΣ la transposée de Σ
c’est-à-dire le carquois obtenu par la réécriture de Σ de la droite vers la gauche.
Cette notation nous permet d’associer à un carquois de type D˜n, un carquois de type
A˜2n−1 particulier, ceci nous conduira à une façon d’associer une frontière admissible à
un carquois de type D˜n.
Ainsi au carquois Q de type D˜n associe-t-on le carquois Q′ de type A˜2n−1 avec une
numérotation particulière de la forme :
Σ

Q′ : o
@@
o .

Σ
^^
Nous savons que la frontière associée à un carquois Θ de type A˜r,s est périodique, dont
la période (r + s) correspond à la longueur de la marche ω.
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La frontière associée à Θ est de la forme f = ∞ω∞ où ω est un générateur de f .
Ainsi pour le carquois Q′ de type A˜2n−1 la frontière f ′ qui lui est associée aura-t-
elle 2n générateurs du fait que Q′ a 2n points. Nous utiliserons seulement deux de ces
générateurs pour construire la frontière f˜ associée à un carquois de type D˜n.
Le premier générateur ω1 de la frontière f ′ est obtenu en coupant le carquois Q′ en
son sommet 1 de la flèche o // 1 dans Q′ et le second générateur ω2 est obtenu en
coupant le carquois Q′ en son sommet n de la flèche o // n dans Q′. Ceci nous donne
deux générateurs différents de la frontière f ′ associée à Q′ à savoir ω1 de carquois sous-
jacent Σ // o // tΣ // o // 1 et ω2 de carquois sous-jacent n ooo tΣoo ooo Σoo . On a
alors f ′ = ∞ω∞1 = ∞ω∞2 . Remarquons qu’après avoir coupé le carquois Q′ en un de ses
sommets, le déroulement se fait dans le sens anti-horaire.
Nous sommes maintenant en mesure de définir une façon d’associer une frontière ad-
missible à un carquois de type D˜n dont les flèches des fourches sont entrantes ou sortantes.
Nous notons ω¯ la marche dont le carquois sous-jacent est Σ et nous appellons ω¯ la souche
du carquois Q.
Définition 3.9
Soit Q un carquois de type D˜n dont les flèches des fourches sont entrantes ou sortantes.
La frontière f˜ associée à Q est de la forme f˜ = ∞(ω1)ω¯(ω2)∞.
La frontière f˜ est obtenue en collant sur la souche ω¯ de Q les générateurs ω1 périodique
à gauche et ω2 périodique à droite.
Exemple 3.10
1

4

Considérons le carquois Q de type D˜4 suivant : 3 ,
2
BB
5
\\
on a Σ : 1 // 3 4oo et tΣ : 4 // 3 1.oo
Le carquois Q′ de type A˜7 associé à Q est :
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1 // 3 4

oo
Q’ : o
AA
o

,
1
]]
// 3 4oo
ceci nous conduit aux générateurs ω1 et ω2 de la frontière f ′ associée à Q′ dont les
carquois sous-jacents sont respectivement
ω1 : 1 // 3 4oo // 0 // 4 // 3 1 //oo 0 // 1 et
ω2 : 4 0oo 4oo // 3 1oo 0oo 1 //oo 3 4oo .
Les générateurs ω1 et ω2 sont obtenus en coupant le carquois Q′ de type A˜7 respecti-
vement en ses sommets 1 et 4 en gras dans la figure ci-dessus.
La frontière f˜ associée à Q est : f˜ = ∞(ω1)ω¯(ω2)∞ = ∞(xyxxxyxx)(xy)(yyxyyyxy)∞.
Du fait qu’à partir d’une frontière admissible on peut toujours construire un pavage
t, on construit de même un SL2-pavage t à partir de la frontière f˜ .
Nous donnons maintenant la notion de rayon dans un pavage t, une notion qu’on
trouve dans [ARS10-6.1] et qui nous permettra d’identifier les valeurs dans une frise de
type D˜n parmi les valeurs dans le pavage en dessous de la frontière f˜ .
Définition 3.11
Soient M un point de Z2 et V un vecteur non nul de Z2. On appelle rayon associé au
pavage t d’origine M et de vecteur directeur V , la suite (an)n≥0 d’éléments de K telle
que an = t(M + nV ).
Le rayon est horizontal pour V = (1, 0), vertical pour V = (0, 1) et diagonal pour
V = (1, 1).
Exemple 3.12
Prenons K = Q et considérons le carquois Q de type D˜4 de l’exemple 3.10.
La frontière f˜ associée à Q est f˜ = ∞(xyxxxyxx)(xy)(yyxyyyxy)∞, ceci nous conduit
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au SL2-pavage suivant en dessous de la frontière f˜ :
1 3
1 1 4
1 2 9
1 3 14
1 1 4 19
1 2 9 43
1 3 14 67 ...
1 1 1 1 4 19 91
1 1 1 1 2 3 4 17 81 388 ...
1 1 1 1 2 3 4 9 14 19 81 386 1849
1 2 3 4 9 14 19 43 67 91 3881 1849 8857
... ...
Les valeurs en gras dans le pavage indiquent les rayons vertical, diagonal et horizontal
d’origines respectives 2, 17 et 3.
À présent associons aux points de Σ des variables de la manière suivante :
1. à i ∈ {1, n} on associe respectivement les produits u1u2, unun+1,
2. et à i /∈ {1, n} on associe la variable ui.
Le résultat d’une telle association nous permet, en affectant au point i = o de Q′ la
variable u0, d’avoir une graine G ′ dont le graphe sous-jacent avec variables est :
u1u2 u3 . . . unun+1
u0 u0 .
u1u2 u3 . . . unun+1
Remarque 3.13
1. Étant donné un carquois Σ avec des variables associées comme plus haut, on peut
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construire le carquois modelé F¯ associé à une graine G en utilisant la règle unimo-
dulaire et les formules (III − 1) et (III − 2) de la remarque 3.8.
2. Pour une graine G1 dont au moins une des fourches est composée d’une flèche en-
trante et l’autre sortante, Σ a pour graphe sous-jacent avec variables :(
u2(1 + u3)
u1
)
u3 u4 . . . un−1 unun+1
ou u1u2 u3 u4 . . . un−1
(
un+1(1 + un−1)
un
)
selon que l’on mute la
graine G en u1 ou en un.
Étant donné que l’ensemble des variables de G ne contient pas u0, nous évaluons u0 = 1
dans toute la suite.
Nous désignons par f˜0 la frontière f˜ avec des variables aux sommets et le théorème
suivant établit un lien entre la frise F et le pavage associé à f˜0.
Théorème 3.14
Soient n ≥ 4 un entier et F¯ le carquois modelé associé à la graine G. Alors les lignes
horizontales dans F¯ sont les rayons diagonaux dans le SL2-pavage associé à f˜0 dont
chacun a pour origine un sommet de la souche ω¯ dans f˜0 = ∞(ω1)ω¯(ω2)∞.
Preuve
Notre objectif est de prouver que les lignes horizontales dans le carquois modelé F¯ coin-
cident avec les rayons diagonaux ayant pour origines les sommets de la souche ω¯ dans
f˜0.
Considérons la frontière admissible
f˜0 =
∞(ω1)ω¯(ω2)∞ = ∞(ω¯xx tω¯xx)ω¯(yy tω¯yyω¯)∞.
En translatant les parenthèses vers les extrémités, on peut réécrire f˜0 comme suit :
f˜0 =
∞(xxω¯xx tω¯)xxω¯yy(tω¯yyω¯yy)∞.
Posons s′ = ∞(xxω¯xx tω¯) et s = (tω¯yyω¯yy)∞.
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La transposé de s′ est ts′ = (ω¯yy tω¯yy)∞. En translatant les parenthèses vers la droite,
on peut réécrire ts′ comme suit :
ts′ = ω¯yy(tω¯yyω¯yy)∞ = ω¯yys
.
Dans le même sens la transposé de s est ts = ∞(xx tω¯xxω¯) et par une translation de
parenthèses vers la gauche, on peut réécrire ts comme suit :
ts = ∞(xxω¯xx tω¯)xxω¯ = s′xxω¯
.
Considérons maintenant la frontière admissible f˜0 sous sa forme f˜0 = s′xxω¯yys, où
ts = s′xxω¯ et ts′ = ω¯yys.
Nous illustrons cette situation par la figure suivante :
.
s
I
J
jn
s′
I ′ J ′
ω¯
j′n
Nous pouvons réécrire cette frontière comme suit : f˜0 = s′xx ts′. Alors le plongement
de f˜0 dans le plan donne le schéma suivant :
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CB′ I ′ J ′
tλ
A
λ
j′k
Désignons par λ la marche sur la frontière de A à B′ et tλ celle de J ′ à C, le mot
associé à j′k est de la forme λxx tλ.
D’après la construction de f˜0, la marche λ est terminée par la variable u1u2, et donc
la marche tλ commence par le sommet u1u2. En appliquant la fonction de pavage t au
point j′k, on obtient :
t(j′k) =
1
(u1u2)2γ2
(a, b)
(
u1u2 1
0 1
)(
1 1
0 u1u2
)(
a
b
)
,
où γ est un produit de variables dans λ excepté la variable u1u2. Un tel produit se
retrouve aussi par transposition dans tλ et a, b ∈ Q(u1, u2, ..., un+1).
Le calcul donne
t(j′k) =
1
u1u2
[
a+ b
γ
]2
.
C’est-à-dire la valeur au point j′k sur le rayon diagonal d’origine J ′ est un carré parfait
divisé par u1u2.
Symétriquement on réécrit f˜0 comme suit : f˜0 = tsyys. De même, on montre que la
valeur au point jk sur le rayon diagonal d’origine J est un carré parfait divisé par unun+1.
Nous prouvons maintenant que la partie du pavage (en dessous de f˜0) delimitée par
les rayons diagonaux d’origines J ′ et J inclusivement coincide avec le carquois modelé F¯.
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Considérons le schéma suivant représentant quatre points adjacents j′k, j′k+1,
d′k, i
′
k+1 formant un carré dans le pavage en dessous de f˜0.
D
C
B′ I ′ J ′
tλ
A
λ
j′k d
′
k
B i′k+1 j
′
k+1
Les mots associés aux points j′k, j′k+1, d′k et i′k+1 sont respectivement de la forme
λxxtλ, µxxtµ, λxxtµ and µxxtλ où λ est la marche sur la frontière de A à B′ et µ celle
de B à B′.
Par définition de f˜0, le point d′k est sur le rayon diagonal d’origine u3. Nous prouvons
qu’une valeur t(d′k) sur cette diagonale satisfait à la relation :
(III − 3) [t(d′k) + 1]2 = t(j′k)t(j′k+1).
Pour cela, nous calculons les valeurs aux points j′k, j′k+1, d′k et i′k+1.
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En faisant usage de l’application t on obtient les égalités suivantes :
t(j′k) =
1
u1u2
[
a+ b
γ
]2
,
t(j′k+1) =
1
u1u2
[
a˜+ b˜
γ˜
]2
,
t(d′k) =
1
(u1u2)2γγ˜
(a, b)
(
u1u2 1
0 1
)(
1 1
0 u1u2
)(
a˜
b˜
)
=
1
u1u2γγ˜
[
a(a˜+ 2b˜) + bb˜
]
,
t(i′k+1) =
1
(u1u2)2γγ˜
(
a˜, b˜
)( u1u2 1
0 1
)(
1 1
0 u1u2
)(
a
b
)
=
1
u1u2γγ˜
[
a˜(a+ 2b) + bb˜
]
.
D’où nous avons t(j′k)t(j′k+1)− t(d′k)t(i′k+1) =
(a˜b− ab˜)2
(u1u2γγ˜)2
.
D’après la règle unimodulaire dans le pavage t(j′k)t(j′k+1)− t(d′k)t(i′k+1) = 1, nous ob-
tenons a˜b− ab˜ = u1u2γγ˜.
Calculons à présent t(d′k) + 1.
t(d′k) + 1 =
1
u1u2γγ˜
[
a(a˜+ 2b˜) + bb˜
]
+ 1
=
1
u1u2γγ˜
[
a(a˜+ 2b˜) + bb˜+ u1u2γγ˜
]
=
1
u1u2γγ˜
[
a(a˜+ 2b˜) + bb˜+ (a˜b− ab˜)
]
=
(a+ b)(a˜+ b˜)
u1u2γγ˜
.
On a alors
[t(d′k) + 1]
2 =
(a+ b)2
u1u2γ2
× (a˜+ b˜)
2
u1u2γ˜2
= t(j′k)t(j
′
k+1).
Nous prouvons de la même façon que la suite de points dk sur le rayon diagonal
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d’origine un−1 satisfait à la relation :
(4) [(dk) + 1]
2 = t(jk)t(jk−1).
En utilisant la remarque 3.13− 1. et les formules (III − 3) et (III − 4), on voit que
les suites
1
(u1u2)
φ2k et j′k (ou
1
(unun+1)
ψ2k et jk) coincident.
De plus tous les carrés dans la bande oblique délimitée par les rayons diagonaux d’ori-
gines J ′ et J satisfont à la règle unimodulaire. Nous concluons que les rayons diagonaux
ayant pour origines les sommets de la souche ω¯ du carquois Q dans f˜0 coincident avec
les lignes horizontales du carquois modelé F¯ associé à la graine G = (Q,χ). 
III Calcul direct des variables amassées : cas D˜n
Dans cette section, étant données les variables initiales a(0, i) = ui, avec i = 1, ..., n+1,
nous calculons les variables amassées d’une algèbre amassée de type D˜n au moyen du
produit matriciel (Théorème 3.4) et des polynômes continuants signés.
Les polynômes continuants sont définis pour a1, ..., an éléments d’un anneau R par la
relation de récurrence
pn(a1, .., an) = pn−1(a1, .., an−1)an + pn−2(a1, .., an−2), n ≥ 1
et par les conditions initiales p−1 = 0, p0 = 1.
Les polynômes continuants signés (aussi appelés polynômes de Tchebyshev généralisés
[D10-2.3]) sont une variante des polynômes continuants et sont définis [AR12-2.1] de
manière récurrente par la relation
qn(a1, .., an) = qn−1(a1, .., an−1)an − qn−2(a1, .., an−2), n ≥ 1
et par les conditions initiales q−1 = 0, q0 = 1.
Les variables amassées d’une algèbre amassée de type D˜n sont de deux natures à
savoir les variables transjectives qu’on trouve par correspondance bijective avec les objets
de la catégorie amassée se trouvant dans la composante transjective dont le carquois
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répétitif est le carquois répétitif ZQ et les variables non-transjectives dont les objets
correspondants (Théorème 1.24) sont sur les tubes (voir [SS-X.1]).
Nous savons d’après [ARS10] et aussi [AD11] qu’en posant a(0, i) = ui, i ∈ (D˜n)0,
les valeurs contenues dans la frise F sont des variables amassées d’une algèbre amassée
de type D˜n. Par conséquent le carquois modelé F¯ contient des variables amassées ou
produits de deux variables amassées.
D’après le Théorème 3.14, le carquois modelé F¯ associé à la graine G est contenu dans
le SL2-pavage en dessous de la frontière f˜0. Ainsi le calcul des variables dans F¯ se fait-il
par application de la formule du Théorème 3.4.
1 Calcul des variables amassées transjectives d’une algèbre amas-
sée de type D˜
Pour calculer les variables amassées transjectives d’une algèbre amassée de type D˜n, nous
procédons de la manière suivante :
Dans le pavage, les variables situées sur les rayons diagonaux d’origines respectives
ui, pour i = 3, 4, ..., n− 1, sommets de la souche ω¯ dans f˜0, sont des variables amassées
transjectives non situées aux sommets de fourches dans F. Le calcul de ces variables
s’effectue directement par application de la formule du Théorème 3.4.
Les variables sur les rayons diagonaux d’origine u1u2 ou unun+1, sommets extrêmes
de la souche ω¯ dans f˜0, sont sous la forme de produits de deux variables transjectives
aux sommets de fourches (produits obtenus par le passage de F à F¯). On obtient donc
les variables transjectives aux sommets de fourches par séparation du produit en deux
variables transjectives U et V .
Du fait que les variables aux sommets d’une fourche ont le même numérateur et que
leur dénominateur ne diffère que des deux variables aux sommets de fourche de la graine
G, leur produit est un carré parfait à u1u2 (ou unun+1) près.
Pour un point (u, v) sur un tel rayon on a : t(u, v) = U × V avec
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U =
1
u1
[
u1u2
b1b2...bn
(1, b0)
n∏
i=2
M(bi−1, xi, bi)
(
1
bn+1
)]1
2
et
V =
1
u2
[
u1u2
b1b2...bn
(1, b0)
n∏
i=2
M(bi−1, xi, bi)
(
1
bn+1
)]1
2
pour le rayon diagonal d’origine
u1u2 puis
U =
1
un
[
unun+1
b1b2...bn
(1, b0)
n∏
i=2
M(bi−1, xi, bi)
(
1
bn+1
)]1
2
et
V =
1
un+1
[
unun+1
b1b2...bn
(1, b0)
n∏
i=2
M(bi−1, xi, bi)
(
1
bn+1
)]1
2
pour le rayon diagonal d’ori-
gine unun+1.
On calcule donc les variables amassées transjectives par ce procédé. Nous donnerons
plus tard un exemple illustratif pour un carquois de type D˜4.
2 Calcul des variables amassées non-transjectives d’une algèbre
amassée de type D˜
La correspondance entre une frise de type D˜n et le SL2-pavage de type A˜2n−1 particulier,
nous permet d’après le Théorème 3.14 de regarder les variables transjectives de type
D˜n comme celle de type A˜2n−1 particulier. Ceci nous amène à un parallèle entre les
variables non-transjectives de type A˜2n−1 particulier et celles de type D˜n. Pour cela
nous introduisons une propriété des pavages qu’on trouve dans [BR10- formule (5)].
Rappellons qu’un SL2-pavage docile est un SL2-pavage qui ne contient aucune valeur
nulle (voir [BR10]).
Proposition 3.15
Soient C0, C1 et C2 trois colonnes successives d’un SL2-pavage docile t. Alors il existe
un unique coefficient α tel que C0 + C2 = αC1. 
Les Ci, i = 0, 1, 2 sont des matrices colonnes à coefficients denombrables. Le coefficient
α est appelé coefficient de linéarisation de la colonne C1. On a une définition analogue
pour trois lignes consécutives L0, L1 et L2.
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Remarquons que d’après la définition 3.2 les variables sur la frontière sont non nulles.
Ceci fait du SL2-pavage t étudié ici un pavage docile car t ne contient aucune valeur
nulle.
Nous savons d’après [AR12-théorème 4.4] que les variables amassées d’une algèbre
amassée de type A˜ apparaissent comme valeurs dans le SL2-pavage associé à A˜ ou comme
polynômes continuants signés ayant pour indéterminées les coefficients de linéarisation du
pavage. Nous présentons la technique de calcul des variables amassées non-transjectives
d’une algèbre amassée de type A˜ selon [AR12]. Nous manipulons ici les coefficients de
linéarisation des colonnes, ceux des lignes se manipulent symétriquement et nous aurons
besoin d’un nouveau concept de la notion de mot associé à un ensemble de colonnes
successives.
Définition 3.16
Soit S = {Ci, ..., Cj} un ensemble fini de colonnes successives dans un pavage t, de
frontière associée f . On appelle mot associé à S, la portion de la frontière f entre ses
intersections avec les colonnes Ci, ..., Cj augmentée d’un segment horizontal à gauche et
d’un segment horizontal à droite.
Exemple 3.17
Considérons la figure de l’exemple 3.3 et S l’ensemble des colonnes successives contenant
les variables de c0 à c1. Le mot associé à cet ensemble S de colonnes est : c−1xc0xc1yc2yc3xc4.
Nous énonçons le théorème suivant de [AR12-4.8] qui donne directement l’expression
d’un polynôme continuant signé ayant les coefficients de linéarisation pour indéterminées.
Théorème 3.18 (AR12-4.8)
Considérons un SL2-pavage t associé à une frontière f à variables dans K.
Soient C1, ..., Ck, un ensemble de k colonnes successives de t, de coefficients de linéarisa-
tion respectifs α1, ..., αk et m = b0x1b1x2...bnxn+1bn+1, n ≥ 1, xi ∈ {x, y}, bi ∈ K, le mot
associé à cet ensemble de colonnes. Alors le polynôme continuant signé qk(α1, ..., αk) est
qk(α1, ..., αk) =
1
b1b2...bn
(b0, 1)
n∏
i=2
M(bi−1, xi, bi)
(
1
bn+1
)
.
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On calcule donc les variables non-transjectives de type A˜ par ce procédé.
Rappellons que pour un type A˜r,s dont r est le nombre de flèches dans le sens horaire
et s celui des flèches dans le sens anti-horaire, les variables non-transjectives sont situées
sur deux tubes de rangs respectifs r et s (voir [SS-XIII.2.2]). Dans le cas D˜n on a trois
tubes dont deux sont de rang 2 et le troisième de rang (n− 2) (voir [SS-XIII.2.2]).
Considérons notre carquois Q′ de type A˜2n−1 = A˜r,s, avec r + s = 2n, qui est de la
forme :
Σ

Q′ : o
@@
o
  
Σ
^^
Une analyse de l’orientation des flèches nous donne l’équation r = s+ 4.
Des équations r + s = 2n et r = s + 4 on obtient 2s + 4 = 2n, ceci nous donne
s = n − 2. Ainsi le tube de rang s dans le type A˜2n−1 particulier s’identifie-t-il au tube
de rang (n− 2) du type D˜n (en tant que carquois à translation).
D’après [D10-5.1], il suffirait de connaitre les variables sur la bouche d’un tube pour
déterminer entièrement les variables sur le tube.
Nous énonçons le théorème suivant qui nous permet de calculer les (n − 2) variables
amassées situées sur la bouche du tube de rang (n− 2) dans le cas D˜n.
Théorème 3.19
Soient n ≥ 4 un entier, G une graine de type D˜n et G ′ celle de type A˜2n−1 associée à G.
Les variables non-transjectives sur le tube de rang s = (n− 2) du cas A˜2n−1 particulier,
s’identifient aux variables amassées non-transjectives sur tube de rang (n−2) de l’algèbre
amassée A(G) de type D˜n.
Avant de démontrer le Théorème 3.19, nous rappellons la formule (1.1) dans [ADSS12-
1.3] que nous utiliserons pour calculer les variables sur les bouches des tubes. Ainsi définit-
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on pour tout carquois localement fini Q les matrices à coefficients dans Z[ui|i ∈ Q0] de
la manière suivante :
Pour toute flèche s() → t() dans Q1 on a :
M() =
(
ut() 0
1 us()
)
et M(−1) =
(
ut() 1
0 us()
)
.
Considérons maintenant, pour tout k ∈ {0, 1, ...n}, une marche réduite
c = v1
d1− . . . dk− vk+1 de v1 à vk+1 dans Q.
On pose vk+1 = t(dk) et
Vc(k) =

∏
ut()
∈Q1(vk,−)
6=d±1
k
,d±1
k−1
0
0
∏
us()
∈Q1(−,vk)
6=d±1
k
,d±1
k−1
 ,
où Q1(vk,−) = { ∈ Q1|s() = vk}, Q1(−, vk) = { ∈ Q1|t() = vk}. Le produit vide
vaut 1.
On a la formule suivante qui donne la variable amassée associée à la marche réduite
c :
1∏n
k=0 ut(dk)
[1, 1]
(
n∏
k=0
M(dk)Vc(k + 1)
)[
1
1
]
(III − 5)
et M(d0) est la matrice identité par convention.
Preuve du Théorème 3.19
Nous faisons la démonstration pour un carquois Q ayant l’orientation suivante :
1
$$
n
3 // 4 // · · · // n− 1
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((
2
::
n+ 1
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Du fait que toutes les autres orientations sont mutation-équivalentes à celle que nous
avons choisie, la preuve pour les autres orientations est semblable.
Nous savons que les coefficients de linéarisation des colonnes et des lignes du SL2-
pavage en dessous de la frontière f˜0 sont les variables situées sur les bouches des deux
tubes de rangs r et s du carquois d’Auslander-Reiten correspondant à A˜2n−1, voir [SS].
Il suffirait donc de montrer, d’après [D10-5.1], que les variables sur la bouche du tube
de rang s = (n − 2) dans le cas A˜2n−1 particulier sont les (n − 2) variables amassées
non-transjectives sur la bouche du tube de rang (n− 2) dans le cas D˜n.
D’après [AD11-1.3], les variables amassées non-transjectives d’une algèbre amassée de
type D˜n correspondent aux KQ-modules simples Si associés aux points entre les deux
joints de fourches inclusivement, les points i = 3, ..., (n+1). Donc pour notre orientation
de Q, on obtient (n− 3) KQ-modules simples situés sur la bouche du tube.
Pour calculer les variables amassées correspondant à ces KQ-modules simples, on
identifie chacun de ces points à une marche de longueur 0 et on applique la formule
(III − 5). Ces variables sont selon l’orientation de Q, les coefficients de linéarisation des
colonnes du pavage t passant par les sommets u3, ..., un−1 de la souche ω¯.
On en conclut que les (n− 3) variables amassées de A(G) obtenues sur la bouche du
tube de rang (n− 2) correspondent aux (n− 3) variables sur la bouche du tube de rang
s = (n− 2) dans le cas A˜2n−1 et disposées dans le même ordre.
Nous savons alors que toutes les variables amassées sur la bouche du tube sont connues
sauf la (n−2)-ième variable amassée. Pour calculer cette variable nous utilisons la relation
de récurrence linéaire qui existe entre un joint de fourche et ses points voisins qu’on trouve
dans [KS11-6] de Keller et Scherotzke.
Ainsi désignons-nous par τ la translation d’Auslander-Reiten (voir [ASS-IV.2.3]),
X ik = a(k, i) et XτkSi l’image par le caractère amassé (voir [CC06]) du KQ-module τ kSi.
Nous avons d’après la suiteX3k relativement au joint 3 du carquois Q la relation suivante :
X4k = X
3
kXτkS4 −X2kX1k .
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En réécrivant cette relation sous la forme X3kXτkS4 = X
4
k + X
2
kX
1
k , on voit aisément
à partir de celle-ci que toute variable XτkSi sur la bouche du tube est un coefficient de
linéarisation de la colonne passant par la variable X3k dans le pavage. Ceci nous permet
de conclure que la (n− 2)-ième variable amassée correspond au (n− 2)-ième coefficient
de linéarisation dans le pavage.
En clair les (n− 2) variables amassées de A(G) sur la bouche du tube de rang (n− 2)
correspondent exactement aux coefficients de linéarisation des colonnes intersectant les
joints de fourche dans le carquois modelé F¯ du pavage en dessous de la frontière f˜0.
On identifie donc le tube de rang s = (n− 2) dans le cas A˜2n−1 particulier au tube de
rang (n− 2) dans le cas D˜n. 
Remarque 3.20
Soient qn le polynôme continuant signé, ak,n, avec k, n ∈ N, une variable de profondeur
n sur le tube et ak,1 une variable sur la bouche du tube. D’après [AD11-3.5] les variables
sur un tube de rang p ≥ 1 sont liées par la relation ai,n = qn (ai,1, ..., ai+n−1,1).
À présent il nous reste à déterminer les variables amassées non-transjectives sur les
bouches des deux tubes de rang 2.
Pour chacun de ces tubes de rang 2, en utilisant les représentations de [SS-XIII-2.6-a
et b], on associe aux deux KQ-modules sur la bouche de chacun des tubes, les marches
réduites dans la graine G comme suit :
1. Pour le premier tube
(a) l’unique marche réduite de u1 à un+1
(b) l’unique marche réduite de u2 à un
2. Pour le second tube
(a) l’unique marche réduite de u1 à un
(b) l’unique marche réduite de u2 à un+1
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Ainsi les variables amassées non-transjectives deA(G) sur les tubes de rang 2 s’obtiennent-
elles en appliquant à ces différentes marches la formule (III − 5).
Nous sommes maintenant en mesure de calculer les variables transjectives et les va-
riables non-transjectives de A(G).
Dans l’exemple suivant nous montrons comment calculer les variables amassées d’une
algèbre amassée de type D˜4 dont les flèches des fourches sont toutes entrantes.
Exemple 3.21
Considérons le carquois Q de type D˜4 de l’exemple 3.10.
On a Σ : 1 // 3 4oo et tΣ : 4 // 3 1oo .
La souche ω¯ de Q avec variables est : ω¯ = u1u2xu3yu4u5.
La frontière f˜0 associée à Q est :
f˜0 =
∞(u1u2xu3yu4u5x1xu4u5xu3yu1u2x1x)(u1u2xu3yu4u5)(y1yu4u5xu3yu1u2y1yu1u2xu3yu4u5)∞,
ceci nous amène au SL2-pavage suivant en dessous de la frontière f˜0 :
u4u5
u1u2 u3 ...
1
1 + u3
u1u2
u1u2 2 + u3 ...
u4u5 u3
(1 + u3)
2
u1u2
1
1 + u3
u4u5
...
u4u5 2 + u3 ...
u1u2 1 u1u2 u3 V3
u4u5 1 u4u5 u3
1 + u3
u1u2
2 + u3 V1 V2 ...
u1u2 1 u1u2 u3
1 + u3
u4u5
2 + u3 ...
u3
1 + u3
u1u2
2 + u3 ... ...
... ...
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La bande oblique délimitée par les rayons diagonaux issus de u1u2 et u4u5, corres-
pond, d’après le Théorème 3.14, au carquois modelé F¯ et contient les variables amassées
transjectives ou produits de deux variables amassées transjectives.
Les variables V1 et V3 représentent les produits de deux variables amassées sur la ligne
extrême du bas et la ligne extrême du haut dans le carquois modelé F¯ et V2 représente
une variable amassée sur une ligne quelconque dans F¯.
Les variables V1, V2 et V3 sont sur les rayons diagonaux d’origines respectives u1u2, u3
et u4u5.
Nous calculons les variables amassées en ces trois positions et pour cela nous déter-
minons les mots correspondant à ces trois positions V1, V2 et V3 qui sont respectivement
u3yu1u2x1xu1u2xu3, u3yu1u2x1xu1u2xu3yu4u5y1yu4u5xu3 et u3yu4u5y1yu4u5xu3.
On obtient en appliquant le Théorème 3.4, les résultats suivants :
V1 =
1
u21u
2
2
(1, u3)
(
u1u2 1
0 1
)(
1 1
0 u1u2
)(
1
u3
)
=
(1 + u3)
2
u1u2
=
1 + u3
u1
× 1 + u3
u2
.
V3 =
1
u24u
2
5
(1, u3)
(
1 0
1 u4u5
)(
u4u5 0
1 1
)(
1
u3
)
=
(1 + u3)
2
u4u5
=
1 + u3
u4
× 1 + u3
u5
.
V1 et V3 sont situés sur les rayons diagonaux d’origines respectives u1u2 et u4u5. Ces
valeurs sont pour chacune d’elles un produit de deux variables transjectives aux som-
mets de fourches. On les réécrit sous forme de produit de deux blocs dont chacun est
une variable amassée transjective de l’algèbre amassée A(G) de type D˜4 (section III-1).
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V2 =
1
(u1u2)2u3(u4u5)2
(1, u3)
(
u1u2 1
0 1
)(
1 1
0 u1u2
)(
u1u2 1
0 u3
)
×
×
(
u4u5 0
1 u3
)(
1 0
1 u4u5
)(
u4u5 0
1 1
)(
1
u3
)
=
1
(u1u2)2u3(u4u5)2
(1, u3)
(
(u1u2)
2 u1u2(1 + 2u3)
0 u1u2u3
)
×
×
(
(u4u5)
2 0
u4u5(1 + 2u3) u3u4u5
)(
1
u3
)
=
1
(u1u2)2u3(u4u5)2
(
(u1u2)
2, u1u2(1 + u3)
2
)( (u4u5)2
u4u5(1 + u3)
2
)
=
u1u2u3u4u5 + (1 + u3)
4
u1u2u3u4u5
.
V2 est une variable amassée transjective de A(G) de type D˜4.
Toutes les variables transjectives de A(G) de type D˜4 se calculent par cette méthode.
Nous calculons à présent les variables amassées non-transjectives de A(G) de type D˜4.
Pour ce faire, nous calculons seulement les variables amassées sur les bouches des tubes
de rang 2 et puisque n = 4 il y a en tout trois tubes de rang 2.
Pour un des tubes, T1, on a deux variables amassées α1 et α′1 sur la bouche et qui
correspondent aux coefficients de linéarisation des colonnes intersectant les joints de
fourche. Ces variables amassées peuvent aussi s’obtenir en appliquant le Théorème 3.18.
Nous choisissons d’utiliser le Théorème 3.18 pour calculer le coefficient de linéarisation
α1 de la colonne passant par le sommet u3 de la souche ω¯ et la Proposition 3.15 pour
calculer le coefficient de linéarisation α′1 de la colonne passant par V2.
Pour le calcul de α1 nous appliquons le Théorème 3.18. Pour ce faire nous déterminons
le mot associé à la colonne contenant le sommet u3 de la souche ω¯. D’après le plongement
de la frontière f˜0 dans le plan, ce mot est : u1u2xu3yu4u5y1yu4u5xu3. En appliquant la
formule du Théorème 3.18 à ce mot on obtient :
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α1 =
1
u3(u4u5)2
(u1u2, 1)
(
u4u5 0
1 u3
)(
1 0
1 u4u5
)(
u4u5 0
1 1
)(
1
u3
)
=
1
u3(u4u5)2
(1 + u1u2u4u5, u3)
(
1 0
1 u4u5
)(
u4u5
1 + u3
)
=
1
u3(u4u5)2
(1 + u1u2u4u5, u3)
(
u4u5
u4u5(2 + u3)
)
=
u1u2u4u5 + (1 + u3)
2
u3u4u5
.
Par application de la Proposition 3.15 le coefficient α′1 de la colonne passant par la
variable V2 s’obtient comme suit :
α′1 =
1
u3
[
(1 + u3)
2
u1u2
+ u4u5
]
=
u1u2u4u5 + (1 + u3)
2
u1u2u3
.
α1 et α′1 sont les variables amassées non-transjectives qui sont situées sur la bouche
du tube T1.
Pour le deuxième tube T2, on associe aux KQ-modules sur la bouche les marches
réduites de u1 à u5 et de u2 à u4 suivantes : u1xu3yu5 et u2xu3yu4. Par application
de la formule (III − 5) on obtient les variables amassées non-transjectives α2 et α′2
correspondantes. On a alors :
α2 =
1
u1u3u5
(1, 1)
(
1 0
0 1
)(
u3 0
1 u1
)(
1 0
0 u2u4
)
×
×
(
u3 1
0 u5
)(
1 0
0 1
)(
1
1
)
=
1
u1u3u5
(1 + u3, u1)
(
1 0
0 u2u4
)(
1 + u3
u5
)
=
1
u1u3u5
(1 + u3, u1)
(
1 + u3
u2u4u5
)
=
u1u2u4u5 + (1 + u3)
2
u1u3u5
.
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α′2 =
1
u2u3u4
(1, 1)
(
1 0
0 1
)(
u3 0
1 u2
)(
1 0
0 u1u5
)
×
×
(
u3 1
0 u4
)(
1 0
0 1
)(
1
1
)
=
1
u2u3u4
(1 + u3, u2)
(
1 0
0 u1u5
)(
1 + u3
u4
)
=
1
u2u3u4
(1 + u3, u2)
(
1 + u3
u1u4u5
)
=
u1u2u4u5 + (1 + u3)
2
u2u3u4
.
α2 et α′2 sont les variables amassées non-transjectives sur la bouche du tube T2.
Pour le troisième tube T3, on associe aux KQ-modules sur la bouche les marches
réduites de u1 à u4 et de u2 à u5 suivantes : u1xu3yu4 et u2xu3yu5. Par application de la
formule (II − 5) on obtient les variables amassées α3 et α′3 correspondantes. On a alors :
α3 =
1
u1u3u4
(1, 1)
(
1 0
0 1
)(
u3 0
1 u1
)(
1 0
0 u2u5
)
×
×
(
u3 1
0 u4
)(
1 0
0 1
)(
1
1
)
=
1
u1u3u4
(1 + u3, u1)
(
1 0
0 u2u5
)(
1 + u3
u4
)
=
1
u1u3u4
(1 + u3, u1)
(
1 + u3
u2u4u5
)
=
u1u2u4u5 + (1 + u3)
2
u1u3u4
.
α′3 =
1
u2u3u5
(1, 1)
(
1 0
0 1
)(
u3 0
1 u2
)(
1 0
0 u1u4
)
×
×
(
u3 1
0 u5
)(
1 0
0 1
)(
1
1
)
=
1
u2u3u5
(1 + u3, u2)
(
1 0
0 u1u4
)(
1 + u3
u5
)
=
1
u2u3u5
(1 + u3, u2)
(
1 + u3
u1u4u5
)
=
u1u2u4u5 + (1 + u3)
2
u2u3u5
.
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α3 et α′3 sont les variables amassées non-transjectives sur la bouche du tube T3.
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Chapitre 4
Mutations de frises : cas A
Nous avons vu au chapitre 2 (section I) qu’il existe un lien entre les triangulations de
polygones et les carquois de type A (voir [CCS06-3.2]).
Fomin, Shapiro et Thurston ont montré plus tard dans [FST08-4.1] la correspondance
bijective entre les mutations de carquois provenant des polygones et les mutations de
triangulations de polygones appelées flips. Ceci rend le diagramme suivant commutatif.
T //

µk(T )

QT // µk(QT ) = Qµk(T ) (IV − a)
où T est une triangulation d’un polygone et QT le carquois correspondant.
Dans ce chapitre nous nous intéressons au cas des triangulations de polygones, de fait
aux carquois de type A.
Conway et Coxeter dans [CC73- a et b] ont établi un lien entre les triangulations
de polygones et les frises de type A. Ceci donne, au vu des récents travaux ([CCS06],
[FST08], [ARS10]), le diagramme commutatif suivant :
T //

FT
QT
88
(IV − b)
où FT est la frise associée à la triangulation T .
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Il a été introduit la notion de mutation ([FZ02]) applicable aux carquois ([K10-3.2])
et celle de flip ([Ha91]) qui correspond à la mutation des triangulations ([FST08]), ainsi
le diagramme (IV − b) nous amène à penser à la notion de mutation de frises.
Dans ce chapitre nous exposons de manière géométrique la notion de mutation de
frises µk(FT ) de type A, de façon à obtenir le diagramme commutatif suivant :
µk(T ) //

µk(FT )
µk(QT )
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(IV − c).
Pour ce faire nous rappelons la notion de flip dans une triangulation de polygone et
sa correspondance avec les mutations de carquois. Cette correspondance nous permettra
de définir de manière géométrique les mutations de frises de type A.
I Mutations et triangulations
Nous avons vu au chapitre 2 ( section I ) une façon d’associer à une triangulation T
du polygone Pn+3, n ≥ 0, un carquois QT . Nous présentons une manière d’associer
(non unique) à un carquois Q de type An une triangulation de polygone Pn+3 (voir
[FST08-14]).
1 Correspondance bijective entre les triangulations d’un n-gone
et les carquois de type An
Caldero, Chapoton et Schiﬄer dans [CCS06] ont montré qu’on pouvait construire un
carquois à partir d’une triangulation de polygone. Rappellons qu’il a été montré dans
[FST08-14] qu’à tout carquois de type A est associé (non uniquement) une triangulation
de polygone. Nous présentons ici une façon d’associer à un carquois Q de type A une
triangulation de polygone.
Soient Q un carquois de type An où n ≥ 0 un entier. Considérons un polygone régulier
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Pn+3 à (n+3) côtés dont les sommets sont numérotés P1, P2, ..., Pn+3 dans le sens horaire
avec la convention que P1 = Pn+4 .
La triangulation TQ associée à Q est obtenue de la manière suivante :
On fixe un i0 ∈ {1, ..., (n+ 3)} et on construit un premier arc Pi0Pi0+2, ( l’arc joignant
les sommets Pi0 et Pi0+2 ). On construit les autres arcs de la triangulation par recurrence.
Supposons les k premiers arcs construits et que le k-ième arc soit PiPj, j /∈ {i−1, i+1}.
Alors on ajoute le (k + 1)-ième arc comme suit : on construit l’arc PiPj+1 s’il y a une
flèche de k à (k + 1) dans Q ou on construit l’arc Pi−1Pj s’il y a une flèche de (k + 1) à
k dans Q. Le processus s’arrête lorsqu’on arrive au n-ième arc de la triangulation.
Nous illustrons dans l’exemple suivant la méthode de construction ci-dessus.
Exemple 4.1
Soit le carquois Q de type A3 suivant : Q : 1→ 2→ 3.
Associons à Q une triangulation TQ de P6.
Dans l’hexagone P6 ci-dessous, nous avons fixé pour commencer l’arc P5P1.
P5 P6
P4 P1
P3 P2
.
Du fait qu’il y a une flèche de 1 à 2 dans Q, l’arc suivant à construire est l’arc P5P2. Le
deuxième arc étant construit, on continue le processus. Puisqu’il y a une flèche de 2 à 3
dans Q, l’arc suivant à construire est l’arc P5P3. Ici n = 3, on arrête donc le processus.
Une triangulation TQ de P6 associée à Q est alors :
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P5 P6
P4 P1
P3 P2
.
Nous obtenons ainsi une relation entre les triangulations d’un n-gone et les carquois
de type An. Fomin, Shapiro et Thurston (voir [FST08-4.1]) ont établi une telle corres-
pondance pour tout carquois provenant des polygones (avec ou sans ponctions).
Nous avons exposé au chapitre 1 ( section I ) les mutations de carquois. Au vu de la
correspondance établie entre les triangulations et les carquois provenant des polygones, il
est normal de s’interroger sur la mutation des triangulations. Fomin, Shapiro et Thurston
ont répondu à cette question dans [FST08-4.8] en montrant que la notion de flip (voir
[Ha91]) correspond à la mutation des triangulations.
2 Flips et triangulations
Soient T une triangulation de Pn+3 et α un arc de T .
En enlevant α de T , on obtient un quadrilatère dans Pn+3 dont α était une des
diagonales. Si nous désignons par α′ l’autre diagonale du quadrilatère alors T \{α}∪{α′}
est une nouvelle triangulation de Pn+3. Notons µα(T ) la nouvelle triangulation obtenue.
L’opération qui consiste à remplacer T par µα(T ) est appelé flip en α de T .
Exemple 4.2
Considérons la triangulation T de l’hexagone P6 de l’exemple 4.1. Faisons un flip en la
diagonale α = P5P2, on obtient la triangulation µα(T ) de P6 suivante :
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P5 P6
P4 P1
P3 P2
.
Rappellons-nous que pour un carquois QT associé à une triangulation T d’une surface,
les sommets de QT correspondent aux arcs de T .
Un des résultats importants de Fomin, Shapiro et Thurston est qu’en mutant le car-
quois QT associé à la triangulation T d’une surface en un sommet α, on obtient le
carquois Qµα(T ) associé à la triangulation µα(T ) obtenue en faisant un flip en l’arc α de
T . Ce résultat s’énonce comme suit :
Théorème 4.3 (FST08-4.8)
Soient S une surface et T une triangulation de S. Alors pour tout arc α de T , on a
µα(QT ) = Qµα(T ). 
Exemple 4.4
Le carquois Qµα(T ) associé à la triangulation de P6 de l’exemple 4.2 est :
1 // // 3
~~~~
2
```` .
La mutation du carquois Q : 1→ 2→ 3 associé à la triangulation de P6 de l’exemple
4.1 en son sommet 2 correspond bien au carquois Qµα(T ). Cela illustre le théorème 4.3
dans le cas des carquois de type A.
II Triangulations de polygones et frises de type A
Conway et Coxeter ([CC73-a et b]) ont établi une correspondance entre les frises de type
A et les triangulations de polygones. Nous exposons dans cette section ladite correspon-
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dance.
Nous avons introduit les patrons de frises de Conway et Coxeter au chapitre 1 (
section III ). Nous rappelons que les frises de Conway et Coxeter sont constituées de
lignes horizontales composées d’entiers positifs dont la première et la dernière ligne sont
composées de 1 et pour tout carré de la forme
b
a d entre ces deux lignes, on a la relation ad− bc = 1.
c
Cette relation est la règle unimodulaire.
Un patron de frise de Conway et Coxeter constituée de (n+ 2) lignes est dite d’ordre
(n+ 3) ou de type An. Ainsi la frise suivante est-elle de type A3 :
1 1 1 1 1 1
... 2 2 1 4 1 ...
3 3 1 3 3 1 ...
4 1 2 2 2
1 1 1 1 1 1
.
Conway et Coxeter ont montré ([CC73- a et b point 27]) que la seconde ligne d’une
frise d’ordre (n+ 3), la ligne en dessous de celle composée de 1, est une suite de nombres
dont chaque terme représente le nombre de triangles adjacents à un sommet dans une
triangulation du polygone Pn+3. De plus, à une frise d’ordre (n + 3) on associe (non
uniquement) une triangulation du polygone Pn+3 ([CC73-a et b point 28]).
Nous exposons ici la manière d’associer à une frise d’ordre (n + 3) une triangulation
du polygone Pn+3 selon [CC73-a et b].
Soit F une frise de Conway et Coxeter d’ordre (n+ 3).
On borde la frise F dans l’ordre par deux lignes de Pj, j ∈ {1, ..., (n+ 3)} ( sommets
du polygone Pn+3 ), de sorte que PjPj soit une diagonale dans la frise. Nous avons pour
une frise d’ordre 6 la configuration suivante :
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P2 P3 P4 P5 P6 P1 P2 P3
1 1 1 1 1 1 1 1 1
... 2 2 1 4 1 2 2 2 ...
3 3 1 3 3 1 3 3 1 ...
4 1 2 2 2 1 4 1
1 1 1 1 1 1 1 1 1
P5 P6 P1 P2 P3 P4 P5 P6
.
On note (r, s), r, s ∈ {1, ..., (n + 3)}, r 6= s, le point où les diagonales Sud-Est PrPr
et Nord-Est PsPs se croisent dans la frise.
Pour un point (r, s), s /∈ {r − 1, r + 1} correspondant à la valeur 1 dans la frise, on a
dans la triangulation T de Pn+3 un arc qui joint les sommets Pr et Ps de Pn+3.
Pour (r, s), s ∈ {r − 1, r + 1} correspondant à la valeur 1 dans la frise, PrPs est un
côté du polygone Pn+3.
D’après le point 33 de [CC73-a et b], un domaine fondamental ( remarque 2.7 ) dans
une frise de type A contient exactement n valeurs de 1. Ceci correspond au nombre d’arcs
dans la triangulation d’un polygone Pn+3.
Inversement, partant d’une triangulation T d’un polygone Pn+3, on lui attribue une
frise d’ordre (n+ 3) constituée comme suit :
On construit d’abord une première ligne composée de 2(n + 3) valeurs de 1 et la
ligne suivante est composée d’un cycle de nombres de triangles adjacents aux sommets
successifs de Pn+3 dans la triangulation T . À partir de ces deux lignes construites, on
détermine uniquement ( [CC73-a et b. point 28] ) la frise correspondante au moyen de
la règle unimodulaire.
Exemple 4.5
Considérons la frise F d’ordre 6 bordée de deux lignes de Pj, j ∈ {1, ..., 6} suivante :
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P2 P3 P4 P5 P6 P1 P2 P3
1 1 1 1 1 1 1 1 1
... 2 2 1 4 1 2 2 2 ...
3 3 1 3 3 1 3 3 1 ...
4 1 2 2 2 1 4 1
1 1 1 1 1 1 1 1 1
P5 P6 P1 P2 P3 P4 P5 P6
.
Considérons dans la frise F le domaine fondamental composé des valeurs en gras.
Les points (r, s) correspondant à la valeur 1 dans le domaine fondamental sont : (3, 5),
(5, 1), (5, 2). Ainsi les arcs dans la triangulation T de P6 sont-ils : P3P5, P5P1, P5P2.
Ceci nous donne la triangulation T de P6 suivante :
P5 P6
P4 P1
P3 P2
.
Inversement considérant la triangulation T de P6, on numérote chaque sommet par le
nombre de triangles qui lui sont adjacents. On obtient
4 1
1 2
2 2
et les deux premières lignes de la frise associée sont les suivantes :
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1 1 1 1 1 1 1 1 1
... 2 2 1 4 1 2 2 2 ...
.
À partir de ces deux lignes, on construit les autres lignes de la frise vers le bas en
faisant usage de la règle unimodulaire. On obtient alors la frise F d’ordre 6 (de type A3)
avec laquelle nous avons commencé cet exemple.
Ceci nous amène au théorème suivant :
Théorème 4.6 (CC73-a et b)
Les frises d’ordre (n+ 3) ( de type An ) bordées des sommets Pj, 1 ≤ j ≤ (n+ 3), sont
en bijection avec les triangulations d’un polygone Pn+3 à (n+ 3) côtés. 
On a donc établi le diagramme commutatif (IV − b). Il devient naturel, au vu des
théorèmes 4.3 et 4.6, de s’interroger sur les mutations de frises et donc sur la réalisation
du diagramme (IV − c).
Dans ce qui suit, nous présentons une façon géométrique de muter les frises de type
A.
III Mutations de frises de type A
Soient n ≥ 0, un entier, Pn+3 un polygone à (n+3) côtés dont les sommets sont numérotés
P1, P2, ..., Pn+3 dans le sens horaire, T une triangulation de Pn+3 et F la frise associée à
la triangulation T .
Nous avons vu à la section II de ce chapitre que le point (r, s), s /∈ {r − 1, r +
1} correspondant à la valeur 1 dans la frise représente géométriquement l’arc de la
triangulation joignant les sommets Pr et Ps et que pour s ∈ {r− 1, r + 1} le point (r, s)
correspondant à la valeur 1 représente le côté PrPs du polygone Pn+3.
Nous savons aussi que les flips correspondent aux mutations des triangulations et
s’opèrent sur les arcs de la triangulation. Ainsi les points (r, s), s /∈ {r − 1, r + 1}
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correspondant à la valeur 1 et représentant les arcs de la triangulation sont-ils des points
en lesquels nous mutons la frise F .
Dans ce qui suit, nous décrivons une façon de muter les frises de type A.
Pour ce faire, on borde la frise F par deux lignes des Pj, j ∈ {1, ..., (n + 3)} dans
l’ordre. Ainsi pour un carré de la forme
Pj
1 1 , aj étant une valeur sur la deuxième ligne de F , la valeur aj
aj
correspond-elle ([CC73-a et b, point 27]) au nombre de triangles adjacents au sommet
Pj de Pn+3.
Définition 4.7
Soient Pi et Pj, i 6= j deux sommets du polygone Pn+3. On dit que les sommets Pi
et Pj sont adjacents s’ils sont reliés par un arc ( y compris les côtés de Pn+3 ) dans la
triangulation de Pn+3.
On note Ei l’ensemble des sommets adjacents au sommet Pi.
Exemple 4.8
Considérons la triangulation T de P6 de l’exemple 4.2.
L’ensemble E5 des sommets adjacents au sommet P5 est : E5 = {P1, P3, P4, P6}.
Considérons un point (r, s), s 6= r correspondant à la valeur 1 dans la frise F .
Nous exprimons cette correspondance par la notation (r, s) := 1.
On définit les ensembles Er et Es des sommets adjacents aux sommets Pr et Ps
respectivement,
Er = {Pj, 1 ≤ j ≤ (n+ 3)| (r, j) := 1},
Es = {Pj, 1 ≤ j ≤ (n+ 3)| (s, j) := 1}.
Nous savons que si (r, s) := 1, s /∈ {r−1, r+1} alors PrPs est un arc de la triangulation
T . L’arc PrPs est inscrit dans un quadrilatère dont il est une des diagonales et les sommets
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Pr et Ps sont deux sommets de ce quadrilatère. Les deux autres sommets du quadrilatère
correspondent aux points d’intersections des arcs issus des sommets Pr et Ps ( y compris
les côtés du polygone ).
Il est donc clair que l’ensemble des deux autres sommets d’un tel quadrilatère est
donné par Er ∩ Es. Ceci parce que les arcs de la triangulation T ne s’intersectent pas à
l’intérieur du polygone. On pose alors Er ∩Es = {Pu, Pv}, u, v ∈ {1, ..., (n+ 3)}\{r, s}.
Choisissons à présent de muter la frise F au point (r, s), s /∈ {r − 1, r + 1}.
La nouvelle frise µrs(F) obtenue de F par mutation au point (r, s) s’obtient de la
manière suivante :
On reproduit une portion des trois premières lignes de la frise F bordée des sommets
Pj, on a
P1 P2 ... Pn+2 Pn+3 ...
1 1 1 ... 1 1 1 ... (IV − d)
... a1 a2 ... an+2 an+3 ...
puis on reconstitue alors les trois premières lignes de µrs(F) bordée des sommets Pj
en ne remplaçant que les nombres aj, j ∈ {r, s, u, v} dans la portion (IV − d) de la
frise F par les nouveaux nombres associés aux sommets Pr, Ps, Pu et Pv dans la nouvelle
triangulation µrs(T ) à savoir (ar − 1), (as − 1), (au + 1) et (av + 1) respectivement.
Nous savons que aj, j ∈ {1, ..., (n+3)} correspond au nombre de triangles adjacents au
sommet Pj et que dans le quadrilatère dont PrPs est une diagonale, la seconde diagonale
relie les deux points de Er ∩ Es.
Alors étant donné qu’un flip en la diagonale PrPs consiste à remplacer PrPs par la
seconde diagonale, il va de soi que les nombres de triangles ar, as adjacents aux sommets
Pr et Ps respectivement diminuent chacun de la valeur 1. Du fait de la construction de
la seconde diagonale, les nombres de triangles adjacents aux deux autres sommets du
quadrilatère augmentent chacun de la valeur 1.
Supposons que Er ∩ Es = {Pu, Pv}, u, v ∈ {1, ..., (n+ 3)} \ {r, s}.
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Le quadrilatère dont PrPs est une diagonale a alors pour sommets Pr, Ps, Pu et Pv. Les
termes ar, as, au et av sont respectivement les nombres de triangles adjacents qui leur sont
associés dans la triangulation T . Ainsi les nombres de triangles adjacents aux sommets
Pr, Ps, Pu et Pv dans la nouvelle triangulation µrs(T ) sont-ils (ar − 1), (as − 1), (au + 1)
et (av + 1) respectivement.
D’après le point 28 de [CC73-a et b], on construit entièrement la frise µrs(F) au moyen
de la règle unimodulaire.
Remarque 4.9
Dans une frise F bordée des sommets Pj, l’ensemble Ei est donné par des points corres-
pondant à la valeur 1 sur la diagonale PiPi dans la frise.
Notre définition de la mutation de F nous amène au théorème suivant.
Théorème 4.10
Soient Pn+3, n ≥ 0, un polygone, T une triangulation de Pn+3 et FT la frise associée à la
triangulation T . Alors pour tout point (r, s) := 1, s /∈ {r−1, r+1}, r, s ∈ {1, ..., (n+3)}
de la frise F on a µrs(FT ) = Fµrs(T ).
Preuve
Nous savons que µrs(T ) est une triangulation de Pn+3 obtenue de T en flippant en
l’arc PrPs. Nous avons donc remplacé la diagonale PrPs par la diagonale PuPv dans le
quadrilatère PrPuPsPv. Ainsi avons-nous diminué les nombres de triangles adjacents aux
sommets Pr et Ps chacun de la valeur 1 puis augmenté ceux des sommets Pu et Pv chacun
de la valeur 1. La frise Fµrs(T ) associée à la triangulation µrs(T ) a sur sa seconde ligne
les mêmes valeurs (dans le même ordre) que celle associée à la triangulation T sauf pour
les termes ar, as, au et av que nous remplaçons par (ar − 1), (as − 1), (au + 1) et (av + 1)
respectivement. On voit bien que les deuxièmes lignes de chacune des frises µrs(FT ) et
Fµrs(T ) sont identiques. D’après [CC73-a et b. point 28], on obtient alors une unique
frise. D’où µrs(FT ) = Fµrs(T ). 
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Nous donnons maintenant un exemple dans lequel nous appliquons les résultats obtenus
précédemment.
Exemple 4.11
Considérons la frise d’ordre 8 suivante :
1 1 1 1 1 1 1 1
3 1 4 1 3 1 4 1 3
F : ... 2 3 3 2 2 3 3 2 2 ...
1 5 2 5 1 5 2 5 1 ...
2 3 3 2 2 3 3 2
3 1 4 1 3 1 4 1 3
1 1 1 1 1 1 1 1
.
Bordons la frise F par deux lignes de sommets Pj, j ∈ {1, ..., 8} du polygone P8 dans
l’ordre. On obtient,
P8 P1 P2 P3 P4 P5 P6 P7 P8
1 1 1 1 1 1 1 1 1
3 1 4 1 3 1 4 1 3
... 2 3 3 2 2 3 3 2 2 ...
1 5 2 5 1 5 2 5 1 ...
2 3 3 2 2 3 3 2
3 1 4 1 3 1 4 1 3
1 1 1 1 1 1 1 1 1
P4 P5 P6 P7 P8 P1 P2 P3 P4
.
Mutons la frise F au point (6, 4) correspondant à la valeur 1.
La triangulation T correspondant à F contient un arc P6P4.
Déterminons les ensembles E6 et E4 des sommets adjacents à P6 et P4 respectivement,
on a d’après la remarque 4.9 :
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E6 = {P2, P4, P5, P7, P8},
E4 = {P2, P3, P5, P6}.
Alors E6 ∩ E4 = {P2, P5} et P2P5 est la seconde diagonale du quadrilatère contenant
P6P4.
Soit µ64(T ) la nouvelle triangulation de P8 obtenue en flippant T en la diagonale P6P4.
Les nombres de triangles adjacents aux sommets P6, P4, P2 et P5 dans la triangulation
T sont 4, 3, 4 et 1 respectivement. Ces nombres sont remplacés dans l’ordre par (4− 1),
(3− 1), (4 + 1) et (1 + 1) respectivement dans la nouvelle triangulation µ64(T ).
Les nouveaux nombres correspondant aux sommets P6, P4, P2 et P5 sont 3, 2, 5 et 2
respectivement.
On construit alors les trois premières lignes de la frise µ64(T ) bordée des sommets
Pj, j ∈ {1, ..., 8} en ne remplaçant que les aj, j ∈ {6, 4, 2, 5} par leurs nouvelles valeurs,
les autres aj restant inchangés. On obtient alors
P8 P1 P2 P3 P4 P5 P6 P7 P8
1 1 1 1 1 1 1 1 1 1
3 1 5 1 2 2 3 1 3
.
En complétant cette portion de frise vers le bas, on obtient la frise µ64(T ) qui est :
1 1 1 1 1 1 1 1 1 1
1 3 1 5 1 2 2 3 1 3 1
2 2 4 4 1 3 5 2 2 2
3 1 7 3 3 1 7 3 3 1 7
1 3 5 2 2 2 4 4 1 3
1 2 2 3 1 3 1 5 1 2 2
1 1 1 1 1 1 1 1 1 1
.
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Les triangulations de P8 correspondant à F et µ64(F) sont respectivement :
P1 P2
P8 P3
T et
P7 P4
P6 P5
.
P1 P2
P8 P3
T ′
P7 P4
P6 P5
.
Il est évident que T ′ est obtenue de T en flippant T en la diagonale P6P4 c’est-à-dire
µ64(T ) = T ′.
Les carquois correspondant à ces triangulations sont respectivement :
Q : 82
""
62oo
""
42oo et
86
<<
64
<<
Q′ : 82
""
62oo 42
||
86
<<
52
bb .
La numérotation ij des sommets des carquois représente l’arc PiPj et on a bien
µ64(Q) = Q
′.
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Nous énonçons au vu des sections I, II et III de ce chapitre le théorème suivant dans
le cas An :
Théorème 4.12
Soient Pn+3, n ≥ 0, un polygone dont les sommets sont numérotés P1, P2, ..., Pn+3 dans
le sens horaire, T une triangulation de Pn+3, FT la frise associée à T et QT le carquois
associé à T . Soient PrPs, s /∈ {r− 1, r+ 1}; r, s ∈ {1, 2, ..., (n+ 3)}, un arc de T et (r, s)
un point correspondant à une valeur 1 dans la frise FT . Alors pour tout diagramme
commutatif :
T //

FT ,
QT
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on a le diagramme commutatif suivant :
µrs(T ) //

µrs(FT ).
µrs(QT )
55
Preuve
Nous savons que µrs(T ) est une triangulation de Pn+3 et d’après [FST08-4.8] on a
µrs(QT ) = Qµrs(T ). Aussi avons-nous, d’après les résultats obtenus dans [CC73-a et b],
[CCS06-3.2] et [ARS10], le diagramme commutatif suivant :
µrs(T ) //

Fµrs(T ).
Qµrs(T )
66
En faisant usage des égalités Fµrs(T ) = µrs(FT ) du théorème 4.10 et µrs(QT ) = Qµrs(T )
du théorème 4.3, on prouve le théorème 4.12. 
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Conclusion
Dans cette thèse, nous avons étudié les frises en rapport avec la théorie des algèbres amas-
sées. Nous avons abordé deux thèmes à savoir le calcul explicite des variables amassées
et celui de la mutation des frises de type A.
Pour le premier thème, nous avons vu qu’on pouvait associer à un carquois de type Dn
un carquois de type A2n−1 particulier. Ceci nous a permis d’établir une correspondance
entre frise de type Dn et une frise de type A2n−1 particulière. Nous avons donné à partir
de là une formule explicite pour le calcul des variables amassées d’une algèbre amassée
de type Dn.
Ensuite nous nous sommes posés la question de savoir si cette méthode d’association
pouvait nous permettre de traiter le cas des variables amassées d’une algèbre amassée de
type D˜n. Vu que dans ce dernier cas il y a un nombre infini de variables et que d’après
la théorie des représentations des algèbres on a l’apparition des tubes dans le carquois
d’Auslander-Reiten, notre méthode serait efficace si elle s’appliquait au cas D˜n.
C’est ainsi que dans le chapitre 3 nous avons pu, par la même méthode que dans le cas
Dn, associer à un carquois de type D˜n un carquois de type A˜2n−1 particulier. Ceci nous
a également permis d’établir une correspondance entre une frise de type D˜n et celle de
type A˜2n−1 particulière, permettant ainsi le calcul des variables amassées transjectives
d’une algèbre amassée de type D˜n à partir d’une formule explicite. En faisant usage
des propriétés de ces frises, nous avons réussi à identifier les variables sur le tube de
dimension (n − 2) dans le cas D˜n et celles sur le tube de dimension (n − 2) dans le cas
A˜2n−1 dont le calcul est connu [AR12]. Ceci rend possible le calcul direct des variables
amassées non-transjectives d’une algèbre amassée de type D˜n. Pour deux autres tubes
de dimension 2 chacune, nous avons utilisé la technique des modules de cordes.
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En répondant à la question du cas D˜n par la même méthode que dans le cas Dn, nous
prouvons l’efficacité de notre méthode d’association des carquois de types D et A (ou D˜
et A˜).
Pour le second thème, nous nous sommes intéressés (chapitre 4) à la mutation des
frises de type A. Nous savons qu’il existe une correspondance entre les frises de type A
et les triangulations de polygones [CC73-a et b] d’une part et d’autre part une corres-
pondance entre les carquois de type A et les triangulations de polygones [CCS06]. De
plus, connaissant l’existence d’une bijection entre les mutations de carquois provenant
des polygones et les flips de triangulations de surfaces [FST08], il est judicieux de traiter
la question des mutations de frises. Nous avons traité le cas des mutations des frises de
type A, établissant ainsi le diagramme commutatif (IV − c).
Au vu des thèmes abordés dans cette thèse, nous voyons d’autres perspectives d’études
à savoir :
a. La mutation de frises associées aux carquois provenant des surfaces, par exemple
le cas D : polygone pointé,
b. Dans le cas des frises de type An, pour une valeur ai sur la seconde ligne et pour
trois termes consécutifs X ij, X ij+1, X ij+2, 0 ≤ j ≤ n − 1 sur la diagonale Nord-Est
issue de la valeur ai, on a la relation ai+jX ij+1 = X ij + X ij+2 avec X i1 = ai. Cette
relation correspond à l’équation discrète de Sturm-Liouville. Alors est-il possilble
d’avoir une équation différentielle discrète dont les solutions seraient des variables
amassées d’une algèbre amassée de type An? C’est-à-dire une autre façon de calculer
les variables amassées d’une algèbre amassée de type An au moyen d’une équation
différentielle.
Nous envisageons, une fois cette thèse terminée, d’examiner ces possibilités d’études
afin d’en voir la faisabilité. Ceci établira davantage le lien entre la théorie des algèbres
amassées et les équations différentielles.
96
Bibliographie
[Am11] C. Amiot, On generalized cluster categories. Representations of algebras and
related topics, 1-53, EMS Ser. Congr. Rep., Eur. Math. Soc., Zürich, 2011.
[A] I. Assem, Algèbres et modules, Série Enseignement des Mathématiques, Presses de
l’Université d’Ottawa (Ottawa) / Masson (Paris), 1997.
[AD11] I. Assem and G. Dupont, Friezes and the construction of the euclidean cluster
variables, J. Pure and Applied Algebra 215 (2011), 2322-2340.
[ADSS12] I. Assem, G. Dupont, R. Schiﬄer et D. Smith, Friezes, strings and cluster
variables, Glasgow J. Math. 54 (2012), no. 1, 27-60.
[AR12] I. Assem et C. Reutenauer, Mutating Seeds : types A and A˜, Ann. Math. Blaise
Pascal 19 (2012), no. 1, 29-73.
[ARS10] I. Assem, C. Reutenauer, et D. Smith, Friezes, Adv. in Math. 225 (2010),
3134-3165.
[ASS] I. Assem, D. Simson et A. Skowroński, Elements of the Representation Theory of
Associative Algebras, 1 : Techniques of Representation Theory , London Mathema-
tical Society Student Texts 65, Cambridge University Press, (2006).
[ARS95] M. Auslander, I. Reiten, et S. Smalo. Representation theory of Artin algebras.
Cambridge University Press, 1995.
[BM12] K. Baur, R.J. Marsh, Categorification of a frieze pattern determinant, J. Com-
bin. Theory Ser. A 119 (2012) 1110-1122.
[BFZ05] A. Berenstein, S. Fomin, et A. Zelevinsky. Cluster algebras III : Upper bounds
and double Bruhat cells, Duke Mathematical Journal, 126(1) :1-52, 2005.
[BR10] F. Bergeron, C. Reutenauer, SLk-tilings of the plane, Illinois J. Math. 54 (2010),
no. 1, 263-300.
97
[BMR08] A. Buan, R. Marsh et I. Reiten, Cluster mutation via quiver representations,
Comment. Math. Helv. 83 (2008), no. 1, 143-177.
[BMR09] A. Buan, R. Marsh et I. Reiten, Denominators of cluster variables, J. Lond.
Math. Soc. (2) 79 (2009), no. 3, 589-611.
[BMRRT06] A. Buan, R. Marsh, M. Reineke, I. Reiten et G. Todorov, Tilting theory
and cluster combinatorics, Adv. Math. 204 (2006), no. 2, 572-618.
[CC06] P. Caldero, F. Chapoton, Cluster algebras as Hall algebras of quiver represen-
tations, Commentarii Mathematici Helvetici 81 (2006) 596-616.
[CCS06] P. Caldero, F. Chapoton et R. Schiﬄer, Quivers with relations arising from
clusters (An case), Trans. Amer. Math. Soc. 358 (2006), no. 3, 1347-1364.
[CK06] P. Caldero et B. Keller. From triangulated categories to cluster algebras II,
Annales Scientifiques de l’Ecole Normale Supérieure, 39(4) :83-100, 2006.
[CC73-a] J. Conway, H. Coxeter, Triangulated polygons and frieze patterns, The Ma-
thematical Gazette 57 (400) (1973) 87-94.
[CC73-b] J. Conway, H. Coxeter, Triangulated polygons and frieze patterns, The Ma-
thematical Gazette 57 (401) (1973) 175-183.
[C71] H. Coxeter, Frieze Patterns, Acta Arithmetica XVIII (1971), 297-310.
[D08] G. Dupont, Algèbres amassées affines, Thèse de doctorat, Université Claude Ber-
nard Lyon 1, November 2008. http ://tel.archives-ouvertes.fr/tel-00338684/fr.
[D10] G. Dupont, Cluster multiplication in regular components via generalized Cheby-
shev polynomials, Algebr. Represent. Theory, 15, (2012), no. 3, 527-549.
[FZ02] S. Fomin et A. Zelevinsky, Cluster algebras I. Foundations, J. Amer. Math. Soc.
15 (2002), no. 2, 497-529 (electronic).
[FZ03] S. Fomin et A. Zelevinsky, Cluster algebras II : Finite type classification, Invent.
Math. 154, (2003), 63-121.
[FZ07] S. Fomin et A. Zelevinksy. Cluster algebras IV : Coefficients, Composition Ma-
thematica, 143(1) :112-164, 2007.
[GLS05] C. Geiss, B. Leclerc, et J. Schröer. Semicanonical basis and prepojective alge-
bras, Annales Scientifiques de l’Ecole Normale Supérieure, 38 :193-253, 2005.
98
[GLS06] C. Geiss, B. Leclerc, et J. Schröer. Rigid modules over preprojective algebras,
Invetiones Mathematicae, 165(3) :589-632, 2006.
[GLS07] C. Geiss, B. Leclerc, et J. Schröer. Semicanonical bases and preprojective al-
gebras II : A multiplication formula, Compos. Math., 143(5) :1313-1334, 2007.
[GLS08] C. Geiss, B. Leclerc, et J. Schröer. Preprojective algebras and cluster algebras.
arxiv : 0804.3168v1 [math.RT], 2008.
[H88] D. Happel, Triangulated Categories in the Representation Theory of Finite Di-
mensional Algebras, London Mathematical Society. Lecture Notes Series 119, Cam-
bridge University Press, Cambridge, (1988).
[Ha91] A. Hatcher. On triangulations of surfaces, Topology and its Applications 40
(1991), 189-194.
[H72] J. E. Humphreys. Introduction to Lie Algebras and Representation Theory. Sprin-
ger Verlag, 1972.
[Ka83] V.G. Kac. Infinite dimensional Lie algebras. Cambridge Univeristy Press, 1983.
[K10] B. Keller. "Cluster algebras, quiver representations and triangulated categories",
in Triangulated categories, London Math. Soc. Lecture Note Ser., vol. 375, Cam-
bridge Univ. Press, Cambridge, 2010, p. 76-160.
[KS11] B. Keller et S. Scherotzke, Linear recurrence relations for cluster variables of
affine quivers, Adv. Math. 228 (2011), no. 3 1842-1862.
[LS13] K. Lee, R. Schiﬄer, Positivity for cluster algebras, (Juin 2013). arXiv :1306.2415
[math.CO].
[Ma13-I] K. E. Magnani, Friezes of type D, arXiv :1405.0548 [math.AC].
[Ma13-II] K. E. Magnani, Friezes of type D˜, arXiv :1405.1023 [math.AC].
[M11] G. Musiker, A graph theoretic expansion for cluster algebras of classical type,
Ann. Comb. 15, (2011), no. 1, 147-184.
[Pr08] J. Propp, The combinatorics of frieze patterns and Markoff numbers, (2008),
arXiv :math/0511633v4 [math.CO].
[S08] R. Schiﬄer, A geometric model for cluster categories of type Dn, J. Algebraic
Combin. 27 (1) (2008) 1-21.
99
[SS] D. Simson, A. Skowroński, Elements of the Representation Theory of Associative
Algebras, Volume 2 : Tubes and Concealed Algebras of Euclidean Type, London
Mathematical Society Student Texts, vol. 71, Cambridge University Press, 2007.
100
