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Abstract
We obtain new bounds for the solution of the variance-gamma (VG) Stein equa-
tion that are of the correct form for approximations in terms of the Wasserstein
and Kolmorogorov metrics. These bounds hold for all parameters values of the four
parameter VG class. As an application we obtain explicit Wasserstein and Kol-
mogorov distance error bounds in a six moment theorem for VG approximation of
double Wiener-Itoˆ integrals.
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1 Introduction
The variance-gamma (VG) distribution with parameters r > 0, θ ∈ R, σ > 0, µ ∈ R has
probability density function
p(x) =
1
σ
√
πΓ( r
2
)
e
θ
σ2
(x−µ)
( |x− µ|
2
√
θ2 + σ2
) r−1
2
K r−1
2
(√
θ2 + σ2
σ2
|x− µ|
)
, (1.1)
with support R. In the limit σ → 0 the support becomes the region (µ,∞) if θ > 0, and
is (−∞, µ) if θ < 0. Here Kν(x) is a modified Bessel function of the second kind, defined
in Appendix A. For a random variable Z with density (1.1), we write Z ∼ VG(r, θ, σ, µ).
Different parametrisations are given in [15] and the book [33], in which they refer to the
distribution as the generalized Laplace distribution.
The VG distribution is widely used in financial modelling [39, 40]; an overview of this
and other applications are given in [33]. The VG distribution also has a rich distributional
theory (see Chapter 4 of [33] and [20]), and the class contains several classical distributions
as special or limiting cases, such as the normal, gamma, Laplace, product of zero mean
normals and difference of gammas (see Proposition 1.2 of [20] for a list of further cases).
Stein’s method [54] is one of the most powerful and widely used approaches for deriving
quantitative limit theorems in probability. Originally developed for normal approxima-
tion, it has been extended to many other distributions such as the Poisson [9], exponential
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[8, 47], gamma [29, 37] and Laplace [50]; for an overview see [35]. Stein’s method was
extended to the VG distribution by [19, 20], with subsequent technical advances made by
[26]. The Malliavin-Stein method [42, 44] for VG approximation was developed by [17],
and together with results from [19, 20], they were able to obtain “six moment” theorems
for the VG approximation of double Wiener-Itoˆ integrals. Further VG approximations are
given in [1, 2, 3, 4], in which the limiting distributions can be represented as the difference
of two centered gamma random variables or the product of two mean zero normal random
variables.
The starting point of Stein’s method for VG approximation is the Stein equation [20]
Lr,θ,σ,µf(x) := σ
2(x−µ)f ′′(x)+(σ2r+2θ(x−µ))f ′(x)+(rθ− (x−µ))f(x) = h˜(x), (1.2)
where h˜(x) = h(x)−Eh(Z) for h : R→ R and Z ∼ VG(r, θ, σ, µ). Here Lr,θ,σ,µ is the VG
Stein operator. Along with the Stein equations of [48] and [50], this was one of the first
second order Stein equations in the literature. Let us now set µ = 0; we recover the general
case using the translation relation that if Z ∼ VG(r, θ, σ, µ) then Z − µ ∼ VG(r, θ, σ, 0).
The solution to (1.2) is (see [20])
fh(x) = −e
−θx/σ2
σ2|x|ν Kν
(√
θ2 + σ2
σ2
|x|
)∫ x
0
eθt/σ
2 |t|νIν
(√
θ2 + σ2
σ2
|t|
)
h˜(t) dt
− e
−θx/σ2
σ2|x|ν Iν
(√
θ2 + σ2
σ2
|x|
)∫ ∞
x
eθt/σ
2 |t|νKν
(√
θ2 + σ2
σ2
|t|
)
h˜(t) dt, (1.3)
where ν = r−1
2
and Iν(x) is a modified Bessel function of the first kind, defined in Appendix
A. If h is bounded, then fh(x) and f
′
h(x) are bounded for all x ∈ R, and (1.3) is the unique
bounded solution when r ≥ 1, and the unique solution with bounded first derivative for
r > 0.
One may approximate a random variable of interest W by a VG random variable
Z ∼ VG(r, θ, σ, 0) by evaluating both sides of (1.2) at W , taking expectations and then
taking the supremum of both sides over a class of functions H to arrive at
sup
h∈H
|Eh(W )− Eh(Z)| = sup
h∈H
E|Lr,θ,σ,0fh(W )|.
This is important because many standard probability metrics have a representation of the
form suph∈H |Eh(W )− Eh(Z)|. In particular, taking
HK = {1(· ≤ z) | z ∈ R},
HW = {h : R→ R | h is Lipschitz, ‖h′‖ ≤ 1},
HBW = {h : R→ R | h is Lipschitz, ‖h‖ ≤ 1 and ‖h′‖ ≤ 1}
yields the Kolmogorov, Wasserstein and bounded Wasserstein distances. We shall de-
note the Kolmogorov and Wasserstein distances by dK and dW, respectively. Here, and
throughout the paper, ‖ · ‖ := ‖ · ‖∞ denotes the usual supremum norm of a real-valued
function on R.
In order for the above procedure to be effective, it is crucial to have suitable bounds
on the solution (1.3), which are often referred to in the literature as Stein factors. This
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is technically demanding, due to the presence of modified Bessel functions in the solution
together with the singularity at the origin in the Stein equation (1.2). The first bounds
in the literature [20] (given for the case θ = 0) resulted from a brute force approach that
involved the writing of three papers on modified Bessel functions [21, 22, 23] and long
calculations (given in Section 3.3 and Appendix D of the thesis [19]). A significant ad-
vance was later made by [14]. Their iterative approach reduced the problem of bounding
derivatives of arbitrary order to bounding just the solution and its first derivative. Con-
sequently, they were able to obtain bounds for derivatives of any order for the whole class
of VG distributions. However, the dependence of the bounds of [14] on the test function
h meant that they were only suitable for approximation in metrics that are weaker than
the Wasserstein and Kolmogorov metrics. A technical advance was made in the recent
work [26] in which the iterative technique of [14] and new inequalities for integrals of
modified Bessel functions [24] were used to obtain bounds suitable for Wasserstein (‖h′‖)
and Kolmogorov (‖h˜‖) distance error bounds in the case θ = 0.
In this paper, we complement the work of [26] by obtaining analogous bounds for
the whole class of VG distributions. Our results have been made possible due to a very
recent work on inequalities for integrals of modified Bessel functions [27]. The bounds
we establish have followed from a series of contributions to the problem of bounding
derivatives of solutions of Stein equations together with technical results for modified
Bessel functions spanning several papers, and the overall task of establishing such bounds
for VG approximation has arguably been more demanding than for any other distribution
for which this step of Stein’s method has been achieved. Like a number of other papers
in the literature, for example [5, 6, 7, 11, 12, 13, 14, 34, 36, 38, 51], the main focus of
this paper is to obtain new Stein factors, although we do present a simple application to
complement the work of [17] on the Malliavin-Stein method for VG approximation. Here
our work fixes a technical issue and provides explicit constants for their quantitative limit
theorems.
The rest of this paper is organised as follows. In Section 2, we present some basic
properties of VG distributions that will be used in the paper. In Section 3, we obtain
our new bounds for the solution of the VG Stein equation. We also provide a connection
between Kolmogorov and Wasserstein distances between a general distribution and a
VG distribution. Our application to the Malliavin-Stein method for VG approximation is
given in Section 4. Proofs of some technical results are given in Section 5. Appendix A lists
some relevant basic properties and inequalities for modified Bessel functions. Appendix
B provides a list of uniform bounds for expressions involving integrals of modified Bessel
functions that we use in obtaining our bounds for the solution of the VG Stein equation.
2 The class of variance-gamma distributions
In this section, we present some basic properties of the class of variance-gamma (VG)
distributions that will useful in the remainder of the paper; for further properties, see [20]
and Chapter 4 of [33].
The modified Bessel function in the probability density function (1.1) makes it difficult
to parse on first inspection. We can gain some understanding from the following limiting
3
forms. Applying the limiting form (A.48) to (1.1) gives that,
p(x) ∼ 1
2
r
2 (θ2 + σ2)
r
4Γ( r
2
)
|x| r2−1 exp
(
θ
σ2
(x− µ)−
√
θ2 + σ2
σ2
|x− µ|
)
, |x| → ∞,
which is valid for all r > 0, θ ∈ R, σ > 0 and µ ∈ R. Similarly, by this time using the
limiting form (A.47), we have that (see [19])
p(x) ∼


1
2σ
√
π(1 + θ2/σ2)
r−1
2
Γ
(
r−1
2
)
Γ
(
r
2
) , x→ µ, r > 1,
− 1
πσ
log |x− µ|, x→ µ, r = 1,
1
(2σ)r
√
π
Γ
(
1−r
2
)
Γ
(
r
2
) |x− µ|r−1, x→ µ, 0 < r < 1.
(2.4)
We see that the density has a singularity at x = µ if r ≤ 1. In fact, for all parameter
values, the VG(r, θ, σ, µ) distribution is unimodal. The following properties of the mode
M can be found in [28]. For 0 < r ≤ 2, θ ∈ R, σ > 0, or r > 0, θ = 0, σ > 0 the mode is
equal to µ. Suppose now that r > 2, θ ∈ R, σ > 0. Then M = µ + sgn(θ) · x∗, where x∗
is the unique positive solution of the equation
K r−3
2
(√
θ2 + σ2
σ2
x
)
=
|θ|√
θ2 + σ2
K r−1
2
(√
θ2 + σ2
σ2
x
)
. (2.5)
For r > 2, θ > 0, σ > 0, we have the two-sided inequality
θ(r − 3)+ < M − µ < θ(r − 2), (2.6)
with the inequality reversed for θ < 0. Here x+ = max{0, x}.
The following result is new and needed in the proof of Proposition 3.5. The proof is
given in Section 5.
Proposition 2.1. For r > 2, θ 6= 0, σ > 0, µ ∈ R the VG(r, θ, σ, µ) density (1.1) can be
bounded above for all x ∈ R by
p(x) <
1
σ
√
πΓ( r
2
)
e
θ2
σ2
(r−2)
(
θ(r − 3)+
2
√
θ2 + σ2
) r−1
2
K r−1
2
(
θ
√
θ2 + σ2
σ2
(r − 3)+
)
. (2.7)
For 2 < r < 3, the upper bound in (2.7) should be understood as a limit, which when
calculated using (A.47) gives the bound
p(x) ≤ Γ(
r−1
2
)
2σ
√
πΓ( r
2
)
(
σ2
θ2 + σ2
) r−1
2
e
θ2
σ2
(r−2). (2.8)
Inequality (2.8) is in fact valid for all r > 2, θ ∈ R, σ > 0, µ ∈ R but is less accurate
than inequality (2.7) for r > 3, θ 6= 0, σ > 0, µ ∈ R.
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Remark 2.2. The proof of inequality (2.7) in Proposition 2.1 makes use of the two-sided
inequality (2.6). An alternative lower bound for the mode of the VG(r, θ, σ, µ) distribution
is given in [28, Corollary 2.6], which improves on the lower bound of (2.6) for r > 4.
Applying this inequality in the proof would lead to a more accurate bound than (2.7) for
r > 4, but the resulting bound would be more complicated.
The mean and variance of Z ∼ VG(r, θ, σ, µ) are given by (see [33])
EZ = µ+ rθ, Var(Z) = r(σ2 + 2θ2).
An application of the Cauchy-Schwarz inequality then yields
E|Z − µ| ≤
√
r(σ2 + 2θ2) + r2θ2. (2.9)
Let us write VGc(r, θ, σ) for VG(r, θ, σ,−rθ), the VG distribution with zero mean. (The
notation VGc(r, θ, σ) was introduced by [17], and whilst when introducing the notation
they mention that this denotes the VG(r, θ, σ, 0) distribution, it is quite clear when study-
ing their paper that they instead meant VG(r, θ, σ,−rθ).) The following formulas for the
cumulants of Y ∼ VGc(r, θ, σ) [17, Lemma 3.6] are useful in interpreting Corollary 4.2:
κ2(Y ) = r(σ
2 + 2θ2), κ3(Y ) = 2rθ(3σ
2 + 4θ2), κ4(Y ) = 6r(σ
4 + 8σ2θ2 + 8θ4),
κ5(Y ) = 24rθ(5σ
4 + 20σ2θ2 + 16θ4), κ6(Y ) = 120r(σ
2 + 2θ2)(σ4 + 16σ2θ2 + 16θ4).
3 Bounds for the solution of the Stein equation
In this section, we establish new bounds for the solution (1.3) of the VG(r, θ, σ, µ) Stein
equation (1.2) that have the correct dependence on the test function h for the purposes
of using Stein’s method to derive Wasserstein and Kolmogorov distance error bounds for
VG approximation. Our bounds are valid for the entire parameter space r > 0, θ ∈ R,
σ > 0 and µ ∈ R.
We begin by stating two bounds of [14] that are the only bounds in the current
literature that are of a suitable form for deriving Kolmogorov distance bounds for the
whole class of VG distributions; no bounds in the literature are suitable for the purposes
of obtaining Wasserstein distance bounds for the entire VG class. We will use these
bounds in our proof of Theorem 3.1. For bounded and measurable h : R→ R,
‖f‖ ≤ ‖h˜‖√
θ2 + σ2
(
2
r
+ Ar,θ,σ
)
, (3.10)
‖f ′‖ ≤ ‖h˜‖
σ2
(
2
r
+ Ar,θ,σ
)
, (3.11)
where
Ar,θ,σ =


2
√
π√
2r − 1
(
1 +
θ2
σ2
) r
2
, r ≥ 2,
12Γ
(r
2
)(
1 +
θ2
σ2
)
, 0 < r < 2.
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Our presentation of inequalities (3.10) and (3.11) differs a little from that given in [14].
This is discussed in Remark 3.2
Let us now state our main result. The theorem extends Theorem 3.1 of [26], which
was given for the θ = 0 case, to cover the entire class of VG distributions.
Theorem 3.1. Let f denote the solution (1.3) of the VG(r, θ, σ, µ) Stein equation (1.2).
Suppose h : R→ R is bounded and measurable. Then
‖(x− µ)f(x)‖ ≤
(
1 +
6
r
+Br,θ,σ
)
‖h˜‖, (3.12)
‖(x− µ)f ′(x)‖ ≤ 2
√
θ2 + σ2
σ2
(
1 +
6
r
+Br,θ,σ
)
‖h˜‖, (3.13)
‖(x− µ)f ′′(x)‖ ≤ 1
σ2
{
5 + 2rAr,θ,σ +
(
5 +
4θ2
σ2
)(
1 +
6
r
+Br,θ,σ
)}
‖h˜‖, (3.14)
where
Br,θ,σ =


√
π(r − 1)
2
(
1 +
θ2
σ2
) r
2
−1
, r ≥ 2,
2, 0 < r < 2.
Suppose now that h : R→ R is Lipschitz. Then
‖f‖ ≤
{
4 +
2
√
2√
r
+
√
2π(r + 1)
|θ|
σ
(
1 +
θ2
σ2
) r−1
2
+ (
√
2r + r)Ar,θ,σ
}
‖h′‖, (3.15)
‖f ′‖ ≤
√
θ2 + σ2
σ2
Cr,θ,σ‖h′‖, (3.16)
‖f ′′‖ ≤ 1
σ2
(
2
r + 1
+ Ar+1,θ,σ
){
1 +
(
2 +
θ2
σ2
)
Cr,θ,σ
}
‖h′‖, (3.17)
where
Cr,θ,σ = 6 +
2
√
2√
r
+ 2
√
2π(r + 1)
|θ|
σ
(
1 +
θ2
σ2
) r−1
2
+ 2(
√
2r + r)Ar,θ,σ. (3.18)
We also have that
‖(x− µ)f ′(x)‖ ≤
(
1 +
6
r + 1
+Br+1,θ,σ
){
1 +
(
2 +
θ2
σ2
)
Cr,θ,σ
}
‖h′‖, (3.19)
‖(x− µ)f ′′(x)‖ ≤ 2
√
θ2 + σ2
σ2
(
1 +
6
r + 1
+Br+1,θ,σ
){
1 +
(
2 +
θ2
σ2
)
Cr,θ,σ
}
‖h′‖,
(3.20)
‖(x− µ)f (3)(x)‖ ≤ 1
σ2
{
5 + 2(r + 1)Ar+1,θ,σ +
(
5 +
4θ2
σ2
)(
1 +
6
r + 1
+Br+1,θ,σ
)}
×
{
1 +
(
2 +
θ2
σ2
)
Cr,θ,σ
}
‖h′‖. (3.21)
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Proof. In order to simplify the calculations, we make the following change of parameters
ν =
r − 1
2
, α =
√
θ2 + σ2
σ2
, β =
θ
σ2
. (3.22)
We also set µ = 0; the bounds for the general case follow from a simple translation. With
these parameters, the solution (1.3) can be written as
f(x) = −e
−βxKν(α|x|)
σ2|x|ν
∫ x
0
eβt|t|νIν(α|t|)h˜(t) dt
− e
−βxIν(α|x|)
σ2|x|ν
∫ ∞
x
eβt|t|νKν(α|t|)h˜(t) dt (3.23)
= −e
−βxKν(α|x|)
σ2|x|ν
∫ x
0
eβt|t|νIν(α|t|)h˜(t) dt
+
e−βxIν(α|x|)
σ2|x|ν
∫ x
−∞
eβt|t|νKν(α|t|)h˜(t) dt. (3.24)
We have equality between the different representations of the solution (3.23) and (3.24)
because eβt|t|νKν(α|t|) is proportional to the VG(r, θ, σ, 0) density. This equality is useful
because it means that to obtain uniform bounds for all x ∈ R it is sufficient to bound the
solution and its derivatives in the region x ≥ 0, provided we consider both the cases of
negative and positive β. We shall therefore proceed by deriving bounds for x ≥ 0, which
must also hold for x ≤ 0, and thus all x ∈ R.
Suppose first that h : R → R is Lipschitz. We begin by proving the bound for ‖f‖,
which will be used in the derivation of some of the other bounds. The mean value theorem
gives that |h˜(x)| ≤ ‖h′‖(|x| + E|Z|), where Z ∼ VG(r, θ, σ, 0). We recall from (2.9) that
E|Z| ≤ √r(σ2 + 2θ2) + r2θ2. Using these two inequalities, together with the integral
inequalities (B.66), (B.70), (B.67) and (B.71), gives that, for x ≥ 0,
|f(x)| ≤ ‖h
′‖
σ2
{
e−βxKν(αx)
xν
∫ x
0
eβt(t+ E|Z|)tνIν(αt) dt
+
e−βxIν(αx)
xν
∫ ∞
x
eβt(t+ E|Z|)tνKν(αt) dt
}
≤ ‖h
′‖
σ2
{
σ2 +
2σ2
r
√
θ2 + σ2
E|Z|+ σ
4
θ2 + σ2
+
√
2π|θ|σ√r + 1
(
1 +
θ2
σ2
) r−1
2
+
σ2Ar,θ,σ√
θ2 + σ2
E|Z|
}
≤ ‖h
′‖
σ2
{
σ2 +
2σ2
r
√
θ2 + σ2
√
r(σ2 + 2θ2) + r2θ2 +
σ4
θ2 + σ2
+
√
2π|θ|σ√r + 1
(
1 +
θ2
σ2
) r−1
2
+
σ2Ar,θ,σ√
θ2 + σ2
√
r(σ2 + 2θ2) + r2θ2
}
. (3.25)
By the triangle inequality,√
r(σ2 + 2θ2) + r2θ2√
θ2 + σ2
<
√
2r(σ2 + θ2) + r|θ|√
θ2 + σ2
<
√
2r + r,
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and we also have that σ
4
θ2+σ2
≤ σ2. Therefore the bound in (3.25) simplifies to
|f(x)| ≤
{
1 +
2
r
(
√
2r + r) + 1 +
√
2π(r + 1)
|θ|
σ
(
1 +
θ2
σ2
) r−1
2
+ (
√
2r + r)Ar,θ,σ
}
‖h′‖
=
{
4 +
2
√
2√
r
+
√
2π(r + 1)
|θ|
σ
(
1 +
θ2
σ2
) r−1
2
+ (
√
2r + r)Ar,θ,σ
}
‖h′‖.
It was sufficient to deal with the case x ≥ 0, and so we have proved inequality (3.15).
We now prove the bound for ‖f ′‖. For x ≥ 0, the first derivative of f is given by
f ′(x) = − 1
σ2
[
d
dx
(
e−βxKν(αx)
xν
)]∫ x
0
eβttνIν(αt)h˜(t) dt
− 1
σ2
[
d
dx
(
e−βxIν(αx)
xν
)]∫ ∞
x
eβttνKν(αt)h˜(t) dt. (3.26)
Therefore, using inequalities (B.81), (B.86), (B.82) and (B.83), and inequality (2.9) to
bound E|Z|, we have that, for x ≥ 0,
|f ′(x)| = ‖h
′‖
σ2
{∣∣∣∣ ddx
(
e−βxKν(αx)
xν
)∣∣∣∣
∫ x
0
eβt(t+ E|Z|)tνIν(αt)h˜(t) dt
+
∣∣∣∣ ddx
(
e−βxIν(αx)
xν
)∣∣∣∣
∫ ∞
x
eβt(t+ E|Z|)tνKν(αt)h˜(t) dt
}
≤ ‖h
′‖
σ2
{
2
√
θ2 + σ2 +
2
r
√
r(σ2 + 2θ2) + r2θ2 +
2σ2√
θ2 + σ2
+ 2
√
2π|θ|√r + 1
(
1 +
θ2
σ2
) r
2
+ 2Ar,θ,σ
√
r(σ2 + 2θ2) + r2θ2
}
. (3.27)
We bound the upper bound (3.27) similarly to how we bounded (3.25) in bounding ‖f‖
to obtain the simpler bound
|f ′(x)| ≤
√
θ2 + σ2
σ2
{
2 +
2
r
(
√
2r + r) + 2 + 2
√
2π(r + 1)
|θ|
σ
(
1 +
θ2
σ2
) r
2
+ 2(
√
2r + r)Ar,θ,σ
}
‖h′‖
=
√
θ2 + σ2
σ2
Cr,θ,σ‖h′‖.
Again, it sufficed to consider x ≥ 0, so we have proved inequality (3.16).
To bound ‖f ′′‖, we use the iterative technique of [14]. We differentiate both sides of
the VG(r, θ, σ, 0) Stein equation (1.2) and rearrange to obtain
σ2xf (3)(x) + (σ2(r+1)+ 2θx)f ′′(x) + ((r+1)θ−x)f ′(x) = h′(x) + f(x) + θf ′(x). (3.28)
We recognise (3.28) as the VG(r+1, θ, σ, 0) Stein equation, applied to f ′, with test function
h′(x)+f(x)+θf ′(x). Indeed, (3.28) can be written compactly as Lr+1,θ,σ,0f ′(x) = h′(x)+
8
f(x)+θf ′(x), where Lr+1,θ,σ,0 is the VG(r+1, θ, σ, 0) Stein operator. Here, the test function
h′(x) + f(x) + θf ′(x) has mean zero with respect to the random variable Y ∼ VG(r +
1, θ, σ, 0). We will make use of this property when we later apply inequality (3.11). As h is
Lipschitz, it follows from inequalities (3.15) and (3.16) that E|h′(Y )+f(Y )+θf ′(Y )| <∞.
In particular, because (3.28) is the VG(r+1, θ, σ, 0) Stein equation applied to f ′, it follows
that E[Lr+1,θ,σ,0f
′(Y )] = 0, and so E[h′(Y ) + f(Y ) + θf ′(Y )] = 0. An application of
inequality (3.11), with r replaced by r + 1 and test function h′(x) + f(x) + θf ′(x), now
gives that
‖f ′′‖ = 1
σ2
(
2
r + 1
+ Ar+1,θ,σ
)
‖h′(x) + f(x) + θf ′(x)‖
≤ 1
σ2
(
2
r + 1
+ Ar+1,θ,σ
)(‖h′‖+ ‖f‖+ |θ|‖f ′‖). (3.29)
To obtain the bound (3.17) for ‖f ′′‖, we use (3.15) and (3.16) to bound ‖f‖ and ‖f ′‖,
respectively, and simplify to obtain
‖h′‖+ ‖f‖+ |θ|‖f ′‖ ≤
{
1 +
(
1 +
|θ|√θ2 + σ2
σ2
)
Cr,θ,σ
}
‖h′‖
≤
{
1 +
(
2 +
θ2
σ2
)
Cr,θ,σ
}
‖h′‖, (3.30)
where we used the inequality |θ|
√
θ2+σ2
σ2
< 1 + θ
2
σ2
, since |θ| < √θ2 + σ2. Combining in-
equalities (3.29) and (3.30) gives us the bound (3.17), as required.
Suppose now that h : R → R is bounded and measurable. We now prove the bounds
(3.12)–(3.14). Using the integral inequalities (B.72) and (B.74), we obtain, for x ≥ 0,
|xf(x)| =
∣∣∣∣e−βxKν(αx)σ2xν−1
∫ x
0
eβttνIν(αt)h˜(t) dt+
e−βxIν(αx)
σ2xν−1
∫ ∞
x
eβttνKν(αt)h˜(t) dt
∣∣∣∣
≤ ‖h˜‖
σ2
{
e−βxKν(αx)
xν−1
∫ x
0
eβttνIν(αt) dt+
e−βxIν(αx)
xν−1
∫ ∞
x
eβttνKν(αt) dt
}
≤ ‖h˜‖
σ2
{
σ2
(
1 +
6
r
)
+ σ2Br,θ,σ
}
= ‖h˜‖
(
1 +
6
r
+Br,θ,σ
)
.
Using the formula (3.26) for the first derivative of f , followed by an application of the
integral inequalities (B.84) and (B.85), gives that for x ≥ 0,
|xf ′(x)| =
∣∣∣∣ xσ2
[
d
dx
(
e−βxKν(αx)
xν
)]∫ x
0
eβttνIν(αt)h˜(t) dt
+
x
σ2
[
d
dx
(
e−βxIν(αx)
xν
)]∫ ∞
x
eβttνKν(αt)h˜(t) dt
∣∣∣∣
≤ ‖h˜‖
σ2
{
x
∣∣∣∣ ddx
(
e−βxKν(αx)
xν
)∣∣∣∣
∫ x
0
eβttνIν(αt) dt
+ x
∣∣∣∣ ddx
(
e−βxIν(αx)
xν
)∣∣∣∣
∫ ∞
x
eβttνKν(αt) dt
}
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≤ ‖h˜‖
σ2
{
2
(
1 +
6
r
)√
θ2 + σ2 + 2
√
θ2 + σ2Br,θ,σ
}
=
2
√
θ2 + σ2
σ2
(
1 +
6
r
+Br,θ,σ
)
‖h˜‖.
Again, it was sufficient to deal with the x ≥ 0 case, and so we have proved (3.12)
and (3.13). We now obtain the bound for ‖xf ′′(x)‖, and we begin by rearranging the
VG(r, θ, σ, 0) Stein equation and using the triangle inequality to obtain that, for x ∈ R,
|xf ′′(x)| = 1
σ2
|h˜(x)− (σ2r + 2θx)f ′(x)− (rθ − x)f(x)|
≤ 1
σ2
‖h˜‖+ r‖f ′‖+ 2|θ|
σ2
‖xf ′(x)‖+ r|θ|
σ2
‖f‖+ 1
σ2
‖xf(x)‖.
We now use (3.11) to bound ‖f ′‖, (3.13) to bound ‖xf ′(x)‖, (3.10) to bound ‖f‖, and
(3.12) to bound ‖xf(x)‖, which gives us the bound
‖xf ′′(x)‖ ≤
{
1
σ2
+ r · 1
σ2
(
2
r
+ Ar,θ,σ
)
+
2|θ|
σ2
· 2
√
θ2 + σ2
σ2
(
1 +
6
r
+Br,θ,σ
)
+
r|θ|
σ2
· 1√
θ2 + σ2
(
2
r
+ Ar,θ,σ
)
+
1
σ2
·
(
1 +
6
r
+Br,θ,σ
)}
‖h˜‖
≤
{
1
σ2
+ r · 1
σ2
(
2
r
+ Ar,θ,σ
)
+
4(θ2 + σ2)
σ4
(
1 +
6
r
+Br,θ,σ
)
+
r
σ2
(
2
r
+ Ar,θ,σ
)
+
1
σ2
·
(
1 +
6
r
+Br,θ,σ
)}
‖h˜‖
=
1
σ2
{
5 + 2rAr,θ,σ +
(
5 +
4θ2
σ2
)(
1 +
6
r
+Br,θ,σ
)}
‖h˜‖.
Finally, we bound ‖xf ′(x)‖, ‖xf ′′(x)‖ and ‖xf (3)(x)‖ for Lipschitz h through a similar
application of the iterative technique of [14] to the one we used to establish inequality
(3.17). The setting is the same in that (3.28) is the VG(r+1, θ, σ, 0) Stein equation, applied
to f ′, with the test function h′(x) + f(x) + θf ′(x) having zero mean with respect to the
VG(r + 1, θ, σ, 0) measure. We apply inequalities (3.12), (3.13) and (3.14), respectively,
with r replaced by r + 1 and test function h′(x) + f(x) + θf ′(x), to obtain the bounds
‖xf ′(x)‖ ≤
(
1 +
6
r + 1
+Br+1,θ,σ
)
‖h′(x) + f(x) + θf ′(x)‖
≤
(
1 +
6
r + 1
+Br+1,θ,σ
)(‖h′‖+ ‖f‖+ |θ|‖f ′‖),
‖xf ′′(x)‖ ≤ 2
√
θ2 + σ2
σ2
(
1 +
6
r + 1
+Br+1,θ,σ
)(‖h′‖+ ‖f‖+ |θ|‖f ′‖),
‖xf (3)(x)‖ ≤ 1
σ2
{
5 + 2(r + 1)Ar+1,θ,σ +
(
5 +
4θ2
σ2
)(
1 +
6
r + 1
+Br+1,θ,σ
)}
×(‖h′‖+ ‖f‖+ |θ|‖f ′‖).
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Using inequality (3.30) to bound ‖h′‖+‖f‖+|θ|‖f ′‖ then yields the bounds (3.19)–(3.21).
This completes the proof.
Remark 3.2. Recall the change of parameters (3.22). The following bound (3.31) was
given on p. 24 of [14], and the bound (3.32) is a slight improvement on one given on p.
24 of [14]:
‖f‖ ≤ ‖h˜‖
σ2α
(
2
2ν + 1
+Mν,γ
)
, (3.31)
‖f ′‖ ≤ ‖h˜‖
σ2
(
2
2ν + 1
+Mν,γ
)
, (3.32)
whereMν,γ is defined in (B.75). The improvement in inequality (3.32) for ‖f ′‖ comes from
using the integral inequality (B.86), which improves on the analogous integral inequality
that was used by [14] in deriving their bound for ‖f ′‖. The bounds for ‖f‖ and ‖f ′‖ of
[14] were translated into the VG(r, θ, σ, µ) parametrisation on p. 17 of [14] at the cost of
two typos. By using the improved integral inequality (B.86), we have been able to fix one
of the typos made by [14] (this concerns the factor 2
r
in the bound (3.11)). We correct
the other typo by correctly bounding Mν,γ < Ar,θ,σ (see (B.76)), which leads to different,
corrected, bounds to those stated by [14]. In obtaining the inequality Mν,γ < Ar,θ,σ in
Appendix B, we also obtained a slight simplification on the presentation given in [14] by
using the upper bound in (B.77) to bound a ratio of gamma functions by a power function.
It is a natural question to ask whether bounds of the form ‖f ′′‖ ≤ Mr,θ,σ‖h˜‖ and
‖f (3)‖ ≤ Mr,θ,σ‖h′‖, where Mr,θ,σ > 0 is a constant not involving x, could be obtained
that hold for all bounded and measurable h : R → R, and all Lipschitz h : R → R,
respectively. We will show that this is not possible through the following two propositions,
which are proved in Section 5. Analogous results for the θ = 0 case are given in [26]; our
propositions show that no such bounds are attainable for any possible choice of parameter
values in the four parameter VG class. We also refer the reader to [16] for similar results
concerning solutions of Stein equations for a wide class of distributions.
Proposition 3.3. Denote by fz the solution to the VG(r, θ, σ, µ) Stein equation (1.2) with
test function h(x) = 1(x ≤ z). Then f ′z(x) is discontinuous at x = µ.
Proposition 3.4. Let f denote the solution to the VG(r, θ, σ, µ) Stein equation with
Lipschitz test function h : R → R. Then there does not exist a positive constant Mr,θ,σ
such that the bound ‖f (3)‖ ≤Mr,θ,σ‖h′‖ holds for all Lipschitz h : R→ R.
We end this section by stating the following proposition, which relates the Kolmogorov
and Wasserstein distances between a general distribution and a VG distribution, the
proof of which is given in Section 5. This is a useful result, because, for continuous
target distributions, it is typically easier to obtain Wasserstein distance bounds via Stein’s
method than Kolmogorov distance bounds. This is indeed the case in our application to
the Malliavin-Stein method for VG approximation in Section 4.
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Proposition 3.5. Let Z ∼ VG(r, θ, σ, µ), where r > 0, θ ∈ R, σ > 0 and µ ∈ R. Let
pr,σ,θ(x) denote the density (1.1) with µ = 0. Then, for any random variable W :
(i) If r > 1,
dK(W,Z) ≤ Dr,σ,θ
√
dW(W,Z),
where Dr,σ,θ = supx∈R
√
2pr,σ,θ(x). When 1 < r ≤ 2 we have
Dr,σ,θ =
√√√√ Γ( r−12 )
σ
√
πΓ( r
2
)
(
σ2
θ2 + σ2
) r−1
2
,
and when r > 2 we have
Dr,σ,θ =
√
2pr,σ,θ(x∗sgn(θ)) ≤
{
Γ( r−1
2
)
σ
√
πΓ( r
2
)
(
σ2
θ2 + σ2
) r−1
2
e
θ2
σ2
(r−2)
} 1
2
,
where x∗ is the unique positive solution of (2.5). In the case r > 3, θ 6= 0, a more accurate
bound on Dr,θ,σ can be obtained by bounding pr,σ,θ(x
∗sgn(θ)) using inequality (2.7).
(ii) Let r = 1. Suppose that θ
2+σ2
σ3
dW(W,Z) < 0.755. Then
dK(W,Z) ≤
{
5 + log
(
6
π
)
+ log
(
σ3
(θ2 + σ2)dW(W,Z)
)}√
dW(W,Z)
6πσ
. (3.33)
(iii) If 0 < r < 1,
dK(W,Z) ≤ 2
(
Γ
(
1−r
2
)
√
π2r−1Γ
(
r
2
)) 1r+1(σ−1dW(W,Z)) rr+1 . (3.34)
Remark 3.6. (i) If θ
2+σ2
σ3
dW(W,Z) = 0.755, the upper bound in (3.33) is equal to 1.186,
and thus uninformative.
(ii) An analogue of Proposition 3.5 was given by [26, Proposition 4.1] for the θ = 0
case. Our bounds for the general θ ∈ R case take the same functional form in terms
of dependence on dW(W,Z) as those of [26]. In fact, the bound (3.34), which does not
involve θ, is exactly the same as that of [26] for 0 < r < 1 in the θ = 0 case. In general,
we expect our inequalities to yield suboptimal order Kolmogorov distance bounds. Indeed,
an example has been given in the θ = 0 case in which bounds for each of the cases r > 1,
r = 1 and 0 < r < 1 are seen to suboptimal; see Remark 5.2 of [26].
4 Application to the Malliavin-Stein method for variance-
gamma approximation
In this section, we obtain explicit constants in some of the main results of the paper [17],
which extended the Malliavin-Stein method to the VG distribution. In doing so, we fix a
technical issue in that the Wasserstein distance bounds stated in [17] had only been proven
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in the weaker bounded Wasserstein distance. This is because at the time of [17] the only
available bounds for the solution of the VG Stein equation [19, 20] had a dependence on
the test function h that meant that this was the best that could be attained.
We first introduce some notation; see the book [44] for further details. We write Dp,q
to denote the Banach space of all functions in Lq(γ), where γ is the standard Gaussian
measure, whose Malliavin derivatives up to order p belong to Lq(γ). The class of infinitely
many times Malliavin differentiable random variables is denoted by D∞. For a random
variable F ∈ D∞, we iteratively define the gamma operators Γj [43] by Γ1(F ) = F and,
for j ≥ 2,
Γj(F ) = 〈DF,−DL−1Γj−1(F )〉H.
Here H is a real separable Hilbert space, D is the Malliavin derivative, and L−1 is the
pseudo-inverse of the infinitesimal generator of the Ornstein-Uhlenbeck semi-group. For
f ∈ H⊙2, the double Wiener-Itoˆ integral of f is denoted by I2(f). Recall that we write
VGc(r, θ, σ) for VG(r, θ, σ,−rθ).
Theorem 4.1. Let F ∈ D2,4 and suppose EF = 0. Then, for Z ∼ VGc(r, θ, σ),
dW(F, Z) ≤ C1E|σ2(F + rθ) + 2θΓ2(F )− Γ3(F )|+ C2E|r(σ2 + 2θ2)− E[Γ2(F )]|, (4.35)
where
C1 =
1
σ2
(
2
r + 1
+ Ar+1,θ,σ
){
1 +
(
2 +
θ2
σ2
)
Cr,θ,σ
}
, C2 =
√
θ2 + σ2
σ2
Cr,θ,σ,
with Cr,θ,σ defined as in (3.18). Suppose further that F ∈ D3,8. Then Γ3(F ) is square-
integrable and
E|σ2(F + rθ) + 2θΓ2(F )− Γ3(F )| ≤
(
E[(σ2(F + rθ) + 2θΓ2(F )− Γ3(F ))2]
) 1
2 . (4.36)
Proof. It was shown in the proof of Theorem 4.1 of [17] that, for functions f : R → R
that are twice differentiable with bounded first and second derivative,∣∣E[σ2Ff ′′(F ) + σ2rf ′(F )− Ff(F )]∣∣
=
∣∣E[f ′′(F )(σ2(F + rθ) + 2θΓ2(F )− Γ3(F )) + f ′(F )(rσ2 + 2rθ2 − E[Γ2(F )])]∣∣
≤ ‖f ′′‖E|σ2(F + rθ) + 2θΓ2(F )− Γ3(F )|+ ‖f ′‖E|r(σ2 + 2θ2)− E[Γ2(F )]|.
We know from Theorem 3.1 that, for h ∈ HW, the solution f of the VGc(r, θ, σ) Stein
equation satisfies the conditions of being twice differentiable with bounded first and second
derivatives. We can bound ‖f ′′‖ and ‖f ′‖ using the estimates (3.17) and (3.16) of Theorem
3.1 (with ‖h′‖ = 1), which gives (4.35). A justification of inequality (4.36) is given in
[17].
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Corollary 4.2. Let Fn = I2(fn) with fn ∈ H⊙2, n ≥ 1, and suppose that E[F 2n ] =
r(σ2 + 2θ2). Then, for Z ∼ VGc(r, θ, σ),
dW(Fn, Z) ≤ C1
(
1
120
κ6(Fn)− θ
6
κ5(Fn) +
1
3
(2θ2 − σ2)κ4(Fn) + (2− r)θσ2κ3(Fn)
+
1
4
(κ3(Fn))
2 − 2θκ2(Fn)κ3(Fn) + (σ4 + 4rθ2σ2)κ2(Fn)
+ 4θ2(κ2(Fn))
2 + r2θ2σ4
) 1
2
, (4.37)
where C1 is defined as in Theorem 4.1.
A bound on dK(Fn, Z) follows immediately from combining inequality (4.37) and the
bounds of Proposition 3.5 (with different bounds being used according to the value of r).
Proof. It is well-known that E[Γ2(Fn)] = κ2(Fn) (see [43]), and the equality
E[(σ2(Fn + rθ) + 2θΓ2(Fn)− Γ3(Fn))2]
=
1
120
κ6(Fn)− θ
6
κ5(Fn) +
1
3
(2θ2 − σ2)κ4(Fn) + (2− r)θσ2κ3(Fn)
+
1
4
(κ3(Fn))
2 − 2θκ2(Fn)κ3(Fn) + (σ4 + 4rθ2σ2)κ2(Fn) + 4θ2(κ2(Fn))2 + r2θ2σ4
was shown in the proof of Theorem 5.8 of [17]. Substituting these formulas into (4.35)
and (4.36) gives us (4.37).
Remark 4.3. We expect that, for any r > 0, our bound on dK(Fn, Z) will be of sub-optimal
order. It is not possible to easily adapt the proof of Theorem 4.1 to obtain Kolmogorov
distance bounds with the same rate of convergence as the Wasserstein distance bounds
(4.35) and (4.37). This is because the first derivative of the solution fz of the VGc(r, θ, σ)
Stein equation with test function hz(x) = 1(x ≤ z) has a discontinuity (see Proposition
3.3). This is in contrast to the case of normal approximation, for which bounds on the
first derivative of the solution of the normal Stein equation suffice, and optimal order
Kolmogorov distance bounds have been obtained [45].
5 Further proofs
Proof of Proposition 2.1. We first prove inequality (2.7). Let r > 2 and σ > 0. We prove
the result for µ = 0; the extension to general µ ∈ R is obvious. We also fix θ > 0; the case
θ < 0 is very similar because, for Z ∼ VG(r, θ, σ, 0), we have that −Z ∼ VG(r,−θ, σ, 0).
Recall that, for x > 0, the VG(r, θ, σ, 0) density is given by
p(x) =
1
σ
√
πΓ( r
2
)
(
σ2
2(θ2 + σ2)
) r−1
2
u(x)v(x),
where
u(x) = e
θ
σ2
x, v(x) =
(√
θ2 + σ2
σ2
x
) r−1
2
K r−1
2
(√
θ2 + σ2
σ2
x
)
.
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It suffices to consider x > 0, because the mode of the VG(r, θ, σ, 0) distribution is strictly
positive for θ > 0. By the two-sided inequality (2.6), we know that θ(r − 3)+ < M <
θ(r − 2). Now, u(x) is a strictly increasing function of x on (0,∞), and v(x) is a strictly
decreasing function of x on (0,∞) (see (A.50)). Therefore, for all x > 0,
p(x) <
1
σ
√
πΓ( r
2
)
(
σ2
2(θ2 + σ2)
) r−1
2
u(r − 2)v((r − 3)+).
On evaluating u(r − 2)v((r − 3)+), we obtain the upper bound in (2.7). As it sufficed to
consider x > 0 and θ > 0, the proof of inequality (2.7) is complete.
For θ 6= 0, inequality (2.8) is obtained by observing that, for x > 0,
p(x) <
1
σ
√
πΓ( r
2
)
(
σ2
2(θ2 + σ2)
) r−1
2
u(r − 2) lim
x↓0
v(x),
where limx↓0 v(x) can be calculated using the limiting form (A.47). Again, it sufficed to
consider x > 0 and θ > 0. To extend the range of validity of inequality (2.8) to θ ∈ R, we
use that in the θ = 0 case the mode of the VG(r, θ, σ, 0) distribution is 0. Letting x→ 0
in the VG density using (A.47) gives that, for r > 2, θ = 0, σ > 0,
p(x) ≤ lim
x→0
p(x) =
Γ( r−1
2
)
2σ
√
πΓ( r
2
)
,
which verifies that inequality (2.8) is also valid for θ = 0.
Finally, the assertion that inequality (2.8) is less accurate than (2.7) for r > 3, θ 6= 0
follows because v(x) is a strictly decreasing function of x on (0,∞). ✷
Proof of Proposition 3.3. To simplify the notation we set µ = 0; the general case follows
from a simple translation. To further simplify the notation, we shall work with the change
of parameters (3.22) and set α = 1, so that |β| < 1, with the general α > 0 case following
from rescaling. With this change of parameters, the solution of the VG(r, θ, σ, 0) Stein
equation with test function hz(x) = 1(x ≤ z) is given by
fz(x) = −e
−βxKν(|x|)
σ2|x|ν
∫ x
0
eβt|t|νIν(|t|)[1(t ≤ z)− P(Z ≤ z)] dt
− e
−βxIν(|x|)
σ2|x|ν
∫ ∞
x
eβt|t|νKν(|t|)[1(t ≤ z)− P(Z ≤ z)] dt. (5.38)
We now set z = 0. Differentiating (5.38) using the formulas (A.51) and (A.52) gives us
f ′0(x) =
e−βx
σ2
(
β
Kν(|x|)
|x|ν +
Kν+1(|x|)
|x|ν sgn(x)
)∫ x
0
eβt|t|νIν(|t|)[1(t ≤ 0)− P(Z ≤ 0)] dt
+
e−βx
σ2
(
β
Iν(|x|)
|x|ν −
Iν+1(|x|)
|x|ν sgn(x)
)∫ ∞
x
eβt|t|νKν(|t|)[1(t ≤ 0)− P(Z ≤ 0)] dt.
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We have that, for all ν > −1
2
and −1 < β < 1,
lim
x→0
[
e−βxKν(|x|)
|x|ν
∫ x
0
eβt|t|νIν(|t|)[1(t ≤ 0)− P(Z ≤ 0)] dt
]
= 0,
lim
x→0
[
e−βxIν+1(|x|)
|x|ν
∫ ∞
x
eβt|t|νKν(|t|)[1(t ≤ 0)− P(Z ≤ 0)] dt
]
= 0.
Here the first limit is readily seen to be equal to 0 through an application of the limiting
forms (A.46) and (A.47), whilst the second limit can be seen to be equal to 0 through
an application of (A.46) and by identifying eβ |t|νKν(|t|) as a constant multiple of the
VG(r, θ, σ, 0) density, which means that the integral must be bounded for all x ∈ R. The
term
J(x) :=
βe−βxIν(|x|)
σ2|x|ν
∫ ∞
x
eβt|t|νKν(|t|)[1(t ≤ 0)− P(Z ≤ 0)] dt
is the product of two functions that are continuous at x = 0,
u(x) =
βe−βxIν(|x|)
σ2|x|ν , v(x) =
∫ ∞
x
eβt|t|νKν(|t|)[1(t ≤ 0)− P(Z ≤ 0)] dt,
meaning that J(0−) = J(0+). Therefore
f ′0(0+) = −P(Z ≤ 0) lim
x↓0
[
e−βxKν+1(x)
σ2xν
∫ x
0
eβttνIν(t) dt
]
+ J(0+),
f ′0(0−) = −
(
1− P(Z ≤ 0)) lim
x↑0
[
e−βxKν+1(−x)
σ2(−x)ν
∫ x
0
eβt(−t)νIν(−t) dt
]
+ J(0−)
=
(
1− P(Z ≤ 0)) lim
x↑0
[
e−βxKν+1(−x)
σ2(−x)ν
∫ −x
0
e−βuuνIν(u) du
]
+ J(0+).
The above limits can be caluclated using (A.46) and (A.47), which gives f ′0(0+) =
− 1
σ2(2ν+1)
P(Z ≤ 0) + J(0+) and f ′0(0−) = 1σ2(2ν+1)(1 − P(Z ≤ 0)) + J(0+), thus proving
the assertion. ✷
Proof of Proposition 3.4. Again, we set µ = 0. To simplify the expressions, we shall also
work with a rescaling of the solution g(x) := σ2f(x), which will remove a multiplicative
constant of 1
σ2
from the calculations. The analogous approach to the proof of Proposition
3.3 would be to find a Lipschitz test function h for which g′′ has a discontinuity. This would
be quite a tedious undertaking, and instead we choose a highly oscillating test function
and perform an asymptotic analysis. Let h(x) = sin(ax)
a
∈ HW. If a general bound of the
form ‖g(3)‖ ≤Mr,θ,σ‖h′‖ was available, then we would be able to find a constant Nr,θ,σ > 0,
that does not involve a, such that ‖g(3)‖ ≤ Nr,θ,σ. We will show that g(3)(x) blows up in
the limit x → 0 for a such that ax ≪ 1 ≪ a2x. This means that it is not possible to
obtain such a bound for ‖f (3)‖, which will prove the proposition. Before beginning this
analysis, it is worth noting that h′′(x) = −a sin(ax) blows up if ax ≪ 1 ≪ a2x, which
can be seen from the expansion sin(t) = t + O(t3), t → 0. It is therefore still possible
that a general bound of the form ‖g(3)‖ ≤Mr,θ,σ,0‖h˜‖+Mr,θ,σ,1‖h′‖+Mr,θ,σ,2‖h′′‖ can be
obtained. Indeed, such a bound has been obtained; see Section 3.1.7 of [14].
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Let x > 0. We first obtain a formula for g(3)(x). We have already obtained a formula
for g′(x) (see (3.26)), and differentiating this formula and then simplifying using the
differentiation formulas (A.51) and (A.52) followed by an application of the Wronskian
formula Iν(x)Kν+1(x) + Iν+1(x)Kν(x) =
1
x
[46] gives
g′′(x) =
h˜(x)
x
−
[
d2
dx2
(
e−βxKν(x)
xν
)]∫ x
0
eβttνIν(t)h˜(t) dt
−
[
d2
dx2
(
e−βxIν(x)
xν
)]∫ ∞
x
eβttνKν(t)h˜(t) dt.
Differentiating again gives
g(3)(x) =
h′(x)
x
− h˜(x)
x2
−
[
d3
dx3
(
e−βxKν(x)
xν
)]∫ x
0
eβttνIν(t)h˜(t) dt +R1
+ h˜(x)
{
− xνIν(x) d
2
dx2
(
e−βxKν(x)
xν
)
+ xνKν(x)
d2
dx2
(
e−βxIν(x)
xν
)}
=
h′(x)
x
−
(
2ν + 2
x2
+
2β
x
)
h˜(x)−
[
d3
dx3
(
e−βxKν(x)
xν
)]∫ x
0
eβttνIν(t)h˜(t) dt
+R1, (5.39)
where
R1 = −
[
d3
dx3
(
e−βxIν(x)
xν
)]∫ ∞
x
eβttνKν(t)h˜(t) dt.
Here, in simplifying to obtain the formula (5.39) we used the differentiation formulas
(A.56) and (A.57) followed by an application of the Wronskian formula. We can bound
R1 using inequalities (A.63) and (B.71) to obtain that, for all ν > −12 , −1 < β < 1 and
x > 0,
|R1| ≤ ‖h˜‖
[
d3
dx3
(
e−βxIν(x)
xν
)]∫ ∞
x
eβttνKν(t) dt
≤ 8‖h˜‖e
−βxIν(x)
xν
∫ ∞
x
eβttνKν(t) dt ≤ 8Mν,β‖h˜‖,
where Mν,β is defined in (B.75). We have that ‖h˜‖ ≤ 2‖h‖ = 2a , and so the term R1 does
not blow up in the limit a→∞.
An application of integration by parts to (5.39) gives that
g(3)(x) =
h′(x)
x
+
[
d3
dx3
(
e−βxKν(x)
xν
)]∫ x
0
h′(u)
∫ u
0
eβttνIν(t) dt du+R1 +R2,
where
R2 = −h˜(x)
{
2ν + 2
x2
+
2β
x
+
[
d3
dx3
(
e−βxKν(x)
xν
)]∫ x
0
eβttνIν(t) dt
}
=: −h˜(x)Tν,β(x).
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We will show that, for all ν > −1
2
and −1 < β < 1, there exists a constant Cν,β > 0, that
does not involve x, such that Tν,β(x) ≤ Cν,β for all x > 0. For this purpose, it will be
sufficient to examine the function Tν,β(x) in the limits x ↓ 0 and x → ∞. We have that
Tν,β(x) → 0 as x → ∞. This can be shown by using the differentiation formula (A.58)
followed by an application of the limiting form (A.48) and the following limiting form (see
[25]). For ν > −1
2
, −1 < β < 1, we have that, as x→∞,∫ x
0
eβttνIν(t) dt ∼ 1√
2π(1 + β)
xν−
1
2 e(1+β)x. (5.40)
In addition, by applying the differentiation formula (A.58) and then the limiting forms
(A.46) and (A.47) together with the expansion e−βx = 1 − βx + O(x2), as x → 0, we
obtain that, for ν > −1
2
, −1 < β < 1, as x ↓ 0,[
d3
dx3
(
e−βxKν(x)
xν
)]∫ x
0
eβttνIν(t) dt
= −e−βx
{(
3β + β3 +
2ν + 1
x
)
Kν(x)
xν
+
(
1 + 3β2 +
3β(2ν + 1)
x
+
(2ν + 1)(2ν + 2)
x2
)
Kν+1(x)
xν
}∫ x
0
eβttνIν(t) dt
= −
{
(1− βx)
(
(2ν + 1)(2ν + 2)
x2
+
3β(2ν + 1)
x
)
2νΓ(ν + 1)
x2ν+1
+O(x−2ν−1)
}
×
×
∫ x
0
(
t2ν
2νΓ(ν + 1)
+
βt2ν+1
2νΓ(ν + 1)
+ O(t2ν+2)
)
dt
= −
(
(2ν + 1)(2ν + 2)
x2ν+3
− β(2ν + 1)(2ν − 1)
x2ν+2
)(
x2ν+1
2ν + 1
+
βx2ν+2
2ν + 2
)
+O(1)
= −2ν + 2
x2
− 2β
x
+O(1).
One needs to argue carefully that the remainder term in the curly brackets in the second
equality is O(x−2ν−1). For ν > 0, this is justified because we have the expansions Kν(x) =
2ν−1Γ(ν)x−ν+O(x−ν+2) and Kν+1(x) = 2νΓ(ν+1)x−ν−1+O(x−ν+1), as x ↓ 0 (see (A.47)).
However, for −1
2
< ν ≤ 0 the second term in the asymptotic expansion ofKν+1(x) is larger
than O(x−ν+1), as x ↓ 0, so we need to work a little harder. For −1
2
< ν ≤ 0, we use the
identity (A.45) followed by the limiting form (A.47) to get that, as x ↓ 0,
(2ν + 1)
Kν(x)
xν+1
+ (2ν + 1)(2ν + 2)
Kν+1(x)
xν+2
= (2ν + 1)
Kν+2(x)
xν+1
=
(2ν + 1)2ν+1Γ(ν + 2)
x2ν+3
+O(x−2ν−1)
=
(2ν + 1)(2ν + 2)2νΓ(ν + 1)
x2ν+3
+O(x−2ν−1),
as required. This argument is of course also valid for ν > 0. Thus, we have show that
Tν,β(x) is bounded as x ↓ 0, as well as in the limit x → ∞, and so we have been able to
shown that R2 does not blow up when a→∞.
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From the differentiation formula (A.58), we have
g(3)(x) =
h′(x)
x
− (2ν + 1)(2ν + 2)e
−βxKν+1(x)
xν+2
∫ x
0
h′(u)
∫ u
0
eβttνIν(t) dt du
+R1 +R2 +R3,
where
|R3| =
∣∣∣∣e−βx
{(
β + β3 +
2ν + 1
x
)
Kν(x)
xν
+
(
1 + β2 +
β(2ν + 1)
x
)
Kν+1(x)
xν
}
×
∫ x
0
h′(u)
∫ u
0
eβttνIν(t) dt du
∣∣∣∣
≤ e−βx
{(
β + β3 +
2ν + 1
x
)
Kν(x)
xν
+
(
1 + β2 +
β(2ν + 1)
x
)
Kν+1(x)
xν
}
×
∫ x
0
∫ u
0
eβttνIν(t) dt du, (5.41)
and we used that ‖h′‖ = 1 in obtaining the inequality. We have that
∫ x
0
∫ u
0
eβttνIν(t) dt du ∼


x2ν+2
2ν(2ν + 1)(2ν + 2)Γ(ν + 1)
, x ↓ 0,
1√
2π(1 + β)2
xν−
1
2 e(1+β)x, x→∞.
(5.42)
Here the limiting form in the case x ↓ 0 readily follows from an application of (A.46),
whilst the limiting form for x→∞ results from an application of the limiting form (5.40)
followed by a standard asymptotic analysis of the integral
∫ x
0
uν−
1
2 e(1+β)u du in the limit
x→∞. Using the limiting form (5.42) together with the limiting forms (A.47) and (A.48)
for the modified Bessel function of the second kind proves that the upper bound (5.41)
does not blow up in either the limits x ↓ 0 or x→∞, and can thus be uniformly bounded
for all x ≥ 0. Therefore, the term R3 does not explode when a→∞.
Finally, we analyse g(3)(x) in a neighbourhood of x = 0 when a → ∞. This analysis
proceeds almost exactly as this stage of the proof of Proposition 3.6 of [26], but we repeat
the details for completeness. We have shown that, for all x ≥ 0, R1, R2 and R3 are O(1)
as a→∞. Therefore using the limiting forms (A.46) and (A.47) gives
g(3)(x) = −cos(ax)
x
+
(2ν + 1)(2ν + 2)
xν+2
· 2
νΓ(ν + 1)
xν+1
×
×
∫ x
0
cos(au)
∫ u
0
t2ν
2νΓ(ν + 1)
dt du+O(1)
= −cos(ax)
x
+
2ν + 2
x2ν+3
∫ x
0
u2ν+1 cos(au) du+O(1), x ↓ 0.
As well as letting x ↓ 0 and a → ∞, we let ax ↓ 0. Using the expansion cos(t) =
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1− 1
2
t2 +O(t4) as t ↓ 0, we have, in this regime,
g(3)(x) = −1
x
(
1− a
2x2
2
)
+
2ν + 2
x2ν+3
∫ x
0
u2ν+1
(
1− a
2u2
2
)
du+O(1)
=
a2x
2
− (ν + 1)a
2x
2ν + 4
+O(1) =
a2x
2(ν + 2)
+O(1).
For a chosen such that ax≪ 1≪ a2x, we have that g(3)(x) blows up in a neighbourhood
of the origin, and this proves the proposition. ✷
We will need to following lemma for the proof of Proposition 3.5.
Lemma 5.1. (i) Let 0 < ν ≤ 1
2
. Then exxνKν(x) is a decreasing function of x on (0,∞)
and satisfies the inequality exxνKν(x) ≤ 2ν−1Γ(ν) for all x > 0.
(ii) Suppose 0 < x < 0.629. Then exK0(x) < −3 log(x).
Proof. (i) From (A.50) and (A.60) we have that d
dx
(
exxνKν(x)
)
= exxν
(
Kν(x)−Kν−1(x)
) ≤
0, and so exxνKν(x) is a decreasing function of x on (0,∞). By (A.47) we have limx↓0 xνKν(x) =
2ν−1Γ(ν), and so we obtain the inequality.
(ii) From the differentiation formula (A.49) we have that, for all x > 0, d
dx
( − 3 log(x)−
exK0(x)
)
= − 3
x
− ex(K0(x)−K1(x)) < 0, where the inequality follows because K1(x) < 2x
for all x > 0 (see [26, Lemma 6.1]). Thus, −3 log(x) − exK0(x) is a decreasing function
of x on (0,∞). One can use Mathematica to numerically check that −3 log(0.629) −
e0.629K0(0.629) = 0.00106, and the inequality now follows.
Proof of Proposition 3.5. As usual, we will set µ = 0. In this proof, Z will denote a
VG(r, θ, σ, 0) random variable. For a further simplification, we shall suppose that θ ≥ 0;
the argument for θ < 0 is a very similar because −Z ∼ VG(r,−θ, σ, 0).
(i) Let r > 1. Proposition 1.2 of [52] asserts that if the random variable Y has Lebesgue
density bounded by C, then for any random variable W ,
dK(W,Y ) ≤
√
2CdW(W,Y ).
We know that the VG(r, θ, σ, 0) distribution is unimodal [28] and that for r > 1 the
density is bounded. If 1 < r ≤ 2 the density is bounded above by C = 1
2σ
√
π
(1 +
θ2/σ2)−
r−1
2 Γ
(
r−1
2
)
/Γ
(
r
2
)
(see (2.4)), and for r > 2 we can use Proposition 2.1 to bound
the density. This gives us the desired bounds.
(ii) We now let r = 1. We follow the approach used in the proof of Proposition 1.2 of
[52] (see also the proof of Theorem 3.3 of [10]), but modify part of argument because
the VG(1, θ, σ, 0) density p(x) is unbounded as x → 0. Let ǫ > 0 be a constant. Let
hz(x) = 1(x ≤ z), and let hz,ǫ(x) be defined to be one for x ≤ z + 2ǫ, zero for x > z, and
linear between. Then
P(W ≤ z)− P(Z ≤ z) = Ehz(W )− Ehz,ǫ(Z) + Ehz,ǫ(Z)− Ehz(Z)
≤ Ehz,ǫ(W )− Ehz,ǫ(Z) + 1
2
P(z ≤ Z ≤ z + 2ǫ)
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≤ 1
2ǫ
dW(W,Z) +
1
2
P(z ≤ Z ≤ z + 2ǫ)
≤ 1
2ǫ
dW(W,Z) + P(0 ≤ Z ≤ ǫ), (5.43)
where the third inequality follows because the VG(1, θ, σ, 0) density is positively skewed
about x = 0 (since θ ≥ 0), and is a decreasing function of x on (0,∞) and an increasing
function on (−∞, 0). Suppose ǫ
√
θ2+σ2
σ2
< 0.629. Then we can apply Lemma 5.1 to get
P(0 ≤ Z ≤ ǫ) =
∫ ǫ
0
1
πσ
eθt/σ
2
K0
(√
θ2 + σ2
σ2
t
)
dt ≤ 1
π
√
θ2 + σ2
∫ ǫ√θ2+σ2
σ2
0
eyK0(y) dy
≤ 1
π
√
θ2 + σ2
∫ ǫ√θ2+σ2
σ2
0
−3 log(y) dy = 3ǫ
πσ
[
1 + log
(
σ2
ǫ
√
θ2 + σ2
)]
.
Plugging into (5.43) gives that, for any z ∈ R,
P(W ≤ z)− P(Z ≤ z) ≤ 1
2ǫ
dW(W,Z) +
3ǫ
πσ
[
1 + log
(
σ2
ǫ
√
θ2 + σ2
)]
.
We choose ǫ =
√
πσdW(W,Z)/6, which, due to the assumption
θ2+θ2
σ3
dW(W,Z) < 0.755,
guarantees that ǫ
√
θ2+σ2
σ2
< 0.629. We therefore obtain the upper bound
P(W ≤ z)− P(Z ≤ z) ≤
{√
6
2
+
2√
6
+
1√
6
log
(
6σ3
π(θ2 + σ2)dW(W,Z)
)}√
dW(W,Z)
πσ
=
{
5 + log
(
6
π
)
+ log
(
σ3
(θ2 + σ2)dW(W,Z)
)}√
dW(W,Z)
6πσ
.
A lower bound can be obtained similarly, which is the negative of the upper bound. This
proves inequality (3.33).
(iii) Let 0 < r < 1. In this regime, the VG(r, θ, σ, 0) density is unbounded as x → 0,
positively skewed about x = 0 (since θ ≥ 0), and is a decreasing function of x on (0,∞)
and an increasing function on (−∞, 0). We therefore proceed as we did in part (ii) by
bounding P(0 ≤ Z ≤ ǫ) and then substituting into (5.43). Let ν = r−1
2
, meaning that
−1
2
< ν < 0. Then
P(0 ≤ Z ≤ ǫ) = 1
σ
√
π2ν(θ2 + σ2)
ν
2Γ(ν + 1
2
)
∫ ǫ
0
eθt/σ
2
tνKν
(√
θ2 + σ2
σ2
t
)
dt
≤ σ
2ν+1
σ
√
π2ν(θ2 + σ2)ν+
1
2Γ(ν + 1
2
)
∫ ǫ√θ2+σ2
σ2
0
eyy2ν · y−νK−ν(y) dy
≤ σ
2ν+1
σ
√
π2ν(θ2 + σ2)ν+
1
2Γ(ν + 1
2
)
∫ ǫ√θ2+σ2
σ2
0
2−ν−1Γ(−ν)y2ν dy
=
Γ(−ν)√
π22ν+1Γ(ν + 1
2
)
1
2ν + 1
(
ǫ
σ
)2ν+1
=: Cν,σǫ
2ν+1,
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where we made a change of variables and applied (A.44) in the second step, and used
Lemma 5.1 in the third. Therefore, for any z ∈ R,
P(W ≤ z)− P(Z ≤ z) ≤ 1
2ǫ
dW(W,Z) + Cν,σǫ
2ν+1.
We optimise by taking ǫ =
( dW(W,Z)
2(2ν+1)Cν,σ
) 1
2(ν+1) , which yields the upper bound
P(W ≤ z)− P(Z ≤ z) ≤ 2(2(2ν + 1)Cν,σ) 12(ν+1) (dW(W,Z)) 2ν+12(ν+1)
= 2
(
2Γ(−ν)√
π(2σ)2ν+1Γ(ν + 1
2
)
) 1
2(ν+1) (
dW(W,Z)
) 2ν+1
2(ν+1) .
We can similarly obtain a lower bound, which is the negative of the upper bound. By
substituting ν = r−1
2
we obtain (3.34), completing the proof. ✷
A Elementary properties of modified Bessel functions
In this appendix, we present some basic properties of modified Bessel functions that are
needed in this paper. All formulas are given in [46], except for the inequalities and the
differentiation formulas (A.53)–(A.58).
The modified Bessel functions of the first kind Iν(x) and second kindKν(x) are defined,
for ν ∈ R and x > 0, by
Iν(x) =
∞∑
k=0
(1
2
x)ν+2k
Γ(ν + k + 1)k!
and Kν(x) =
∫ ∞
0
e−x cosh(t) cosh(νt) dt.
For x > 0, the modified Bessel functions Iν(x) and Kν(x) are strictly positive for ν ≥ −1
and all ν ∈ R, respectively. The modified Bessel function Kν(x) satisfies the following
identities, which hold for all ν ∈ R and x ∈ R,
K−ν(x) = Kν(x), (A.44)
Kν+1(x) = Kν−1 +
2ν
x
Kν(x). (A.45)
The modified Bessel functions satisfy the following asymptotics:
Iν(x) =
1
Γ(ν + 1)
(x
2
)ν (
1 +O(x2)
)
, x ↓ 0, (A.46)
Kν(x) =
{
2|ν|−1Γ(|ν|)x−|ν|(1 +O(xpν)), x ↓ 0, ν 6= 0,
− log x+O(1), x ↓ 0, ν = 0, (A.47)
Iν(x) =
ex√
2πx
(
1 +O(x−1)
)
, x→∞,
Kν(x) =
√
π
2x
e−x
(
1 +O(x−1)
)
, x→∞. (A.48)
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Here, 0 < pν ≤ 2 for all ν 6= 0. In particular, pν = 2 for ν > 1. We also have the following
differentiation formulas:
d
dx
(
K0(x)
)
= −K1(x), (A.49)
d
dx
(
xνKν(x)
)
= −xνKν−1(x), (A.50)
d
dx
(
Iν(x)
xν
)
=
Iν+1(x)
xν
, (A.51)
d
dx
(
Kν(x)
xν
)
= −Kν+1(x)
xν
, (A.52)
d2
dx2
(
Iν(x)
xν
)
=
Iν(x)
xν
− (2ν + 1)Iν+1(x)
xν+1
, (A.53)
d2
dx2
(
Kν(x)
xν
)
=
Kν(x)
xν
+
(2ν + 1)Kν+1(x)
xν+1
, (A.54)
d3
dx3
(
Kν(x)
xν
)
= −(2ν + 1)Kν(x)
xν+1
−
(
1 +
(2ν + 1)(2ν + 2)
x2
)
Kν+1(x)
xν
, (A.55)
where formulas (A.53)–(A.55) are obtained from short calculations that involve differen-
tiating using the formulas (A.51) and (A.52) followed by an application of the identity
(A.45) to simplify the expressions. Using the Leibniz differentiation formula together with
formulas (A.51)–(A.55) gives
d2
dx2
(
e−βxIν(x)
xν
)
= e−βx
{
(1 + β2)
Iν(x)
xν
−
(
2β +
2ν + 1
x
)
Iν+1(x)
xν
}
, (A.56)
d2
dx2
(
e−βxKν(x)
xν
)
= e−βx
{
(1 + β2)
Kν(x)
xν
+
(
2β +
2ν + 1
x
)
Kν+1(x)
xν
}
, (A.57)
d3
dx3
(
e−βxKν(x)
xν
)
= −e−βx
{(
3β + β3 +
2ν + 1
x
)
Kν(x)
xν
+
(
1 + 3β2 +
3β(2ν + 1)
x
+
(2ν + 1)(2ν + 2)
x2
)
Kν+1(x)
xν
}
. (A.58)
For x > 0, the following inequalities hold:
Iν(x) < Iν−1(x), ν ≥ 12 , (A.59)
Kν(x) ≤ Kν−1(x), ν ≤ 12 , (A.60)
Kν(x) ≥ Kν−1(x), ν ≥ 12 . (A.61)
We have equality in (A.60) and (A.61) if and only if ν = 1
2
. These two inequalities can
be found in [31]. Inequality (A.59) is given in [32] and [41], extending a result of [53].
Also, we have the following inequality for products of modified Bessel functions, which is
given in Corollary 1 of [22] and is a simple consequence of a monotonicity result of [49]
concerning the product Kν(x)Iν(x). For x ≥ 0,
Kν(x)Iν(x) ≤ 1
2ν
, ν > 0. (A.62)
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Inequality (D.4) of [19] states that, for x > 0,
d3
dx3
(
e−βxIν(x)
xν
)
<
8e−βxIν(x)
xν
, ν > −1
2
, −1 < β < 1. (A.63)
We also have the following integral inequality, which is a special case of inequality (2.6)
of [21]. For x ≥ 0, ∫ x
0
tνIν(t) dt ≤ 2(ν + 1)
2ν + 1
xνIν+1(x), ν > −12 . (A.64)
B Uniform bounds for expressions involving integrals
of modified Bessel functions
In this appendix, we present bounds of [22, 24, 27] that we will use to bound the solution
of the VG Stein equation. The bounds of [22, 24, 27] are stated for the case α = 1,
−1 < β < 1; the bounds we state in this appendix follow from a simple change of
variables. Let ν, α and β be such that ν > −1
2
and |β| < α. Also, let γ = β/α. We
will translate the bounds of [22, 24, 27] into the VG(r, θ, σ, µ) parametrisation using the
change of parameters
ν =
r − 1
2
, α =
√
θ2 + σ2
σ2
, β =
θ
σ2
.
We first give the following bound, which is not available in the literature, but is easy
to derive. Suppose ν > −1
2
and 0 ≤ β < α. Then, for x ≥ 0,
e−βxKν+1(αx)
xν
∫ x
0
eβttνIν(αt) dt ≤ Kν+1(αx)
xν
∫ x
0
tνIν(αt) dt
≤ 2(ν + 1)
α(2ν + 1)
Kν+1(αx)Iν+1(αx) ≤ 1
α(2ν + 1)
, (B.65)
where in the first step we used that eβt is an increasing function of t; in the second we
used inequality (A.64); and in the third we used inequality (A.62).
Suppose now that ν > −1
2
and |β| < α. Then, the bounds of [22, 24, 27] that we will
need are the following. For all x ≥ 0,
e−βxKν(αx)
xν
∫ x
0
eβttν+1Iν(αt) dt <
1
2α2(1− |γ|)
=
σ2
2
(
1 +
|θ|√
θ2 + σ2
)
< σ2, (B.66)
e−βxIν(αx)
xν
∫ ∞
x
eβttν+1Kν(αt) dt <
1
α2
(
1 +
2
√
π|γ|Γ(ν + 3
2
)
(1− γ2)ν+ 32Γ(ν + 1)
)
=
σ4
θ2 + σ2
+ 2
√
π|θ|σΓ
(
r
2
+ 1
)
Γ
(
r+1
2
) (1 + θ2
σ2
) r−1
2
<
σ4
θ2 + σ2
+
√
2π|θ|σ√r + 1
(
1 +
θ2
σ2
) r−1
2
, (B.67)
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e−βxKν+1(αx)
xν
∫ x
0
eβttν+1Iν(αt) dt <
1
2α2(1− |γ|) < σ
2, (B.68)
e−βxKν+1(αx)
xν
∫ x
0
eβttνIν(αt) dt ≤ 2
α(2ν + 1)
=
2σ2
r
√
θ2 + σ2
, (B.69)
e−βxKν(αx)
xν
∫ x
0
eβttνIν(αt) dt ≤ 2
α(2ν + 1)
=
2σ2
r
√
θ2 + σ2
, (B.70)
e−βxIν(αx)
xν
∫ ∞
x
eβttνKν(αt) dt ≤ Mν,γ
α
<
σ2Ar,θ,σ√
θ2 + σ2
, (B.71)
e−βxKν(αx)
xν−1
∫ x
0
eβttνIν(αt) dt <
2ν + 7
2α2(2ν + 1)(1− |γ|) < σ
2
(
1 +
6
r
)
, (B.72)
e−βxKν+1(αx)
xν−1
∫ x
0
eβttνIν(αt) dt <
2ν + 7
2α2(2ν + 1)(1− |γ|) < σ
2
(
1 +
6
r
)
, (B.73)
e−βxIν(αx)
xν−1
∫ ∞
x
eβttνKν(αt) dt <
Nν,γ
α2
< σ2Br,θ,σ, (B.74)
where
Mν,γ =


√
πΓ
(
ν + 1
2
)
(1− γ2)ν+ 12Γ(ν + 1) , ν ≥
1
2
,
6Γ(ν + 1
2
)
1− |γ| , |ν| <
1
2
,
(B.75)
and
Nν,γ =


√
πΓ(ν + 1
2
)
(1− γ2)ν+ 12Γ(ν) , ν ≥
1
2
,
1
1− |γ| , |ν| <
1
2
,
and in the VG(r, θ, σ, µ) parametrisation
Ar,θ,σ =


2
√
π√
2r − 1
(
1 +
θ2
σ2
) r
2
, r ≥ 2,
12Γ
(r
2
)(
1 +
θ2
σ2
)
, 0 < r < 2,
and
Br,θ,σ =


√
π(r − 1)
2
(
1 +
θ2
σ2
) r
2
−1
, r ≥ 2,
2, 0 < r < 2,
which satisfy the inequalities
Mν,γ < Ar,θ,σ, Nν,γ < α
2σ2Br,θ,σ. (B.76)
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Written in the VG(r, θ, σ, µ) parametrisation, Mν,γ reads
Mν,γ =


√
πΓ
(
r
2
)
Γ
(
r+1
2
) (1 + θ2
σ2
) r
2
, r ≥ 2,
6Γ
(r
2
) √θ2 + σ2√
θ2 + σ2 − |θ| , 0 < r < 2.
The inequality Mν,γ < Ar,θ,σ then follows from an application of the inequality
√
θ2 + σ2√
θ2 + σ2 − |θ| =
√
θ2 + σ2(
√
θ2 + σ2 + |θ|)
σ2
<
2(θ2 + σ2)
σ2
= 2
(
1 +
θ2
σ2
)
and the upper bound in the two-sided inequality√
2
r
<
Γ( r
2
)
Γ( r+1
2
)
<
√
2
r − 1
2
, r > 1. (B.77)
The double inequality (B.77) is obtained by comining the inequalities
Γ(x+ 1
2
)
Γ(x+1)
> (x+ 1
2
)−
1
2
for x > 0 [30], and
Γ(x+ 1
2
)
Γ(x+1)
< (x+ 1
4
)−
1
2 for x > −1
4
[18]. The inequality Nν,γ < α
2σ2Br,θ,σ
can be seen to hold similarly, although this time the lower bound in (B.77) is used to
bound the ratio of gamma functions, and we use that α2σ2 = 1 + θ
2
σ2
.
In obtaining inequality (B.66) we calculated
1
α2(1− |γ|) =
σ4
θ2 + σ2
√
θ2 + σ2√
θ2 + σ2 − |θ| =
σ4
θ2 + σ2
√
θ2 + σ2(
√
θ2 + σ2 + |θ|)
σ2
= σ2
(
1 +
|θ|√
θ2 + σ2
)
,
and in obtaining inequality (B.67) we calculated
1
α2
|γ|Γ(ν + 3
2
)
(1− γ2)ν+ 32Γ(ν + 1) =
σ4
θ2 + σ2
|θ|√
θ2 + σ2
(
1− θ
2
θ2 + σ2
)− r
2
−1Γ
(
r
2
+ 1
)
Γ
(
r+1
2
)
= σ2
(
1 +
θ2
σ2
)−1
|θ| 1
σ
(
1 +
θ2
σ2
)− 1
2
(
1 +
θ2
σ2
) r
2
+1Γ
(
r
2
+ 1
)
Γ
(
r+1
2
)
= |θ|σΓ
(
r
2
+ 1
)
Γ
(
r+1
2
) (1 + θ2
σ2
) r−1
2
.
The final inequality then follows from bounding the ratio of gamma functions using the
lower bound in (B.77). All other conversions from the parameters ν, α, β to r, θ, σ are
simple and we provide no further details.
In order to obtain our bounds for the solution of the VG Stein equation, we also
need some additional bounds that are an easy consequence of some of the inequalities
(B.66)–(B.74). To this end, we note two simple inequalities that follow from using the
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differentiation formulas (A.51) and (A.52) and the inequalities (A.59) and (A.61), followed
by an application of our assumption |β| < α to simplify the bound. For ν > −1
2
, |β| < α
and x > 0,∣∣∣∣ ddx
(
e−βxIν(αx)
xν
)∣∣∣∣ = e−βxxν
∣∣αIν+1(x)− βIν(x)∣∣ < 2αe−βxIν(αx)
xν
, (B.78)∣∣∣∣ ddx
(
e−βxKν(αx)
xν
)∣∣∣∣ = e−βxxν
∣∣αKν+1(x) + βKν(x)∣∣ < 2αe−βxKν+1(αx)
xν
. (B.79)
If we restrict to −α < β ≤ 0, then we can improve (B.79) to∣∣∣∣ ddx
(
e−βxKν(αx)
xν
)∣∣∣∣ ≤ αe−βxKν+1(αx)xν . (B.80)
Combining inequalities (B.78) and (B.79) with certain bounds from the list (B.66)–(B.74)
then yields the following uniform bounds (B.81)–(B.85). Suppose ν > −1
2
and |β| < α.
Then, for any x ≥ 0,∣∣∣∣ ddx
(
e−βxKν(αx)
xν
)∣∣∣∣
∫ x
0
eβttν+1Iν(αt) dt <
1
α(1− |γ|)
=
√
θ2 + σ2 + |θ| < 2
√
θ2 + σ2, (B.81)∣∣∣∣ ddx
(
e−βxIν(αx)
xν
)∣∣∣∣
∫ ∞
x
eβttν+1Kν(αt) dt <
2
α
(
1 +
2
√
π|γ|Γ(ν + 3
2
)
(1− γ2)ν+ 32Γ(ν + 1)
)
< 2
√
θ2 + σ2
σ2
{
σ4
θ2 + σ2
+
√
2π|θ|σ√r + 1
(
1 +
θ2
σ2
) r−1
2
}
=
2σ2√
θ2 + σ2
+ 2
√
2π|θ|√r + 1
(
1 +
θ2
σ2
) r
2
, (B.82)∣∣∣∣ ddx
(
e−βxIν(αx)
xν
)∣∣∣∣
∫ ∞
x
eβttνKν(αt) dt < 2Mγ,ν < 2Ar,θ,σ, (B.83)
x
∣∣∣∣ ddx
(
e−βxKν(αx)
xν
)∣∣∣∣
∫ x
0
eβttνIν(αt) dt <
2ν + 7
α(2ν + 1)(1− |γ|)
< 2
(
1 +
6
r
)√
θ2 + σ2, (B.84)
x
∣∣∣∣ ddx
(
e−βxIν(αx)
xν
)∣∣∣∣
∫ ∞
x
eβttνKν(αt) dt <
2Nν,γ
α
< 2
√
θ2 + σ2Br,θ,σ. (B.85)
We also have the bound∣∣∣∣ ddx
(
e−βxKν(αx)
xν
)∣∣∣∣
∫ x
0
eβttνIν(αt) dt ≤ 2
2ν + 1
=
2
r
. (B.86)
For −α < β ≤ 0, this bound follows from combining inequalities (B.69) and (B.80). For
0 ≤ β < α, we combine inequalities (B.65) and (B.79).
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