Computational experience with a primal-dual interior point method for linear programming  by Lustig, Irvin J. et al.
Computational Experience With a Primal-Dual 
Interior Point Method For Linear Programming 
Irvin J. Lustig 
Department of Civil Engineering and Operations Research 
Princeton University 
Princeton, New Jersey 08544 
Roy E. Marsten 
School of Industrial Engineering and Operations Research 
Georgia institute of Technology 
Atlanta, Georgia 30332 
and 
David F. Shanno* 
Rutgers Center for Operations Research 
Rutgers University 
New Brunswick, New Jersey 08903 
Submitted by Richard Tapia 
ABSTRACT 
A new comprehensive implementation of a primal-dual algorithm for linear 
programming is described. It allows for easy handling of simple bounds on the primal 
variables and incorporates free variables, which have not previously been included in 
a primal-dual implementation. We discuss in detail a variety of computational issues 
concerning the primal-dual implementation and barrier methods for linear program- 
ming in general. We show that, in a certain way, Lustig’s method for obtaining 
feasibility is equivalent to Newton’s method. This demonstrates that the method is in 
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some sense the natural way to reduce infeasibility. The role of the harrier parameter 
in computational practice is studied in detail. Numerical results are given for the 
entire expanded NETI.IB test set for the basic algorithm and its variants, as well as 
version 5.3 of MINIS. 
1. INTRODUCTION 
The primal-dual interior point algorithm for linear programming was 
introduced by Megiddo [I5], who used logarithmic barrier methods to solve 
the primal and dual problems simultaneously. His method was first devel- 
oped as an algorithm by Kojima, Mizuno, and Yoshise [B]. An experimental 
computer code was implemented by McShane, Monma, and Shanno [lb] 
which demonstrated the practicability of the algorithm for solving linear 
programming problems. Lustig [lo] d evised a method for eliminating costs 
on artificial variables and implemented it in an experimental code that uses 
an analytic method for determining the barrier parameter at each step. Choi, 
Momna, and Shanno [3] adapted Lustig’s method for handling feasibility to a 
heuristic method for selection of the barrier parameter. 
This paper discusses a new comprehensive implementation of the 
primal-dual algorithm. The algorithm is implemented within the same basic 
framework as the dual affine implementation of Marsten, Saltzman, Shanno, 
Pierce, and Ballintijn [13]. It allows for easy handling of simple bounds on 
the primal variables, which was also allowed for in [3], and incorporates free 
variables, which have not previously been included in a primal-dual imple- 
mentation. 
The purpose of this paper is to discuss in detail a variety of computational 
issues concerning the primal-dual implementation and barrier methods for 
linear programming in general. We give a new interpretation of Lustig’s 
method for obtaining feasibility, demonstrating that it is in some sense the 
natural way to reduce infeasibility. The role of the barrier parameter in 
computational practice is studied in detail. Numerical results are given for 
the entire expanded NETLIB test set for the basic algorithm, Lustig’s algo- 
rithm for finding the barrier parameter, and version 5.3 of MINOS, which is 
significantly faster than version 5.0. 
In addition, we study the effects of preprocessing, scaling, removing 
variables which appear to be approaching zero as their optimal value, and 
reducing infeasibility by altering slack variables wherever possible. We 
conclude by giving suggestions of topics for further research in primal-dual 
barrier algorithms. 
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2. THE PRIMAL-DUAL ALGORITHM 
The basic primal-dual logarithmic barrier method has been fully docu- 
mented in McShane et al. [14] and Choi et al. ]3]. Here we reproduce the 
resultant algorithm solely for convenience. The primal problem we are 
concerned with is 
min crx (1) 
subject to Ax = 17, 
where some or all of the upper bounds u may be infinite. We in fact consider 
the problem in the form 
min crx 
subject to Ax = b, 
(2) 
x+s=u, 
x > 0, s >, 0, 
and eliminate the inequality constraints by incorporating them in a logarith- 
mic barrier function as 
min cTx - p 5 In Xj - p 5 In sj (3) 
j=l j=l 
subject to Ax = 0, 
x+s=u. 
The Lagrangian for (3) is then 
n n 
L(x,s,y,w,P) = cTx-p C Inxj-p C lnsj 
j=l j=l 
-yT(Ax-b)+wT(x+s-u). (4) 
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The first order necessary conditions for (4) are 
AX=I?, 
x+s=u, 
ATy-w+z=c, 
XZc = pe, 
SWe = pe, 
(5) 
where X, Z, S, and W are diagonal matrices with the elements xi, zj, sj, and 
wj respectively and z is a vector of the dual slack variables. Assuming that 
the current estimate of the primal and dual variables satisfies both primal 
and dual feasibility (an assumption to be discussed in the next section), one 
step of Newton’s method is applied to (5) to produce the search directions 
Ay=(AOAT)-rAOp(& 
Az = PX-‘e - Ze - X-‘ZAx, 
AW = S-r( pe - SWe + WAX), 
(6) 
As= -Ax. 
where 0 = (S’W + X-‘Z)-’ and p(p) = /.L(S-’ - X-‘)e -(W - Z>e. A 
new approximation to the minimizer is then determined as 
s^=s+~y~As, 
y=y+cr,Ay, 
?=.z+a,Az, 
G=w+a,Aw, 
(7) 
where oP and oD are step lengths in the primal and dual spaces respec- 
tively, chosen to assure the positivity of the variables x, s, z, and w. The 
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algorithm is repeated until the relative duality gap satisfies 
cTx - bTy + uTw 
1+ lbTy - uTw( 
<E 
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(8) 
for a user predetermined E. 
3. INITIAL FEASIBILITY: A NEW INTERPRETATION 
The basic algorithm of the previous section assumed that the initial 
primal point (x0, so) was strictly primal feasible and the initial dual point 
(yO, z”, too) was strictly dual feasible. The purpose of this section is to show a 
straightforward way to relax this assumption, and to show this method is 
equivalent to Lustig’s method, which is derived using artificial vectors when 
the artificial costs become infinitely large. 
To see how to relax the feasibility assumption, we note simply that 
applying Newton’s method to the first order conditions (5) does not require 
feasibility. Rather, we assume only that x and s satisfy x + s = u with r > 0 
and s > 0, which implies that As still satisfies As = -Ax. The defining 
Newton equations for the change in the variables are then 
AAx=b-Ax, 
Ax+As=O, 
ATAy+Az-Aw=c-ATy-zfw, 
ZAx+XAz=-XZe+pe, 
WAS + SAW = - SWe + Fe. 
Solving (91, the resulting search directions are 
Ax = O[ ATAy - P(U) + zhrD], 
AZ = PX-‘e - Ze - X-‘ZAx, 
Aw = PS- ‘e - We -I S-‘WAX, 
As=-Ax, 
(9) 
where rD = A*y + z - w -c. 
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Lust@ [lo] studied the modified dual pair 
min 2x + c,x, (11) 
subject to Ax + dpx, = b, 
x+s=u, 
d;x +x,, = b,,, 
~,S,~,‘,~/,~O, 
and its dual 
subjectto A*y+d,y,+z-W=C, 
where d, = b - Ax” and d, = Al’y’ + z0 - w‘O - c. He then considered the 
search directions when b, and c, were allowed to become infinitely large, 
and showed that in the limit as b, and c, approach infinity, the solutions 
satisfy the system 
AAx = x,,dp, 
Ax+As=O, 
A?hy f As - Aw = yadn, 
ZAx+-XAz=-XZefpe, 
WAS + SAu; = - SWe + we. 
(13) 
Now from (11) 
dpx, = b-Ax (14) 
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and from (12) 
d uy, =c-A’y-z+w=r,, (15) 
so the solutions of (9) and (13) are identical. 
Thus Lustig’s feasibility directions, which are derived using an artificial 
column and row in both the primal (11) and the dual (12), and the Newton 
direction for the first order system (51, which assume nothing about feasibil- 
ity, are identical. 
In a similar vein, Newton’s method for the first order conditions can be 
applied to either a pure primal or pure dual method in precisely the same 
manner. For example, when applied to the dual problem without bounds on 
the primal variables 
max V-y (16) 
subject to A“y + z = c, 
the Lagrangian function is 
L(x,y,z,p)=bl’y-p k Inz~i-x“(ATy+.z-c). (17) 
j=l 
The first order conditions derived from (17) are 
b-Ar=O. 
FZ-‘e-x=0, (18) 
ATy + z -c = 0. 
Using the second equation to eliminate x yields the set of equations in y 
and z 
b - PAZ- ‘e = 0, 
(19) 
ATy + z - c = 0. 
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Applying Newton’s method to (19), where again we let 
y,d, = c - ATy - z, 
we get the defining equations 
(20) 
ATAy + AZ = yadD, 
(21) 
PAZ-“A,- = PAZ- ‘e - b. 
Solving (21) yields 
Ay = L(AZe2AT)-‘b -(AZ-2AA7‘)-1AZ-1e +(AZ-2AT)-1AZ-“y,d,, 
P 
Az = y,d, - ATAy. (22) 
In [KS], the problem of computing the search directions for 
max bTy - MY,~ 
subject to ATy + z + d,y, = c 
.7. > 0, Y, 2 0, 
is considered, and it is shown that the changes Ay and Ay, satisfy 
(23) 
Ay = (AZ-‘AT)-’ ib - AZ-‘e - (AZe2AT) -‘AyaAZ-“d,, 
-M 
- _ d;Z-zAT( AZ-2AT) -’ ib - AZ-‘e 
(24) 
AY, = 
P 
lIPZ-1dDII-2 
where 
p = I- Z-~AT(&-~AT)-~AZ-~. 
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Equation (24) clearly is equivalent to (22) if Ay, = - yd, which corresponds 
to 
M = p~~~jJPZ-~d~ll_~ + dLZe2AT( AZ-‘AAT-‘)(b - PAZ-‘e). (25) 
The matrix Z- ’ and the parameter /.L vary from iteration to iteration, which 
would correspond to continually varying M. Thus no pure dual barrier 
method which uses M can correspond exactly to Newton’s method for the 
first order equations, but rather corresponds to a damped Newton iteration 
toward feasibility whenever Ay, > - y,. If Ay, < - yu, a step of - y, is 
taken, but this step is biased somewhat away from the best possible step 
toward optimality. Similar results can be obtained for primal barrier methods 
and for the primal and dual affme methods. The fact that only the primal-dual 
method with Lustig’s search directions corresponds to a true Newton direc- 
tion may help explain the fact that the primal-dual in general seems to take 
fewer iterations than the dual affme algorithm in the implementation docu- 
mented in [3] and [14]. 
As a final note on this section, Adler et al. [l] use do = ye, where y is an 
appropriately chosen scalar. This was also used in [I4]. We note that this 
choice again keeps the dual affine algorithm from being Newton’s method on 
the set of defining equations. While the theory of artificial variables appears 
to offer the choice between do = ye and y,d, = c - ATy -z + w, we have 
found computationally that the latter is definitely preferable, since both dual 
feasibility is more accurately measured and the Newton equations are 
satisfied. 
4. THE ROLE OF THE BARRIER PARAMETER ,u 
It has often been noted in the literature that the barrier parameter /.L 
serves as a centering parameter, pulling the primal variables and dual slacks 
away from zero. Algorithms for choosing an initial F’ and reducing I_L at each 
step in order to assure polynomial convergence of barrier methods were 
developed first for primal algorithms by Gonzaga [7], and applied to the 
primal-dual algorithm by Monteiro and Adler [16]. Since these algorithms 
reduce p by a very small multiple at each step by a formula similar to 
they are hopelessly slow in practice. 
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We choose I_L by the algorithm of McShane et al. [14], namely, for feasible 
x and y, 
and when feasibility has not been obtained 
cTx + Mx, - b’y -My, 
P= 
4412) ’ 
where x, and y, are chosen so (14) and (15) are satisfied, and 
Here M is chosen as in [14], namely 
M=&(n)max 
(27) 
(28) 
(29) 
and p is a scalar multiplier which we will use to show the effect of varying 
the initial /.L. 
Simply stated, /.L serves principally as a feasibility parameter. Conceptu- 
ally, the idea is that as /_L is allowed to increase, the search vector points 
away from the boundary of the feasible region into the interior, and thus 
alIows for greater step lengths LY before the nonnegativity constraints restrict 
the step. From the discussion of the previous section, it is clear that if a step 
length of 1 can be taken at any step, feasibility is attained. Thus larger values 
of /.L increase the probability of a step length of 1 and thus speed up the time 
until a feasible solution is attained at the cost of perhaps increasing the time 
to an optimal solution. 
As an example of the role of p on both primal and dual feasibility, we 
solvedtheproblems brandy, shipl21, stocfor2,and israet from the 
NETLIB test set (Gay [5]) for four different initial values of p. The results are 
contained in Table 1. Here P is the number of iterations until relative primal 
infeasibility is less than lo-“, D is the number of iterations until relative 
dual feasibility satisfies the same criterion, and 0 is the number of iterations 
to optimality. 
The results clearly show that behavior varies from problem to problem as 
the initial /.L increases. One would expect the observed results on problem 
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TABLE 1 
EFFECTS OF VALUE OF &J 
brandy ship121 stocfor2 israel 
Initial p P D 0 P D 0 P D 0 P D 0 
0.01 19 28 32 23 8 27 lOO+ 100-t lOO+ 10 26 32 
0.1 20 21 27 23 8 27 57 58 60 14 15 47 
1 10 19 30 23 6 30 12 30 34 18 19 52 
10 10 18 35 10 8 35 25 12 37 20 20 51 
s t oc for 2, with the number of iterations to feasibility dropping as ,u 
increases, at least to a point. Interestingly, the iterations to optimality also 
decrease as the initial p increases, with the last increase of p showing an 
increase in both iterations to primal feasibility and optimality. On i s r a e 1, 
however, it is clear that the smallest p is the most desirable, and perfor- 
mance deteriorates with increasing p. The problems b r and y and s h i p 12 1 
again show that the tradeoff between feasibility and optimality is more 
complex than one might suspect. 
In view of the difficulty of explicitly predicting the relationship between 
II. and (Y, Lustig [lo] noted that the search vectors (10) can all be written as a 
linear combination of the form 
A=A,+/LA,, (30) 
where A, and A2 are independent of p and the explicit form of A depends 
upon which variable is being altered. If, for example, the variable is X, (30) 
has the form 
AX = A,r + /_LA~x, (31) 
and the new point 
x^ =x + a( A,x + pA,x) (32) 
= x + cyAIx + /?A2x, (33) 
where p = CY~. He then solves the dual of the linear programming problem 
min 12’2 (34) 
subject to f>,O 
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as a problem in the two variables CY and p using a special two row simplex 
code. As the results of the next section show, this can at times reduce the 
iteration count significantly, and reduce the execution time less frequently. 
In general, the additional work required to split A into A1 and AZ plus the 
simplex time makes his algorithm slower than that where p is chosen by 
(27). The unpredictability of the total number of iterations to optimality as /*” 
is changed, however, shows that there is more to be leaned from further 
study. 
Further, the choice of p affects more than just iterations to optimality 
and feasibility. For poorly scaled problems, attaining desired numerical 
accuracy can be dependent upon p, as the numerical results of the next 
section will show. In particular, it appears quite important that p be 
decreased at each step but not prematurely made too small. This appears to 
cast doubt on the computational efficiency of the primal-dual affine algo- 
rithm, which is the only affrne algorithm shown to be polynomially conver- 
gent (Monteiro, Adler, and Resende [17]). In our limited experience, the 
primal-dual affine does appear to perform very poorly, unlike the pure primal 
and pure dual affine algorithms. The reason for this remains for further study, 
but to date, all computational experience dictates that care must be taken in 
both the initial choice of c1_ and the method of reducing /J at each iteration. 
5. DENSE COLUMNS REVISITED 
As soon as serious study began on numerical implementations of interior 
point methods for linear programming, it was noted that dense columns in 
the matrix A can create unacceptably dense matrices AOAr and thus 
similarly unacceptably dense Cholesky factors L when factoring 
A@AT = LLT. (35) 
Adler et al. [I] proposed removing the dense columns of A in order to obtain 
a preconditioner for solving the equations 
(AOA~)G=~ (36) 
by a preconditioned conjugate gradient algorithm. The preconditioner would 
be the matrix L obtained by factorizing the sparse system created by 
removing the dense columns of A. Gill et al. [6] suggested, as an alternative, 
that A be partitioned into sparse and dense columns and that Schur 
complements be used to solve (36) by factoring a large sparse matrix and a 
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small dense matrix. This was adapted in Choi et al. [3] and is the method 
incorporated in the program tested in this paper. 
Since the details of the Schur complement algorithms are fully docu- 
mented in the aforementioned paper, we will not repeat them here. Rather, 
the purpose of this section is to document results we have had using the 
Schur complement in order to demonstrate both its strengths and its weak- 
nesses. 
First, for some problems, the improvement in execution time obtained by 
removing dense columns can be substantial. For the problem i s r a e L, when 
all columns with 50 or more nonzeros were removed, the execution time 
dropped from 76.37 seconds to 23.88 seconds. Even more dramatically, for 
se ba, with again all columns containing 50 or more nonzeros removed, it 
dropped from 535.85 seconds to 16.74 seconds. In both cases, the improve- 
ment was obtained with no loss of accuracy and no change in the number of 
iterations. 
While these are the only two problems in the NETLIB test set for which 
we were able to obtain significant reductions in execution time by eliminat- 
ing dense columns, certainly other important problems exist where this is the 
case. Lustig, Mulvey, and Carpenter [ll] have conducted extensive computa- 
tional tests on a series of problems ranging in size from 1923 rows and 5468 
columns to 11,055 rows and 24,120 columns and have found consistent 
substantial speedup by eliminating dense columns. The speedups were 
always at least a factor of 5 and sometimes as much as 80, depending on the 
structure of A. These problems arise from stochastic programming and are 
representative of a large and important class of stochastic programming 
problems, so the ability to remove dense columns is clearly an important 
feature of an interior point code. 
Removal of dense columns need not always have a desirable effect, 
however. An important feature of any interior point code is a reordering of 
the rows and columns to minimize fill-in in L. The program tested here uses 
the multiple minimum degree ordering routine (Liu [9]). This is a heuristic 
reordering which has proved very satisfactory in practice, but can lead to 
unexpected results or problems with dense columns. The following table 
demonstrates this phenomenon on pi I o t s from the NETLIR test set: 
Nonzeros per 
dense column 
70 
80 
90 
100 
03 
A@AT nonzeros L nonzeros 
50,211 204,620 
53,25 1 205,593 
55,193 196,497 
55,886 197,146 
59,030 202,338 
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As easily seen from the table, when more columns are removed from A, 
the density of AOAr decreases monotonically. However, the reordering 
heuristic in fact creates a permutation which has more nonzeros in L when 
all columns with 70 or more nonzeros are removed than when no columns 
are removed. Since the major amount of work on most algorithms is in 
computing L, care should be taken to assure that removing dense columns 
significantly reduces computational effort. 
Further, removing dense columns can severely exacerbate the problems 
of ill-conditioning on badly conditioned problems. This arises from the fact 
that the dense matrix to be factored in the Schur complement has the form 
K=I+W“W, (37) 
where W satisfies 
LW= A,,&, (38) 
with 
LL’ = A ,yO,vA;. (39) 
Here A,, and A,y are the dense and sparse partitions of A respectively, with 
0, and 0, the corresponding elements of 0. If A,Y0,YA5 is nearly singular, 
which often occurs as the optimum is approached, the columns of W defined 
by (38) clearly will have few digits of accuracy in the smallest elements. Rut 
from (391, these digits will be lost entirely as the condition number of K is 
approximately that of W’W. To combat this, we factor 
LL7‘ = A,,O,A; + 71, (40) 
with T = E max(O,V} and E a small multiple of the machine precision, as 
suggested by Gill et al. [6]. This requires careful and often substantial use of 
iterative refinement to compute each column of W, which may be more time 
consuming than factoring a denser matrix AOA?‘. 
Even with iterative refinement, p i L o t j a fails to achieve more than one 
digit of accuracy with four dense columns removed, while eight digits of 
accuracy are easily achieved with no dense columns removed. Removing 
dense columns from this model achieves little if any gain in computational 
efficiency and does not achieve specified accuracy. In this case, it is foolish to 
attempt to remove dense columns. 
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In view of all of the above, we have made the default option for the code 
documented in Section 7 to not remove any dense columns. While this has 
the previously noted unpleasant effect on the execution times for i s r a e t 
and particularly se ba, it has the merit of maximum safety. Our guiding 
principle in implementation of this code has been to minimize overall 
execution time while, to the greatest extent possible, assuring all problems 
are solved to the desired accuracy. In practice, each model which is to be run 
regularly should be tested for the existence of dense columns and for the 
effect of removing them from the major factorization via Schur complements. 
6. OTHER COMPUTATIONAL FEATURES 
Several other computational features have been included as options in the 
implemented algorithms. This section briefly describes each of these fea- 
tures, and Section 7 documents the effects of each option on computational 
efficiency. 
First, neither of the experimental primal-dual codes documented in 
McShane et al. [14] and Choi et al. [3] 11 a owed for free variables. The current 
algorithm incorporates a free variable xi by the standard simplex technique 
lj = x.; - x.7, (41) 
which was used successfully in the dual affine algorithm of Marsten et al. 
[13]. This has to date caused no computational difficulties, so while more 
sophisticated techniques have been suggested by Vanderbei [18] and Marxen 
[12], they would not appear to be necessary. 
Next, we incorporated the option (DHOP) to drop a column whenever xj 
appeared to be going to zero while zj appeared to be bounded away from 
zero, and to drop a row whenever the slack associated with the row appeared 
bounded away from zero and the associated dual variable appeared to be 
converging to zero. The details of this are identical to those in Marsten et al. 
[13], with the addition that whenever 10% of the columns were eliminated, a 
new symbolic factorization of AOAT, but not a new reordering, was done to 
exploit additional sparsity. 
Also, the option of preprocessing (CHUSII 2) to simplify the model via the 
algorithm of Brearly, Mitra, and Williams [2] was incorporated. As will be 
seen from the computational results in the next section, this generally 
increases computational efficiency, often substantially. The implemented 
algorithm recovers current values of the original primal variables upon 
convergence, but substantial difficulties exist in the absence of an optimal 
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basis matrix in recovering optimal dual variables to the original problem. 
Thus for the implemented algorithm, if full dual information is required, it is 
necessary to forgo preprocessing. 
Another option (FIX) incorporated in the code is that of attempting at each 
iteration to adjust slack variables to reduce infeasibility. For the dual 
problem, a full set of slack variables are available. At each iteration a test is 
made to determine if the slack variable can incorporate the remaining 
infeasibility in the requisite dual row while assuring zj > S with S = 10d6. If 
so, the dual variable is adjusted accordingly. 
For the primal problem, every row may not have a slack variable. Here 
singleton columns are identified, and again the test is made to determine 
whether the remaining infeasibility in the requisite primal row can be 
incorporated into xi while maintaining xi > 6, and if so, xj is altered to 
remove the infeasibility. 
As an initial point, extensive results on a smaller version of the NETLIR 
test set in Choi et al. [3] with a variety of initial points indicated the choice of 
x0 = e, y" = 0, z(’ = 
i 
lcjl> cj f 0, 
1, cj = 0, 
(42) 
with p = 0.1, where p is defined by (29), to be preferable to all other tested 
options. We tested this point on the full expanded NET-LIB test set and found 
that for many badly scaled problems such as the p i Lot models, which had 
not previously been tested, this initial point was no longer satisfactory. 
Instead, we modified (42) to 
and p = ,$a. All of ti, .$a, and ea are user defined parameters, with default 
values calculated as 
(44) 
where 5, is chosen to minimize ]](Ae - blj2 unless this value is too small. 
The major difference between these starting values and (42) is that each zj is 
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bounded away from zero. In addition, if xj has a finite upper bound, w,a is 
set to a value larger than t2 with the provision that ZQ - w; = cj. This is also 
the reason for the maximum in the choice of 5, in (44). When initial 
estimates can get too close to the origin, which happens on some badly scaled 
problems, small steps are taken that greatly slow down convergence. For 
almost all problems, we found the choice (43) and (441 quite satisfactory, but 
as the sensitivity results to p in Section 4 demonstrate, the defaults are not 
always optimal or even close. Further results will be given in the next 
section. 
Finally, an option (SCALE) of scaling the problem before preprocessing, 
documented in [I3], was included. Newton’s method is known to be scale 
invariant when no roundoff error is present, but the choice of starting point is 
not. While (43) and (44) proved very satisfactory for the unscaled problem, 
the results of the next section will show they were usually much poorer for 
the scaled problem. Marxen [12], however, has had considerable success with 
scaling a pure primal barrier algorithm. If these results are to be applied 
equally to the primal dual algorithm, either a better method for choosing 
(x”, y”, Z”, w”) needs to be found or a better scaling algorithm needs to be 
discovered. 
7. COMPUTATIONAL RESULTS 
The algorithm documented in the previous sections has been fully 
implemented in the modularized FORTRAN-~? code OBI (Optimization with 
Barriers 1). In addition to the features previously discussed, the code uses 
the sparse Cholesky factorization of Duff, Erisman, and Reid [4], and has the 
basis recovery and simplex options documented in Marsten et al. [13]. The 
results were obtained on a Silicon Graphics 4D/70 workstation with 16 
megabytes of memory and one processor. The code was compiled with the 
MIPS f77 compiler using options -02 and -0 1 i m i t 800. 
As in Choi et al. [3], and consistent with (71, different step sizes were 
used for the primal and dual steps. In both the primal and dual, a ratio test 
was used to determine the maximum step until the first xj or zj became 
zero. If we denote 
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then ap = 0.9958, and (Y,,= 0.9956, unless the minimum index corre- 
sponds to the artificial variable, in which case the relevant LY was set equal to 
one. 
A previously unnoted advantage of separate searches in the primal and 
dual spaces occurs when either the primal or dual is unbounded. Typically, 
this manifests itself when an arbitrarily large step can be taken without 
violating feasibility. Although we know of no proof that this must occur, in 
practice this has always occurred when we tested the code on problems 
which are primal or dual unbounded. Without separate searches, the detec- 
tion of unboundedness could take far longer, as the space without a feasible 
solution will restrict the step size and force convergence to a point with a 
nonzero artificial variable. 
The basic code is organized into two separate segments, HPREP and 0~1. 
HPREP reads the MPS file, does the required level of preprocessing and 
scaling, does the multiple minimum degree reordering, and writes an inter- 
mediate file. OB~ reads this file and does the actual minimization. The 
algorithm terminates whenever the relative duality gap defined in (8) is less 
than lo-* or when it appears numerically that achievement of this tolerance 
is impossible. In the few instances in which the latter occurred, the duality 
gap became negative. 
The basic results for the algorithm with full preprocessing (CRUSH 21, but 
without scaling, variable dropping, and fixing slack variables to absorb 
infeasibility, are included in Tables 2 and 3. Here the primal infeasibility is a 
relative infeasibility calculated as 
IlAx - bll 
1+ IIXII ’ 
and the dual infeasibility is similarly 
(IATy + z - w - c(( 
1+ Il!Al+ lIdI+ II4 . 
(45) 
(46) 
The problem number in Tables 2 and 3 ranks the problems by size, where 
size is defined as n + m. This is included as a convenience for determining 
the relative position of the problem in the graphical results, where the results 
are graphed as a function of problem size. The preprocessor times are the 
times for HPREP, while the solution times are the times for OBI. 
The first significant feature of these two tables is that the default options 
solved all of the 71 test problems to requested accuracy except c apr i, 
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which had seven digits of accuracy, and pi 1 o t 4, which had five. However, 
pi tot 4 can easily be made to solve to eight digits of accuracy in 61 
iterations by setting 5s = 0.01, and cap r i can be made to solve to eight 
digits of accuracy in 45 iterations with 5s = 0.01. In general, lowering the 
initial /_L improves numerical accuracy when the default /J, leads to difficul- 
ties. When the default p works well, however, lowering the initial p may 
hurt performance in terms of either iteration count or accuracy. 
Although Tables 2 and 3 document only CRUSH 2, the results for no 
preprocessing (CRUSH 0) are similar. Here both p i 1 o t 4 and p e r o 1 d failed 
to obtain specified accuracy, and both easily achieved it with (a = 0.01: 
p i 1 o t 4 in 59 iterations, p e r o 1 d in 64 iterations. 
The full set was run with MINOS 5.3, using the defaults. This is a greatly 
improved version of MINOS over the MINOS 5.0 tested in McShane et al. [14] 
or the MINOS 4.0 tested in Adler et al. [l]. The results with additional 
problem statistics are reported in Tables 4 and 5, and while no specific 
attempt has been made to compare the various versions of MINOS, MINOS 5.3 
appears 4 to 5 times faster than MINOS 5.0 on the NETLIB test set. 
The results for the ratio of execution times for MINOS versus OBI are 
plotted as a function of problem size in Figure 1. The scale of the graph is 
log(ratio) versus log(size), where all numbers below 1 indicate better perfor- 
mance by MINOS and all numbers above 1 indicate better performance by 
OBI. The major outlier favoring MINOS is se ba, where we ran with the 
default of no dense columns. As explained in the previous section, this can be 
reduced by a factor of approximately 30 by removing dense columns of 50 or 
more nonzeros. The graph indicates that for small problems a good simplex 
code will definitely outperform an interior point code, but as the problem 
size increases the advantage definitely shifts to the interior point method. 
Indeed, no problem in the NETLIB test set is of more than medium size, and 
even here the trend, represented by the regression line in the graph, is 
clearly in favor of the interior point method as the problem size increases. 
This advantage becomes much more pronounced on the significantly larger 
problems in Lustig et al. [ll]. 
The equation of this regression line in the original independent variable 
of problem size defined by x = m + n and the original dependent variable of 
y = ratio is 
y = 0.018030~ o.50320 
with the con-elation coefficient r2 = 0.273. When the dense columns are 
removed from i s r a e 1 and s e b a, the equation becomes y = 0.018410x”~50995 
with r2 = 0.339. In both cases, the breakeven point between MINOS and OBI 
is approximately at the point where the sum m + n is equal to 2500. 
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FIG. 1. Ratio of CPU times: MINOS to OBI. 
Perhaps more interesting is the relative accuracy of the two methods. In 
virtually all cases where MINOS and OB~ achieve different objective functions, 
OBI has a lower primal objective. Even on pi lot 4, with only five digits of 
accuracy, the results favor OBL Only pi lot ja, f innis, and etamacro 
favor MINOS. Thus under the default tolerances, OBI achieves more accurate 
optima by carefully controlling the true duality gap. This is in general only 
true of the primal-dual algorithm, for only here is the duality gap, as well as 
primal and dual infeasibility, strictly controlled by the algorithm. The salient 
point is that the ill-conditioning of A@AT near the optimum in no way affects 
achievable accuracy. It should be noted that MINOS has feasibility and 
optimality tolerances that affect the accuracy of the obtained optimal solu- 
tions. Lustig [lo] discusses these differences in detail. 
The second graph (Figure 2) shows the differences in iterations between 
CRUSH 2, CRUSH 0, and Lustig’s method which solves the imbedded two 
dimensional linear program defined by (32)-(34) to choose cy and J.L at each 
step. Here, any point below 0 favors the indicated method, while any point 
above 0 favors 0~1. From the iteration count graph, the two dimensional 
search appears highly preferable, while there appears to be little to choose 
between the CRUSH 0 and CRUSH 2 options. 
Figure 3, however, graphs the relative execution time ratio, and here the 
results are markedly different. Points below 1 favor the indicated method, 
while points above 1 favor OBL The advantage of preprocessing becomes 
quite clear, as does the cost of the two dimensional search to compute the 
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I ’ Crush0 0 Two-D Search 
i 10 
’ 5 
f 
0 10 20 30 40 
Problem Number 
50 60 70 
FIG. 2. Differences in iterations of CRUSH 0 and two dimensional search with 
respect to default (CRUSII 2). 
optimal Jo and (Y. As the execution time includes all preprocessing time, 
clearly preprocessing is an efficient option for interior point methods. 
The two dimensional search results indicate that more research is needed 
in this area. Clearly using the two dimensional simplex method to find /_L and 
cx is less satisfactory than OBI in terms of execution time. It is also less robust, 
as noted by the six failures to converge indicated by the missing squares in 
Figure 3. However, the potential for reduction in iterations as indicated in 
Figure 2 suggests that further research into a more robust and efficient 
algorithm may well yield distinct algorithmic improvement. This is further 
emphasized by the distinct improvement in iteration count for i s r a e 1 and 
s to c for 2 noted in Section 4 when the nondefault value of p is used. 
The remaining graph (Figure 4) shows the relative value of fixing 
variables to absorb infeasibility. The most obvious conclusion is that altering 
the dual slack virtually never helps, and often hurts. This is shown in the 
results for adjusting the dual slacks only and the results for adjusting both 
primal and dual slacks. Adjusting the primal slacks is more interesting. It can 
help or hurt, but shows sufficient potential to help in some cases (i s I- a e 1, 
greenbea, s c r ~8, se ba) that it should remain an option. However, 
g r e e n b e a only achieved four digits of accuracy. 
Dropping columns (rows were not tested) appears even more interesting. 
Nothing was solved to an improper optimum (not even pi 1 o t 41, the run 
time occasionally decreased, and again all problems solved to the desired 
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l Crush0 0 Two-0 Search 
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FIG. 3. Ratio of CPU Times for <:HUSII 0 and for two dimensional search to those 
for default (~RIISII 2). 
accuracy with the default options. The iteration counts were changed for only 
four problems. This may prove truly a viable option, but much further testing 
must be done. To significantly alter the results, the criterion for determining 
xJ small (Jxj( < lo-“) must be increased and the attendant risk of dropping a 
basic variable also increased. As correcting this requires recovery of a basis, 
which is an expensive option [13], much more testing will be required to 
determine just how viable an option this is. 
n Fix Both 0 Fix Primal + Fix Dual A Scale 
D 30 
i 25 
f 20 
f 15 
10 
e 
5 
’ 0 
8 
-5 
n -10 
c -15 
e -20J’l”r”““““““““““““~“’ 
0 10 20 30 40 50 60 70 
Problem Number 
FIG 4. Difference in iterations for various options relative to default. 
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Finally, as previously noted, scaling, at least with this algorithm, proved 
disastrous. In conclusion, OBI appears to be an efficient and extremely robust 
and accurate implementation of the primal-dual interior point method whose 
computational advantage over the simplex method becomes apparent on 
middle-sized problems and, for the problems tested, grows with problem 
size. Future work will concentrate on algorithms to choose p and LY to 
reduce iteration count without sacrificing computational efficiency or stabil- 
ity, as well as supercomputer experiments on very large problems with 
attendant simplex comparisons, and further experiments with the starting 
point. 
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