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(q, t)-CHARACTERS OF KIRILLOV-RESHETIKHIN MODULES OF
TYPE Ar AS QUANTUM CLUSTER VARIABLES
BOLOR TURMUNKH
Abstract. Nakajima introduced [22–26] a t-deformation of q-characters, (q, t)-characters
for short, and their twisted multiplication through the geometry of quiver varieties. The
Nakajima (q, t)-characters of Kirillov-Reshetikhin modules satisfy a t-deformed T -system
[25]. The T -system is a discrete dynamical system that can be interpreted as a mutation
relation in a cluster algebra in two different ways, depending on the choice of direction
of evolution. In this paper, we show that the Nakajima t-deformed T -system of type Ar
forms a quantum mutation relation in a quantization of exactly one of the cluster algebra
structures attached to the T -system.
1. Introduction
Let g be a simple Lie algebra over C of rank r, and let Uq(ĝ) be the corresponding
untwisted quantum affine algebra. Let I be the set {1, 2, . . . , r}, and let q ∈ C∗ be not a
root of unity. The category of finite-dimensional complex Uq(ĝ)-modules has been classified
by Chari and Pressley [4]. Simple objects in this category are parametrized by an r-tuple
of polynomials of one variable with constant term 1, called the Drinfeld polynomials [4].
Given i ∈ I, k ∈ Z≥0, j ∈ Z, let
(1.1) P
(i)
k,j =
(
(P
(i)
k,j)α(u)
)
α∈I
, where (P
(i)
k,j)α(u) =
{ ∏k
s=1(1− q
jq2s−2u) if α = i
1 otherwise
A finite-dimensional irreducible module with an r-tuple of Drinfeld polynomials given by
P
(i)
k,j is called a Kirillov-Reshetikhin module (KR-module) and denoted W
(i)
k,j . KR-modules
were introduced in [19], and then further studied by Kuniba, Nakanishi, and Suzuki in
[21], Hatayama, Kuniba, Okado, Takagi, and Yamada in [16] and Chari in [3]. One of
the main tools used to study finite-dimensional Uq(ĝ)-modules is their q-characters, which
are the affine analogs of Uq(g)-characters. The theory of q-characters was introduced by
Knight [20] and Frenkel-Reshetikhin [14] for the Yangians and the quantum affine algebras
respectively. One of the key properties concerning the KR-modules is that their characters
and q-characters satisfy the functional relations called the Q-system and the T -system
respectively. Nakajima proved the latter result in [25] for types ADE using the t-analog of
q-characters, (q, t)-characters for short, defined geometrically through quiver varieties.
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The T -system of type Ar is a recursion relation on commuting variables
{
T
(i)
k (a)
}
, for
a ∈ C∗, k ∈ Z+, and i ∈ I, defined as follows:
T
(i)
k (a) T
(i)
k
(
aq2
)
= T
(i)
k+1(a)T
(i)
k−1(aq
2) + T
(i+1)
k (a)T
(i−1)
k (a) ,(1.2)
with the convention T
(0)
k (a) = T
(r+1)
k (a) = 1. Without loss of generality, we can always
assume a ∈ C∗ is fixed. Then we need only keep track of the powers of q. Using a change
of variables T
(i)
k (aq
j) → T
(i)
k,k+j and relabeling l = k + j + 1, we arrive at another form of
the T -system, also known as the octahedron recurrence:
T
(i)
k,l−1T
(i)
k,l+1 = T
(i)
k+1,lT
(i)
k−1,l + T
(i−1)
k,l T
(i+1)
k,l ,(1.3)
for k ∈ Z+, i = 1, 2, . . . , r, and with the convention T
(0)
k,l = T
(r+1)
k,l = 1. The T -system
of type Ar in (1.2) was originally discovered by Bazhanov-Reshetikhin in [1] as a func-
tional relations among the transfer matrices of the generalized RSOS models, and later,
generalized by Kuniba, Nakanishi, and Suzuki in [21] to all Dynkin types. The Nakajima
(q, t)-characters of KR-modules satisfy a deformed T -system with a twisted multiplica-
tion on the variables T
(i)
k,l . The t-deformed T -system is a quadratic recursion relation on
non-commutative variables that reduce to the classical T -system when t = 1.
Cluster algebras are commutative algebras generated by the union of commutative vari-
ables, called cluster variables. The generators are related by rational transformations called
mutations, which are determined by an exchange matrix [12]. Since all cluster variables
are related to one another via mutations, it suffices to state a single cluster, called the
fundamental cluster, along with the exchange matrix, in order to define a cluster algebra.
When the exchange matrix is invertible, there exists a canonical Poisson structure on the
cluster variables [15]. A quantization of this canonical Poisson structure was introduced
by Berenstein-Zelevinsky in [2], and is called a quantum cluster algebra. Quantum clus-
ter algebras are non-commutative algebras, and as such, their generators are not required
to have any commutation relation at all. However, the variables within the same cluster
satisfy a t-commutation relation.
Kedem [18] and Di Francesco-Kedem [5] realized Q and T systems as mutation relations
in certain cluster algebras. The Q-system is a recursion relation on commuting variables{
Q
(i)
k
}
obtained from the T -system in the l →∞ limit. The cluster algebra formulation of
the Q-system in [18] was used to obtain a unique quantization of the Q-system in [6,7]. The
resulting quantum Q-system was shown to have deep connections with many areas such
as the fusion product, defined in [11], of KR-modules [8], the quantum current subalgebra
Uq(n+[u, u
−1]) in Uq(ŝl2) [10] , where n+ is the positive nilpotent subalgebra in sl2, and a
new set of q-difference operators [9], which are generalizations of the Macdonald raising
operators in the limit t→∞, acting on the characters of KR-modules of type Ar.
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The T -system equation can be interpreted as mutation relations in an infinite rank
cluster algebra if we declare the T
(i)
k,l variables to be invertible [5,17]. The T -system in (1.3)
is written such that the direction of mutation is in the direction of the l-parameter. That
is, one can obtain T
(i)
k,l+1 using variables with lower value of l only:
T
(i)
k,l+1 = (T
(i)
k,l−1)
−1
(
T
(i)
k+1,lT
(i)
k−1,l + T
(i−1)
k,l T
(i+1)
k,l
)
.
It is possible to rewrite the T -system in (1.3) such that the direction of mutation is in the k-
parameter (see [7]). Because the T -system cluster algebra is an infinite rank cluster algebra,
these two choices of directions of mutations define 2 distinct cluster algebra structures.
Moreover, since the exchange matrices in both cases are of infinite rank, there are no
canonical Poisson structures to these cluster algebras associated with the T -system. Di
Francesco and Kedem considered a quantization of the A1 T -system in [7]. Their choice
corresponds to the quantization of the T -system cluster algebra with direction of mutation
in the k-parameter.
In light of the above results, it is natural to ask if the Nakajima deformed T -system forms
a quantum mutation in a quantum cluster algebra, and if yes, then which one. In this paper,
we provide answers to both questions. In particular, we show that the Nakajima deformed
T -system does form a quantum mutation, but only when the direction of mutation is in
the l-parameter.
k
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Figure 1. The quiver ΓB
We now summarize the main findings of this paper. We first define the cluster algebra
formulation of the T -system in a similar way to that in [5], with the difference being that
the direction of evolution is in the l-direction. The parameters i, k, l in (1.3) correspond to
α, k, j parameters in [5] respectively. Let B be the signed adjacency matrix of the quiver
ΓB in Figure 1, which is the exchange matrix of the cluster algebra we are constructing.
Definition 1.1. For any n ∈ Z+, we define (n)2 := nmod2.
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To each vertex (k, i) in ΓB, we associate the fundamental cluster variable T
(i)
k,(i+k+1)2
,
which is given by the q-character of the corresponding KR-module. The fundamental
cluster is given by the set:
(1.4) C :=
{
T
(i)
k,(i+k+1)2
∣∣ i ∈ I, k ∈ Z+} ,
with the boundary conditions T
(i)
k,l = 1 if either k = 0, i = 0, or i = r + 1. With the
exchange matrix B and the fundamental cluster C, mutation relations are given precisely
by the T -system equations.
We now state the main result of this paper, which answers the question stated above:
Theorem 1.2. Let (B,C) be as before, only now we substitute T
(i)
k,l with their non-
commutative versions given by (q, t)-characters of KR-modules.
(I). The fundamental cluster variables t-commute with respect to the Nakajima’s twisted
multiplication (this condition ensures that it is possible to carry out the quantum mutation).
Moreover, the commutation matrix Λ = (Λi
′,k′,l′
i,k,l ), defined as:
(1.5) T
(i)
k,l ∗ T
(i′)
k′,l′ = t
Λi
′,k′,l′
i,k,l T
(i′)
k′,l′ ∗ T
(i)
k,l for all T
(i′)
k′,l′, T
(i)
k,l ∈ C,
is an integer-valued matrix.
(II). (B,Λ) forms a compatible pair, i.e.
(1.6) ΛB = D,
where D is a diagonal matrix with positive entries.
(III). The quantum mutation is given by
T
(i)
k,l−1∗T
(i)
k,l+1 = t
1
2
Λi,k−1,l
i,k,l−1+
1
2
Λi,k+1,l
i,k,l−1−
1
2
Λi,k+1,l
i,k−1,lT
(i)
k−1,l∗T
(i)
k+1,l+t
1
2
Λi−1,k,l
i,k,l−1+
1
2
Λi+1,k,l
i,k,l−1−
1
2
Λi+1,k,l
i−1,k,lT
(i−1)
k,l ∗T
(i+1)
k,l .
In other words, (B,C,Λ) defines a quantum cluster algebra.
There are 2 main parts to this work. The bulk of the work is a combinatorial construction
that proves (q, t)-characters in the fundamental cluster t-commute with one another under
Nakajima’s twisted multiplication. We use a slightly modified version of the tableaux-
sum notation for q-characters introduced in [24] and define the notion of a block-tableau,
which plays an integral role in the proof. Once t-commutativity is established, the second
half of this paper is concerned with the commutation coefficients of the fundamental cluster
variables. In particular, we show that the commutation coefficients are compatible with the
cluster algebra exchange matrix and the mutation relations in the language of Berenstein-
Zelevinsky [2].
The structure of the paper is as follows. In Chapter 2, we give the necessary background
material. In Chapter 3, we introduce a modification of the tableaux-sum notation for the
q-characters of Kirillov-Reshetikhin modules that appeared in [24] and prove Theorem 1.2,
condition I. In Chapter 4, we show conditions II and III in Theorem 1.2 are satisfied. In
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Chapter 5, we show that Nakajima’s t-deformed T -system is not a quantum cluster algebra
when the direction of mutation is in k parameter using a simple counter example. And we
conclude with Chapter 6.
Acknowlodgements: I would like to thank Rinat Kedem, Philippe Di Francesco, and
Maarten Bergvelt for their valuable discussion. This work was partially funded by the NSF
grant DMS-1404988.
2. Definitions
2.1. (q, t)-characters and the deformed T -system. For the rest of this paper, g will
always refer to the simple Lie algebra of type A and rank r, i.e. slr+1. Let {αi}i∈I and
{ωi}i∈I be the simple roots and the fundamental weights of g. We denote Q+ =
⊕r
i=1 Z+αi
to be the positive root lattice and P =
⊕r
i=1 Zωi to be the weight lattice. Let R and R̂ be
the Grothendieck rings of the categories of finite dimensional representations of Uq(g) and
Uq(ĝ) respectively.
Given λ ∈ P and the irreducible highest weight module Vλ = ⊕α∈Q+Vλ−α in R, the
character of Vλ is a formal sum χ(Vλ) =
∑
α∈Q+
dim(Vλ−α)e
λ−α. If we write yi = e
ωi , the
character is an injective homomorphism of commutative rings:
χ : R→ Z[yi, y
−1
i ]i∈I .
Let us also define monomials:
(2.1) ai = y
2
i y
−1
i−1y
−1
i+1,
with the convention yi = 1 if i /∈ I. Notice that ai is identified with e
αi .
The affine analog of the character map χ is the q-character map χq, first introduced in
[14,20], and it uniquely characterizes the isomorphism classes of irreducible modules in R̂.
The character of a finite dimensional Uq(g)-module is the generating series of the weight
space multiplicities. Similarly, the q-character of a finite dimensional Uq(ĝ)-module is the
generating series of the affine analog of the weight space multiplicities, called the l-weight
spaces. The q-character map [14] is an injective ring homomorphism χq that makes the
following diagram commute:
R̂ Z[Y ±1i,j ]i∈I,j∈Z
R Z[y±1i ]i∈I
χq
res p
χ
where p(Yi,j) = yi and res is the restriction map.
Recall that the Drinfeld polynomial corresponding to V ∈ R̂ is an r-tuple of polynomials
of one variable. We identify every term of the form (1−qju) appearing in the ith polynomial
with Yi,j. With this identification, the Drinfeld polynomial is mapped to a monomial of
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positive powers of Yi,j’s only, i.e. a dominant monomial, which corresponds to the Uq(g)-
highest weight vector in V . The Drinfeld polynomial corresponding to the KR-moduleW
(i)
k,j
defined in (1.1) is identified with the dominant monomial Y
(i)
k,j as follows:
(2.2) P
(i)
k,j 7→ Y
(i)
k,j := Yi,jYi,j+2 · · ·Yi,j+2(k−2).
Nakajima [22,24,26] introduced a t-analog of the the Grothendieck ring R̂t = Z[t, t−1]⊗Z
R̂ and the t-analog of q-characters through the geometry of Quiver varieties. The (q, t)-map
is a Z[t, t−1]-linear injective map:
χq,t : R̂t → Z[t, t
−1]⊗ Z[Yi,j , Y
−1
i,j ]i∈I,j∈Z,
with the property that χq,t=1 = χq. Frenkel and Mukhin [13] gave a combinatorial algorithm
that computes the q-characters of a class of modules that includes the fundamental modules
[13] and the KR-modules [24]. Nakajima gave a similar algorithm that computes the
(q, t)-characters of the fundamental modules. Although χq,t is not a ring homomorphism,
Nakajima introduced a twisted multiplication on both the source and the target of χq,t that
makes it into a homomorphism of non-commutative rings. Thus, starting with the (q, t)-
characters of the fundamental modules, one can obtain the (q, t)-character of any twisted
product of fundamental modules.
The (q, t)-characters of KR-modules of type A are identical to their q-characters [22].
Therefore, we will omit the description of the algorithm for obtaining the (q, t)-characters of
the fundamental modules and move straight to the description of the twisted multiplication.
Let
Ai,j = Yi,j−1Yi,j+1Y
−1
i−1,jY
−1
i+1,j ,(2.3)
with the convention that if i /∈ I, then Yi,j = 1. This is the affine analog of the monomials
in (2.1). Given V ∈ R̂, the q-character of V [13], and in our case, the (q, t)-character of V
if V is a KR-module, is of the form:
χq(V ) = m+ +
∑
M∈A
m+M ,
where m+ is a dominant monomial and A is some subset of monomials in Z+[A
−1
i,j ]i∈Ij∈Z.
Definition 2.1. Let M be the set of monomials in Z[Yi,j, Y
−1
i,j ]i∈I,j∈Z. Given m,m
′ ∈ M,
we say m′ is a descendant of m if m′ is obtained by applying a set of A−1i,j to m, i.e.
m′m−1 ∈ Z[A−1i,j ]i∈I,j∈Z.
With this definition, given a q-character of an irreducible module, all its monomials are
descendants of the dominant monomial.
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Definition 2.2. For m+, m ∈M such that m+ dominant and m descendant of m+, define
ui,j(m) ∈ Z and vi,j(m,m+) ∈ N as follows:
m =
∏
i,j
Y
ui,j(m)
i,j = m+
∏
i,j
A
−vi,j(m,m+)
i,j .
The following definitions are due to Nakajima [25].
Definition 2.3. For m ∈M, let u˜i,j(m) ∈ R (i ∈ I, j ∈ Z) be a solution of the system
ui,j(m) = u˜i,j−1(m) + u˜i,j+1(m)− u˜i−1,j(m)− u˜i+1,j(m) ,
such that u˜i,j(m) = 0 for j sufficiently small. As usual, u˜i,j(m) = 0 if i /∈ I.
Remark 2.4. For any monomial m ∈M, it can be seen from Definition 2.2, there are only
finitely many non-zero ui,j(m). The condition u˜i,j(m) = 0 for j sufficiently small ensures
there is in fact a unique integral solution to the system, which can be verified through
direct computation. However, there can be infinitely many non-zero u˜i,j(m). The system
in Definition 2.3 looks cryptic. As we will never have to solve this system explicitly, the
reader need only realize that there is a unique solution to the system at this point.
Definition 2.5. Let m1+, m
2
+ ∈M be dominant monomials and m
1, m2 ∈M such that mi
is a descendant of mi+.
ǫ(m1+, m
2
+) := −
∑
i,j
ui,j+1(m
1
+)u˜i,j(m
2
+) +
∑
i,j
ui,j+1(m
2
+)u˜i,j(m
1
+) ,
d(m1, m1+;m
2, m2+) :=
∑
i,j
vi,j+1(m
1, m1+)ui,j(m
2) + ui,j+1(m
1
+)vi,j(m
2, m2+) ,
γ(m1, m1+;m
2, m2+) := d(m
1, m1+;m
2, m2+)− d(m
2, m2+;m
1, m1+) .
Notice that the above sums are all finite sums as there are only finitely many non-zero
values of ui,j(m) and vi,j(m,m+) for any monomialsm andm+. Also, it follows immediately
from the definition that both γ and ǫ are anti-symmetric.
Remark 2.6. Given a monomialm in a (q, t)-character, in our application of the γ function,
it will always be clear what the dominant monomial of m is. Therefore, we simplify our
notation and write
γ(m1, m2) := γ(m1, m1+;m
2, m2+) .
Definition 2.7. Let V 1, V 2 ∈ R̂ and let χ1q,t and χ
2
q,t be their (q, t)-characters. Let m
1
+, m
2
+
be the dominant monomials and m1, m2 any monomials in χ1q,t and χ
2
q,t respectively. The
twisted multiplication on monomials is defined as follows:
m1 ∗m2 := tγ(m
1,m2)+ǫ(m1+,m
2
+)m1m2 ,
where m1m2 is the usual multiplication of monomials. Multiplication on (q, t)-characters
is defined by linearly expanding the twisted multiplication on monomials.
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We also define ∗γ multiplication as follows:
(2.4) m1 ∗γ m
2 := t−ǫ(m
1
+,m
2
+)m1 ∗m2 = tγ(m
1,m2)m1m2 .
We now state the result that this work is based on.
Theorem 2.8 (Nakajima, [25]). Let χ
(i)
k,j := χq,t(W
(i)
k,j), where W
(i)
k,j is the KR-module
with dominant monomial Y
(i)
k,j (see (2.2)). The following relations hold between the (q, t)-
characters:
(2.5) χ
(i)
k,j ∗γ χ
(i)
k,j+2 = χ
(i)
k+1,j ∗γ χ
(i)
k−1,j+2 + t
−1χ
(i−1)
k,j+1 ∗γ χ
(i+1)
k,j+1 ,
with the convention χ
(i)
k,j = 1 if k = 0 or i /∈ I.
Remark 2.9. Equation (2.5) can be transformed into a deformation of (1.3) by a change
of variables χ
(i)
k,j → T
(i)
k,k+j and relabeling l = k + j + 1 with no changes to the coefficients.
The goal is to show that the deformed T -system in (2.5) and the (q, t)-characters of KR-
modules form a quantum cluster algebra. The exchange matrix is the adjacency matrix
B of the quiver ΓB in Figure 1. The fundamental cluster variables, given in (1.4), can be
written in terms of χ
(i)
k,j variables as follows:
(2.6) C =
{
χ
(i)
k,−k+(i+k+1)2
∣∣ i ∈ I, k ∈ Z+} .
Notice that the fundamental cluster (2.6) is obtained from (1.4) by the change of variables
described in Remark 2.9.
Remark 2.10. Let χ1 and χ2 be (q, t)-characters with dominant monomials m
1
+ and m
2
+
respectively. Suppose χ1 and χ2 t-commute with respect to ∗. That is, there exists some
α ∈ Z such that
χ1 ∗ χ2 = t
αχ2 ∗ χ1 ,(2.7)
which is equivalent to
χ1 ∗γ χ2 = t
α−2ǫ(m1+,m
2
+)χ2 ∗γ χ1 .(2.8)
Notice that γ(m1+, m
2
+, ) = 0 since vi,j(m+, m+) = 0 for all i, j and any dominant monomial
m+. That is, the dominant monomials in χ1∗γχ2 and χ2∗γχ1 have coefficient 1. Therefore,
(2.7) holds if and only if α = 2ǫ(m1+, m
2
+), and χ1 ∗γ χ2 = χ2 ∗γ χ1.
Corollary 2.11. The fundamental cluster variables t-commute with respect to ∗, i.e. Con-
dition I holds, if and only if they commute with respect to ∗γ. Moreover, if the fundamental
cluster variables t-commute, then the commutation matrix Λ, defined in (1.5), is given by
Λi
′,j′,k′
i,j,k = 2ǫ(Y
(i)
k,j,Y
(i′)
k′,j′) ,
where Y
(i)
k,j is the dominant monomial of χq,t(W
(i)
k,j) defined in (2.2).
(q, t)-CHARACTERS OF KR-MODULES OF TYPE Ar AS QUANTUM CLUSTER VARIABLES 9
3. Proof of Condition I
The main tool we use in this section is the tableaux-sum expression for the q-characters
of KR-modules, introduced by Nakajima in [24], and the mapping m : T 7→ mT from the
space of allowed tableaux, called KR-tableaux in the text and to be defined in Section 3.1,
to the space of monomials M. Let B
(i)
k,j be the set of all KR-tableaux parametrizing the
monomials of χq(W
(i)
k,j).
The idea of the proof of Condition I is as follows. We define a division of the set
B
(i)
k,j×B
(i′)
k′,j′ into 3 disjoint subsets P0,P1,P−1 and an automorphism σ on this set such that
• σ fixes the elements of P0 and is an involution between P1 and P−1
• m(C,T ) = mσ(C,T ), where m(C,T ) := mCmT .
• γ(mC , mT ) =: γ(C, T ) = −γ(σ(C, T )).
The main result of this section is:
Theorem 3.1. Let (C, T ) ∈ P0, i.e. (C, T ) is a fixed point of σ. Then γ(C, T ) = 0.
The proof of Theorem 3.1 is given in Section 3.5. Let us show how Theorem 3.1 implies
Condition I.
Corollary 3.2. The fundamental cluster variables t-commute with respect to the twisted
multiplication ∗ defined in (2.7).
Proof. By Corollary 2.11, Condition I is equivalent to the statement that elements in C (see
(2.6)) commute with respect to ∗γ. That is, given any χ
(i)
k,j, χ
(i′)
k′,j′ ∈ C, we want to show
(3.1) χ
(i)
k,j ∗γ χ
(i′)
k′,j′ = χ
(i′)
k′,j′ ∗γ χ
(i)
k,j
Let’s write
χ
(i)
k,j =
∑
C∈B
(i)
k,j
mC and χ
(i′)
k′,j′ =
∑
T∈B
(i′)
k′,j′
mT ,
where B
(i)
k,j and B
(i′)
k′,j′ are the sets of allowed KR-tableaux. Denote B = B
(i)
k,j×B
(i′)
k′,j′. Then,
χ
(i)
k,j ∗γ χ
(i′)
k′,j′ =
∑
(C,T )∈B
tγ(C,T )mCmT
=
∑
(C,T )∈P0∩B
tγ(C,T )m(C,T )︸ ︷︷ ︸
γ(C, T ) = 0 by Theorem 3.1
+
∑
(C,T )∈P1∩B
(
tγ(C,T )m(C,T ) + t
γ(σ(C,T ))mσ(C,T )
)
=
∑
(C,T )∈P0∩B
mTmC +
∑
(C,T )∈P1∩B
(
t−γ(T,C)mTmC + t
γ(T,C)mTmC
)
= χ
(i′)
k′,j′ ∗γ χ
(i)
k,j
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where we used γ(σ(C, T )) = −γ(C, T ) = γ(T, C) and m(C,T ) = mCmT = m(T,C). 
3.1. Tableaux-sum notation. The tableaux-sum notation we are using is a slight adjust-
ment of the notation introduced in [24]. Let us begin with the tableaux-sum description
of the ordinary character χ(V ) for V ∈ R as a motivation to the later definitions of the
tableaux-sum notation for q-characters.
Let Vλ be the highest weight irreducible Uq(slr+1)-module with highest weight λ =∑r
i=1 λiωi. Then there exists a basis of Vλ parametrized by semi-standard Young tableaux
of shape Λ = (Λ1, . . . ,Λr), where Λj =
∑r
i=j λi. Let S(Λ) be the set of all semi-standard
Young tableaux on the letters {1, 2, . . . , r + 1} of shape Λ. We define a map
m : S(Λ) → Z[y±1i ]i∈I
T 7→ mT =
∏
i∈I y
#T (i)−#T (i+1)
i
(3.2)
where #T (i) is the number of times i appears in T . With this mapping, we obtain the
tableaux-sum expression for the character of Vλ. More precisely,
χ(Vλ) =
∑
T∈S(Λ)
mT .
Remark 3.3. The Uq(g)-highest weight of the KR-moduleW
(i)
k,j is given by kωi. Therefore,
the tableaux that parametrize the character of KR-modules, considered as Uq(g)-modules,
are rectangular of length i and width k.
Example 3.4. Consider g = sl4 and V = Vω3 . Then, Λ = (1, 1, 1).
χ(Vω3) = y3
1
2
3
y2y
−1
3
1
2
4
y1y
−1
2
1
3
4
y−11
2
3
4
+ + +
a−13 a
−1
2 a
−1
1
Recall that the monomials ai from Definition ??, are identified with e
αi . Therefore, multi-
plying a monomial by a−1i is equivalent to applying a lowering operator with weight −αi.
The action of a−1i on the tableaux is given by changing a box with i to i+ 1. 
We now describe the tableaux-sum notation for q-characters. Recall that the restriction
of Uq(ĝ)-modules to Uq(g) corresponds to the map Yi,j → yi on the monomials, and the
finite weight of Yi,j and yi are the same, given by ωi. Therefore, the tableau representation
of Yi,j is almost identical to that of yi, except there are infinitely many Yi,j’s corresponding
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to j ∈ Z. This infinite property is represented by an extra vertical coordinate added to the
usual tableau data.
Definition 3.5. (1) Let T be a diagram consisting of a single column of length i
equipped with an additional datum j ∈ Z. To each box in T , we associate an
index as follows: the top box gets an index 1−i−j
2
and the indices of the lower boxes
increase by one starting from the top box. We call the set of indices of T the support
of T , denoted Supp(T). Then,
Supp(T) =
{
1− i− j
2
, . . . ,
1 + i− j
2
}
The diagrams that we will consider in this paper will have i and j such that (1−i−j)
is always divisible by 2. That is, Supp(T ) ⊂ Z. We say T is a column diagram of
shape (i, j).
(2) The head of a column diagram T , denoted head(T ), is the index of the first box.
(3) The tail of a column diagram T , denoted tail(T ), is the index of the last box.
(4) The length of a column diagram T is given by i = tail(T ) − head(T ) + 1. For
convenience, we denote it length(T ).
(5) A column tableau T is a column diagram T of some shape (i, j) decorated with
letters {1, 2, . . . , r + 1}, i.e. we equip T with an arbitrary map
Supp(T )→ {1, 2, . . . , r + 1} ,
where r is the rank of the Lie algebra g. Equivalently, a column tableau is a column
diagram with integers between 1 and r + 1 filled in each box.
The image of the map at p ∈ Supp(T ), i.e. the integer in the box with index p,
is denoted T [p] and is called the value of T at p. If p < head(T ), we set T [p] = 0
and if p > tail(T ), we set T [p] = ∞. With this redefinition, we can consider T to
be defined for all p ∈ Z and Supp(T ) is where the value of T is nonzero and finite.
(6) A strip in T between p0 and p1, denoted T [p0, p1], is the tableau given by the piece
of T between indices p0 and p1 with end points included.
(7) A general tableau is obtained by stacking column tableaux horizontally with the
indices of the boxes, defined in (1), aligned.
Let T = (T1, . . . , Tk) be a general tableau. Let Supp(T ) = ∪Supp(Tl). We identify T
with a monomial mT ∈M given by
mT =
∏
p∈Supp(T)
r∏
i=1
Y
#(T [p]=i)−#(T [p+1]=i+1)
i,i−2p−1 ,(3.3)
where #(T [p] = i) is the number of times i appears in T at index p. This is the affine
analog of the map (3.2).
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Remark 3.6. If we drop the indices of the tableaux and collapse all the columns until the
heads of every column are on the same level, then we obtain Young tableaux, which gives
the classical tableaux-sum notation for the highest weight modules. In particular, if we
collapse the general tableau, then the map (3.3) reduces to the map (3.2). Diagramaticaly,
we can add a third column to the commutative diagram
R̂ Z[Y ±1i,j ]i∈I,j∈Z {General Tableaux}
R Z[y±1i ]i∈I {Tableaux}
χq
res p
(3.3)
collapse
χ (3.2)
Definition 3.7. Let T be a column tableau of shape (i, j). We define Tdom (dominant) to
be the column tableau of the same underlying diagram given by
Tdom[head(T )] = 1 and Tdom[p+ 1] = Tdom[p] + 1 , for p ∈ Supp(T )
Remark 3.8. Let T be of shape (i, j). Then the map (3.3) identifies mTdom = Yi,j. In
other words, Tdom corresponds to the dominant monomial of all column tableaux T of
shape (i, j). More generally, the tableaux corresponding to the descendants of any dominant
monomial (not necessarily column) will have the same underlying diagram as their dominant
monomial, i.e. the lengths and the indices of each column will be the same.
Let us illustrate all these definitions with an example.
Example 3.9. Let r ≥ 5. Let T = (T1, T2) be the general tableau consisting of columns
of shapes {(3, 2), (2, 1)}. The first column diagram T1 is of shape (3, 2), which means the
length of T1 is 3 and h(T1) =
1−i1−j1
2
= −2. Similarly, the second column diagram T2 is
of length 2 and h(T2) = −1. An example of such general tableau is given below, together
with the corresponding collapsed tableau and its dominant tableau.
General Tableaux
diagram of T
−2
−1
0
tableau T
−2 1
−1 3 4
0 4 5
Tdom
−2 1
−1 2 1
0 3 2
mTdom
Y3,2Y2,1
Collapsed Tableaux
1 4
3 5
4
1 1
2 2
3
y3y2

(q, t)-CHARACTERS OF KR-MODULES OF TYPE Ar AS QUANTUM CLUSTER VARIABLES 13
Example 3.10. Consider g = sl4. Let V be the fundamental Uq(ŝl4)-module with dominant
monomial Y3,0. The Uq(sl4)-highest weight of this module is ω3. This is the affine analog
of Example 3.4. We give the q-character of V below:
χq(V ) = Y3,0
−1 1
0 2
1 3
Y2,1Y
−1
3,2
−1 1
0 2
1 4
Y1,2Y
−1
2,3
−1 1
0 3
1 4
Y −11,4
−1 2
0 3
1 4
+ + +
A−13,3−2·1 A
−1
2,2−2·0
A−11,1−2·(−1)

Let T = (T1, . . . , Tk) be a general tableaux. The monomial mT in (3.3) can also be
written as:
mT = mTdom
k∏
l=1
∏
p∈Supp(Tl)
Tl[p]−1∏
i=(Tl)dom[p]
A−1i,i−2p .(3.4)
We have presented so far the modified crystal basis for q-character monomials in [24].
From here on, we define new concepts.
Consider KR-modules and the associated general tableaux. Consider the KR-module
with dominant monomial Y
(i)
k,j = Yi,jYi,j+2 · · ·Yi,j+2k−2. The diagram associated with this
dominant monomial and all its descendants consists of k columns stacked as follows:
T =
T1 T2 Tk−1Tk
· · ·
...
...
...
...
k columns
i
where each column Tl, 1 ≤ l ≤ k, is of length i with appropriate indices determined by
jl = j + 2l − 2. We call a diagram of this shape the staircase diagram of shape (i, j, k).
Notice that the corresponding collapsed diagram is rectangular, as expected by Remark
3.3.
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Definition 3.11. Define B
(i)
k,j to be the set of general tableaux given by staircase diagrams
T = (T1, . . . , Tk) of shape (i, j, k) along with decorations by {1, 2, . . . , r + 1} such that
(1) the values of the columns strictly increase from top to bottom, i.e. Ti[p] < Ti[p+1]
for all i, p. (see Figure 2, left)
(2) the values of the diagonals weakly increase from left to right, i.e. Ti[p] ≤ Ti+1[p−1]
for all i, p. (see Figure 2, right)
T1
p−1
p
p+1
T2
···
···
···
···
and
T1
p−1
p
p+1
T2
···
···
···
···
Figure 2. Solid and dotted arrows indicate strict and weak inequalities in
the direction of the arrows respectively, i.e. a→ b is equivalent to a < b, and
a 99K b is equivalent to a ≤ b.
We call a tableau that belongs to B
(i)
k,j for some (i, j, k) a KR-tableau.
Theorem 3.12. The q-character of the KR-module W
(i)
k,j is parametrized by the KR-
tableaux in B
(i)
k,j. That is, we have:
χq(W
(i)
k,j) =
∑
T∈B
(i)
k,j
mT ,
where mT is the monomial associated to the tableau T through the map (3.3).
Proof. Notice that if we collapse a KR-tableau, we obtain a rectangular semi-standard
Young tableau. Since res(W
(i)
k,j) = Vkωi, and χ(Vkωi) is given by rectangular semi-standard
Young tableaux, the result follows. 
3.2. Fundamental cluster diagrams. Recall the fundamental cluster C defined in (2.6).
The column diagrams in C are shown in Figure 3(a). Given χ
(i)
k,j(k,i) ∈ C, the corresponding
staircase diagram of shape (i, j, k) is constructed as follows: start with the column diagram
χ
(i)
1,j(1,i) (Figure 3(a)), call it the central column and start adding columns of equal length
alternatingly to both sides of the central tableau. When i is odd, we start adding on the
left and when i is even, we start adding on the right (see Figure 3(b) for an example).
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(a) Diagrams corresonding to the
Fundamental modules (k = 1) in C
i = 1 2 3 4 5 6 7 · · ·
−3
−2
−1
0
1
2
3
(b) i = 3 and k = 1, 2, 3, 4. The
central and the last column that is
added are colored.
k = 1 k = 2 k = 3 k = 4
Figure 3. Diagrams corresponding to the fundamental cluster variables
3.3. Twisted multiplication of tableaux. We will now describe the twisted multipli-
cation ∗γ from (2.4) on the tableaux. Let C, T be KR-tableaux. In order to simplify our
notation of Definition 2.5, we denote
ui,j(C) := ui,j(mC) ; vi,j(C) := vi,j(mC , mCdom) ; γ(C, T ) := γ(mC , mT ) .(3.5)
Remark 3.13. In order to compute γ(C, T ) for any general KR-tableaux C and T , it
suffices to compute the value of γ between column tableaux only. Indeed, suppose T = (Tl).
Then,
mT =
∏
l
(∏
i,j
Y
ui,j(Tl)
i,j
)
=
∏
i,j
Y
∑
l ui,j(Tl)
i,j ,
mT =
∏
l
(
mTldom
∏
i,j
A
−vi,j(Tl)
i,j
)
= mTdom
∏
i,j
A
−
∑
l vi,j(Tl)
i,j .
That is, both ui,j and vi,j are additive. Therefore, for any general tableau C = (Ck), since
γ(C, T ) is a linear expression in ui,j and vi,j , we have
γ(C, T ) =
∑
k,l
γ(Ck, Tl) .
Definition 3.14. Let (C, T ) be a pair of column KR-tableaux. A block in (C, T ) at index
p is a pair of boxes given by (C[p], T [p]). We say there is an L±-block, an N±-block, or a
U -block at p in (C, T ) if the following inequality conditions hold:
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C T
p−1
p
L+-block
C T
p−1
p
L−-block
C T
p−1
p
N+-block
C T
p−1
p
N−-block
C T
p−1
p
U -block
The arrow notation is the same as in Figure 2 and two-sided arrow is equivalent to equality.
It is important to stress that a block consists of 2 boxes at index p, even though there
may be an inequality requirement coming from boxes with index p− 1, such as the case of
L and N blocks.
Definition 3.15. If there is either an L-block or a U -block at p in (C, T ), for convenience
we say there is an LU -block at p. Any other combinations are allowed (e.g. L+UN−-block).
Remark 3.16. As we are dealing with KR-tableaux, inequality conditions in Figure 2
are always present. Due to this restriction, any block in a pair of KR-tableaux (C, T )
is precisely one of the 5 types: L±, N± or U . Moreover, the strictly increasing columns
condition puts additional restrictions on the order with which the blocks can appear. For
example, (a) an L±-block is never followed by an N±-block; (b) an N±-block is never
followed by an N∓-block, and (c) a U -block is never followed by an N -block. The reason
can be seen by simply composing the arrows. For example,
(a)
C T
L−
N−
composing arrows
C T
Contrad.
(b)
C T
N+
N−
composing arrows
C T
Contrad.
Definition 3.17. Let (C, T ) be a pair of column KR-tableaux. We define for each p ∈ Z
functions Lp and Np as follows:
Lp(C, T ) =
 1 if C[p− 1] < T [p] < C[p]−1 if T [p− 1] < C[p] < T [p]
0 otherwise
; Np(C, T ) =
 1 if C[p] ≤ T [p− 1]−1 if T [p] ≤ C[p− 1]
0 otherwise
In other words, Lp(C, T ) is ±1 if there is an L
±-block at p and 0 otherwise, and similarly
for Np(C, T ). When there is no confusion as to which KR-tableaux we are referring to, we
will suppress the dependance on C and T and simply write Lp and Np.
Definition 3.18. Let (C, T ) be a pair of column KR-tableaux with Supp(C)∩ Supp(T ) =
{h, . . . , t}. The block-tableau of (C, T ), denoted BCT , is a single column diagram with
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Supp(BCT ) = {h, . . . , t, t+ 1} decorated with letters {L
+, L−, N+, N−, U}, such that the
value of BCT at index p is given by the corresponding block in (C, T ) at p.
Example 3.19. Block-tableau is a convenient way to describe all the blocks of (C, T ) at
once. Saying there is an L+-block at p in (C, T ) is equivalent to BCT [p] = L
+.
index C T
1 0
0 3 2
1 4 3
2 7 9
3 8 ∞
index BCT
0 L+
1 N−
2 L−
3 N+
Definition 3.20. Let (C, T ) be a pair of column tableaux. We say (C, T ) is a fundamental
pair if head(C) ≥ head(T ) and tail(C) ≤ tail(T ). We say (C, T ) is anti-fundamental if
(T, C) is fundamental. We say (C, T ) is a regular pair if head(C) > head(T ) and tail(C) >
tail(T ). We say (C, T ) is anti-regular if (T, C) is regular (see Figure 4).
The reason for the name fundamental pair is because of the diagrams in C corresponding
to the fundamental modules, i.e KR-modules with k = 1. Every pair of fundamental
modules in C forms a fundamental or an anti-fundamental pair as in Definition 3.20 (see
Figure 3(a)).
Fundamental
index C T
0 0
h−1 0
h
t
t+1 ∞
t+2 ∞ ∞
BCT
Regular
C T index
0 0
0 h−1
h
t
∞ t+1
∞ ∞ t+2
Figure 4. Types of pairs of column diagrams
Lemma 3.21. Let (C, T ) be a pair of column KR-tableaux and suppose (C, T ) is either
fundamental or regular. Denote h = head(C, T ) and t = tail(C, T ). Then,
(a) BCT [h] is never N
− since C[h− 1] = 0  T [p].
(b) If (C, T ) is fundamental, BCT [t+1] is never L
+ orN+ since T [t] < T [t+1] ≤ ∞ = C[t].
(c) If (C, T ) is regular, BCT [t + 1] is never L
− or N− since C[t] < C[t+ 1] <∞ = T [t].
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Proof. The statements are clear from the following pictures:
(a) C T
h
0
not N−
(b) C T
t
∞ not L+N+
(c) C T
t
∞ not L−N−

Remark 3.22. It suffices to compute γ(C, T ) for (C, T ) either fundamental or regular.
If (C, T ) is of neither type, then (T, C) is either fundamental or regular and γ(C, T ) =
−γ(T, C).
The value of γ(C, T ) depends on the occurrence of L and N blocks in (C, T ) encoded in
the functions Lp and Np. More precisely,
Theorem 3.23. Let (C, T ) be a pair of column KR-tableaux and let Supp(C)∩Supp(T ) :=
{h, . . . , t} (see Figure 4). Then
γ(C, T ) =
t∑
p=h
Lp(C, T ) +
{
Nt+1(C, T ) if (C, T ) is (anti-)fundamental
Lt+1(C, T ) otherwise
.
Remark 3.24. In other words, γ(C, T ) counts the number of L+-blocks minus the number
of L−-blocks in (C, T ) with one more contribution from the tail block.
Proof. Let’s decompose Lp into its positive L
+
p and negative L
−
p parts such that
Lp = L
+
p − L
−
p
Recall that γ(C, T ) = d(C, T )− d(T, C). The calculation of d(C, T ) is borrowed from [24].
For the reader’s convenience, we reproduce it here.
We want to compute (see Definition 2.5, Remark 2.6, and (3.5) )
(3.6) d(C, T ) =
∑
i,p
vi,i−2p(C)ui,i−2p−1(T ) +
∑
i,p
ui,i−2p(Cdom)vi,i−2p−1(T ) .
Let 〈condition〉 be 1 if the condition is true and 0 otherwise. By (3.4) and Definition 2.2,
we know
(3.7) vi,i−2p(C) = 〈Cdom[p] ≤ i ≤ C[p]− 1〉 .
By (3.3) and Definition 2.2, we have
(3.8) ui,i−2p−1(T ) = 〈T [p] = i〉 − 〈T [p+ 1] = i+ 1〉 .
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Putting (3.7) and (3.8) together,∑
i
vi,i−2p(C)ui,i−2p−1(T ) =
∑
i
〈Cdom[p] ≤ i ≤ C[p]− 1〉 (〈T [p] = i〉 − 〈T [p+ 1] = i+ 1〉)
= 〈Cdom[p] ≤ T [p] < C[p]〉 − 〈Cdom[p + 1] ≤ T [p+ 1] ≤ C[p]〉 ,
where we used Cdom[p+1] = Cdom[p] + 1. We want to sum up the above value for all p. By
shifting the summation index p, we consider the sums of the form
−〈Cdom[p] < T [p] ≤ C[p− 1]〉+ 〈Cdom[p] ≤ T [p] < C[p]〉 = 〈C[p− 1] < T [p] < C[p]〉 = L
+
p .
Now, summing over all p, we obtain:
(3.9)
∑
i,p
vi,i−2p(C)ui,i−2p−1(T ) =
t∑
p=h
L+p − 〈Cdom[t] < T [t+ 1] ≤ C[t]〉 ,
which gives the first half of d(C, T ). The second half of (3.6) consists of a single term. That
is because mCdom = Yi,j, where i = length(C) = tail(C)− head(C) + 1 and j = −tail(C)−
head(C). By setting j = i − 2p + 1, we evaluate p∗ = tail(C) + 1 and i∗ = length(C) are
the only values for which ui∗,i∗−2p∗+1(Cdom) = 1. Therefore,∑
i,p
ui,i−2p+1(Cdom)vi,i−2p(T ) = vi∗,i∗−2p∗(T ) = 〈Tdom[p
∗] ≤ i∗ ≤ T [p∗]− 1〉
= 〈Tdom[tail(C) + 1] ≤ length(C) ≤ T [tail(C) + 1]− 1〉 .(3.10)
By adding (3.9) and (3.10), we obtain d(C, T ). The value of d(T, C) is obtained by switching
C and T , which gives a sum of L−p in the equivalent of (3.9). Putting everything together,
we obtain
γ(C, T ) = d(C, T )− d(T, C) =
m∑
p=n
(L+p − L
−
p ) + Bd(C, T ) ,
where Bd(C, T ) is the boundary term given by
Bd(C, T ) = 〈Tdom[t] < C[t+ 1] ≤ T [t]〉 − 〈Cdom[t] < T [t+ 1] ≤ C[t]〉
+ 〈Tdom[tail(C) + 1] ≤ length(C) < T [tail(C) + 1]〉
− 〈Cdom[tail(T ) + 1] ≤ length(T ) < C[tail(T ) + 1]〉 .
We simplify the boundary term next. We consider two cases: when (C, T ) is fundamental
and when (C, T ) is regular.
Suppose (C, T ) is fundamental. Then tail(C) = t, tail(T ) ≥ t, and C[p] = Cdom[p] =∞
for p ≥ t+ 1 (see Figure 4). Notice that,
(3.11) Cdom[t] = length(C) ≤ length(T [head(T ), t+ 1]) = Tdom[t+ 1] ≤ T [t+ 1] .
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We compute
0 =
〈
Tdom[t] < C[t+ 1]︸ ︷︷ ︸
∞
≤ T [t]︸︷︷︸
6=∞
〉
=
〈
Tdom[t + 1] ≤ length(C)︸ ︷︷ ︸
never true by Eq. 3.11
< T [t+ 1]
〉
=
〈
Cdom[tail(T ) + 1]︸ ︷︷ ︸
∞ since tail(T ) ≥ t
≤ length(T ) < C[tail(T ) + 1]
〉
.
Thus,
(3.12) Bd(C, T ) =
〈
Cdom[t] < T [t + 1]︸ ︷︷ ︸
always true by Eq. 3.11
≤ C[t]
〉
= 〈T [t+ 1] ≤ C[t]〉 = Nt+1
Suppose (C, T ) is regular. Then tail(T ) = t, tail(C) ≥ t, and T [p] = Tdom[p] = ∞ for all
p ≥ t+ 1. Therefore,〈
Cdom[t] < T [t+ 1]︸ ︷︷ ︸
∞
≤ C[t]︸︷︷︸
6=∞
〉
=
〈
Tdom[tail(C) + 1]︸ ︷︷ ︸
∞ since tail(C) ≥ t
≤ length(C) < T [tail(C) + 1]
〉
= 0 .
Notice that
Cdom[t+ 1] = t + 1− head(C) + 1 < t− head(C) + 1 ≤ tail(T )− head(T ) + 1︸ ︷︷ ︸
head(C) > head(T ) (see Figure 4) and tail(T ) = t
= length(T ) .
Therefore, removing the condition that is always satisfied and substituting length(T ) =
Tdom[t], we obtain:
Bd(C, T ) = 〈Tdom[t] < C[t+ 1] ≤ T [t]〉 − 〈Tdom[t] < C[t + 1]〉
= −〈T [t] < C[t + 1]〉 = −〈T [t] < C[t+ 1] < T [t + 1]〉 = −L−t+1 = Lt+1 ,
where we added the condition C[t + 1] < T [t + 1] = ∞, which is always satisfied and,
therefore, does not affect the outcome. 
3.4. Exchanging boxes, compatibility conditions, and the involution σ. In this
section, we define the core concept of exchanging boxes of tableaux, which defines the map
σ and the three subsets P0,P1,P−1 of the set B
(i)
k,j ×B
(i′)
k′,j′ for any (i, j, k) and (i
′, j′, k′).
Definition 3.25. Let (C, T ) be a pair of column tableaux. A strip in (C, T ) is a slice of
(C, T ) given by (C[p0, p1], T [p0, p1]) for some p0 < p1 ∈ Supp(C) ∩ Supp(T ). An L-strip is
a strip that starts with an L-block and includes all the N -blocks that follow.
Definition 3.26. Let (C, T ) be a pair of column KR-tableaux. We say an L-strip in
(C, T ) is column-compatible if it is possible to exchange the boxes in the L-strip and obtain
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a pair of valid column KR-tableaux. That is, the new tableaux also have strictly increasing
columns.
Example 3.27. Here is an L+-strip starting at p = 0 and ending at p = 2. It is column-
compatible because it is possible to exchange C[0, 2] and T [0, 2] and obtain a new pair of
column tableaux (C ′, T ′). Notice that both C ′ and T ′ have strictly increasing columns.
p C T
1
0 3 2
1 4 3
2 5 4
7 9
8
exchanging
C ′ T ′
1
2 3
3 4
4 5
7 9
8
Remark 3.28. For a strip to be column-compatible, it must begin and end with an equality
condition of a cross-pattern, which occurs at LU -blocks. Indeed,
C T
cross-pattern L
+−block L−−block U−block
An L-strip can either be followed by an LU -block or by nothing at all. In the first case, the
L-strip is always column-compatible. In particular, this means only the very last L-strip
is potentially not column-compatible. All others are column-compatible since they are, by
definition, at the very least followed by the next L-block.
Example 3.29. Here is an L−-strip starting at p = 0 and ending at p = 3. It is not
column-compatible since exchanging C[0, 3] and T [0, 3] will violate the strictly increasing
columns condition post-exchange.
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p C T
1
0 2 3
1 3 4
2 4 5
3 5 6
6
block-tableau
BCT
L−
N+
N+
N+
N+
Definition 3.30. Let C = (C0, C1) and T = (T0, T1) be KR-tableaux and let Bi,j denote
the block-tableau of (Ci, Tj).
Suppose (C1, T1) forms an L-strip. We say (C1, T1) is left-compatible if the weakly in-
creasing diagonals conditions in Definition 3.11(2) are not violated when C1 and T1 are
exchanged. Pictorially, (C1, T1) is left-compatible if conditions (lC) (left-compatibility
from C) and (lT ) (left-compatibility from T ) are satisfied:
C0 C1 T0 T1 B0,1
N+
N+
N+
N+
(lC)
B1,1
N
N
N
L
and
B1,0
N−
N−
N−
N−
B1,1
N
N
N
L
(lT )
Suppose (C0, T0) forms an L-strip. We say L-strip (C0, T0) is right-compatible if the
weakly increasing diagonals condition in Definition 3.11(2) is not violated when the boxes
in C0 and T0 are exchanged. Pictorially, (C0, T0) is right-compatible if conditions (rC)
(right-compatibility from C) and (rT ) (right-compatibility from T ) are satisfied:
C0 C1 T0 T1 B0,0
N
N
N
L
B0,1
N+
N+
N+
N+
(rT )
and
B0,0
N
N
N
L
B1,0
N−
N−
N−
N−
(rC)
Remark 3.31. An L−-strip always satisfies (rT ) and (lC) and an L+-strip always satisfies
(rC) and (lT ). This can be seen by composing the arrows of the L-strip with the arrows
within the KR-tableaux. For example,
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C0 C1 T0 T1 C0 C1 T0 T1 B0,0
N+
N+
N+
L−
B0,1
N+
N+
N+
N+
By composing the red and blue arrows, we see that the condition (rT ) is always satisfied.
Definition 3.32. Let (C, T ) be a pair of KR-tableaux and let S = (S1, . . . , Sk), where
Sl is a union of one or more L-strips in (Cl, Tl). We say S is exchangeable if it is pos-
sible to exchange the boxes in S and still obtain valid KR-tableaux, i.e. the resulting
new pair (C˜, T˜ ) have strictly increasing columns and weakly increasing diagonals. S is
minimally exchangeable if removing any nonempty subset of L-strips from S results in a
non-exchangeable sequence.
Example 3.33. Consider C = (C1, C2, C3, C4) and T = (T1, T2, T3).
C1 C2 C3 C4 T1 T2 T3
−4 3
−3 6 3 4
−2 5 8 2 4 6
−1 5 7 9 4 6 7
0 5 6 9 10 6 7 8
1 6 9 10 7 8 9
2 8 10 8 9
3 10 9
4
exchange
C˜1 C˜2 C˜3 C˜4 T˜1 T˜2 T˜3
−4 3
−3 6 3 4
−2 5 8 2 4 6
−1 5 7 9 4 6 7
0 5 6 8 10 6 7 9
1 6 8 9 7 9 10
2 8 9 8 10
3 9 10
4
A sequence of L-strips is shown in bold letters above given by S1 = (C1[3], T1[3]),
S2 = (C2[1, 2], T2[1, 2]), and S3 = (C3[0, 1], T3[0, 1]). Notice that each L-strip is column-
compatible, S1 is left-compatible, S3 is right-compatible, and S1, S2 are not right-compatible.
The sequence S is exchangeable since it is possible to exchange the colored boxes and still
obtain a pair of valid KR-tableaux. It is also minimal since removing any subset results in
a non-exchangeable sequence. For example, exchanging boxes of S1, S2 without exchang-
ing the boxes of S3 will violate the weakly increasing diagonals condition since S2 is not
right-compatible.
Definition 3.34. Given a left-compatible L-strip, we say it can be completed to an ex-
changeable sequence if it is possible to include boxes that, when not exchanged, cause
violations of the left or right compatibility conditions and achieve an exchangeable se-
quence. If, in the process, we end up with an irresolvable contradiction, we say the L-strip
cannot be completed to an exchangeable sequence.
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Let us demonstrate some situations where an L-strip cannot be completed to an ex-
changeable sequence.
Example 3.35. In both cases demonstrated below, there is an L-strip in (C1, T1) (bold),
which is not right-compatible. We iteratively add all the boxes that cause right or column
compatibility violations. In both cases, we run out of boxes to include before resolving all
the violations.
C1 C2 C3 C4 T1 T2 T3 T4
−4 4
−3 4 2 5
−2 4 6 2 3 7
−1 4 6 7 2 3 7 8
0 4 6 7 8 3 4 8 9
1 5 7 8 4 6 9 10
2 6 8 6 7 10
3 7 7 8
4 8
(C2, T2) is not column-compatible
C1 C2 C3 C4 T1 T2 T3 T4
−4 4
−3 4 4 5
−2 4 6 3 5 7
−1 4 6 7 3 5 7 8
0 4 6 7 8 5 6 8 9
1 5 7 8 6 7 9 10
2 6 8 7 8 10
3 7 8 10
4 10
(C3, T3) is not column-compatible
Definition 3.36. Let (C, T ) be a pair of KR-tableaux such that no L-strip can be com-
pleted to an exchangeable sequence. Then we say (C, T ) has no exchangeable sequences.
We now describe the the map σ. Consider the set B
(i)
k,j × B
(i′)
k′,j′ for any (i, j, k) and
(i′, j′, k′). We define
P0 :=
{
(C, T )
∣∣C ∈ B(i)k,j, T ∈ B(i′)k′,j′, and (C, T ) has no exchangeable sequences}
Let (C, T ) ∈ B
(i)
k,j×B
(i′)
k′,j′\P0. By definition, (C, T ) has an exchangeable sequence. Suppose
(C ′, T ′) ∈ B
(i)
k,j × B
(i′)
k′,j′\P0 such that (C
′, T ′) is obtained from (C, T ) by exchanging a
minimally exchangeable sequence. Then we assign (C, T ) to P1, (C˜, T˜ ) to P−1, and define
σ(C, T ) = (C˜, T˜ ). The exact order is not important. All that matters is that we can
partition B
(i)
k,j × B
(i′)
k′,j′\P0 into 2 disjoint subsets. Since the elements in P0 do not have
exchangeable sequences, we define σ(C, T ) = (C, T ) for all (C, T ) ∈ P0.
3.5. Proof of Theorem 3.1. Let C = (Ci) and T = (Tj) be a pair of KR-tableaux with
no exchangeable sequences. We want to show γ(C, T ) = 0. Recall from Remark 3.13 that:
γ(C, T ) =
∑
i,j
γ(Ci, Tj) ,
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and by Lemma 3.23:
γ(Ci, Tj) =
t∑
p=h
Lp(Ci, Tj) +
{
Nt+1(Ci, Tj) if (Ci, Tj) is (anti-)fundamental
Lt+1(Ci, Tj) otherwise
,
where h = head(C, T ) and t = tail(C, T ).
Let us prove first the theorem in case when both C and T are column tableaux. Recall
that column diagrams correspond to fundamental modules (k = 1) and the fundamental
modules in the fundamental cluster C form (anti-)fundamental pairs (see Section 3.2 and
Definition 3.20).
Lemma 3.37. Let (C, T ) be a pair of column KR-tableaux of type (anti-)fundamental
with no exchangeable sequences, i.e. (C, T ) ∈ P0. Then γ(C, T ) = 0.
Proof. Suppose (C, T ) admits an L-strip. Notice that an L-strip in (C, T ) is exchangeable
if and only if it is column-compatible since there are no columns to the left or to the right
of both C and T . Since (C, T ) has no exchangeable sequences, there can be exactly one
L-strip. Otherwise, by Remark 3.28, the L-strips other than the last one are all column-
compatible, and, therefore, exchangeable.
We may assume the L-strip in question is an L−-strip. If not, we simply consider (T, C)
instead, where L+-strips in (C, T ) become L−-strips in (T, C). Let p∗ be the index of the
head of the L-strip. Then,
γ(C, T ) = Lp∗(C, T )︸ ︷︷ ︸
-1
+Nt+1(C, T ) ,
where t = tail(C, T ). Since Lp∗ is not column-compatible, it is not followed by an LU -block.
That is, it must be followed by N -blocks only. By Remark 3.16(a,b), an L−-block can only
be followed by an N+, and N+-blocks cannot be followed by N−-blocks. Therefore, we
must have that Nt+1(C, T ) = +1 and γ(C, T ) = 0.
Suppose (C, T ) has no L-strips. We can assume (C, T ) is a fundamental pair. If not,
we simply consider (T, C) instead. If the boundary term is zero, that is Nt+1(C, T ) = 0,
then γ(C, T ) = 0 and the result holds. Suppose the boundary term is not zero. By
Remark 3.21(b), since (C, T ) is a fundamental pair, the last block is never N+. Therefore,
Nt+1(C, T ) = −1. By Remark 3.16(a,b), an N
−-block can only be preceded by L+ or N−.
However, there are no L-blocks in (C, T ). So, there must be only N−-blocks in (C, T ). By
Remark 3.21(a), the very first block cannot be N−. Contradiction. This concludes the
proof. 
Corollary 3.38. Non-column-compatible L-strips in (anti-)fundamental pairs do not con-
tribute to γ since their contribution is always canceled out by the boundary term.
Our strategy in proving Theorem 3.1 is to find a way to systematically cancel contribu-
tions from Lp to γ when the sequence cannot be completed to an exchangeable sequence.
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In the lemmas that follow, we always have C = (C0, C1) and T = (T0, T1) a pair of
KR-tableaux and (C0, T0) has a non-exchangeable L
−-strip. The goal is to find a unique
non-exchangeable L+-strip in (C, T ) to cancel out the contribution of L−. Moreover, when
the L− does not contribute to γ (as in Lemma 3.37), we want to show that there is no
such corresponding L+. We make an exhaustive list of all the possibilities for L− to be
non-exchangeable and give the lemma that address the situation as a reference in Table 1.
(C0, T0) type
L− in (C0, T0) is
right-compatible
L− in (C0, T0) is
column-compatible
Contributes to γ Lemma
any type No Yes Yes 3.41
(anti-)regular Yes No Yes 3.43,3.44
(anti-)fundamental No No No 3.46
(anti-)fundamental Yes No No 3.48
Table 1. List of non-exchangeable L−-strips
Example 3.39. We demonstrate the most common type of cancellation in Figure 5. There
is L−-block in (C0, T0) that is column-compatible, but not right-compatible given by 1 <
2 < 3 (colored, left), which contributes −1 to γ. It is not right-compatible due to 2 in
C1 since the weakly increasing diagonals condition will be violated post-exchange of the
L−-strip. However, there is a non-left-compatible L+-block in (C1, T0) given by 2 < 3 < 4
(colored, right). The L+-strip is not left-compatible due to 4 in C0. That is, we found a
non-exchangeable +1 contribution to γ to cancel out the previous −1.
C0
1
2
4
5
C1
1
2
4
5
T0
1
3
5
6
C0
1
2
4
5
C1
1
2
4
5
T0
1
3
5
6
Figure 5. Cancellation of non-right-compatible L−-strips with non-left-
compatible L+-strips
Remark 3.40. Suppose C = (C0, C1) and T0 are KR-tableaux. Suppose there is an LU -
block at p in (C0, T0). Then there is an L
+N−-block at p − 1 in (C1, T0) (see Figure 6).
Indeed, by composing arrows, we find T0[p− 1] < C1[p− 1], which means there cannot be
an L−U -block in (C1, T0) at p − 1. Also, there cannot be an N
+-block since T0[p − 2] <
T0[p− 1] < C1[p− 1]. Thus, there can be either L
+ or an N− block at p− 1 in (C1, T0).
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C0
p
p−1
C1 T0 B0,0 B1,0
L−
L+N−
C0
p
p−1
C1 T0 B0,0 B1,0
L+U
L+N−
Figure 6. Composition of arrows.
This next lemma is the main cancellation action demonstrated in Example 3.39.
Lemma 3.41. Let C = (C0, C1) and T = (T0, T1) be a pair of KR-tableaux. To every
right-incompatible L−-strip in (C0, T0) that contributes to γ, there exists a unique left-
incompatible L+-strip in (C1, T0) that contributes to γ. All other L
+-strips in (C1, T0) are
left-compatible.
Proof. Without loss of generality, we may assume (C0, T0) is either fundamental or regular.
If not, we simply consider (T, C) which is of the desired type. As before, denote the block
tableaux of (Ci, Tj) by Bi,j.
We will consider the case of the very last non-right-compatible L−-strip separately at
the end of the proof. Let L˜− be not the very last one, and let p′ be its index. By Lemma
3.31, L˜− satisfies the condition (rT ), i.e. T1 does not pose violations. Since L˜
− is not
right-compatible, the condition (rC) must fail. In other words, C1 must pose a right-
compatibility violation. Since L˜− is not the last L−, it is followed by an L-block or a
U -block (whichever one comes first). Let p′′ be the index of the LU -block that follows L˜−.
B0,0
LUp′′
L˜−p
′
N+
N+
B1,0
Q′′
Q′
Denote the blocks in (C1, T0) at indices p
′ and p′′−1 by
Q′ and Q′′ respectively. By Remark 3.40, Q′′ is either
L+ or N−. If Q′′ = L+, we have a candidate. Suppose
not, i.e. Q′′ = N−. Then, by Remark 3.16 it can only
be preceded by L+ or N−. If we don’t allow any L+
between Q′ and Q′′, then Condition (rC) is satisfied.
Contradiction. Therefore, there must be at least one
L+-block between Q′ and Q′′.
If there is more than one L+-block, let L˜+ be the one with the largest index, i.e. closest to
Q′′. Then L˜+ is not left-compatible due to the LU -block in (C0, T0). Moreover, all other
L+-strips between Q′ and Q′′ are left-compatible since (lT ) is satisfied (seen from picture)
and (lC) is always satisfied for L+-strips.
It is not clear that the L˜+ we found contributes to γ. Suppose it does not. There is
exactly one situation where an L-block does not contribute to γ. This can happen only if
(C1, T0) is fundamental and L˜
+ is the last L-block followed by N−’s. The boundary term
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of γ is then −1, which cancels out the contribution of L˜+. Then we have the following
picture:
B0,0
LUp′′
L˜−p
′
N+
N+
B1,0
L˜+
N−
N−
...
All L−-strips in (C0, T0) appearing at any indices p ≥
p′′ satisfy Condition (rC) since B1,0 consists of N
−-
blocks only for all p ≥ p′′, and, therefore, are right-
compatible. This means L˜− is the very last non-right-
compatible L−-strip, which is a contradiction. This
concludes the proof for this case.
Now let L˜− be the very last L−-strip that contributes to γ and is not right-compatible.
There are exactly two situations:
(1) The situation described above, i.e. L˜− is followed by LU , but the corresponding L˜+
in (C1, T0) does not contribute to γ. This happens when (C1, T0) is fundamental.
(2) L˜− is not followed by LU and (C0, T0) is regular.
In situation (1), the L˜+ we found did not contribute to γ and it is the last L+ in (C1, T0).
Therefore, we must look for the appropriate L+ elsewhere in (C1, T0). In situation (2), since
L˜− is the absolute last L−-strip that is not followed by LU , it is followed by N+-blocks
only. This means that any L+ in (C1, T0) adjacent to the strip associated to L˜
− is left-
compatible. Since we are looking for a non-left-compatible L+ to pair with L˜−, we must
also look elsewhere in (C1, T0).
We now consider both situations. Let Lˆ− be the very first L−-strip in (C0, T0), and let
p′ be its index. Denote the first block in (C1, T0) by Q0 and the block at index p
′ − 1 in
(C1, T0) by Q1.
B0,0
Lˆ−p
′
N+
N+
B1,0
Q1
Q0
By Remark 3.21, the first block in B1,0, i.e. Q0, is not N
−. By
Remark 3.40, Q1 is either L
+ or N−. The only way to transition
from non N−-block to N−-block is through L+. Therefore, there
must be at least one L+-block between Q0 and Q1. Let Lˆ
+ be the
L+ closest to Q1. Then the Lˆ
+-strip is not left-compatible due to
Lˆ− in (C0, T0) and contributes to γ since it is not the last L-block
in (C1, T0). All other L
+ above Lˆ+, if they exist, are left-compatible
as seen from the picture. Notice that it is possible to have U -blocks
above Lˆ−. Then we replace Lˆ− with the very first U and argue as
before.

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Let us put everything together in Figure 7 to emphasize the fact that we have unique
pairing of non-right-compatible L−-strips with non-left-compatible L+-strips.
B0,0
L−
L−last
L−first
B1,0
L+
L+
L+
There is a unique non-
left-compatible L+ adja-
cent to every non-right-
compatible L−. All other
L+-strips in (C1, T0) are
left-compatible. All L
+ in (C1, T0) in
this section are either left-
compatible or do not con-
tribute to γ.
Figure 7. Unique pairings of non-exchangeable L− and L+.
Corollary 3.42. Let C = (C−1, C0) and T = (T−1, T0) be a pair of KR-tableaux. To
every non-left-compatible L+-strip in (C0, T0) that contributes to γ, there exists a unique
non-right-compatible L−-strip in (C−1, T0) that contributes to γ. All other L
−-strips in
(C−1, T0) are right-compatible.
Proof. Left-compatibility and right-compatibility are, in fact, identical requirements with
different points of references. This is evident in the underlying inequalities being the same
(see Definition 3.30). We simply start with non-left-compatible L+-strips in (C0, T0) and
assign the L−-blocks in (C−1, T0) that pair with the L
+-blocks by Lemma 3.41. 
Notice that in the proof of Lemma 3.41, when considering the last L−-strip with (C0, T0)
regular (case two), we did not use the fact that L− is not right-compatible. Moreover, this
situation includes the case when L− is not column-compatible.
Corollary 3.43. Suppose (C0, T0) is regular and there is a non-column-compatible L
−-
strip. If there is a column in C to the right of C0, call it C1, then there is a unique
non-left-compatible L+ in (C1, T0). 
Lemma 3.44. Suppose (C0, T0) is regular and there is a non-column-compatible L
−. If
there is a column in T to the left of T0, call it T−1, then L
− is never left-compatible.
Proof. We want to show that Condition (lT ) is not satisfied. We have the following picture:
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C0 T−1
∞
T0
∞
not N−
B0,−1
X
B0,0
N+
N+
N+
L−

Lemma 3.45. Let C = (Ci) and T = (Tj) be KR-tableaux from C. Suppose (Ci, Tj) is
regular. Then at least one of Ci+1 or Tj−1 must exist. In other words, either there is a
column to the right of Ci or to the left of Tj or both.
Proof. Since the central columns of C and T form a fundamental pair (see Section 3.2), the
central column of T must be to the left of Tj or the central column of C must be to the
right of Ci. 
When looking for L+ to cancel out the contributions of non-exchangeable L−-blocks, we
need only address left-compatible L−-blocks. The reason is that non-left-compatible L−-
blocks would have already been paired with a non-right-compatible L+-blocks previously.
Lemma 3.41 addresses most of the situations when we have a non-exchangeable L− that
contributes to γ. Lemma 3.45 shows that there are exactly two other situations when L−
contributes to γ and needs a pair. Lemmas 3.43 and 3.44 address each of those situations
respectively. This concludes the unique pairing when we have a non-exchangeable L− that
contributes to γ.
Next, we address the case when we have a non-exchangeable L− that does not contribute
to γ. We must ensure that there is no corresponding L+, which would create an imbalance.
There are two possibilities as listed in Table 1.
Lemma 3.46. Suppose (C0, T0) is fundamental. Then every L
−-strip in (C0, T0) is column-
compatible, i.e. contributes to γ.
Proof. By Remark 3.21(b), the last block in B0,0 is not N
+, and, therefore, the boundary
term of γ(C0, T0) is zero. 
Remark 3.47. Let C = (C0, C1) and T = (T0) be KR-tableaux. If (C0, T0) has an L
+UN−-
block at p, then (C1, T0) has an N
−-block at p (see Figure 8). Indeed, by composing arrows,
we find T0[p] ≤ C1[p− 1], which means there is an N
−-block at p in (C1, T0).
Lemma 3.48. Suppose (C0, T0) is anti-fundamental and there is a non-right-compatible
and non-column-compatible L−-strip. Then there does not exist a corresponding non-
exchangeable L+-strip in (C1, T0).
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C0
p
p−1
C1 T0
N− in (C0,T0)
C0
p
p−1
C1 T0
L+U in (C0,T0)
Figure 8. Composition of arrows.
Proof. Let L˜− be the L−-strip in question and let p′ be its index. Since L− is not column-
compatible, it must be the last L-strip in (C0, T0) and the last block in (C0, T0) must be N
+.
In other words, the boundary term of γ(C0, T0) is +1, which cancels out the contribution
of L˜−. Since the contribution of L˜− is already canceled out, we want to show that there
is no non-exchangeable L+ in (C1, T0) that is paired with L˜
−. It suffices to show that all
possible L+’s that can be paired with L˜− are, in fact, left-compatible. Notice that there
must be C1 in order for L˜
− to fail the condition (rC).
B0,0
N+
N+
N+
L˜−p
′
B1,0
Q2
Q1
Let Q1 and Q2 be the index p
′ and the last block in
(C1, T0). If there are any L
+-blocks between Q1 and
Q2, then they are all left-compatible. Indeed, (lC)
is satisfied (seen from the picture) and (lT ) is always
satisfied for L+-strips.
Let Lˆ− be the very first L−-strip in (C0, T0).
B0,0
...
...
Lˆ−
N+
B1,0
Q
Since (C0, T0) is anti-fundamental, by Remark 3.21,
the first block in B0,0 is not N
+. Since Lˆ− is the first
L−-strip in (C0, T0), the first block in B0,0 is not an
L−-block either. So, it can be either N−, U or L+.
By Remark 3.16, since N+ cannot follow an L+N−U -
block, there are no N+-blocks above Lˆ−. By Remark
3.47, the adjacent blocks in (C1, T0), i.e. the blocks
above Q, are all N−. In other words, there are no
L+-blocks above Q. This concludes the proof.

We are now ready to put everything together.
Proof of Theorem 3.1. If there are no L-blocks anywhere in (C, T ), the statement is trivially
true. Let’s assume there is at least one L-block in (C, T ), and without loss of generality,
we may assume it is L−. Otherwise we consider (T, C) instead. Moreover, we can assume
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the L− is left-compatible. Indeed, if there is a non-left-compatible L− in (Ci, Tj), there
is a non-left-compatible L+ in (Tj , Ci). By Corollary 3.42, there is a non-right-compatible
L− in (Tj−1, Ci). If this L
− is again non-left-compatible, we go through the same chain of
arguments. We continue inductively and eventually, since the process must end when C or
T runs out of columns, we are guaranteed to find a left-compatible L−.
Consider a left-compatible L−-strip in (Ci, T0). If there are no such L
−-strips in (C, T0),
which happens if there are no L−-blocks in (C, T0), we remove T0 from T and consider
(C, T1). The list of possibilities for L
− are listed in Table 1.
(1) Suppose the L−-block in question contributes to γ. If it is non-right-compatible,
there must be Ci+1. This is because all L
−-strips satisfy the condition (rT ). In order
for the L− to be non-right-compatible, there must be Ci+1 that pose violations. By
Lemma 3.41, there exists a unique non-left-compatible L+ in (Ci+1, Tj). If (Ci, T0)
is regular and there exists Ci+1, then Corollary 3.42 is used. If there is no Ci+1, by
Lemma 3.45 there must be T−1 and by Lemma 3.44, the L
− is not left-compatible,
which is a contradiction.
(2) Suppose the L−-block does not contribute to γ. Then (Ci, T0) is (anti-)fundamental.
If (Ci, T0) is fundamental, then every L
− contributes to γ and we apply the previous
analysis. If (Ci, T0) is anti-fundamental and L
− is right-compatible, there is no need
to pair it with anything since L− does not contribute to γ and pose no violations
with Ci+1. If (Ci, T0) is anti-fundamental and L
− is not right-compatible, Lemma
3.46 shows there is no corresponding non-left-compatible L+’s.
We now remove T0 from T and consider γ(C, T1). Since T0 is removed, all non-left-
compatible L−-strips become left-compatible. However, restrictions on L+-strips are not
changed since left-compatibility comes from C itself. By the exact same argument, all nega-
tive non-exchangeable contributions in γ(C, T1) are canceled by positive non-exchangeable
contributions. We continue this argument for all Ti. This proves all the negative non-
exchangeable terms in γ(C, T ) are uniquely canceled out by non-right-compatible terms in
γ(C, T ).
Next, we consider (T, C), where all left-compatible L+-strips in (C, T ) become left-
compatible L−-strips in (T, C) and apply the same argument. 
4. Proof of Conditions II and III
The previous section showed that the condition I holds. That is, the (q, t)-characters
in the fundamental cluster t-commute with one another. Then, by Corollary 2.11, the
commutation matrix Λ of the fundamental cluster C is given by:
Λi
′,k′
i,k = 2ǫ(Y
(i)
k,−k+(i+k+1)2
,Y
(i′)
k′,−k′+(i′+k′+1)2
) ,
where Y
(i)
k,j(i,k) and Y
(i′)
k′,j(i′,k′) are dominant monomials of KR-modules in the fundamental
cluster C.
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We now show condition II holds.
Theorem 4.1. Let B be the infinite matrix associated to the quiver ΓB in Figure 1 (on
page 3 ). Then,
ΛB = D ,
where D is a diagonal matrix with positive entries. In other words, (Λ, B) is a compatible
pair (as in [2], Section 3).
We will provide some definitions and lemmas first.
Definition 4.2. We fix the following notations for convenience:
(1) Given k ∈ Z, the s-number is defined as:
[0]s := 0 ,
[k]s :=
sk − s−k
s− s−1
= sk−1 + sk−3 + · · ·+ s−k+3 + s−k+1 .
(2) Denote F := Z[[s]][s−1]. Then, multiplication operator is well-defined in F.
(3) Given f(s) ∈ F, we define [f ]0 to be the constant term in f(s), e.g. [s
−1+3+s]0 = 3.
Definition 4.3. Let m be a monomial in Z[Y ±1i,j ]. We define the following generating series:
ui(m)(s) :=
∑
j∈Z
ui,j(m)s
j ; u(m)(s) :=
r∑
i=1
ei ⊗ ui(m)(s) ,
where ui,j(m) is the exponent of Yi,j in m as defined in Definition 2.2 and ei ∈ Zr is the
vector with 1 in the ith position and 0’s everywhere else.
Lemma 4.4. Let Y
(i)
k,−k+(i+k+1)2
be the dominant monomial of χ
(i)
k,−k+(i+k+1)2
∈ C. Then,
u(Y
(i)
k,−k+(i+k+1)2
)(s) = ei ⊗ s
−1+(i+k+1)2 [k]s .
Proof. Denote j := (i+ k + 1)2. Modules in C have dominant monomials of the form:
Y
(i)
k,j = Yi,−k+jYi,−k+j+2 · · ·Yi,−k+j+2(k−1) .(4.1)
Then, using Definition 4.3, we directly compute as follows:
ui(Y
(i)
k,j)(s) =
∑
p∈Z
ui,p(Y
(i)
k,j)s
p
= s−k+j + s−k+j+2 + · · ·+ sj+k−2
= sj−1
(
s−k+1 + s−k+3 + · · ·+ sk−1
)
= sj−1[k]s ,
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where ui,p
(
Y
(i)
k,j
)
is the power of Yi,p in Y
(i)
k,j, which is either 1 or 0 as seen from (4.1).
Notice that ui′,p(Y
(i)
k,j) = 0 if i
′ 6= i. Therefore, ui′(Y
(i)
k,j)(s) = 0 and we have:
u(Y
(i)
k,j) = ei ⊗ s
j−1[k]s .

Definition 4.5. Let m be a monomial in Z[Y ±1i,j ]. We define the following generating series:
u˜i(m)(s) =
∑
j∈Z
u˜i,j(m)s
j and u˜(m)(s) =
r∑
i=1
ei ⊗ u˜i(m)(s) ,
where u˜i,j(m) are the solutions of the system given in Definition 2.3.
Definition 4.6. Let M ∈ Matr×r(Z) and g ∈ F. We define an action of M ⊗ g on the
space Zr × F as follows:
(M ⊗ g) (v ⊗ f) = (Mv)⊗ (gf) for any v ∈ Zr, f ∈ F,
where Mv is the matrix multiplication and gf is the usual multiplication.
Recall the system of equations in Definition 2.3:
ui,j(m) = u˜i,j−1(m) + u˜i,j+1(m)− u˜i−1,j(m)− u˜i+1,j(m) ,
defined for any monomial m and any i ∈ I, j ∈ Z. Let A = C − 2I, where C is the Cartan
matrix of slr+1. We rewrite this system for m = Y
(i)
k,−k+(i+k+1)2
as follows:
(4.2) ui,k(s) = (1⊗ s+ 1⊗ s−1 + A⊗ 1)u˜i,k(s) ,
where the action is as in Definition 4.6.
Definition 4.7. Denote the operator
(4.3) K = (1⊗ s−1)(1⊗ 1 + A⊗ s+ 1⊗ s2) .
Define operator D as a formal power series in s, expanded at 0, given by:
D = (1⊗ 1 + A⊗ s+ 1⊗ s2)−1(1⊗ s) .(4.4)
Then we have DK = KD = 1⊗ 1 and Dui,k(s) = u˜i,k(s).
Remark 4.8. In Definition 2.3, we require u˜i,j(m) = 0 for j sufficiently small. This
condition is equivalent to expanding the formal inverse of the power series (4.3) at 0, which
is the choice we made in (4.4).
Remark 4.9. It is easy to see that K commutes with 1 ⊗ sn for any n. Since D is the
inverse of K, we have:
D(1⊗ sn) = D(1⊗ sn)KD = DK(1⊗ sn)D = (1⊗ sn)D .
That is, the operator D commutes with 1⊗ sn for n ∈ Z.
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Definition 4.10. Let v, w ∈ Zr and f, g ∈ F. We define the following inner product on
Rr ⊗ F as follows:
(4.5) (v ⊗ f) · (w ⊗ g) = 〈v, w〉
[
f
(
s−1
)
g (s)
]
0
,
where 〈v, w〉 is the usual inner product on Rr and [f(s)]0 is the constant term in f(s) as
defined in Definition 4.2.
Remark 4.11. Notice that the inner product in Definition 4.10 is symmetric. That is,
(v ⊗ f) · (w ⊗ g) = (w ⊗ g) · (v ⊗ f) .
Definition 4.12. GivenM⊗h ∈ Matr×r(Z)×F, we define the transpose ofM⊗h, denoted
(M ⊗ h)t, by the following condition:
(v ⊗ f) ·M ⊗ h (w ⊗ g) = (M ⊗ h)t (v ⊗ f) · (w ⊗ g) ,
for any v, w ∈ Zr and f, g ∈ F. An operator M ⊗ h is symmetric if M ⊗ h = (M ⊗ h)t.
Lemma 4.13.
(1⊗ s)t = 1⊗ s−1; Kt = K; Dt = D .
Proof. It is easy to see that K is symmetric. Since D−1 = K, D is also symmetric. The
remaining result is shown by direct computation:
(v ⊗ f(s)) · (1⊗ s) (w ⊗ g(s)) = 〈v, w〉
[
f(s−1)(sg(s))
]
0
= 〈v, w〉
[
(s−1)−1f(s−1)g(s)
]
0
= (1⊗ s−1)(v ⊗ f(s)) · (w ⊗ g(s)) ,
for any v, w ∈ Zr and f, g ∈ F. 
Lemma 4.14. Let p, p′ be dominant monomials in M. Then,
ǫ (p, p′) = (1⊗ s− 1⊗ s−1)Du (p) (s) · u (p′) (s) ,
where ǫ is given in Definition 2.5.
Proof. By definition, we have
u(p)(s) =
∑
i
ei ⊗
∑
j
ui,j(p)s
j and u˜(p′)(s) =
∑
i′
ei′ ⊗
r∑
j′=1
u˜i′,j′(p
′)sj
′
.
Then,
u(p)(s) · (1⊗ s)u˜(p′)(s) =
r∑
i,i′=1
〈ei, ei′〉
[∑
j,j′
ui,j(p)s
−ju˜i′,j′(p
′)sj
′+1
]
0
=
∑
j
ui,j(p)u˜i,j−1(p
′) .
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Therefore, using Deifnition 2.5, we have:
ǫ(p, p′) = −
∑
i,j
ui,j(p)u˜i,j−1(p
′) +
∑
j
ui,j(p
′)u˜i,j−1(p)
= −u(p)(s) · (1⊗ s)u˜(p′)(s) + u(p′)(s) · (1⊗ s)u˜(p)(s)
= −u(p)(s) · (1⊗ s)Du(p′)(s) + u(p′)(s) · (1⊗ s)Du(p)(s)
= −Dt(1⊗ s)tu(p)(s) · u(p′)(s) + (1⊗ s)Du(p)(s) · u(p′)(s)
= (1⊗ s− 1⊗ s−1)Du(p)(s) · u(p′)(s) .

Remark 4.15. As a sanity check, let us verify that the expression we found for ǫ is also
anti-symmetric.
ǫ(p′, p) = (1⊗ s− 1⊗ s−1)Du(p′)(s) · u(p)(s)
= u(p)(s) · (1⊗ s− 1⊗ s−1)Du(p′)(s)
= Dt(1⊗ s−1 − 1⊗ s)u(p)(s) · u(p′)(s) = −ǫ(p, p′) .
Definition 4.16. When u and u˜ generating functions of Definitions 4.3 and 4.5 are applied
to the dominant monomial of a module in the fundamental cluster C, i.e. monomial of the
form Y
(i)
k,−k+(i+k+1)2
, we make the following simplifying notation:
u(Y
(i)
k,−k+(i+k+1)2
)(s) := ui,k(s) and u˜(Y
(i)
k,−k+(i+k+1)2
)(s) := u˜i,k(s) .
Remark 4.17. We emphasize that the superscript ui,k(s) in Definition 4.16 indicates the
monomial Y
(i)
k,−k+(i+k+1)2
. In contrast, the subscript ui,j(m) indicates the exponent of Yi,j
in m.
Lemma 4.18. The following equation holds:
ui,k−1(s) + ui,k+1(s)− ui−1,k(s)− ui+1,k(s) = 1⊗ s−1+(i+k)2Kei ⊗ [k]s ,
for any i ∈ I and k ≥ 1.
Proof. We have:
[k − 1]s + [k + 1]s =
(
sk−2 + · · ·+ s−k+2
)
+
(
sk + sk−2 + · · ·+ s−k+2 + s−k
)
=
(
sk−2 + · · ·+ s−k+2 + s−k
)
+
(
sk + sk−2 + · · ·+ s−k+2
)
= s−1
(
sk−1 + · · ·+ s−k+1
)
+ s
(
sk−1 + · · ·+ s−k+1
)
= (s−1 + s)[k]s .
Notice that the above equation holds when k = 1 as well:
[0]s + [2]s = [2]s = s+ s
−1 =
(
s + s−1
)
[1]s .
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By Lemma 4.4, we have ui,k(s) = ei ⊗ s
−1+(i+k+1)2 [k]s. Then,
ui,k−1(s) + ui,k+1(s)− ui−1,k(s)− ui+1,k(s) =
= ei ⊗ s
−1+(i+k)2 [k − 1]s + ei ⊗ s
−1+(i+k)2 [k + 1]s + (−ei−1 − ei+1)⊗ s
−1+(i+k)2 [k]s
= 1⊗ s−1+(i+k)2
(
ei ⊗
(
s + s−1
)
[k]s + (−ei−1 − ei+1)⊗ [k]s
)
= 1⊗ s−1+(i+k)2Kei ⊗ [k]s .
Notice that when i = 1 or i = r, the above equation still holds since the matrix A incorpo-
rates the boundary values. 
We are now ready to prove the theorem stated at the beginning of the section.
Proof of Theorem 4.1. We want to compute:
1
2
(ΛB)i
′,k′
i,k =
1
2
∑
p,n
Λp,ni,kB
i′,k′
p,n(4.6)
=
∑
p,n
(1⊗ s− 1⊗ s−1)Dui,k(s) · up,n(s)Bi
′,k′
p,n .
The goal is to show that the value of (4.6) is 1 if (i, k) = (i′, k′) and 0 otherwise.
Given (i′, k′), the only non-zero terms in B are given as follows:
Bi
′,k′
i′−1,k′ = B
i′,k′
i′+1,k′ = (−1)
i′+k′ and Bi
′,k′
i′,k′−1 = B
i′,k′
i′,k′+1 = (−1)
i′+k′+1 ,
and Bi
′,k′
n,p = 0 if n /∈ I or p < 0 (see Figure 1 on page 3). Then,
1
2
(ΛB)i
′,k′
i,k = (1⊗ s− 1⊗ s
−1)Dui,k(s) ·
(−1)i
′+k′+1
(
ui
′,k′−1(s) + ui
′,k′+1(s)− ui
′−1,k′(s)− ui
′+1,k′(s)
)
= (−1)i
′+k′+1(1⊗ s− 1⊗ s−1)Dei ⊗ s
−1+(i+k+1)2 [k]s · (1⊗ s
−1+(i′+k′)2)Kei′ ⊗ [k
′]s
= (−1)i
′+k′+1(1⊗ s(i+k+1)2−(i
′+k′)2)(1⊗ s− 1⊗ s−1)ei ⊗ [k]s · ei′ ⊗ [k
′]s
= (−1)i
′+k′+1 〈ei, ei′〉
[
(s−1 − s)(s(i
′+k′)2−(i+k+1)2 [k]s−1 [k
′]s
]
0
= (−1)i+k
′+1δii′
[
sδ
1
s− s−1
(
sk
′−k − s−k−k
′
− sk+k
′
+ sk
′−k
)]
0
,(4.7)
where δ := (i+ k′)2 − (i+ k + 1)2. Notice that δ can only be +1, 0 or −1.
It is clear that if i 6= i′, the value of (4.7) is zero. Suppose k 6= k′, and without loss
of generality, let’s assume k′ > k. We want to show that the constant term part of (4.7)
vanishes in this case. Let b := k′ − k > 0 and a := −k′ − k < 0. Notice that a and b have
the same parity.
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If δ = 1, the constant term expression of (4.7) is as follows:
s × 1
s(1−s−2)
(
(sb + s−b)− (sa + s−a)
)
=
= (sb + s−b)(1 + s−2 + s−4 + · · · )− (sa + s−a)(1 + s−2 + s−4 + · · · )
(4.8)
Notice that −b − 2n, a− 2m < 0 for any n,m ≥ 0, and therefore, s−bs−2n and sas−2m are
not constants for any n,m ≥ 0. If a and b are odd, it is clear that there is no constant term
in (4.8). If a and b are even, there exists some n > 0 such that sb−2n = 1. Since a < 0,
there must exist some m > 0 such that s−a−2m = 1. Therefore, the constant term in (4.8)
vanishes.
If δ = −1, we write
s−1 ×
1
s−1(s2 − 1)
(
(sb + s−b)− (sa + s−a)
)
,
and use the same argument.
If δ = 0, the constant term part of (4.7) can be written as:
1
(1− s−2)
(
(sb−1 + s−b−1)− (sa−1 + s−a−1)
)
,
and we use the same argument. Therefore, the value of (4.7) is always zero if k 6= k′.
Suppose k = k′. If (i+ k)2 = 0, we have δ = −1 and (4.7) can be written as:
1
2
(ΛB)i,ki,k = −
[
s−1
1
−s−1(1− s2)
(
2− s2k − s−2k
)]
0
=
[(
2− s2k − s−2k
)
(1 + s2 + s4 + · · ·+ s2k + · · · )
]
0
= 1 .
If (i+ k)2 = 1, we have δ = 1 and (4.7) can be written as:
1
2
(ΛB)i,ki,k =
[
s
1
s(1− s−2)
(
2− s2k − s−2k
)]
0
=
[(
2− s2k − s−2k
)
(1 + s−2 + s−4 + · · ·+ s−2k + · · · )
]
0
= 1 .
This concludes the proof. 
We are now ready to prove the final condition.
Theorem 4.19. The quantum mutation is given by:
T
(i)
k,l−1∗T
(i)
k,l+1 = t
1
2
Λi,k−1,l
i,k,l−1+
1
2
Λi,k+1,l
i,k,l−1−
1
2
Λi,k+1,l
i,k−1,lT
(i)
k−1,l∗T
(i)
k+1,l+t
1
2
Λi−1,k,l
i,k,l−1+
1
2
Λi+1,k,l
i,k,l−1−
1
2
Λi+1,k,l
i−1,k,lT
(i−1)
k,l ∗T
(i+1)
k,l .
Theorem 4.19 is stated in terms of T
(i)
k,l variables, while Nakajima’s t-deformed T -system
is written in terms of χ
(i)
k,j variables, which is achieved by a change of variables as described
in Remark 2.9. Also recall that Λ is expressed in terms of the ǫ function (see Corollary
2.11). We now restate Theorem 4.19 in terms of χ
(i)
k,j variables and ǫ expressions for Λ.
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Theorem 4.20. The following equation holds:
χ
(i)
k,j ∗ χ
(i)
k,j+2 = t
ǫ(Y
(i)
k,j
,Y
(i)
k−1,j+2)+ǫ(Y
(i)
k,j
,Y
(i)
k+1,j)−ǫ(Y
(i)
k+1,j+2,Y
(i)
k−1,j)χ
(i)
k+1,j ∗ χ
(i)
k−1,j+2
+tǫ(Y
(i)
k,j
,Y
(i−1)
k,j+1)+ǫ(Y
(i)
k,j
,Y
(i+1)
k,j+1)−ǫ(Y
(i−1)
k,j+1,Y
(i+1)
k,j+1)χ
(i−1)
k,j+1 ∗ χ
(i+1)
k,j+1
.(4.9)
Proof. Recall Nakajima’s t-deformed T -system (see Theorem 2.8):
t−ǫ(Y
(i)
k,j
,Y
(i)
k,j+2)χ
(i)
k,j ∗ χ
(i)
k,j+2 = t
−ǫ(Y
(i)
k+1,j+2,Y
(i)
k−1,j)χ
(i)
k+1,j ∗ χ
(i)
k−1,j+2 + t
−1−ǫ(Y
(i−1)
k,j+1,Y
(i+1)
k,j+1)χ
(i−1)
k,j+1 ∗ χ
(i+1)
k,j+1.
We will show that the t-deformed T -system is equivalent to (4.9). It suffices to show:
ǫ(Y
(i)
k,j,Y
(i)
k−1,j+2) + ǫ(Y
(i)
k,j,Y
(i)
k+1,j) = ǫ(Y
(i)
k,j,Y
(i)
k,j+2),(4.10)
ǫ(Y
(i)
k,j,Y
(i−1)
k,j+1) + ǫ(Y
(i)
k,j,Y
(i+1)
k,j+1) = −1 + ǫ(Y
(i)
k,j,Y
(i)
k,j+2).(4.11)
By an abuse of notation, let us denote Y
(i)
k,j := u(Y
(i)
k,j)(s) = ei⊗ (s
j+ sj+2+ · · ·+ sj+2(k−1))
(see (2.2) and Definition 4.3).
Y
(i)
k−1,j+2 +Y
(i)
k+1,j = ei ⊗
(
(sj+2 + · · ·+ sj+2+2(k−2)) + (sj + sj+2 + · · ·+ sj+2k)
)
= ei ⊗
(
(sj+2 + · · ·+ sj+2k−2 + sj+2k) + (sj + sj+2 + · · ·+ sj+2k−2)
)
= Y
(i)
k,j+2 +Y
(i)
k,j .
Then, using Definition 4.14, we compute:
ǫ(Y
(i)
k,j,Y
(i)
k−1,j+2) + ǫ(Y
(i)
k,j,Y
(i)
k+1,j) = (1⊗ s− 1⊗ s
−1)DY
(i)
k,j ·
(
Y
(i)
k−1,j+2 +Y
(i)
k+1,j
)
= (1⊗ s− 1⊗ s−1)DY
(i)
k,j ·
(
Y
(i)
k,j+2 +Y
(i)
k,j
)
= ǫ(Y
(i)
k,j,Y
(i)
k,j+2) + ǫ(Y
(i)
k,j,Y
(i)
k,j)︸ ︷︷ ︸
0
,
where ǫ(Y
(i)
k,j,Y
(i)
k,j) = 0 due to anti-commutativity of ǫ. This proves (4.10).
Notice that
(1⊗ s+ 1⊗ s−1)Y
(i)
k,j+1 = Y
(i)
k,j+2 +Y
(i)
k,j .
Then,
Y
(i−1)
k,j+1 +Y
(i+1)
k,j+1 = Y
(i−1)
k,j+1 +Y
(i+1)
k,j+1 − (1⊗ s+ 1⊗ s
−1)Y
(i)
k,j+1 + (Y
(i)
k,j+2 +Y
(i)
k,j)
= −(1 ⊗ s+ 1⊗ s−1 + A⊗ 1)Y
(i)
k,j+1 +Y
(i)
k,j+2 +Y
(i)
k,j
= −KY
(α)
k,j+1 +Y
(α)
k,j +Y
(α)
k,j+2 .
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Next,
ǫ(Y
(i)
k,j,Y
(i−1)
k,j+1) + ǫ(Y
(i)
k,j,Y
(i+1)
k,j+1) = (1⊗ s− 1⊗ s
−1)D(Y
(i)
k,j) ·
(
Y
(i−1)
k,j+1 +Y
(i+1)
k,j+1
)
= (1⊗ s− 1⊗ s−1)D(Y
(i)
k,j) ·
(
−K(Y
(i)
k,j+1) +Y
(i)
k,j +Y
(i)
k,j+2
)
= −(1 ⊗ s− 1⊗ s−1)Y
(i)
k,j ·Y
(i)
k,j+1 + ǫ(Y
(i)
k,j,Y
(i)
k,j)︸ ︷︷ ︸
0
+ǫ(Y
(i)
k,j,Y
(i)
k,j+2) ,
where
(1⊗ s− 1⊗ s−1)Y
(i)
k,j ·Y
(i)
k,j+1 =
[
(s−1 − s)(s−j + · · ·+ s−j−2k+2)(sj+1 + · · ·+ sj+2k−1)
]
0
=
[
(s−1 − s)s−j−k+1[k]ss
j+k[k]s
]
0
=
[
−s
1
s− s−1
(s2k − 2 + s−2k)
]
0
= 1
This concludes the proof of (4.11). 
4.1. Explicit proof of Condition II for type A1. The commutation matrix Λ can be
computed explicitly and Theorem 4.1 can be verified through direct computation. We will
work out the explicit description of Λ and the direct verification of Theorem 4.1 for the
case of type A1 now.
Definition 4.21. Given a matrix M = (mi,j)i∈I,j∈J for some index sets I and J (possibly
infinite), we can write M as a generating series M(z1, z2) =
∑
i∈I,j∈J mi,jz
i
1z
j
2, where z1, z2
are indeterminates keeping track of the indices of the matrix.
The quiver associated to the T -system of type A1 is as follows:
1 2 3 4 5
· · ·
k
Figure 9. The quiver ΓT , (k ∈ Z+)
The signed adjacency matrix of the quiver ΓT in Figure 9 is as follows:
(q, t)-CHARACTERS OF KR-MODULES OF TYPE Ar AS QUANTUM CLUSTER VARIABLES 41
B =

k 1 2 3 4 5 6 7 8 9 · · ·
1 0 1 0 0 0 0 0 0 0 · · ·
2 −1 0 −1 0 0 0 0 0 0 · · ·
3 0 1 0 1 0 0 0 0 0 · · ·
4 0 0 −1 0 −1 0 0 0 0 · · ·
5 0 0 0 1 0 1 0 0 0 · · ·
6 0 0 0 0 −1 0 −1 0 0 · · ·
7 0 0 0 0 0 1 0 1 0 · · ·
8 0 0 0 0 0 0 −1 0 −1 · · ·
9 0 0 0 0 0 0 0 1 0 · · ·
...
...
...
...
...
...
...
...
...
...
. . .

which can be written as:
B(z1, z2) = z1z2
z2 − z1
1 + z1z2
.
Recall that to each vertex k, we associate the KR-module Wk,l=(k)2−k (see Equation
(1.4)), and the commutation matrix Λ is given by:
Λ(k, k′) = 2ǫ(Yk,(k)2−k,Yk′,(k′)2−k′),
where Yk,j = YjYj+2 · · ·Yj+2k−2 (see Equation (2.2)), where we dropped the index i in Yi,j
since i can take exactly one value, and ǫ is from Definition 2.5. More precisely, we have:
ǫ(Yk,(k)2−k,Yk′,(k′)2−k′) = −
k−1∑
j=0
u˜(k)2−k+2j−1(Yk′,(k′)2−k′) +
k′−1∑
j=0
u˜(k′)2−k′+2j−1(Yk,(k)2−k),
where u˜j(m) ∈ R (j ∈ Z) is the unique solution of the system:
uj(m) = u˜j−1(m) + u˜j+1(m) ,
such that u˜j(m) = 0 for j sufficiently small (see Definition 2.3). Again, we dropped the
dependance on i and set ui,j(m) = uj(m).
Example 4.22. Consider m = Y1,0 = Y0. Then u˜1(m) = 1 and u˜j(m) = 0 for all j ≥ 1.
...
u4(m) = 0 = u˜5(m) + u˜7(m) = 0 + 0
u2(m) = 0 = u˜1(m) + u˜3(m) = 1 + 0
u0(m) = 1 = u˜−1(m) + u˜1(m) = 0 + 1
u−2(m) = 0 = u˜−3(m) + u˜−1(m) = 0 + 0
...
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Here, we must have u˜−1(m) = 0. Otherwise, u˜−2j−1(u) = 0 for all j ≥ 0, which contradicts
the condition u˜j(m) = 0 for j sufficiently small.
Example 4.23. When m = Y2,−2 = Y−2Y0, we can compute u˜−1(m) = 1 and u˜j(m) = 0
for all j 6= −1. Then,
ǫ(Y1,0,Y2,−2) = −u˜−1(Y−2Y0) + (u˜−3(Y0) + u˜−1(Y0)) = −1 + 0 = −1.
Example 4.24. When m = Y4,−4 = Y−4Y−2Y0Y2, we can compute u˜−3(m) = u˜1(m) = 1
and u˜j(m) = 0 for all j 6= −3, 1. Then,
ǫ(Y1,0,Y4,−4) = −u˜−1(Y−4Y−2Y0Y2) + (u˜−5(Y0) + u˜−3(Y0) + u˜−1(Y0) + u˜1(Y0)) = −0 + 1 = 1.
Similarly, the commutation matrix Λ can be computed and is given by:
Λ =

k 1 2 3 4 5 6 7 8 9 · · ·
1 0 −1 0 1 0 −1 0 1 0 · · ·
2 1 0 0 0 0 0 0 0 0 · · ·
3 0 0 0 −1 0 1 0 −1 0 · · ·
4 −1 0 1 0 0 0 0 0 0 · · ·
5 0 0 0 0 0 −1 0 1 0 · · ·
6 1 0 −1 0 1 0 0 0 0 · · ·
7 0 0 0 0 0 0 0 −1 0 · · ·
8 −1 0 1 0 −1 0 1 0 0 · · ·
9 0 0 0 0 0 0 0 0 0 · · ·
...
...
...
...
...
...
...
...
...
...
. . .

which can be written as:
Λ(z1, z2) =
z1z2(z1 − z2)
(1 + z1z2)(1 + z21)(1 + z
2
2)
.
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Then,
1
2
ΛB(z1, z2) = Resw
(
1
w
Λ(z1, w)B(
1
w
, z2)
)
= Resw
(
1
w
z1w(z1 − w)
(1 + wz1)(1 + z
2
1)(1 + w
2)
·
1
w
z2
z2 −
1
w
1 + z2
w
)
= Resw
(
1
w
z1z2(z1 − w)(wz2 − 1)
(1 + wz1)(1 + z21)(1 + w
2)(w + z2)
)
= −
z21z2
(1 + z21)z2
+
z1z2(z1 + z2)(−z
2
2 − 1)
(−z2)(1− z1z2)(1 + z21)(1 + z
2
2)
= −
z21
1 + z21
+
z1(z1 + z2)
(1− z1z2)(1 + z21)
=
−z21 + z
3
1z2 + z
2
1 + z1z2
(1− z1z2)(1 + z21)
=
z1z2
1− z1z2
= I(z1, z2)
5. Evolution in k-direction
We showed that Nakajima’s deformed T -system forms a quantum cluster algebra with
evolution in l-direction in T
(i)
k,l variables (equivalently in j-direction in χ
(i)
k,j variables). We
now show that the same deformed T -system is not a quantum cluster algebra with evolution
in k-direction. In particular, this shows that the quantum T -system is not compatible with
the quantum Q-system considered in [6].
By re-writing Nakajima’s t-deformed T -system of Theorem 2.8 so that the evolution is
in k-direction, we obtain:
χ
(i)
k+1,j ∗γ χ
(i)
k−1,j+2 = χ
(i)
k,j ∗γ χ
(i)
k,j+2 − t
−1χ
(i−1)
k,j+1 ∗γ χ
(i+1)
k,j+1 .
Notice that the negative sign on the right-hand side is not compatible with cluster algebra
interpretation, where the right-hand side expression must have exactly 2 positive contri-
butions. However, it is possible to renormalize χ
(i)
k,j’s such that the negative sign becomes
positive [5]. We call the resulting variables χ̂
(i)
k,j. The ensuing T -system of type A1 is as
follows:
χ̂k+1,j ∗γ χ̂k−1,j+2 = χ̂k,j ∗γ χ̂k,j+2 + t
−1,(5.1)
where we dropped the parameter i since it can have only one value.
The variables on the right-hand side of (5.1) must belong to the same cluster, and
therefore, must t-commute if (5.1) does form a quantum mutation. We will give a simple
counter example to this condition, which shows that (5.1) is not a quantum cluster algebra.
Example 5.1. Let g = sl2. We consider χ̂1,0 and χ̂1,2, which are both on the right-hand
side of (5.1). The values of these variables are given as follows:
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χ̂1,0 = χq,t(W
(1)
1,0 ) = Y1,0
0 1
Y −11,2
0 2
+ ; χ̂1,2 = χq,t(W
(1)
1,2 ) = Y1,2
−1 1
Y −11,4
−1 2
+
Their twisted product can be computed using Theorem 3.23, and is given by:
χ̂1,0 ∗γ χ̂1,2 = Y1,0Y1,2
−1 1
0 1
Y1,0Y
−1
1,4
−1 2
0 1
t−1 Y −11,2 Y1,2
−1 1
0 2
Y −11,2 Y
−1
1,4
−1 2
0 2
+ + +
Notice that the third term on the right-hand side forms a pair of column tableaux of regular
type with non-zero boundary term in γ. On the other hand,
χ̂1,2 ∗γ χ̂1,0 = Y1,2Y1,0
−1 1
0 1
Y −11,4 Y1,0
−1 2
0 1
t Y1,2Y
−1
1,2
−1 1
0 2
Y −11,4 Y
−1
1,2
−1 2
0 2
+ + +
We see that χ̂1,0 and χ̂1,2 do not t-commute.
6. Conclusion/Discussion
The Nakajima (q, t)-characters of KR-modules satisfy a deformed T -system, introduced
in [25], which is a t-deformed discrete dynamical system with 3 independent parameters:
i, k, j. In this thesis, we showed that this t-deformed T -system forms a quantum mutation
in a quantization of the T -system cluster algebra only when the direction of mutation is in
the l-parameter.
This result pertains to type A only. It is an open question whether the same holds for
other types, and in particular to type D. There are noticeable differences between types A
and D. For example, unlike the case in type A, the KR-modules of type D are reducible
as Uq(g)-modules. Also, the (q, t)-characters of the KR-modules are not identical to their
q-characters.
However, despite these differences, the proofs of Conditions II and III are applicable
to type D with minimal adjustments. The hard part is the proof of Condition I, the t-
commutativity of the fundamental cluster variables. The proof of Condition I is entirely
combinatorial and requires the knowledge of the (q, t)-characters of all the KR-modules
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in the fundamental cluster. Nakajima’s tableaux-sum notation exists for type D as well
(see [24]). However, it is combinatorially different from the type A case, and, therefore, all
the combinatorial structures introduced as part of the proof of Condition I will need to be
translated to the combinatorics of the type D.
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