The area of constrained clustering has been extensively explored by researchers and used by practitioners. Constrained clustering formulations exist for popular algorithms such as k-means, mixture models, and spectral clustering but have several limitations. We explore a deep learning formulation of constrained clustering and in particular explore how it can extend the field of constrained clustering. We show that our formulation can not only handle standard together/apart constraints without the well documented negative effects reported but can also model instance level constraints (level-of-difficulty), cluster level constraints (balancing cluster size) and triplet constraints. The first two are new ways for domain experts to enforce guidance whilst the later importantly allows generating ordering constraints from continuous side-information.
Introduction
Constrained clustering has a long history in machine learning with many standard algorithms being adapted to be constrained (Basu et al., 2008) including EM , K-Means (Wagstaff et al., 2001) and spectral methods (Wang & Davidson, 2010) . The addition of constraints generated from ground truth labels allows a semi-supervised setting to increase accuracy (Wagstaff et al., 2001) when measured against the ground truth labeling.
However, there are several limitations in these methods and one purpose of this paper is to explore how deep learning can make advances to the field beyond what other methods have. In particular we find that existing non-deep formulations of constrained clustering have the following limitations:
• Limited Constraints and Side Information. Constraints are limited to simple together/apart constraints typically generated from labels. In some domains, experts may more naturally give guidance at the cluster level or generate constraints from continuous side-information.
• Negative Effect of Constraints. For some algorithms though constraints improve performance when averaged over many constraint sets, individual constraint sets produce results worse than using no constraints (Davidson et al., 2006) . As practitioners typically have one constraint set their use can be "hit or miss".
• Intractability and Scalability Issues. Iterative algorithms that directly solve for clustering assignments run into problems of intractability (Davidson & Ravi, 2007) . Relaxed formulations (i.e. spectral methods (Lu & Carreira-Perpinan, 2008; Wang & Davidson, 2010) ) require solving a full rank eigen-decomposition problem which takes O(n 3 ).
• Assumption of Good Features. A core requirement is that good features or similarity function for complex data is already created.
Since deep learning is naturally scalable and able to find useful representations we focus algorithmically on the first and second challenges but experimentally explore the third and fourth. Though deep clustering with constraints has many potential benefits to overcome these limitations it is not without its challenges. Our major contributions in this paper are summarized as follows:
• We propose a deep constrained clustering formulation that cannot only encode standard together/apart constraints but new triplet constraints (which can be generated from continuous side information), instance difficulty constraints, and cluster level balancing constraints (see section 3).
• Deep constrained clustering overcomes a long term issue (Davidson et al., 2006) with constrained clustering of profound practical implications: overcoming the negative effects of individual constraint sets.
• We show how the benefits of deep learning such as scalability and end-to-end learning translate to our deep constrained clustering formulation. We achieve better clustering results than traditional constrained clustering methods (with features generated from an autoencoder) on challenging datasets (see Table 3 ).
Our paper is organized as follows. First, we introduce the related work in section 2. We then propose four forms of constraints and introduce how to train the clustering network with these constraints in section 3. Then we compare our approach to previous baselines and demonstrate the effectiveness of new types of constraints in section 4. Finally, we discuss the future work and conclude in section A.
Related Work
Constrained clustering is an important area in the research communities of machine learning. There is a large body of work on constrained clustering that takes into account the side information to improve the clustering performance (Wagstaff & Cardie, 2000; Wagstaff et al., 2001; Xing et al., 2003; Bilenko et al., 2004; Wang & Davidson, 2010) . Here the side information is typically labeled data which is used to generate pairwise together/apart constraints used to partially reveal the ground truth clustering to help the clustering algorithm. Such constraints are easy to encode in matrices and enforce in procedural algorithms though not with its challenges. In particular, it was shown (Davidson et al., 2006) performance improves with larger constraint sets when averaged over many constraint sets generated from the ground truth labeling. However, for a significant fraction (just not the majority) of these constraint sets performance is worse than using no constraint set.
Moreover, side information can exist in different forms beyond labels (i.e. continuous data) and domain experts can provide guidance beyond pairwise constraints. Some work in the supervised classification setting (Joachims, 2002; Schultz & Joachims, 2004; Schroff et al., 2015; Gress & Davidson, 2016) seek alternatives such as relative/triplet guidance but to our knowledge such information has not been explored in the non-hierarchical clustering setting. Complex constraints for hierarchical clustering have been explored (Bade & Nürnberger, 2008; Chatziafratis et al., 2018) but these are tightly limited to the hierarchical structure (i.e. x must be joined with y before z) and not directly translated to non-hierarchical (partitional) clustering.
Motivated by the success of deep neural networks in supervised learning, unsupervised deep learning approaches are now beginning exploring (Xie et al., 2016; Jiang et al., 2016; Yang et al., 2016a; Guo et al., 2017; Shaham et al., 2018) . There are approaches (Yang et al., 2016a; Shaham et al., 2018) which learn an encoding that is suitable for a clustering objective first and then applied an external clustering method. Our work builds upon the most direct setting (Xie et al., 2016; Guo et al., 2017) which encodes one selftraining objective and finds the clustering allocations for all instances within one neural network.
Most recently, the semi-supervised clustering networks with pairwise constraints have been explored: Work (Hsu & Kira, 2015) uses pairwise constraints to enforce small divergence between similar pairs while increasing the divergence between dissimilar pairs assignment probability distributions. However, this approach did not leverage the unlabeled data, which requires lot's of labeled data to achieve good results. Fogel et al. proposed an unsupervised clustering network (Fogel et al., 2018) by self-generating pairwise constraints from mutual KNN graph and extends it to semi-supervised clustering by using labeled connections queried from human. However, this method can't make out-of-sample predictions and requires user-defined parameters for generating constraints from mutual KNN graph. Their approach is also slower than us because they need to compute the whole pairwise similarity to build the neighbor's graph.
Deep Constrained Clustering Framework
Here we outline our proposed framework for deep constrained clustering. The reader can see training process for each type's of constraints in Appendix. As is the norm in the field we add constraints to an accepted clustering method. We first describe the deep embedded clustering framework (DEC (Xie et al., 2016) ) and then our extensions to handle constraints. Instance level pairwise constraints which allow encoding preferences of together and apart have been extensively studied (Basu et al., 2008) which we describe next. We then describe three new types of constraints that are fundamentally different from pairwise constraints. Instance difficulty constraints allow a domain scientist to specify which instances are challenging to clusters. Triplet constraints specify similarity amongst triples in that instance i is more similar to instance j than instance k. They are useful for generating constraints from continuous or ordinal side information such as age, income etc. Finally, we explore cardinality cluster level constraints that encode the preferred size of clusters. This type of information is useful in the semi-supervised setting since we typically cluster data points into as many clusters as there are labels and hence strong prior expectations of the cluster sizes are known.
Deep Embedded Clustering
We choose to apply our constraints formulation to the deep embedded clustering framework. Deep Embedded Clustering (DEC) (Xie et al., 2016) starts with pre-training an autoencoder (x i = g(f (x i )) but then removes the decoder. The remaining encoder (z i = f (x i )) is then fine-tuned by optimizing an objective which takes first z i and converts it to a soft allocation vector of length k which we term q i,j indicating the degree of belief instance i belongs to cluster j. Then q is self-trained on to produce p a unimodal "hard" allocation vector which allocates the instance to primarily only one cluster.
Conversion of z to Soft Cluster Allocation Vector. Soft assignment q ij is the similarity between embedded point z i and cluster centroid u j measured by Student's t-distribution (Maaten & Hinton, 2008) , the v is a constant as v = 1:
Conversion of Q To Hard Cluster Assignments P . The above normalized similarities between embedded points and centroids can be considered as soft cluster assignments Q. However, we desire a target distribution P that better resembles a hard allocation vector, p ij is defined as:
Loss Function. Then the algorithm's loss function is simply to minimize the distance between P and Q as follows.
The DEC framework requires the initial centroids given (µ) to calculate Q are representative. The initial centroids are set using k-means clustering. However, there is no guarantee that the clustering results over an auto-encoders embedding yield a good clustering. We believe that constraints can help overcome this issue which we test later.
Different Types of Constraints
To enhance the clustering performance and allow for more types of interactions between human and clustering models. We propose four types of guidance which are pairwise constraints, instance difficulty constraints, triplet constraints and global size constraints.
PAIRWISE CONSTRAINTS
Pairwise constraints are well studied and used in both clustering and ranking problems. They are capable of defining any ground truth set partitions, we also extend the DEC framework to work with pairwise constraints such as mustlink constraints and cannot-link constraints (Wagstaff et al., 2001) .
We encode the loss for must-link constraints set ML as:
Similarly loss for cannot-link constraints set CL is:
Intuitively speaking, the must-link loss prefers instances with same soft assignments and the cannot-link loss prefers the opposite cases. However, optimizing the must-link loss may run into issue of mapping all the points into same embedding space. To mitigate this problem, we add the reconstruction loss together with the must-link loss to prevent the learned embedding fall into trivial solution. The detail is introduced in the subsection 3.3.
INSTANCE DIFFICULTY CONSTRAINTS
As mentioned before, there is no guarantee of pulling samples near margins towards the "correct" cluster based on selfcrafted distribution P . There exist some instances which are hard to identify the real cluster, thus pushing the soft assignment of these instance towards "correct" cluster is not necessary. To counter these cases we propose a new type of constraint called instance difficulty constraints, intuitively this type of constraints will make the "easier" instances as dense as possible and leave the "harder" instances as they are in the latent feature space.
We encode user supervision with an n × 1 constraint vector M . Let M i ∈ [−1, 1] be an instance difficulty indicator, M i > 0 means the instance i is easy to be distinguished between others, M i = 0 means no extra difficulty information is provided and M i < 0 means instance i is hard to distinguish and prone to be an outlier. We initialize the constraint vector M as all zeros so that no difficulty supervision is provided. The loss function is formulated as:
The instance difficulty loss function aims to encourage the easier instances have sparse clustering assignments and also prevent the difficult instances having sparse clustering assignments, the absolute value of M i means confidence degree. This loss will help the model training process converge faster on easier instances and increase our model's robustness towards difficult instances.
TRIPLET CONSTRAINTS
Although pairwise constraints are capable of defining any ground truth set partitions, must-links are hard to get in some domains, especially when the clustering target attribute is in the continuous domain. Thus we seek triplet constraints, which is weaker constraints that indicate the relationship within a triplet.
Given an anchor instance a, positive instance p and negative instance n. The loss function for this triplet (a, p, n) can be represented as:
of d(q a , q b ) represents larger similarity between a and b.
The variable θ controls the gap distance between positive and negative instances. T works by pushing the positive instance's assignment closer to anchor's assignment and preventing negative instance's assignment being closer to anchor's assignment.
GLOBAL SIZE CONSTRAINTS
Experts may more naturally give guidance at a higher level but not just for several instances. We are motivated to provide global constraints which can satisfy human's need. We explore the global clustering size constraints, which means each cluster should have the same size. Denote the total number of clusters as k, total training instances number as n, the global size constraints loss function is as follows:
Our global constraints loss function works by minimizing the distance between expected cluster ratio and actual cluster ratio. The actual cluster ratio is calculated by averaging the soft-assignments. To guarantee the effectiveness of global size constraints, we need to assume that during our mini-batch training the batch size should be large enough comparing to the clusters number. Otherwise, the actual cluster ratio can't be well approximated and the training process won't converge.
Prevent Trivial Solution
Previous deep clustering method (Yang et al., 2016a) has shown one critical problem is how to avoid trivial solutions in this unsupervised task. In our framework the must-link constraints we mentioned before also faces this issue.Thus we combine the reconstruction loss with the must-link loss. Denote the encoding network as f (x) and decoding network as g(x), the reconstruction loss for instance x i is:
where is the least-square loss: (x, y) = ||x − y|| 2 .
Furthermore, DEC has an improved version as IDEC (Guo et al., 2017) which keeps the reconstruction branch with the clustering loss used in equation (3), we also follow the improvements and use IDEC as our base clustering method in following experiments.
Efficient Training Strategy

PARAMETER INITIALIZATION
We use the same initialization strategy as DEC/IDEC which uses a stacked denoising autoencoder's (SDAE) weights to initialize our network, the unsupervised representation learned by SDAE naturally facilitates the learning of clustering representations. K-means clustering is applied to the initial forward pass' latent embedding z, we calculate out the k initial centroids µ j where j = {1, ...k}.
TRAINING STRATEGY
We optimize our networks in two branches. The first branch is a combination of the default IDEC branch with the instance difficulty constraints or global size constraints. The IDEC branch consists of clustering loss C and reconstruction loss G , this part is purely unsupervised learning. The instance difficulty loss I can be treated as an addictive loss towards the IDEC branch which speeds up the learning on "easier" instances and improves model robustness regarding "difficult" instances. Moreover, we apply the global size constraints for all the training instances by concatenating G to IDEC branch.
Our second branch consists of pairwise or triplet constraints which includes supervised information, we split the total pairwise or triplet constraints into constraints batches which contain a list of pairs or triplets. During the mini-batch training, we run forward pass for all the instances in the constraints batch and update the network via backpropagating the corresponding loss. The whole network is optimized in an alternative way as one round for clustering branch and one round for pairwise/triplet constraints branch. The training procedure is summarized in Algorithm 1.
Algorithm 
Update network parameters based on total loss. end for for batch = 1 to N C do Calculate P via Eqn (4, 5) or T via Eqn (7). Update network parameters based on { P || T } . end for Forward pass to compute Z and S i = argmax j q ij . end for
Experiments
All data and code used to perform these experiments are available online (http://github.com/blueocean92) to help with reproducibility. In our experiments we aim to address the following questions:
• How does our end-to-end deep clustering approach using traditional constraints compare with traditional constrained clustering methods? The latter are given an auto-encoding representation.
• Are the new types of constraints we create for deep clustering method useful in practice?
• Is our end-to-end deep constrained clustering method more robust to the well known negative effects of constraints (Davidson et al., 2006) ?
Datasets
To study the performance and generality of different algorithms, we evaluate the proposed method on two image datasets and one text dataset:
MNIST: Consists of 70000 handwritten digits of 28-by-28 pixel size. The digits are centered and size-normalized in our experiments (LeCun et al., 1998) .
FASHION-MNIST:
A Zalando's article images-consisting of a training set of 60000 examples and a test set of 10000 examples. Each example is a 28-by-28 grayscale image, associated with a label from 10 classes. This dataset is more complicated than the MNIST (Xiao et al., 2017) .
REUTERS-10K:
This dataset contains English news stories labeled with a category tree (Lewis et al., 2004) . Following the DEC paper (Xie et al., 2016) , we used 4 root categories: corporate/industrial, government/social, markets and economics as labels and excluded all documents with multiple labels. We randomly sampled a subset of 10000 examples and computed TF-IDF features on the 2000 most frequent words.
Evaluation Metric
We adopt standard metrics for evaluating clustering performance which measure how close the clustering found is to the ground truth result. Specifically, we employ the following two metrics: normalized mutual information(NMI) (Strehl et al., 2000; Xu et al., 2003) and clustering accuracy(ACC) (Xu et al., 2003) . For data point x i , let l i and c i denote its true label and predicted cluster respectively. Let l = (l 1 , ...l n ) and similarity c = (c 1 , ...c n ). NMI is defined as:
where MI(l, c) denotes the mutual information between l and c, and H denotes their entropy. The ACC is defined as:
where m ranges over all possible one-to-one mappings between clusters and labels. The optimal assignment of m can be computed using the Kuhn-Munkres algorithm (Munkres, 1957) . Both metrics are commonly used in the clustering literature and with higher values indicating better clustering results. By using them together we get a better understanding of the effectiveness of the clustering algorithms.
Implementation and Experiment Results
IMPLEMENTATION
Basic Deep Clustering Implementation. To be comparable with DEC and Improved DEC, we set the encoder network as a fully connected multilayer perceptron with dimensions d − 500 − 500 − 2000 − 10 for all datasets, where d is the dimension of input data(features). The decoder network is a mirror of the encoder. All the internal layers are activated by ReLU (Nair & Hinton, 2010) nonlinearity function. For a fair comparison with baseline methods, we used the same greedy layer-wise pre-training strategy to calculate the auto-encoders embedding. To initialize clustering centroids, we run k-means with 20 restarts and select the best solution. We choose Adam optimizer with initiate learning rate 0.001 for all the experiments.
For pairwise constraints experiments. We randomly select pairs of instances and generate the corresponding pairwise constraints between them. To ensure transitivity we calculate the transitive closure overall must-linked instances and then generate entailed constraints from the cannot-link constraints (Davidson & Ravi, 2007) . Since our loss function for must-link constraints is combined with reconstruction loss, we use grid search and set the penalty weight for must-link as 0.1.
For instance difficulty constraints experiments.
To simulate human-guided instance difficulty constraints, we use k-means as a base learner and mark all the incorrect clustering assignments as difficult instances with confidence 0.1, we also mark the correct instances as easy instances with confidence 1. The reason we set different confidences is that the k-means learner is a weak learner, observing the visualization of generated instance difficulty constraints for MNIST in Figure 1 we can see the first row's instances are pretty easy but the second row's instances are not necessarily difficult. That's why we put low confidence in the generated difficult instance constraints. We also set the penalty weight for instance difficulty loss as 0.1 through all experiments.
For triplet constraints experiments. Triplet constraints are useful when continuous side information exists as there is no explicit category information to generate together/apart constraints. Triplet constraints can state that instance i is more similar to instance j than instance k. To simulate human guidance on triplet constraints, we randomly select n instances as anchors (i), for each anchor we randomly select two instances (j and k) based on the similarity between the anchor. The similarity is calculated as the euclidian distance d between two instances' trusted embedding. The trusted embedding is extracted from our deep clustering network trained with 100000 pairwise constraints. For different dataset, we set different distance thresholds to determine positive/negative instances. The thresholds are set to ensure human can distinguish between positive and negative instances. Figure 2 shows the generated triplets constraints. Through grid search we set the triplet loss margin θ = 0.1. Figure 2 . Examples of the generated triplet constraints for MNIST and Fashion. The three rows for each plot shows the anchor instances, positive instances and negative instances correspondingly.
For global size constraints experiments. We apply global size constraints to MNIST and Fashion datasets since they satisfy the balanced size assumptions. The total cluster number is set to 10. We set the penalty term for global constraints as 1 via validation.
EXPERIMENTS ON INSTANCE DIFFICULTY
In Table 1 , we report the average test performance of deep clustering framework without any constraints. In comparison, we report the average test performance of deep clustering framework with instance difficulty constraints in Table  2 . Note that the model learned with instance difficulty constraints outperforms the baseline method in all datasets, this shows the weak instance difficulty guidance can leverage the clustering results. To demonstrate the effectiveness of speeding up the learning process, we also show the number of epochs to train until converging. With instance difficulty guidance the model converges faster. Table 1 . The baseline results for our data sets using Improved DEC (Guo et al., 2017) averaged over 20 trials.
MNIST Fashon Reuters
Acc 0.8829 ± 0.0005 0.5874 ± 0.0008 0.7520 ± 0.0007 NMI 0.8612 ± 0.0009 0.6327 ± 0.0011 0.5416 ± 0.0173 Epoch 87.60 ± 12.53 77.20 ± 11.28 12.90 ± 2.03 Table 2 . Experiments using instance difficulty constraints (mean ± std) averaged over 20 trials. c.f. with baselines in Table 1 MNIST* Fashion* Reuters* Acc 0.9102 ± 0.0034 0.6217 ± 0.0006 0.7801 ± 0.0013 NMI 0.8808 ± 0.0014 0.6495 ± 0.0004 0.5602 ± 0.0021 Epoch 29.70 ± 4.25 47.60 ± 6.98 9.50 ± 1.80
EXPERIMENTS ON PAIRWISE CONSTRAINTS
We randomly generate 6000 pairs of constraints which are a small fractions of possible pairwise constraints for MNIST(2 * 10 −6 ), Fashion(2 * 10 −6 ) and Reuters(6 * 10 −5 ).
To better understand the contribution of pairwise constraints, we've tested our method with both auto-encoders features and raw data. As can be seen from Figure 3 : the clustering performance improves consistently as the constraint amount increases in both settings. Moreover, with just 6000 pairwise constraints the performance on Reuters and MNIST increased significantly especially for the setup with raw data. We also notice that learning with raw data in Fashion achieves a better result than using autoencoder's features. This shows that the autoencoder's features may not always be suitable for DEC's clustering objective. Overall we show pairwise constraints can help reshape the representation and improve the clustering results.
We also compare the results with recent work (Hsu & Kira, 2015) : our approach(autoencoders features) outperforms the best clustering accuracy reported for MNIST by a margin of 16.08%, 2.16% and 0.13% respectively for 6, 60 and 600 samples/class. Unfortunately we can't make a comparison with Fogel's algorithm (Fogel et al., 2018) due to the issue in their code repository.
Negative Effects of Constraints. Earlier work (Davidson et al., 2006) showed that for existing constrained clustering algorithms, that the addition of constraints on average helps clustering but many individual constraint sets can hurt performance in that it is less than using no constraints. Here we recreate these results even though these classic methods use auto-encoded representations. In Table 3 , we report the average performance with 3600 randomly generated pairwise constraints. For each dataset, we randomly generated 100 sets of constraints to test the negative effects of constraints (Davidson et al., 2006) . In each run, we fixed the random seed and the initial centroids for k-means based methods, for each method we compare its performance between constrained version to unconstrained version. We calculate the negative ratio which is the fraction of times that unconstrained version produced better results than the constrained version. As can be seen from the table, our proposed method achieves significant improvements than traditional constrained clustering algorithms (Wagstaff et al., 2001; Bilenko et al., 2004; Wang & Davidson, 2010) . Figure 4 shows the embedded representation of a random subset of instances and its corresponding pairwise constraints using t-SNE to the learned embedding z. Based on Figure 4 , we can see the autoencoders embedding is noisy and lot's of constraints are inconsistent based on the definition given (Davidson et al., 2006) . Further, we visualize the IDEC's latent embedding and find out the clusters are better separated. However, the inconsistent constraints still exist (blue lines across different clusters and redlines within a cluster), these constraints tend to have negative effects on traditional constrained clustering methods. Finally observed from our method's results we can see the clusters are well separated, the must-links are well satisfied(blue lines are within the same cluster) and cannot-links are well satisfied(red lines are across different clusters).
Combing the visualization with the performance evaluation results in Table 3 we show our model can counter "negative effects" described earlier (Davidson et al., 2006) efficiently via reshaping the latent space based on pairwise constraints. This result has profound practical significance as practitioners typically only have one constraint set to work with.
EXPERIMENTS ON TRIPLET CONSTRAINTS
We experimented on MNIST and FASHION datasets with triplet constraints. Figure 2 visualizes example triplet constraints (based on embedding similarity), note the positive instances are closer to anchors than negative instances.
In Figure 5 , we show the clustering Acc/NMI improves consistently as the number of constraints increasing. Comparing with Figure 3 we can find the pairwise constraints can bring slightly better improvements, that's because our triplets constraints are generated from a continuous domain and there is no exact together/apart information encoded in the constraints. Triplet constraints can be seen as a weaker but more general type of constraints.
EXPERIMENTS ON GLOBAL SIZE CONSTRAINTS
To test the effectiveness of our proposed global size constraints, we have experimented on MNIST and Fashion training set since they both require balanced cluster sizes (see Figure 6 ). Note that the ideal size for each cluster is 6000 (each data set has 10 classes), we can see that blue bars are more evenly distributed and closer to the ideal size.
We also evaluate the clustering performance with global constraints on MNIST (Acc:0.91, NMI:0.86) and Fashion (Acc:0.57, NMI:0.59). Comparing to the baselines in table 1 we find the performance improved slightly on MNIST but dropped slightly on Fashion.
Conclusion and Future Work
The area of constrained partitional clustering has a long history and is widely used. Constrained partitional clustering typically is mostly limited to simple pairwise together and apart constraints. In this paper, we show that deep clustering can be extended to a variety of fundamentally different constraint types including instance-level (specifying hardness), cluster level (specifying cluster sizes) and triplet-level. The latter allows generation of constraints from continuous side information which is explored in other fields but to our knowledge not in constrained clustering.
Our deep learning formulation was shown to advance the general field of constrained clustering in several ways. Firstly, it achieves better experimental performance than well-known k-means, mixture-model and spectral constrained clustering in both an academic setting and a practical setting. For the former on average (i.e. repeated over many constraint sets) our method outperforms standard methods by a large margin (see Table 3 ). For the later we show that our approach has little of the negative impact of constraints meaning that if a practitioner has just one constraint set (as they typically do), our method is far more likely to perform better than using no constraints.
Most importantly, we were able to show that our method achieves all of the above but still retains the benefits of deep learning such as scalability, out-of-sample predictions and end-to-end learning. We found that even though standard non-deep learning methods were given the same autoencoding representations of the data used to initialize our methods the deep constrained clustering was able to adapt these representations even further. Future work will explore new types of constraints, using multiple constraints at once and extensions to the clustering setting.
A. Appendix
A.1. General Network Structure
We first visualize the whole network structure(which includes all the types of constraints) for training which in the Figure 7 . In our current work we only explore one type of constraints at each run. Normal batch here means all the training instances and clustering batch means the instances within the list of pairwise constraints or triplet constraints. We visualize the prediction network structure in Figure 8 . Y is the output which are the same as soft assignments Q introduced in the paper. 
A.2. Learning with Instance/Global Constraints
We visualize the training process with instance difficulty constraints or global size constraints in the Figure 9 . As can be seen from the figure these two types of constraints are treated as addictive loss concatenating to the clustering loss. 
A.3. Learning with Pairwise/Triplet Constraints
We visualize the training process with pairwise constraints or triplet constraints in the Figure 10 . As can be seen from the figure we train on the same network with two branches alternatively, one branch for pure unsupervised loss and one branch for supervised loss (pairwise/triplet constraints). 
