Abstract. Assigning channels to cells in wireless networks is an NP-hard problem. There are different soft computing strategies are applied to solve fixed channel allocation with the interference constraints of the mobile network. This research focuses on applying the new genetic operators with the local search and heuristic strategies to obtain the near optimal solution. This hybrid evolutionary method is implemented on some of the benchmark instances. Near optimal solution is obtained in the minimal complexity and the results are found to be better than the existing methods.
Introduction
To increase the performance of wireless networks, the right assignment of frequencies or channels to the cells is to be performed. Based on the interference constraints of the mobile network, allocation should be done to maximize the network bandwidth efficiency. Fixing m channels to the n cells is the Fixed Channel Allocation Problem (FCAP), an NP-hard problem [1] , [2] , [3] . Fixing the channels to cells based on co-channel, adjacent channel and co-site channel constraints is a graph coloring problem. Several new strategies of coloring have been designed to solve large scale graphs to find the near optimal solution [5] , [6] , [7] , [8] , [9] . These new strategies are applied in this research to find the solution to FCAP. The mathematical model of channel allocation is defined in Section 2. The proposed hybrid evolutionary method is presented in Section 3. The simulation results of some of the benchmark instances with the comparison of existing methods are presented in Section 4; and the last Section 5 concludes this research.
Mathematical Model Formulation of FCAP
For the wireless network with m channels and n cells, FCAP is the constraint based minimization problem. The solution F is represented as the binary matrix Fjk such that its elements assume either 0 or 1.
The structure of F is defined in Fig. 1 . 
Hybrid Evolutionary Algorithm
The hybrid evolutionary algorithm with the new genetic operators and local search, heuristic strategies are presented in this section.
The genetic algorithm starts with the initial population, where the initial population is generated using the heuristics and recursive backtracking, (λ, μ) evolution strategies defined in [7] , [9] . The initial population is generated to satisfy the demand constraints. Then fitness proportionate selection is applied to select two better and one worst individual as defined in [5] . The selected parents are applied constraint crossover operation with the symmetry-breaking method defined in [8] . The crossover offspring are applied constraint mutation with the symmetry-breaking method defined in [8] . This procedure is repeated for fixed generations to obtain the near optimal solution by performing the elitism operation. The flowchart of this hybrid evolutionary method to solve FCAP is shown in Fig. 2 . The constraint based crossover and mutations are defined as follows: Algorithm Constraint-Crossover (i, j, n, m) // offspring i' and j' will be returned Apply the single parent crossover operation defined in [6] for the selected gene sequences i & j to optimize demand and co-site constraints; Apply the multi parent crossover operation for fixed iterations to fine tune the offspring; Return i' and j'; Algorithm Constraint-mutation (i', j', n, m) // offspring i'' and j'' will be returned Apply the mutation operation defined in [6] for the offspring i' & j' to optimize co-channel & adjacent channel constraints; Optimize the demand and co-site constraints for fixed number of iterations; Return i'' and j''; Theorem 1: The hybrid evolutionary algorithm achieves stochastic convergence. Proof: For any two sequences of genes i, j ϵ finite search space S, then j is reachable from i.
Since 0 < probability {j'' = (Constraint-crossover(j) & Constraint-mutation(j'))} < 1, clearly reachable condition is fulfilled. Also the population of gene sequences fulfills monotone property [5] , [6] . Hence the theorem. 
Simulation of Proposed Hybrid Evolutionary Method and Comparisons
This hybrid evolutionary method is simulated on some of the benchmark problems using Intel Xeon Workstation with 256 GB DDR3 in Windows 8 Professional OS under JDK 1.8.0 environment. The output performances and comparison with existing approaches [1] , [2] , [3] , [4] are presented here. The Frequency of Convergence (FOC) and fitness threshold for some of the benchmark instances are shown in Table 1 . The comparison with existing methods is shown in Table 2 . It has been experimentally observed that FOC reaches 100% for the defined fitness threshold values and the proposed method performs well than the existing methods to obtain the near optimal convergence. For the random graphs of problem [4] & [5] , 100% FOC threshold is obtained for the lower fitness thresholds. It shows that the hybrid genetic operators achieve stochastic convergence with reduced complexity. 
Conclusion
The hybrid constraint based genetic operators with local and recursive search strategies are designed and simulated on some of the FCAP's. The local and recursive backtracking, symmetric breaking and constraint based crossover and mutations significantly reduces the computational complexity to achieve probabilistic convergence. Simulation outcomes show that FOC reaches 100% for the lower fitness threshold values, and the proposed method performs well than the existing methods to obtain the near optimal convergence. For the random graphs of large sizes also, 100% FOC threshold is obtained for the lower fitness thresholds. It shows that the constraint genetic operators reach stochastic convergence with minimal complexity.
