We study the existence and the stability of periodic steady waves for a nonlinear model, the LugiatoLefever equation, arising in optics. Starting from a detailed description of the stability properties of constant solutions, we then focus on the periodic steady waves which bifurcate at the onset of Turing instability. Using a centre manifold reduction, we analyse these Turing bifurcations, and prove the existence of periodic steady waves. This approach also allows us to conclude on the nonlinear orbital stability of these waves for co-periodic perturbations, i.e. for periodic perturbations which have the same period as the wave. This stability result is completed by a spectral stability result for general bounded perturbations. In particular, this spectral analysis shows that instabilities are always due to co-periodic perturbations.
This article is part of the theme issue 'Stability of nonlinear waves and patterns and related topics'.
Introduction
We consider the Lugiato-Lefever equation 1) in which the unknown ψ is a complex-valued function depending upon the temporal variable t and the spatial variable x, the parameters α and β are real and F is a positive constant. This nonlinear Schrödinger-type equation with damping, detuning and driving has been derived in nonlinear optics by Lugiato & Lefever [1] . In this context, α represents the detuning parameter, F the driving term and β the dispersion parameter, which may be positive (normal dispersion) or negative (anomalous dispersion). Note that, upon rescaling x, we may take |β| = 1; hence β = 1 in the case of normal dispersion, and β = −1 in the case of anomalous dispersion. While intensively studied in the physics literature (e.g. [2] and references therein), there are relatively few rigorous mathematical studies of this equation. Of particular interest for the physical problem is the dynamical behaviour of periodic and localized steady waves. The underlying mathematical questions concern, in particular, the existence and the stability of these types of waves.
A first rigorous bifurcation analysis of stationary solutions of the Lugiato-Lefever equation (1.1) has been done in [3] in the case β < 0 and α < 2. For these particular parameter values, the Lugiato-Lefever equation possesses one constant solution which undergoes a Turing instability when its modulus is equal to 1 [1] . Local bifurcations are analysed by taking as bifurcation parameters the physical parameter α and the square modulus of the constant solution. Two approaches are presented: for the bifurcations of periodic steady waves, on the one hand, and for the bifurcations of localized steady waves, on the other hand. For the analysis of periodic waves, the Lugiato-Lefever equation (1.1) is treated as an infinite-dimensional dynamical system, in a phase space consisting of spatially periodic functions, and a centre manifold reduction is used for the analysis of local bifurcations. Several bifurcations of periodic steady waves are studied at the onset of Turing instability and in the parameter regime where the Turing instability is fully developed. In particular, by analysing the onset of Turing instability at α = 41/30, the results in [3] recover the supercritical and the subcritical bifurcations of periodic steady waves found in the physics literature for α < 41/30 and α > 41/30, respectively. Next, localized steady waves are constructed using a spatial dynamics approach, in which the steady Lugiato-Lefever equation
is written as a four-dimensional dynamical system by taking the spatial variable x as the evolutionary variable. Restricting to the same parameter values β < 0 and α < 2, the existence of localized solutions is proved close to the onset of Turing instability of the constant solution, for α > 41/30. A systematic study of local bifurcations for the steady equation (1.2) was done later in [4, 5] , for both cases β < 0 and β > 0. Starting from a formulation of the steady equation as a fourdimensional dynamical system, similar to the one used for localized waves in [3] , but taking now the physical parameters α and F as bifurcation parameters, the local bifurcations have been classified in [4] , and then studied in detail in [5] . Using normal forms and a centre manifold reduction, the existence of various types of solutions has been proved, including periodic waves, localized waves which are either asymptotically constant or decay to small periodic waves at infinity, and quasi-periodic waves. These results provide a very good description of the set of bounded solutions of (1.2), but their validity is restricted to parameter values which are close to the bifurcation points. Very recently, tools from global bifurcation theory have been used in [6] for the study of global bifurcations of periodic solutions of the steady equation (1.2). The existence of global branches of periodic solutions is shown using the classical bifurcation theorems of Crandall-Rabinowitz and Rabinowitz, and their shape and location in the parameter space are determined from a priori bounds for the steady equation and numerically.
The aim of this work is to initiate a systematic study of the stability of nonlinear steady waves of the Lugiato-Lefever equation (1.1), and in particular of periodic waves. The question of stability of the steady solutions found in the works mentioned above is widely open. So far, stability results have been obtained only for the periodic waves bifurcating at the onset of Turing instability in the case β < 0. The local bifurcation analysis in [3] shows that these waves are stable with respect to co-periodic perturbations if α < 41/30, when the bifurcation is supercritical, and unstable if 41/30 < α < 2, when the bifurcation is subcritical. This result, which holds for perturbations which are H 2 , has been extended to L 2 perturbations in [7] , using Strichartz estimates. We focus here on the periodic steady waves which bifurcate locally at the onset of instability of constant solutions. Our approach to the existence problem is similar to the one used in [3] for the analysis of periodic steady waves in the case β < 0 and α < 2. We treat the partial differential equation (1.1) as an infinite-dimensional dynamical system of the form
in which U(t) belongs to a phase space of spatially periodic functions, and use a centre manifold reduction for the analysis of local bifurcations. In contrast to [3] , we consider the cases of both anomalous dispersion, β = −1, and normal dispersion, β = 1, and systematically investigate the local bifurcations of periodic steady waves for all values of the physical parameters α and F. The starting point for our analysis is a detailed stability analysis of the constant solutions of (1.1), which are equilibria of the above dynamical system (see §2). As these solutions do not depend upon the spatial variable x, they can be computed explicitly by solving an algebraic equation, and their stability can be determined using a standard Fourier analysis. We detect two types of instabilities: the Turing instability mentioned above, in which the instability of the constant solution is due to non-trivial periodic perturbations (non-zero Fourier modes), and a zero-mode instability, in which the instability is due to constant perturbations (zero Fourier mode). While the expressions of the constant solutions and the types of instabilities do not depend upon β, the values of the parameters α and F at which these instabilities occur are different in the two cases β = −1 and β = 1. In our presentation, we focus on the first case (see § §2-4), and then only outline the differences which occur in the second case (see §5).
Next, we restrict ourselves to the onset of instability and analyse the local bifurcations of periodic steady waves (see §3). Note that these periodic waves are also equilibria of the dynamical system (1.3), as are the constant solutions. Relying upon a centre manifold reduction, we prove the existence of periodic steady waves in the case of the Turing instability. For β = −1, we recover the results known in the physical literature, and in particular the qualitative change of the type of bifurcation (super-or subcritical) which occurs at α = 41/30 and which was analysed in [3] . By contrast, for β = 1 we find a subcritical bifurcation only. In the case of the zero-mode instability, periodic steady waves exist as well [5] , but their existence cannot be obtained using the present approach (see §6). These periodic waves have periods which tend to infinity, as the parameters approach the bifurcation points, and such solutions are not captured by the dynamical formulation (1.3) in which the phase space is restricted to periodic solutions with fixed wavelengths.
The local bifurcation result showing the existence of periodic steady waves also allows us to conclude on the nonlinear stability, or instability, of these waves for perturbations which belong to the phase space of the dynamical system (1.3); hence, also for co-periodic perturbations which have the same period as the wave. The waves found in the supercritical bifurcations are stable, whereas the ones found in the subcritical bifurcations are unstable. By replacing this phase space with a space of periodic functions with periods which are integer multiples of the period of the wave, and using a centre manifold reduction again, we can extend this result and conclude on the stability, or instability, for subharmonic perturbations, i.e. periodic perturbations with periods equal to an integer multiple of the period of the wave. However, the local centre manifolds found in these phase spaces shrink to a point, as the integer multiples tend to infinity, so that we cannot conclude on the stability of a given periodic wave for all subharmonic perturbations (see §6).
For the stability analysis, we restrict ourselves to the question of spectral stability, but will consider general bounded, including localized, perturbations of the periodic steady wave (see §4). For such types of perturbations, the more difficult question of nonlinear stability, or instability, remains open. The spectral stability is determined by the location in the complex plane of the spectrum of the linear operator obtained by linearizing the dynamical system (1.3) at a periodic steady wave, and the choice of the function space depends upon the type of the perturbations. For bounded perturbations, the spectrum is continuous, and we use a Bloch-Floquet decomposition in order to reduce the question of finding this continuous spectrum to the simpler question of finding isolated eigenvalues of a family of operators with compact resolvent. Then we locate the potentially unstable eigenvalues using perturbation arguments for linear operators. Our main result shows that the periodic waves found in the supercritical bifurcations are also spectrally stable with respect to general bounded perturbations, whereas the ones found in the subcritical bifurcations are unstable, the instability being a direct consequence of their instability with respect to co-periodic perturbations.
Spectral stability of constant solutions
In this section, we recall the stability properties of the constant solutions of the Lugiato-Lefever equation (1.1) in the case of anomalous dispersion (β = −1).
Constant solutions ψ ∈ C of equation (1.1) satisfy the algebraic equation
Upon decomposing into real and imaginary parts, ψ = ψ r + iψ i , and setting ρ = |ψ| 2 = ψ 2 r + ψ 2 i , we obtain
For ρ > 0, the cubic polynomial on the left-hand side of (2.1) 3 is monotonously increasing when α √ 3, and has two positive critical points ρ + (α) < ρ − (α) when α > √ 3. Consequently, the Lugiato-Lefever equation possesses precisely one constant solution when α √ 3, for any
such that the Lugiato-Lefever equation possesses three constant solutions with ρ = ρ j , j = 1, 2, 3,
when F − (α) < F < F + (α), two distinct constant solutions when F = F ± (α), and one constant solution when
This result is summarized in figure 1 (see also [5] ). The spectral stability of these constant solutions is determined by the location in the complex plane of the spectrum of the linear operator obtained by linearizing the Lugiato-Lefever equation (1.1) at such a constant solution. For a constant solution ψ * = ψ * r + iψ * i as above, with modulus square ρ * , the right-hand side of the linearized Lugiato-Lefever equation
defines a linear operator of the form
where I represents the 2 × 2 identity matrix,
As A * is an operator with constant coefficients, with the Fourier ansatz (u(x), v(x)) = e ikx (u k , v k ), we find that its spectrum σ (A * ), in both the Hilbert space 
where A * (k) are the 2 × 2 matrices
and
A direct calculation then gives
For any k ∈ R, the sum of the two eigenvalues of A * (k) is equal to −2, so that their location in the complex plane depends upon the value of a(k). For a(k) > 1, the two eigenvalues are complex conjugated with real parts equal to −1, and −1 is a double eigenvalue when a(k) = 1. For a(k) < 1, the two eigenvalues are real and symmetric with respect to the line Reλ = −1: both eigenvalues are negative when 0 < a(k) < 1, 0 and −2 are eigenvalues when a(k) = 0, and one eigenvalue is negative and the other one positive when a(k) < 0. Consequently, the constant solution is spectrally stable if a(k) 0 for all k ∈ R, and unstable otherwise. A direct calculation then shows that the stability of the constant solution changes in the following two cases:
(i) for α < 2 and ρ * = 1, when a(k) is non-negative and vanishes for precisely two values k = ± √ 2 − α = 0 (Turing instability); in the parameter plane (α, F 2 ), this occurs along the parabola of equation
(ii) for α 2 and ρ * = ρ + (α), when a(k) is non-negative and vanishes at k = 0 (zero-mode instability); in the parameter plane (α, F 2 ), this occurs along the half curve
In figure 2 , we represent the shape of the largest real eigenvalue λ(k) in these two cases, and in figure 3 we summarize the stability properties of the constant solutions of the Lugiato-Lefever equation (1.1) . The properties at the endpoints of the intervals for α, which are not represented, follow from continuity arguments. Upon increasing α, at α = √ 3, ρ * = 1 becomes an inflection point on the branch of constant solutions which splits into the two critical points ρ * = ρ ± (α) Figure 2 . Shape of the largest eigenvalue λ(k) for k close to ± √ 2 − α in the case of the Turing instability (a) and for k close to 0 in the case of the zero-mode instability (b). (Online version in colour.) 
2 )/8. The shape of the largest eigenvalue λ(k) is given at the points where the solutions lose their stability and for the unstable solutions.
for α > √ 3. At α = 7/4, we have F 2 1 = F 2 − (α) and the onset of Turing instability F 2 = F 2 1 moves from the (α, F)-parameter region where the equation has one constant solution, F 2 < F 2 − (α), to the parameter region where the equation has three constant solutions,
, as α is increased above the value 7/4. At α = 2, we have F 2 1 = F 2 + (α) and the Turing instability reaches the constant solution ρ + (α), which is now double, and becomes a zero-mode instability for α 2.
Remark 2.1. The spectrum of the linear operator A * is symmetric with respect to the vertical line Reλ = −1 in the complex plane, due to its particular structure (2.2) in which the operators J and L * are skew-and self-adjoint, respectively, when acting in the Hilbert space These properties of the operators J and L * imply that the spectrum of the product operator J L * is symmetric with respect to the imaginary axis (e.g. [8] ), so that the spectrum of A * is symmetric to the vertical line Reλ = −1.
Bifurcations of periodic waves
In this section, we analyse the Turing bifurcation, which occurs for α < 2 and F 2 = (1 − α) 2 + 1 when ρ * = 1. We fix α < 2 and take as the bifurcation parameter
(a) Dynamical system For F 2 = F 2 1 + μ, we denote by ψ * μ = ψ * rμ + iψ * iμ and ρ * μ = |ψ * μ | 2 the constant solution of the Lugiato-Lefever equation (1.1) and its square modulus, respectively, given by (2.1). At μ = 0, we have the constant solution with modulus ρ * 0 = 1, at which the Turing instability occurs; according to the linear stability analysis in §2, λ = 0 is an eigenvalue of the corresponding linearized operator A * , with eigenmodes (
We therefore expect bifurcations of periodic solutions with wavenumbers ± √ 2 − α (see also remark 3.4), and hence look for solutions of the Lugiato-Lefever equation (1.1) close to the branch of constant solutions ψ * μ of the form
with u and v real-valued, 2π -periodic functions in y. The resulting equation is a system for the
in which A * μ is the linear operator
The nonlinear terms F (U, μ) are given by
where R 2 (·, ·, μ) is the bilinear map defined through
, and R 3 is the trilinear map satisfying
for U = (u, v) T . As phase space for the dynamical system (3.2), we choose the Hilbert space of 2π -periodic, square-integrable functions X = L 2 (0, 2π ) × L 2 (0, 2π ). In this space, the linear operator A * μ is closed with domain Y = H 2 (0, 2π ) × H 2 (0, 2π ), the linear operators J and L * μ are skewand self-adjoint, respectively, and the nonlinear map F (·, μ) is smooth in Y.
The dynamical system (3.2) possesses one discrete and one continuous symmetry, which will play an important role in our analysis. As a consequence of the invariance of the Lugiato-Lefever 1) under the reflection x → −x and under spatial translations x → x + a, a ∈ R, the dynamical system (3.2) is equivariant under the action of the reflection operator T and of the translation operators T a defined through
i.e. both A * μ and F (·, μ) commute with T and T a for any μ.
(b) Centre manifold reduction
With the choice of the phase space above, the linear operator A * μ has compact resolvent, since its domain Y is compactly embedded in X . Consequently, A * μ has a discrete spectrum, and the calculations in §2 imply that at μ = 0 the spectrum of A * 0 is given by
The eigenvalues λ ± (n) are either negative or have negative real parts when n = ±1, and λ + (±1) = 0. We can therefore decompose σ (A * 0 ) into a stable and a central spectrum,
for some δ > 0. Here 0 is a double semi-simple eigenvalue with associated eigenvectors
In order to apply the centre manifold theorem, we rewrite the dynamical system (3.2) in the form
where R 1 (·, μ) is the linear map
and J, R 2 , R 3 are defined as above. Upon checking the hypotheses of the centre manifold theorem [9, ch. 2, theorem 3.3], we conclude that the dynamical system (3.5) possesses a two-dimensional centre manifold,
which contains all sufficiently small bounded solutions of (3.5), for any μ sufficiently small. Here Ψ is a map of class C k , for any arbitrary but fixed k 2, defined in a neighbourhood of 0 in C × C × R, where C ×C = {(A,Ā) : A ∈ C}, and taking values in the spectral subspace X s associated with the stable spectrum σ s (A * 0 ) of the operator A * 0 . 
(c) Reduced equation
The dynamics on the centre manifold is governed by the reduced equation
in which f is a complex-valued map obtained by inserting the ansatz
into the dynamical system (3.5) and then projecting it onto the eigenvector ζ . This reduced equation captures the qualitative changes which occur in the dynamics of the full system (3.5) at the bifurcation point μ = 0. We summarize in the lemma below the properties of the reduced vector field f which are needed in our bifurcation analysis.
Lemma 3.1. For any μ sufficiently small, the vector field f in (3.6) has the following properties.
for any A sufficiently small.
(iii) The coefficients of the leading-order terms in the Taylor expansion of f ,
are given by
Proof. (i) This property follows from the fact that the map Ψ provided by the centre manifold theorem is of class C k .
(ii) Recall that the dynamical system (3.2) is equivariant under the action of the operators T and T a , a ∈ R. According to [9, §2.3.3] , these equivariances are inherited by the reduced equation (3.6), so that f satisfiesf
for any a ∈ R and A sufficiently small. Applying the result in [9, ch. 1, lemma 2.4], the second equality above implies that f is of the form (3.7) with g a complex-valued function, and then from the first equality above we conclude that g is a real-valued function. This proves the second property.
(iii) We compute the coefficient c 11 from the equality 8) in which λ 1 (μ) is the continuation of the eigenvalue 0 of the operator A * 0 for small μ, i.e. λ 1 (μ) is the largest eigenvalue of A * μ (e.g. [9, ch. 2, exercise 3.5]). According to the linear stability analysis in §2, λ 1 (μ) is a double eigenvalue and it is the largest root of the polynomial
in which 
The right-hand side in this equation can be computed from (3.9), and after some elementary calculations we find the formula of the coefficient c 11 in (iii). For the computation of the coefficient c 30 , we may set μ = 0 in the following calculations. Inserting the Taylor expansion of the reduction function Ψ ,
in system (3.5), for μ = 0, and collecting successively the terms of orders O(A 2 ), O(AĀ) and O(A 2Ā ) we obtain the equalities
Solving the first two linear equations, we obtain
, and by taking the scalar product of the third equality with an eigenvector ζ ad in the kernel of the adjoint operator (A * 0 ) ad satisfying ζ , ζ ad = 0, we obtain
We may slightly simplify the computation of the coefficient c 30 by taking ζ ad = J ζ 2 , so that
and observing that
Indeed, as J and L * 0 are skew-and self-adjoint operators, respectively, and J 2 = −I, we have that
which implies (3.10). Then a direct calculation gives
which together with the expressions of ζ , Ψ 11 and Ψ 20 gives the formula for c 30 in (iii), and completes the proof of the lemma. In the cases (ii) and (iii) we have
Going back to the Lugiato-Lefever equation (1.1), the equilibrium A = 0 of the reduced equation gives the constant solution ψ * μ in (2.1), whereas the circle of non-trivial equilibria A μ (φ) = r μ e iφ corresponds to a family of periodic stationary solutions in x. The positive solution A μ (0) = r μ gives an even periodic solution of the Lugiato-Lefever equation (1.1), with Taylor expansion
and, since the rotation invariance of the reduced system (3.6) is inherited from the translation invariance of the Lugiato-Lefever equation (1.1), the other equilibria on the circle correspond to translations in x of this even periodic solution. analysis to solutions of the Lugiato-Lefever equation which are even in x. The case α = 41/30, when the coefficient c 30 vanishes, has been analysed in [3] . Remark 3.4. The periodic stationary solutions found in this section have wavenumbers √ 2 − α. This bifurcation analysis can be extended to include periodic solutions with wavenumbers k close to √ 2 − α, by taking y = kx in (3.1) and performing the reduction procedure with two parameters, k close to √ 2 − α and μ small. The resulting reduced system will have the same form (3.6), with the difference that the vector field f will depend upon the additional small parameter ε = k − √ 2 − α. However, the properties of f will be similar to the ones in lemma 3.1 and the reduced dynamics can be studied in the same way.
Spectral stability analysis
In this section, we study the spectral stability with respect to localized, or bounded, perturbations of the periodic solutions found in §3. The bifurcation result in theorem 3.2 implies that the periodic solutions found for α < 41/30 (supercritical bifurcation) are stable, whereas those found for α > 41/30 (subcritical bifurcation) are unstable, for perturbations which belong to the space Y, i.e. for co-periodic perturbations (see §6). In particular, this implies that, for perturbations which are bounded or localized, the solutions found for α > 41/30 are also unstable, but leaves open the question of stability of the solutions found for α < 41/30.
(a) Linearized problem and Bloch operators
Consider the even periodic solution ψ μ (x) given by (3.11), for α < 2, F 2 = F 2 1 + μ, and μ sufficiently small as given in theorem 3.2. As for the bifurcation analysis, it is more convenient to work with 2π -periodic functions, and replace x by y = √ 2 − αx. Linearizing the Lugiato-Lefever equation (1.1) at ψ μ (x), and using the variable y instead of x, we obtain the linearized equation
where A μ is the linear operator
Here, the operator J is defined as before, and
, in which ψ rμ (y) and ψ iμ (y) represent the real and imaginary parts, respectively, of the periodic solution. According to (3.11), we have the expansions
where ψ * r and ψ * i are the real and imaginary parts, respectively, of the constant solution ψ * 0 , and ψ 1 = 3/F 1 |41 − 30α| 1/2 . The linear operator A μ is closed in both the Hilbert space L 2 (R) × L 2 (R) and the Banach space C b (R) × C b (R), as are the operators A * in §2, with dense domains
corresponds to localized perturbations of the periodic wave and the space C b (R) × C b (R) to bounded perturbations.
In contrast to the operator A * in §2, which has constant coefficients, the linear operator A μ is a differential operator with 2π -periodic coefficients. For the analysis of its spectrum, we therefore use a Floquet-Bloch decomposition, instead of Fourier analysis, which shows that its spectrum is the same in both spaces above, and that it is given by the union of the spectra of the Bloch 
where
) with the domain being the subspace of 2π -periodic functions H 2 per (0, 2π ) × H 2 per (0, 2π ), for γ ∈ (−1/2, 1/2] (e.g. [10, 11] ). The difference between the spectrum of the operator A μ when acting in
is that it is a purely essential spectrum in L 2 (R) × L 2 (R) and a continuous purely point spectrum in C b (R) × C b (R). By contrast, as the operators A γ ,μ have a compactly embedded domain, their resolvent is a compact operator, and therefore their spectrum is a purely point spectrum consisting of isolated eigenvalues with finite algebraic multiplicities. Our purpose now is to determine the spectrum of the Bloch operators A γ ,μ , for γ ∈ (−1/2, 1/2] and μ sufficiently small.
Note that the spectrum σ (A γ ,μ ) of A γ ,μ is symmetric with respect to the line Reλ = −1 in the complex plane, as is that of the operator A * in §2, since J and L γ ,μ are skew-and self-adjoint operators, respectively. In addition, the equalities
where the operator T in the last equality is the reflection operator defined in (3.3), imply that
(b) Spectral analysis of the Bloch operators
We analyse the spectra of the operators A γ ,μ in two steps: first for values of γ outside a fixed, but arbitrary, neighbourhood of 0 (lemma 4.1), and then for small γ (lemma 4.2). Proof. We use a perturbation argument in which we regard the operator A γ ,μ as a small perturbation of the operator A γ ,0 , which has constant coefficients. The spectrum of A γ ,0 is easily obtained from the linear stability analysis in §2, in which we restrict ourselves to the Fourier
The results in §2 also show that the two eigenvalues λ ± (n, γ ) are either negative or have negative real parts except for the eigenvalues λ + (±1, 0), which vanish. Consequently, for any γ 1 ∈ (0, 1/2), there exists δ 0 > 0, such that the spectrum of A γ ,0 satisfies
for any γ ∈ (−1/2, 1/2], |γ | > γ 1 . For small μ, the operator A γ ,μ is a bounded perturbation of the operator A γ ,0 with a uniform bound in γ of order O(|μ| 1/2 ). Consequently, for any δ > 0 and any γ ∈ (−1/2, 1/2], we have that
provided μ is sufficiently small. Together with the property (4.5) this proves the lemma. 
Lemma 4.2.
There exist positive constants γ 2 , μ 2 and δ 2 , such that, for any |γ | < γ 2 and |μ| < μ 2 , the spectrum of A γ ,μ decomposes into two disjoint subsets
with the following properties:
(ii) the set σ 0 (A γ ,μ ) consists of two simple and real eigenvalues λ 1,2 (γ , μ) with Taylor expansions
Proof. For small γ and μ, the operator A γ ,μ is a small relatively bounded perturbation of the operator A 0,0 . The latter operator is precisely the operator A * 0 considered in §3, for which we have the spectral decomposition (3.4). A standard perturbation argument then implies the spectral decomposition (4.6) for A γ ,μ , with property (i), and such that σ 0 (A γ ,μ ) consists of precisely two eigenvalues λ 1,2 (γ , μ), which are the continuation of the double eigenvalue 0 of A 0,0 , for sufficiently small γ and μ. It remains to compute the Taylor expansions of these eigenvalues in (ii).
The eigenvalues λ 1,2 (γ , μ), and their associated eigenvectors, may not have the same smoothness properties with respect to the parameters γ and μ as the operator A γ ,μ . By contrast, these smoothness properties are preserved by a suitably chosen basis {ζ 1 (γ , μ), ζ 2 (γ , μ)} of the spectral subspace of A γ ,μ associated with σ 0 (A γ ,μ ) and by the 2 × 2 matrix M(γ , μ) representing the action of A γ ,μ on this basis [12] . The matrix M(γ , μ) is determined by the equality
and its eigenvalues are precisely λ 1,2 (γ , μ). Consequently, we can compute the Taylor expansion of the eigenvalues λ 1,2 (γ , μ) from the Taylor expansion of the matrix M(γ , μ). For our purposes, it is enough to determine the Taylor expansion of M(γ , μ) up to order 2. The operator A γ ,μ depends smoothly upon γ and |μ| 1/2 , and we consider the expansion
in which the operators A ij are obtained explicitly from (4.2), and similarly we expand the vectors in the basis
for j = 1, 2, and the 2 × 2 matrix
in which we have to determine the vectors ζ jkl and the matrices M ij . At γ = μ = 0, the spectral subspace associated with σ 0 (A 0,0 ) is the two-dimensional kernel of the operator A 0,0 , so that M(0, 0) = 0, and we choose as the basis the even and odd real eigenvectors 8) which are the real and imaginary parts, respectively, of the vector ζ used for the bifurcation analysis in §3. With this choice of the terms of order O(1), the remaining terms in the expansions of ζ j (γ , μ), j = 1, 2, and M(γ , μ) are determined by equality (4.7), and can be computed successively, up to any order, by expanding this equality. However, the direct calculation of these terms is very long. Instead, we will use the symmetries (4.3), which will allow us to reduce the number of terms in these expansions, compute separately the matrices M(γ , 0) and M(0, μ), and only compute directly the terms of order O(|γ ||μ| 1/2 ). We point out that in the expansions of the eigenvectors it will be enough to compute the terms up to order 1. First, due to the symmetries (4.3), which are inherited by the matrix M(γ , μ), the elements on the main diagonal and on the antidiagonal of the matrix M(γ , μ) will be even real and odd purely imaginary in γ , respectively. Furthermore, the real and imaginary parts of the vectors ζ 1 (γ , μ) and ζ 2 (γ , μ) will be even and odd in γ , respectively, and have opposite parities in y: the real part of ζ 1 (γ , μ) and the imaginary part of ζ 2 (γ , μ) are even functions in y, whereas the imaginary part of ζ 1 (γ , μ) and the real part of ζ 2 (γ , μ) are odd functions in y.
Next, for μ = 0, the operator A γ ,0 has constant coefficients, so that we can explicitly compute the basis and the matrix M(γ , 0). According to (4.4), the two eigenvalues of A γ ,0 in σ 0 (A γ ,0 ) are
and a direct calculation gives the associated eigenvectors
The vectors ζ 1,2 (γ , 0) are a linear combination of ζ ± (γ ), and taking into account equalities (4.8) we obtain
The matrix associated with this basis is
For γ = 0, the symmetries of the matrix
so that ζ 1 (0, μ) and ζ 2 (0, μ) are eigenvectors associated with the eigenvalues λ 1 (0, μ) and λ 2 (0, μ), respectively. Owing to the translation invariance of the Lugiato-Lefever equation, the derivative (ψ rμ (y), ψ iμ (y)) of the periodic wave, which is an odd function, belongs to the kernel of the operator A 0,μ . Consequently, (ψ rμ (y), ψ iμ (y)) is proportional to the odd eigenvector,
and the corresponding eigenvalue vanishes, λ 2 (0, μ) = 0. For the computation of the eigenvalue λ 1 (0, μ), we use the centre manifold constructed in §3. The key observation is that the linear operator A 0,μ coincides with the linear operator obtained by linearizing the dynamical system (3.5) at the periodic wave (ψ rμ (y), ψ iμ (y)). As the centre manifold is locally invariant for the flow of the dynamical system (3.5), the two eigenvalues λ 1 (0, μ) and λ 2 (0, μ) are the two eigenvalues of the 2 × 2 matrix obtained by linearizing the reduced system (3.6) at the real equilibrium r μ , which corresponds to the even periodic wave. A direct computation gives
Summarizing the above results, we conclude that
in which it remains to determine the real constants c 1 and c 2 . Inserting the expansions of A γ ,μ , ζ j (γ , μ), j = 1, 2, and M(γ , μ) into the equality (4.7), we find successively at orders
and O(|γ ||μ| 1/2 ) the equalities
11)
A 00 ζ j10 + A 10 ζ j00 = 0, j = 1, 2, (4.12) As the operator A 00 has a two-dimensional kernel, it is not invertible so that the right-hand side F must satisfy a solvability condition. The coefficients c 1 and c 2 are determined from the solvability conditions for equations (4.14) and (4.15). Equalities (4.11) hold as the vectors ζ j00 , j = 1, 2, belong to the kernel of A 00 , and the calculation of M(γ , 0) above implies that equalities (4.12) hold with ζ j10 , j = 1, 2, given by (4.9) and (4.10). It turns out that we do not need to explicitly compute the other terms in the expansions of the vectors ζ j (γ , μ), but only determine their Fourier modes in y. The key observation is that equation (4.16) has a unique solution, up to an element in the kernel of A 00 , when the right-hand side F contains terms with Fourier modes n = ±1 only. Indeed, as A 00 is a differential operator with constant coefficients its action preserves the Fourier modes, and as the vectors ζ j00 , j = 1, 2, in its kernel have Fourier modes ±1 its restriction to the subspace of periodic functions with Fourier modes n = ±1 is an invertible operator. A direct calculation gives 
which implies the expansions of the eigenvalues in (ii), and completes the proof of the lemma.
(c) Spectral stability and instability
The results in lemmas 4.1 and 4.2 and the connection between the spectra of the operator A μ and of the Bloch operators A γ ,μ imply that the periodic waves are stable with respect to general bounded perturbations in the case α < 41/30 (supercritical bifurcation) and unstable in the case α > 41/30 (subcritical bifurcation). The instability is due to the eigenvalue λ 1 (0, μ) of the operator A 0,μ , which is positive in this case, as μ < 0. This recovers the instability result for co-periodic perturbations already found in theorem 3.2, on the one hand, and implies that λ 1 (γ , μ) is positive for sufficiently small γ , thus the periodic wave is also unstable for periodic perturbations with nearby periods, on the other hand. For localized and bounded perturbations, this leads to an instability interval (0, λ 1 (0, μ)] in the spectrum of the operator A μ . More precisely, we have the following result. 
The case of normal dispersion
In this section, we consider the Lugiato-Lefever equation (1.1) in the case β = 1 of normal dispersion. The key difference from the case β = −1 of anomalous dispersion occurs in the linear stability analysis of constant solutions, which now have different stability properties. As a consequence, periodic waves will bifurcate at different parameter values, but the bifurcation analysis in §3 and the stability analysis in §4 stay the same, including computations.
(a) Constant solutions
In the cases of both normal and anomalous dispersion, the constant solutions of the LugiatoLefever equation (1.1) are the same ( figure 1 ). The first difference between the two cases arises in the linear stability analysis of these constant solutions. with modulus square ρ * , the linear operator A * has the same form (2.2), but the linear operator L * changes, the terms ∂ 2 x now having a coefficient −1,
Then the sign of the coefficient of k 2 changes in L * (k) and in the formula of a(k) in the spectrum of the linear operator A * , σ (A * ) = {λ ∈ C :
This implies a change in the stability properties of the constant solutions, which are summarized in figure 5 . A Turing instability occurs now for α > 2, ρ * = 1 and F 2 = (1 − α) 2 + 1, for wavenumbers k = ± √ α − 2, and a zero-mode instability occurs for α >
(b) Periodic waves
As in §3, we consider the onset of Turing instability, which occurs in this case for α > 2 but the other values the same, ρ * = 1 and
We fix α > 2, take as the bifurcation parameter F 2 = F 2 1 + μ, and denote by ψ * μ = ψ * rμ + iψ * iμ and ρ * μ = |ψ * μ | 2 the corresponding constant solution of the Lugiato-Lefever equation (1.1) and its square modulus, respectively, given by (2.1).
In this case, the Turing instability occurs for modes k = ± √ α − 2. We therefore look for solutions of the Lugiato-Lefever equation (1.1) close to the branch of constant solutions ψ * μ of the form
Inserting this ansatz into the Lugiato-Lefever equation (1.1), we obtain exactly the same equation (3.2) as in the case of anomalous dispersion. As the constant solutions are the same in the two cases, the only difference could occur for the coefficient of the term ∂ 2 y in the formula of the linear operator L * μ . But since y = √ α − 2x in this case, instead of y = √ 2 − αx in the case of anomalous dispersion, this coefficient is also the same. Consequently, all arguments, including computations, in §3 remain valid, with the only difference being that now α > 2. This implies that in this case the reduced system (3.6) undergoes a subcritical steady bifurcation with O(2) symmetry with properties (iii) and (iv) in theorem 3.2.
The stability analysis in §4 is also the same. For the same reason as above, the linear operator A μ in (4.1) does not change, and we conclude that the periodic waves are unstable with the properties in theorem 4.3(ii). We summarize these results in the following theorem. 
Discussion
We conclude with a brief discussion of the nonlinear stability problem and of the local bifurcations which occur at the onset of zero-mode instability.
(a) Nonlinear stability: co-periodic and subharmonic perturbations
Besides showing the existence of periodic waves, the local bifurcation result in theorem 3.2 also implies their nonlinear stability with respect to perturbations which belong to the domain Y of the linear operator A * μ in the dynamical system (3.2), i.e. for co-periodic perturbations which are H 2 .
As at the bifurcation point μ = 0 the operator A * 0 does not have an unstable spectrum the leadingorder dynamics is given by the behaviour of the solutions on the centre manifold. Therefore, the bifurcating periodic waves, which correspond to the circle of equilibria on the centre manifold, are unstable in the subcritical bifurcation, whereas they are stable in the supercritical bifurcation. In this latter case, for initial data ψ(x, 0) = ψ μ (x) + φ 0 (x), sufficiently close to a periodic wave ψ μ (x), the solution ψ(x, t) of the Lugiato-Lefever equation converges to a translated periodic wave ψ μ (x + a), for some a ∈ R, ψ(·, t) − ψ μ (· + a) H 2 per → 0, as t → ∞.
The decay rate is given by the convergence rate towards the equilibria on the centre manifold, hence it is slowly exponential, O(e −dμ ), for some d > 0. This result, which holds for co-periodic perturbations, can be extended to subharmonic perturbations by enlarging the phase space X = L 2 (0, 2π ) × L 2 (0, 2π ) of 2π -periodic functions to the phase space X N = L 2 (0, 2π N) × L 2 (0, 2π N) of 2π N-periodic functions, for some arbitrary, but fixed, N. The key difference is that now the spectrum of the operator A * 0 possesses additional eigenvalues,
These additional eigenvalues have negative real parts, so that the spectral decomposition (3.4) still holds, but with a constant δ N → 0, as N → ∞, and 0 remains a double semi-simple eigenvalue with the same associated eigenvectors ζ and ζ which belong to X ⊂ X N . As X is an invariant subspace for the dynamics of (3.2), the resulting centre manifold lies in X and the reduced dynamics is described by the same reduced system (3.6). Consequently, the result in theorem 3.2 holds in X N , implying in particular the stability of the periodic waves with respect to subharmonic perturbations. However, this result is not uniform in N, because the spectral gap in the decomposition (3.4) tends to 0, as N → ∞. For a given periodic wave ψ * μ , we can therefore conclude on the stability for a finite number of integers N only. A stability result which holds for arbitrary values N would allow us to conclude on stability, at least spectrally, with respect to general bounded perturbations, but such a result cannot be obtained using the centre manifold approach in §3. The spectral analysis in §4 shows the spectral stability for localized and bounded perturbations, but leaves open the question of nonlinear stability.
(b) Zero-mode instability
The local bifurcations induced by the zero-mode instability of the constant solutions found in §2 can be analysed using the same approach as in §3. Focusing on parameter values close to zeromode instability, the Lugiato-Lefever equation is written as a dynamical system of the form (3.2) in the same way, and we may take as the phase space L 2 (0, L) × L 2 (0, L), for any arbitrary, but fixed, L, hence considering functions which are L-periodic in the spatial variable x. With this choice, the corresponding linear operator has a purely point spectrum, again, which lies in the open left half complex plane, except for 0, which is now a simple eigenvalue. Applying the centre manifold theorem, we obtain a one-dimensional manifold on which the dynamics is governed by a scalar ordinary differential equation. However, as the eigenvector associated with the simple eigenvalue 0 is a constant function, and as the subspace of constant functions is invariant for the dynamics of (3.2), the centre manifold lies in this subspace and the only bifurcating solutions found in this way are the constant solutions of (1.1). We point out that in this approach we cannot replace the phase space L 2 (0, L) × L 2 (0, L) by a space of functions defined on the real line, e.g. L 2 (R) × L 2 (R), because with such a choice the linear operator A * 0 has a continuous spectrum and no spectral gap, allowing us to use the centre manifold reduction.
As mentioned in the Introduction, an alternative approach for the existence problem is the spatial dynamics approach used in [5] . In the setting from [5] , this zero-mode instability corresponds to a reversible 0 2 -bifurcation, in which bounded stationary solutions which are localized or periodic bifurcate. The Turing instability studied in §3 corresponds to a reversible 1 : 1-resonance, or (iω) 2 -bifurcation, and, besides periodic solutions, localized and quasi-periodic solutions bifurcate in this case, as well. While this spatial dynamics approach provides a very detailed description of the set of bounded solutions, with no restriction to periodic waves, it does not give any information about the stability of these solutions, which is an open problem.
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