We construct clustered spots for the following FitzHugh-Nagumo system:
Introduction
In this paper, we study the steady-states for the FitzHugh-Nagumo system [14] , [22] . This is a two-variable reaction-diffusion system derived from the Hodgkin-Huxley model for nerve-impulse propagation [18] . In a suitably rescaled fashion it can be written as follows: In this paper, we consider steady-states of (FN), namely we study the following elliptic system: ⎧ ⎪ ⎪ ⎨ ⎪ ⎪ ⎩ This is the final form of the system which we will study in the rest of the paper.
In the investigation of the system (1.1) we make use of the fact that it arises as the Euler-Lagrange equation to the energy functional E : for r large, where A N > 0 is a generic constant.
For the uniqueness of problem (1.5), we refer to [2] , [4] and [29] . Furthermore, w is nondegenerate, i.e., Kernel (∆ − 1 + f (w)) = span ∂w ∂y 1 , ..., ∂w ∂y N .
(1.7)
We denote the energy of w as [34] , [35] , [36] ).
Note that our regime 0 < β 2 = γδ < a is complementary to [36] and the references thererein and so a different behavior is expected. Our results show that this is actually the case.
Many of the existence results are analogies of the results for the scalar case δ = 0 in [3] . However, numerical results in one and two-dimensional domains of Sweers and Troy [32] suggest that problem (1.1) admits a rich solution structure. In this regard, the papers [36] and [8] show very interesting behavior of minimizers of (1.1) which are completely different from the single equation case [3] . The system (1.1) with Neumann boundary conditions has been studied in [27] , [28] , and [30] . Certain spot-like solutions have been constructed in [31] .
Recently (multi)peaks in the interior and near the boundary have been constructed for the Dirichlet case [9] .
Multipeaks for the Neumann problem have been derived in [10] . Clusters for the Neumann problem have been constructed in [11] .
In this study, we introduce a new type of spot-like solution, namely a cluster. More precisely, we rigorously construct a solution of (1.2) which for a given positive integer K is concentrated in K spots for , δ small enough.
Further, these spots converge to the same point in the limit , δ → 0. This is new for the FitzHugh-Nagumo system. It shows that the solutions of (1.2) have a rich structure.
They are derived by the so-called "localized energy method" based on Liapunov-Schmidt reduction and variational techniques. This poses a restriction on the location of the spots. Namely, we prove the existence of clusters whose limiting spot locations satisfy the following conditions:
(1) the center of the cluster approaches a hotspot point of Ω, (2) the rescaled cluster (by making the minimum distance between spots to 1) approaches an optimal configuration of the following geometric problem in R 2 :
with shortest distance 1, find the optimal configuration which minimizes
We denote the minimum in (*) by m(K).
We remark that, using the same method, also solutions with multiple (separated) spots or clusters can be constructed. To keep notation and proofs simple, we restrict ourselves to the single-cluster case.
Note that for δ = 0 the system (1.1) decouples. The first equation of (1.1) for δ = 0 becomes 9) which has been studied by numerous authors. It is known that this equation has interior spike solutions, see [5] , [7] , [26] , [25] , [37] . It is also known that there are no clusters to (1.9) with the Dirichlet boundary condition.
However, if we replace in (1.9) the Dirichlet by the Neumann boundary condition then there are cluster solutions with spikes at the boundary, [6] , [17] . In the present paper we show that interior clusters do occur for a coupled elliptic system even with the Dirichlet boundary condition.
We now state our main assumptions. We first assume that N = 2. 
We decompose
where H(Q, x) is the regular part which is C 2 in Ω and
We denote by H(Q) := H(Q, Q) the Robin function. Let H 0 be the minimal value of H(Q). The set
} is called the set of hotspots of Ω. For the properties of hot-spots, we refer to [1] .
The main result of this paper is stated as follows: (2) the center of the cluster
Remarks: 1. In the same way one can prove the existence of multiple clusters at the maximum of
where
We omit the details. Let us now summarize the proof of Theorem 1.1.
We define a configuration space:
(1.14)
Theorem 1.1 is proved by the so-called " localized energy method", a combination of the Liapunov-Schmidt reduction method and the variational principle. The Liapunov-Schmidt reduction method has been introduced and used in a lot of papers. See [16] , [38] and the references therein. A combination of the Liapunov-Schmidt reduction method and the variational principle was used in [2] , [8] , [6] , [16] , and [17] . We shall follow the procedure in [16] . This enables us to reduce the energy E δ to finite dimensions. Then local maxima for the reduced energy are found by maximizing E δ over Γ and showing that this maximum actually belongs to the interior of Γ.
As far was we know, this is the first study on steady-state clusters for reaction-diffusions in the interior of a higher-dimensional bounded domain. For clusters which are supported by the boundary see [6] , [17] . The one-dimensional case has been solved in [39] for the Gierer-Meinhardt system. Cluster ground states for the Gierer-Meinhardt system in the whole R 2 have been constructed in [13] .
Let us now give an outline of the paper. In Section 2 we study the geometric problem (*). In Section 3 we derive the key energy estimates. In Section 4 we reduce the problem to finite dimensions by the Liapunov-Schmidt reduction method. In Section 5, we compute the reduced energy and show that a critical point for the reduced energy gives rise to a solution to (1.2). In Section 6 we solve the reduced problem by energy maximization in the set Γ defined in (1.14) and derive Theorem 1.1.
Throughout this paper, the constants c 1 , c 2 , ... are generic constants depending on N and w only.
We write
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Optimal Configurations For Problem (*)
Since problem (*) plays an important role in the formation of the cluster, we study the properties of (*) in this section.
To begin with, let us fix K points (Q 1 , ..., Q K ) ∈ R 2K and define
Then Problem (*) can be restated as the following minimization problem:
The task is to determine this number m(K) and also characterize the configurations for which such an optimal number is achieved.
We state the following simple lemma.
Lemma 2.1 The minimum in problem (2.3) is always attained by some optimal configuration.
Proof: Let Q n 1 , ..., Q n K be a minimizing sequence. Without loss of generality, we may assume that |Q We know m(3) = 0 which is attained by a regular triangle. m(4) = 1 2 log 3 and m(4) is attained by two equal triangles with a common side. In general, it is difficult to find the number m(K). This is an interesting geometric problem.
Key Energy Estimates
In this section, we derive some key energy estimates.
Let w be the ground state solution defined in (1.5). For z ∈ R 2 let Ψ(z) be defined as
Then it is easy to see that
We denote the center of Q asQ =
Without loss of generality, we may assume that 0 ∈ Ω and let
We define
where χ(x) is a smooth cut-off function such that χ(
There is a better way of changing the function w to a function with Dirichlet boundary condition (and which gives a better error estimate) than using this cutoff, namely by defining a suitable projection as in [25] . By our choice of δ in (1.10), this estimate is not part of the main terms in our problem and to keep the presentation simple we choose the cutoff.
For |z| < κ (κ > 0 small enough), we compute
The following lemma is an easy consequence of Lebesgue's Dominated Convergence Theorem.
be radially symmetric and satisfy for some
From Lemma 3.1, we then have the following estimate.
Lemma 3.2 It holds that
Moreover, the function
Let us set
by (1.14).
Using the previous results we will prove the next lemma which is the key energy estimate.
Lemma 3.3 For any
Proof: We compute
For I 1 , we compute using Lemma 3.2 in the case K = 2
For K = 3, 4, ... the proof is similar. See the proof of Lemma 2.6 of [15] . We get
By (3.9) and (1.10), we have
For I 2 , we calculate, using (3.5),
Note that for (
So we obtain
Summarizing the results for I 1 and I 2 , the proof is finished.
Our last lemma contains the estimates for the error
Proof: For the local term, we have
See the proof of Lemma 3.3 in [16] .
For the nonlocal term, we have from (3.5) that
We now introduce the functional-analytic framework. For u, v ∈ H 1 0 (Ω ), we equip it with the following scalar product:
Then orthogonality to the function
(Ω ) is equivalent to orthogonality to the function
in L 2 (Ω ) equipped with the usual scalar product
This section is devoted to the study of the following system in (φ, β):
To this end, we introduce the following norm for a function defined on Ω :
We first consider a linear problem: h ∈ L ∞ (Ω ) being given, find a function φ satisfying
for some real constants β i,j .
The following Lemma provides an a priori estimate for (4.7) .
Lemma 4.1 Let (φ, β) satisfy (4.7). Then for sufficiently small, we have
Proof: We prove it by contradiction. Suppose not. Then there exists a sequence k → 0 and a sequence of functions φ k satisfying (4.7) such that the following holds:
For simplicity of notation, we drop the dependence on k.
Multiplying (4.7) by
and integrating over Ω , we obtain that
Hence we obtain that
Note also that
Therefore we have
By the Maximum Principle, φ ∞ = o(1). A contradiction.
Next we consider the existence problem for (4.7).
Lemma 4.2 There exists an
, there exists a unique pair (φ, β) such that the following hold:
Moreover, we have
Proof: The existence follows from Fredholm's alternative. To this end, let
Observe that φ solves (4.14) and (4.15) if and only if φ ∈ H 1 (Ω ) satisfies
This equation can be rewritten in the following form
where S is a linear compact operator form H to H ,h ∈ H and φ ∈ H.
Using Fredholm's alternative, to show equation (4.17) has a uniquely solvable solution for eachh, it is enough to show that the equation has a unique solution forh = 0. To this end, we assume the contrary. That is, there
From (4.18), it is easy to see that φ ∞ < +∞. So without loss of generality, we may assume that φ ∞ = 1 .
But then this contradicts to (4.8).
Finally, we solve (4.5) for (φ, β). The following is the main result of this section. 
Proof: We write (4.5) in the following form:
and use contraction mapping theorem. Here N [φ] is given by
It is easy to see that 
and hence A [φ] ∈ B. Moreover, we also have that The continuity of φ ,Q , β (Q)) follows from the uniqueness of (φ ,Q , β (Q)) and the continuity of w ,i ,
The last lemma shows the C 1 -smoothness of φ ,Q .
Lemma 4.4
The map Q :Γ → φ ,Q is actually C 1 .
Proof:
Consider the following map H :
The equations (4.5) are equivalent to H[Q, φ, β] = 0. We know that, given Q ∈Γ, there is a unique local solution (φ ,Q , β (Q)) obtained with the above procedure. We prove that the linear operator
is invertible for small. Then the C 1 -regularity of s → φ ,Q follows from the Implicit Function Theorem. Indeed we have
Since φ ,Q ∞ is small, the same proof as in that of Lemma 4.1 shows that
This concludes the proof of Lemma 4.4.
Reduced Energy functional
In this section we expand the quantity
in , δ and Q, where φ ,Q is given by Lemma 4.3.
We proceed by using Lemma 3.3 and estimating the error caused by adding φ ,Q . 
where c 2 , c 4 are positive constants, the function K is defined in (1.12) , and the function α is defined in (3.8) .
Proof. In fact, for any Q ∈ Γ, we have
Note that
by (1.10) and (1.15) . Observe also that
We compute
by Lemma 3. to any Q ∈ Γ, associates φ ,Q such that
Let Q ∈ Γ be a critical point of M (Q). Let u = w ,Q + φ ,Q . Then we have
Hence we have
which is equivalent to
Thus we have from (5.4)
Thus (5.5) becomes a system of homogeneous equations for β ij and the matrix of the system is nonsingular since it is dominated by its diagonal. So
Hence u = w ,Q + φ ,Q is a solution of (1.2).
6 The Reduced Problem: Proof of Theorem 1.1
In this section, we study a maximization problem.
Fix Q ∈ Γ. Let Φ δ,Q be the solution given by Lemma 4.3.
We shall prove Proposition 6.1 For small, the following maximization problem
has a solution Q which belongs to Γ.
Before we prove the above proposition, we present two lemmas on a finite dimensional problem.
Lemma 6.2 Consider the function
Then, for δ 2 small enough, h(ρ) has a unique maximum point ρ max . Moreover we have
Proof: This is a calculus problem since for ρ large we have w(ρ) = c 9 ρ
ρ . Differentiating h with respect to ρ gives an equation for the critical point of h(ρ):
After taking the logarithm, (6.3) and (6.4) follow. The proof of the uniqueness of the maximum is elementary by considering the sign of the second derivative.
Proof of Proposition 6.1:
Since the set Γ is compact, the function M (Q) has a maximum point Q ∈Γ. We need to show that Q must lie in the interior of Γ.
We first obtain an upper bound for M (Q ). Let Q 0 be a point such that H(Q 0 ) = min Q∈Ω H(Q). Let 
