Abstract We prove the well-posedness of entropy weak solutions of a scalar conservation law with non-local flux arising in traffic flow modeling. The result is obtained providing accurate L ∞ , BV and L 1 estimates for the sequence of approximate solutions constructed by an adapted Lax-Friedrichs scheme.
Introduction
Conservation laws with non-local terms arise in a variety of physical applications. Space-integral terms are considered for example in models for granular flows [1] , sedimentation [6] , crowd motion [9] , or more general problems like gradient constrained equations [2] . Also, non-local in time terms arise in conservation laws with memory, starting from [13] .
Macroscopic traffic flow models usually consist of one or two first-order hyperbolic partial differential equations accounting for the conservation of the number of cars, as in the celebrated Lighthill-Whitham-Richards model [20, 21] , and for a momentum conservation or balance equation, see for example the Aw-Rascle model [4] , the general phase transition model [7] , or the generalized second order model [18] . The resulting (system of) classical conservation laws usually turns out to be well-posed.
Equations with non-local flux have been recently introduced in traffic flow modeling to account for the reaction of drivers or pedestrians to the surrounding density of other individuals, see [3, [9] [10] [11] [12] 22] . While pedestrians are likely to react to the presence of people all around them, drivers will mainly adapt their velocity to the downstream traffic, assigning a greater importance to closer vehicles. In this paper, we consider the following mass conservation equation for traffic flow with non-local mean velocity:
∂ t ρ(t, x) + ∂ x ρ(t, x)v x+η x ρ(t, y)w η (y − x) dy = 0 ,
defined for t ∈ R + and x ∈ R, η > 0. Above, the convolution kernel w η ∈ C 1 ([0, η]; R + ) is a non-increasing function such that η 0 w η (x)dx = 1 (for example, w η (x) ≡ 1/η or w η (x) = 2(1 − x/η)/η). With slight abuse of notation, we define the downstream convolution product as ρ * d w η (t, x) := x+η x ρ(t, y)w η (y − x) dy .
This choice is intended to model the behavior of drivers reacting to what happens in front of them, thus adapting their velocity with respect to the downstream density. For the sake of simplicity, and aiming to get sharp estimates, in this paper we take the mean velocity function to be v(r) = 1 − r. The same approach could be applied to more general continuous decreasing functions.
Setting V (t, x) = v(ρ * d w η (t, x)), we rewrite (1) as ∂ t ρ(t, x) + ∂ x (ρ(t, x)V (t, x)) = 0 , and we couple it with an initial datum ρ(0, x) = ρ 0 (x) ∈ BV(R; [0, 1]).
We will consider solutions ρ = ρ(t, x) satisfying the following definition.
is a weak solution of (1) (|ρ − κ|ϕ t + |ρ − κ| V ϕ x − sgn(ρ − κ) κ V x ϕ) (t, x)dxdt
The main results of this paper are collected in the following theorem.
admits a unique weak entropy solution in the sense of Definitions 1 and 2, such that
The existence of a weak entropy solution is proved by constructing a converging sequence of finite volume approximate solutions, defined using an adapted Lax-Friedrichs scheme. Compared to the previous studies [3, 6, [9] [10] [11] , our result does not require the kernel w η to be smooth, and provides very accurate L ∞ bounds on the solutions (which are given by the maximum principle (6) above). Moreover, equation (1) provides a meaningful model of road traffic evolution.
The paper is organized as follows. Section 2 contains the description of the finite volume scheme used to construct approximate solutions, and the proofs of its fine properties: maximum principle, bounded total variation, discrete entropy inequalities and L 1 stability estimates. Relying on these results, the proof of Theorem 1 is detailed in Section 3. Some numerical simulations illustrating the properties of the solutions are collected in Section 4.
Uniqueness of entropy solutions
Uniqueness of entropy solutions in the sense of Definition 2 follows from their Lipschitz continuous dependence with respect to the flux function, as in [6, 16] . Indeed, we get the following result:
Theorem 2 Let ρ, σ be two entropy solutions to (1), (3) with initial data ρ 0 , σ 0 respectively. Then, for any T > 0 there holds
where the constant K is given by (11) .
Proof We follow [16, Theorem 1.3] and [6, Theorem 4.1] . The functions ρ and σ are respectively entropy solutions of
We remark here that, since ρ, σ ∈ (L 1 ∩ L ∞ ∩ BV)(R + × R; R), both V and U are bounded measurable functions and are Lipschitz continuous w.r. to x. Indeed, we have
We then proceed using the classical doubling of variables technique introduced by Kružkov [17] , see also [6, 16] , which gives the following inequality
for T > 0. We observe that
and that for a. e.
Plugging (9), (10) into (8) we get
By Gronwall's lemma, we get (7).
Remark 1 By Proposition 1 in Section 3.1, we will prove that solutions to (1), (3) satisfy a maximum principle. In particular, sup t∈[0,T ] ρ(t, ·) ∞ = ρ 0 ∞ and ρ(t, ·) ≥ 0 for all t ∈ [0, T ]. Therefore, by mass conservation we have also sup t∈[0,T ] ρ(t, ·) 1 = ρ 0 1 and the constant in (11) can be rewritten as
A Lax-Friedrichs numerical scheme
We take a space step ∆x such that η = N ∆x, for some N ∈ N, and a time step ∆t subject to a CFL condition to be specified later. For j ∈ Z and n ∈ N, let x j+1/2 = j∆x be the cells interfaces, x j = (j −1/2)∆x the cells centers and t n = n∆t the time mesh. We want to construct a finite volume approximate solution
[. To this end, we approximate the initial datum ρ 0 with the piecewise constant function given by
Moreover, we denote w k η := w η (k∆x) for k = 0, . . . , N − 1 and set
which involves a quadrature formula to approximate the convolution term. Remark that the above discretization choice for w η implies
We consider the following modified Lax-Friedrichs flux adapted to (1):
where α ≥ 1 is the viscosity coefficient. This gives the following N + 2 points finite volume scheme
where
with λ = ∆t/∆x. In particular, we observe that
Observe that (17e) and (17f) are non-negative. Moreover, the CFL condition
ensures the positivity of (17b) and the assumption
guarantees the increasing monotonicity w.r.t. ρ j+1 in (17c), and combined with (13) , guarantees the non-negativity of (17a). To obtain (18) and (19) we used the fact that w k η ≤ w η (0) for all k = 0, . . . , N − 1, by non-increasing monotonicity assumption. On the contrary, the sign of (17d) cannot be a-priori determined. (Nevertheless, we observe that if ρ j−1 = ρ j+1 the derivatives in (17d) are non-negative due to the decreasing monotonicity of w η .) Therefore, the numerical scheme (14), (15) is not monotone, and classical convergence results do not apply. Nevertheless, we are able to recover the necessary L ∞ and BV bounds.
Maximum principle and L ∞ estimates
The sought L ∞ bound is a direct consequence of a maximum principle property.
Proposition 1 For any initial datum
Then the finite volume approximation ρ n j , j ∈ Z and n ∈ N, constructed using scheme (14) , (15) satisfies the bounds
for all j ∈ Z and n ∈ N, under the CFL condition (18).
The proof is based on the following lemma.
Proof From (16) we get
and we observe that
where the inequality is due to the non-increasing monotonicity of w η . Inequality (21) can be recovered following the same procedure.
Proof of Proposition 1
We apply the mean value theorem between the points R n j = (ρ n j−1 , . . . , ρ n j+N ) and
which by (20) tells us
for
Therefore, under the assumptions (18) and (19), we can conclude that ∇H(R ξ ), R n j − R n m ≥ 0 and therefore by (22) we have proved that ρ
The upper bound ρ n+1 j ≤ ρ M is recovered smilarly by considering
in place of R n m and using (21) .
Remark 2 We note that, by (12) and the above maximum principle, for any initial datum ρ 0 such that ρ 0 j ∈ [0, 1] for all j ∈ Z, the approximated velocity V n j satisfy the bounds −w η (0)∆x ≤ V n j ≤ 1 for all j ∈ Z, n ∈ N. Therefore, our choice of the discretization of the convolution integral is easy to implement but slightly underestimates traffic mean velocity and may introduce unphysical negative velocities. Other discretization choices are possible, see for example [6, eq. (3. 2)].
BV estimates
BV estimates cannot be derived here using standard general approaches. Indeed, scheme (15) , (16) does not fit the classical assumption of TVD schemes, see [15, Lemma 2.2], and [5] for the generalization of these conditions to Npoints schemes. Nevertheless, accurate estimates show that the approximate solutions constructed using our numerical scheme have bounded total variation and preserve monotonicity.
Proposition 2 Let ρ 0 ∈ BV(R; [0, 1]), and let ρ ∆x be given by (15) , (16) . If α ≥ 1 + 2 ∆x w η (0) and the CFL condition ∆t ≤ 2∆x/(2α + 3∆x w η (0)) holds, then for every T > 0 the following discrete space BV estimate is satisfied
In particular, the numerical scheme (15) , (16) is monotonicity preserving.
Proof Scheme (15), (16), can be rewritten as
where we have set ∆ n j+k−1/2 = ρ n j+k − ρ n j+k−1 for k = 0, . . . , N . In the same way we get
Therefore computing the difference gives
Adding and subtracting (w 
Observe that the first coefficient in the summation is non-negative (13) . The second coefficient in the summation is non-negative under the slightly stronger CFL assumption
and the third term is non-negative if α ≥ 1 + 2 ∆x w η (0). Hence all the above coefficients are non-negative, and the above formula guarantees in particular that the scheme (15) , (16) is monotonicity preserving. Taking the absolute values in the above expression and summing over j ∈ Z we get
Rearranging the indices we obtain
Therefore we recover the following estimate for the total variation
From Proposition 2, the following space-time BV estimate can be derived as in [14, Corollary 5.1], relying on the Lipschitz continuity of g .
Corollary 1
Let ρ 0 ∈ BV(R; [0, 1]), and let ρ ∆x be given by (15), (16) . If α ≥ 1 + 2 ∆x w η (0) and ∆t ≤ 2∆x/(2α + 3∆x w η (0)), then for every T > 0 there exists C = C(w η , ρ 0 , T, α) such that
Discrete entropy inequalities
Following [3, Proposition 2.8], we derive a discrete entropy inequality for the approximate solution generate by (15) , (16) . Let us denote by
with a ∧ b = max(a, b) and a ∨ b = min(a, b).
Proposition 3 Let ρ n j , j ∈ Z, n ∈ N, be given by (14) , (15) . Then, if α ≥ 1 and the CFL condition (18) holds, for all j ∈ Z, n ∈ N we have
Proof SettingH
the functionH j is monotone non-decreasing in its first variable, monotone non-decreasing in its second variable for αλ ≤ 1, which is guaranteed by the CFL condition (18) , and monotone non-decreasing in its third variable for α ≥ 1, which is guaranteed by (19) . Moreover, we have the identitỹ
By monotonicity,
by definition of the scheme (15), (16) , which gives (25).
L 1 stability estimates
In this section, we prove explicit L 1 estimates that ensure the stability of the scheme (15), (16) .
Proposition 4 Let ρ 0 ,ρ 0 ∈ BV(R; [0, 1]) be two initial data, and denote by ρ ∆x ,ρ ∆x the corresponding approximate solutions constructed applying the modified Lax-Friedrichs scheme (15) , (16):
where we have set V (18) and (19), the following estimate holds:
Proof Subtracting (27) from (26) we get
Observe that the coefficient of the first term is positive thanks to (18) and the coefficients of the second and third terms are positive thanks to (19) . Therefore, taking the absolute values in the above equality we get
Summing over j ∈ Z, rearranging the indexes and observing that by monotonicity of w η and using the triangular inequality
Therefore,
which gives the desired estimate (28).
Proof of Theorem 1
We follow a Lax-Wendroff type argument, see [14, Theorem 5.3] and [19, Theorem 12.1], to show that the scheme (15), (16) , converges to a weak solution of (1), in the sense of Definition 1. The main difficulty here is to deal with a numerical flux also depending on ∆x (explicitly, and in the number of variables). Therefore, the classical argument relying on flux consistency and Lipschitz dependence must be replaced by direct estimates given by (31) below. By Proposition 1 and Corollary 1, we can apply Helly's theorem, stating that there exists a subsequence, still denoted by ρ ∆x , that converges to some
and multiply (15) by ϕ(t n , x j ). Summing over j ∈ Z and n ∈ N we get
Summing by parts we obtain
Then we multiply (29) by ∆x getting
By strong L 1 loc convergence of ρ ∆x → ρ, it is straightforward to see that the first two terms in (30) converge to ≤ 1 for all j ∈ Z, n ∈ N, we observe that
where we have set C (w η , ρ 0 , T ) = w η (0)C(w η , ρ 0 , T )/2 for T ≥ t n . Therefore, the last term in (30) can be rewritten as
Again by L 1 loc convergence of ρ ∆x → ρ and boundedness of w η , the first term in the above decomposition converges to
while the second term can be bounded using (31): set T > 0 and R > 0 such that ϕ(t, x) = 0 for t > T and |x| > R, and let n T ∈ N and j 0 , j 1 ∈ Z such that
which clearly goes to zero when ∆x 0. Concerning the entropy condition, we proceed as above to show that (25) converges to (5) . Multiplying (25) by ∆x ϕ(t n , x j ) ≥ 0 and then summing by parts we get
Following the same steps as above, the first three terms in the sum clearly converge to
as ∆x 0. The third term can be decomposed as
The first term in (32) can be controlled by C(w η , ρ 0 )∆x, and the second clearly converges to
providing the entropy inequality (5).
Numerical tests
In this section, we perform numerical simulations to show evidence of some properties of equation (1). In particular, we compare solutions depending on the kernel choice and its support. For the tests presented below, the space domain is given by the interval [−1, 1], the space discretization mesh ∆x = 0.002 and η = 0.1, where not specified otherwise. Absorbing conditions are imposed at the boundaries. More precisely, at the right boundary, we add N = η/∆x ghost cells and define ρ 
Kernel support location
We aim at comparing the behavior of solutions of (1) 
which models drivers looking both ahead and behind, and
corresponding to drivers taking into account traffic densities behind them. Figure 1 shows the density profiles at time t = 0.5 corresponding to the initial condition
The solution to the classical scalar conservation law
would be a rarefaction wave, as displayed in Figure 1, (a) . 
The solution to the classical scalar conservation law would be a shock traveling with speed σ = −0.3. Figures 1, 2 show the density profiles corresponding to the constant kernel w η (x) = 1/η with downstream (2), central (33) and upstream (34) supports respectively. (The approximate solutions do not change significantly using other non-increasing kernels.) We observe that the downstream convolution gives a smooth profile with constant total variation and monotonicity (as expected from Proposition 2) close to the solution of the corresponding classical problem (36) showed in Figures 1, 2, (a) . On the contrary, central and upstream convolutions cause oscillations formation and total variation blow-up (for upstream convolution).
Cases (b), (c) and (d) in

Kernel monotonicity
We are interested in studying the effect of the monotonicity of the kernel on the solution characteristics. To this aim, we consider the downstream convolution (2) and we compare the solution corresponding to the constant kernel w η (x) = 1/η, to the linear decreasing kernel w η (x) = 2(η − x)/η 2 and to the linear increasing kernel w η (x) = 2x/η 2 , for the Riemann-type initial datum (37). Figure 3 shows the density profiles at time t = 0.5 (left) and the total variation TV(ρ(t, ·); [−1, 1]) for t ∈ [0, 1] (right) corresponding to the different kernel choices. Numerical simulations confirm that non-increasing monotonicity is necessary for the scheme to be monotonicity preserving. In particular, for Riemann type initial data, the total variation remains constant, while it increases for monotonically increasing kernels. We also compute numerical convergence orders. Following [8] , we define γ(∆x) = log 2 e(∆x) e(∆x/2) ,
where the L 1 -error is computed at final time T = 0.3 as
where x j = (j − 1/2)∆x/2 for ∆x = 0.01, 0.005, 0.0025, 0.00125, 0.000625. Table 1 show that non-increasing kernels give good convergence rates (the rate is far better for the linear decreasing kernel), while in the case of linear increasing kernel convergence is not clearly established. The L 1 -errors reported in the table represent the L 1 -distances to the reference solutions corresponding to ∆x = 0.00015625.
wη(x) = 1/η wη(x) = 2(η − x)/η 2 wη(x) = 2x/η 2 ∆x γ(∆x) Table 1 Convergence orders (38) and L 1 -errors to the reference solutions corresponding to ∆x = 0.00015625 for constant, linear decreasing and linear increasing kernels at final time T = 0.5 corresponding to a Riemann-like initial datum with ρ L = 0.4, ρ R = 0.9.
Limit η 0
In this section, we investigate the convergence to the solutions of the classical conservation law (36) as η 0. To this end, we compare the solutions to (1) with different values of η = 0.1, 0.01, 0.001, for ∆x = 0.001 and initial datum (37). As expected, the solution computed with η = 0.001 coincides with the numerical solution of (1) computed using the Lax-Friedrichs type scheme 
In fact, when η = ∆x, N = 1 in (12) and the scheme (15), (16) coincides with (40). 
Highly oscillating initial datum
We consider the following initial datum 
see Figure 5 . We are interested in exploring the effect of the location of the support of w η (x) = 1/η on the total variation of the solution. Figure 6 shows the density profiles at t = 0.5 (left) and the total variation TV(ρ(t, ·); [−1, 1]) for t ∈ [0, 0.5] (right). We observe that the downstream convolution (2) smooths down the solution towards the constant profile ρ(t, x) = 0.5 for t → ∞. The central convolution (33) still reduces oscillations, but the upstream convolution induces blow up both in the L ∞ and in the BV norms. 
