Abstract. In this paper we study the existence, uniqueness and other properties of solutions of a Fredholm type integrodifferential equation. The main tools employed in the analysis are based on the applications of the Banach fixed point theorem and a certain integral inequality with explicit estimate.
Introduction
Consider the nonlinear Fredholm type integrodifferential equation
for a ≤ t ≤ b, where x, g , f are real valued functions and n ≥ 2 is an integer. Let R denote the set of real numbers, E = R ×· · ·×R (n times) be the product space and I = [a, b] , R + = [0, ∞) be the given subsets of R. Let C (A, B) denotes the class of continuous functions from the set A to the set B. We assume that g ∈ C (I , R) , f ∈ C I 2 × E , R and are continuously (n − 1) -times differentiable with respect to t , on the respective domains of their definitions. Many papers have been devoted to the study of special versions of equation (1.1) when n = 1 by using different techniques, see [5, 6, 7] and the references given therein. In a recent paper [1] , the authors have studied the existence, uniqueness and approximation of solutions of equation (1.1) in Banach spaces when n = 2 by using Perov's fixed point theorem, the method of successive approximations and trapezoidal quadrature rule. The main objective of this paper is to study the existence, uniqueness and other properties of the solutions of equation (1.1) under various assumptions on the functions involved therein. The well known Banach fixed point theorem ( see [5, p.37] ) coupled with Bielecki type norm (see [2] ) and the integral inequality with explicit estimate established by Pachpatte (see [9, p.41] ) are used to establish the results.
Existence and uniqueness
For continuous functions u ( j ) (t ) : I → R j = 0, 1, . . . , n − 1 , we denote by |u (t )| E = n−1 j =0 u (j ) (t ) . Let S be a space of those continuous functions u (t ) : I → R which are (n − 1)-times continuously differentiable, u (t ), u ′ (t ) , . . . , u (n−1) (t ) ∈ E and fulfil the condition
for t ∈ I , where λ is a positive constant. In the space S we define the norm (see [2, 4, 8, 10] )
It is easy to see that S with norm defined in (2.2) is a Banach space. We note that the condition (2.1) implies that there exists a nonnegative constant N such that
Using this fact in (2.2) we observe that
By a solution of equation (1.1) we mean a continuous function x (t ) , t ∈ I which is continuously (n − 1) -times differentiable with respect to t and satisfies the equation (1.1). It is easy to observe that the solution x(t ) of equation (1.1) and its derivatives satisfy the integral equations (see [3, p. 318 
for j = 0, 1, . . . , n − 1. We need the following special version of the integral inequality established by Pachpatte (see [9, p.41] ). We shall state it in the following lemma for completeness.
The following theorem concerning the existence of a unique solution of equation (1.1) holds.
Theorem 1. Assume that (i) the function f in equation (1.1) and its derivatives with respect to t satisfy the conditions
for t ∈ I , where λ is as given in (2.1),
where g , f are as given in equation (1.1) and λ is as given in (2.1).
Then equation (1.1) has a unique solution x(t ) in S on I .
Proof. Let x (t ) ∈ S and define the operator
Differentiating both sides of (2.8) with respect to t (see [3, p. 318]) we have
for j = 0, 1, . . . , n − 1. Now, we show that (T x) (j ) for j = 0, 1, . . . , n − 1, maps S into itself. Evidently, (T x) (j ) are continuous on I and (T x) (j ) ∈ R. We verify that (2.1) is fulfilled. From (2.8), (2.9), using the hypotheses and (2.3) we have
From (2.10) it follows that (T x) ∈ S. This proves that T maps S into itself. Now, we verify that the operator T is a contraction map. Let x (t ), y (t ) ∈ S. From (2.8), (2.9) and using the hypotheses we have
From (2.11) we obtain
Since n−1 j =0 α j < 1, it follows from Banach fixed point theorem (see [5, p.37] ) that T has a unique fixed point in S. The fixed point of T is however a solution of equation (1.1). The proof is complete. Remark 1. We note that in 1956 A. Bielecki [2] first used the norm defined in (2.2) for proving global existence and uniqueness of solutions of ordinary differential equations. For developments related to this topic, see [4] .
Indeed, the following theorem is true concerning the uniqueness of solutions of equation (1.1) without existence part.
Theorem 2.
Assume that the function f in equation (1.1) and its derivatives satisfy the conditions (2.5) with r j (t , s) = k (t )e j (s) for j = 0, 1, . . . , n − 1, where k, e j ∈ C (I , R + ) . Let e (t ) = n−1 j =0 e j (t ) and suppose that
(2.12)
Then the equation (1.1) has at most one solution on I .
Proof. Let x(t ) and y(t ) be two solutions of equation (1.1). Then from (2.4) we have
Now, an application of Lemma (when p(t ) = 0 ) to (2.13) yields
and hence x(t ) = y(t ), which proves the uniqueness of solutions of equation (1.1) on I .
Estimates on the solutions
In this section we obtain estimates on the solutions of equation (1.1) under some suitable conditions on the functions involved therein.
The following theorem concerning the estimate on the solution of equation (1.1) holds.
Theorem 3. Assume that the functions g , f in equation (1.1) and their derivatives with respect to t satisfy the conditions
for j = 0, 1, . . . , n − 1, where h, c, e j ∈ C (I , R + ) . Let e (t ) = n−1 j =0 e j (t ) and suppose that
for t ∈ I .
Proof. Using the fact that x (t ) , t ∈ I . is a solution of equation (1.1) and hypotheses we have
Now an application of Lemma to (3.5) yields (3.4).
Remark 2.
It is interesting to note that the estimate obtained in (3.4) yields not only the bound on the solution of equation (1.1) but also the bound on their derivatives. It is obvious that the solution x(t ) of equation (1.1) and its derivatives x (j ) (t ), j = 1, 2, . . . , n − 1, are bounded, since they are continuous on the closed and finite interval I .
Next, we shall obtain the estimate on the solution of equation (1.1) assuming that the function f and its derivatives with respect to t satisfy the Lipschitz type conditions.
Theorem 4. Assume that the hypotheses of Theorem 2 hold and let
Proof. Since x(t ) is a solution of equation (1.1), from (2.4) and using the hypotheses we
Now an application of Lemma to (3.8) yields (3.7).
Continuous dependence
Consider the equation (1.1) and the following Fredholm integrodifferential equation
for t ∈ I and n ≥ 2 is an integer, where y,G, F are real valued functions. We assume that G ∈ C (I , R ), F ∈ C I 2 , R and are continuously (n − 1) -times differentiable with respect to t .
The following theorem deals with the continuous dependence of solution of equation (1.1) on the functions involved therein. Proof. Using the facts that x(t ) and y(t ) are the solutions of equations (1.1) and (4.1) and the hypotheses we have
Theorem 5. Assume that the hypotheses of Theorem 2 hold. Suppose that
Now an application of Lemma to (4.3) yields for t ∈ I and n ≥ 2 is an integer, where z, g , f are real valued functions and µ, µ 0 are real parameters. We assume that g ∈ C (I , R ) , f ∈ C I 2 × E × R, R and are continuously (n − 1) -times differentiable with respect to t .
Finally, we present the following theorem which deals with the dependency of solutions of equations (4.5) and (4.6) on parameters.
Theorem 6.
Assume that the function f in equations (4.5) and (4.6) and its derivatives with Remark 3. We note that our approach to the study of equation (1.1) is different from the one used in [1] and we believe that the results given here are of independent interest.
