[1] We have used 10 years of ground-based data from the Global Positioning System (GPS) to estimate time series of the excess propagation path due to the gases in the neutral atmosphere. We first derive the excess path caused by water vapor which in turn is used to infer the water vapor content above each one of 33 GPS receiver sites in Finland and Sweden. Although a 10 year period is much too short to search for climate change we use the data set to assess the stability and consistency of the linear trend of the water vapor content that can be estimated from the data. The linear trends in the integrated water vapor content range from À0.2 to +1.0 kg m À2 decade À1 . As one may expect we find different systematic patterns for summer and winter data. The formal uncertainty of these trends, taking the temporal correlation of the variability about the estimated model into account, are of the order of 0.4 kg m À2 decade À1 . Mostly, this uncertainty is due to the natural short-term variability in the water vapor content, while the formal uncertainties in the GPS measurements have only a small impact on the trend errors.
Introduction
[2] Water vapor in the atmosphere is a parameter of great importance in climate models because of its role as a greenhouse gas. In fact water vapor is a very efficient greenhouse gas. An increase of 20% of the water vapor content in the tropics has a larger impact than a doubling of the carbon dioxide concentration [Buehler et al., 2006] . In this presentation we will focus on the integrated water vapor (IWV).
[3] The direct human influence on the IWV is almost negligible [Intergovernmental Panel on Climate Change, 2007] . However, water vapor feedback is one of the most important climate feedback processes. An increase of temperature due to, e.g., emission of other greenhouse gases will result in an increase in IWV since the equilibrium vapor pressure increases with increasing temperature. Typically climate models tend to predict that the average relative humidity is conserved when the temperature changes [Trenberth et al., 2003] . The relationship between changes in the IWV and changes in the temperature was recently assessed by Mears et al. [2007] . They found that an increase of the temperature of 1 K will result in an IWV increase by 5 -7%. Using long time series of IWV and temperature this dependence can be tested. Furthermore, if the relative humidity is conserved, long time series of IWV measurements can be used as an independent data source to detect global warming. In all applications for monitoring of climate change high long-term stability of the measurements is needed.
[4] A number of different studies to measure trends in IWV have been performed. Ross and Elliott [1996] studied the trends in IWV over North America as measured by radiosondes. Their analysis was later extended to the whole Northern Hemisphere [Ross and Elliott, 2001] . Overall they found an increase of IWV for the period 1973 -1995, although there were large regional variations and even negative trends in some regions. However, extending this analysis to include periods after 1995 is problematic because of large changes in the radiosonde types at the end of 1995 and later [Elliott et al., 2002; Trenberth et al., 2005] . Bengtsson et al. [2004] studied temperature and IWV trends obtained from the ERA40 data set and found a global increase in IWV (+0.36 kg m À2 decade
À1
) which was twice as large as could be expected from the global temperature trend (+0.11 K decade À1 ). The likely reason for this was identified as an artifact caused by the changes in the global observing systems over the last decades. Similar conclusions were drawn by Trenberth et al. [2005] who compared trends obtained from ERA40, NCEP reanalysis, satellite measurements and the radiosonde data used by Ross and Elliott [2001] .
[5] Global Navigation Satellite Systems (GNSS) can be used as a tool to estimate the IWV in the atmosphere. Most of the observations and studies on the accuracy of GNSS estimation of IWV carried out so far have used data from the Global Positioning System (GPS) [see, e.g., Tralli and[6] Relatively few investigations of trends estimated using GPS have been performed to date. Gradinarsky et al. [2002] investigated IWV trends over Sweden for the years 1993 -2001, and found positive trends in general. Jin et al. [2007] used estimated trends in the Zenith Total Delay (ZTD) from a large number of globally distributed GPS sites, and found an average ZTD trend of 15 mm decade À1 (corresponding to an IWV trend of 2 kg m À2 decade À1 , assuming that the average hydrostatic delay does not change). There were, however, large regional variations including large negative trends at some sites. A comparison of trends estimated by GPS and the similar technique VLBI (Very Long Baseline Interferometry) was done by Steigenberger et al. [2007] . They showed that the trends estimated using the two techniques only agree when ZTD estimates from both techniques are available simultaneously, demonstrating that the estimated trend is very sensitive to the time period used. The same conclusions were drawn by Haas et al. [2003] .
[7] In this work we study the trends in IWV estimated using GPS data from Sweden and Finland acquired over a 10 year period. We begin in section 2 with a summary of the background theory. In section 3 we describe the analysis of GPS data. Thereafter, in section 4, the derivation of IWV from the estimated propagation delays is described together with examples of IWV time series. Sections 5 and 6 present the estimation of linear trends and their uncertainties, respectively. The results are discussed in section 7, and section 8 ends the paper with the conclusions.
Theoretical Background
[8] The atmospheric parameter estimated in the GPS data processing is the equivalent excess propagation path referred to the zenith direction, often called the Zenith Total Delay (ZTD). It is often expressed in units of length, using the speed of light in vacuum for the conversion from a time delay. The ZTD, ' t , can be divided into a Zenith Hydrostatic Delay (ZHD), ' h , and a Zenith Wet Delay (ZWD), ' w [Davis et al., 1985] :
[9] The hydrostatic term can be determined with an uncertainty of less than 1 mm in the zenith direction if the total ground pressure is measured with an uncertainty of less than 0.5 hPa [Davis et al., 1985] . The ZWD can be written as [Elgered, 1993] :
where e is of the partial pressure of water vapor and T is the temperature, expressed in hPa and K, respectively. The expression for the IWV is similar:
where r v is the absolute humidity in kg m À3 . The ZWD is related to the IWV because, according to the ideal gas law, r v is proportional to e/T. A conversion factor Q:
can be calculated by assuming a value of the mean temperature of the wet refractivity in the atmosphere. This conversion factor can be modeled, e.g., using a history of radiosonde data [Emardson and Derks, 2000] , or calculated using reanalysis data from a numerical weather model such as the ECMWF model [Wang et al., 2005] . These studies have shown that the IWV can be estimated from the ZWD with a typical root-mean-square (RMS) conversion error of less than 2%.
Analysis of GPS Data From SWEPOS and FinnRef
[10] We have used data from 33 GPS receiver sites in Sweden and Finland. The sites are of geodetic quality, meaning that they are mounted on solid bedrock. Most of the Swedish and Finnish sites have been in continuous operation since late 1993 and late 1996, respectively. Figure 1 shows the sites. Their names and coordinates are Table 1 . For more details about the networks [see, e.g., Johansson et al., 2002] .
[11] The GPS data were analyzed using the GAMIT GPS processing software, developed at the Massachusetts Institute of Technology [Herring et al., 2006] . The software is based on a method referred to as a network solution. This means that many sites are processed together. Since the processing time increases rapidly as the number of sites in the network increases, it is convenient to divide the network into subnetworks and process each one separately [Lidberg, 2007] . In our case all SWEPOS sites are processed in one solution and all FinnRef sites in another. Six of the SWEPOS sites have also been included in the FinnRef solution in order to be able to compare the two solutions. All observations are included down to an elevation cutoff angle of 10°and the elevation dependencies of the ZHD and the ZWD were modeled using the mapping functions developed by Niell [1996] . In the analysis site coordinates, satellite coordinates, integer ambiguities, and the ZTD are estimated. An elevation-dependent weighting of the GPS observations was used. The weights were determined for each site and each day from a preliminary solution. For details about the data processing, see Lidberg et al. [2007] and Lidberg [2007] .
[12] We chose to use the data from the 10 year period 17 November 1996 to 16 November 2006. The data acquired with SWEPOS from the first 3 years (before 17 November 1996) were not used in order to cover the same time period with all sites. Furthermore, there were a number of antenna radome changes during 1993-1996 which have a significant impact on the estimated values of the IWV when performing network solutions .
Deriving the Water Vapor Content From Zenith Total Delays
[13] In order to obtain the ZWD from the estimated ZTD we use the total pressure at the GPS antenna to calculate and subtract the ZHD. A pressure error of 1 hPa results in an error of 2.3 mm in the ZHD, and hence also in the ZWD, which is equivalent to an IWV error of 0.35 kg m À2 .
[14] The majority of the SWEPOS and FinnRef sites are not equipped with barometers, hence direct pressure measurements are not available. One possible way to obtain pressure data is to use the results from numerical weather models. In this work we have used pressure estimates Hagemann et al. [2003] found that pressure estimated from the ECMWF (European Centre for Medium Range Weather Forecasts) operational analysis did contain too large errors (several hPa). The model used in this work does however have a better resolution than the ECMWF model.
[15] To test the accuracy of the pressure estimates obtained from SMHI, we made a comparison to independent local pressure measurements at the Onsala site (ONSA). The differences between the two time series are shown in Figure 2a . They agree with an RMS difference of 0.42 hPa. We note occasional large differences of several hPa. These are caused by the limited temporal resolution (3 h) of the SMHI model which fails to correctly model the rapid pressure variation associated with a passing lowpressure system. This is illustrated in Figure 2b , showing the period with the largest difference in mid 1998. The estimated linear trend of the difference is À0.0074 hPa a À1 . If this were a long-term drift it would introduce an error of À0.17 mm decade À1 in the ZWD trend and À0.026 kg m À2 decade À1 in the IWV trend, if not corrected for. However, we chose not to make any such corrections. It is difficult to determine if it is a true long-term drift in the model or in the barometer measurements. Furthermore, if we assume that the errors are correlated over a few days, the observed drift is comparable to its uncertainty. Given the size of the drift, it is not of large importance for our application because it is significantly below the uncertainties in the linear trends estimated from the GPS data, as we will show below. We conclude that the pressure estimates obtained from SMHI are accurate enough to be used in our study. However, future investigations shall assess the accuracy of the SMHI pressure estimates also at other locations.
[16] The next conversion, from ZWD to IWV will also introduce an error in the trend estimates through any unmodeled trend in the conversion factor. Since the conversion factor (4) depends on a mean temperature of the wet refractivity in the atmosphere, it will be affected by a possible trend in the temperature. An unmodeled mean temperature change of 1 K will introduce an error in the conversion factor of about 0.4%. Assuming that the tem- perature change over the last decade is less than 1 K, the error in the IWV trends caused by a trend in the conversion factor will be much smaller than the IWV trends we observe (see below). This whole problem can of course be avoided if ZWD is analyzed rather than the IWV. We have, however, done the conversion to IWV using Emardson et al. [1998, equation (3) ]. This equation is slightly less accurate compared to those using ground temperatures. However, we chose this path rather than risking introducing any trends from such a local point observation.
Estimation of Linear Trends in IWV
[17] In order to obtain the linear trends from the GPS time series we need to consider the annual variations in water vapor, especially if there are gaps in the time series (or if the length of the investigated period would not be an integer number of years). In order to investigate how many terms in a Fourier expansion that are needed in order to describe the annual variation of the IWV (annual term, semiannual term etc.), and also to investigate if there are any other periodic variations on time scales $1 year, we calculated the LombScargle periodograms [Hocke, 1998 ] from the time series. Two examples are shown in Figure 3 . We can clearly see a peak for the annual period, and also one much smaller at the semiannual period. No other significant peaks are seen, indicating that it is sufficient to use an annual and a semiannual term to describe the seasonal variations. We note that the semiannual term is relatively stronger at the Arjeplog site, in the north of Sweden, compared to the results for the Hässleholm site in the south.
[18] We also investigated to use a logarithmic scale in the analysis, i.e., studying log(V + D) instead of in V because this may suppress the semiannual term. The constant D should be chosen so that the variability of log(V + D) is relatively constant over the year. We found that this approach indeed decreased the semiannual term, especially when a D close to zero is used. However, the semiannual term was generally still significant and needed to be estimated. Furthermore, there were only small differences in the trends estimated using a logarithmic scale or a linear scale (at the most these differed by 0.1 kg m À2 decade
À1
). Hence, we have used IWV in a linear scale when estimating the trends but note that a logarithmic scale may be investigated further using other data sets.
[19] On the basis of the results from the periodograms, the following model is used with the ZWD and the IWV time series: The site names are identified in Table 1 and their locations are seen in the map in Figure 1 . b Mean values refers to the time epoch t = 0, which in this work is 1 January 1997.
where t is the time in years and the coefficients V 0 , a 1 , a 2 , a 3 , a 4 , and a 5 , are estimated using the method of least squares.
[20] Two examples of the original time series and the fitted models are presented in Figure 4 . As seen the fit follows the seasonal pattern well, however there are also variations on time scales of a few weeks or less which are of course not described by the model.
[21] We have estimated trends as well as the other model parameters in both the ZWD and the IWV for the different sites shown in Figure 1 . The results are given in Table 2 . The average ZWD/IWV typically is larger for the sites in the south compared to the sites in the north, as expected. Furthermore, the seasonal variations show more water vapor in the summer compared to the winter, also as expected. The semiannual terms are little bit larger at the northern sites because the period of higher IWV in summer is shorter at the northern sites than at the southern ones (see Figure 4) . The ratio between the amplitudes of the annual and semiannual terms agree with what is expected from the LombScargle periodograms.
[22] When studying the values of the estimated trends we note that the relative values of the ZWD trends and the IWV trends are almost identical. This is expected because the conversion algorithm used to derive the IWV from the ZWD does only include the site latitude and the time of the year. Hence, in Table 2 we give only one relative trend, valid for both the ZWD and the IWV. In the following we focus on the estimated trends in the IWV.
[23] The trends in the IWV for the full 10 year time period fall in the range from À0.2 to +1.0 kg m À2 decade
. Figure 5 shows the geographical pattern of these trends. The trends at sites located close to each other are similar and there are differences in the trends at sites in the northern part of the area compared to sites in the southern part. The trends are largest for the northwestern sites and around the site Vaasa, while the trends at the sites in the southeast of Sweden are slightly negative.
[24] The sensitivity of the trends to the selected time period is demonstrated in Figure 6 and in Table 3 , where the trends obtained using only the first 8 years or the last 8 years of the period are shown. The trends obtained using data from only the last 8 years are much smaller than those obtained using the first 8 years, or the whole 10 year period. The reason is that a 10 (or 8) year period is too short. A very wet or dry year in the beginning or the end of the period will have a significant impact on the estimated trends. We can however note that the overall pattern with the smallest trends in southeast Sweden and larger trends in northwest and around Vaasa is seen for all periods.
[25] A similar effect, in terms of sensitivity, is seen in Figure 7 and Table 3 where we compare the results obtained using only data from the summer (April -September) or the winter (October -March). There are large differences between the seasons, with larger trends in the summer period. This may be an effect caused by the different periods analyzed (similar as in Figure 6 ), or an actual seasonal difference in trend which will also be seen in future longerterm trends for summer and winter data.
[26] For the sites included in both the SWEPOS and the FinnRef solutions it is possible to compare the estimated IWV to check if they are consistent. Such a comparison is shown in Figure 8 . This demonstrates that the estimated trends are not significantly affected by the network used.
However, the fact that there is an average difference in IWV between different network solutions shows that estimates from different networks should not be mixed when estimating a trend. For example, an estimated trend for the Umeå site based on the FinnRef solution for the first 5 years and the SWEPOS solution for the last 5 years, will introduce an error in the trend of 0.38 kg m À2 decade À1 . This would be a significant error since it is slightly larger than the observed trend at Umeå (0.31 kg m À2 decade À1 ).
Estimation of Trend Uncertainties
[27] The formal uncertainties in the linear trends can be estimated by statistical methods. If we assume that the IWV errors are white noise with variances equal to those estimated in the GAMIT solution, the uncertainty of the trend will be less than 0.03 kg m À2 decade
À1
. However, this uncertainty will only give information on how the estimated trend differs from what would be estimated if the IWV did not contain any errors. It will not say anything about how significant the trend is, if it can or cannot be concluded from the trends that there is a long-term increase or decrease in IWV. To get an uncertainty that can be used for that purpose we also need to consider that the true short-term variability (at time scales up to several weeks) in the IWV is not modeled by equation (5), and hence when assessing the significance of the trend these variations should be considered as noise.
[28] The statistical properties of the IWV model errors, i.e., including both short-term variability in IWV and errors from the GPS processing, can be estimated from the residuals after the fit of the IWV to the model in (5). If we (incorrectly) assume that the observed deviations from the models are well described by white noise, we obtain 1-s uncertainties of less than 0.1 kg m À2 decade
. However, the deviations are correlated over several days. To take these correlations into account, we need a model to describe the covariance between IWV values V 1 and V 2 observed at the time epochs t 1 and t 2 . After testing several different models for the covariances, it was found that the following expression described the covariances sufficiently well:
[29] To obtain the parameters k 1 , k 2 , T 1 , and T 2 we first calculated the covariance of the residuals as function of time. These were then used in a nonlinear least squares fit (using the function lsqcurvefit in MATLAB) to obtain the parameters of the model of (6). The covariance matrix C for the observations can then be computed from the covariance model. The formal 1-s uncertainties of the estimated parameters in the model (5) are calculated by:
where M is the design matrix of the linear system of equations based on equation (5), and C x is the covariance matrix for the errors in the estimated parameters.
[30] Figure 9 shows both the covariance calculated using the residuals as well as the model fits for the two sites Arjeplog and Hässleholm. Also shown in these plots is the The site names are identified in Table 1 , and their locations are seen in the map in Figure 1 . ) using seasonal data: (a) summer data and (b) winter data. model result obtained if only one term is used in the covariance model. When taking these covariances into account, using the two term model described by (6), the formal 1-s error is approximately 0.4-0.5 kg m À2 decade
for the 10 year long data set, i.e., at least a factor of four larger than when assuming the deviations to be white noise. A similar study, using 8 years of GPS data from South Africa, resulted in an increase by a factor of two describing the deviations with an ARMA(1, 1) model [Combrink et al., 2007] . The weather conditions in South Africa are however significantly different from the typical situation in Sweden and Finland.
[31] The obtained model parameters for all sites are shown in Table 4 . As seen the covariances for shorter time scales are larger for the sites in the south (as seen by the k 1 parameter). The covariances over longer time scales (described by k 2 and T 2 ) differs less between the different locations.
[32] Systematic errors introduced in the GPS data must also be taken into account when estimating trends over time scales of many years. We do not make any attempt to model these effects in this work, but rather recommend that this is important to study in the future as the time series of GPS data from different areas, with different climate, become available. We can today identify the following sources of systematic errors:
[33] 1. Unmodeled delays which have a dependence of the elevation angle are of fundamental importance since such a dependence is used, through the mapping functions of the hydrostatic and wet atmospheric delays, to estimate the ZTD. Errors in the mapping functions will therefore add different bias-type effects depending on the elevation cutoff angle [Stoew et al., 2007] . Phase center variations of the satellite and ground antennas will also add biases depending on the distribution of observations at different elevation angles. A constant bias is acceptable when searching for trends but this implies that the distribution of observations must remain stable of the entire time period studied. Such a requirement will not be fulfilled if there are changes in the GPS satellite constellation over time. Furthermore, the bias will change if a satellite is replaced with another satellite having an antenna with a different phase center pattern [Schmid and Rothacher, 2003] , or similarly if the receiver antenna is replaced by an antenna of a different type. An obvious improvement, although not done in this analysis, is therefore to model the phase center variations of the individual satellite and ground antennas . In spite of the possibility to correct for antenna effects the interaction with the electromagnetic environment at the site is still a potential problem [Granström, 2006] . Surface wetness, rain, and snow are likely to affect multipath and scattering effects at a receiver site. Other changes such as adding or removing a reflecting object close to a receiver site or changing the radome can have a serious impact. For example, as shown by and Gradinarsky et al. [2002] changing an antenna radome to a different type can introduce an offset of more than 1 kg m À2 in the IWV. reported a varying trend between the ZTD estimated by the IGS (International GNSS Service) and their reference solution. The variations in the trend coincided with the different ITRFs (International Terrestrial Reference Frames) used in the different periods. However, in our analysis this effect can be expected to be low since we estimated both station coordinates and satellites orbits with relatively loose constraints (5-10 cm for well established sites and up to tens of meters for other sites).
[35] 3. Higher-order terms in the correction for the ionospheric delay will introduce an effect which is likely to correlate with the 11 year solar cycle. Results by Hernández-Pajares et al. [2007] , using data from 2002 to 2003 close to a solar maximum, show a correction to the vertical coordinate of the order of a couple of millimeters due to second-order effects. There will be an effect on the IWV estimate through the correlation between errors in the vertical coordinate and the atmospheric delay. This result, however, indicates that it is below the 0.1 kg m À2 level.
[36] Many of these systematic effects are worse for observations at low-elevation angles. Including these observations strengthens the geometry and reduces the formal uncertainties of individual coordinate and atmospheric estimates. The formal uncertainties of the ZTDs are, however, not the limiting factor for the trend uncertainties in our application. The highest priority is to have long time series with as small systematic effects as possible and it is important to note that the 10°elevation cutoff angle used in this analysis may not be the optimum in order to minimize the influence of systematic errors.
Discussion
[37] When assessing linear trends in IWV it is also important to consider variations in the IWV on time scales of a few years caused by, e.g., volcano eruptions and El Niño. This is especially important when the time series are as short as in this study. As shown by Trenberth et al. [2005] periods of El Niño cause a significant increase in the global IWV. However, effects of El Niño are mostly important for regions around the equator, hence they may not have significantly affected our results.
[38] The trends estimated in this work are generally slightly lower than those found by Gradinarsky et al. [2002] for the SWEPOS sites. A likely reason for this is that they used another period (August 1993 to December 2000 . Also, the changes to the SWEPOS sites during 1993-1996 might have affected their results, and they used another processing strategy for the GPS data, Precise Point Positioning (PPP). The advantage of using PPP instead of a network solution is that a systematic error at one site will only affect the IWV at that site, while all sites in the network might be affected in a network solution. The potential problem with PPP is that it needs a priori estimating of the satellite orbits (e.g., by a network solution) and any systematic errors in these will affect the results. We will investigate the differences between IWV estimated by these two strategies in more detail in the future.
[39] The obtained trends could be compared to the trends obtained using other methods. However, other published investigations use different time periods so the results are not directly comparable. Ross and Elliott [2001] found a trend of À0.05 kg m À2 decade À1 for the whole of Europe and the period 1973 -1995 (using radiosonde data). Trenberth et al. [2005] used ERA40 and the NCEP reanalysis to obtain the global distribution of the IWV trends. For the region around Sweden and Finland the trends from both these reanalysis were found to be between À0.5 and +0.5 kg m À2 decade
À1
for the period 1988 -2001.
Conclusions and Outlook
[40] We have used a 10 year long data set of GPS observations acquired by 33 receiver sites in Finland and Sweden. When fitting a seasonal model to the inferred time series of IWV we obtain linear trends in the range from À0.2 to +1.0 kg m À2 decade
À1
. We find, as expected, that a 10 year period is too short to obtain stable values for the estimated trends. The patterns seen across the studied area are however realistic and no GPS site stands out with a significantly different result. We conclude that as the time series become longer it will become possible to assess the systematic drifts in the GPS data in much more detail.
[41] We find that taking the temporal correlations of the IWV deviations from the model into account the formal uncertainties in the trends are of the order of 0.4 kg m À2 decade
, a factor of four larger compared to assuming the model deviations to be white noise. We have shown that the estimated uncertainties of the trends are mostly due to the natural variability in the IWV and not so The site names are identified in Table 1 and their locations are seen in the map in Figure 1 . much due to random errors in the IWV estimates. Hence, for investigation of climate trends it is probably not that important to use a low-elevation cutoff angle in the GPS data analysis. Several systematic errors affecting the trends are mostly important for low-elevation angle observations, hence by using a high-elevation cutoff angle these effects can be decreased. However, the systematic errors affecting observations at high-elevation angles will have a larger impact on the estimated IWV. In the future we will investigate the impact of using a higher-elevation cutoff angle.
[42] We will continue to investigate trends in IWV estimated from GPS. It would be interesting to look at data from regions where other investigations have seen significant IWV trends. For example, the results of Ross and Elliott [2001] and Trenberth et al. [2005] indicate that the trends in the Pacific Ocean are much more significant than in Europe.
