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tmn) is a term. 
Intuitively, a term is an expression stands for an element. 
Definition 3.4: The atomic formula of a first logic language L is inductively defined as: 
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Definition 3.5: The formula of a first logic language L (referred as Formd is inductively 
defined as: 
1) Every atomic formula is a formula. 
2) For any two formulae a and p, -,a, (a P) are also formulae. 
3) For any formula a and variable Xi, 'v'xia is also a formula. 
NOTE: as mentioned above, avp is seen as abbreviation of 3xa is short for 
-,'v'x-,a, and so on. 
The formulae of FORML are all the expressions can be talked in the first order logic 
L. Intuitively, a formula is an expression representing some property of the elements. 
In the formulae 'v'Xia, a is said to be the field of the quantifier 'v'Xi. 
Let x be a variable appear in formula a, obviously, x may appear in several places in 
a, each appearance is called an occurrence. 
Definition 3.6: An occurrence of x in formula a is said to be bounded occurrence if it 
appears as the form 'v'x, or in the field of quantifier 'v'x. In this case, x is said to be a 
bounded variable of formula a. BV(a) denotes all the bounded variables of formula a. 
Definition 3.7: An occurrence of x in formula a is said to be free occurrence if it is not 
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A model of BTK is defined as a triple M=<T, U, I>, where T and U are domains of 
temporal elements and non-temporal elements respectively. I is a function interpreting 
the signatures and variables of BTK in the standard way. 
Property 
As a many sorted first order logic system, BTK has simple, clear syntax, which 
makes it easy to understand and apply. More important, BTK inherits the sound and 
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unitary invariant vector 
= 
unitary 
invariant meta-basis 
Function V=meta-basis(V)
[n, m]=size(V) ; // V is a n-by-m matrix.
V = VV'ln .
/
if norm(v)"0
V'=[]; // V is empty, fail to find, 
return; 
else if m ==1
V =v/norm(v); 
return; 
else
v=v/norm(v) ;
V =vtt>Z ;//orthogonal decomposition. 
V =[v, meta-basis(Z)]; //recursively 
here.
end; 
end;














CHAPTER 5 GRAPH MATCHING ALGORITHM FOR MATCHING SCENARIOS 
Section 5.4 Node Similarity Graph Matching Algorithms 
We have noticed that the STGM algorithm gets a little matching error for matching 
non-isomorphic sparse graph pairs. 
In this section, we shall not improve the STGM or MBGM algorithms even better, 
but discuss the difficulties in solving graph matching problems in such a way. 
Instead of discussing constraints for each algorithm, we shall deal with them 
together by the notion of algorithm framework. 
Section 5.4.1 Node similarity graph matching framework 
The node similarity graph matching framework (NSGM) is a general and abstract 
method for solving graph matching problem. 
Definition 5.7: Given two graphs G and H, the NSGM framework has the following two 
significant steps: 
I) Constructing node-similarity matrix S(G, H). 
The entry S(G, H)(i,j) denotes the similarity of i-th node of G and j-th node of H. In 
some cases, if a node-distance matrix D is provided instead of node similarity matrix, 
then similarity matrix S can be simply set as -D or m-D, where m is the maximum 
element ofD. 
2) Calculating the maximum similarity match. 
n 
arg s max 2: SCi, j) x P(i, j) (5.16) 
PEPenn(n) i,j=! 
Requirement 
One may ask whether the selection of node similarity function S(G, H) is arbitrary or 
not. The answer is negative. Since the entry of S(G, H) denotes the similarity between 
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There are mainly two known approaches to the 
representation of temporal information in Computer 
Science: modal logic approaches (including tense 
logics and hybrid temporal logics) and predicate logic 
approaches (including temporal argument methods 
and reified temporal logics). On one hand, while 
tense logics, hybrid temporal logics and temporal 
argument methods enjoy formal theoretical 
foundations, their expressiveness has been criticised as 
not power enough for representing general temporal 
knowledge; on the other hand, although current reified 
temporal logics provide greater expressive power, 
most of them lack of complete and sound axiomatic 
theories. In this paper, we propose a new reified 
temporal logic with a clear syntax and semantics in 
terms of a sound and complete axiomatic formalism 
which retains all the expressive power of the approach 
of temporal reification.
modal logic approaches predicate 
logic approaches 
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