Quantum dynamics is very sensitive to dimensionality. While two-dimensional electronic systems form Fermi liquids, one-dimensional systems -TomonagaLuttinger liquids -are described by purely bosonic excitations, even though they are initially made of fermions. With the advent of coherent single-electron sources, the quantum dynamics of such a liquid is now accessible at the single-electron level.
INTRODUCTION
A fundamental difference between bosons and fermions is that the former can be described at the classical macroscopic level while the latter cannot. In particular, in an ultrafast quantum nano-electronics setup, the experimentalist controls the -bosonicelectromagnetic degrees of the system and aims at injecting a single -fermionic -coherent electron in the system. This interplay between bosonic and fermionic statistics is a central feature in one-dimensional quantum systems as it provides a unique playground for the study of interaction effects 1,2 .
The reduced dimensionality influences the interaction between particles and can lead to fascinating phenomena such as spin-charge separation 3 , charge fractionalisation 4 or Wigner crystallisation 5 . The low-energy collective bosonic excitations consist of charge and spin density waves that propagate at two different velocities. While the spin density is unaffected by the Coulomb interaction and propagates at Fermi velocity v F , the charge density is strongly renormalised by the interactions and propagates with the plasmon velocity v P , which is usually much faster than the Fermi velocity. Spin-charge separation has been experimentally probed in momentum resolved tunnelling experiments between two quantum wires 3 as well as tunnelling from a quantum wire into a two-dimensional electron gas 6 .
In addition to spin-charge separation, charge fractionalisation occurs in one-dimensional systems [7] [8] [9] [10] . Injecting an electron into a one-dimensional system with momentum conservation, the charge decomposes into right and left moving charge excitations, as demonstrated in [ 4 ] . Charge fractionalisation also occurs in a system of two coupled Tomonaga-Luttinger liquids. There, an electronic excitation present in one of the two channels fractionalises into a fast charge mode and a slow neutral mode, which are the eigenmodes of the coupled system 11 . This charge fractionalisation has been recently observed in a chiral two-channel Tomonaga-Luttinger liquid in the integer quantum Hall regime [12] [13] [14] [15] [16] .
Here, we study the most general case where the system can be tuned continuously from a clean one-channel Tomonaga-Luttinger liquid to a multi-channel Fermi liquid in a nonchiral system. We use time-resolved measurement techniques 17, 18 to determine the time of flight [19] [20] [21] of a single-electron voltage pulse and extract the collective charge excitation velocity. Our detailed modelling of the electrostatics of the sample allows us to construct and understand the excitations of the system in a parameter-free theory. We show that our self-consistent calculations capture well the results of the measurements, validating the construction of the bosonic collective modes from the fermionic degrees of freedom.
RESULTS

Measurement principle
We tailor a 70 µm long quasi one-dimensional wire into a two-dimensional electron gas using metallic surface gates as shown in Fig. 1a . A pump-probe technique has been implemented to measure in a time-resolved manner the shape as well as the propagation speed of the electron pulse. We apply an ultrashort voltage pulse (≈ 70 ps) to the left ohmic contact to generate the few-electron pulse. The pulse injection is repeated at a frequency of 600 MHz and the resulting DC current is measured at the right ohmic contact. Three quantum point contacts (QPCs) are placed along the quantum wire to measure the arrival time of the charge pulse at different positions. Simultaneously, another ultrashort voltage pulse is sent to one of the three QPCs which allows opening and closing the QPC on a timescale much faster than the width of the few-electron pulse (see methods section). By changing the time-delay between launching the electron pulse and the on-off switching of the QPC we can reconstruct the actual shape of the few-electron pulse 19, 20 .
Time-of-flight measurements
A typical time-resolved measurement is shown in Fig. 1b . We observe a few-electron pulse of Gaussian shape with a FWHM of ≈ 70 ps. Measurements of the time of flight τ F at different positions (Fig. 1b) allows us to determine its propagation speed, which we find to be independent of the number of electrons contained in the electron pulse (Fig. 1d) . By changing the voltage on the side gates V SG it is possible to modify the propagation speed by almost an order of magnitude. As the confinement is made stronger, the arrival time of the electron pulse at the detection QPC is shifted to longer times, as seen in Fig. 2a . QPCs is connected to a large bandwidth (40 GHz) bias tee and operated as an ultrafast switch.
Time-resolved detection of current is done at the right ohmic contact. QPC 0 , placed a distance of 6 µm from the left ohmic contact, is used as a channel selection. b, Time-resolved measurements of an electron pulse at the three different QPC positions. c, Illustration of the sample geometry used for the self consistent calculations. The quasi one-dimensional quantum wire is defined by the two long electrostatic gates at potential V SG . The colored images, one at the beginning of the wire and another one at the end, are cross sections of the electron density profile along the y-axis as a function of the gate voltage. d, Time-resolved measurements of an electron pulse at QPC 3 for different excitation amplitudes. The amount of electrons contained in the electron pulse is varied between 0.6 e and 6.1 e.
local perturbation of the charge density. Applying a very short charge pulse results in an excess charge density created locally. Due to the generated electric field, the excess charge is displaced very rapidly at the surface of the Fermi sea giving rise to a collective excitation, is displayed by the blue curve in Fig. 2b . 
Channel selection
By gradually reducing the number of channels of the quantum wire to one, we enter the Tomonaga-Luttinger liquid regime 1 . However, due to the strong confinement potential and its long length, the quantum wire is not very homogeneous and the pulse becomes distorted.
It is therefore not possible to realise a clean one-channel Tomonaga-Luttinger liquid 25 in the present configuration. To circumvent this limitation we have placed another quantum point contact QPC 0 at the entrance of the quantum wire in order to select specific channels as schematised in Fig. 3c . We set the confinement potential of the quantum wire to a situation where the wire width is relatively large (V SG = −1.0 V; N ≈ 28) and set the quantum point conductance to a value of G QPC 0 = 2e
An electron pulse is launched from the left ohmic contact into the quantum wire containing initially N = 28 channels. Upon propagation, this charge pulse decomposes onto the N = 28 eigenmodes (plasmon modes) due to Coulomb interaction. When this pulse passes through the QPC 0 , only one channel is transmitted, as shown in Fig. 3c . After the passage, the electron pulse continues its propagation along the quantum wire containing again the same number N of available channels as before the passage through the selection QPC 0 . Assuming a non-adiabatic passage, the charge pulse should instantaneously fractionalise into a fast plasmon mode and N − 1 slow modes. Very surprisingly, this is not the case. Time-resolved measurements of the charge pulse propagation through QPC 1 , QPC 2
and QPC 3 allow us to determine the average speed of the charge pulse after passing through the selection QPC 0 . We observe that the charge pulse is strongly slowed down after passing the channel selection QPC 0 , as shown in Fig. 3b and d. These measurements are repeated for different confinement potentials to corroborate our findings (see red data points in Fig. 2b ).
DISCUSSION
As discussed above, the propagation speed of the charge pulse is strongly enhanced by the Coulomb interaction. Applying our parameter free model we are able to determine the propagation velocity for any gate configuration. This is done for the fast charge mode in Our theoretical model also allows us to calculate the speed of the charge pulse assuming that only one single mode is occupied after passing the channel selection QPC 0 (solid red curve in Fig. 2b ) and compare it to our experimental data. This mode corresponds to a single-channel Tomanaga-Luttinger plasmon (c.f. Supplementary Note 4) which is very different from the plasmon hosted by the full 28 channels. The agreement between theory and experiment is again remarkable. These observations strongly suggest that the charge pulse which is transmitted through the lowest channel of the selection QPC 0 is adiabatically transferred onto the fast plasmon mode corresponding to a single-channel Tomonaga-Luttinger liquid and which we named the funneling scenario (c.f. Supplementary Note 4). We have repeated these experiments for the second quantised plateau (green data points) and find similar agreement. Hence our data indicate that it is possible to form a very clean single channel (two-channel) Tomonaga-Luttinger liquid even though the wire contains many more active channels. We observe that the electron pulse conserves its propagation speed for at least a distance of 25 µm (position of QPC 2 ). This is in stark contrast to experiments in the quantum Hall regime, where the wave packet fractionalises instantaneously 15 . In these experiments the electron wave packet is already fully fractionalised after a propagation distance of about 3 µm 15 with a time separation of ≈ 70 ps between the fast and the slow mode.
In our experiment, we observe fractionalisation only at a distance well above 20 µm. At a distance of about 70 µm (QPC 3 ), we observe that the velocity is again approaching the one corresponding to the fast mode where all the channels of the quantum wire are populated.
This opens the possibility to realise quantum interference experiments with single-electron pulses by only populating a single-channel plasmon mode, which has never been observed with DC measurements.
The presented time control of single-electron pulses at the picosecond level will also be important for the implementation of wave-guide architectures for flying qubits using single electrons 26 . Integrating a leviton source 27 into a wave-guide interferometer would allow to realise single-electron flying qubit architectures 26,28,29 similar to those employed in linear quantum optics 30 .
Our findings give also a new insight into the recently discovered levitons 27 . As the underlying physics is independent of the actual shape of the single-electron wave packet, levitons should be regarded as a special kind of plasmon with the particularity that it does only generate electronic excitations (no holes), rather than a single-electron excitation
propagating at the surface of the Fermi sea with the Fermi velocity 31 .
Furthermore, our studies pave the way for studying real-time dynamics of a quantum nano-electronic device 32 such as the measurement of the time spreading or the charge fractionalisation dynamics 10 of the electron wave packet during propagation.
METHODS
Sample fabrication
The sample is fabricated by depositing electrostatic gates on top of a GaAs/AlGaAs semiconductor heterostructure. The two-dimensional electron gas, which is at a depth of 140 nm, has density n = 2.11 × 10 11 cm −2 and mobility µ = 1.89 × 10 6 cm
The 70 µm long electrostatic gates are defined by Ti/Au, while a Ni/Ge/Au/Ni/Au alloy is used for the ohmic contacts. A scanning electron microscope image of our sample is shown in figure 4 . The three QPC switches and their respective distance from the left ohmic contact are shown with red, pink and black colors, whereas the mode selection QPC 0 is highlighted with yellow color.
Time resolved measurements of voltage pulse
To generate a single-electron pulse, a voltage pulse with an amplitude of several tens of µV is applied to the left ohmic contact of our sample through a high bandwidth coaxial line and a 40 dB attenuation. The voltage pulses are provided by an arbitrary function generator (Textronics AWG7122C) and have a 600 MHz repetition frequency. The gener-ated DC current is measured across a 10 kΩ resistor placed on the sample chip carrier at a temperature of 20 mK. The pulse train is modulated at a frequency of 12 kHz to perform lock-in measurements. A second voltage pulse is applied to one of the QPCs in order to operate it as a fast switch. By changing the time delay between generating the electron pulse and opening/closing the QPC switch we can reconstruct in a time-resolved manner the time trace of the electron pulse, following the protocol developed by Kamata et al. 19 .
In order to obtain the shortest possible switching times we perform the following operations, shown in Fig. 5a . First, the QPC is set to the pinch-off regime (OFF -position)
by applying an appropriate negative DC voltage (V DC ). Subsequently, we apply a short voltage pulse with a fixed amplitude (V AC ) to the QPC, which allows us to open the QPC switch only for a very short time δτ , typically below 10 ps 33 . To achieve these fast switching times we keep the V AC amplitude constant and we vary V DC . As shown in Fig. 5a when V DC is very negative the QPC switch remains closed for all time delays and therefore the recorded current is zero. By increasing V DC to the appropriate value we can open the QPC switch for a brief period of time δτ , thus allowing us to reconstruct the electron pulse. As the switching profile of the QPC depends on the combination of the applied DC and AC voltages as well as the very sharp conductance response we can achieve time resolutions that are shorter than those provided by our electronics. By optimising V DC and V AC amplitudes we are able to measure single-electron pulses down to a FWHM of 68 ps, as shown in Fig. 5b .
Determination of the propagation velocity
To determine the velocity of the electron wave packet we perfomed time-of-flight measurements for different confinement potentials (see Fig. 1 and Fig. 2 ). For every confinement potential we carry out three independent measurements, one for each QPC (except QPC which is not connected to a bias tee). During these measurements we excite the electron wave packet and measure the time it takes to propagate to the three detection QPCs. By using the time of flight and the exact distance between the left ohmic contact (excitation location) and these three QPCs (Fig. 4) we can calculate the velocity (cf. Supplementary Note 4). 
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Number of injected charges
The number of electrons injected into the quasi-1D channel can be arbitrarily tuned by the voltage applied on the left ohmic contact, V p 1 ,
where n e is the number of excited electrons, h is Plank's constant and e is the elementary charge. In this formula we assume a single channel of conductance as well as spin degeneracy.
The voltage on the left ohmic contact, V p (t), can be calculated directly from the voltage amplitude applied by the AWG on the RF line and by taking into account the appropriate line attenuation.
To estimate the number of generated electrons contained in one electron pulse we measure the rectified current across a 10 kΩ resistor, which is amplified and measured with a lock-in amplifier. The measured signal is then proportional to the number of generated electrons n e distributed over all available conduction channels and to the repetition rate of our AWG, which is f = 600 MHz, i.e., I = n e e f = V rms g
where V rms is the voltage measured with the lock-in amplifier, g = 1000 is the amplifier gain and the constant factor π/ √ 2 is to account for the 12 kHz square pulse modulation signal used for the lock-in detection. As shown in Fig. 1d of the manuscript we can excite from 0.6 to 6.1 electrons per pulse by varying the amplitude of the input pulse.
SUPPLEMENTARY NOTE 2 Time calibration of RF lines
The RF lines used for the excitation and detection of the electron pulse are calibrated using two methods, reflectometry measurements and in-situ calibration.
To perform the reflectometry calibration we initially send a short pulse through the RF line and measure the reflected pulse with a high bandwidth oscilloscope. As shown in Supplementary Figure 1 we can estimate the relative time delay between the four RF lines by looking at the reflected pulses. This approach offers limited time accuracy (≈ ± 5 ps)
since the RF lines cannot be calibrated with the attenuators installed. A second and more precise calibration can be done in-situ by exploiting the fast propagation of the 2D plasmon.
Supplementary Figure 1 . Time domain reflectometry. The large amplitude curves at 0 ps are the pulses applied on the RF lines, while the smaller amplitude curves above 1000 ps are the reflected pulses. The four arrows indicate the peak of the reflected pulse connected to the ohmic contact (blue curve), QPC 1 (red curve), QPC 2 (purple curve), QPC 3 (black curve).
To do so, we almost completely depolarise the one-dimensional channel gates. The collective motion of electrons in this almost confinement-free system has the velocity of a two-dimensional plasmon, which is well known to be v As illustrated by Supplementary Figure 2 , the electron wave packet excited at the left ohmic contact will cover a distance d 0 with an average speed v 0 before it reaches the quasi-1D
channel. It will then travel towards the three QPCs with speed v e . The equation governing the motion of the electron has the following form,
where x is the distance from the left ohmic contact to the three QPCs, t 0 is the time until the 
SUPPLEMENTARY NOTE 4
Simulating the plasmon dispersion relation from the microscopic model A sketch of the system used in our simulations is shown in Figure 1c of the main text. We consider a 3D system with translational invariance along the x direction and with the 2D electron gas situated at z = 0. The two top gates, situated at z = 140 nm are used for defining the quasi-one dimensional wire, but also provide screening to the electron gas.
Our starting point is a many-body Hamiltonian that describes our 2D electron gas,
where the fermionic operator c † rσ (c rσ ) creates (destroys) an electron at position r = (x, y) and with spin σ, m * is the effective mass, ∆ the 2D Laplacian operator, U (r) an electrostatic potential and G(r, r ) the electron-electron interaction. In free space, G(r, r ) is simply given by the bare Coulomb repulsion G(r, r ) = 
with the boundary condition G(r,r ) = 0 when the 3D vectorr = (x , y, z ) coincides with the position of a gate. e > 0 is the electron charge and the dielectric constant.
Self-consistent electrostatic-quantum problem
The first step in our calculation is a mean field (self-consistent Hartree) treatment of Supplementary Eq. (2), in which we aim at solving together the following equations,
where U (r) is the restriction of U (r) to the 2D plane of the electron gas, ρ(r) = ρ(r)δ(z), Ψ the electronic wave function, f the Fermi function and the continuum sum in Supplementary Eq. (6) spans over all the eigenstates of the Schrödinger Supplementary Eq. (5). The density ρ 0 accounts for the layer of dopants present above the 2D gas; we use U (r) = V SG in the top gate and Von Neumann boundary conditions otherwise. We have explicitly verified that the finite width of the 2D gas along z does not play a role in these calculations. Translational invariance along x implies that the Poisson equation can be solved in the 2D (y, z) plane while the wave-function is a plane wave, which can be separated into a transverse and a longitudinal component Ψ(E, r) = e ikα(E)x ψ α (y). Performing an explicit integration along the longitudinal direction at zero temperature, we arrive at,
where we have introduced the Fermi energy E F . The factor 2 accounts for spin degeneracy.
The Poisson equation for the potential U (y, z) is solved on the (y, z) plane by using finite elements in a rectangular box with Von Neumann boundary conditions on the sides and fixed Dirichlet boundary conditions for the side-gate voltage V SG . The size of the box has been chosen such that the results are free from finite size effects. An example of calculation of the Green's function G(y, y ) ≡ G(y, z = 0; y , z = 0) is shown in Supplementary Fig. 3 for illustration. The Schrödinger equation is discretized using a simple finite difference scheme and solved using the Kwant package 4 . Solving the sequence of Supplementary Eq. (7), (8) and (9) for an input density ρ results to a new density ρ out . The self consistency is reached when ρ = ρ out (see Supplementary Figure 5 for an example of convergence of our iterative procedure). The self-consistent solutions are obtained using a Newton-Raphson scheme 5 .
We use the following parameters: effective mass m = 0.067 m e , dielectric constant = 12 0 and a fixed dopant density of n d = 3.16 × 10 11 cm −2 . Note that this density is higher than the bulk 2D density of the gas. We have checked that our results are in fact independent of this value since the actual electronic density is controlled by V SG . However, using a lower dopant density prevents us from exploring the high density regime (V SG > −1 V) where the . At each iteration n we calculate from an input density ρ n a new density ρ n+1 . Solving sequentially Supplementary Equations (7, 8 and 9) we obtain ρ out from which we can calculate the distance to the convergence and express it in terms of the dopant density n d = 3.16 × 10 11 cm −2 . The inset is the converged density for the 3 gate voltages in the same units.
Generalized Luttinger theory
To proceed, we follow Matveev and Glazman 6 (see also a simpler construction 7 ) and construct the bosonised theory for the plasmon excitations of the quasi-1D wire. Bosonization theory predicts that the plasmons have a linear dispersion relation ω = v P q, where ω is the plasmon energy, v P the plasmon velocity and q the plasmon wave vector. The values of v P are obtained from an eigenvalue problem described below.
In the presence of N propagating channels, we introduce the N × N diagonal velocity
where v α is the non-interacting velocity of mode α. We also introduce the interaction matrix
Supplementary Figure 6 and 7a show examples of the different components ofṼ andG
for different values of the gate voltage. Once these objects have been defined, the plasmon velocities v P can be obtained in a straightforward manner by diagonalising the following matrix,
whereñ is a N-sized vector. Typically Supplementary Eq. (12) has one large eigenvaluereferred to as the plasmon mode with velocity v P = v 0 P -and N − 1 small ones (the slow modes) due to the low effective rank of theG matrix (see Supplementary Fig. 6 ). The plasmon velocity v P is the chief outcome of this calculation and is shown in Supplementary   Fig. 7b . By selecting the N ch × N ch submatrix obtained by truncating Supplementary Eq.
(12) to the corresponding channels, we reproduce the effect of the channel filtering with QPC 0 . Diagonalising the 1 × 1, the 2 × 2 and the full matrix give respectively the red, green and blue curves of Fig. 2b of the manuscript. In the same way, in order to obtain the theory data of Fig. 3d at V SG = −1 V, we solve the N ch × N ch truncated equation where
is the number of opened channels of QPC 0 .
Modeling of the observed signal
The generalized Luttinger theory provides two pieces of information: the velocities v a P of the different modes and the eigenfunctionsñ aα that indicate how mode a decomposes on the different single particle channels α. A proper theory of how these modes are generated by the ohmic contact, affected by the presence of the intermediate QPC and eventually measured with the last QPC is beyond the scope of this article. Below, we investigate two limiting cases where we predict the actual shape of the measured signal within a (i) "Funneling" scenario and a (ii) "Filtering" scenario. In both scenarios, we assume that the Ohmic contact initially populates all single particle states equally, which amounts to assuming that mode a receives an initial weight c a = αñ aα (where the global sign ofñ aα is fixed by imposing c a ≥ 0).
(i) Funneling scenario: Within this scenario, the charge hosted by the different channels is funneled into the lowest channel upon entering a QPC (a part can also be reflected, here we are not interested in the absolute height of the signal but in the relative weight of the different modes). At a distance d, the expected measured signal takes the form,
where f (t) = exp(−4 log(2)t 2 /Γ 2 ) with a FWHM (Full Width Half Maximum) Γ = 68 ps.
Here f (t) corresponds to the Gaussian shape of the injected charge pulse (see Fig. 2a and Upon polarizing QPC 0 to a unique transmitting channel T = 1, one expects that the plasmon is funneled into a plasmon hosted purely by the first channel. In practice this corresponds to truncating Eq.(12) to a 1 × 1 matrix before diagonalizing the problem. We expect
where v (ii) Filtering scenario: Upon entering a QPC polarised to transmission T = 1, only the weight of the mode corresponding to the lowest channel (channel 0) is transmitted, the rest is reflected. This corresponds to adding a factorñ a0 in the expected signal. The fast plasmon mode has a large charge weight c 0 compared to the other modes. However this charge is (more or less equally) distributed over all the single particle channels. In contrast, the other (slow) modes have spread their weight on a few channels with both positive and negative contributions. As a result, the extra factorñ a0 strongly reduces the overall weight of the fast mode compared to the slow ones. The expected weight without selection QPC 0 reads,
while with selection QPC 0 we expect,
These signals are plotted respectively on the lower panels of Supplementary Figure 8 
