To evaluate the effects of chromatic adaptation on spectral sensitivity at temporal frequencies within the region of high-frequency linearity, critical flicker frequency was measured as a function of red-green luminance ratio for counterphase flicker of 649-and 555-nm light. For eight observers, the relative weight of the contribution of the long-wavelength-sensitive cones to flicker detection was smaller on long-wavelength adapting fields than on middle-wavelength adapting fields even though long-wavelength-sensitive-cone modulations were high. These data indicate that chromatic adaptation can confound the interpretation of flicker-sensitivity data that are gathered with long-wavelength test lights or with equiluminant heterochromatic flicker and that there can be considerable interobserver variability in the effects of chromatic adaptation.
INTRODUCTION
The theoretical construct of a luminance system is based in part on the fact that several different psychophysical methods that use transient stimuli yield similar spectral sensitivities. VA, the photopic spectral luminousefficiency function, was derived in part from the classical method' of heterochromatic flicker photometry (HFP), in which the apparent luminance flicker produced by rapid counterphase modulation of two primaries is minimized by adjusting the ratio of intensities of the two primaries. Under appropriate conditions a similar function is obtained by determining, as a function of wavelength, the threshold radiance at a fixed high temporal frequency." 2 'In addition, measurement of sensitivity to brief pulses of monochromatic test fields superimposed on a white adapting field' also yields data that can be fitted well by VA. For the purposes of the current study, the psychophysical mechanism or mechanisms that mediate the detection of high-frequency flicker for uniform fields is referred to as the luminance system and is assumed to operate on a weighted sum of responses from the long-wavelengthsensitive (L) and middle-wavelength-sensitive (M) cones. 4`9 It has been known for many years that spectral sensitivity measured with HFP approximates VA only for mean luminances near 50 trolands (Td) and that the amount of red light that is needed for a red-green HFP match increases with mean luminance. 1 ' 4 " 0 It is also known that chromatic adaptation can have dramatic effects on HFP matches. 5 "' Evaluation of the effects of chromatic adaptation on flicker thresholds and flicker photometry indicates that long-wavelength adapting fields can reduce the relative weight of the L-cone input to the luminance system. 5 7 " 2 These phenomena suggest that the response of the luminance system to rapid flicker can be strongly affected by chromatic adaptation.
It has also been known for many years that, when flicker-sensitivity data are plotted in terms of amplitude (rather than modulation), data gathered at a range of mean luminances converge at high temporal frequencies. [13] [14] [15] [16] Thus the threshold amplitude at high temporal frequencies is independent of mean luminance. This phenomenon is often referred to as high-frequency linearity'" and suggests that at high temporal frequencies the sensitivity of individual cones is minimally affected by adaptation level. 1 7 ,18 These two findings appear to be contradictory because if chromatic adaptation affects flicker sensitivity then adaptation level is important, whereas if high-frequency linearity obtains then it seems that adaptation level is not important. One possible explanation for this apparent contradiction is that the two phenomena have been measured within different temporal-frequency ranges. ' 9 Temporal resolution is highly dependent on mean luminance and stimulus size, 13 -1 so whether a given temporal frequency is a high temporal frequency depends on the stimulus conditions used. A recent study ' 7 demonstrated that, for a wide range of mean luminances and several field sizes, high-frequency linearity for luminance modulation obtains at temporal frequencies for which contrast threshold is 20% or greater. Therefore, for a given observer and set of stimulus conditions, the lower limit of the high-frequency-linearity region for luminance modulation is the highest temporal frequency for which a sinusoid at 20% modulation can be detected. All visible frequencies above this limit will be in the high-frequency-linearity region. Studies of high-frequency linearity for luminance modulation have been limited to these high frequencies. On the other hand, studies that demonstrate the effects of chromatic adaptation have used stimuli for which the effective modulation for the luminance system was <20%; this is discussed in Section 2.
An alternative explanation for the apparent contradiction is that two different forms of adaptation, receptoral and postreceptoral, occur in the luminance system.
Single-unit recordings have demonstrated high-frequency linearity in turtle cones, 2 0 '21 and focal electroretinograms indicate that it is also seen in the human outer retina.
Therefore high-frequency linearity may reflect adaptation characteristics of the receptors, for which adaptation does not occur at high temporal frequencies. Chromatic adaptation, on the other hand, can have postreceptoral as well as receptoral components. It has been shown that the weight of the L-cone input can be altered by the color of the adapting field, rather than by the mean quantal catch in the cones. 6 Studies of high-frequency linearity have not, in general, explored the effects of chromatic adaptation, although a recent study' 8 of critical flicker frequency (CFF) at 20% modulation found effects of mean chromaticity at luminances >2.5 log Td. It is possible that the postreceptoral component of chromatic adaptation continues to operate at the high temporal frequencies that eliminate receptoral adaptation.
THEORETICAL BASIS FOR THE EXPERIMENT
The current study was designed to determine whether chromatic adaptation could affect sensitivity at temporal frequencies for which high-frequency linearity has previously been demonstrated. This required a method for measuring the relative weight of L-and M-cone inputs to the luminance channel on different adapting fields by using stimuli that can be detected only at high cone modulations (near CFF). Most methods for measuring the relative weight of the L-and M-cone inputs to the luminance channel cannot be performed at such high temporal frequencies, since they employ stimuli that produce low cone contrasts (and hence require temporal frequencies low enough to be detected at these low cone contrasts).
For example, HFP uses counterphase modulation of two primaries, and the observer adjusts the ratio of the luminances of the two primaries to minimize the response of the luminance system. The stimulus therefore has low modulation for the luminance system, and hence the flicker frequency cannot be near CFF (otherwise there would be a wide range of no flicker, and settings would be quite imprecise). Another method is to measure thresholds for counterphase modulation of red and green sources at a range of ratios that provide a range of different modulations to the L and M cones. 6 For this method, the stimulus frequency must be low enough that it can be detected for the full range of L-and M-cone ratios tested and hence cannot be near CFE A related method is heterochromatic modulation photometry (HMP). In HMP, modulation thresholds are measured for red-green counterphase flicker with a fixed luminance of the green light and a wide range of luminances of the red light. As the luminance of the red light is varied, the amount of modulation of each of the cone types is varied. The data are then fitted with a template derived from a linear sum of the L-and M-cone responses, yielding a measure of the relative weights of the L-and M-cone inputs. However, measurement of modulation threshold requires the use of a temporal frequency that is low enough to permit measurement of thresholds for the full range of stimuli, some of which produce low cone contrasts. A fourth method is the measurement at a range of wavelengths of threshold intensity for a flickering field." 7 However, if mean chromaticity is to be held relatively cohistant across different test wavelengths, then the intensity of the flickering field must always remain much lower than the intensity of the adapting field, producing relatively low cone contrasts. The current study modified one of these techniques, HMP, to be suitable for use at high temporal frequencies. The goal was to determine whether long-wavelength adapting fields would reduce the relative weight of the L-cone input to the luminance mechanism at frequencies for which high-frequency linearity holds. Therefore stimuli were used that produced high L-cone contrasts, permitting the use of frequencies high enough to avoid receptor adaptation in the L cones. To obtain these high temporal frequencies CFF, rather than modulation threshold, was measured. HMP data analysis assumes that the effective amplitude of the stimulus for the luminance system is a weighted sum of the L-and M-cone amplitudes and determines which ratio of L-and M-cone inputs (the LIM ratio) gives the best fit to modulation-threshold data. The use of CFF rather than modulation threshold introduces a further complication, since it is necessary to use the predicted amplitude for a given LIM ratio to generate a fit to CFF data. In series 1, for each subject and stimulus condition the relationship between CFF and amplitude was measured with monochromatic flicker, 2 3 and then this relationship was used to generate CFF predictions from the effective amplitudes given by the specified LIM ratios. 24 However, the use of monochromatic flicker assumes that the CFF-versus-amplitude function is constant across wavelengths. If chromatic adaptation operates at high temporal frequencies, then this assumption may not hold. Therefore in series 2 the mean chromaticity was held constant.
METHODS

A. Observers
Eight color-normal observers were tested, the author and seven observers who were naYve to the purpose of the experiment. These observers had no ocular problems other than refractive error, had 20/20 or better corrected acuity, had normal performance on the Regan Contrast Sensitivity Charts, and had normal color vision as assessed with a battery of tests: the Ishihara plates, the Standard Pseudoisochromatic Plates II, the Farnsworth-Munsell 100-hue test, the Farnsworth D-15 test, the Adams desaturated D-15 test, and anomaloscopy.
B. Apparatus
A four-channel Maxwellian-view optical system with a 2-mm artificial pupil was used to produce a flickering 2-deg circular test field surrounded by a white 10-deg square. A circular 11-deg adapting field was superimposed upon the entire display. The flickering test field was filled with collimated light from diffused red and green light-emitting diodes (LED's) linearized by a pulsemodulation method described in detail elsewhere.' 5 The white surround was produced by a photometric cube illuminated by collimated light from a diffused tungsten source; the diagonal of the photometric cube was a mirrored surface with a central transparent region that defined the circular test field. The inner edge of the white surround was therefore contiguous with the 2-deg circular test field; the outer edge was a 10-deg square. The white surround was set to 2.5 log Td to minimize effects of any stray light from the test field. The adapting field was produced by passing collimated light from a halogen lamp through colored filters and reflecting it off a beam splitter placed in front of the photometric cube. The chromaticity of the adapting field was controlled by selecting one of two broadband filters (Andover, 70-to 80-nm bandwidths at half-height) for series 1, or one of two monochromatic three-cavity interference filters (Oriel, 10-nm bandwidth) for series 2. Inconel neutral-density filters were used to control the mean luminance of the adapting fields.
The experiment was controlled by a Macintosh II computer equipped with a 6-channel 12-bit digital-to-analog converter (DAC) board (National Instruments NB-AO-6), a multifunction interface board (National Instruments NB-DMA-8-G), and a three-port digital input-output board (National Instruments NB-DIO-24). The DAC's, with timing controlled by the multifunction board, were used to drive a dual-channel LED driver' 5 that controlled the two LED's. The input-output board was used to monitor the observer's responses, which were generated by pushing a button, flicking a switch, or turning a rotary optical encoder.
C. Calibrations
Spectral properties of test and adapting wavelengths were determined with a Pritchard spectroradiometer. The red and green LED's were metameric to 649.2 and 554.7 nm, respectively. The CIE coordinates of the white surround were x = 0.46 and y = 0.44. For series 1 the longwavelength filter yielded a field that was metameric to 627 nm, and the middle-wavelength filter yielded a field having CIE coordinates x = 0.29 and y = 0.64. For series 2, 670-and 510-nm interference filters were used to produce the long-wavelength and middle-wavelength adapting fields.
The mean retinal illuminance for each channel was determined with a calibrated photometer (United Detector Technologies) by using a photometric filter. 2 5 For series 1, neutral-density filters were used to set the mean luminance of the long-wavelength adapting field to 3.20 log Td and that of the middle-wavelength field to 3.56 log Td. For series 2, neutral-density filters were used to set the mean luminance of the 670-nm field to 3.50 log Td and that of the 510-nm field to 3.44 log Td. Control experiments were performed in which the luminance of the 670-nm field was reduced by 0.3 and 0.6 log unit.
The temporal frequencies that were produced by the timing board were measured by examining the squarewave output from the DAC's on a storage oscilloscope. These calibrations showed that the timing board was highly accurate across the entire range of temporal frequencies used.
D. Procedure
For each trial the LED's were square-wave modulated in counterphase, and the observer adjusted the temporal frequency to determine CFF (defined as the highest frequency for which flicker could be detected for that stimulus). Temporal frequency was set by the computer to begin at 8 Hz, and different modes of operation of the controls permitted the observer to make rapid changes in frequency when it was far from CFF and to make finer adjustments in frequency near CFF.
26 Square-wave flicker was used to obtain maximum modulation at the fundamental frequency (127% compared with a maximum of 100% for sinusoidal flicker). The observer signaled requests for a decrease or increase in temporal frequency in steps of 0.01 log unit by using a bidirectional switch for series 1 and a rotary optical encoder for series 2. Once CFF was determined, the trial was terminated by pushing a button. The positions of the bidirectional switch and of the rotary optical encoder provided the observer with no information about the actual temporal frequency. At the beginning of each experiment, the observer practiced by making three CFF settings for a randomly chosen stimulus. If all three settings were similar and the observer was comfortable with the task, the practice session was terminated. Otherwise additional stimulus conditions were randomly selected and additional practice CFF settings were made until the observer made reliable settings and was comfortable with the task. After the practice session, all the stimulus conditions were presented once each in random order in a single block of trials, and three blocks were run sequentially. During the third block, after the third setting for a given condition, CFF values for the three presentations were compared and, if any two values were >0.2 log unit apart, then two more trials were presented for this condition, intermixed with the remaining trials (this was rarely necessary).
For series 1 the heterochromatic flicker data were used to determine the spectral sensitivity of the luminance system and the monochromatic flicker data were used to measure the relationship between stimulus amplitude and CFE A total of 25 different stimulus combinations was used, 15 heterochromatic and 10 monochromatic. For the heterochromatic stimuli both LED's were set to 100% modulation, the mean luminance of the green LED was set to 2.4 log Td, and the mean luminance of the red LED was varied from 2.3 to 3.7 log Td to produce 15 different log(R/G) values from -0.1 to 1.3. For the monochromatic stimuli the red LED was extinguished and the green LED was set either to 100% modulation at one of five mean luminances from 1.7 to 2.7 log Td or to a mean luminance of 2.7 log Td with one of five modulations from 10% to 100% in steps of 0.25 log unit. These two methods for producing monochromatic flicker yielded the same five amplitudes.
In addition, in series 1 each observer made HFP matches on both adapting fields. For the HFP matches, 15-Hz heterochromatic flicker was presented with a 2.4-log-Td mean luminance for the green LED and adjustable mean luminance for the red LED. The observer selected a modulation depth that was optimal for HFP and made five settings of the mean luminance of the red LED by using a ten-turn potentiometer. The median setting was used as the HFP match. The computer randomly reset the maximum luminance of the red LED for each trial, so the mean luminance that was produced by a given postion of the potentiometer varied from trial to trial.
For series 2, mean chromaticity was held constant throughout the experimental session. This was accomplished by fixing the mean luminance of each LED, eliminating the monochromatic flicker conditions, and varying the modulation of the red LED for the different stimulus conditions. The mean luminance of the green LED was 2.4 log Td, and that of the red LED was 3.2 log Td. The o.e 
VA amplitudes that are identical to the amplitudes produced by log(R/G) values from -0.1 to 0.8 in series 1. For ease in comparing the two series, the stimuli for series 2 are plotted in terms of these equivalent log(R/G) values.
Since the flickering stimuli were square waves, the modulation of the fundamental exceeded 20% when physical modulation exceeded 15.7% (-0.8 log unit). Therefore log(modulation) = -0.8 is indicated in each panel of produced by the stimuli for the L cone, M cone, and a mechanism with the spectral sensitivity of VA. The thick horizontal line indicates the modulation value for which the fundamental of the square wave is at 20% modulation. modulation of the green LED was set to 100%, and that of the red LED was set to one of ten values from 12.6% to 100% in steps of 0.1 log unit.
E. Cone Modulations
Cone quantal catches for all lights were computed by convolving the spectra with the Smith-Pokorny cone fundamentals. 2 7 Table 1 lists the mean quantal catches of the L and M cones for the two LED's and four adapting fields. These are given in cone excitation units defined For series 1, cone modulations are plotted in terms of R/G, the ratio of VA luminances for the red and green LED's. For series 2, the stimuli give L-cone, M-cone, and (1) where k is twice the mean luminance of the green LED (in this case k = 502 Td), x is'the R/G value for the stimulus, and , is the R/G value for the red LED at which equiluminance is reached (the R/G value for which the effective amplitude is zero).
To express the ratio of weights for the L-and M-cone inputs to the luminance system in units that are not dependent on the choice of primary, the Smith-Pokorny cone fundamentals were normalized to their peak sensitivities (570 nm for the L cone, 540 nm for the M cone), and this was considered to be an L/M ratio of 1.0. The equiluminant points that correspond to various L/M ratios were computed by assuming-that, the equiluminant point is the luminance of the red LED for which the weighted sum of the L-and M-cone quantal catches was equal for the red and green LED's. The inverse of this function then yielded the L/M ratio that corresponds to a given value of 
13.
For values of R/G near 13, the effective modulation of the luminance system is near zero, and it is often assumed that a chromatically opponent mechanism mediates detection. However, if there is a phase shift between the L-and M-cone inputs to the luminance system, 6 "129"31 then there can still be a residual luminance response for values of R/G near 13. Such a phase shift will increase sensitivity near the equiluminant point but will not affect the extremes of the function.
In series 1 the relation between CFF and amplitude was measured directly with the monochromatic flicker data. At high mean luminances CFF tends to approach an asymptote or can even become nonmonotonic, 6 and when this occurs common equations such as the Ferry-Porter law do not give good fits; this was the case for the monochromatic flicker data in the current study. Since it is well known that flicker curves from a range of mean luminances approach a single curve at high frequencies on a plot of log amplitude versus log frequency, [13] [14] [15] [16] it seemed likely that the amplitude data could be fitted by plotting 
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log(R/G) Fig. 2 . Method for fitting data, illustrated with data from series 1 for observer MB on the long-wavelength adapting field. (a) Effectiveamplitude template for the luminance system when log(B) = 0.305, computed by using Eq. (1). (b) Relationship between log CFF and log amplitude, measured directly with monochromatic flicker data; the data were fitted with a second-order polynomial that was chosen for convenience and was of no theoretical import. For heterochromatic flicker data (c) the effective amplitude for a given log(R/G) value is obtained from the template shown in (a), and then the log CFF value for this effective amplitude is obtained from the polynomial shown in (b). This log CFF value is plotted against log (R/G) to yield the curve shown in (c). Near log(R/G) = log(13), when the log CFF values consistently fell below the data, a minimum value (the residual CFF) was used. The fitting procedure adjusted the template in (a) horizontally by adjusting 13, it adjusted the smooth curve in (b) by adjusting the three parameters of the second-order polynomial, and it adjusted the minimum in (c) by adjusting the residual CFE Both monochromatic and heterochromatic data were gathered in the same session, and all the parameters were varied simultaneously to fit all 75 data points.
log CFF versus log amplitude and by using a polynomial. A second-order polynomial had been previously found to fit data well for a range of observers 2 4 and was also applicable to data in the current study. The second-order polynomial was used as a convenient method for describing the relation between CFF and amplitude and has no theoretical significance.
For a given value of 13, CFF for heterochromatic data was predicted by determining the effective amplitude from Eq. (1) and by using the second-order polynomial to compute the corresponding CFF for the equivalent amplitude. This required four parameters (three for the polynomial, plus 1). A fifth parameter was used for the region of relatively constant CFF at R/G values near 13; since it is not clear whether this represents detection of color change or detection of a residual response in the luminance system (because of phase shifts or other factors), this is simply referred to as the residual CFE All five parameters were determined by fitting all 75 data points (three per condition) simultaneously using the software package IGOR version 2.1. This method for fitting the data is illustrated in Fig. 2 . The same analysis was used for series 2, except that a first-order polynomial 3 2 was used for the relationship between log CFF and log amplitude, since the experiment did not use the R/G values for which CFF reached a plateau in series 1. L-cone sensitivity was larger for the HFP data than for the HMP data, whereas for the third observer (MB) the two methods yielded similar decreases.
For each observer, the residual CFF value (CFF near the equiluminant point) was higher on the long-wavelength adapting field than on the middle-wavelength adapting field.
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.4 --a *-; e e-t++Jf 3. Results for all three observers tested in series 1 with the middle-wavelength adapting field (open circles) and the longwavelength adapting field (filled circles). For each stimulus condition, the median CFF value is shown. Smooth curves are best fits of the model. For all three observers, the longwavelength adapting field shifted the HMP match to a higher log(R/G) value, reduced CFF at high L-cone contrasts, and increased residual CFF.
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. that the decrease in relative L-cone sensitivity caused by the 670-nm adapting field varied considerably across observers. To determine whether this interobserver variability was larger than the day-to-day variability for individual observers, five observers (WS, MF, PVGV, KH) were retested on the 670-nm adapting field. For each observer the mean of the two derived log(L/M) values was used as the best estimate of the relative L-cone sensitivity, and the absolute value of the difference in the two derived log(L/M) values was used as the test-retest difference.
The estimates of the relative L-cone sensitivity varied by 0.6 log unit across the five observers, whereas the testretest differences averaged 0.2 log unit and never exceeded 0.3 log unit.
As in series 1, for each observer the residual CFF value (CFF near the equiluminant point) was higher on the longwavelength adapting field than on the middle-wavelength adapting field.
C. Control Experiments
In the first set of control experiments two observers (MF and WS) were retested on the 670-nm adapting field with the use of lower modulation depths. In each experiment all the modulation depths of the LED's were multiplied by a constant. With each observer two experiments were conducted in which modulation multipliers of 0.33 and 0.10 were used. Data for one observer (MF) are shown in Fig. 6 , and the derived LIM ratios are given in Table 3 .
For both observers, as modulation was decreased CFF shifted to lower frequencies and the derived LIM ratios shifted to much lower values.
In the second set of control experiments, four nalve observers (PV, GV, SH, and KH) were retested with mean luminances of the 670-nm adapting field reduced to 3.2 and 2.9 log Td. Data for one observer (KH) are shown in Fig. 7 , and data for the other three were similar. For all four observers log(L/M) values indicated that relative Lcone sensitivity was lower on the 670-nm adapting fields than on the 510-nm adapting field. For three of the observers, CFF at high L-cone modulations remained lower on the 670-nm adapting fields than on the 510-nm adapting field, whereas for one observer CFF values on the 670-nm adapting fields increased as adapting luminance decreased, becoming equal to CFF values on the 510-nm adapting field.
DISCUSSION
The data from both series of experiments demonstrate that, under conditions in which L-cone modulation is higher than 20% and high-frequency linearity would be expected to apply, CFF is lower on long-wavelength than on middle-wavelength adapting fields. Analysis of the data shows that the relative sensitivity of the L cones is lower on the long-wavelength than on the middlewavelength adapting field, in agreement with earlier studies on effects of chromatic adaptation.
-
7 " " Therefore the apparent contradiction between high-frequency linearity and effects of chromatic adaptation cannot be explained aThe fits for observer PV on the 670-nm adapting field are for 2.9 log Td, since his data for 3.5 log Td were independent of log(R/G) and the equiluminant point could not be determined. 
A. Possible Causes for Effects of Chromatic Adaptation
As in the current study, Hamer and Tyler 8 found that chromatic adaptation could affect CFF at 20% modulation; they suggested that the effect was due to cone bleaching. However, in the current study the observed effect of chromatic adaptation on the relative weight of the L-cone input to the luminance system cannot be explained in terms of receptor adaptation, regardless of whether it was due to bleaching or to other factors. For series 1, the mean quantal catch for the L cones was 0.2 log unit lower for the long-wavelength than for the middle-wavelength adapting field. In the control experiments for series 2, with the mean luminance of the 670-nm adapting field reduced by 0.6 log unit, the mean quantal catch for the L cones was 0.3 log unit lower for this field than for the 510-nm adapting field. For these experiments the primary difference in the adapting fields was the mean quantal catch in the M cones. Therefore receptor adaptation alone cannot account for the decrease in CFF on long-wavelength adapting fields. This is consistent with results of an earlier study that indicated that effects of chromatic adaptation on the luminance system can result from the color of the adapting field rather than from the mean cone quantal catches. by assuming that the two phenomena operate at different temporal-frequency ranges. The data suggest that there is not much change in the effect of chromatic adaptation within a narrow frequency range. Since the HMP model gave good fits to the data, the effects of chromatic adaptation must be relatively constant between 25 and 40 Hz (1.4-1.6 log Hz). Temporalfrequency independence of the photometric match within a limited range of temporal frequencies has been reported in another HMP study. 3 3 However, the effect of chromatic adaptation at 10-15 Hz (1.0-1.2 log Hz) must be greater than at 25-40 Hz, since the control experiments with reduced modulation depth found greater effects of chromatic adaptation at lower modulations. For two observers in series 1, the HFP matches at 15 Hz showed much greater effects of chromatic adaptation than did the HMP matches at higher temporal frequencies. This temporal-frequency effect may account for the fact that studies that use HFP 5 " have found more dramatic effects of chromatic adaptation than are reported here. Results for observer KH as tested with reduced luminances of the long-wavelength adapting field. Even at reduced luminances of the long-wavelength adapting field, CFF at high L-cone contrasts is lower than on the middle-wavelength adapting field. Results were similar for observers GV and PV Drum 3 4 has proposed that long-wavelength adapting fields can reduce sensitivity at high temporal frequencies by producing latency differences between responses of the L and M cones. He suggested that the latency for a given cone is determined by that cone's mean quantal catch, so a chromatic adapting field that produced vastly different quantal catches in the L and M cones would produce a latency difference between the L-and M-cone responses. In this view the latency difference produced by longwavelength adapting fields would cause the L-and M-cone inputs to the luminance system to be subtractive at high temporal frequencies. This hypothesis cannot explain the current data, since the M-cone response was minimal or absent for log(R/G) = 0.8, yet CFF was still reduced by the long-wavelength adapting field. Additionally, Stromeyer et al. 6 found that a phase delay between the L and M cones cannot account for effects of chromatic adaptation on flicker detection.
A more likely explanation for the observed chromatic adaptation is Eisner and MacLeod's hypothesis 5 3 '5 that the relative gain of the L-and M-cone inputs to the luminance system is determined by a chromatically opponent mechanism. In this view the ratio of mean quantal catches in the two cones would be more important than the magnitudes of the mean quantal catches. This could account for the fact that the relative weight of the L-cone input is significantly different for two adapting fields that produce similar L-cone but much different M-cone quantal catches.
An alternative explanation is that the observed effects of chromatic adaptation are due to rod-cone interactions. It is known that the mean rod quantal catch can influence L-cone flicker sensitivity. 36 A recent study of congenital achromats 37 found that L-cone flicker responses are inhibited as rods saturate and that this inhibition continues until rod quantal catch reaches 4 log scotopic Td. This finding suggests that in the current study the level of rod saturation that is produced by the central 2-deg test field and the white surround may not have been high enough to produce rod inhibition of L-cone flicker sensitivity. The long-wavelength adapting fields would not have significantly changed the state of rod adaptation, but the middlewavelength adapting fields exceeded 4 log scotopic Td and therefore would have removed any rod inhibition of L-cone flicker responses.
B. Residual Critical Flicker Frequency
The CFF values measured near the minimum of the HMP function were fitted with a single value, the residual CFE In all cases the residual CFF was higher on the long-wavelength than on the middle-wavelength adapting fields, resulting in flatter HMP functions. This was not due to differences in the log(R/G) values that were used to obtain the residual CFF, since for all eight observers in series 2 the broad region of minimum CFF found under long-wavelength adaptation included the log(R/G) ratio for the minimum under middle-wavelength adaptation.
The fact that residual CFF values were higher on the long-wavelength than on the middle-wavelength adapting fields suggests that they were not mediated by a chromatic mechanism.
Previous studies" 3 8 3 9 have found that chromatic-temporal-sensitivity functions are affected by chromatic adaptation only at lower temporal frequencies, indicating that chromatic CFF should not be affected by chromatic adaptation. It is possible that the longwavelength adapting fields altered response characteristics of the luminance system so that it could respond to equiluminant flicker. 9 A recent study 40 reported that HMP functions measured without adapting fields tend to flatten at high mean luminances. The chromaticity of the test field changes with log(R/G) value (unless a constant chromaticity method is used), so chromatic adaptation caused by the test field could have altered the spectral sensitivity of the luminance system during the course of the experiment. 3 3 To control for this possibility, a constant chromaticity method was used in series 2. For all eight observers the residual CFF was higher and the HMP functions were flatter with the long-wavelength than with the middle-wavelength adapting field. Therefore the high residual CFF values were not due to changes in mean chromaticity for different R/G values.
It is possible that the long-wavelength adapting fields produced phase shifts between the L-and M-cone inputs to the luminance system, permitting it to respond at equiluminance. Such phase shifts are seen without chromatic adaptation at mean luminances of 2-3 log Td, 30 , 3 ' and above 3 log Td such phase shifts can be found at fairly high temporal frequencies. 2 9 In addition, at least for temporal frequencies as high as 16 Hz, phase shifts appear to be smaller on middle-wavelength than on long-wavelength adapting fields. that may provide the substrate for high-temporalfrequency or low-spatial-frequency responses of the luminance system." 4 ' Single-unit recordings have shown that, as mean luminance increases above 2 log Td, M cells develop a frequency-doubled response to equiluminant flicker. 42 In addition, analysis of phase shifts in M cells suggests that there is a small color-opponent input to the surround, 4 3 which could permit a response to equiluminant chromatic flicker. It is possible that chromatic adapting fields affect one or more of these phenomena in such a way that M cells have stronger responses to equiluminant flicker on long-wavelength than on middle-wavelength adapting fields.
C. Implications for Basic Research and Clinical Studies
Chromatic adaptation can affect sensitivity near the temporal-resolution limit, and the effects of chromatic adaptation can vary with temporal frequency. This means that flicker-sensitivity data that are gathered with long-wavelength lights cannot be unambiguously interpreted, since adaptation to the mean chromaticity of the test field could have temporal-frequency-specific effects. For clinical studies, if a disease process affects the amount of second-site adaptation, this could produce and/or mask temporal-sensitivity defects.
The high residual CFF values that were obtained on the long-wavelength adapting fields suggest that the ability of the luminance system to respond to rapid equiluminant flicker may be affected by chromatic adaptation. Therefore such CFF data must be interpreted with great caution. For example, the results of a study of patients with multiple sclerosis showed greater losses for luminance CFF than chromatic CFF, 44 but since the mean luminance was 2.6 log Td it is possible that the chromatic CFF values were actually mediated by residual responses in the luminance system.
In the current study, interobserver variability in the effects of chromatic adaptation was considerably greater than test-retest variability. Studies of chromatic adaptation at high temporal frequencies should therefore test a range of observers before firm conclusions are drawn.
"Temporal frequency dependent adaptation at the level of the outer retina in humans," Vision Res. 32, 2043-2048 (1992) . 23. The monochromatic flicker was produced by using the green LED, which has a bandwidth of 27 nm and is not truly monochromatic. However, it is metameric to 555 nm and, for the purposes of analyzing L-and M-cone responses, is equivalent to a monochromatic source. 26. There were three rates of frequency change available to the observer. The first rate was 1 step/click of the bidirectional switch (a spring returned the position to neutral when released, so single clicks were easy to make) or 1 step/quarter turn of the optical encoder. This permitted the observer to make extremely precise adjustments near CFF. The second rate was 4 steps/s as long as the requests for change were made continuously for more than 0.25 s. This permitted the observer to make slightly larger changes by holding the switch for slightly longer than a single click or by continuous turning of the optical encoder. The third rate was 2 steps/cycle of the square wave, obtained by making requests for change continuously for more than 1 s. This allowed the observer to bring the frequency near CFF rapidly, so that most of the time 32. For observer KH, fits to the data gathered on the 510-nm adapting field reached a plateau and hence required a second-
