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§1. Introduction
We have been concerned with the characterization of the distribution of the zeros of
the Riemann zeta function ζ(s). It is known that the imaginary parts of the zeros of ζ(s)
are uniformly distributed modulo one. One can see this, for example, as an application of
Landau’s theorem, which will be recalled below. A deeper problem which starts from this
property is to give a discrepancy estimate of the uniform distribution. In this article, we
shall show the refinements to all of the known results concerning this problem.
We recall first some basic facts on the distribution of the zeros of ζ(s), which will
be used below. We denote the non-trivial zeros of ζ(s) by ρ = β + iγ . We suppose that
T > To. Let N(T ) denote the number of the zeros β+iγ of ζ(s) in 0 < γ < T , 0 < β < 1,
when T = γ for any γ . When T = γ , then we put
N(T ) = 1
2
(N(T + 0) + N(T − 0)) .
Let








for T = γ ,
where the argument is obtained by the continuous variation along the straight lines joining
2, 2 + iT , and 12 + iT , starting with the value zero. When T = γ , then we put
S(T ) = 1
2
(S(T + 0) + S(T − 0)) .
Then the well known Riemann-von Mangoldt formula (cf. p. 212 of Titchmarsh [41]) states
that
N(T ) = 1
π
ϑ(T ) + 1 + S(T ) ,
where ϑ(T ) is the continuos function defined by















ϑ(0) = 0 ,
Γ (s) being the gamma-function. It is well known that













+ · · ·
and that for T > To, we have
S(T )  log T .
The last estimate was refined under the Riemann Hypothesis (R.H.) by Littlewood [34]
and later by Selberg [40] in a different way as follows.






Next we recall Landau’s theorem as follows (cf. Landau [32]).
∑
0<γ≤T
Xρ = − T
2π
Λ(X) + O(log T )
for any X > 1 and T > To, where we put for any positive X > 0
Λ(X) =
{
log p if X = pk with a prime number p and an integer k ≥ 1
0 otherwise .
Thus the above sum picks up the prime powers when X runs over the real numbers
> 1. Concerning Landau’s theorem, we have still some open problems. For example,
we should have the other main terms hidden in the remainder term O(log T ). In fact, we
[11][12] have shown, by refining the previous improvement [8][10] of Landau’s theorem,
that under the Riemann Hypothesis (R.H.)
for any X > 1 and for T > To, we have
∑
0<γ≤T







+ XiT S(T ) + O
(
log T
(log log T )2
)
.
Thus we see the first and the second oscillating terms. A further oscillation must be
hidden in the remainder term. Another important problem is to clarify the explicit depen-
dence on X in the above remainder term. This has been studied by Hlawka [30], Fujii
[11][12] and Gonek [27][28]. We shall state our results in the following form which is a
refined version of Fujii [11] [12].
LEMMA 1 (On R.H.). For X > 1 and T > To, we have
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∑
0<γ≤T




+ M(X, T ) + XiT S(T ) + B1(X, T ) + B2(X, T )
+ B3(X, T ) + O(min{
√
X log X · log T




+ √X min{log log T , log X} + C(X, T )}) ,
where we put















































[a] denotes the integer part of a and














log T ·log log T + 3
)
with
η(X, T ) =
{
1 if X ≥ (log T · log log T )2
0 otherwise
and we have the following estimates.
















1 if {X} = 12 and {X} = 0




[X] if 0 = {X} < 12 and X > 32
[X] + 1 if {X} > 12 and X > 32
3
2 if X <
3
2 ,
{a} being the fractional part of a,
B3(X, T ) 
√
X(Λ([X]) + Λ([X] + 1))
and
B1(X, T ) 
√
X log(3X) · log log(3X) ,
where we can take
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· e 1[X] log(3X) = Â(X) , say .
We shall write down B2(X, T ) and B3(X, T ) explicitly in the proof of Lemma 1 in
section 3 below.
Now we see from Landau’s theorem, using the Weyl criterion [42], that
aγn is uniformly distributed mod 1,
where γn denotes the n-th positive imaginary part of the zeros of ζ(s) and a is any positive
real number. This was noticed by Rademacher [37], Elliot [4], Hlawka [30] and Fujii [5][7].
Hlawka [30] and Fujii [5][7][17][18] have also given a study on the discrepancy estimate.

















































On the other hand, the author [5][7] has shown, without assuming any unproved hy-




















where the constant involved in O may depend on ε. This is finer and more general than
Hlawka’s first result. We should remind also that Hlawka [30] has restricted X only to the
rational integers.
The last result has been further refined in Fujii [17] and [18](cf. p. 187 of [17] and
Theorem VI on p. 164 of Fujii [18]) as follows.
THEOREM 1. For all > To and for all X > 1 satisfying√
log T
T log log T
 log X  log T ,
we have

















We have derived this as a consequence of the mean value theorem (cf. Theorem VI on
p. 164 of Fujii [18]) of S(t + h) − S(t). On this occasion, we should mention that Theorem
VI in Fujii [18] can be further refined as follows (cf. 6-1 in section 6 below).
THEOREM 2. Suppose that 0 < 2πα
log T2π


















kT (log(2πα) − Ci(2πα) + Co)k
+O(T (Ak)k((log(2πα) − Ci(2πα) + Co)k− 12 + kk))





log log T − log
∣∣∣∣ ζ
(






log log T − log
∣∣∣∣ ζ
(






if log T  α  T log T ,
where A is some positive absolute constant.
Theorem 1 is close to and different from Hlawka’s second result under the Riemann





. It is difficult to guess what should be expected along
this line. One might propose the following problem.







= O(T − 12 −ε)
for any given ε > 0 and for any X > 1 and for all T > To?
In this article, we shall refine Hlawka’s conditional result, under the Riemann Hypoth-
esis, and study the following problem.








≤ C log X
log T
+ Ψ (X, T )
for all real X > 1 and for all T > To.
To state our results, we introduce a constant C̃ which appears in Erdös-Turan inequal-





|{n ≤ N; 0 < {bn} < α} − αN | ≤ N










for any integer H ≥ 1 and for any integer N ≥ 1. One (cf. p. 8 of Montgomery [36]) can
take
C̃ = 3 .
Now our theorem may be stated as follows.




















































































2 log(X + 3) log T
(log log T )2
,X
H
2 log log(X + 3)





















(2 − ε) log T
log X
]
with any positive real number ε in the above theorem, then we get immediately the follow-
ing.
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COROLLARY 1 (On R.H.). For all T > To, for any positive ε (< 2) and for all
X > 1 satisfying
1
T





























X − 1 ,
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X − 1 ,
[












X − 1 ,
then we get the following.
COROLLARY 2 (On R.H.). For all T > To, for any positive ε (< 2) and for all
X > 1 satisfying
1
T









2 − ε ·
log X
log T
+ Â(X)C̃ log X
(
√


























































in the above corollary might dominate the first term
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1








X − 1 ,
[




















2 · ∣∣ log Xk
P (Xk)
∣∣ .
The simplest case is when X is an integer. In this case, we have the following.
COROLLARY 3 (On R.H.). For all T > To, for any positive ε (< 2) and for all
integers X > 1 satisfying














































More generally, we can treat the case for any algebraic number X by using Baker’s
theorem (cf. Baker [1]) on the linear combination of the logarithms of algebraic numbers.
Our results may be stated as follows.
COROLLARY 4 (On R.H.). Suppose that X is an algebraic number > 1. For any
positive ε (< 1), for any positive ν and for all T > To satisfying
1
T

























































where Ẽ is a positive constant which depends on the height of X, the degree of X and ν.
Ẽ will be introduced in section 4 below. As we shall see there, Ẽ depends on Baker’s
theory.
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For special algebraic numbers X, we can estimate the discrepancy explicitly with-
out using Baker’s theory. Thus we shall see some examples which improves Corollary 2
explicitly.
More concretely, we have the following examples.
COROLLARY 5 (On R.H.). Suppose that




with an integer a ≥ 2. Then for any positive ε (< 23 ) and for all T > To satisfying











































COROLLARY 6 (On R.H.). Suppose that
X = √a
with a squre free integer a ≥ 2. Then for any positive ε (< 23 ) and for all T > To satisfying











































COROLLARY 7 (On R.H.). Suppose that
X = a
q
















1 − ε ·
1




































We shall give a proof of Lemma 1 in section 2, a proof of Theorem 3 in section 3 and
the proofs of corollaries in section 4. We assume the Riemann Hypothesis in sections 2,
3 and 4 below. In section 5, we shall recall some open problems related with the uniform
distribution of the zeros of ζ(s). In the final section 6, we shall give an addition and a
correction to our previous work Fujii [18].
§2. Proof of Lemma 1
We shall give the details of the proof of Lemma 1 for completeness.
Using the argument in Fujii [11] and [12], we get, at the first stage,
∑
0<γ≤T
Xiγ =M(X, T ) + XiT S(T ) − i log X
∫ T
C




sin(t log X)S(t) dt + O(1)
=M(X, T ) + XiT S(T ) + S1 + S2 + O(1) , say ,
where M(X, T ) is introduced in the statement of Lemma 1, C is some positive absolute
constant and we suppose that T > To. We put δ = 1log(3X) . Then we have





























(S3 + S4 + S5)
)
, say .
As in p. 294 of Fujii [12], we get
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2 +iT log ζ(σ + iT ) dσ
∣∣∣∣







2 +iT ) log ζ(σ + iT ) dσ
∣∣∣∣







2 +iT log ζ(σ + iT ) dσ
∣∣∣∣




| log ζ(σ + iT )| dσ







2 +iT log ζ(σ + iT ) dσ
∣∣∣∣ + log X · log T(log log T )2 ,
where we have used the estimate in Theorem 4 of p. 292 of Fujii [12]. In the same manner,
the last integral S6, say, is
 √X log T
(log log T )2
.
As in p. 294 of Fujii [12], we estimate S6 in a more precise way as follows. We put
W =
{
log T if X ≤ 12 log T



















2 +iT log ζ(σ + iT ) dσ





| log ζ(σ + iT ) | dσ  Xσ1− 12 log T
(log log T )2
.





| log ζ(1 + δ + iT ) | + X
σ1− 12
log X



































(σ + iT ) dσ
∣∣∣∣ .





















+ O(W 12 −σ log T ) ,

























+ O(W 12 −σ log T )
}








































√X min{log X, log W } + Xσ1− 12 ·
{
W
log W if X ≤ W 2
0 if X > W 2 .
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If X ≤ 12W , then we have
Σ2  X
σ1− 12 W
log W log W
X
and








Σ3  log T .
Consequently, we get
S6 Xσ1− 12 log T













X min{log log T , log X} + 1
log X
· C(X, T ) ,
where we put as in the introduction,














log T ·log log T + 3
)
with the same η(X, T ).
Thus we get
log X · S4  log X · log T
(log log T )2
+ min
{√
X log X · log T




log log T log X
log T
(log log T )2
+ √X log log(3X)
+ X 1log log T log T
log log T




X log X · log T





































+ O(√X log log(3X)) .
In a similar manner, we get



























X log X · log T












































































































Then we have first
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B(X,T )




















































































2 +δ Λ(P (X))















2 +δ Λ(P (X))
























































































where Δ(X) is introduced in the statement of Lemma 1 in the introduction.
Now we treat the following sum first.
















1 if {X} = 0
0 if {X} = 12 .
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Then, we have
























=U2 + U3 say .
We see that
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where we have used the following lemma ( cf. also Goldston [26]).
LEMMA 2. For any 1 < y < X, we have
∑
X−y<n≤X




+ min(y, log log(3X))
}
.
This can be seen as follows. If 1 < y < X2 , then we get, by Brun-Titchmarsh theorem
(cf. Theorem 3.7 of Halberstam-Richert [29]),
∑
X−y<n≤X
Λ(n)  log X
∑
X−y<p<X






(X−y) 1m <p<X 1m
1































p running over the prime numbers. If X2 < y < X, then by the prime number theorem we
get ∑
X−y<n≤X
Λ(n)  y + X · e−C
√
log X  y ,
C being some positive absolute constant. Combining these two estimates, we get
∑
X−y<n≤X






for 1 < y < X. On the other hand, we have, trivially, for any 1 < y < X,∑
X−y<n≤X
Λ(n)  log X
∑
X−y<n≤X









+ log log(3X), y
}




+ min(y, log log(3X))
}
.
This proves Lemma 2.
Now, we get, in a similar manner,



















































































































+ (1 − Δ(X)) · Λ([X] + 1)






























































1 if 0 < {X} < 12
0 if 1 > {X} > 12 .
































+ Δ(X) · Δ2(X) · Λ([X] + 1)




























































2 +δ Λ(P (X))









+ {−(1 − Δ(X)) · (1 − Δ1(X)) + Δ(X)(1 − Δ2(X)) · log X 12π X
1
2 +δ













· Λ([X] + 1)







+ O(√X log log(3X))
={B1(X, T )} + B2(X, T ) + {B3(X, T )} + O(
√
X log log(3X)) , say .
Using Lemma 2, we get, immediately,
B1(X, T ) 
√
X log(3X) log log(3X) .
We see easily that
B3(X, T ) 
√
X · {Λ([X]) + Λ([X] + 1)} .
We have finally




2 +δ Λ(P (X))









We shall simplify X
1
2 +δ
P (X)1+δ in the above upper bound as follows.
For this purpose, we may suppose that X > 32 . When
3
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Hence, we get














Combining all of these evaluations, we get Lemma 1 as stated in the introduction.
§3. Proof of Theorem 3
To prove Theorem 3, we use Erdös-Turan inequality as stated in the introduction.
Namely, we have for any integer H ≥ 1 with some positive constant C̃,
DT (a) ≤ 1





























































Xk log Xk · log T























































































Xk log Xk · log T





















log T ·log log T + 2
)
})


































































































log X · min
{
T√





















2 log(X + 3) log T
(log log T )2
,X
H
2 log log(X + 3)
























































































2 log(X + 3) log T
(log log T )2
,X
H
2 log log(X + 3)

































































































2 log(X + 3) log T
(log log T )2
,X
H
2 log log(X + 3)

















This proves Theorem 3.
§4. Proofs of Corollaries
4-1. Proof of Corollaries 1, 2 and 3. If we choose
H =
[
(2 − ε) log T
log X
]
in Theorem 3, then we get
1






























X − 1 ,
[











































This proves Corollary 1.
Corollaries 2 and 3 come directly from Corollary 1.
4-2. Proof of Corollary 4. Let X be an algebraic number > 1.
By the formula on l. 7 of p. 3 of Baker [1], we get for any positive ν
| log Xk − log P(Xk)| = |k log X − log P(Xk)| > e−Ẽk log Xe−νk ,
where Ẽ is a constant which depends on the hight of X, the degree of X and ν. Thus we
get



































log(max{(XẼeν) 11−ε , X 12−ε })
]
.
Then by Theorem 3, we get Corollary 4.
4-3. Proof of Corollary 5. Suppose that




with an integer a ≥ 2. Since




X2 = a2 + 2 − 1
X2
= f2(a) + (−1)2−1 1
X2
, say .
Generally, for n ≥ 3, we get, by induction on n,
Xn+1 = X
(
fn(a) + (−1)n−1 1
Xn
)
= Xfn(a) − (−1)n−2 1
Xn−1
= Xfn(a) − (−fn−1(a) + Xn−1)
= Xfn(a) + fn−1(a) − 1
X
(








+ fn−1(a) + (−1)n 1
Xn+1
= fn(a)a + fn−1(a) + (−1)n 1
Xn+1
= fn+1(a) + (−1)n 1
Xn+1
,
where fn(a), for each integer n ≥ 1, is a polynomial in a with the rational integer coeffi-
cients. Hence, we get
|Xk − P(Xk)| ≥ ‖Xk‖ ≥ 1
Xk
,
















































Taking care of the other terms as in the previous section, we get Corollary 5 as described in
the introduction.
4-4. Proof of Corollary 6. Suppose that



























‖am√a‖ > C(a) 1
am
for m ≥ 1 ,
with some integer















am  X H2 XH−1 .












By this choice, we get Corollary 6.
4-5. Proof of Corollary 7 with the supplemental remarks. Suppose that
X = a
q
with relatively prime integers a > q ≥ 2 .

















































Then the last term is
 log X
T ε log T
.
Taking care of the other terms, we get our Corollary 7 as described in the introduction.
We can refine Corollary 7 slightly.
First if we use Mahler’s result [35] which states that for any positive κ , there is a




)k∥∥∥∥ > e−κk if k ≥ N0(κ) .





























Then we get the following.
COROLLARY 7
′
















1 − ε ·
1
































log T ·log log T + 3
)
)
uniformly for positive ε(< 1).
We should notice that To(ε, κ) is not effectively computable with respect to κ . To
recover this, we can use Baker-Coates’s result [2], which states that for any 0 < κ < 1,




)k∥∥∥∥ ≥ 1qκk if k ≥ N0(κ) .


































Then we get the following.
COROLLARY 7
′′
(On R.H.). For any positive κ < 1, for any positive ε and for all
T > To(ε, κ) satisfying
1
T











1 − ε ·
1
































log T ·log log T + 3
)
)
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uniformly for positive ε(< 1).
We should notice that To(ε, κ) is effectively computable.
§5. Some open problems
5-1. Beyond the uniform distribution of γ mod one, we have various deeper prob-











is one of such problems, where α is a positive constant. We have given a study on it in Fujii
[16][17][18][19].
We might mention another problem. We see as a direct consequence of Lemma 1
under R.H. that if 1 < X  T α , α < 2, then we have∑
0<γ≤T
Xiγ = o(T log T )
as T → ∞. To extend the assumption on X to X  T A for any constant A seems to be a
difficult problem (cf. Theorem 2 of Gallagher-Mueller [25]).



















where α is a positive constant.




2πeα  √T log T · log log T
for any positive constant α. On the other hand, we have shown in [8] under R.H. that













−e π4 iC( a
q
)
if α = a
q
with integers a and q ≥ 1, (a, q) = 1































b = μ(q) ,
ϕ(q) is the Euler function and μ(q) is the Möbius function.




ϑ(γn), n = 1, 2, 3, · · · is uniformly distributed mod one,
where ϑ(t) is introduced in the introduction. By Weyl criterion, it is equivalent to the
statement ∑
0<γ≤T
ei2ϑ(γ )k = o(T log T )
for any integer k ≥ 1. Since

















2πe + O(log2 T ) .




2πe = o(T log T )
for any integer k ≥ 1. As we have just noticed above, it is correct at least for k = 1 under
R.H. (cf. also Cor.2 of Fujii [14] for the results on a real positive k).
§6. Addendum and Corrigendum to Fujii [18]
6-1. Addendum to Fujii [18]. As is noticed in the introduction, Theorem VI on p.
164 of Fujii [18] can be refined as in the form stated in Theorem 2 above. We can obtain it
by a combination of pp. 182–185 of Fujii [18] and pp. 244–245 of Fujii [24]. We mention
the estimates at the main steps for completeness.



















1 − cos(h log p)
p
.
On the Discrepancy Estimates of the Zeros of the Riemann Zeta Function 49
Then we have first∫ T
0




















= D1 + D2 + D3 + D4 , say .
Since, uniformly for k ≥ 1,
D1 = 2k!
(2π)2kk!2
kT Ξk + O(T (Ak)kΞmax(0,k−2)) ,
D2 (Ak)2kT + AkT 12k D1−
1
2k
1  (Ak)2kT + (Ak)kT Ξk−
1
2 ,
D3  Ak(log T )2kT bk  T (Ak)k
and
D4  (Ak)kT bk Ξk ,
with some positive absolute constant A, we have∫ T
0
(S(t + h) − S(t))2k dt = 2k!
(2π)2kk!2
kT Ξk + O(T (Ak)k(kk + Ξk− 12 )) .
If
Ξ = M + R with positive M and R ,
then we have
Ξk = Mk + O(Ak(Mk−1R + Rk)) .
Hence, by p. 245 of Fujii [24], we get the conclusion as described in Theorem 2 of the
introduction, which is uniform on k ≥ 1.
6-2. Corrigendum to Fujii [18]. O(log T ) in the statement of Theorem VIII on l.







The conclusions in Theorems II, III and IV are not changed by this correction. It will be
discussed in detail in the forthcoming article Fujii [43].
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