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RESUMO
Seja dado um conjunto de co´pias de s´ımbolos e um conjunto de slots, o Problema
da Variabilidade do Tempo de Resposta (RTVP) e´ NP-dif´ıcil e objetiva minimizar a vari-
abilidade do tempo de resposta total, atribuindo para cada slot uma e somente uma co´pia
de s´ımbolo e, juntamente, atribuir cada s´ımbolo em um e somente um slot. Este problema
possui um grande nu´mero de aplicac¸o˜es, que variam desde a produc¸a˜o de automo´veis em
uma linha de montagem a` coleta de res´ıduos de recipientes de lixo colocados em va´rias
salas de um hospital. Este trabalho apresenta um estudo polie´drico associado ao RTVP,
descrevendo-o em equac¸o˜es e inequac¸o˜es lineares. Nessa perspectiva, realizou-se pesquisa
descritiva, quanto aos objetivos, com procedimentos bibliogra´ficos. Ale´m disso, adap-
tou a descric¸a˜o em uma formulac¸a˜o matema´tica baseada em Programac¸a˜o Linear Inteira
e comparou-o com um me´todo exato ja´ consolidado na literatura, caracterizando assim
como pesquisa de natureza aplicada e abordagem quantitativa. Os resultados computa-
cionais mostram que o modelo proposto sucedeu-se bem, destacando a possibilidade de
que as inequac¸o˜es realmente sa˜o facetas do politopo.
Palavras-chave: Problema da Variabilidade do Tempo de Resposta. Combi-
nato´ria polie´drica. Programac¸a˜o Linear Inteira.
ABSTRACT
Given a set of copy of symbols and a set of slots, the Response Time Variability
Problem (RTVP) is NP-hard and attempts to minimize the variability of the total response
time, attributing to each slot one and only one copy of the symbol and, along, attributing
each symbol in one and only one slot. This problem has a great number of applications,
varying from automobile production on an assembly line to the collect of residues from
a recipient in many hospital rooms. This work presents a polyhedral study associated
to RTVP, describing it in linear equations and inequations. From this perspective, a
descriptive research was done, in relation to the objectives, with bibliographic procedures.
Furthermore, a description in a mathematical formulation was adapted based on Integer
Linear Programming and it was compared to an exact method already consolidated on the
literature, thus characterizing it as a research of applied nature to a quantitative approach.
The computational results show that the proposed model worked well, highlighting the
possibility that the inequalities really are polytope facets.
Key-words: Response Time Variability Problem. Polyhedral Combinatorics. In-
teger Linear Programming.
LISTA DE FIGURAS
1 (a) Sequeˆncias de s´ımbolos S1 e S2 e (b) vetores de incideˆncia χ
S1 e χS2 . . 24
LISTA DE TABELAS
1 Resultados Computacionais . . . . . . . . . . . . . . . . . . . . . . . . . . 30
LISTA DE ABREVIATURAS
AI – Afim Independente
B&B – Branch-and-Bound
GRASP – Procedimento de Busca Adaptativa Gulosa e Randoˆmica
LI – Linearmente Independente
PL – Programac¸a˜o Linear
PLI – Programac¸a˜o Linear Inteira
PLIM – Programac¸a˜o Linear Inteira Mista
PLIP – Programac¸a˜o Linear Inteira Pura
POC – Problema de Otimizac¸a˜o Combinato´ria
PSS – Politopo de Sequenciamento de S´ımbolos
RTVP – Problema da Variabilidade do Tempo de Resposta
Suma´rio
1 INTRODUC¸A˜O 13
1.1 Contextualizac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.2 Definic¸a˜o do Problema . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.3 Justificativa . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.4 Objetivos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.4.1 Objetivo geral . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.4.2 Objetivos espec´ıficos . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.5 Estrutura da monografia . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2 FUNDAMENTAC¸AˆO TEO´RICA 16
2.1 Programac¸a˜o Linear Inteira . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2 Combinato´ria Polie´drica . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.3 Trabalhos Relacionados . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.3.1 Estudo Poliedral . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.3.2 Problema da Variabilidade do Tempo de Resposta . . . . . . . . . . 21
3 METODOLOGIA 23
3.1 Tipologia de Pesquisa . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.2 Politopo de Sequenciamento de S´ımbolos . . . . . . . . . . . . . . . . . . . 23
3.3 Equac¸o˜es lineares de Pd . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.4 Inequac¸o˜es lineares de Pd . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.5 Proposta de Modelo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
4 APRESENTAC¸A˜O E ANA´LISE DOS RESULTADOS 29




Este cap´ıtulo aborda a contextualizac¸a˜o, a definic¸a˜o do problema, a justificativa
que evidencia a relevaˆncia do presente estudo, bem como os objetivos geral e espec´ıficos,
e, por fim, a estrutura da monografia.
1.1 Contextualizac¸a˜o
Os estudos em relac¸a˜o aos Problemas de sequenciamento e escalonamento intensifi-
caram-se a partir da de´cada de 1950, crescendo sua importaˆncia em conjunto com o desen-
volvimento da indu´stria e de seus processos de fabricac¸a˜o. Como resultado, tornaram-se
uma das mais importantes classes de problemas abordados na a´rea de Pesquisa Operaci-
onal. Por causa da notoriedade e do grande nu´mero de aplicac¸o˜es que surgiram ao longo
do tempo, a literatura que aborda problemas de sequenciamento e escalonamento e´ vasta
e ainda se encontra em crescimento [1].
Para [2], tais problemas lidam com a alocac¸a˜o de tarefas e/ou recursos ao longo
do tempo. Tem-se como recursos, por exemplo, slots de tempo em um canal de trans-
missa˜o, tripulac¸a˜o de empresas ae´reas, unidades de processamento em um ambiente de
computac¸a˜o multiprocessada, etc. Por outro lado, as tarefas podem ser as execuc¸o˜es dos
programas de computador, a transmissa˜o de pacotes de dados em uma rede de compu-
tadores, ou tambe´m voos comerciais de empresas ae´reas [1]. Para fins de simplicidade,
daqui em diante os termos tarefas e recursos sa˜o tratados apenas como s´ımbolos.
Dentre os problemas existentes, o presente trabalho foca no problema da variabi-
lidade do tempo de resposta (RTVP, do ingleˆs response time variability problem), que
consiste em, dado um conjunto de co´pias de s´ımbolos e um conjunto de slots, atribuir
para cada slot uma e somente uma co´pia de s´ımbolo e, simultaneamente, atribuir para
cada s´ımbolo um e somente um slot.
1.2 Definic¸a˜o do Problema
O RTVP define-se formalmente como: dados n inteiros positivos m1 ≤ ... ≤ mn,
defina M =
�n
i=1mi e a taxa ri =
mi
M
para i = 1, ..., n. Considere uma sequeˆncia
S = s1s2. . .sM de tamanho M , na qual ci (s´ımbolos) ocorre exatamente mi vezes (nu´mero
de co´pias para o s´ımbolo ci). A distaˆncia d entre duas co´pias consecutivas de ci e´ definida
como o nu´mero de posic¸o˜es entre elas mais um, ja´ que todos os elementos da sequeˆncia
possuem o mesmo tamanho.
Desse modo, se ci ocorre mi vezes, existem exatamente mi distaˆncias d
i
1, . . . , d
i
mi
para ci, sendo que d
i
mi
e´ a distaˆncia da u´ltima co´pia de ci de um ciclo para a primeira
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co´pia de ci do ciclo subsequente. O objetivo e´ minimizar a variabilidade do tempo de












O RTVP trata de escalonamento c´ıclico com horizonte de tempo finito. O tamanho
das sequeˆncias e´ estabelecido a priori a partir das frequeˆncias de cada tarefa, que sa˜o
entradas para os problemas. Corominas et al. [3] definiu o problema e estudou sua
complexidade computacional, apresentando uma prova de que o problema e´ NP-dif´ıcil.
1.3 Justificativa
Esse problema possui diversas aplicac¸o˜es reais, como, por exemplo, o modelo de
produc¸a˜o Just-in-Time, que constitui-se em produzir co´pias de um mesmo modelo unifor-
memente quanto poss´ıvel ao longo do tempo. Consequentemente, a escassez, os estoques
excessivos e a ociosidade de ma´quinas durante o processo de produc¸a˜o reduzem-se [4].
Outra aplicac¸a˜o real foi a descrita por [5], na qual uma unidade de sau´de preci-
sava escalonar a coleta de res´ıduos de recipientes de lixo colocados em va´rias salas em
toda a unidade. Cada sala exigia um nu´mero diferente de visitas por turno e cada fun-
ciona´rio tinha uma frequeˆncia tambe´m diferente para visitar as salas. O objetivo era que
essas visitas fossem o mais regular poss´ıvel para evitar o acu´mulo excessivo de lixo em
qualquer recipiente. Ale´m disso, na˜o foi encontrado nenhum trabalho que apresente um




Este trabalho tem como objetivo apresentar e compreender o poliedro do problema
da variabilidade do tempo de resposta.
1.4.2 Objetivos espec´ıficos
Os objetivos espec´ıficos do trabalho esta˜o listados abaixo:
• Revisar a literatura sobre o problema;
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• Modelar o politopo de sequenciamento de s´ımbolos;
• Resolver o problema da variabilidade do tempo de resposta usando o politopo;
• Comparar os resultados em relac¸a˜o ao me´todo exato ja´ implementado da literatura.
1.5 Estrutura da monografia
O restante do trabalho esta´ organizado da seguinte forma: o Cap´ıtulo 2 expo˜e toda
fundamentac¸a˜o teo´rica usada neste trabalho, trazendo conceitos gerais de Programac¸a˜o
Linear Inteira e Combinato´ria Polie´drica, e uma revisa˜o da literatura sobre os trabalhos
relacionados ao estudo poliedral e ao RTVP; o Cap´ıtulo 3 apresenta a metodologia adotada
para o trabalho; o Cap´ıtulo 4 mostra e discute os resultados dos experimentos computa-




Este cap´ıtulo trata sobre definic¸o˜es e algoritmos da Programac¸a˜o Linear Inteira,
conceitos envolvendo a Combinato´ria Polie´drica, e os estudos anteriores que abordaram
sobre o estudo poliedral e o RTVP.
2.1 Programac¸a˜o Linear Inteira
A Programac¸a˜o Linear Inteira (PLI) [6] [7] formula e resolve diversos problemas que
esta˜o contidos na categoria de Otimizac¸a˜o Linear, nos quais algumas ou todas varia´veis
sa˜o restritas a valores inteiros. PLI pode aparecer nomeada tambe´m somente como Pro-
gramac¸a˜o Inteira ou Otimizac¸a˜o Inteira ou Otimizac¸a˜o Discreta.
Um problema de PLI pode ser escrito em forma matricial como segue-se:
max cTx+ dTx
Ax+Dy ≤ b
s.t. x ∈ Rn+, y ∈ Zn+
na qual cT e´ uma matriz 1× n, dT e´ uma matriz 1× p, A e´ uma matriz m× n, b e´ uma
matriz m × 1. Estes representando os dados de entrada do problema. Ale´m disso, x e y
sa˜o matrizes n×1 e p×1, respectivamente, de varia´veis. Tem-se que cTx+dTy e´ a func¸a˜o
objetivo, a qual pode ser de minimac¸a˜o ou maximizac¸a˜o (vale ressaltar que maximizar
uma func¸a˜o equivale a minimizar o negativo desta func¸a˜o e vice-versa) e Ax+Dy ≤ b sa˜o
as restric¸o˜es que as soluc¸o˜es esta˜o sujeitas.
O problema acima descrito e´ caracterizado como um problema de Programac¸a˜o
Linear Inteira Mista (PLIM), pois nem todas as varia´veis sa˜o inteiras. Quando todas
as varia´veis esta˜o sujeitas a` condic¸a˜o de integralidade, estamos diante de um problema
de Programac¸a˜o Linear Inteira Pura (PLIP). Ja´ quando as varia´veis assumem, exclusi-
vamente, valores bina´rios, ou seja, 0 (zero) ou 1 (um), temos problema de Programac¸a˜o
Inteira Bina´ria ou Programac¸a˜o Inteira 0-1 [8].
Problemas de PLI sa˜o geralmente muito mais dif´ıceis de serem resolvidos quando
comparados aos problemas de Programac¸a˜o Linear (PL) ordina´rios. A fim de resolver essa
situac¸a˜o, surgiram diversos tipos de algoritmos de PLI que sa˜o baseados na explorac¸a˜o
do indiscut´ıvel sucesso computacional da PL. Segundo [8] baseiam-se em treˆs etapas:
1. Relaxac¸a˜o da regia˜o de soluc¸o˜es da PLI, eliminando a restric¸a˜o de integralidade
imposta a todas as varia´veis inteiras. Resulta-se em uma PL.
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2. Resoluc¸a˜o da PL, obtendo a soluc¸a˜o o´tima cont´ınua.
3. Adic¸a˜o de restric¸o˜es especiais, com in´ıcio no ponto o´timo cont´ınuo, que modifiquem
iterativamente a regia˜o de soluc¸o˜es da PL de maneira que, a certa altura, resultara´
em um ponto extremo o´timo que satisfaz os requisitos inteiros.
Ignorando-se a etapa 3 para truncar ou arredondar seus valores da soluc¸a˜o o´tima
cont´ınua, tambe´m e´ uma forma de resoluc¸a˜o. Pore´m, na˜o e´ um procedimento robusto,
pois pode gerar soluc¸a˜o que na˜o e´ o´tima (destaca-se aqui que na˜o existe maneira fa´cil de
verificar se uma soluc¸a˜o via´vel e´ o´tima) ou, ate´ mesmo, invia´vel.
Foram desenvolvidos dois me´todos para gerar as restric¸o˜es na etapa 3: sa˜o eles o
me´todo de planos de corte e o me´todo branch-and-bound (B&B). A combinac¸a˜o destes
gerou na de´cada de 80 o me´todo branch-and-cut [6].
O me´todo de Planos de Corte (Cutting Planes, em ingleˆs) foi o primeiro me´todo
a ser desenvolvido e deve-se a [9]. Consiste em introduzir sucessivamente novas restric¸o˜es
na relaxac¸a˜o linear do PLI. Restric¸o˜es essas que cortam o conjunto das soluc¸o˜es poss´ıveis,
eliminando algumas delas e a pro´pria soluc¸a˜o o´tima do PL, sem contudo eliminar qualquer
soluc¸a˜o inteira.
O primeiro algoritmo B&B foi desenvolvido por [10], no qual e´ baseado no con-
ceito de divisa˜o e conquista. Consiste na partic¸a˜o (ramificac¸a˜o) sucessiva do conjunto
de soluc¸o˜es poss´ıveis do problema de PLI em subproblemas e na limitac¸a˜o (avaliac¸a˜o)
do valor o´timo da func¸a˜o objetivo (limite inferior ou superior se for de maximizac¸a˜o ou
minimizac¸a˜o, respectivamente), de modo a excluir os subproblemas que na˜o contenham
a soluc¸a˜o o´tima. O Algoritmo 1 mostra em pseudoco´digo como se comporta o B&B ,
considerando um problema de maximizac¸a˜o.
2.2 Combinato´ria Polie´drica
A Combinato´ria Polie´drica e´ baseada na teoria de poliedros e de programac¸a˜o
linear, estudando as propriedades de poliedros relacionados ao Problema de Otimizac¸a˜o
Combinato´ria (POC) [11]. Vale ressaltar que va´rios POCs podem ser formulados como
um PLI [6]. O presente trabalho foca no POC linear e, deste modo, simplificando a
formulac¸a˜o como um PLI.
POC pode ser definido [6] como: sejam um conjunto finito N = {1, ..., n}, func¸a˜o
custo cj : N → R para cada j ∈ N e um conjunto de soluc¸o˜es via´veis F , encontre um
S ∈ F e S ⊆ N que minimize ou maximize �j∈S cj.
O domı´nio do POC e´ finito, podendo assim, na maioria dos casos, gerar ou testar
os elementos quanto a` sua pertineˆncia a este domı´nio. Pore´m, mesmo sendo finito, o
17
Algoritmo 1: Algoritmo Branch-and-Bound
1 z∗ ← −∞ (melhor soluc¸a˜o ate´ o momento)
2 x∗ ← ∅ (incumbente)
3 while existir subproblema para ser investigado do
4 Resolva um subproblema pelo me´todo simplex
5 if o subproblema for infact´ıvel then
6 descarte-o
7 else if Se a soluc¸a˜o for inteira then
8 if z de x∗ ≤ z∗ then
9 descarte o subproblema
10 else
11 z∗ ← z
12 x∗ e´ a nova incumbente
13 end
14 Os demais subproblemas com z ≤ z∗ sa˜o descartados
15 else if Se a soluc¸a˜o na˜o for inteira then
16 if z de x∗ ≤ z∗ then
17 descarte o subproblema, na˜o ha´ contribuic¸a˜o
18 else
19 Escolha um xi qualquer que tenha um valor na˜o inteiro na soluc¸a˜o
20 Crie um subproblema adicionando a restric¸a˜o xi ≤ �x∗i �




25 return x∗ (a incumbente, pois tem o melhor valor)
tamanho pode ser relativamente grande e, assim, precisando desenvolver um algoritmo
que restrinja a busca em um subconjunto deste domı´nio, de tamanho menor [11].
Associando um POC a um poliedro, podemos fazer uso dos me´todos polie´dricos,
formalizando-os a seguir. Dada a tripla (N, c, S), seja RN o espac¸o vetorial real |N |-
dimensional, no qual cada vetor x ∈ RN tem seus componentes indexados pelos elementos
de N , i.e., x = (xj)j∈N . Para cada elemento S ∈ F , associamos um ponto em RN ,
correspondendo ao seu vetor de incideˆncia χS = (χSj )j∈N , definido [11] como
χSj :=
�
1, se j ∈ S
0, caso contra´rio
Seja agora o politopo P ⊆ RN , definido como o fecho convexo dos vetores de
incideˆncia dos subconjuntos em F , i.e., P := conv{χS ∈ RN | S ∈ F}. O conjunto de
ve´rtices de P e´ precisamente o conjunto dos vetores de incideˆncia dos elementos de S ∈ F .
Desta forma, podemos definir o problema original, de forma equivalente, como
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min{cTx | x ∈ P}
e portanto o objetivo da Combinato´ria Polie´drica e´ encontrar o sistema de inequac¸o˜es
lineares (definem facetas) que determinam a envolto´ria convexa de um POC [11].
Para melhor entendimento dessas definic¸o˜es e terminologias, e das posteriores que
vira˜o no presente trabalho, faz-se necessa´rio outros conceitos pre´vios de a´lgebra linear e
da teoria de poliedros que sera˜o abordados agora [6] [7] [11] [12].
Definic¸a˜o 2.1. Um vetor x ∈ Rn e´ uma combinac¸a˜o linear dos vetores x1, ..., xt ∈ Rn,
se, para algum α = (α1, ...,α2) ∈ Rt, x =
�t
i=1 αixi. Tal combinac¸a˜o linear e´ chamada
de afim, se α1 + ...+ αt = 1; coˆnica, se α1, ...,αt ≥ 0; convexa, se for afim e coˆnica.
Definic¸a˜o 2.2. Um conjunto de vetores x1, ..., xt ∈ Rn e´ Linearmente Independente (LI)
se a u´nica soluc¸a˜o de
�t
i=1 αixi = 0, onde αi ∈ R, for αi = ... = αt = 0.
Definic¸a˜o 2.3. Um conjunto de vetores x1, ..., xt ∈ Rn e´ Afim Independente (AI) se a
soluc¸a˜o de
�t
i=1 αixi = 0 e
�t
i=1 αi = 0, onde αi ∈ R, for αi = ... = αt = 0.
As definic¸o˜es (2.1), (2.2) e (2.3) sa˜o para caracterizar a independeˆncia afim e di-
mensa˜o de um poliedro, como sera´ mostrado na definic¸a˜o (2.6).
Definic¸a˜o 2.4. Um subconjunto P ⊆ Rn e´ chamado de poliedro se para alguma matriz
A ∈ Rm×n e algum vetor b ∈ Rn, P = {x ∈ Rn | Ax ≤ b}. Um poliedro definido desta
forma pode ser denotado por P (A, b).
Definic¸a˜o 2.5. Se existe um α ∈ R tal que todo ponto x ∈ P satisfaz �x� ≤ α, ou seja,
um poliedro limitado, enta˜o sera´ chamado de politopo.
Definic¸a˜o 2.6. Um poliedro P tem dimensa˜o k, denotado por dim(P ) = k, se o nu´mero
ma´ximo de vetores afim independente em P e´ k+1.
Definic¸a˜o 2.7. Uma inequac¸a˜o πx ≤ π0, denotada por (π, π0), e´ uma inequac¸a˜o va´lida
para P ⊆ Rn se πx ≤ π0 e´ satisfeita ∀x ∈ P .
Definic¸a˜o 2.8. Um conjunto F ⊆ P define uma face de P se F = {x ∈ P : πx = π0},
para alguma inequac¸a˜o va´lida πx ≤ π0.
Definic¸a˜o 2.9. Se F e´ uma face de P e dim(F ) = dim(P ) − 1, enta˜o dizemos que F e´
uma faceta de P .
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Ja´ as definic¸o˜es (2.4) e (2.5) apresentam o que sa˜o poliedro e politopo, enquanto
a (2.7) descreve como identifica-se uma inequac¸a˜o va´lida de P, para, a partir disso, em
(2.8) indicar o que e´ uma face de poliedro e, consequentemente em (2.9), uma faceta.
Teorema 2.1. Se F �= ∅ e´ uma face do poliedro P (A, b) ⊆ Rn, enta˜o dim(F ) = n −
posto(A(F )), no qual o posto(A(F )) e´ o nu´mero ma´ximo de colunas LI de A.
Corola´rio 2.2. Seja P = P (A, b) ⊆ Rn um poliedro na˜o-vazio, enta˜o dim(P ) = n −
posto(A(P )). E se posto(A(P )) = 0, enta˜o P tem dimensa˜o plena, i.e, dim(P ) = n
Proposic¸a˜o 2.3. Se F e´ uma faceta de P , existe uma desigualdade (π, π0) que a repre-
senta.
Proposic¸a˜o 2.4. Para cada faceta F de P , uma das desigualdades que representa F e´
necessa´ria na descric¸a˜o de P .
Proposic¸a˜o 2.5. Toda desigualdade que representa uma face de P com dimensa˜o menor
que dim(P )− 1 e´ irrelevante na descric¸a˜o de P .
O teorema (2.1) e o corola´rio (2.2) facilitam a calcular a dimensa˜o do poliedro,
e as proposic¸o˜es (2.3), (2.4) e (2.5) explicam que as facetas sa˜o as u´nicas desigualdades
necessa´rias para descrever o poliedro P, ou seja, a melhor descric¸a˜o poss´ıvel.
2.3 Trabalhos Relacionados
Este Subcap´ıtulo foi dividido em duas partes, no qual a primeira parte mostrara´
trabalhos relacionados a` abordagem polie´drica para o tratamento de POCs, enquanto a
segunda parte apresentara´ trabalhos relacionados ao RTVP.
2.3.1 Estudo Poliedral
Rado [13] foi o primeiro a utilizar explicitamente me´todos de combinato´ria polie´-
drica, fazendo uso do Lema de Farkas indiretamente. Pore´m, somente depois que deu-se
concretamente o desenvolvimento da Combinato´ria Polie´drica, podendo ser ressaltado treˆs
marcos.
O primeiro marco aconteceu nos anos 50 com o descobrimento do me´todo simplex.
A observac¸a˜o de que muitos POCs podem ser modelados como PLIs, tambe´m que suas
respectivas matrizes de restric¸o˜es admitem unimodularidade total, e assim serem trata-
dos como PL e resolvidos pelo me´todo simplex e dualidade, resultou norteando diversas
pesquisas [14] [15].
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Ja´ o segundo marco foi nos anos 60 com a obtenc¸a˜o de uma descric¸a˜o linear com-
pleta de tamanho exponencial para o politopo dos emparelhamentos de um grafo [16].
Observou-se que uma descric¸a˜o de tamanho exponencial poderia ser u´til para desenvolvi-
mento de algoritmos polinomiais.
O terceiro marco surgiu em 1979 com a apresentac¸a˜o do me´todo elipsoide para
PL [17]. As contribuic¸o˜es foram que PLs podem ser resolvidos em tempo polinomial e a
prova da equivaleˆncia de resoluc¸a˜o para um problema de otimizac¸a˜o e de separac¸a˜o, ou
seja, e´ poss´ıvel resolver eficientemente um PL sabendo resolver eficientemente o problema
de separac¸a˜o.
Tal prova de equivaleˆncia incrementou o desenvolvimento de algoritmos na a´rea
de Combinac¸a˜o Polie´drica, pois facilitou conseguir algoritmos polinomiais para certos
problemas devido a` capacidade de associar poliedros a POCs e resolver o problema de
separac¸a˜o coincidente. Ajudou tambe´m a tratar problemas NP-dif´ıceis de grande porte,
nos quais os me´todos anteriores eram invia´veis [18] [19] [20].
Os problemas NP-dif´ıceis teˆm semelhanc¸a no fato de que conhece-se apenas uma
descric¸a˜o parcial dos politopos associados a esses problemas, contudo, para maioria deles,
o problema de separac¸a˜o foi resolvido apenas para classes especiais de faceta.
Dantzig [21] foi o primeiro a utilizar uma abordagem polie´drica para um problema
NP-dif´ıcil, o problema do caixeiro viajante. E [22] aprofundou-se mais no estudo da
estrutura facial dos politopos associados ao problema do caixeiro viajante. Para fim de
destaque, outros problemas NP-dif´ıceis tambe´m foram atacados, como por exemplo, o
problema das mochilas mu´ltiplas [23] e problema livre de garra [24].
2.3.2 Problema da Variabilidade do Tempo de Resposta
Corominas et al. [3] foi o primeiro a apresentar o RTVP, no qual definiu formal-
mente o problema e sua complexidade computacional, demonstrando que o problema e´
NP-dif´ıcil. O modelo matema´tico baseado em PLIM, no entanto, so´ foi capaz de lidar
com pequenas instaˆncias do problema. Ale´m disso, tambe´m propoˆs algumas heur´ısticas
para o problema, baseadas em um procedimento de troca simples na soluc¸a˜o inicial.
Corominas et al. [25] aprimorou o modelo exato e, dessa forma, instaˆncias maiores
puderam ser resolvidas ate´ a otimalidade. Mostrou a importaˆncia da modelagem e o im-
pacto que a reformulac¸a˜o, acre´scimo de restric¸o˜es redundantes e a eliminac¸a˜o de simetrias
teˆm na efetividade de um PLIM.
Em raza˜o do RTVP se tratar de um POC NP-dif´ıcil, intensificaram-se na litera-
tura estudos e desenvolvimentos de algoritmos fundamentados em soluc¸o˜es heur´ısticas e
metaheur´ısticas. Dentre eles, destacou-se [26] que propoˆs o algoritmo Procedimento de
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Busca Adaptativa Gulosa e Randoˆmica (GRASP, do ingleˆs greedy randomized adaptive
search procedure) e multi-start para resolver o RTVP. Outro foi [27] que apresentou uma
forma de resolver o RTVP por meio do algoritmo do Mecanismo Eletromagne´tico (do
ingleˆs, electromagnetism-like mechanism) para comparar com os algoritmos ja´ implemen-
tados ate´ enta˜o. O [28] mostrou um algoritmo de Busca Tabu para o RTVP. Ale´m destes,
temos o [29] que adaptou um Algoritmo Gene´tico para resolver o RTVP.
Garc´ıa-Villoria & Pastor [30] propuseram uma versa˜o do RTVP com enfoque na
me´trica do erro de throughput do escalonamento stride, denominado de minimizac¸a˜o do
tempo de resposta ma´ximo. Foram apresentadas uma nova formulac¸a˜o matema´tica e
soluc¸o˜es baseadas em metaheur´ısticas.
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3 METODOLOGIA
Descrevem-se neste cap´ıtulo a tipologia de pesquisa, o politopo para o problema,
as equac¸o˜es lineares e inequac¸o˜es lineares do politopo, e a proposta de modelo.
3.1 Tipologia de Pesquisa
O presente estudo objetivou compreender o poliedro do RTVP relacionando-o ao
politopo de sequenciamento de s´ımbolos, e caracteriza-se, quanto a` natureza, como apli-
cada, visto que buscou solucionar e gerar conhecimento sobre um problema ja´ consolidado
na literatura que tem diversas aplicac¸o˜es.
Quanto aos objetivos, classifica-se como descritiva, uma vez que objetiva descrever
as caracter´ısticas do problema da variabilidade do tempo de resposta como um poliedro,
relacionando-o com um problema de otimizac¸a˜o combinato´ria.
Quanto a` abordagem, define-se como quantitativa, pois a ana´lise dos conceitos do
problema da variabilidade do tempo de resposta e da combinato´ria polie´drica realizou-se
por meio de ferramentas matema´ticas e/ou te´cnicas computacionais, apresentando-a de
forma objetiva.
Quanto aos procedimentos, determina-se como bibliogra´fica, porque baseia-se em
informac¸o˜es e conhecimentos pre´vios sobre o problema, procuradas em refereˆncias teo´ricas
ja´ analisadas, com o fim de formular o RTVP como um poliedro juntamente com suas
hipo´teses.
3.2 Politopo de Sequenciamento de S´ımbolos
Seja C = {1, 2, .., d} o conjunto de co´pias de s´ımbolos e H = {1, 2, .., d} o conjunto
de slots que as co´pias de s´ımbolos sera˜o atribu´ıdas. Seja Pd a envolto´ria convexa dos
vetores de incideˆncia χS, na qual S representa uma sequeˆncia de atribuic¸o˜es de cada
co´pia de s´ımbolo c ∈ C a um u´nico slot h ∈ H e cada slot h recebe uma u´nica co´pia c,
sendo χSc,h = 1 a atribuic¸a˜o da co´pia c ∈ C no slot h ∈ H e χSc,h = 0 em caso contra´rio.
Sendo assim, temos:
Pd = conv{χS ∈ {0, 1}d2 | S e´ uma sequeˆncia de co´pias c ∈ C atribu´ıdas a slots h ∈ H},
logo, Pd e´ definido como o politopo de sequenciamento de s´ımbolos (PSS). O PSS conte´m
todas as poss´ıveis soluc¸o˜es do RTVP e, deste modo, podem ser relacionados.
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A Figura 1 ilustra duas sequeˆncias de co´pias de s´ımbolos S1 = {(1, 1), (2, 2), (3, 3)}






𝑐2 𝑐3 𝑐11 2 3
1 2 3
a) b)
Figura 1: (a) Sequeˆncias de s´ımbolos S1 e S2 e (b) vetores de incideˆncia χ
S1 e
χS2.
O PSS pode ser descrito como um problema de otimizac¸a˜o que procura o vetor de
incideˆncia xT = (x1, x2, . . . , xd2) com menor custo wx
T associado:
minwxT
s.t. x ∈ Pd
A fim de aplicar te´cnicas de PLI para o PSS, e´ necessa´rio descrever Pd, que e´ um politopo
d2-dimensional, em equac¸o˜es e inequac¸o˜es lineares.
3.3 Equac¸o˜es lineares de Pd
Teorema 3.1. As seguintes equac¸o˜es lineares sa˜o va´lidas por todo vetor de Pd:
�
∀h∈H






xc+1,h, ∀c ∈ C \ {d} (2)
Demonstrac¸a˜o. A equac¸o˜es (1) e (2) sa˜o complementares. A equac¸a˜o (1) faz com que o
u´ltimo s´ımbolo esteja atribu´ıdo a um e somente um slot e, a partir desta atribuic¸a˜o, a
equac¸a˜o (2) faz com que cada s´ımbolo do penu´ltimo ao primeiro tambe´m esteja atribu´ıdo
a um e somente um slot. Nota-se que pela definic¸a˜o do problema, isto ja´ esta´ estabelecido,
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tornando assim as equac¸o˜es (1) e (2) va´lidas para Pd, ou seja, na˜o cortam nenhuma soluc¸a˜o
via´vel do problema.
Seja P = {(S1, T1), (S2, T2), .., (Sd−1, Td−1)} o conjunto de d − 1 particionamentos
de H. Sendo P constru´ıdo pelo Algoritmo 2. E seja I = C \ {d − 1, d} um subconjunto
de C.
Algoritmo 2: Algoritmo para construc¸a˜o do conjunto P de partic¸o˜es
de H
1 P = ∅, S0 = H,T0 = ∅
2 for h ∈ H \ {d} do
3 Sh = Sh−1 \ {h}
4 Th = Th−1 ∪ {h}
5 P = P ∪ (Sh, Th)
6 end
7 return P




xc,h − (|I|− |Ti|)
�
h∈Si







e´ va´lida para Pd.
Demonstrac¸a˜o. A prova de validade da equac¸a˜o 3 esta´ dividida em 4 casos.




h∈Ti xd,h = 1
e
�





xc,h = |Si|, (3.1)
logo, a equac¸a˜o (3.1) e´ va´lida se |Si| ≤ |I|. Sendo |I| = d− 2 e |Si| = d− |Ti|. Como os
slots d − 1 e d ∈ Ti, enta˜o |Ti| ≥ 2, logo, |Si| ≤ d − 2 e, portanto, |Si| ≤ |I|. Como as
co´pias d − 1 e d /∈ I, a equac¸a˜o (3.1) obriga que |Si| co´pias de I estejam atribu´ıdos na
partic¸a˜o de slots Si. Fato obrigato´rio por definic¸a˜o para toda soluc¸a˜o de Pd.
Caso 2: Se os slots d − 1 e d /∈ Ti, enta˜o os slots d − 1 e d ∈ Si, logo,
�
h∈Ti xd−1,h =�
h∈Ti xd,h = 0 e
�





xc,h = (|I|− |Ti|), (3.2)
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logo, a equac¸a˜o (3.2) e´ valida quando |Si| ≥ |I|− |Ti|. Como |I| = d− 2 e |Si|+ |Ti| = d,
enta˜o |Si|+ |Ti| = |I|+ 2. Assim sendo, |Si| = |I|− |Ti|+ 2 e, portanto, |Si| ≥ |I|− |Ti|.
Como as co´pias d − 1 e d /∈ I, a equac¸a˜o (3.2) obriga que |I| − |Ti| co´pias de I sejam
atribu´ıdas na partic¸a˜o de slots Si, pois a partic¸a˜o Ti recebera´ |Ti| co´pias de I. Fato obri-
gato´rio por definic¸a˜o para toda soluc¸a˜o de Pd.
Caso 3: Se os slots d− 1 ∈ Ti e d /∈ Ti, enta˜o d− 1 /∈ Si e d ∈ Si, logo,
�










xc,h = |Si|− 1, (3.3)
logo, temos que (3.3) e´ va´lida se |Si| − 1 ≤ |I|. Como |Si| + |Ti| = d e sabendo que
d − 1 ∈ Ti, enta˜o |Ti| ≥ 1. Logo, |Si| ≤ d − 1. Como |I| = d − 2, enta˜o |Si| − 1 ≤ |I|.
Como o slot d ∈ Si e a co´pia d /∈ I, enta˜o a equac¸a˜o (3.3) obriga que |Si| − 1 elementos
de I estejam na partic¸a˜o de slots Si. Fato obrigato´rio por definic¸a˜o para toda soluc¸a˜o de
Pd.
Caso 4: Se os slots d − 1 /∈ Ti e d ∈ Ti, enta˜o d − 1 ∈ Si e d /∈ Si, logo,
�
h∈Si xd−1,h =�
h∈Ti xd,h = 1 e
�





xc,h = (|I|− |Ti|) + 1, (3.4)
logo, temos que (3.4) e´ va´lido para |Si| ≥ |I| − |Ti| + 1 e |I| ≥ |I| − |Ti| + 1. Como
|Ti| ≥ 1, pois o slot d ∈ Ti, enta˜o e´ verdade que |I| ≥ |I|− |Ti|+ 1. Do caso 2 temos que
|Si| = |I|− |Ti|+2, portanto garantimos que |Si| ≥ |I|− |Ti|+1. Como o slot d− 1 /∈ Ti,
a equac¸a˜o (3.4) obriga que (|I| − |Ti| + 1) co´pias de I estejam atribu´ıdas em Si, pois Ti
recebera´ |Ti| co´pias de I e ja´ tem a co´pia d atribu´ıda, obrigando assim que uma co´pia a
mais seja atribu´ıda em Si. Fato obrigato´rio por definic¸a˜o para toda soluc¸a˜o de Pd.
Como para todos os casos poss´ıveis a equac¸a˜o ainda e´ va´lida, logo a equac¸a˜o (3) e´
va´lida para Pd.
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3.4 Inequac¸o˜es lineares de Pd
Teorema 3.3. Para todo h ∈ H \ {1}, a correspondente inequac¸a˜o�
c∈C\{1}
xc,h ≤ 1, (4)
e´ va´lida para Pd.
Demonstrac¸a˜o. A inequac¸a˜o (4) diz que para cada slot, menos o primeiro, tera´ de ter no
ma´ximo um s´ımbolo atribu´ıdo. Isto ja´ e´ prescrito na pro´pria definic¸a˜o do problema, na
qual diz que para cada slot atribui um e somente um s´ımbolo. Logo, a inequac¸a˜o (4) e´
valida para Pd.
Teorema 3.4. Para todo c ∈ C \ {1}, a correspondente inequac¸a˜o�
h∈H\{1}
xc,h ≤ 1, (5)
e´ va´lida para Pd.
Demonstrac¸a˜o. A inequac¸a˜o (5) diz que cada s´ımbolo, menos o primeiro, tera´ de estar
atribu´ıdo em no ma´ximo um slot. Novamente ja´ esta´ prescrito na definic¸a˜o do problema,
na qual diz que um s´ımbolo deve estar atribu´ıdo a um e somente um slot. Logo, a
inequac¸a˜o (5) e´ valida para Pd.




xc,h ≥ d− 2, (6)
e´ va´lida para Pd.
Demonstrac¸a˜o. A inequac¸a˜o (6) garante que nos u´ltimos d−1 slots, tera´ de ter pelo menos
d− 2 atribuic¸o˜es de s´ımbolos, e tambe´m que dos u´ltimos d− 1 s´ımbolos, pelo menos d− 2
tera˜o de estar atribu´ıdos. Nota-se que pela definic¸a˜o do problema, em d− 1 slots tem de
haver exatamente d−1 s´ımbolos. Portanto a inequac¸a˜o (6) na˜o invalida nenhuma soluc¸a˜o
pois d− 2 < d− 1, logo e´ va´lida para Pd.
Conjectura 3.6. As inequac¸o˜es (4), (5) e (6) definem facetas de Pd.
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3.5 Proposta de Modelo
O processo de linearizac¸a˜o da func¸a˜o objetivo do RTVP foi proposto por [3], no
qual ele introduziu a varia´vel δjik (i = 1, ..., n; k = 1, ...,mi; j = 1, ..., UBi) que assume
valor 1 se e somente se a distaˆncia entre as co´pias k e k+ 1 do s´ımbolo i e´ igual a j, caso
contra´rio assume valor zero, sendo UBi = M −mi+1 (i = 1, ..., n). Tambe´m incluiu mais










(1), (2), (3), (4), (5), (6)
�
h∈H
h · x(i,k+1),h −
�
h∈H
h · x(i,k),h =
UBi�
j=1







h · x(i,1),h =
UBi�
j=1
j · δjimi ∀i ∈ {1, ..., n}; ∀k ∈ {1, ...,mi− 1} (8)
UBi�
j=1
δjik = 1 ∀i ∈ {1, ..., n}; ∀k ∈ {1, ...,mi} (9)
x, δ ∈ {0, 1}
As restric¸o˜es (1), (2), (3), (4), (5) e (6) sa˜o obtidas da descric¸a˜o do PSS e as (7),
(8) e (9) foram as propostas por [3] para a linearizac¸a˜o da func¸a˜o objetivo. Vale salientar
que cada par (i, k) representa um s´ımbolo c ∈ C.
As restric¸o˜es (7) e (8) garantem que a distaˆncia entre as co´pias k e k+1 do s´ımbolo
i seja igual a um valor inteiro j ∈ [1, UBi], sendo que a restric¸a˜o (8) se refere a` distaˆncia
entre a primeira co´pia do s´ımbolo i em um ciclo e a u´ltima co´pia do mesmo s´ımbolo no
ciclo anterior. Ja´ a restric¸a˜o (9) garante que a distaˆncia entre as co´pias k e k + 1 do
s´ımbolo i seja obtida com um e apenas um valor inteiro.
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4 APRESENTAC¸A˜O E ANA´LISE DOS RESULTADOS
Para utilizar a modelagem matema´tica obtida pela descric¸a˜o do poliedro do RTVP
realizada na metodologia, faz-se uso da relac¸a˜o entre POC linear e PLI, e, por conseguinte,
a associac¸a˜o de um POC a um poliedro, apresentadas na fundamentac¸a˜o teo´rica.
Com a finalidade de avaliar essa modelagem, foi utilizado o conjunto de instaˆncias
para o me´todo exato geradas aleatoriamente por [3] e comparando-a com o me´todo exato
dele.
No total ha´ 320 instaˆncias agrupadas pelo nu´mero total de co´pias a ser sequenciado
(d) e, mais ainda, agrupadas pelo nu´mero de s´ımbolos (n). Tendo d ∈ (20, 60), e n ∈
[3, 12], totalizou 16 grupos com, em me´dia, 20 instaˆncias cada.
Todos os me´todos estudados neste trabalho foram desenvolvidos em linguagem
C++, utilizando o compilador g++ versa˜o 5.4.0 (opc¸a˜o de compilac¸a˜o -O3), com o aux´ılio
do resolvedor matema´tico CPLEX versa˜o 12.7. Os experimentos computacionais foram
executados em um computador com processador Intel Core I7 de 64 bits, com CPU
contendo 8 cores de 3.4 GHz, 16 GB de RAM e o sistema operacional Ubuntu 16.04. Os
experimentos foram realizados com tempo limite de duas horas para cada instaˆncia.
A Tabela 1 apresenta os resultados dos experimentos computacionais. Cada li-
nha representa um grupo de instaˆncias, como, por exemplo, o grupo d20 d30 n3 n7 que
descreve o grupo com d ∈ (20, 30) e n ∈ [3, 7]. Os dois conjuntos de colunas principais
representam o modelo apresentado por [3] e o modelo apresentado nesse trabalho, respec-
tivamente. Para cada conjunto de coluna (Corominas e PSS) foi calculada a me´dia do
lower bound (LB raiz) e tempo de execuc¸a˜o em segundos na raiz da a´rvore (T raiz(s)),
lower bound (LB), upper bound (UB), GAP (calculado como UB−LB
LB
∗100), nu´mero de no´s
(#No´s) e o tempo de execuc¸a˜o total em segundos (T (s)) para cada grupo de instaˆncia.
Na Tabela 1 e´ poss´ıvel ver que o PSS fornece um lower bound inicial maior (i.e.,
mais perto do o´timo) em quase todos os grupos de instaˆncias, dos 16 perdendo apenas em
2. Em geral, leva mais tempo para montar a raiz, mas em compensac¸a˜o converge mais
ra´pido no tempo total, como pode ser observado no grupo de instaˆncia d45 d50 n8 n12,
no qual o modelo da literatura levou 20,441 segundos para montar a raiz, enquanto o PSS
levou 28,597 segundos, mas para o tempo total foi gasto 44484,37 e 28150,064 segundos,
respectivamente (destacados na tabela com sublinha).
O lower bound ser maior e o upper bound ser menor (reduzindo o intervalo do
valor o´timo) para as instaˆncias mais dif´ıceis, juntamente com menor nu´mero de no´s pode
explicar a convergeˆncia mais ra´pida do PSS, pois reduz o nu´mero de execuc¸o˜es Simplex
do algoritmo branch-and-bound para cada construc¸a˜o de um novo no´ na busca de garantir
a integralidade das soluc¸o˜es. Isso e´ verificado nos resultados, uma vez que o PSS tem o
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maior nu´mero de no´s em apenas um grupo de instaˆncia.
Outra informac¸a˜o que reforc¸a a convergeˆncia e´ o GAP, o qual indica a porcentagem
do lower bound que resta para igualar-se ao upper bound. Ale´m de ganharmos em 11
grupos de instaˆncias e empatarmos em 3, o modelo da literatura apresenta uma mediana
de 36,505%, enquanto o PSS e´ apenas 23,425%. Sendo assim, os resultados corroboram
na conjectura de que as inequac¸o˜es sa˜o facetas do politopo.
Tabela 1: Resultados Computacionais
Corominas PSS
Instaˆncias LB raiz T raiz (s) LB UB GAP (%) #No´s T (s) LB raiz T raiz (s) LB UB GAP (%) #No´s T (s)
d20 d30 n3 n7 -11,323 2,735 -7,142 7,995 14,293 19.218,727 77,411 -13,968 3,023 -10,233 7,995 19,438 6.629,682 24,240
d20 d30 n8 n12 2,967 1,636 4,078 4,078 0 1.039,000 5,988 3,382 2,324 4,078 4,078 0 490,111 3,301
d30 d35 n3 n7 5,412 7,516 11,517 11,517 0 164.230,158 1.051,145 -7,746 8,907 -1,851 11,517 11,215 44.135,947 259,821
d30 d35 n8 n12 4,805 6,273 7,186 7,186 0 70.313,810 715,226 4,940 8,787 7,186 7,186 0 11.987,381 89,390
d35 d40 n3 n7 5,904 9,540 13,702 15,424 15,012 1.799.398,880 17.340,854 5,971 14,189 14,989 15,424 2,97 823.641,800 8.600,854
d35 d40 n8 n12 4,877 10,340 10,210 10,210 0 546.988,400 4.384,168 4,927 14,070 10,210 10,210 0 102.970,600 808,546
d40 d45 n3 n7 7,788 11,366 13,538 16,788 26,165 1.524.418,688 25.896,261 7,788 15,982 15,271 16,788 9,890 951.146,688 14.780,376
d40 d45 n8 n12 5,696 14,620 10,497 12,862 24,649 1.801.524,333 29.359,042 5,697 20,491 11,846 12,862 8,689 868.481,750 15.409,005
d45 d50 n3 n7 8,626 14,751 12,972 18,126 46,844 1.557.618,750 35.994,611 8,626 20,735 14,590 18,126 27,411 1.199.821,400 28.021,078
d45 d50 n8 n12 6,056 20,441 9,755 14,856 63,635 1.836.870,700 44.484,370 6,056 28,597 12,266 14,956 29,040 1.150.955,150 28.150,064
d50 d55 n3 n7 8,827 17,650 12,078 19,523 80,067 975.104,435 31.533,099 8,827 27,625 13,051 19,610 56,988 886.991,783 30.219,604
d50 d55 n8 n12 8,314 21,660 10,079 17,726 79,992 1.822.813,588 51.801,529 8,314 36,812 12,035 17,844 53,457 1.513.626,059 47.430,889
d55 d60 n3 n7 9,332 24,448 12,006 21,542 98,821 741.013,053 39.204,328 9,332 34,058 13,234 21,437 73,397 646.432,316 37.169,177
d55 d60 n8 n12 7,994 26,120 9,124 20,756 146,884 1.124.904,619 51.915,490 7,994 40,787 10,589 20,661 109,772 1.016.428,381 51.074,654
d60 d65 n3 n7 10,918 31,136 12,681 24,668 114,963 623.996,833 39.955,744 10,918 35,027 12,972 24,668 105,531 649.402,875 40.034,051
d60 d65 n8 n12 8,925 32,608 9,277 27,300 212,262 1.005.598,562 54.638,705 8,925 17,146 9,830 26,675 183,995 766.113,250 55.769,291
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5 CONCLUSO˜ES E TRABALHOS FUTUROS
Este trabalho trata do Problema da Variabilidade do Tempo de Resposta, o qual
consiste em dado um conjunto de co´pias de s´ımbolos e um conjunto de slots, atribuir
para cada slot uma e somente uma co´pia de s´ımbolo e, simultaneamente, atribuir para
cada s´ımbolo um e somente um slot, objetivando minimizar a variabilidade do tempo de
resposta total. Este tipo de problema possui muitas aplicac¸o˜es reais e e´ ine´dito um estudo
polie´drico para ele.
Um estudo polie´drico do RTVP foi proposto. Foi visto que esse problema pode ser
descrito por meio de equac¸o˜es e inequac¸o˜es lineares, provando-se que estas na˜o anulam
nenhuma soluc¸a˜o via´vel do problema, ou seja, sa˜o va´lidas. Tambe´m foi apresentado, como
conjectura, que as inequac¸o˜es sa˜o facetas, para, por fim, poder adaptar o problema em
um modelo matema´tico baseado em PLI e comparar os resultados com um me´todo exato
ja´ implementado da literatura.
Nos resultados, dividiu-se 320 instaˆncias pelo nu´mero total de co´pias a ser sequen-
ciado e pelo nu´mero de s´ımbolos, totalizando em 16 grupos. Observou-se que o modelo
PSS, em me´dia, saiu-se bem para a resoluc¸a˜o das instaˆncias: convergiu mais ra´pido,
lower bound e upper bound mais pro´ximos do valor o´timo, com porcentagem do GAP
reduzida, com nu´mero de no´s reduzido, lower bound inicial melhor, evidenciando assim
na probabilidade de que as inequac¸o˜es sa˜o facetas do politopo.
Como propostas de trabalhos futuros tem-se: (i) provar a dimensa˜o do politopo
do RTVP; (ii) provar, em definitivo, que as inequac¸o˜es apresentadas neste trabalho sa˜o
facetas; (iii) propor um algoritmo baseado em planos de corte; e (iv) encontrar novas
facetas para o RTVP.
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