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Abstract
This paper elaborates control strategies to prevent clustering effects in opinion formation models. This
is the exact opposite of numerous situations encountered in the literature where, on the contrary, one seeks
controls promoting consensus. In order to promote declustering, instead of using the classical variance
that does not capture well the phenomenon of dispersion, we introduce an entropy-type functional that
is adapted to measuring pairwise distances between agents. We then focus on a Hegselmann-Krause-type
system and design declustering sparse controls both in finite-dimensional and kinetic models. We provide
general conditions characterizing whether clustering can be avoided as function of the initial data. Such
results include the description of black holes (where complete collapse to consensus is not avoidable),
safety zones (where the control can keep the system far from clustering), basins of attraction (attractive
zones around the clustering set) and collapse prevention (when convergence to the clustering set can be
avoided).
Keywords: Active particles, collective behavior, control, kinetic model, declustering, black swan.
AMS Subject Classifications: 93C15, 93C20, 91D10, 35B36, 34H05.
Introduction
The term “black swan” was first used by Nassim Nicholas Taleb in 2007 in his book The Black Swan: The
Impact of the Highly Improbable [41], in which he focuses on the extreme impact of rare and unpredictable
events. The “black swan theory” was since then developed to describe events that are extremely rare, have a
massive impact and are retrospectively predictable. One of the groundbreaking ideas of this recent theory is
the fact that human behavior remains unpredictable. By focusing on what is known and probable, scientists
tend to be surprised by major unexpected events. Taleb’s philosophy requires one to accept the fact that
there will always remain unknown factors - hence, one cannot make future predictions based only on the
assumption of a population’s rational behavior.
Bellomo et al. [4] have built upon this theory, applying it to the context of social competition that can
lead to extreme conflicts. Their work is based upon the fact that individual behavior, whether rational or
irrational, contributes in a nonlinear fashion to the global group behavior. Then, even among an initially
well distributed population, local social interactions can lead to unexpected outcome.
Social Dynamics models are particularly suited to describe these kinds of phenomena, as they focus on
understanding how self-organization emerges from interactions of individual “agents”, or “active particles”
[1]. The study of collective behavior emerging from local interactions is actually of great interest to a mixed
community of mathematicians, biologists, sociologists, economists and engineers. These models are indeed
applicable to a wide variety of fields. In biology, they are used to understand the behavior of large animal
groups [2, 7, 15, 16, 33, 42, 45]. Engineering applications involve robot formation and satellite synchronization
[6, 26, 31, 34, 38, 39]. Models also apply to socio-economic problems such as population dynamics, opinion
formation and market evolution [4, 24, 27, 30, 40, 41]. As pointed out in [43], individual behavior, especially
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human, is often irrational: instead of making strategic decisions, individuals tend to imitate social neighbors.
This behavior leads to clustering of opinions or even consensus (agreement of all state variables). Many
models reproduce this phenomenon. In [43], this is modeled in a game-theoretic set-up, where agents play
coordination games to improve their individual payoff. In the Voter model, agents imitate the action of
a randomly selected counterpart [25]. In the Hegselmann-Krause (HK) bounded-confidence model, agents
imitate others’ behavior only if they are within a certain “confidence” radius [24]. In a competing approach,
based on the so-called “topological” distance, agents imitate a given number of closest neighbors [2]. Another
variation of the HK model consists of noticing that heterophilious dynamics enhance consensus [32].
Multi-agent systems can be described from a microscopic point of view, by considering a system of coupled
(often nonlinear) ODE’s [9, 10, 17, 29]. However, as the dimension of the system increases, studying and
simulating it becomes a harder challenge, a phenomenon known as the curse of dimensionality. When the
number of agents tends to infinity, one can take the mean-field limit of the system resulting in a kinetic
model, where the population is described by a density measure, and its evolution is given by a unique PDE.
The mean-field limits of the Hegselmann-Krause, Vicsek and Cucker-Smale models were respectively derived
in [8, 20, 23]. Since then, kinetic formulations of Social Dynamics models have been the focus of many more
works, see for example [3, 7, 14, 19, 21, 28, 37].
Self-organization has thus been extensively studied, especially focusing on the emergence of patterns such
as consensus or alignment that arise from inherent properties of certain dynamics. When consensus is not
reached by the system, it is natural to ask whether it can be achieved by controlling it. Such control problems
have been investigated in finite dimensional systems [9, 10, 12, 29] and in kinetic models [11, 36]. Applications
involve rendez-vous problems in robotics, and flock formation in animal crowd behavior. However, as seen
in [6], the states of consensus or clustering are not always desirable as they can be seen as a manifestation of
Black Swan effects. Therefore we choose to study the opposite problem: given dynamics naturally leading to
consensus, we aim to, at the contrary, control the system to avoid consensus and clustering, i.e., to keep the
agents as far from one another as possible. Possible motivations include keeping a market from collapsing
or a crowd from converging to a localized dense conformation. While typical control problems applied to
social dynamics models aim to steer the system to consensus, which is a natural feature of the dynamics,
here instead we aim to drive the system against its natural behavior. The key is then to understand the
interplay between the internal driving force of the system and the external applied control. It is natural to
expect that the feasibility of the system will depend on the allowed strength of the control and on the nature
of the interaction function. Indeed, the main results of this paper will highlight in particular the existence
of internal attraction so strong that no control can act on the system: we will refer to such cases as “black
holes”.
We study a first-order opinion formation model with a positive interaction function a(·) and control the
system via an additive term:
x˙i(t) =
1
N
∑
j 6=i
a(‖xi(t)− xj(t)‖)(xj(t)− xi(t)) + ui(t), i ∈ {1, . . . , N}.
In its mean-field limit, i.e. when N tends to infinity, we study the kinetic model
∂tµ+ div
((∫
Rd
a(‖x− y‖)(y − x)dµ(y) + χωu
)
µ
)
= 0.
All terms and assumptions for both finite-dimensional and kinetic formulations are rigorously defined later
in Sections 1 and 2. The control strategies used to steer the system away from clustering are simple explicit
feedbacks depending on the state of the system at the current time. In the microscopic model, the control
can be seen as an exterior force acting on the system to separate the agents from one another. For realistic
purposes, we assume that we can only act on the system with finite strength, and we impose a constraint on
the `1− `2 norm of the control: ∑i ‖ui‖ 6M for someM > 0. This constraint is known to promote sparsity
(see [9]), so that we promote controls that act on fewer agents at a time. In the macroscopic equation, we
consider the class of controls χωu, where u ∈ L∞(R+ ×Rd) and for all t > 0, ω(t) is a measurable subset of
Rd (and χ is the indicator function). The control is thus constrained in two ways, as for the microscopic case.
The amplitude u is constrained by the condition ‖u‖L∞(R+×Rd) 6 M . The spacial sparsity of the control is
ensured by the condition
∫
ω(t)
dx 6 c for some c > 0. This particular choice of sparsity constraint means
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that we only allow the control to act on a given area of space. Instead, one could consider constraining
the portion of the population being controlled, as done for instance in [37] for the control to flocking of the
kinetic Cucker-Smale model.
We show that to prevent the formation of consensus, the controls may be chosen to maximize the derivative
of the variance of the system. However this strategy is not enough to achieve the stronger requirement of
avoiding any degree of clustering. We show that the state of clustering may be achieved thanks to a
different entropy-type functional that measures the dispersion of the system. Depending on the behavior
of the interaction function a(·), several situations may arise. If lims→0 sa(s) = +∞, there exists a “black
hole” region, in which no control can prevent the system from converging. In contrast, if lims→0 sa(s) = 0,
collapse to consensus can always be avoided. Far from the consensus manifold, we also observe two scenarios.
If lims→+∞ sa(s) = 0, there exists a “safety zone” in which the control can always keep the system far from
consensus. This safety zone does not exist if lims→+∞ sa(s) = +∞, as the system converges to a “basin of
attraction”.
We summarize these results in Table 1, giving criteria depending on α and s¯, where α := lims→s¯ sa(s).
s¯ = 0 s¯ = +∞
α = 0 There exists a collapse prevention
control strategy
There exists a safety region far from
consensus
α = +∞ There exists a black hole (no strategy
can avoid consensus for certain initial
configurations)
There exists a basin of attraction
(no safety zone far from consensus)
Table 1: Four different configurations determined by α = lims→s¯ sa(s)
The paper is divided into three parts: in the first one, we consider a microscopic description of the
system adapted from the Hegselmann-Krause opinion formation model. Secondly, we study the kinetic
version of this model by taking the mean-field limit of the system, and we adequately extend the results of
the microscopic description to the kinetic setting. Lastly, we provide numerical simulations illustrating the
four cases presented in Table 1.
1 Microscopic model (finite-dimension)
1.1 Generalized entropy functional for declustering control
Consider the general class of first-order differential systems:
x˙i = fi(x), i ∈ {1, . . . , N} (1)
where for each i ∈ {1, . . . , N}, xi(t) ∈ Rd. The dynamics are given by the functions fi ∈ C1((Rd)n,Rd).
The purpose of this work is to study the collective behavior of the system, focusing on patterns such
as consensus and clustering. More specifically, we aim to design feedback control strategies to prevent the
system from reaching those states. We first provide the general definitions that will be used hereafter.
Definition 1.1. The state characterized by x1 = ... = xN is referred to as consensus. We denote by Mc
the consensus manifold defined by:
Mc := {(xi)i∈{1,...,N} | ∀(j, k) ∈ {1, . . . , N}2, xj = xk}. (2)
Remark 1.1. If the dynamics satisfy fi(x) = 0 for every i ∈ {1, . . . , N} and for all x ∈Mc, the consensus
state is an equilibrium.
Notice that if at least two agents have different states, for instance if xi 6= xj for some i, j ∈ {1, . . . , N}2,
then the system is not in consensus.
Definition 1.2. The system is said to avoid consensus if there exist (i, j) ∈ {1, . . . , N}2 such that xi 6= xj.
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However, avoiding consensus might still leave the system in the critical state where several agents have
the same state variable, which might be unwanted in some real-life situations. For instance, if each xi
represents an investor’s decision, consensus might lead to a market crash. Whether or not the system is
exactly in consensus state has little impact on the outcome: if one investor thinks differently than the mass
(e.g. xj 6= x1 = . . . = xj−1 = xj+1 = . . . = xN ), it might not be enough to prevent a market collapse. With
such applications in mind, we define clustering as follows:
Definition 1.3. The system is said to be clustered if there exist (i, j) ∈ {1, . . . , N}2 such that xi = xj. We
denote by Scl the clustering set, defined by:
Scl := {(xi)i∈{1,...,N} | ∃(j, k) ∈ {1, . . . , N}2 s.t. xj = xk}. (3)
Since we will focus on the avoidance of clustering, we characterize it as follows:
Definition 1.4. We say that the system is fully declustered if there exists  > 0 such that for all (i, j) ∈
{1, . . . , N}2, ‖xi − xj‖ > .
Notice that the condition of avoiding consensus is weaker than the condition of declustering. The system
is said to avoid consensus if it is not in a neighborhood of the consensus manifold. More constraining,
the condition of declustering is satisfied if and only if the system is outside of a neighborhood of a larger
manifold, that we refer to as the clustering set.
The consensus manifold Mc is thus contained in the clustering set Scl. More specifically, Mc is a
d−dimensional manifold embedded in (Rd)N , while Scl is a stratified set in the sense of Whitney (see Figure
1). We recall that a set E ⊂ Rn is called stratified in the sense of Whitney if there exists a countable
(locally finite) collection of pairwise disjoint manifolds (Mi)i∈N such that:
1. Mi is an embedded manifold of dimension di
2. IfMi ∩ ∂Mj 6= ∅, thenMi ⊂ ∂Mj and di < dj .
Mc
Mcl
Figure 1: Schematic representation of the consensus manifold Mc (black vertical line) contained in the
stratified clustering set Scl (blue).
Reminders on consensus achievement. Controlling a group of agents to steer it to consensus has been
considered in the literature (see [9, 10, 11, 12, 36, 37, 44]). One common approach consists of modifying
system (1) to include an additive control u ∈ UM :
x˙i = fi(x) + ui, i ∈ {1, . . . , N}. (4)
Given M > 0, we define the set of controls as
UM :=
{
u : R+ → (Rd)N ∣∣ u measurable, N∑
i=1
‖ui(t)‖ 6M for a.e. t ∈ R+
}
(5)
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where ‖ · ‖ is the `d2−Euclidean norm on Rd. The condition
∑N
i=1 ‖ui(·)‖ 6M , known as the `N1 − `d2-norm
constraint, promotes the componentwise sparsity of the control [9].
Previous works (see [9, 10, 36]) have proposed to construct feedback controls by minimizing the variance
of the system V : Rdn → R, with
V (x) =
1
2N2
N∑
i=1
N∑
j=i+1
‖xi − xj‖2 for all x ∈ Rdn. (6)
It is easy to show that the variance characterizes the state of consensus:
Lemma 1.1. Let (xi)i∈{1,...,N} ∈ (Rd)N , and let V be defined by Equation (6). The system (xi(t))i∈{1,...,N}
is in the state of consensus if and only if V (x(t)) = 0.
Hence one can choose to design a feedback control strategy by minimizing the time derivative of the
variance. Along any trajectory, it satisfies:
V˙ (x(t)) =
1
2N2
N∑
i=1
∑
j 6=i
〈xi − xj , x˙i − x˙j〉 = 1
N
N∑
i=1
〈(xi − x¯), fi(x) + ui〉.
As done in [9] for the Cucker-Smale alignment model, one can easily define a feedback control uc minimizing
the derivative of the variance by setting iV := argmax
i∈{1,...,N}
‖xi − x¯‖ so that:
uci =
{
−M xi−x¯‖xi−x¯‖ for i = iV
0 for all i 6= iV .
Searching for a functional to promote declustering. On the opposite, the purpose of this work is to
design a control strategy leading the system away from clustering. Our first approach is to design a control
strategy maximizing the time derivative of the variance (as opposed to minimizing it when aiming to achieve
consensus).
Proposition 1.1. Let M > 0 and let u ∈ UM . For all i ∈ {1, . . . , N}, let Ri := xi − x¯, where x¯ :=
1
N
∑N
j=1 xj. Let iV := argmax
i∈{1,...,N}
‖Ri‖. The control uV defined by
uVi =
{
M Ri‖Ri‖ for i = iV
0 for all i 6= iV
(7)
maximizes V˙ instantaneously.
Proof. We study the time evolution of the variance V (x(t)) = 12N2
N∑
i=1
N∑
j=1+1
‖xi(t)−xj(t)‖2 = 14N2
N∑
i=1
∑
j 6=i
‖xi(t)−
xj(t)‖2. Along any trajectory, we have:
V˙ =
1
2N2
N∑
i=1
∑
j 6=i
〈xi − xj , fi(x)− fj(x) + ui − uj〉
=
1
2N2
N∑
i=1
∑
j 6=i
〈xi − xj , fi(x) + ui〉 − 1
2N2
N∑
i=1
∑
j 6=i
〈xi − xj , fj(x) + uj〉
=
1
N2
N∑
i=1
∑
j 6=i
〈xi − xj , fi(x) + ui〉 = 1
N2
N∑
i=1
〈
N∑
j=1
(xi − xj), fi(x) + ui〉 = 1
N
N∑
i=1
〈(xi − x¯), fi(x) + ui〉.
Hence, denoting by iV := argmax
i∈{1,...,N}
‖xi − x¯‖, V˙ is maximized at all time by the control given by (7).
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Notice that maximizing the variance V will only ensure that the system is far from the consensus manifold,
and it does not guarantee declustering. Indeed, V can be very large even if almost all agents are concentrated
at one point, as long as one agent is far from the group. This calls for the need of a different functional, able
to characterize the state of clustering like the variance characterizes consensus. A natural candidate for that
purpose is the entropy functional W ∈ C1(Rd \ Scl,R), defined as follows:
W (x) =
1
N2
N∑
i=1
N∑
j=i+1
ln ‖xi − xj‖. (8)
Indeed, if the system is not in the clustering set, the entropy is bounded from below. However, the converse
is not true, as we show in the following:
Lemma 1.2. Let W ∈ C1(Rd \ Scl,R) defined by (8). If for all (i, j) ∈ {1, . . . , N}2, ‖xi − xj‖ >  for
some  > 0, then W (x) is bounded below, i.e. there exists K() ∈ R such that W (x) > K(). However, the
converse does not hold.
Proof. Let  > 0 and suppose that for all (i, j) ∈ {1, . . . , N}2, ‖xi − xj‖ > . Then
W (x) > 1
N2
N∑
i=1
N∑
j=i+1
ln  =
N(N − 1)
2N2
ln .
We now disprove the converse. Let K > 0. Suppose that
W (x) > K ⇒ ∃ > 0 s.t. ∀(i, j) ∈ {1, . . . , N}2 s.t. i < j, ‖xi − xj‖ > , (9)
where  does not depend on x. Let x ∈ (Rd)N such that W (x) > K. Let β > 1 and consider x˜ ∈ Rd such
that
‖x˜k − x˜l‖ = 1β ‖xk − xl‖
‖x˜m − x˜n‖ = β‖xm − xn‖
‖x˜i − x˜j‖ = ‖xi − xj‖ for all (i, j) ∈ {1, . . . , N}2, i < j, (i, j) 6= (k, l) and (i, j) 6= (m,n).
Then
W (x˜) = W (x) +
1
N2
(− ln(‖xk − xl‖)− ln(‖xm − xn‖) + ln(‖x˜k − x˜l‖) + ln(‖x˜m − x˜n‖)) = W (x).
Hence W (x˜) > K and this result holds independently of β. Let β = 2‖xk−xl‖ . Then ‖x˜k − x˜l‖ = 2 , which
contradicts (9).
Lemma 1.2 shows that the functional W cannot characterize the boundedness away from the clustering
set. This is due to the fact that the logarithm is unbounded both at zero and at infinity, which allows for
the contribution of small pairwise distances to be compensated by that of large pairwise distances in (8).
A good entropy functional for declustering. The main idea then is to modify the entropy functional
by replacing the logarithm by a function g bounded at infinity, in order to characterize clustering.
Definition 1.5. Let g ∈ C1(R+∗) be a strictly increasing function such that lim
s→0
g(s) = −∞ and lim
s→+∞ g(s) <
∞. We define the generalized entropy functional Wg for system (13) by:
Wg(t) =
1
2N2
N∑
i=1
N∑
j=i+1
g(‖xi(t)− xj(t)‖2).
The advantage of defining such an entropy functional is that we are able to characterize completely the
dispersion of the system.
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Theorem 1.1. Let Wg be an entropy functional as defined in Definition 1.5. The following two statements
are equivalent:
1. There exists η > 0 such that for all t > 0, Wg(t) > η.
2. There exists ε > 0 such that for all t > 0, for all (i, j) ∈ {1, ..., N}2, ‖xi(t)− xj(t)‖ > ε.
If the conditions above are satisfied, the system is declustered at all time.
Proof. Let c ∈ R. Suppose that for all (i, j) ∈ {1, . . . , N}2, ‖xi − xj‖ > c. Then Wg = 12N2
N∑
i=1
∑
j>i
g(‖xi −
xj‖2) > 12N2 N(N−1)2 g(c2).
Conversely, let K ∈ R. Suppose that Wg > K. Let m := sup{g(s), s > 0}. For all (i, j) ∈ {1, . . . , N}2,
g(‖xi − xj‖2) 6 m. Let (k, l) ∈ {1, . . . , N}2 with k < l. Notice that the assumptions on g given in
Definition 1.5 imply that g is invertible. Let g−1 : (−∞,m) → (0,+∞) denote the inverse of g. Since
Wg =
1
2N2
N∑
i=1
N∑
j=i+1
g(‖xi − xj‖2), we write:
‖xk − xl‖2 = g−1
2N2Wg −∑
i 6=k
∑
j>i,j 6=l
g(‖xi − xj‖2)
 .
Since g−1 is an increasing function, we obtain:
‖xk − xl‖ >
√
g−1
(
2N2K − (N(N − 1)
2
− 1)m
)
and the result follows.
From Theorem 1.1, maximizing Wg will ensure that the system is declustered, hence that it is far from
the clustering set. We design a control strategy to keep the system in a declustered state, by maximizing
W˙g instantaneously.
Proposition 1.2. Let M > 0 and let u ∈ UM . For all i ∈ {1, . . . , N}, let Si := 1N
∑
j 6=i g
′(‖xi − xj‖2)(xi −
xj). Let iW := argmax
i∈{1,...,N}
‖Si‖. The control uW defined by
uWi =
{
M Si‖Si‖ for i = iW
0 for all i 6= iW
(10)
maximizes the time derivative of the generalized entropy W˙g instantaneously.
Proof. Let us start by computing W˙g(t). Since x˙i − x˙j = fi(v)− fj(v) + ui − uj , we get:
W˙g =
1
N2
∑
16i<j6N
g′(‖xi − xj‖2)〈xi − xj , fi(x)− fj(x) + ui − uj〉
=
1
N2
∑
16i<j6N
g′(‖xi − xj‖2)〈xi − xj , fi(x) + ui〉 − 1
N2
∑
16i<j6N
g′(‖xi − xj‖2)〈xi − xj , fj(x) + uj〉
=
1
N2
∑
i 6=j
g′(‖xi − xj‖2)〈xi − xj , fi(x) + ui〉 = 1
N
N∑
i=1
〈 1
N
∑
j 6=i
g′(‖xi − xj‖2)(xi − xj), fi(x) + ui〉.
(11)
Let Si := 1N
∑
j 6=i g
′(‖xi−xj‖2)(xi−xj). Let iW := arg maxi ‖Si‖, representing a weighted mean of influences
of all agents on agent i. Then the control strategy (10) maximizing W˙g at all time t is sparse.
7
0 0.2 0.4 0.6 0.8 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
x
y
R
 
 
0
0.1
0.2
0.3
0.4
0.5
0.6
0 0.2 0.4 0.6 0.8 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
x
y
S
 
 
0
5
10
15
20
25
30
Figure 2: Random distribution of N = 10 agents in R2. The control strategies to minimize V˙ and W˙g
respectively consist of acting on the agent with the largest R (left) and S (right), computed with g : s→ − 1s .
The control strategies designed in Propositions 1.1 and 1.2 are both sparse, meaning that the control
acts on only one agent at a given time. However, they differ in fundamental ways. In order to maximize
the variance V , one must act on the agent furthest away from the center of mass of the group, as shown in
Proposition 1.1. On the other hand, to maximize the general entropy Wg, one must act on an agent which
is both close to other agents, and at the edge of the group (as illustrated in Figure 2).
In particular these sparse control strategies apply to the Krause system (12) where f(x) = 1N
∑
i6=j a(‖xi−
xj‖)(xj − xi).
1.2 Controlling the system away from consensus and clustering
We now choose to focus our study on the well-known Hegselmann-Krause first order consensus model:
x˙i =
1
N
∑
j 6=i
a(‖xi − xj‖)(xj − xi), i ∈ {1, . . . , N}. (12)
The Hegselmann-Krause model (12) was designed in the context of opinion dynamics and captures collective
behavior such as consensus or clustering [24]. In the original “bounded confidence” model, each agent aligns
its position to an average of all neighbors within a predetermined range. Here, we generalize this idea
by considering that each agent xi aligns its position to a weighted average of all other agents’ positions,
depending on the interaction function a : R+ → R+. The HK model can be recovered in the special case of
a being a step function s 7→ a(s) = 1s6r.
Let M > 0. We define the controlled evolution of the system as follows:
x˙i =
1
N
∑
j 6=i
a(‖xi − xj‖)(xj − xi) + ui, i ∈ {1, . . . , N}, (13)
where u ∈ UM (see (5)).
Let φa,u : (Rd)n × R → (Rd)n be the flow associated with the differential equation (13), i.e., for all
x0 ∈ (Rd)n for all t ∈ R+, φa,u(x0, t) is the unique solution of (13) with initial condition x(0) = x0.
The problem of defining the solution of (12) when agents collide was treated in [13] (Remark 2.10). In
what follows, we allow the interaction function a(·) to be unbounded near zero. Less restrictive even, we
allow the following: lims→0 sa(s) = +∞. This causes the right-hand side of (12) to be undefined when two
agents cluster. However, we can define the solution up to the time of the first clustering t¯. We prove that
the limit of the solution of (12) when approaching t¯ is unique. This will allow us to extend the solution in
order to give a meaning to the system after a time of clustering.
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Lemma 1.3. Let x denote the solution of system (12), and let t¯ be the first time at which a cluster occurs,
i.e., for all t < t¯, for all (i, j) ∈ {1, . . . , N}2, xi(t) 6= xj(t) and there exist (k, l) ∈ {1, . . . , N}2 such that
lim
t→t¯
‖xk(t)− xl(t)‖ = 0.
There exists xL ∈ (Rd)N such that
lim
t→t¯
x(t) = xL.
Proof. Let t¯ be the first time at which a cluster occurs, and let xk and xl be the clustering agents, i.e., for
all t < t¯, for all (i, j) ∈ {1, . . . , N}2, xi(t) 6= xj(t) and limt→t¯ ‖xk(t) − xl(t)‖ = 0. Since a : R+ → R+, the
system (12) is contractive and x stays bounded. Hence there exists a sequence (tn) converging to t¯ such that
lim
n→+∞x(tn) = x
L. Suppose that there exist two non-decreasing subsequences (t2n) and (t2n+1) converging to
t¯ such that lim
n→+∞x(t2n) = x˜
L and lim
n→+∞x(t2n+1) = xˆ
L. Suppose that for i ∈ {1, . . . , N} \ {k, l}, x˜Li 6= xˆLi .
Then there exists  > 0 such that for all n ∈ N big enough
‖xi(t2n)− xi(t2n+1)‖ > . (14)
Since xi is not part of a cluster, there exists η > 0 such that for all j ∈ {1, . . . , N}, ‖xi−xj‖ > c, which implies
that there exists A > 0 such that for all j ∈ {1, . . . , N}, ‖xi−xj‖ 6 A. Since x is bounded, there also exists
C > 0 such that for all j ∈ {1, . . . , N}, ‖xi − xj‖ 6 C. Hence from (12), we get: ‖x˙i‖ 6 1N
∑
j 6=iAC 6 AC.
Then
‖xi(t2n)− xi(t2n+1)‖ 6 AC|t2n − t2n+1| −→
n→+∞ 0
which contradicts (14). Therefore, for all i ∈ {1, . . . , N} \ {k, l}, x˜Li = xˆLi .
Now suppose that x˜Lk 6= xˆLk . Since x˜Lk = x˜Ll and xˆLk = xˆLl , it automatically holds: x˜Ll 6= xˆLl . Now notice
that one characteristic of System (12) is that the mean x¯ stays constant in time. We should then have
¯˜xL = ¯ˆxL. However, we have
¯˜xL =
1
N
N∑
i=1
x˜Li =
1
N
∑
i 6=k,l
x˜Li +
2
N
x˜Lk =
1
N
∑
i 6=k,l
x¯Li +
2
N
x˜Lk 6= ¯ˆxL.
This proves that there exists a unique limit xL = x˜L = x¯L = lim
t→t¯
x(t).
Since (12) may be undefined when two or more agents cluster, we impose a(0) = 0. Lemma 1.3 implies
that the solution can be extended after each time of clustering. The condition a(0) = 0 implies that once
two agents collide, they stay clustered (for the system without control).
1.2.1 Black Hole
In Section 1.1, we designed a control strategy in the general case of system (4). We now study the more
specific first-order consensus model (13). In this section, we prove that for certain interaction functions a(·),
there exists a black hole, i.e., given a certain bound M on the control (with
∑N
i=1 ‖ui‖ 6 M), for certain
initial conditions, it is impossible to avoid convergence to consensus whatever the control may be. This is a
manifestation of the Black Swan phenomenon.
Definition 1.6. Let M > 0. We define the black hole region as follows:
RMBH = {x0 ∈ (Rd)n | ∀u ∈ UM , ∃T > 0, V (φa,u(x0, T )) = 0}.
Theorem 1.2. Let a be an attraction potential such that lims→0 sa(s) = +∞. Then for all M > 0, there
exists  > 0 such that if for all (i, j) ∈ {1, . . . , N}2, ‖xi(0)− xj(0)‖ < , then given any control u ∈ UM , the
system converges to consensus in finite time. In other words, for any M > 0, there exists RMBH such that
Mc  RMBH.
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Proof. We study the evolution of the variance V (t) = 12N2
N∑
i=1
N∑
j=1+1
‖xi(t) − xj(t)‖2 = 14N2
N∑
i=1
∑
j 6=i
‖xi(t) −
xj(t)‖2. Along any trajectory of x, V˙ satisfies:
V˙ =
1
2N2
N∑
i=1
∑
j 6=i
〈xi − xj , 1
N
∑
k 6=i
a(‖xi − xk‖)(xk − xi)− 1
N
∑
k 6=j
a(‖xj − xk‖)(xk − xj) + ui − uj〉.
The uncontrolled part of V˙ writes:
1
2N2
N∑
i=1
∑
j 6=i
〈xi − xj , 1
N
∑
k 6=i
a(‖xi − xk‖)(xk − xi)〉 − 1
2N2
N∑
i=1
∑
j 6=i
〈xi − xj , 1
N
∑
k 6=j
a(‖xj − xk‖)(xk − xj)〉
=
1
2N3
 N∑
i=1
∑
j 6=i
∑
k 6=i
〈xi − xk, a(‖xi − xj‖)(xj − xi)〉 −
N∑
j=1
∑
i6=j
∑
k 6=j
〈xk − xj , a(‖xi − xj‖)(xi − xj)〉

=
1
2N3
N∑
i=1
∑
j 6=i
( ∑
k 6=i,j
〈xi − xj , a(‖xi − xj‖)(xj − xi)〉
+ 〈xi − xj , a(‖xi − xj‖)(xj − xi)〉 − 〈xi − xj , a(‖xi − xj‖)(xi − xj)〉
)
=
1
2N2
N∑
i=1
∑
j 6=i
〈xi − xj , a(‖xi − xj‖)(xj − xi)〉 = − 1
2N2
N∑
i=1
∑
j 6=i
a(‖xi − xj‖)‖xi − xj‖2
=− 1
N2
N∑
i=1
N∑
j=i+1
a(‖xi − xj‖)‖xi − xj‖2.
Let M > 0. Since lims→0 sa(s) = +∞, for all A > 0, there exists  > 0 such that for all s < , a(s) > As .
Near consensus, that is when for all i and j, ‖xi(t)− xj(t)‖ 6  :
V˙ = − 1
N2
N∑
i=1
N∑
j=i+1
a(‖xi − xj‖)‖xi − xj‖2 + 1
2N2
N∑
i=1
N∑
j=i+1
〈xi − xj , ui − uj〉
6 − 1
N2
A
N∑
i=1
N∑
j=i+1
‖xi − xj‖+ 1
2N2
2M
N∑
i=1
N∑
j=i+1
‖xi − xj‖.
(15)
In particular, let A = 2M and let  > 0 such that for all s < , a(s) > As . Notice that V >
1
2N2 maxi,j
‖xi−xj‖2.
Suppose that V (0) = 
2
2N2 . Then for all (i, j) ∈ {1, . . . N}2, ‖xi(0) − xj(0)‖ 6
√
2N2V (0) = . Then while
‖xi − xj‖ 6 ,
V˙ 6 −M
N2
N∑
i=1
N∑
j=i+1
‖xi − xj‖.
Recall that by equivalence of the norms,√√√√ N∑
i=1
N∑
j=i+1
‖xi − xj‖2 6
N∑
i=1
N∑
j=i+1
‖xi − xj‖ 6
√
n(n− 1)
2
√√√√ N∑
i=1
N∑
j=i+1
‖xi − xj‖2. (16)
So
V˙ 6 −M
N2
√√√√ N∑
i=1
N∑
j=i+1
‖xi − xj‖2 = −M
N2
√
2N2V = −
√
2M
N
√
V .
Then V decreases which ensures that the condition ‖xi−xj‖ 6  holds. Hence V tends to 0 in finite time.
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Remark 1.2. The condition lims→0 sa(s) = +∞ does not generalize to the integral condition:
∫ s0
0
a(s)ds =
+∞ given in [9, 22]. Take for instance a(s) = 1s . Then
∫ s0
0
a(s)ds = +∞, but lims→0 sa(s) = 1. Indeed,
going back to the proof above, the derivative of the variance satisfies:
V˙ = − 1
N2
∑
i,j
‖xi − xj‖+ 1
2N2
∑
i,j
〈xi − xj , ui − uj〉 6 −1 +M
N2
∑
i,j
‖xi − xj‖.
If M < 1, then convergence to consensus is unavoidable, but for bigger values of M the possibility of acting
on the system to prevent consensus remains.
We now generalize Theorem 1.2 for functions s 7→ sa(s) that are bounded below for small values of s.
We prove that the existence of a black hole depends on the value of the bound M on the control, unlike in
the case of Theorem 1.2 where a black hole exists no matter how strong the control is allowed to be.
Theorem 1.3. Let a be an attraction potential such that for s 6 , sa(s) > C. Then if M < C, there exists
a black hole.
Proof. Suppose that V (0) 6 √
2N
. Then for all (i, j) ∈ {1, . . . N}2, ‖xi(0) − xj(0)‖ 6
√
2NV (0) = . Then
from (15) and (16), while ‖xi − xj‖ 6 , we have:
V˙ 6 M − C
N2
N∑
i=1
N∑
j=i+1
‖xi − xj‖ 6
√
2(M − C)
N
√
V .
Since M −C < 0, this ensures that V decreases and that the condition ‖xi − xj‖ 6  holds. Hence V tends
to 0 in finite time.
Theorem 1.2 shows that if the interaction between agents is very strong when they are close to each
other (as characterized by the condition lims→0 sa(s) = +∞), then for every bound M on the control, there
exists a zone close to the consensus manifold such that no control in UM can prevent consensus. We call this
phenomenon the black hole. We now look at the behavior of the system far from the clustering set, that is
when each pair of agents is sufficiently separated. We show in Sections 1.2.2 and 1.2.3 that depending on the
strength of the decrease of a near infinity, there may or may not exist a safety region far from the consensus
manifold, that is a stable zone (given appropriate control).
1.2.2 Safety Region
Here we give sufficient conditions on the potential for the existence of a safety region. Given a bound M
on the control, there exist initial conditions such that the control can always keep the system away far from
clustering.
Definition 1.7. Let M > 0. Construct Wg as in Definition 1.5. We define the safety region as follows:
RMS = {x0 ∈ (Rd)n | ∃u ∈ UM , ∃K ∈ R, ∀t > 0, Wg(φa,u(x0, t)) > K}.
Remark 1.3. Notice that from Theorem 1.1, the safety region is equivalently defined by:
RMS = {x0 ∈ (Rd)n | ∃u ∈ UM , ∃ > 0, ∀t > 0, ∀i 6= j, ‖φa,u(x0, t)i − φa,u(x0, t)j‖ > }.
Theorem 1.4. Let a be an attraction potential such that lims→+∞ sa(s) = 0. Then for all bound M > 0
on the control, there exists a safety region RMS 6= ∅. Furthermore, confinement to the safety region can be
obtained with the sparse control uW ∈ UM given in (10).
Proof. From (11), W˙g is maximized instantaneously by the sparse control (10), and we have:
max
u
W˙g =
1
N
N∑
i=1
〈Si, 1
N
N∑
k=1
a(‖xi − xk‖)(xi − xk)〉+ M
N
‖SiW ‖. (17)
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Let  < MN . Since lims→+∞ sa(s) = 0, there exists µ > 0 such that if for all i, j, ‖xi − xj‖ > µ,
then 1N
∑N
k=1 a(‖xi − xk‖)‖xi − xk‖ 6 . Suppose that at t = 0, the initial conditions give: Wg(0) >
1
2N2 g(µ
2) + m2N2 (
N(N−1)
2 − 1). Then from the proof of Theorem 1.1, for all (i, j) ∈ {1, . . . , N}2,
‖xi(0)− xj(0)‖ >
√
g−1
(
g(µ2) +m(
N(N − 1)
2
− 1)−m(N(N − 1)
2
− 1)
)
= µ.
Then maxu W˙g > ‖SiW ‖(MN − ) > 0. Then, choosing the control uW given by (10) that maximizes W˙g at
all time, we ensure that for all t > 0, Wg(t) > Wg(0), so that for all i, j, ‖xi(t)− xj(t)‖ > µ. Furthermore,
uW is sparse.
This first theorem covers a wide range of interaction potentials. Given that the interaction potential
a(·) decreases enough at infinity, we ensure the existence of a safety zone far from the clustering set. This
for instance applies to potentials a(·) with compact support. However, notice that the interaction potential
a(s) = 1s does not meet the required conditions of Theorem 1.4. Here we state a new theorem dealing with
functions that decrease at the speed of 1/s.
Theorem 1.5. Let C ∈ R and let a be an attraction potential such that for s large enough, sa(s) 6 C.
Let Wg be the generalized entropy constructed as in Definition 1.5. If M > CN , then there exists a safety
zone in which Wg is increasing. Furthermore, confinement to the safety zone can be obtained with the sparse
control uW ∈ UM defined by (10).
Proof. The proof follows the same structure as the proof of Theorem 1.4. Let 0 <  < M − CN . Since for
s large enough, sa(s) 6 C, there exists µ > 0 such that if for all i, j, ‖xi − xj‖ > µ, then 1N
∑N
k=1 a(‖xi −
xk‖)‖xi−xk‖ 6 C+. Suppose that at t = 0, the initial conditions give: Wg(0) > 12N2 g(µ2)+ m2N2 (N(N−1)2 −
1). Then by Theorem 1.1, for all (i, j) ∈ {1, . . . , N}2,
‖xi(0)− xj(0)‖ >
√
g−1
(
g(µ2) +m(
N(N − 1)
2
− 1)−m(N(N − 1)
2
− 1)
)
= µ.
Then using the sparse control uW defined in (10), we maximize W˙g instantaneously as in (17), with
maxu W˙g(0) > ‖SiW ‖(MN − (C + )). If M > CN , we can choose a control strategy achieving W˙g > 0
at all time, ensuring that for all t > 0, Wg(t) >Wg(0), so that for all i, j, ‖xi(t)− xj(t)‖ > µ.
Remark 1.4. The improvement of Theorem 1.5 over Theorem 1.4 lies in the limit cases of the type a : s 7→ 1s .
In that case, C = 1 and if M > N , then there exists a safety zone far from consensus.
Black hole horizon. In Sections 1.2.1 and 1.2.2, we showed the existence of a black hole in a neighborhood
of the consensus manifold if lims→0 sa(s) = +∞ and the existence of a safety region far from the clustering
set if lims→+∞ sa(s) = 0. This suggests the existence of a “horizon” between safety and attraction to the
black hole for interaction potentials that meet both conditions. The question remains of clarifying this
horizon.
Definition 1.8. We define the black hole horizon HMBH as the subset of (Rd)N given by:
HMBH := (Rd)N \ (RMBH ∪RMS ).
If there is no safety region and RMBH = (Rd)N , we say that the black hole horizon is infinite.
If HMBH = ∅ while RMBH 6= ∅ and RMS 6= ∅, then the state space (Rd)N is divided between the black hole and
the safety region, and we say that the black hole horizon is sharp.
The schematic of Figure 3 illustrates the black hole horizon enclosed between the safety region and the
black hole.
If the attraction potential does not satisfy the hypotheses of Theorems 1.4 or 1.5, we cannot ensure the
existence of a safety region. In fact, we show that in certain cases the safety region does not exist and the
whole space is a black hole, i.e., the black hole horizon is infinite.
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Figure 3: Schematic representation of the blach hole RMBH, the safety region RMS and the black hole horizon
HMBH.
Lemma 1.4. If a(s) = 1 + 1s2 , there exists M > 0 such that the black hole horizon is infinite.
Proof. Let M 6 α√
2
for some α < 1.
First assume that initially
√
V (0) 6
√
2M (i.e., some agents are already close to each other). We study the
evolution of the variance V = 12N2
∑N
i=1
∑N
j=1 ‖xi − xj‖2:
dV
dt
= − 1
N2
N∑
i=1
N∑
j=1
a(‖xi − xj‖)‖xi − xj‖2 + 1
N2
N∑
i=1
N∑
j=1
〈xi − xj , ui − uj〉. (18)
The second term is related to V by equivalence of the norms:
1
N2
N∑
i=1
N∑
j=1
〈xi − xj , ui − uj〉 6M 1
N2
N∑
i=1
N∑
j=1
‖xi − xj‖ 6M 1
N2
N
√√√√ N∑
i=1
N∑
j=1
‖xi − xj‖2 = M
√
2V .
Since a(s) > 1s2 , while
√
V 6
√
2M we have
dV
dt
6 −1 +M
√
2V 6 −1 + 2M2 6 α− 1, (19)
so V converges to 0 in finite time.
Let us now suppose that
√
V (0) >
√
2M , so the initial conformation is far from the consensus manifold.
While this condition is satisfied, since a(s) > 1, we write:
dV
dt
6 −2V +M
√
2V =
√
V (−2
√
V +
√
2M) 6 −
√
V (
√
2M). (20)
So V decreases until
√
V =
√
2M . When that happens, we are brought back to the first case.
1.2.3 Basin of attraction
In Theorems 1.4 and 1.5, we saw that if a(·) decreases fast enough to 0 at infinity, then there exists a “safety”
zone near infinity (i.e., when the agents are far from each other). Here we show that this safety zone does
not always exist.
Theorem 1.6. Let M > 0. If lim
s→+∞ sa(s) = +∞, then there exists a real number µ > 0 and a set
B := {(xi)i∈{1,...,N} |min
i 6=j
‖xi − xj‖ 6 µ}
such that for any initial condition x(0), there exists a finite time T > 0 such that x(T ) ∈ B, for any control
u ∈ UM . We call B the basin of attraction.
Proof. Let A > M . There exists µ > 0 such that if s > µ, then sa(s) > A. Let
B := {(xi)i∈{1,...,N} ∈ RdN |min
i 6=j
‖xi − xj‖ 6 µ}
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and
Bc := RdN \B = {(xi)i∈{1,...,N} ∈ RdN |∀(i, j) ∈ {1, ..., N}2, i 6= j =⇒ ‖xi − xj‖ > µ}.
Suppose that for all time t > 0, x(t) ∈ Bc. Then the variance V decreases as a quadratic function of time.
Indeed,
V˙ = − 1
N2
∑
i<j
a(‖xi − xj‖)‖xi − xj‖2 + 1
N2
∑
i<j
〈xi − xj , ui − uj〉 6 M −A
N2
∑
i<j
‖xi − xj‖ 6
√
2(M −A)
N
√
V .
Then there exists τ > 0 such that V (τ) 6 N−14N µ2. This contradicts the statement: x(τ) ∈ Bc, as it would
imply: V (τ) = 12N2
∑N
i=1
∑N
j=i+1 ‖xi − xj‖2 > N−14N µ2. Hence there exists T > 0 such that x(T ) ∈ B.
Remark 1.5. Theorem 1.6 does not ensure that x(t) stays in the basin of attraction B for all time t > T .
When x ∈ B, it might become possible to act on the system again. If the control allows to obtain again
x ∈ Bc, again V becomes strictly decreasing until x ∈ B.
As in Sections 1.2.1 and 1.2.2, we extend Theorem 1.6 to the case of functions that only satisfy: sa(s) > C
for s large enough.
Theorem 1.7. Let M > 0, and let C > M . If there exists µ > 0 such that sa(s) > C for all s > µ, there
exists a basin of attraction
B := {(xi)i∈{1,...,N} |min
i 6=j
‖xi − xj‖ 6 µ},
i.e. for any initial condition x(0), there exists a finite time T > 0 such that x(T ) ∈ B, for any control
u ∈ UM .
Proof. Suppose that there exists µ ∈ R such that for all s > µ, sa(s) > C. Suppose that the bound on the
control is such that M < C. As in the proof of theorem 1.6, let B := {(xi)i∈{1,...,N} ∈ RdN |min
i6=j
‖xi−xj‖ 6
µ} and Bc := RdN \B. Since M < C, the variance again decreases as a quadratic function of time.
V˙ = − 1
N2
∑
i<j
a(‖xi − xj‖)‖xi − xj‖2 + 1
N2
∑
i<j
〈xi − xj , ui − uj〉 6 M − C
N2
∑
i<j
‖xi − xj‖ 6
√
2(M − C)
N
√
V .
As in the proof of Theorem 1.6, this implies that there exists T > 0 such that x(T ) ∈ B.
Remark 1.6. Notice that Theorems 1.5 and 1.7 cannot be used together. Indeed, if for s large enough,
C1 6 sa(s) 6 C2, Theorem 1.5 applies if M > NC2 and Theorem 1.7 applies if M < C1, which is never
satisfied.
1.2.4 Collapse prevention
We saw in Section 1.2.1 that if lims→0 sa(s) = +∞, there exists a black hole in which no control allows to
avoid clustering. On the other hand, we will show that if lims→0 sa(s) = 0, then consensus can always be
avoided, in particular with the sparse control uV strategy defined in Section 1.1.
Theorem 1.8. Suppose that lims→0 sa(s) = 0. LetM > 0. Let Ri := xi−x¯, and define iV := argmax
i∈{1,...,N}
‖Ri‖.
Then the sparse control strategy uV defined by
uVi =
{
M Ri‖Ri‖ for i = iV
0 for all i 6= iV
(21)
prevents consensus. More specifically, there exists δ > 0 such that if V (0) 6 δ, then V (t) > V (0) for all
t > 0.
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Proof. Let M > 0. Let  = M8(N−1) . Since lims→0 sa(s) = 0, there exists η > 0 such that if for i, j ∈
{1, . . . , N}, ‖xi − xj‖ 6 η, then a(‖xi − xj‖)‖xi − xj‖ 6 . Suppose that V (0) 6 δ := η
2
2N2 . Since
V = 12N2
N∑
i=1
N∑
j=i+1
‖xi(t)− xj(t)‖2, we have:
max
(i,j)∈{1,...,N}2
‖xi(0)− xj(0)‖ 6
√
2δ N = η.
Then using the control uV , we compute:
V˙ = − 1
N2
N∑
i=1
N∑
j=i+1
a(‖xi − xj‖)‖xi − xj‖2 + 1
2N2
∑
j 6=iV
〈
xiV − xj ,M
xiV − x¯
‖xiV − x¯‖
〉
> − 1
N2

N∑
i=1
N∑
j=i+1
‖xi − xj‖+ 1
2N2
MN‖xiV − x¯‖
> − 1
N2
N(N − 1)η + 1
2N
M‖xiV − x¯‖.
By definition of uV and iV , the distance ‖xiV − x¯‖ represents the maximal distance between an agent and
the average position of the group. Hence, η 6 2‖xiV − x¯‖2. Then:
V˙ > − 1
N
(N − 1)η + 1
2N
M
η
2
=
η
N
(−(N − 1) + M
4
) > ηM
8N
> 0
by definition of . Hence V˙ > 0 which ensures that V (t) > V (0) for all t > 0.
Theorem 1.8 states that no matter the given strength of the control M , if initially the system is not at
consensus, it can be kept from converging to consensus. We extend this result with a more general theorem
that shows that if the system starts away from the clustering set, then it can be controlled to remain bounded
away from the clustering set.
Theorem 1.9. Let M > 0. Suppose that lims→0 sa(s) = 0. If for every (i, j) ∈ {1, . . . , N}2, ‖xi − xj‖ > 0,
there exists a sparse feedback control strategy that prevents clustering. More specifically, let  < MN and δ > 0
such that sa(s) 6  for all s 6 δ. Consider a function g ∈ C1((0,+∞)) satisfying the conditions of Definition
1.5, with the additional assumptions m := sup g(s) > 0 and g(δ2) = 0. We define the control uδ by
uδi =
{
M
Sδi
‖Sδi ‖
for i = iδ
0 for all i 6= iδ
(22)
where
Sδi :=
∑
j 6=i, ‖xi−xj‖>δ
g′(‖xi − xj‖2)〈xi − xj〉 and iδ := arg max
i∈{1,...,N}
‖Sδi ‖.
Then the solution of (13) with control uδ satisfies
‖xi(t)− xj(t)‖ > κ :=
(
g−1(2N2W δg (0)− (
N(N − 1)
2
− 1)m)
)1/2
for all time t > 0, and for every (i, j) ∈ {1, . . . , N}2.
Proof. Let  < MN . Since lims→0 sa(s) = 0, there exists η > 0 such that if s 6 η, then sa(s) 6 . Let
δ > η. Let g ∈ C1((0,+∞)) satisfy the conditions of Definition 1.5, with m := sup g(s). Suppose also that
g(δ2) = 0. We define the “danger” set as: Dδ = {(i, j) ∈ {1, . . . , N}2, | i < j and ‖xi − xj‖ 6 δ}. We now
define a partial generalized entropy using only the distances between pairs of agents belonging to D:
W δg =
1
2N2
∑
(i,j)∈Dδ
g(‖xi − xj‖2).
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Notice that in the case where for all (i, j) ∈ {1, . . . , N}2, ‖xi − xj‖ 6 δ, then the partial generalized entropy
is equal to the generalized entropy: W δg = Wg. Furthermore, notice that Theorem 1.1 can be extended to
W δg : if W δg > K, then for all (i, j) ∈ {1, . . . , N}2, ‖xi−xj‖2 > g−1(2N2K− (N(N−1)2 − 1)m). Let Dδ(0) and
W δg (0) respectively represent the danger set and the generalized entropy at t = 0. We will prove that for all
t > 0, for every (i, j) ∈ {1, . . . , N}2,
‖xi − xj‖ >
√
g−1(2N2W δg (0)− (
N(N − 1)
2
− 1)m).
The derivative of the partial generalized entropy can be written as:
W˙ δg =
1
N
∑
(i,j)∈Dδ
g′(‖xi − xj‖2)〈xi − xj , 1
N
∑
k 6=i
a(‖xi − xj‖)(xi − xj) + ui〉.
Let Sδi :=
∑
j, (i,j)∈Dδ
g′(‖xi − xj‖2)〈xi − xj〉. Let iδ := arg max
i∈{1,...,N}
‖Sδi ‖. As in Proposition 1.2, the control
defined by (22) maximizesW δg instantaneously. With this control, the partial generalized entropy’s evolution
is given by:
W˙ δg =
1
N
N∑
i=1
〈Sδi ,
1
N
∑
k 6=i
a(‖xi − xj‖)(xi − xj)〉+ ‖Sδiδ‖
M
N
.
For all (i, j) ∈ Dδ, ‖xi − xj‖ 6 δ 6 η, so a(‖xi − xj‖)‖xi − xj‖ 6 . Let tδ := inf{t > 0 | Dδ(t) 6= Dδ(0)}.
While t < tδ, W δg satisfies:
W˙ δg > ‖Sδiδ‖(−+
M
N
) > 0.
Hence for all t < tδ, W δg (t) >W δg (0). This implies that for every (i, j) ∈ Dδ, for all t < tδ,
‖xi(t)− xj(t)‖ > κ :=
(
g−1(2N2W δg (0)− (
N(N − 1)
2
− 1)m)
)1/2
. (23)
Since δ > κ, the inequality ‖xi(t) − xj(t)‖ > κ holds true for every (i, j) ∈ {1, . . . , N}2, for all t < tδ. Let
us now consider what happens when t > tδ. Notice that even though Dδ changes at tδ, W δg is continuous.
Indeed,
lim
θ→0
W δg (tδ − θ) = lim
θ→0
∑
(i,j)∈Dδ(tδ−θ)
g(‖xi(tδ − θ)− xj(tδ − θ)‖2)
= lim
θ→0
∑
(i,j)∈
Dδ(tδ−θ)∩Dδ(tδ+θ)
g(‖xi(tδ − θ)− xj(tδ − θ)‖2) + lim
θ→0
∑
(i,j)∈
Dδ(tδ−θ)\Dδ(tδ+θ)
g(‖xi(tδ − θ)− xj(tδ − θ)‖2)
= lim
θ→0
∑
(i,j)∈
Dδ(tδ−θ)∩Dδ(tδ+θ)
g(‖xi(tδ − θ)− xj(tδ − θ)‖2) + 0
due to the property g(δ2) = 0. Similarly,
lim
θ→0
W δg (tδ + θ) = lim
θ→0
∑
(i,j)∈Dδ(tδ+θ)
g(‖xi(tδ + θ)− xj(tδ + θ)‖2)
= lim
θ→0
∑
(i,j)∈
Dδ(tδ+θ)∩Dδ(tδ−θ)
g(‖xi(tδ + θ)− xj(tδ + θ)‖2) + lim
θ→0
∑
(i,j)∈
Dδ(tδ+θ)\Dδ(tδ−θ)
g(‖xi(tδ + θ)− xj(tδ + θ)‖2)
= lim
θ→0
∑
(i,j)∈
Dδ(tδ+θ)∩Dδ(tδ−θ)
g(‖xi(tδ + θ)− xj(tδ + θ)‖2) + 0.
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We can now apply the same reasoning as previously starting at t = tδ. Let t′δ := inf{t > tδ | Dδ(t) 6= Dδ(tδ)}.
We show that equation (23) becomes: for all tδ < t < t′δ, for every (i, j) ∈ {1, . . . , N}2,
‖xi(t)− xj(t)‖ >
(
g−1(2N2W δg (tδ)−m(
N(N − 1)
2
− 1))
)1/2
= κ.
By induction, we obtain: ‖xi(t)− xj(t)‖ > κ for all t > 0, for every (i, j) ∈ {1, . . . , N}2.
2 Macroscopic model (kinetic equation)
The second part of this paper focuses on the kinetic limit of system (4) and establishes the kinetic version
of the results presented in Section 1.
For every time t > 0, let µ(t, ·) ∈ P(Rd) be a probability measure representing the density of agents at
time t. We suppose that we are allowed to control a part of the state space denoted by ω ⊂ Rd. Denoting
by χω the characteristic function of ω, we write the control as: χωu, with u : R×Rd → Rd representing the
control strength. Given M , c > 0, We set the following constraints on ω and u:{
u ∈ UM := {u : R× Rd → Rd measurable | ‖u(t, ·)‖L∞(Rd) 6M}
ω ∈ Ωc := {ω ⊂ Rd | |ω| 6 c}
(24)
where |ω| = ∫
ω
dx is the Lebesgue measure of ω. As in [37], the condition |ω| 6 c allows us to extend the
idea of sparse control to the kinetic setting. Instead of acting on a single agent as in the discrete case, we
limit the size of the state space region that the control can act on. Another possibility, not explored in this
paper, would be to limit the mass of agents that can be controlled, with a condition such as
∫
ω
dµx 6 c < 1,
as in [1, 37]. Let ξ denote the interaction kernel. In the case of the Hegselmann-Krause interaction,
ξ[µ](x) =
∫
Rd
a(‖x− y‖)(y − x)dµ(y).
Then the kinetic version of (4) can be written as:
∂tµ+ div((ξ[µ] + χωu)µ) = 0. (25)
The well-posedness of the kinetic equation (25) has been established in the case where a(·) is a Lipschitz
function (see [37]). Here, we want to allow possible blow-ups of the interaction function a, which in turn
causes finite-time blow-up of initially regular solutions. The existence and uniqueness of weak measure
solutions for kinetic equations with aggregation phenomena was studied in a number of papers, for various
classes of interaction potentials, see for instance [13] where well-posedness was proven in the case of semi-
convex potentials, and [5], where the authors establish an Lp theory for the multi-dimensional aggregation
equation (and all the references within).
2.1 Kinetic generalized entropy functional
2.1.1 Controlling the kinetic system
From here onward we will suppose that µ is of compact support, i.e., µ ∈ Pc(Rd). We define consensus in
the context of the kinetic formulation. Let δx denote the Dirac mass centered at x.
Definition 2.1. For any x0 ∈ Rd, the state µ = δx0 is referred to as consensus.
As in the discrete case, we define the variance of the system which characterizes consensus:
V(µ(t, ·)) =
∫∫
‖x− y‖2dµx(t)dµy(t).
Lemma 2.1. V(µ) = 0 if and only if µ = δx0 for some x0 ∈ Rd.
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Proof. Suppose that there exists x0 ∈ Rd such that µ = δx0 . Then clearly V(δx0) = 0. Conversely, suppose
that there exist (x1, x2) ∈ (supp(µ))2 such that ‖x1−x2‖ = δ > 0. Then µ(B(x1, δ3 )) > 0 and µ(B(x2, δ3 )) > 0
(where B(x, r) denotes the ball of center x and radius r). We can write:
V(µ) >
∫
B(x1,
δ
3 )
∫
B(x2,
δ
3 )
‖x− y‖2dµxdµy >
(
δ
3
)2
µ(B(x1,
δ
3
))µ(B(x2,
δ
3
)) > 0.
Going further, if the variance is small, we can indeed ensure that the system is concentrated around its
center of mass in the following sense:
Lemma 2.2. For all r > 0,
∫∫
‖x−y‖>r dµxdµy 6
1
r2V(µ).
Proof. It suffices to observe that for all r > 0,
V >
∫∫
‖x−y‖>r
‖x− y‖2dµxdµy > r2
∫∫
‖x−y‖>r
dµxdµy
and the claim follows.
Then it is clear that maximizing V ensures that consensus is avoided. Like in Section 1.1, we design a
feedback control strategy maximizing the time derivative of the variance.
Proposition 2.1. Let x¯(t) :=
∫
Rd xdµx(t) denote the center of mass of µ(t, ·) ∈ Pc(Rd). Let R(x, t) :=∫
(x− y)dµy(t) = x− x¯(t). The control χωu such that
ω(t) := argmax
ω∈Ωc
∫
ω
‖R(x, t)‖dµx(t); u(x, t) = M R(x, t)‖R(x, t)‖ for all x ∈ ω \ {x¯} (26)
maximizes V˙ instantaneously with the constraints (24).
Proof. We calculate the time derivative of the kinetic entropy:
d
dt
V(µ(t, ·)) = 2
∫∫
‖x− y‖2d (−divx((ξ[µ](x, t) + χω(t)u(t, x))µx(t)) dµy(t)
= 2
∫∫
∇x(‖x− y‖2) · (ξ[µ](x, t) + χω(t)u(t, x))dµx(t)dµy(t)
= 4
∫∫
(x− y) · ξ[µ](x, t)dµx(t)dµy(t) + 4
∫
(x− x¯(t)) · χω(t)u(t, x)dµx(t).
Hence the control given by (26) maximizes V˙.
As for the finite-dimensional model of Section 1, we aim not only to prevent convergence of the system
to consensus, but also any clustering. We define kinetic clustering as follows:
Definition 2.2. If µ ∈ P(Rd) contains at least one point mass, we say that µ is in clustered state.
Remark 2.1. In Definition 2.2, the number of Dirac masses contained in µ represents the number of clusters.
The absolutely continuous part of µ represents the non-clustered agents. Notice that consensus is a special
case of clustering, with µ˜ = 0.
As in the discrete case, the strict positivity of V is not enough to ensure avoidance of clustering. Indeed,
Let µ = 12 (δx1 + δx2), with (x1, x2) ∈ (Rd)2, x1 6= x2. Then µ is in a clustered state and yet V(µ) =
1
2‖x1 − x2‖2 > 0. As in Section 1.1, we define the kinetic generalized entropy: given a function g ∈ C1(Rd)
satisfying the hypotheses of Definition 1.5,
Wg(µ(t, ·)) =
∫∫
g(‖x− y‖2)dµx(t)dµy(t).
The kinetic counterpart of Theorem 1.1 shows that maximizing the kinetic generalized entropy prevents
clustering.
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Lemma 2.3. Suppose that Wg(µ) > K ∈ R and sups>0 g(s) = m. Then for all r small enough,∫∫
‖x−y‖6r
dµxdµy 6
m−K
−g(r2) . (27)
Proof. We have:
Wg =
∫∫
‖x−y‖6r
g(‖x− y‖2)dµxdµy +
∫∫
‖x−y‖>r
g(‖x− y‖2)dµxdµy 6 g(r2)
∫∫
‖x−y‖6r
dµxdµy +m.
For r small enough, g(r2) < 0, so dividing by g(r2) yields (27).
Lemma 2.3 implies that if Wg > K > 0, limr→0
∫∫
‖x−y‖6r dµxdµy = 0. Hence µ cannot be in a clustered
state. Indeed, if µ = αδx0 + µ˜, we have
∫∫
‖x−y‖=0 dµxdµy >
∫∫
‖x−y‖=0 α
2dδx0dδx0 = α
2 > 0.
As in Section 1.1, we design a control strategy maximizing W˙g, in order to steer the system away from
clustering.
Proposition 2.2. Consider µ ∈ Pc(Rd) and its kinetic generalized entropy S(x) =
∫
g′(‖x − y‖2)(x −
y)dµ(t, y). Let M, c > 0 and let u and ω satisfying the conditions (24). The control χωu such that
ω(t) := argmax
ω∈Ωc
∫
ω
S(x, t)dµ(t, x); u(x, t) = M S(x, t)‖S(x, t)‖ (28)
maximizes W˙g instantaneously.
Proof. The time derivative of Wg can be computed as:
d
dt
Wg(t) = 2
∫∫
g(‖x− y‖2)d(−div((ξ[µ](x, t) + χω(t)u(x, t))µx(t)))dµy(t)
= 2
∫∫
∇xg(‖x− y‖2) · (ξ[µ](x, t) + χω(t)u(x, t))dµx(t)dµy(t)
= 4
∫ (∫
g′(‖x− y‖2)(x− y)dµy(t)
)
· (ξ[µ](x, t) + χω(t)u(x, t))dµx(t).
Let S(x, t) := ∫ g′(‖x− y‖2)(x− y)dµy(t). Then
d
dt
Wg(t) = 2
∫
Rd
S(x, t) ·X[µ](x)dµx(t) + 2
∫
ω
S(x, t) · u dµx(t).
Hence the derivative of Wg is maximized by the control χωu defined by (28).
2.1.2 Behavior of the kinetic Hegselmann-Krause system without control
Before studying the controlled system, we look at its behavior without control in two specific cases. Firstly,
we can prove that if a(·) is bounded below, then the system tends to consensus exponentially. Secondly, if
s 7→ sa(s) is bounded at 0, and if µ0 is of compact support, then the system tends to consensus in finite
time.
Theorem 2.1. Let µ satisfy the kinetic Hegselmann-Krause system (without control){
∂tµ+ div(ξ[µ]µ) = 0
µ(0) = µ0
(29)
where the convolution kernel is ξ[µ](x) =
∫
Rd a(‖x − y‖)(y − x)dµ(y), for a continuous function a ∈
C(R+,R+). If a is bounded away from zero, then V(µ(t, ·)) tends to zero exponentially.
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Proof. We compute the time-derivative of the kinetic variance:
d
dt
V(µ) =
∫∫
‖x− y‖2d(−divx(ξ[µx]µx))dµy +
∫∫
‖x− y‖2dµxd(−divy(ξ[µy]µy))
= 2
∫∫
(x− y)ξ[µx]dµxdµy + 2
∫∫
(y − x)ξ[µy]dµydµy
= 2
∫∫∫
(x− z) · a(‖x− y‖)(y − x)dµydµxdµz + 2
∫∫
(y − z) · a(‖y − x‖)(x− y)dµxdµydµz
= −2
∫∫
‖x− y‖2a(‖x− y‖)dµxdµy.
If there exists C > 0 such that a(s) > C for all s ∈ R+, then ddtV 6 −2CV. and thus V(µ(t, ·)) 6V(µ0) exp(−2Ct).
We now look at the behavior of measures with initially compact support, i.e., µ0 ∈ Pc(Rd). As in [37],
we define the size X of the support of µ as the radius of the smallest ball centered at x¯ and containing the
support of µ. More precisely, given a time-evolving measure µ(t) ∈ Pc(Rd),
X(t) = inf{X > 0 | supp(µ(t)) ⊆ B(x¯(t), X)}. (30)
Theorem 2.2. Let µ0 ∈ Pc(Rd) and suppose that µ(t) is the solution of (29). Suppose that a ∈ Lip(R+,R+)
and that s 7→ a(s) is bounded below by C > 0. Let X(t) represent the size of the support of µ(t), as given by
(30). Then X converges exponentially to zero.
Proof. The proof follows the same argument as that done in [37]. Since a ∈ Lip(R+,R+), while µ(t) has
compact support, the displacement of the support has bounded velocity ξ[µ(t)] =
∫∫
supp(µ(t))
‖x− y‖2a(‖x−
y‖)dµx(t)dµy(t) < ∞, so X(·) is differentiable almost everywhere. Let x(·, x0) be the particle trajectory of
(29) with x(0, x0) = x0. Hence x(t, x0) ∈ supp(µ(t) for all x0 ∈ supp(µ0), and
X(t) = max{‖x(t, x0)− x¯(t)‖ | x0 ∈ supp(µ0)}.
We remark that the maximum is reached since µ0 is assumed to have compact support. For every t > 0, let
Kt denote the set of points x0 ∈ supp(µ0) that attain the maximum X(t), i.e.,
Kt = argmax{‖x(t, x0)− x¯(t)‖ | x0 ∈ supp(µ0)}.
By definition, X(t)2 = ‖x(t, x0)− x¯(t)‖2 for all x0 ∈ Kt. From the Danskin theorem (see [18]),
d
dt
(X(t)2) = max
x0∈Kt
{ d
dt
(‖x(t, x0)− x¯(t)‖2)}.
Then
X˙(t)X(t) = max
x0∈Kt
{
(x(t, x0)− x¯(t)) ·
∫
a(‖x(t, x0)− y‖)(y − x(t, x0))dµy
}
= max
x0∈Kt
{∫
supp(µ(t))
a(‖x(t, x0)− y‖)(x(t, x0)− x¯(t)) · (y − x(t, x0))dµy
}
.
(31)
Since x(t, x0) ∈ S(x¯(t), X(t)), by convexity, (x(t, x0) − x¯(t)) · (y − x(t, x0)) 6 0 for all y ∈ supp(µ(t)) ⊆
B(x¯(t), X(t)). We supposed that a(s) > C > 0. Hence
X˙(t)X(t) 6 max
x0∈Kt
{∫
supp(µ(t)
C(x(t, x0)− x¯(t)) · (y − x(t, x0))dµy
}
6 max
x0∈Kt
{−C‖x(t, x0)− x¯(t)‖2} = −CX2(t).
and thus X(t) 6 X(0) exp(−Ct).
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Remark 2.2. In the statement of Theorem 2.2, the condition s 7→ a(s) bounded below by C > 0 can be
replaced with s 7→ a(s) non-increasing (see [37]), and the same conclusion holds: X tends to zero exponen-
tially.
With Theorems 2.1 and 2.2, we showed that under certain conditions on a, the system converges to
consensus. We now examine under what conditions convergence to consensus can be avoided, and even
further, under what conditions clustering can be avoided.
2.2 Control of the kinetic dynamics
We provide equivalent results to those of Section 1, but in the case of the kinetic dynamics. We adapt the
concepts of black hole, safety region, basin of attraction and collapse prevention to the kinetic formulation.
Let µ0(x) = µ(0, x), and φta,u,ω#µ0 denote the push-forward at time t of µ0 by the flow of the kinetic
dynamics (25) with interaction potential a, and control uχω.
2.2.1 Black hole
As in the discrete case, we start by defining the black hole region
RMBH = {µ0 ∈ P(Rd)n | ∀u, ω, ∃T > 0, V(φTa,u,ω#µ0) = 0}.
We begin by pointing out the following:
Lemma 2.4. For all r > 0,
∫∫
‖x−y‖>r ‖x− y‖dµxdµy 6 1rV(µ).
Proof. The proof follows the same argument as that of Lemma 2.2.
Theorem 2.3. Suppose that lims→0 sa(s) = +∞. Then for all M > 0, there exists a black hole region
RMBH 6= ∅. More specifically, for all µ0 ∈ RMBH, V(φta,u,ω#µ0) tends to 0 in finite time, and this for any
control u ∈ UM , ω ∈ Ωc.
Proof. Let A = 2M . There exists r0 > 0 such that sa(s) > A for all s > r0. Suppose that V(0) 6 r
2
0
4 .
V˙ 6 −2
∫∫
‖x− y‖2a(‖x− y‖)dµxdµy +M
∫∫
‖x− y‖χω(x)dµxdµy
6 −2
∫∫
‖x−y‖6r0
‖x− y‖2a(‖x− y‖)dµxdµy +M
∫∫
‖x− y‖dµxdµy
6 −2A
∫∫
‖x−y‖6r0
‖x− y‖dµxdµy +M
∫∫
‖x− y‖dµxdµy
6 −2A
∫∫
‖x− y‖dµxdµy + 2A
∫∫
‖x−y‖>r0
‖x− y‖dµxdµy +M
∫∫
‖x− y‖dµxdµy
6 (M − 2A)
∫∫
‖x− y‖dµxdµy + 2A V
r0
where the last inequality is a consequence of Lemma 2.4. Notice that∫∫
‖x− y‖dµxdµy 6
(∫∫
‖x− y‖2dµxdµy
)1/2(∫∫
1dµxdµy
)1/2
=
√
V.
Then we have
V˙ 6 (M − 2A+ 2A
r0
√
V)
√
V.
While
√V 6 r02 , V˙ 6 −M
√V. Hence V decreases which ensures that the condition √V 6 r02 holds. In
conclusion, V tends to 0 in finite time.
21
2.2.2 Safety region
The behavior of the interaction function at infinity determines the existence of either a safety region or a
basin of attraction. For the discrete system, the safety region was defined by bounding below the smallest
pairwise distance mini6=j ‖xi − xj‖. In the kinetic case, we replace this condition by requiring that the
population density stays split into distinct measures concentrated around points that are far enough from
one another. More precisely, when the interaction function a(·) decreases enough at infinity, we can prove
the following.
Theorem 2.4. Suppose that lims→+∞ sa(s) = 0, and that a ∈ Lip(R+,R+). Let N ∈ N, N > 2, and r > 0
small enough that N |B(0, r)| 6 c. Let R > 2r be large enough that for all s > R − 2r, sa(s) 6  < M . Let
{x1, . . . , xN} ∈ (Rd)N be such that for all i 6= j, ‖xi − xj‖ > R. If µ0 satisfies:
supp(µ0) ⊂
N⋃
i=1
B(xi, r), (32)
then for ω :=
⋃N
i=1B(xi, r) ⊂ Ωc and u ∈ UM defined by
u(t, x) =
{
−M x−xi‖x−xi‖ for all x ∈ B(xi, r) \ {xi}, for all i ∈ {1, . . . , N}
0 otherwise,
(33)
the solution to the controlled kinetic equation (25) satisfies for all t > 0:
supp(µ(t, ·)) ⊂
N⋃
i=1
B(xi, r).
Proof. Suppose that µ0 ∈ Pc(Rd) and satisfies (32), with N , r, R and {x1, . . . , xN} ∈ (Rd)N satisfying the
conditions above. As in the proof of Theorem 2.2, we denote by x(t, x0) the particle trajectory of (29) with
x(0, x0) = x0. Let Xi(t) := max{‖x(t, x0) − xi‖ , x0 ∈ B(xi, r) ∩ supp(µ0)}. Let Kit = argmax{‖x(t, x0) −
xi‖ | x0 ∈ B(xi, r)∩supp(µ0)}. Then for all t > 0, for all x0 ∈ Kit , Xi(t)2 = ‖x(t, x0)−xi‖2. From Danskin’s
theorem,
d
dt
(Xi(t)
2) = max
x0∈Kit
{ d
dt
‖x(t, x0)− xi‖2}.
We have
d
dt
‖x(t, x0)− xi‖2 =2(x(t, x0)− xi) ·
(∫
a(‖x(t, x0)− y‖)(y − x(t, x0))dµy + χωu(t, x(t, x0))
)
=2(x(t, x0)− xi) ·
( ∫
B(xi,r)
a(‖x(t, x0)− y‖)(y − x(t, x0))dµy
+
∫
Rd\B(xi,r)
a(‖x(t, x0)− y‖)(y − x(t, x0))dµy + χωu(t, x(t, x0))
)
.
Notice that for all y ∈ B(xi, r), (x(t, x0)− xi) · (y − x(t, x0)) 6 0. On the other hand, while supp(µ(t, ·)) ⊂⋃N
i=1B(xi, r), for all y ∈ (Rd \ B(xi, r)) ∩ supp(µ(t, ·)), ‖x(t, x0) − y‖ > R − 2r, so a(‖x(t, x0) − y‖)(y −
x(t, x0)) 6 . Then we can write:
d
dt
‖x(t, x0)− xi‖2 6 2(‖x(t, x0)− xi‖+ (x(t, x0)− xi)χωu(t, x(t, x0))).
We design the control u by (33) and the control set by ω :=
⋃N
i=1B(xi, r) ⊂ Ωc. With this control,
d
dt
(Xi(t)
2) = 2Xi(t)X˙i(t) 6 2(Xi(t)−MXi(t))
from which we get: X˙i(t) < 0. Hence with the designed control, µ satisfies: supp(µ(t, ·)) ⊂
⋃N
i=1B(xi, r) for
all t > 0.
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Remark 2.3. Theorem 2.4 adapts the results obtained in the microscopic setting to the kinetic case, by
ensuring that the population density stays confined to balls whose centers are far apart, which prevents
consensus. However, this does not prevent the measure from converging to a clustering state, which can
happen if the radii of the balls containing its support converge to zero.
2.2.3 Basin of attraction
We showed that there exists a safety region if a decreases fast enough at infinity. On the other hand, when
lims→+∞ sa(s) = +∞, no control can prevent the convergence of µ to an attractive region that we name basin
of attraction. In the discrete case, the basin of attraction consists of all states in which at least one pairwise
distance is small (see Section 1.2.3). In the kinetic setting, the basin of attraction consists of measures with
a large concentration around their center of mass (34).
Theorem 2.5. Suppose that lims→+∞ sa(s) = +∞. Then there exists a diameter d > 0, a constant δ ∈ (0, 12 )
and a time T > 0 such that for any µ0 ∈ P(Rd), for any control χωu,∫∫
‖x−y‖6d
dµx(T )dµy(T ) > δ. (34)
Proof. Let d > 0 such that for all s > d, sa(s) >M . We reason by contradiction. Let δ ∈ (0, 12 ) and suppose
that for all t > 0, ∫∫
‖x−y‖6d
dµx(t)dµy(t) < δ. (35)
The derivative of the variance was computed earlier and can be written as:
V˙ 6 −2
∫∫
‖x− y‖2a(‖x− y‖)dµxdµy +M
∫∫
‖x− y‖χω(x)dµxdµy
6 −2
∫∫
‖x−y‖>d
‖x− y‖2a(‖x− y‖)dµxdµy +M
∫∫
‖x− y‖dµxdµy
6 −2M
∫∫
‖x−y‖>d
‖x− y‖dµxdµy +M
∫∫
‖x−y‖>d
‖x− y‖dµxdµy +M
∫∫
‖x−y‖<d
‖x− y‖dµxdµy
6 −M
∫∫
‖x−y‖>d
‖x− y‖dµxdµy +M
∫∫
‖x−y‖6d
‖x− y‖dµxdµy
6 −Md
∫∫
‖x−y‖>d
dµxdµy +Md
∫∫
‖x−y‖6d
dµxdµy.
From (35), we also have − ∫∫‖x−y‖>d dµxdµy < δ − 1. We obtain:
V˙ 6Md(2δ − 1) < 0
since δ < 12 . Hence V converges to 0 in finite time, and the system reaches consensus, so there exists T > 0
such that
∫∫
‖x−y‖6d dµx(t)dµy(t) = 1. This contradicts the hypothesis (35).
2.2.4 Collapse prevention
Lastly, if the interaction potential is not too big near the origin, we aim to prove that, as in the case of the
discrete dynamics, there exists a control keeping the system away from consensus.
We first show that the control u constructed in Proposition 2.1 to maximize the time derivative of the
variance can maintain the size of the support of µ(t) above a certain size.
Theorem 2.6. Suppose that a ∈ Lip(R+,R+), which implies that lims→0 sa(s) = 0. Let µ be the solution of
(25) with control u given by (26). Let X represent the size of supp(µ) as defined by (30). Then there exists
η > 0 and τ > 0 such that for all t > τ , X(t) > η.
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Proof. From the proof of 2.2, the evolution of X2 is given by:
d
dt
(X(t)2) = 2 max
x0∈KX
{(x(t, x0)− x¯(t)) ·
∫
supp(µ(t))
a(‖x(t, x0)−y‖)(y−x(t, x0))dµ(t, y) +χw(t)u(t, x(t, x0)))}.
Let  < M , and let r > 0 be such that for all s 6 r, sa(s) 6 . Let R(c) be such that the volume of a ball of
radius R is less than c. Then we set w(t) = B(x¯(t), R) ∈ Ωc. Suppose X(t) 6 min( r2 , R). Then ‖x− y‖ 6 r
for all (x, y) ∈ supp(µ)2. Then
X(t)X˙(t) > −X(t) + (x(t, x0)− x¯(t)) · χw(t)u(t, x(t, x0)) = (M − )X(t).
Hence X˙(t) > M −  > 0, so while X 6 min( r2 , R), X increases. Consequently there exists τ such that for
all t > τ , X(t) > 12 min(
r
2 , R).
We proved that if lims→0 sa(s) = 0, there exists a control that keeps the support of µ from being too
small. This implies that with this control, consensus cannot be reached in finite time. However, µ could still
converge to a Dirac mass asymptotically.
In the finite-dimensional system, if lims→0 sa(s) = 0, we can find a control that maintains pairwise
distances ‖xi − xj‖ above a certain positive threshold (see Theorem 1.9). Similarly, in the kinetic system,
we will prove that if initially the diameter of the support of µ0 is small enough, and µ0 is contained in non-
overlapping balls of small radii, then there exists a control that keeps µ0 in its initial support, preventing
consensus.
Theorem 2.7. Suppose that a ∈ Lip(R+,R+), which implies that lims→0 sa(s) = 0. Let N ∈ N, N > 2, and
r > 0 small enough that N |B(0, r)| 6 c. Let R > 2r be small enough that for all s 6 R, a(s)(s) 6  < M .
Let {x1, . . . , xN} ∈ (Rd)N be such that for all i 6= j, 2r 6 ‖xi − xj‖ 6 R2 . If µ0 satisfies:
supp(µ0) ⊂
N⋃
i=1
B(xi, r), (36)
then for ω :=
⋃N
i=1B(xi, r) ⊂ Ωc and u ∈ UM defined by
u(t, x) =
{
−M x−xi‖x−xi‖ for all x ∈ B(xi, r) \ {xi}, for all i ∈ {1, . . . , N}
0 otherwise,
(37)
the solution to the controlled kinetic equation (25) satisfies for all t > 0:
supp(µ(t, ·)) ⊂
N⋃
i=1
B(xi, r).
Proof. The proof follows the same argument as that of Theorem 2.4. Suppose (36) with N , r, R and
{x1, . . . , xN} ∈ (Rd)N satisfying the conditions listed in the Theorem. As in the proofs of Theorems 2.2 and
2.4, we denote by x(t, x0) the particle trajectory of (29) with x(0, x0) = x0. Let Xi(t) := max{‖x(t, x0) −
xi‖ , x0 ∈ B(xi, r) ∩ supp(µ0)}. Let Kit = argmax{‖x(t, x0)− xi‖ | x0 ∈ B(xi, r) ∩ supp(µ0)}. Then for all
t > 0, for all x0 ∈ Kit , Xi(t)2 = ‖x(t, x0)− xi‖2. We have
d
dt
‖x(t, x0)− xi‖2 =2(x(t, x0)− xi) ·
(∫
supp(µ(t,·))
a(‖x(t, x0)− y‖)(y − x(t, x0))dµy + χωu(t, x(t, x0))
)
.
While supp(µ(t, ·)) ⊂ ⋃Ni=1B(xi, r), for all (x, y) ∈ supp(µ(t, ·))2, ‖x − y‖ 6 R, so a(‖x − y‖)(y − x) 6 .
Then
d
dt
‖x(t, x0)− xi‖2 6 2(‖x(t, x0)− xi‖+ (x(t, x0)− xi)χωu(t, x(t, x0))).
As for Theorem 2.4, we design the control u by (37) and the control set by ω :=
⋃N
i=1B(xi, r) ⊂ Ωc. With
this control,
d
dt
(Xi(t)
2) = 2Xi(t)X˙i(t) 6 2(−M)Xi(t) < 0.
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With the designed control, µ satisfies: supp(µ(t, ·)) ⊂ ⋃Ni=1B(xi, r) for all t > 0, and consensus is avoided.
Theorem 2.7 is a direct adaptation to the kinetic setting of Theorem 1.8, its discrete counterpart. Notice
that in the discrete case, avoidance of clustering comes as a direct consequence of Theorem 1.8. In the kinetic
case, Theorem 2.7 ensures that the measure stays confined to balls that are disjoint from one another. This
only ensures the prevention of consensus, due to the fact that we define kinetic clustering as the presence of
one or more Dirac masses (see Definitions 2.1 and 2.2). Notice however that here, the assumptions on a(·) are
stronger than in the microscopic case: in order to define particle trajectories, we require a ∈ Lip(R+,R+),
which would prevent a finite-time blow-up of the solution.
3 Simulations
We illustrate the results proven in the previous sections with numerical simulations, focusing on the finite
dimensional model.
3.1 Black hole and safety region
An interesting consequence of the results of Sections 1.2.1 and 1.2.2 is the possible coexistence of two regions
of the Nd-dimensional space of initial configurations of a black hole and a safety region. We define the black
hole as the set of initial conditions for which the system tends to the clustering set in finite time. The safety
region indicates the set of initial conditions for which there exists a control keeping the system away from
the clustering set.
As an illustration of Sections 1.2.1 and 1.2.2, we consider the interaction function given by: a : s 7→ 1s2 .
Then indeed sa(s) = 1s , so that lims→0 sa(s) = +∞ and lims→+∞ sa(s) = 0. This implies the existence of
a black hole and of a safety region. We study the geometry of these regions. Let g : s → − 1s define the
generalized entropy Wg. Then from the proof of Theorem 1.2, we know that if V (0) 6 
2√
2N
, then the system
converges to consensus in finite time, where  is such that for any A > M , if s 6 , then sa(s) > A. Let δ > 0
arbitrarily close to 0. Then  = 1M+δ satisfies the condition. Hence the Black Hole region RMBH satisfies:
{x ∈ RdN |
∑
i<j
‖xi − xj‖2 < 1
M2
} ⊆ RMBH.
Similarly, from the proof of Theorem 1.4, we know that if Wg(0) > 12N2 (g(µ2) + m(
N(N−1)
2 − 1)), then
with the proper control, the system stays bounded away from the clustering set, where µ is such that for
any  < MN , if s > µ, then sa(s) > . Then for any δ > 0 arbitrarily close to 0, let  =
M
N − δ. With the
function a : s 7→ 1s2 , the condition above is satisfied for µ = 1 . Hence with the choice g : s 7→ − 1s , we have
m = 0 and the safety region RMS satisfies:
{x ∈ RdN |
∑
i<j
1
‖xi − xj‖2 <
M2
N2
} ⊆ RMS .
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Figure 4: Partition of the state space into the black hole region and the safety region for M = 1, a : s 7→ 1s2
and g : s 7→ − 1s . Left: with (N, d) = (2, 1), the region enclosed by the red lines is a subset of RMBH and the
region located outside the blue lines is a subset of RMS . The dotted line represents the consensus manifold.
Right: with (N, d) = (3, 1), the region inside the central cylinder is a subset ofRMBH and the region outside the
hyperbola branches are a subset of RMS . The grey planes represent the clustering set, and their intersection
is the consensus manifold.
As an illustration of the results proven in Sections 1.2.1 and 1.2.2, we provide an example of an inter-
action function allowing for the existence of both a black hole and a safety region. Let a : s 7→ 1s2 . Then
lims→0 sa(s) = +∞ and lims→+∞ sa(s) = 0, which means that there exist a black hole and a safety region.
In the following, we will use the generalized entropy Wg defined with g : s 7→ − 1s .
• From the proof of Theorem 1.2, x0 ∈ RMBH if V (0) < 12N2M2 , i.e., if M < 1N√2V (0) .
• From the proof of Theorem 1.4, x0 ∈ RMS if Wg(0) > − M
2
2N4 , i.e., if M > N
2
√−2Wg(0).
Figures 5 and 6 illustrate these results with N = 10. The initial positions of the agents were distributed
randomly and gave Wg = −0.207.
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Figure 5: With M = 0.16 < 1
N
√
2V (0)
, the system satisfies x0 ∈ RMBH, and converges to the clustering set in
finite time. Left: Evolution of the 10 agents’ positions (the controlled agent is in red). Right: Evolution of
the generalized entropy.
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Figure 6: With M = 0.16 > N2
√−2Wg(0), the system satisfies x0 ∈ RMS , and the control uW manages to
steer the system away from the consensus set. Left: Evolution of the 10 agents’ positions (the controlled
agent is in red). Right: Evolution of the generalized entropy.
3.2 Basin of attraction and collapse prevention
To illustrate the cases of Sections 1.2.3 and 1.2.4, we now consider the interaction function a : s 7→ 1√
s
.
Notice that a satisfies the condition for the existence of a basin of attraction ( lim
s→+∞ sa(s) = +∞) and the
condition for the possibility of collapse prevention ( lim
s→0
sa(s) = 0). Let N = 10 and M = 1.
• By Theorem 1.6, there exists T > 0 such that x(T ) ∈ B := {(xi)i∈{1,...,N} |min
i 6=j
‖xi − xj‖ 6 1}.
• By Theorem 1.9, there exists κ > 0 such that ∀t > 0, ∀(i, j) ∈ {1, . . . , N}2, ‖xi(t)− xj(t)‖ > κ.
Figure 7 shows the evolution of a system initially outside of the basin of attraction B, i.e., ‖xi(0)−xj(0)‖ >
1 for all (i, j) ∈ {1, . . . , N}2 (with Wg(0) = −0.2). Despite being controlled with the strategy uW defined
in Section 1.1, the system converges to B. However, notice that the generalized entropy does not tend to
−∞, as the system is able to prevent convergence to the clustering set. Figure 8 shows the evolution of a
system initially very close to the clustering set (Wg(0) = −7.2). The control strategy defined in Theorem
1.9 is successful in preventing clustering.
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Figure 7: No control can prevent the convergence of the system to the basin of attraction B =
{(xi)i∈{1,...,N} |min
i 6=j
‖xi − xj‖ 6 1}. Left: Evolution of the 10 agents’ positions. Right: Evolution of
the generalized entropy.
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Figure 8: The control uW steers the system away from the clustering set. Left: Evolution of the 10 agents’
positions. Right: Evolution of the generalized entropy.
Conclusion and further comments
The problem of controlling collective dynamics systems to achieve consensus or alignment has been frequently
studied. In this paper, we focus on the opposite problem: controlling a system that naturally converges to
consensus to achieve declustering. We first remark that the standard variance used to characterize consensus
(with the equivalence V = 0 ⇔ ∀(i, j) ∈ {1, . . . N}2, xi = xj) does not measure declustering. Instead, to
characterize the state of declustering, we introduce a generalized entropy functional Wg with the property:
Wg > c ⇔ ∀(i, j) ∈ {1, . . . N}2, xi 6= xj . With this tool in hand, we design a control strategy aiming to
prevent the system from clustering by maximizing instantaneously the time derivative of Wg. The control
thus constructed is sparse, meaning that it only acts on one agent at a time. As opposed to the problem of
achieving consensus, here we fight against the system’s natural tendency to form clusters. For this reason
we do not expect to succeed in every situation. Indeed, the analysis of the first-order opinion formation
model (13) with a positive interaction function a(·) and additive control reveals the existence of four regions
of (Rd)N that determine whether the system can be maintained away from consensus or clustering (see
Table 1). The behavior of a(·) near zero determines the existence either of a black hole region or of the
possibility to prevent collapse of the system. In the black hole region, no control can keep the system away
from consensus, whereas in the case of collapse prevention there exist controls that can keep the system from
clustering. The black hole region and the collapse prevention region can coexist with either a safety region
or a basin of attraction, which are determined by the behavior of a(·) at infinity. In the safety region, the
system can be kept far from the clustering set, given suitable initial conditions. On the opposite, in the case
of a basin of attraction, the system is attracted to a neighborhood of the clustering set.
As seen in Section 2, most results for the microscopic model can be extended to the kinetic equation
(25). We define kinetic clustering as the presence of one or more Dirac masses in the population density, and
we show that declustering can be characterized by the kinetic version of the generalized entropy. Similarly
to the microscopic case, we design sparse control strategies maximizing the time derivative of the kinetic
generalized entropy instantaneously. To extend the notion of sparse control to the PDE framework, we set
a bound on the size of the support of the control. As in the microscopic setting, we show the existence of
the four zones determined by the behavior of a(·) at zero (the black hole and the collapse prevention zones)
and at infinity (the safety zone or the basin of attraction).
Lastly, in Section 3, we present numerical simulations illustrating those four situations in the microscopic
case, with two examples of interaction functions. With a : s 7→ s−2, we observe the coexistence of a black
hole and of a safety region. Given the same initial conditions, the convergence to consensus or the avoid-
ance of clustering are determined by the allowed strength of the control M . With the interaction function
a : s 7→ s−1/2 and a fixed bound on the control M = 1, if it is initially far from the clustering set, the system
converges to a basin of attraction. However, if the initial conditions are already in a neighborhood of the
clustering set, we show that collapse to clustering can be avoided.
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This work can be extended in many ways. We list a few of the possible future directions that stem
naturally from the results presented above.
Sparse kinetic control. The crucial notion of sparse control in finite-dimension can be extended to the
kinetic setting in various ways. In this work, we made the choice of designing controls of the form uχω,
where we not only bound the L∞ norm of u, but also the size of the controlled region ω, with the condition∫
ω
dx 6 c for some positive constant c. Another way to impose a notion of kinetic sparsity would be to
bound the size of the controlled population, with the condition
∫
ω
dµ(x) 6 c, as done for example in [37].
In the context of clustering prevention, this condition is more restrictive, as we want to act mainly on the
concentrated part of the population. One could investigating whether the results from Section 2 hold for
controls that satisfy
∫
ω
dµ(x) 6 c.
Black hole horizon. The analysis of the model in Section 1 and the numerical simulations in Section
3 show the possible coexistence of a black hole and a safety region. One could go further in investigating
the nature of the boundary between the two regions, and the existence of the black hole horizon. Two
scenarios can be anticipated: either the black hole and the safety region form all of the state space, with
(Rd)N = RMBH ∪ RMS , or there exists a black hole horizon, i.e. a region of the state space that is neither a
black hole nor a safety region HMBH = (Rd)N \ (RMBH ∪RMS ).
Optimal control in finite dimension. The sparse controls designed to prevent the system from clustering
minimize instantaneously the generalized entropy Wg. One could instead look for global minimizers of the
functional Wg in order to design optimal control strategies.
Second-order clustering. A natural future direction for this work would consist in investigating second-
order clustering, in a model inspired by that of Cucker and Smale [17]. Second-order models are commonly
applied to animal groups to study coordinated collective behavior [1, 29]. In this framework, the variable of
interest is the velocity, and agreement of all agents’ velocities is referred to as “alignment” [9, 10]. It follows
quite naturally to define clustering as agreement of several agents’ velocities, and one could conduct a similar
analysis of the resulting model, defining the second-order generalized entropy using the velocity variables.
Well-posedness of the kinetic aggregation equation. The well-posedness of the kinetic equation (25)
with aggregation phenomena is currently being investigated by several groups (see for instance [5] and [7]
and references within). The existence and uniqueness of a solution to (25) for singular interaction potentials
is a highly non-trivial problem. Intuitively, highly attractive interaction functions can give rise to a finite-
time blow-up of the solution. This blow-up need not happen instantaneously and one could observe the
coexistence of one or several Dirac masses with absolutely continuous parts of the measure in between them.
A possible approach to define weak measure solutions would be through measure differential equations, which
would allow to prolong solutions past blow-up times. One could then go further and define control in a new
framework, that of measure differential equations [35].
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