Abstract-In Big Data applications, massive datasets with huge numbers of observations are frequently encountered. To deal with such massive datasets, a divide-and-conquer scheme (e.g., MapReduce) is often used for the analysis of Big Data. With such a strategy, a large dataset (e.g., a centralized real database or a virtual database with distributed data sources) is first divided into smaller manageable segments; the final output is then aggregated from the individual outputs of the segments. Despite its popularity in practice, it remains largely unknown whether such a distributive strategy provides valid theoretical inferences to the original data. In this paper, we address this fundamental issue for the distributed kernel regression (DKR) problem, where the algorithmic feasibility is measured by the generalization performance of the resulting estimator. To justify DKR, a uniform convergence rate is needed for bounding the generalization error over the individual outputs, which brings new and challenging issues in the Big Data setup. Using a sample dependent kernel dictionary, we show that, with proper data segmentation, DKR leads to an estimator that is generalization consistent to the unknown regression function. This result theoretically justifies DKR and sheds light on more advanced distributive algorithms for processing Big Data. The promising performance of the method is supported by both simulation and real data examples.
Ç

INTRODUCTION
T HE rapid development in data generation and acquisition has made a profound impact on knowledge discovery. Collecting data with unprecedented sizes and complexities is now feasible in many scientific fields. For example, a satellite takes thousands of high resolution images per day; a Walmart store has millions of transactions per week; and Facebook generates billions of posts per month. Such examples also occur in agriculture, geology, finance, marketing, bioinformatics, and Internet studies, among others. The appearance of Big Data brings great opportunities for extracting new information and discovering hidden and actionable patterns. Meanwhile, their huge volume also poses many challenging issues to the traditional data analysis, where a dataset is typically processed on a single machine. In particular, some severe challenges are from the computing platforms, where a storage bottleneck and algorithmic feasibility need to be faced. Designing effective and efficient analytic tools for Big Data has attracted much attention in computer science, statistics, machine learning, and other related disciplines [24] .
Big Data processing deals with large-volume data sets with multiple, autonomous sources for discovering complex and evolving relationships among data objects. There are many types of massive data. One important scenario is that huge amounts of data are centrally accumulated and stored in one place (e.g., national census data). Another important scenario is that data segments are naturally collected from and stored in different locations; the aggregation of them is in an huge amount (e.g., health data at the hospital level). In both scenarios, using a divide-and-conquer strategy is popular for the associated numerical studies. In such a strategy, a large problem is manually or naturally divided into smaller manageable subproblems and the final output is obtained by combining the corresponding sub-outputs. In this spirit, the Hadoop system (Map-Reduce) was developed to conduct distributive storage and parallel processing. With the aid of Hadoop, many machine learning methodologies can be re-built to their distributed versions for processing Big Data. For examples, McDonald et al. [14] considered a distributed training approach for structured perception, while Kleiner et al. [10] introduced a distributed bootstrap method. Recently, similar ideas have also been applied to statistical point estimation [11] , ridge regression [28] , matrix factorization [13] , and principal component analysis [26] .
To better understand the aforementioned divide-andconquer strategy, let us consider an illustrative example as follows. Suppose that a dataset consists of N ¼ 1; 000; 000 random samples fðx i ; y i Þg N i¼1 & R d Â R with dimension d ¼ 100. We assume that this dataset is centrally accessible; it can be either centrally stored in one place or virtually distributed at multiple data sources. We further assume that the data follow from a linear model y i ¼ x Compared with the traditional one-machine method, such a distributive learning framework utilizes the computing power of multiple machines, which avoids storing and manipulating the original full dataset. We further illustrate this framework in Fig 1 and refer to it as a distributed algorithm.
The distributed algorithm provides a computationally viable route for learning with Big Data. However, it remains largely unknown whether such a divide-and-conquer scheme indeed provides valid theoretical inferences to the original data. For point estimation, Li et al. [11] showed that the distributed moment estimation is consistent, if an unbiased estimate is obtained for each of the sub-problems. For kernel ridge regression, Zhang et al. [28] showed that, with appropriate parameter tuning, the distributed algorithm does lead to a valid estimation. To provide a validation on the feasibility issue, we numerically compare the estimation accuracy of b with that of b b in the previous example. Specifically, we generate x i independently from Nð0; I dÂd Þ and set b based on d independent observations from U½0; 1. The value of y i is generated from the presumed linear model with " $ Nð0; 1Þ. We then randomly distribute the full data to m 2 ½2 0 ; 2 15 local machines and output b based on m local ridge estimates b b j for j ¼ 1; . . . ; m. In Fig. 2 , we plot the estimation errors versus the number of local machines m based on three types of estimators:
. For a wide range of m, it seems that the distributed estimator b leads to a similar accuracy as the traditional b b does. However, this argument tends to be false when m is overly large. This observation brings an interesting but fundamental question on using the distributed algorithm in regression: under what conditions would the distributed estimator work? In this paper, we aim to find an answer to this question and provide theoretical support for the distributed regression. Our discussion focuses on centrally stored Big Data, but the principle applies in the same way when the data are virtually distributed in multiple sources.
Under the kernel-based regression setup, we propose to take generalization consistency as a criterion for measuring the feasibility of distributed algorithms. That is, we regard an algorithm as theoretically feasible if its generalization error tends to zero as the number of observations N goes to infinity. To justify the distributed regression, a uniform convergence rate is needed for bounding the generalization error over the m sub-estimators. This brings new and challenging issues in the analysis under the Big Data setup. With a sample dependent kernel dictionary, we show that the distributed kernel regression (DKR) is feasible when the number of its distributed sub-problems is moderate. Our result is applicable to many commonly used regression models, which incorporate a variety of loss, kernel, and penalty functions. Moreover, the feasibility of DKR does not rely on any parametric assumption on the ground-truth model. It therefore provides a basic and generic understanding for distributed regression analysis. We demonstrate the promising performance of DKR via both simulation and real data examples.
The rest of the paper is organized as follows. In Section 2, we introduce the model setup and formulate the DKR algorithm. In Section 3, we establish the generalization consistency and justify the feasibility of DKR. In Section 4, we show numerical examples to support the good performance of DKR. Finally, we conclude the paper in Section 5 with remarks on future work.
DISTRIBUTED KERNEL REGRESSION
Notations
Let Y 2 ½ÀM; M & R be a response variable bounded by some M > 0 and X 2 X & R d be its d-dimensional covariate drawn from a compact set X . Suppose that Z ¼ Y Â X follows from a fixed but unknown distribution r with its support fully filled on Z ¼ ½ÀM; M Â X. Let S ¼ fz i ¼ ðy i ; x i Þ; i ¼ 1; . . . ; Ng be N independent observations collected from Z. The goal of study is to estimate the potential relationship f Ã : X ! R between X and Y through analyzing S. Let 'ðÁÞ be a nonnegative loss function and f be an arbitrary mapping from X to R. We use
to denote the expected risk of f. The minimizer f r ¼ arg min EðfÞ is called the regression function, which is an oracle estimate under ' and thus serves as a benchmark for other estimators. Since r is unknown, f r is only conceptual. Practically, it is common to find an estimate f Ã of f r through minimizing a regularized empirical risk
where F is a user-specified hypothesis space, E S ðfÞ ¼ P N i¼1 'ðf; z i Þ=N is the empirical risk, VðÁÞ is a positive real function, k Á k is a norm in F , and ! 0 is a regularization parameter.
Framework (1) covers a broad range of regression methods. In the machine learning community, it is popular to set F by a reproducing kernel Hilbert space (RKHS). Specifically, let K : X Â X ! R be a continuous, symmetric, and semi-positive definite kernel function. The RKHS H K ¼ spanfKðx; ÁÞ; x 2 Xg is a Hilbert space of L 2 -integrable functions induced by K. For any f ¼ P i a i Kðu i ; ÁÞ and g ¼ P i b i Kðv i ; ÁÞ, their inner product is defined by
and the kernel L 2 norm is given by kfk
It is easy to verify that
for any f 2 H K . Therefore, K is a reproducing kernel of H K .
Readers may refer to [1] , [21] for more detailed discussions about RKHS. Let CðX Þ denote the space of continuous functions on X . It is known that H K is dense in CðX Þ with appropriate choices of K [15] . This property makes H K a highly flexible space to estimate an arbitrary f Ã 2 CðXÞ. In this paper, we follow framework (1) with F ¼ H K and Vðk Á kÞ ¼ k Á k p K for some p ! 1.
The DKR Algorithm
We now consider (1) in the setup for centrally stored Big Data. Specifically, when sample S is too big to be processed in a single machine, we need to use a distributed version of (1) on a distributed computing platform. For simplicity, suppose S is evenly and randomly distributed to m local machines, with each machine processing n ¼ N=m samples. We denote by S j ;j ¼ 1; 2; . . . ; m the sample segment assigned to the jth machine. The global estimator is then constructed through taking average of the m local estimators. Specifically, by setting F ¼ H K in (1), this strategy leads to the distributed kernel regression , which is described as Algorithm 1.
By the representer theorem [17] , f j in step 2 of DKR can be constructed from spanfKðx i ; ÁÞ; x i 2 S j g. This allows DKR to be practically carried out within finite n-dimensional subspaces. The distributive framework of DKR enables parallel processing and thus is appealing to the analysis of Big Data. With m ¼ 1, DKR reduces to regular kernel-based learning, which has received a great deal of attention in the literature [18] , [23] , [27] . With quadratic ' and p ¼ 2, Zhang et. al. [28] conducted a feasibility analysis for DKR with m > 1. Unfortunately, their results are built upon the close-form solution of f j and thus are not applicable to other DKR cases. In this work, we attempt to provide a more general feasibility result for using DKR in Big Data.
Algorithm 1. The DKR Algorithm
Input: S, K, , m Output: f 1: Randomly distribute S into m sub-samples S 1 ,. . ., S m and store them separately on m local machines. 2: Let T M ½Á be a truncation operator with a cutoff threshold M.
For j ¼ 1; 2; . . . ; m, find a local estimator based on S j by
where
; :
Remark 1 (ii) The approach used to define the local estimator f j in Step 2 is a standard l p regularization with p ! 1 and an arbitrary loss function '. This setting enables f j to be defined by various existing algorithms such as robust regression and sparse estimation. This is the main difference between the present study and [28] . (iii) The global estimator defined in Step 3 is just one way to aggregate local estimators f j s. We use this simple setup to gain theoretical understanding of DKR; a practically more effective aggregation strategy will be briefly discussed in Section 4. (iv) Algorithm 1 may be treated as the simplest distributed algorithm for kernel regression.
The main purpose of the present research is to theoretically justify such a simple but fundamental method. This is of particular importance not only for certain types of Big Data analysis but also toward understanding more advanced distributive algorithms in the future.
FEASIBILITY OF DKR
Preliminaries and Assumptions
In regression analysis, a good estimator of f Ã is expected not only to fit training set S but also to predict future samples from Z. In the machine learning community, such an ability is often referred to as the generalization capability. Recall that f r is a conceptual oracle estimator, which enjoys the lowest generalization risk in a given loss. The goodness of f can be typically measured by
A feasible (consistent) f is then required to have generalization error (3) converge to zero as N ! 1. When the quadratic loss is used, the convergence of (3) also leads to the convergence of k f À f r k 2 , which responds to the traditional notion of consistency in statistics.
When ' is convex, Jensen's inequality implies that
Therefore, the consistency of f is implied by the uniform consistency of the m local estimators b f j for j ¼ 1; . . . ; m. Under appropriate conditions, this result may be straightforward in the fixed m setup. However, for analyzing Big Data, it is particularly desired to have m associated with sample size N. This is because the number of machines needed in an analysis is usually determined by the scale of the problem to be solved. The larger a dataset is, the more machines are needed. This in turn suggests that, in asymptotic analysis, m may diverge to infinity as N increases. This liberal requirement of m poses new and challenging issues to justify f under the Big Data setup. Clearly, the effectiveness of a learning method relies on the prior assumptions on f r as well as the choice of '. For the convenience of discussion, we assess the performance of DKR under the following conditions. A1 f r 2 CðXÞ and kf r k 1 M, where k Á k 1 denotes the function supremum norm. A2 The loss function ' is convex and nonnegative. For any f 1 ; f 2 2 CðXÞ and z 2 Z, there exists a constant L such that
A3 For any v > 0 and g 2 CðXÞ, there exists a f 2 H K , such that kf À gk 1 < v. Moreover, let B R ¼ ff 2 H K ; kfk 1 Rg for some R > 0. There exist constants C 0 and s > 0, such that log N 1 ðB 1 ; gÞ C 0 g Às ;
where N 1 ðF ; gÞ denotes the covering number of a set F by balls of radius g with respect to k Á k 1 . Condition A1 is a regularity assumption on f r , which can be trivial in applications. For the quadratic loss, we have f r ðXÞ ¼ EðY jXÞ and thus A1 holds naturally with Y 2 ½ÀM; M. Condition A2 requires that 'ðf; zÞ is Lipschitz continuous in f. It is satisfied by many commonly used loss functions for regression analysis. Condition A3 corresponds to the notion of universal kernel in [15] , which implies that H K is dense in CðXÞ. It therefore serves as a prerequisite for estimating an arbitrary f Ã 2 CðX Þ from H K . A3 also requires that the unit subspace of H K has a polynomial complexity. Under our setup, broad choices of K satisfy this condition, which include the popular Gaussian kernel as a special case [29] , [30] .
Generalization Analysis
To justify DKR, we decompose (3) 
where f is an arbitrary element of H K . The consistency of f is implied if (3) has convergent sub-errors in (4), (5), (6) . Since f 2 H K is arbitrary, (6) measures how close the oracle f r can be approximated from the candidate space H K . This is a term that purely reflects prior assumptions on a learning problem. Under Conditions A1-A3, with a f such that kf À f r k N À1 , (6) is naturally bounded by L=N. We therefore carry on our justification by bounding the sample and hypothesis errors.
Sample Error Bound
Let us first work on the sample error (4), which describes the difference between the expected loss and the empirical loss for an estimator. For the convenience of analysis, let us rewrite (4) as
where 1 ðzÞ ¼ 'ðf; zÞ À 'ðf r ; zÞ and 2 ðzÞ ¼ 'ð f; zÞ À 'ðf r ; zÞ. It should be noted that the randomness of 1 is purely from Z, which makes E z ð 1 Þ a fixed quantity and P N i¼1 1 ðz i Þ=N a sample mean of independent observations. For 2 , since f is an output of S, E z ð 2 Þ is random in S and 2 ðz i Þs are dependent with each other. We derive a probability bound for the sample error through investigating (7) .
To facilitate our proofs, we first state one-side Bernstein inequality as the following lemma. Lemma 1. Let y 1 ; . . . ; y N be N independently and identically distributed random variables with Eðy 1 Þ ¼ m and
The probability bounds for the two terms of (7) are given respectively in the following propositions. Proposition 1. Suppose that Conditions A1-A2 are satisfied. For any 0 < d < 1 and f 2 H K , we have, with probability at least
Proof. Let f be an arbitrary function in H K . By Condition A2, we have
for any " > 0. Denoting the right hand side of (8) by d, we have
The positive root of (9) is given by
The proposition is proved by setting " ¼ "
Proposition 2. Suppose that Conditions A1-A3 are satisfied.
For any 0 < d < 1 and f 2 H K , we have, with probability at least 1 À d,
, such that k f À g k 1 < . By Condition A2, we further have 'ð f; zÞ À 'ðg ; zÞ L:
Consequently,
be a cover of B 2M by balls of radius g with respect to k Á k 1 . With ! 0, (11) implies that
EðgÞ À Eðf r Þ À ½E S ðgÞ À E S ðf r Þ ! "
EðgÞ À Eðf r Þ À ½E S ðgÞ À E S ðf r Þ ! " À 2Lg
Let LðgÞ ¼ EðgÞ À Eðf r Þ À ½E S ðgÞ À E S ðf r Þ and n ¼ " À 2Lg. By Lemma 1, (12) is further bounded by
By Condition A3, we have
Let g ¼ "=4L. Inequality (13) together with (14) further implies that
When " ! N Àt for some t > 0, (15) implies that
Denote the right hand side of (16) by d. Following similar arguments in (9), (11), (10), we have, with probability at most d,
The proposition is proved by setting t ¼ 1=ðs þ 2Þ, which minimizes the bound order in (17) .
t u
Based on Propositions 1 and 2, decomposition (7) implies directly the following probability bound of the sample error. 
where T 1 ðN; dÞ ¼ V ðN; d=2Þ þ log ð2=dÞ;
When kf À f r k 1 is bounded, the leading factor in (18) is ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi V ðN; d=2Þ=N p . In that case, Theorem 1 implies that the sample error (4) has an OðN À1=ð2þsÞ Þ bound in probability. Under our model setup, this result is general for a broad range of continuous estimators that is bounded above.
Hypothesis Error Bound
We now continue our feasibility analysis on the hypothesis error (5), which measures the empirical risk difference between f and an arbitrary f. When DKR is conducted with m ¼ 1, f corresponds to the single-machine-based kernel learning. By setting ¼ 0, the hypothesis error has a natural zero bound by definition. However, this property is no longer valid for a general DKR with m > 1.
When ' is convex, we have (5) bounded by
This implies that the hypothesis error of f is bounded by a uniform bound of the hypothesis errors over the m subestimators. We formulate this idea as the following theorem.
Theorem 2. (Hypothesis Error) Suppose that Conditions A1-A3
are satisfied. For any 0 < d < 1 and f 2 H K , we have, with probability at least 1 À d,
where M 0 , T 1 , and T 2 are defined in Theorem 1.
Proof. Without loss of generality, we prove the theorem for f with m > 1. Recall that DKR distributes S into m segments S 1 ; . . . ; S m . Let S=S j be the sample set with S j removed from S and E Q ¼ P z i 2Q 'ðf; z i Þ=q be the empirical risk for a sample set Q of size q. Under Condition A2, we have ' is convex and thus
Let us first work on the first term of (20) . By definition of b f j , we know that
This implies that the first term of (20) is bounded by mkfk p K =N. We now turn to bound the second term of (20) . Specifically, we further decompose U j by
u 2j ¼ EðfÞ À Eðf r Þ À E S=S j ðfÞ þ E S=S j ðf r Þ;
Note that b f j is independent of S=S j . Proposition 1 readily implies that, with probability at least 1 À d,
Also, by applying Proposition 2 with m ¼ 1, we have, with probability at least 1 À d,
with the same V defined in Proposition 2. Consequently, we have, with probability at least 1 À d,
where M 0 ¼ maxf2M; kf À f r k 1 g. Inequalities (21) and (22) further imply that, with probability at least 1 À d,
The theorem is therefore proved. t u Theorem 2 implies that, with appropriate f and , the hypothesis error of DKR has an Oðn À1=ð2þsÞ Þ bound in probability. This result is applicable to a general f with m ! 1, which incorporates the diverging m situations.
Generalization Bound of DKR
With the aid of Theorems 1 and 2, we obtain a probability bound for the generalization error of f as the following theorem. 
with probability at least 1 À d, where f 0 2 H K and
Proof. Under Conditions A1 and A3, for any N ! 1,
. Under A2, this also implies that (6) is bounded by L=N L=n 1=ð2þsÞ . Clearly, when N is sufficiently large, M 0 ¼ maxð2M; kf 0 À f r kÞ ¼ 2M. The theorem can be directly derived by applying Theorems 1 and 2 to (4) and (5) 
the generalization error of f is bounded by an Oðn À1=ð2þsÞ Þ term in probability. In other words, as n ! 1, a properly tuned DKR leads to an estimator that achieves the oracle predictive power. This justifies the feasibility of using the divide-and-conquer strategy for the kernel-based regression analysis. Under the assumption that f r 2 H K , we have f 0 ¼ f r and thus f is feasible with ¼ oðn À1=ð2þsÞ Þ. Moreover, when DKR is conducted with Gaussian kernels, Condition A3 is satisfied with any s > 0 and thus Eð fÞ enjoys a nearly O p ðn À1=2 Þ convergence rate to Eðf r Þ. Theorem 3 provides fundamental theoretical support for the distributed learning framework (Algorithm 1). It also reveals that the convergence rate of Eð fÞ is related to the scale of local sample size n. This seems to be reasonable, because b f j is biased from f r under a general setup. The individual bias of b f j may diminish as n increases. It, however, would not be balanced off by taking the average of b f j s for j ¼ 1; . . . ; m. As a result, the generalization bound of f is determined by the largest bias among the m b f j s. When b f j is (nearly) unbiased, its generalization performance is mainly affected by its variance. In that case, f is likely to achieve a faster convergence rate by averaging over b f j s. We use the following corollary to show some insights on this point. :
Proof. Let r X be the marginal distribution of X. When the quadratic loss is used, we have
Since we assume E½ b f j ðxÞ ¼ f r ðxÞ for any x 2 X, (23) implies that
Applying Theorem 3 with m ¼ 1 and ¼ 0, we have, for some generic constant C > 0,
Let t ¼ C log ð8=dÞn
2þs . Inequality (25) implies that
This together with (24) implies that E½Eð fÞ À Eðf r Þ ¼
2þs Þ, which further implies the corollary. t u Corollary 1 is only conceptual, because it is usually difficult to construct an unbiased b f j without strong prior knowledge. Nevertheless, it sheds light on designing more efficient DKR with less biased sub-estimators. In practice, this may be conducted by choosing a small or using some debiasing techniques in Algorithm 1. In this paper, we focus on providing a general feasibility support for DKR and leave this issue for the future research.
As suggested by Theorem 3, DKR is feasible only when n ! 1 or equivalently m ¼ oðNÞ. In other words, the number of local machines should be not too large compared with the size of the original data set. This suggests that, in real applications, an appropriate m should be used such that the associated DKR achieves a good balance of algorithmic accuracy and computational efficiency. We empirically assess the impact of m in the next section.
NUMERICAL STUDIES
We evaluate the finite sample performance of DKR through both simulation and real data examples. In particular, we assess the distributive strategy for several popular regression methods in terms of both computational efficiency and generalization capability. All numerical studies are implemented on a Spark distributed computing platform consisting of 20 computers, each of which is with eight-core 3.4 GHz CPU and 16 GB memory.
Simulation
In the simulation studies, we assess DKR on hypothetical learning problems with d ¼ 2. Specifically, we generate independent observations based on the following model
where F ðX 1 ; X 2 Þ is a function with two variables ðX 1 ; X 2 Þ, is an observational noise. We consider three types of F as follows:
with sincðxÞ ¼ sin ðxÞ
and
The values of ðX 1 ; X 2 Þ are sampled based on a uniform distribution on ½0; 1 Â ½0; 1. The shapes of the three functions are shown in Fig. 3 . We evaluate DKR based on model (26) under two cases: (i) we set N ¼ 1; 000; 000 and generate data with $ Nð0; 0:2Þ; (ii) we generate N 1 ¼ 800; 000 samples with $ Nð0; 0:1Þ and N 2 ¼ 200; 000 samples with $ U½À2; 2. The second case is designed such that the data contain about 20 percent outliers. This setup poses further challenges for DKR in learning the relationship between Y and X. When N and N 1 become larger and larger, samples can be generated on local machines to simulate distributed data sources, using the same model (26) .
Regarding the implementation of DKR, we set the number of partitions m from 300 to 40; 000, so that the minimum sample size in each local machine is 25. We set the bound value M ¼ 1 and build the dictionary H K by the popular Gaussian kernel
with t ¼ 0:05. In Case (i), we conduct DKR with two popular regression methods under framework (1): ridge regression (L 2 -loss plus L 2 -regularization) and LASSO (L 2 -loss plus L 1 -regularization); in Case (ii), we conduct DKR based on two robust regression methods:
In each setup, we choose the tuning parameter by five-fold cross-validation based on a few pilot runs.
To assess the generalization capability of DKR, we generate an independent testing set fðỹ i ;x i Þ; i ¼ 1; . . . ; n t g of size n t ¼ 5000 from model (26) with ¼ 0 and compute
We report the averaged RMSE of DKR for each setup based on 100 repetitions. For comparison, we also report the RMSE of the corresponding standard (non-distributive) regression method based on 1=m of the data.
The simulation results are shown in Figs. 4 and 5, where the associated computational cost is given in Table 1 . We observe that, when m is moderate, the DKR approach performs quite well in achieving a low RMSE for all tested methods. This justifies the result obtained in Section 3.2, i.e., if the number of local machines is not too large, the DKR is feasible. In our setup, choosing m 2 ½500; 1; 000 seems to be the most attractive, because the associated DKR estimator enjoys a strong generalization capability at a low computational cost. Clearly, by using multiple machines, DKR retains almost the same computational cost as the standard non-distributive method using only 1=m of the data. Meanwhile, with a moderate m, it significantly improves the resulting estimator over the single machine-based local output. The framework of DKR therefore serves as a viable route for conducting efficient leaning for Big Data.
It should also be noted that the performance of DKR may deteriorate when m is overly large. In Case (i) with m ¼ 40; 000, DKR does not help much in reducing the RMSE of the single-machine-based estimator. As discussed in Section 3.3, this might be caused by the estimation bias and insufficient sample size for each local machine. In principle, a smaller m helps to improve the effectiveness of DKR, but it might be intractable for local machines to bear the overly high computational cost. In practice, it might be a good idea to set m as the smallest value within the affordable computational budget.
It can also be observed that, with the LAD loss, the performance of DKR is robust against outliers, as indicated by the low RMSE in Case (ii). This shows the advantage of our DKR framework over that of [28] .
Real Data Examples
We apply DKR to analyze two real world datasets Buzz 1 and Million Song. 2 The Buzz dataset contains 583,250 instances of Twitter discussions on topics related to new technologies in 2013. Each instance is described by In our data analysis, we standardize each attribute of X such that it has a zero mean and a unit standard deviation.
Similar to our simulation studies, we build H K based on the Gaussian kernel (30) with t ¼ 10 and t ¼ 6 for Buzz and Million Song, respectively. We set m ¼ ð40; 120; 300; 500; 1; 000Þ for Buzz data and m ¼ ð2; 000; 5; 000; 10; 000; 20; 000; 40; 000Þ for Million Song data, and apply DKR to the training samples with Ridge, LASSO, and LAD. We summarize the analysis in the term of RMSE based on the testing set, which is shown in Tables 2  and 3 . The results show similar behavior as in simulation studies, i.e., the performance degenerates as m increases. This, again, verifies the theoretical results of the feasibility of DKR.
Remark 2. As mentioned earlier, DKR may be treated as the simplest distributed algorithm for kernel regression. In practice, it can be further perfected for more effective learning. One example is to use the consensus idea of the alternating direction method of multipliers (ADMM) to conduct DKR iteratively. Specifically, suppose the full (real or virtual) data S are evenly distributed into m segments S 1 ; . . . ; S m . Let K ¼ ðK 
where h > 0 is a tuning parameter, I is a N Â N identity matrix, y j is the n-vector of response associated with S j , u ðtÞ i is the ith element of u u ðtÞ , and FðÁÞ is a proximal operator corresponding to specific loss and regularization. Compared with DKR (Algorithm 1), procedure (31) enhances the communication between local machines; and its final estimate f ðtþ1Þ is no longer a simple average but a nonlinear aggregation of the local estimates. Fig. 6 shows the testing RMSEs of procedure (31) for learning function (27) with N ¼ 50; 000. Clearly, this delicate procedure significantly improves the effectiveness of DKR. We leave the detailed discussion on (31) in our future work.
CONCLUDING REMARKS AND FUTURE WORK
Big Data analysis calls for distributed algorithms, which consist of various divide-and-conquer (Map-Reduce) procedures. Among these approaches, the one-step MapReduce algorithm is of special importance due to its "basic building block" role. In this paper, we studied DKR, a specific one-step distributed algorithm for kernel regression. With a sample dependent kernel dictionary, we derived a uniform generalization error bound for the distributed local estimators. Using this bound, we further showed that DKR provides a consistent estimate that leads to the oracle generalization risk. This result theoretically justifies the feasibility of DKR in a general setup; the distributed algorithm under study is applicable to a broad range of regression methods. As the first step, the current work focuses only on the feasibility of DKR. It would be important to further investigate its efficiency and develop the corresponding acceleration methods.
In this paper, we have studied DKR for centrally accessible (real or virtual) datasets with huge sizes, where data segmentation is essential for the associated analysis. It is promising to extend the current study to other Big Data setups. In particular, it is desirable to further investigate DKR for Big Data that are naturally stored distributively with their data segments drawing from different subpopulations; the global dataset, however, is centrally inaccessible. For this type of Big Data, it might be reasonable to assume that there are m separate data segments, each of which is with size N j for j ¼ 1; . . . ; m. Under this setup, we may assume m ! 1 and an interesting research problem would be how to combine the local outputs from m data segments to form a global output. Intuitively, by aggregating m data segments, we expect to have a better global estimator, as the total effective sample size is boosted to P m j¼1 N j . When DKR (Algorithm 1) is used in this scenario, each local output b f j should be directly computed based on the jth data segment; the global output can then be formed from a weighted averagẽ
where w j ¼ N j = P m j¼1 N j is the weight for the jth local output. This is a natural modification to Algorithm 1 studied in this paper. Nevertheless, extending the feasibility results to (32) is not straightforward, because it is based on a different Big Data setup; the performance of (32) not only depends on the diverging rates among N j s but also on the heterogeneity among S j s.
To provide some insights on the performance of (32), we re-conduct our simulation example in learning a sinc function (27) based on model (26) with $ Nð0; 0:2Þ. Specifically, we assess (32) in the following two sampling plans.
(a) All ðX 1 ; X 2 Þ values in data segments S j s are sampled based on a standard bivariate normal distribution; (b) X 1 and X 2 values in data segment S j are sampled from a normal distribution with mean 0:1 þ 0:1ðj À 1Þ and standard deviation 0:5 þ 0:01ðj À 1Þ. Sampling plan (a)/(b) mimics the situation that data quality is the same/different among segments S j s. We set m ¼ 10 and implement (32) with ridge regression based on three sequences of data segments: (1) the sizes of S j s are set to be 500, 1,000, 1,500, 2,000, 2,500, 2,800, 3,000, 3,500, 4,000, and 4,200; (2) the sizes of S j s are set to be 800, 1,300, 1,800, 2,000, 2,300, 2,600, 2,800, 3,300, 3,800, and 4,000; (3) the sizes of S j s are set to be 2,500 for all j ¼ 1; . . . ; m. We summarize the simulation results in terms of the RMSE off in Fig. 7 . In plan (a), data quality is the same among S j s. We observe that the performance off is improved as more data segments are added in the analysis; this result matches our intuition. In plan (b), data quality varies among S j s. We observe that keeping adding data segments does not always help to improvef; this is also reasonable: when the data quality of a segment is poor, adding it to the analysis would bring in noise that may mask the truth. So, under what conditions wouldf work for the centrally inaccessible Big Data with a heterogenous population? How well does it work? Can we further improvef by re-weighting the local outputs based on data quality? We leave all these interesting questions for the future research.
