Abstract
Introduction
In finance area, 'dividend policy' generally means the decision about the percentage of dividend payouts out of earnings or the decision about changes in dividends over time, while 'dividend' itself indicates the amount of dividend paid to stockholders. It relates to the amount and timing of any cash payments made to the company's stockholders. The dividend policy decision is an important one for the firm as it may influence its capital structure and stock price. In addition, the dividend policy decision may determine the amount of taxation that stockholders pay. Previous studies regarding dividend payouts show that dividend policy is irrelevant in all instances regardless of the existence of growth or corporate taxes. It has no effect on stockholder's wealth. Only when personal taxes are introduced do we have a result that dividend payouts matter. For stockholders who pay high taxes on dividends than on capital gains, the preferred dividend payout is zero; they would rather have the company distribute cash payments via the share repurchase mechanism.
Yet, it is well-known fact that corporations do pay dividends in reality. Since there appear to be strong cross-sectional regularities in dividend payout, there may be optimal dividend policy which results from a trade-off between the costs and benefits of paying dividends as Rozeff [40] suggests. The list of possible costs includes tax advantages of receiving income in the form of dividends rather than capital gains and the cost of raising external capital if dividends are paid out. On the other hand, the possible benefits of dividend payouts are higher perceived corporate value because of the signaling content of dividend, the lower agency costs of external equity, and the ability of dividend payments to help complete markets. In other words, there is the possibility that we can derive the optimal payout policy of an individual firm under some conditions imposed by the financing and investment policy of the firm. As Brealey and Myers [6] point out, however, the dividend policy of a firm still remains one of the most controversial subjects in the modern finance theory. They argue that three major theories about determination of the optimal dividend policy are competing as follows: Firstly, Hansen et al. [19] argue that agency cost of dividends is one of the major factors affecting decision making of payouts. According to this hypothesis, dividend payouts can serve as a way to reduce agency costs. By applying dividends equal to the amount of 'surplus' cash flow, a firm can reduce management's ability to squander the firm's resources. Since dispersion of ownership among shareholders is a basic measure of agency costs, it would be expected that firms with high dispersed ownership would have high dividends. Secondly, Bhattacharya [4] , Miller and Rock [33] , and Nissim and Ziv [36] suggest an 'information content hypothesis' that dividends serve to signal to stockholders the firm's current and future performance. Thirdly, Kim et al. [26] propose a 'clientele-effect hypothesis' that those individuals in high tax brackets are likely to prefer either no or low dividends, and vice versa. In addition, Gordon [16, 17] , Lintner [27] , Black and Scholes [5] , Litzenberger and Ramaswamy [28] , Shiller [41] , Hakansson [18] , Miller and Scholes [34] , Hess [21] , Eades et al. [14] , Marsh and Merton [31] , DeAngelo et al. [12] , Benartzi et al. [3] and others argue about the relevancy of dividend policy, implying the importance of dividends in the business policy.
In addition, dividend itself is one of essential factors determining the value of a firm. According to the valuation theory in finance, discounted cash flow (DCF) is the most popular and widely used method for the valuation of any asset. Since dividends play a key role in the pricing of a firm value by DCF, it is natural that the accurate prediction of future dividends should be most important work in the valuation. Although the dividend forecasting is of importance in the real world for the purpose of investment and financing decision, it is not easy for us to find good theoretical models which can predict future dividends accurately except Marsh and Merton [31] model. Thus, if we can develop a better method than Marsh and Merton [31] in the prediction of future dividends or dividend policy, it can contribute significantly to the enhancement of firm valuation.
Finally, we need to explain the reason why we apply the SVM model to dividend policy prediction. It is well-known fact that dividend policy is one of most important managerial decisions affecting the firm value. Although there are many studies regarding financial decision-making problems, such as credit policy decisions through bankruptcy prediction [1, 2, 9, 37] and credit scoring [10, 43] , there is no research, to our knowledge, about dividend prediction or dividend policy forecasting using machine learning approaches, even though dividend policy is so significant. This strongly motivates us to do this research. In this study, we created models using classification tree algorithms (CHAID, CART, QUEST, C5.0), multi-layer perceptron (MLP), and SVM to predict dividend policy decisions.
The outline of the remaining paper is as follows. Section 2 reviews some research background about SVM-based prediction model and machine learning approaches. Section 3 explains data sampling and experimental design. Some experimental results are presented and analyzed in Section 4, and finally concluding remarks are given in Section 5.
Dividend policy prediction models

1. Support vector machine
The support vector machine (SVM) is a promising classification technique proposed by Vapnik and his group at AT&T Bell Laboratories [11] . SVM is a good tool for the two classifications. SVM uses a linear model to separate sample data through some nonlinear mapping from the input vectors into the high-dimensional feature space. The linear model constructed in the new space can represent a nonlinear decision boundary in the original space. SVM aims at finding a special kind of linear model, the so-called optimal separating hyperplanes. The training points that are closer to the optimal separating hyperplane are called support vectors, which determine the decision boundaries. In general cases where the data is not linearly separated, SVM uses nonlinear machines to find a hyperplane that minimizes the number of errors on the training set [13] . There are four common kernel function types of SVM such as linear kernel, polynomial kernel, radial basis kernel, and sigmoid kernel.
Model selection and parameter search play a crucial role in the performance of SVMs. However, there is no general guidance for selection of SVM kernel function and parameters so far. In general, the radial basis function (RBF) is suggested for SVM. The RBF kernel nonlinearly maps the samples into the high-dimensional space, so it can handle nonlinear problem. Furthermore, the linear kernel is a special case of the RBF. The sigmoid kernel behaves like the RBF for certain parameter; however, it is not valid under some parameters. The second reason is the number of hyperparameters which influences the complexity of model Forecasting Decisions on Dividend Policy of South Korea Companies listed in the Korea Exchange Market based on Support Vector Machines Jae Kwon Bae selection. The polynomial has more parameters than the RBF kernel. Finally, the RBF function has less numerical difficulties. While RBF kernel values are 0 < K ij ≤ 1, polynomial kernel value may go to infinity or zero when the degree is large. In addition, polynomial kernel takes a longer time in the training stage and is reported to produce worse results than the RBF kernel in the previous studies [13, 24, 42] . The linear kernel SVM has no parameters to tune except for C. For the nonlinear SVM, there are additional parameters, the kernel parameters γ to tune. Improper selection of the penalty parameter C and kernel parameters can cause overfitting or underfitting problems. Currently, some kinds of parameter search approach are employed such as cross-validation via parallel grid-search, heuristics search, and inference of model parameters within the Bayesian evidence framework [15, 35] .
Decision trees
Decision tree learning is one of the most widely used and practical methods for inductive learning. Rule induction refers to the rules derived from the decision tree techniques in data mining. The data set is separated into many partitions in a way to increase the purity, which is the degree to which the dependent variable belongs to a certain class. The rules that are applied for splitting the data are called the inducted rules. Decision tree is a non-parametric method and suitable for figuring out interaction effect or non-linearity. In many cases, decision tree is used for the sake of interpretation of the analysis results. Decision trees have four types of method such as CHAID [25] , CART [7] , QUEST [29] , and C5.0 [39] . CHAID (Chi-squared automatic interaction detection) method is based on the chi-square test of association. A CHAID tree is a decision tree that is constructed by repeatedly splitting subsets of the space into two or more child nodes, beginning with the entire data set [32] . To determine the best split at any node, any allowable pair of categories of the predictor variables is merged until there is no statistically significant difference within the pair with respect to the target variable. This CHAID method naturally deals with interactions between the independent variables that are directly available from an examination of the tree. The final nodes identify subgroups defined by different sets of independent variables [30] . CART (Classification and regression tree) is a recursive partitioning method to be used both for regression and classification. CART is constructed by splitting subsets of the data set using all predictor variables to create two child nodes repeatedly, beginning with the entire data set. The best predictor is chosen using a variety of impurity or diversity measures (Gini, twoing, ordered towing, and least-squared deviation). The goal is to produce subsets of the data which are as homogeneous as possible with respect to the target variable [7] . QUEST (Quick, unbiased, efficient statistical tree) is a binary-split decision tree algorithm for classification and data mining. QUEST can be used with univariate or linear combination splits. A unique feature is that its attribute selection method has negligible bias. If all the attributes are uninformative with respect to the class attribute, then each has approximately the same change of being selected to split a node [29] . C5.0 (Commercial version 5.0) is a supervised learning classification algorithm used to construct decision trees from the data [39] . Most empirical learning systems are given a set of pre-classified cases, each described by a vector of attribute values, and construct from them a mapping from attribute values to classes. C5.0 is one such system that learns decision tree classifiers. It uses a divide-and-conquer approach to growing decision trees. The main difference between C5.0 and other similar decision tree building algorithms is in the test selection and evaluation process. In this study, we used four decision trees (CHAID, CART, QUEST, C5.0) to predict dividend policy decisions.
3. Neural networks
Multi-Layer Perceptron (MLP) are feed-forward neural networks trained with the standard backpropagation algorithm. They are supervised networks so they require a desired response to be trained. They learn how to transform input data into a desired response, so they are widely used for pattern classification. With one or two hidden layers, they can approximate virtually any input-output map. They have been shown to approximate the performance of optimal statistical classifiers in difficult problems. The most popular static network is the MLP [20, 38, 44] .
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RBF networks have a static Gaussian function as the non-linearity for the hidden layer processing elements. The Gaussian function responds only to a small region of the input space where the Gaussian is centered. The key to a successful implementation of these networks is to find suitable centers for the Gaussian functions. This can be done with supervised learning, but an unsupervised approach usually produces better results. The advantage of the RBF network is that it finds the input to output map using local approximators. Usually the supervised segment is simply a linear combination of the approximators. Since linear combiners have few weights, these networks train extremely fast and require fewer training samples [20, 38, 44] .
Experimental design
In this study, we consider all available companies listed in the Korea Exchange (KRX) market for the periods from 1980 to 2000. Although the number of listed companies varies over time, the average number was about 685 during those periods, and we obtained necessary data, such as dividends and stock prices, from the database KIS-SMAT available from Korea Investors Service, Inc. which is a Moody's Korean affiliate. To predict the dividend policy of year 2000 for each company, we use data from 1980 to 1999. Since the database contains many missing data in dividends, we actually use 137 companies which have more than 15 years of dividend records in order to predict future dividend policy. The predictor variables are current dividend (D t ) and past and current stock prices (P t-1 and P t ), and the target variable is future dividend policy which is transformed into +1 or -1 as follows: If D t+1 ≥ D t , then dividend policy is classified as +1; If D t+1 < D t , then dividend policy is -1. According to much finance literature, companies generally follow one of two different dividend policies as follows: (1) Dividend policy=1: If possible, do not reduce dividend payments. (2) Dividend policy= -1: If it is inescapable to reduce dividends, minimize the amount of reduction in dividends. So, in this paper we adopt this convention to classify dividend policy into two.
Each data set is split into two subsets, a training set and a validation (holdout) set. The training data set is used to train the prediction models. The validation data set is used to test the model's prediction performance with the data which have not been used in developing the classification models. Both training subset and validation subset, consisting of 73%(500/685) and 27%(185/685) respectively, are randomly selected. We replicate five times (Set 1 to 5) in data set selection, estimation and testing process in order to reduce the impact of random variation in data set composition [46] .
As the first step of the experiment, four classification tree algorithms such as CHAID, CART, QUEST and C5.0 were used. As shown in Table 1 , the splitting criterion and stopping rule must be considered in designing the classification tree. Because this study was conducted to classify the discrete target variables, chi-square was used as the splitting criterion for CHAID and QUEST; Gini index, for CART; and entropy index, for C5.0. Furthermore, the stopping rule refers to a rule that does not allow splitting and makes the current node become the leaf. It is desirable that the node should not be split any more, based on an appropriate stopping rule, or the node should be removed by pruning. The maximum depth of tree was set at five in the stopping rule because the purity of the child nodes increased compared with that of the parent nodes when it was four or less, but it did not increase when it was five or more. While classification tree algorithms and MLP are based on non-parametric approach, SVM is based on parametric approach, and deeply rooted in mathematical and statistical theory. To implement the principles of SVM, we used the latest version (Version 2.91, April 2010) of LIBSVM [8] after slightly modifying it for our study. The two most important steps in implementation of SVM is scaling and kernel selection: for scaling, we linearly scaled the values of all features to the range [-1, +1] to prevent the cases that features with great numeric ranges dominate those in smaller numeric ranges. Among many available kernel functions (linear, polynomial, radial basis function (RBF), and sigmoid), we used RBF kernel because it is easy to implement and can handle the nonlinear relationship between class labels and features [45] . The parameters that should be optimized for the RBF kernel are the penalty parameter C and the kernel function parameter γ. For median-sized problems, the grid search technique is an efficient way to find the best C and γ [23] . In grid search technique, pairs of (C , γ) are tried and the one with the best cross-validation accuracy is chosen. To improve the generalization ability, grid search uses v-fold cross-validation process. Therefore, in this study, the parameter of RBF kernel γ was set at 0.1 to 1.0, and the parameter of RBF kernel C was set at 10, 20, 40, 60, 80 and 100, to find the optimal parameter values of the kernel function of SVM that has the best prediction performance. Tables 2 and 3 , the optimal values of C and γ were derived using the grid search technique based on five-fold cross-validation. In this study, the parameter of RBF kernel γ was set at 0.1 to 1.0, and the parameter of RBF kernel C was set at 10, 20, 40, 60, 80 and 100, to find the optimal parameter values of the kernel function of SVM that has the best prediction performance. The results of the study showed that the prediction performance of the cross-validation was best when the parameters of RBF kernel, C and γ, were 60 and 0.4, respectively. The average prediction performance was 74.59 %. Table 4 and Figure 1 compare the prediction performances of CHAID, CART, QUEST, C5.0, MLP, and SVM model from five-fold cross validations. The main result of this cross-validation procedure is the average accuracy rates in the five set over the five iterations. We can measure the prediction performance using 'accuracy rate' (or hit ratio) which is calculated by dividing the total number of correct predictions by the total number of predictions. Table 4 shows the average accuracy rate for each model. Among these models, SVM shows the highest level of average accuracy of 74.59% with given test data sets, followed by MLP with 70.70%, and C5.0 with 70.05% next in their performance. CHAID and QUEST had the lowest performance. SVM model always outperforms other models in the performance of dividend policy forecasting, we can predict future dividend policy more correctly than any other models. This enhancement in predictability of future dividend policy can significantly contribute to the correct valuation of a company, and hence those people from investors to financial managers to any decision makers of a company can make use of SVM model for the better financing and investing decision makings which can lead to higher profits and firm values eventually.
Experimental results
As shown in
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Conclusions
Dividend policy is one of most important managerial decisions affecting the firm value. Although there are many studies regarding decision-making problems, such as credit policy decisions through bankruptcy prediction and credit scoring, there is no research, to our knowledge, about dividend prediction or dividend policy forecasting using machine learning approaches in spite of the significance of dividends. In this study, we reported a research where we developed several prediction models for predicting dividend policy decisions. Specially, we used four decision trees, neural networks, and SVM. SVM is a novel classifier based on the statistical learning theory. To increase the performance of classification, the approach of SVM with kernel is usually used in classification tasks. In this study, we used RBF kernel because it is easy to implement and can handle the nonlinear relationship between class labels and features.
We compare the classification accuracy performance between our SVM model and machine learning approaches, and suggest a better dividend policy forecasting model to help a CEO or a BOD make better decision in a corporate dividend policy. The experiments demonstrate that the SVM model always outperforms other models in the performance of dividend policy forecasting, and hence we can predict future dividend policy more correctly than any other models. This enhancement in predictability of future dividend policy can significantly contribute to the correct valuation of a company, and hence those people from investors to financial managers to any decision makers of a company can make use of the SVM model for the better financing and investing decision making which can lead to higher profits and firm values eventually. Moreover, this is particularly important for people who want to obtain a high level of accuracy in advanced areas such as financial decision makings.
