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Abstract
The inverse of linearized polynomials might be a good candidate of vector Boolean functions for
cryptographic applications since it is a generalization of the inverse function that is widely used in
cryptographic primitives. In Crypto 2001, a construction method of vector resilient functions was proposed
using linearized polynomials and linear codes. Unfortunately, the analysis of the algebraic degree of the
inverse of linearized polynomials was wrong. In this paper, we correct the inexact result. More precisely,
we give the exact maximal algebraic degree and an upper bound of the minimal algebraic degree.
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1. Introduction
A Boolean function is a mapping from n-dimensional vector space over F2 to F2 where F2
is the finite field with two elements. Boolean functions are the most fundamental elements of
a number of cryptographic primitives such as block ciphers, stream ciphers, hash functions,
etc. Block ciphers usually utilize S-boxes (regarded as vector Boolean functions) to impose
non-linear properties for security. Classical stream ciphers maintain internal states and some of
them are combined using a Boolean function to generate key stream sequences. Hash functions
compress arbitrary finite length data to a fixed length value using an iterated compression
function that consists of Boolean functions.
Each application requires different criteria on the underlying Boolean functions such as
balancedness, a high algebraic degree, a high algebraic immunity, a high non-linearity, a high
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resiliency, etc. Designing good Boolean functions is a very challenging task since these criteria
have trade-off relationships (Siegenthaler, 1985; Sarkar andMaitra, 2000). Usually, we maximize
some characteristics while optimizing others according to applications.
In Cheon (2001), there was a new approach to design good vector resilient functions using
linearized polynomials over finite fields that will be defined in the following section. Since
linearized polynomials can be regarded as a generalization of the identity function f (x¯) = x¯ ,
the inverse of linearized polynomials is a generalization of the inverse function that has good
cryptographic properties. Thus the inverse of linearized polynomials might be a good candidate
of vector Boolean functions for cryptographic applications.
Unfortunately, the analysis in Cheon (2001) of the algebraic degree of the inverse of linearized
polynomials was wrong. In this paper we correct the inexact result. More precisely, we give exact
maximal algebraic degrees and upper bounds of minimal algebraic degrees.
This paper is organized as follows: First, we introduce some notations and definitions of the
algebraic degree and the linearized polynomial in the following section. In Section 3, we describe
some properties of linearized polynomials that will be used in the next section. Then the maximal
and minimal algebraic degrees of the inverse of linearized polynomials will be given in Sections 4
and 5. Finally, we make a conclusion in Section 6.
2. Notations and definitions
Let F2n be the finite field with 2n elements and Fn2 be the n-dimensional vector space over
F2. If we fix a basis {ξ0, ξ1, . . . , ξn−1} of F2n over F2, then there is a natural isomorphism
φ : F2n → Fn2 as follows:
x¯ =
n−1∑
i=0
xiξi ∈ F2n ↔ (x0, x1, . . . , xn−1) ∈ Fn2 .
Thus we can regard F2n as Fn2 for a fixed basis. We will write an element of the finite field F2n
(or the vector space Fn2 via the isomorphism) with bar notation x¯ .
A Boolean function is a mapping from Fn2 to F2. Any Boolean function f can be uniquely
represented by a multivariate polynomial over F2 as follows:
f (x0, x1, . . . , xn−1) = c +
∑
i
ai xi +
∑
0≤i< j<n
ai j xi x j + · · · + a01···n−1x0x1 · · · xn−1,
for c, ai , ai j , · · · ∈ {0, 1}. The representation is called the algebraic normal form. The algebraic
degree of f (denoted by deg f ) is defined to be the maximal number of variables in non-zero
terms of the algebraic normal form of f .
Let F(x¯) be a polynomial over F2n . Then F(x¯) can be regarded as a vector of Boolean
functions with n-variables via the above isomorphism.
F(x¯) = ( f0(x0, . . . , xn−1), f1(x0, . . . , xn−1), . . . , fn−1(x0, . . . , xn−1)),
where x¯ = ∑i xiξi . For vector Boolean functions, there are several Boolean functions as
component functions. Hence we have to define the algebraic degree of vector Boolean functions.
There are two directions: One is maximal degree and the other is minimal degree.
Definition 1. Let F be a polynomial over F2n as above. The maximal algebraic degree degM (F)
of F is
degM (F) = max
i
{algebraic degree of fi }.
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The minimal algebraic degree degm(F) of F is
degm(F) = min
c¯∈F2n
{algebraic degree of Tr(c¯F(x¯))},
where Tr : F2n → F2 is the trace map defined by Tr(x¯) = x¯ + x¯2 + · · · + x¯2n−1 , for x¯ ∈ F2n .
For maximal definition, there was a result about the maximal algebraic degree of almost bent
functions (Carlet et al., 1998).
Suppose {ζ0, . . . , ζn−1} be the dual basis of the given basis {ξ0, . . . , ξn−1} such that
Tr(ζiξ j ) = δi j where δi j is the Kronecker function. If we take c¯ = ∑i ciζi in the
minimal definition of algebraic degree, then Tr(c¯F(x¯)) is a linear combination of fi s such that
Tr(c¯F(x¯)) = ∑i ci fi (x0, . . . , xn−1). When we use vector Boolean functions for cryptographic
applications, the minimal definition may be more important since attackers could exploit the
property if the algebraic degree of Tr(c¯F(x¯)) is relatively low for some c¯ ∈ F2n .
We note that the algebraic degree of polynomials is invariant under the choice of basis. Let
B0 = {ξ0, . . . , ξn−1} and B1 = {ζ0, . . . , ζn−1} be two bases of F2n . Then there is the non-
singular matrix A such that (ξ0, . . . , ξn−1)T = A(ζ0, . . . , ζn−1)T where vT is the transpose of v.
Let F be a polynomial over F2n such that F = f0ξ0 + · · · + fn−1ξn−1 under the basis B0 where
each fi is a Boolean function. By the change of variables, we have F = f ′0ζ0 + · · · + f ′i ζn−1
where f ′i =
∑
j ai, j f j and A = (ai, j ). Since A is non-singular we have fi =
∑
j a
′
i, j f
′
j where
A−1 = (a′i, j ). Thus we have that max{deg f ′i } is equal to max{deg fi }.
On the other hand any linear combination of fi is represented as a linear combination of∑
j ai, j f j since A is non-singular and vice versa. Thus the maximal and minimal algebraic
degrees of F are invariant under the choice of basis.
Definition 2. A linearized polynomial L(x¯) is a polynomial over F2n such that every term of
L(x¯) has degree a power of 2 as a univariate polynomial (Lidle and Niederreiter, 1997).
L(x¯) =
n−1∑
i=0
c¯i x¯
2 j ,
for c¯i ∈ F2n .
An equivalent definition is that the set of roots of L(x¯) in its splitting field forms a vector space
over F2. Let V be a subspace of F2n . We define the linearized polynomial LV (x¯) corresponding
to V by
LV (x¯) = c¯
∏
ζ¯∈V
(x¯ + ζ¯ ),
for any non-zero constant c¯ ∈ F2n .
3. Some properties of linearized polynomials
We introduce two lemmas about linearized polynomials. One is the representation of the
linearized polynomial corresponding to (n−1)-dimensional subspace and the other is the explicit
form of the product of linearized polynomials that correspond to (n− 1)-dimensional subspaces.
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Lemma 3. Let V (n−1) be an (n − 1)-dimensional subspace of Fn2 and L(n−1)(x¯) be a linearized
polynomial corresponding to V (n−1). If L(n−1)(x¯) is represented as L(n−1)(x¯) = x¯2n−1 +
a¯n−2 x¯2
n−2 + · · · + a¯0 x¯ , then all the coefficients of L(n−1)(x¯) are non-zero and
L(n−1)(x¯) =
{
0 if x¯ ∈ V (n−1),
1/a¯0 if x¯ 6∈ V (n−1).
Proof. Suppose a¯i = 0 for some 0 < i < n − 1. Since x¯2n = x¯ , L(n−1)(x¯)2n−1−i is of degree
at most 2n−2 with respect to x¯ . But the roots of L(n−1)(x¯)2n−1−i contain all roots of L(n−1)(x¯)
whose number is 2n−1. This is a contradiction.
On the other hand, we have
a¯0L
(n−1)(x¯) = a¯0 x¯2n−1 + a¯0a¯n−2 x¯2n−2 + · · · + a¯0a¯1 x¯2 + a¯20 x¯,
a¯20L
(n−1)(x¯)2 = a¯20 a¯2n−2 x¯2
n−1 + a¯20 a¯2n−3 x¯2
n−2 + · · · + a¯40 x¯2 + a¯20 x¯ .
Since both a¯0L(n−1)(x¯) and a¯20L(n−1)(x¯)2 have the same roots and the coefficients of x¯
are the same, they should be identical. Therefore we have a¯i = a¯2i+1−10 and L(x¯) = 1/a¯0 if
x¯ 6∈ V (n−1). 
By Lemma 3, we can normalize L(n−1)(x¯) by multiplying a suitable element such that
L(n−1)(x¯) =
{
0 if x¯ ∈ V (n−1),
1 if x¯ 6∈ V (n−1).
Corollary 4. Any normalized linearized polynomial L(n−1)(x¯) corresponding to (n − 1)-
dimensional subspace V can be represented in the following form:
L(n−1)(x¯) = c¯2n−1 x¯2n−1 + c¯2n−2 x¯2n−2 + · · · + c¯2 x¯2 + c¯x¯,
where c¯ =∑ζ∈V ζ 2n−2 =∑ζ∈V ∗ ζ−1 and V ∗ = V \{0}.
Proof. By the argument of the proof of Lemma 3, we can represent L(n−1)(x¯) in the above form
for some constant c¯. Then we have
c¯
c¯2n−1
=
∏
ξ∈V ∗
ξ, and
c¯2
c¯2n−1
=
∑
ζ∈V ∗
∏
ξ∈V ∗
ξ/ζ.
This completes the proof. 
Lemma 5. Let V (n−1)i be distinct (n − 1)-dimensional subspaces for 0 ≤ i < k ≤ n such that⋂k−1
i=0 V
(n−1)
i is an (n−k)-dimensional subspace. Let L(n−1)i (x¯) be the corresponding normalized
linearized polynomials. Then
∏
i L
(n−1)
i (x¯) has the maximal algebraic degree of k.
Proof. Since V (n−1)i is an (n−1)-dimensional subspace of Fn2 , there is a linear Boolean function
fi such that fi (x¯) = 0 holds if and only if x¯ ∈ V (n−1)i . Suppose that fi are not linearly
independent, that is
∑
i∈I fi = 0 for some non-zero subset I ⊂ {0, 1, . . . , k − 1}. We may
assume that 0 ∈ I and I ∗ = I\{0}. Then we have⋂
i∈I ∗
V (n−1)i ⊂ V (n−1)0 .
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Thus
⋂k−1
i=0 V
(n−1)
i =
⋂k−1
i=1 V
(n−1)
i . However the dimension of
⋂k−1
i=1 V
(n−1)
i is at least
n − (k − 1), this contradicts the assumption. Therefore fi are linearly independent.
If 1 =∑ j a jξ j for a j ∈ {0, 1}, then it is easy to check that L(n−1)i (x¯) =∑ j a j fi (x¯)ξ j where
x¯ =∑ j x jξ j . Since L(n−1)i (x¯) is the normalized polynomial, we have
k−1∏
i=0
L(n−1)i (x¯) =
{
0 if x¯ ∈ V (n−1)j for some j,
1 if x¯ 6∈ V (n−1)j for all j.
That is,
∏k−1
i=0 L
(n−1)
i (x¯) = 1 if and only if f j (x¯) = 1 for all j . Hence,
k−1∏
i=0
L(n−1)i (x¯) =
(
a0
k−1∏
i=0
fi (x¯), a1
k−1∏
i=0
fi (x¯), . . . , an−1
k−1∏
i=0
fi (x¯)
)
.
Since fi are linearly independent, the algebraic degree of
∏k−1
i=0 fi is k. This completes the
proof. 
For the completeness of the paper, we give an explicit proof that the algebraic degree of x¯−1
over F2n is n − 1 using Lemma 3. Note that x¯−1 means x¯2n−2, that is, we define 0−1 = 0 in this
paper.
Theorem 6. For the inverse function defined over F2n , the algebraic degree is as follows:
degm(x¯
−1) = degM (x¯−1) = n − 1.
Proof. Since the algebraic degree is invariant under the choice of a basis, we take {ξ0, . . . , ξn−1}
as a normal basis such that ξi = ξ2i for some ξ . Let x¯ = x0ξ0 + · · · + xn−1ξn−1. We recall the
identity 2n − 2 = 1+ · · · + 2n−1. Then we have
x¯−1 = x¯2n−2 = x¯ x¯2 · · · x¯2n−1
= (xn−1ξ0 + x0ξ1 + · · · + xn−2ξn−1) · (xn−2ξ0 + xn−1ξ1 + · · · + xn−3ξn−1)
· · · (x1ξ0 + x2ξ1 + · · · + x0ξn−1)
= c¯x1x2 · · · xn−1 + c¯2x0x2 · · · xn−1 + · · · + c¯2n−1x0x1 · · · xn−2
+ terms of lower degree,
for a constant c¯ ∈ F2n .
It is easy to show inductively that the coefficient of xi0xi1 · · · xik in x¯−1 is
∑
ζ∈V ζ−1 where
V is the subspace generated by {ξi0 , ξi1 , . . . , ξik }. Thus we have
c¯ =
∑
ζ∈W
1
ζ
,
where W is the (n− 1)-dimensional vector space generated by {ξ1, ξ2, . . . , ξn−1}. Let LW be the
normalized linearized polynomial corresponding to W . Then
LW (x¯) = c¯2n−1 x¯2n−1 + · · · + c¯2 x¯2 + c¯x¯,
by Corollary 4. Thus c¯ is not zero and the maximal algebraic degree of x¯−1 is n − 1. Moreover
c¯2
i
is the coefficient of x¯ in the normalized linearized polynomial corresponding to the subspace
generated by {ξ0, ξ1, . . . , ξn−1}\{ξi } by the similar argument. Thus all c¯2i are distinct.
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Let fi (x0, . . . , xn−1) be the terms of degree n−1 in the i th component Boolean function with
respect to the basis of {ξ0, . . . , ξn−1}, that is,
x¯−1 =
∑
i
fi (x0, . . . , xn−1)ξi + terms of lower degree.
Let c¯ =∑i ciξi . Then
f0(x0, . . . , xn−1)
f1(x0, . . . , xn−1)
...
fn−1(x0, . . . , xn−1)
 =

c0 cn−1 · · · c1
c1 c0 · · · c2
...
...
. . .
...
cn−1 cn−2 · · · c0


x1x2 · · · xn−1
x0x2 · · · xn−1
...
x0x1 · · · xn−2
 .
In order to show that degm(x¯
−1) = n−1, we have to show that polynomials fi (x0, . . . , xn−1)
are linearly independent. The each column vector in the above matrix corresponds to
(c¯, c¯2, . . . , c¯2
n−1
) with respect to a basis {ξ0, . . . , ξn−1}. Therefore it is sufficient to show that
(c¯, c¯2, . . . , c¯2
n−1
) is linearly independent.
We have already showed that all ci s are not 1 and they are distinct from each other since c¯2
i
are
distinct. This implies that if (c¯, c¯2, . . . , c¯2
n−1
) is linearly dependent then c¯+ c¯2+· · ·+ c¯2n−1 = 0
since their components are cyclic with respect to the basis. However LW (1) 6= 0 since 1 6∈ W .
This is a contradiction. Therefore (c¯, c¯2, . . . , c¯2
n−1
) is linearly independent. 
4. Maximal algebraic degree of L(x¯)−1
Let V be a w-dimensional subspace of Fn2 and L(x¯) be the corresponding linearized
polynomial for w ≥ 0. If w = 0, then V = {0}. Otherwise, we can choose a basis
{ξ0, ξ1, . . . , ξw−1} of V . Let V0 = {0} and Vi be the subspace of V spanned by {ξ0, . . . , ξi−1} for
1 ≤ i ≤ w and L i be the linearized polynomial corresponding to Vi . Then it is easy to show that
L i+1(x¯) = L i (x¯)L i (x¯ + ξi ) where L0(x¯) = x¯ .
Let F(x¯) = L(x¯)−1 such that F(x¯) = 0 for x¯ ∈ V . Then Theorem 2 in Cheon (2001) stated
that the maximal algebraic degree of F(x¯) is n−w−1. In this section, we will correct this wrong
statement. Define another polynomial Si (x¯) as follows:
S0(x¯) = x¯−1,
Si (x¯) =
∑
ζ∈Vi
(x¯ + ζ )−1 for 1 ≤ i ≤ w.
Then Si (x¯) = Si−1(x¯)+ Si−1(x¯ + ξi−1) by the definition.
Lemma 7. Suppose L i (x¯) and Si (x¯) are defined as above. Then we have
Si (x¯) =

∑
ζ∈Vi
ζ−1 if x¯ ∈ Vi ,(
i−1∏
j=0
L j (ξ j )
)
L i (x¯)−1 if x¯ 6∈ Vi .
Proof. If x¯ ∈ Vi then x¯ + Vi is identical to Vi since Vi is a vector space. Therefore it is trivial
that the first statement holds for all i .
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For i = 1, L1(x¯) = x¯(x¯ + ξ0) and S1(x¯) = x¯−1 + (x¯ + ξ0)−1 since V1 = {0, ξ0}. If x¯ 6∈ V1
then
S1(x¯) = 1x¯ +
1
x¯ + ξ0 =
ξ0
x¯(x¯ + ξ0) ,
since both x¯−1 and (x¯ + ξ0)−1 are non-zero. Thus the second statement holds for i = 1.
We use the induction on i . Assume that our lemma holds for i ≤ k. If x¯ 6∈ Vk+1, then
x¯, x¯ + ξk 6∈ Vk+1. That is Lk(x¯) 6= 0 and Lk(x¯ + ξk) 6= 0. Hence we have
Sk+1(x¯) = Sk(x¯)+ Sk(x¯ + ξk)
=
(
k−1∏
j=0
L j (ξ j )
)(
Lk(x¯)
−1 + Lk(x¯ + ξk)−1
)
=
(
k−1∏
j=0
L j (ξ j )
)(
Lk(ξk)Lk+1(x¯)−1
)
.
This completes the proof. 
Theorem 8. The maximal algebraic degree of F(x¯) = L(x¯)−1 is as follows:
degM (F) =
{
n − w − 1 if ∑ζ∈V ζ−1 = 0,
n − w if ∑ζ∈V ζ−1 6= 0.
Proof. Consider L(x¯)2
n−1. It is trivial that
L(x¯)2
n−1 =
{
0 if x¯ ∈ V,
1 if x¯ 6∈ V .
Since the dimension of V is w, there are n−w distinct (n−1)-dimensional subspaces V (n−1)i
of Fn2 such that
V =
n−w⋂
i=1
V (n−1)i .
Let L(n−1)i (x¯) be the normalized linearized polynomials corresponding to V
(n−1)
i according to
Lemma 3. Then we have(
n−w∏
i=1
(L(n−1)i (x¯)+ 1)
)
=
{
1 if x¯ ∈ V,
0 if x¯ 6∈ V,
and
L(x¯)2
n−1 =
(
n−w∏
i=1
(L(n−1)i (x¯)+ 1)
)
+ 1.
Therefore the maximal algebraic degree of the right-hand side of the above equation is exactly
n − w by Lemma 5. The left-hand side of the above equation is represented as L(x¯)2n · L(x¯)−1.
Since L(x¯)2
n
is linear, degM (L(x¯)
−1) ≥ n − w − 1.
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For w = 0, this is trivial since x¯−1 has the algebraic degree n − 1 by Theorem 6. Now we
assume that w > 0. By Lemma 7, we have(
w∏
j=1
L j−1(ξ j )
)
1
L(x¯)
=
Sw(x¯)+
∑
ζ∈V
ζ−1 if x¯ ∈ V,
Sw(x¯) if x¯ 6∈ V .
That is, we obtain the following relation.(
w∏
j=1
L j−1(ξ j )
)
1
L(x¯)
= Sw(x¯)+
∑
ζ∈V
ζ−1
(
n−w∏
i=1
(L(n−1)i (x¯)+ 1)
)
. (1)
Since Si (x¯) = Si−1(x¯)+ Si−1(x¯ + ξi ), the algebraic degree of Si (x¯) is one unit less than that
of Si−1(x¯). Hence
deg(Si ) ≤ deg(S0)− i = n − 1− i.
Therefore if
∑
ζ∈V ζ−1 = 0, deg(L(x¯)−1) = n − 1 − w. Otherwise, the algebraic degree of∑
ζ∈V ζ−1
(∏n−w
i=1 (L
(n−1)
i (x¯)+ 1)
)
is exactly n − w by Lemmas 5 and 7. This completes the
proof. 
Consider c¯ =∑ζ∈V ζ−1. We can represent c¯ as follows:
c¯ =
∑
ξ∈V \{0}
( ∏
ζ∈V \{0,ξ}
ζ
)
∏
ζ∈V \{0}
ζ
.
It is easy to show that the denominator is the coefficient of the x¯-term in L(x¯) which is non-zero
and the numerator is the that of x¯2-term in L(x¯). Therefore the statement that c¯ = 0 is equivalent
to the statement that the coefficient of the x¯2-term in L(x¯) is zero.
Example 1. Let V be an (n−1)-dimensional subspace and L(x¯) be the corresponding linearized
polynomial. Then all the coefficients of L(x¯) are non-zero, thus deg(L−1) is n− (n− 1) = 1. In
fact, since L(x¯)2 = a2n−2L(x¯) by Lemma 3, L(x¯)−1 is also linear.
Example 2. Let n = 6 and α be a root of the minimal polynomial x¯6 + x¯ + 1 = 0. Let V be a
3-dimensional subspace spanned by {1, α3 + α2 + α, α4 + α2 + α}. Then we have (by manual
calculation)
L0(x¯) = x¯,
L1(x¯) = x¯2 + x¯,
L2(x¯) = x¯4 + (α4 + α3)x¯2 + (α4 + α3 + 1)x¯,
L(x¯) = x¯8 + x¯ .
Therefore, the maximal algebraic degree of L(x¯)−1 is 2 by Theorem 8. In fact, L(x¯)−1 is as
follows:
L(x¯)−1 = x¯24 + x¯17 + x¯10 + x¯3.
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5. Minimal algebraic degree of L(x¯)−1
In this section, we investigate the minimal algebraic degree of L(x¯)−1. It is not easy to
determine the minimal algebraic degree since we have to consider all linear combinations of
each component Boolean functions.
Lemma 9. Let Si (x¯) be the polynomial defined as in the previous section. The minimal algebraic
degree of Si (x¯) is as follows:
degm(S0) = n − 1
degm(Si ) ≤ n − i − 2 if 1 ≤ i ≤ n − dlog2 ne
degm(Si ) = 0 if i > n − dlog2 ne.
Proof. By Theorem 6, the first statement holds. Let fi (x) for 0 ≤ i < n be the component
Boolean functions of S0(x¯). Then each component Boolean function of S1(x¯) is fi (x¯)+ fi (x¯ +
ξ1). Suppose that ξ1 =∑ j b jξ j for some b j ∈ {0, 1}.
We know that there are only n homogeneous Boolean functions of degree n − 1 with n-
variables as follows:
gi (x0, . . . , xn−1) =
(
n−1∏
j=0
x j
)/
xi .
Since degm(S0) = n− 1, maximal terms of fi contain at least one gi and any linear combination
of gi can be represented as a linear combination of maximal terms of fi .
Let I be the index that bi is not zero for i ∈ I . By the above argument, there is an index J
such that the maximal terms of
∑
i∈J fi (x¯) are equal to
∑
i∈I gi (x¯). It is easy to show that∑
i∈I
(gi (x¯)+ gi (x¯ + ξ1)) = 0.
Hence the terms of degree n − 2 are eliminated in the ∑i∈J ( fi (x¯) + fi (x¯ + ξ1)), that is the
minimal algebraic degree of S1(x¯) is at most n − 3.
By the definition of Si (x¯), Si+1(x¯) = Si (x¯) + Si (x¯ + ξi+1). Hence the minimal algebraic
degree of Si+1(x¯) is less than that of Si (x¯). This proves the second claim.
For the third claim, it is enough to show that there is a dependent relation between the
component Boolean functions of Si (x¯) when i > n − dlog2 ne. Let Vi (resp. W ) be the
i-dimensional (resp. (n − i)-dimensional) subspace of Fn2 spanned by {ξ1, ξ2, . . . , ξi } (resp.
{ξi+1, . . . , ξn}). Then Fn2 is divided by 2n−i disjoint subsets as follows:
Fn2 =
⋃
ζ∈W
(Vi + ζ ).
Since Si (x¯) is constant on each subset, the image of Si (x¯) consists of at most 2n−i elements.
That is, the j th component Boolean function of Si (x¯), f j (x¯) corresponds to the j th column of
the images. Thus we can regard f j (x¯) as a vector whose components comprise the j th column
of the images with length 2n−i . Therefore, if 2n−i < n, then there is a linearly dependent relation
between the component functions. This completes the proof. 
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Theorem 10. The minimal algebraic degree of F(x¯) = L(x¯)−1 is as follows:
degm(F) = degm(S) if
∑
ζ∈V
ζ−1 = 0,
degm(F) ≤ degM (S) = n − w − 1 if
∑
ζ∈V
ζ−1 6= 0.
Proof. From Eq. (1), if
∑
ζ∈V ζ−1 = 0 then degm(L−1) = degm(Sw) when V is a w-
dimensional subspace. On the other hand, if
∑
ζ∈V ζ−1 6= 0 then
(∏n−w
i=1 L
(n−1)
i (x¯)
)
contributes
to the algebraic degree. However we know that all non-zero components of
(∏n−w
i=1 L
(n−1)
i (x¯)
)
are the same by Lemma 5. Hence we can take a linear combination of L(x¯)−1 such that the
part
(∏n−w
i=1 L
(n−1)
i (x¯)
)
cancels. Thus we have the following theorem for the minimal algebraic
degree of L(x¯)−1. 
6. Conclusion
In this paper, we investigated the algebraic degree of the inverse of linearized polynomials.
For vector Boolean functions, we can define the algebraic degree by either the maximal degree
of components or the minimal degree of linear combination of components. Actually the analysis
was performed in Crypto 2001, but the result was not correct. Hence we corrected the inexact
result and gave the exact maximal algebraic degree and an upper bound on the minimal algebraic
degree.
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