System identification of jack-up platform by WANG XIAOMEI
SYSTEM IDENTIFICATION OF JACK-UP 


























SYSTEM IDENTIFICATION OF JACK-UP 























A THESIS SUMBITTED 
FOR THE DEGREE OF DOCTOR OF PHILOSOPHY 
DEPARTMENT OF CIVIL AND ENVIRONMENTAL ENGINEERING 






First of all, I would like to thank my supervisor, Professor Koh Chan Ghee, for his 
instructive advice and profound guidance throughout my PhD study in Department of 
Civil and Environmental Engineering, National University of Singapore. I also appreciate 
the assistance from technical staff in structure laboratory, and special thanks to Ms Annie 
Tan for her great help. 
 
The completion of this study was financially supported by the research scholarship from 
National University of Singapore and the research grants (R-264-000-226-305 and R-
264-000-226-490) funded by Agency for Science, Technology and Research (A*STAR) 
and Maritime and Port Authority (MPA) of Singapore. 
 
I also would like to thank my colleagues in the Department for their help and support. 
Also, many thanks to my friends for the happiness they shared with me. 
 
Last but not least, I am very grateful to my family, my dearest parents and elder brother, 







Table of Contents 
 
Acknowledgement ....................................................................................... i 
Table of Content ........................................................................................ ii 
Abstract ..................................................................................................... vi 
List of Tables ........................................................................................... viii 
List of Figures ............................................................................................. x 
Nomenclature ........................................................................................... xii 
 
Chapter 1 Introduction ............................................................................... 1 
1.1 Introduction to System Identification ................................................................ 3 
1.1.1 Classical Methods ...................................................................................................5 
1.1.1.1 Filtering Methods .............................................................................................5 
1.1.1.2 Least Squares Methods .....................................................................................6 
1.1.1.3 Instrumental Variable Method .........................................................................7 
1.1.1.4 Gradient Search Methods .................................................................................7 
1.1.1.5 Maximum Likelihood Method ...........................................................................8 
1.1.1.6 Natural Frequency Based Method....................................................................8 
1.1.1.7 Mode Shape Based Methods .............................................................................9 
1.1.2 Non-Classical Methods .........................................................................................10 
1.1.2.1 Simulated Annealing Method .........................................................................11 
1.1.2.2 Particle Swarm Optimization Method ............................................................12 
1.1.2.3 Artificial Neural Networks Method ................................................................12 
1.1.2.4 Genetic Algorithms Method ............................................................................13 
  
iii 
1.2 Offshore Structures ............................................................................................... 18 
1.2.1 Wave Forces on Offshore Structures.....................................................................19 
1.2.1.1 Ocean Wave ....................................................................................................19 
1.2.1.2 Load and Response .........................................................................................23 
1.2.2 Overview of Jack-up Platform ..............................................................................24 
1.2.3 System Identification of Offshore Structures ........................................................27 
1.3 Objective and Scope ............................................................................................. 29 
1.4 Research Significance .......................................................................................... 30 
 
Chapter 2 Dynamic Analysis of Jack-up Platform ................................. 33 
2.1 Numerical Model .................................................................................................. 34 
2.1.1 Structure Model .....................................................................................................34 
2.1.2 Boundary Conditions .............................................................................................36 
2.1.3 Wave Model ..........................................................................................................40 
2.2 Dynamic Analysis in Time Domain ................................................................. 43 
2.2.1 Substructure Method with “Quasi-Static” Concept ..............................................45 
2.2.2 Substructure Method with Trapezoidal Rule of Integration ..................................46 
2.3 Dynamic Analysis in Frequency Domain ....................................................... 47 
2.4 Numerical Results ................................................................................................. 50 
2.4.1 Model Configuration .............................................................................................50 
2.4.2 Time Domain Analysis Results .............................................................................55 
2.4.3 Frequency Domain Analysis Results ....................................................................58 
2.4.4 Comparison between Time Domain Analysis and Frequency Domain Analysis .60 
2.5 Summary ................................................................................................................. 62 
 
Chapter 3 Substructural Identification of Jack-up Model in Time 
Domain ...................................................................................................... 65 
3.1 System Identification Strategy in Time Domain ........................................... 67 
3.1.1 Output-only Method ..............................................................................................67 
  
iv
3.1.2 Measurement and Fitness Function .......................................................................69 
3.1.3 Procedure of System Identification in Time Domain ............................................71 
3.2 System Identification of Substructure 1 .......................................................... 74 
3.2.1 Sensitivity Study ...................................................................................................74 
3.2.2 Numerical Results .................................................................................................77 
3.3 System Identification of Substructure 2 .......................................................... 82 
3.3.1 Sensitivity Study ...................................................................................................82 
3.3.2 Numerical Results .................................................................................................86 
3.4 Damage Detection in Time Domain ................................................................. 90 
3.5 Summary ................................................................................................................. 93 
 
Chapter 4 Substructural Identification of Jack-up Model in Frequency 
Domain ...................................................................................................... 95 
4.1 System Identification Strategy in Frequency Domain ................................. 96 
4.1.1 Measurement and Fitness Function .......................................................................96 
4.1.2 Procedure of System Identification in Frequency Domain ...................................99 
4.1.3 Comparisons between Time Domain Identification and Frequency Domain 
Identification ................................................................................................................102 
4.2 System Identification of Substructure 1 ........................................................104 
4.2.1 Sensitivity Study .................................................................................................105 
4.2.2 Numerical Results ...............................................................................................108 
4.3 System Identification of Substructure 2 ........................................................113 
4.3.1 Sensitivity Study .................................................................................................113 
4.3.2 Numerical Results ...............................................................................................116 
4.4 Damage Detection in Frequency Domain .....................................................120 
4.5 Summary ...............................................................................................................122 
 
Chapter 5 Experimental Study for Support Fixity Identification ........ 125 
5.1 Model Design .......................................................................................................125 
  
v
5.2 Preliminary Tests ................................................................................................128 
5.2.1 Static Tests for Spring Supports ..........................................................................128 
5.2.2 Static Tests for Legs ............................................................................................131 
5.2.3 Impact Tests for Jack-up Model ..........................................................................134 
5.3 Main Dynamic Tests for Support Fixity Identification .............................136 
5.3.1 Excitation Force ..................................................................................................136 
5.3.2 Instrumentation ....................................................................................................137 
5.3.3 System Identification ...........................................................................................138 
5.4 Summary ...............................................................................................................142 
 
Chapter 6 Conclusions and Future Work ............................................. 143 
6.1 Conclusions ..........................................................................................................143 
6.2 Recommendation for Future Work .................................................................147 
 
References ............................................................................................... 150 
Publication .............................................................................................. 168 
Appendix A Newmark Method .............................................................. 169 









As demands for offshore exploration and production of oil and gas continue to increase, 
structural health monitoring of offshore structures has become increasingly important for 
mainly two reasons: (a) validating modeling and analysis, and (b) providing timely 
information for early warning and damage detection. Implementation of system 
identification using the measured signals will result in significant gains in safety and 
cost-effectiveness of design and maintenance. However, there is no known effective 
strategy for global system identification of offshore structures. Thus the main objective of 
this research is to develop robust and effective identification strategies for offshore 
structures with focus on jack-up platforms that have been widely used in shallow waters. 
As an illustration example, system identification of jack-up platform is studied in this 
research. The study involves the use of substructural identification (Sub-SI) and Genetic 
Algorithms (GA) method. 
 
Modeled by finite element method, dynamic analysis of jack-up platform is studied. 
Considering the critical parts, a single leg is studied and divided into two substructures. 
One of the challenges is that initial conditions are not necessarily known and need to be 
addressed in time domain method. Alternatively, spectral analysis can be used and thus a 
frequency domain method is also developed. Taking a jack-up platform in the North Sea 
as an example, complete structural analysis and substructural analysis are carried out in 
time domain and in frequency domain for validation which will be needed in the forward 
analysis used in GA-based system identification.  
  
vii
On the basis of Sub-SI and GA method, time domain and frequency domain identification 
methods are developed to address the multiple challenges involved in system 
identification of offshore platform, including unknown wave loading, unknown initial 
conditions, unknown hydrodynamic effects and unknown support fixity. The proposed 
strategies are developed as output-only methods and applicable to deal with unknown 
initial conditions. With hydrodynamic coefficients and Rayleigh damping coefficients as 
unknown parameters, identification of leg stiffness and spudcan fixity is the central point 
of this research. The numerical simulation results show that structural stiffness can be 
accurately identified even with noisy effects. By identifying structural stiffness changes, 
damage detection is also performed with good accuracy.  
 
To further substantiate the proposed methods, an experimental study is carried out for a 
small-scale jack-up model supported on a particular design with springs and bearings. 
The focus of this partial verification study is on the identification of support fixity. 
Preliminary tests are conducted to verify the experimental model, and dynamic tests 
using linear and angular sensors show that the support fixity can be well identified by the 
proposed methods in time domain and frequency domain. 
 
Therefore, the proposed identification strategies are effective and applicable to offshore 
jack-up platform which should sever as useful non-destructive methods for existing 
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Chapter 1 Introduction 
 
System identification is an inverse analysis of dynamic system to identify system 
parameters based on given input and output (I/O) information. There are three basic 
components in system identification: input excitation, dynamic system and output 
response. In structural engineering, system identification is generally applied to 
parameter identification and structural health monitoring. By means of parameter 
identification, stiffness and damping of the dynamic system can be identified to update or 
calibrate the numerical model so as to better predict structural response and build cost-
effective engineering structures. Furthermore, system identification methods can 
potentially be developed as a useful non-destructive evaluation method and can provide 
an in-service condition assessment or health monitoring of existing and retrofitted 
structures. In early days, only visual inspection by UAV or ROV and local non-
destructive techniques such as ultrasound detection and acoustic emission method are 
available for structural health monitoring. However, visual inspection is often incomplete 
and local non-destructive techniques are limited to detection of individual structural 
components. In this regard, implementation of identification methods is able to globally 
and quantitatively identify the dynamic system as a real time strategy. Considerable 
system identification methods have been developed including classical methods and non-
classical methods and some methods will be extensively introduced in the first section of 
this chapter.  
 




System identification methods have been widely applied to onshore structures such as 
buildings and bridges. As demands for offshore exploration and production continue to 
increase, it is necessary to extend the implementation of system identification in offshore 
engineering field to provide operators useful and timely information to detect adverse 
changes and present structural failure. Accidents and injuries are too common on offshore 
platforms. For example, more than 60 offshore workers died and more than 1,500 
suffered injuries related to offshore energy exploration and production in the Gulf of 
Mexico from 2001 through 2009, according to the data from the U.S. Minerals 
Management Service. Considering the relatively small cost incurred as compared to the 
total project cost and serious consequence of any undesired event, it is clear that system 
identification of offshore structures is highly beneficial and necessary to apply. However, 
compared to onshore structures, offshore structures experience more complex dynamic 
system in ocean environmental conditions and present more challenges for system 
identification. Many uncertainties are involved, such as water structure interaction and 
unknown initial conditions for structural response, which make system identification 
more difficult due to the ill-conditioned nature of inverse analysis. Besides, 
environmental loads, especially random wave forces, are difficult to determine or 
measure in practice. It is therefore necessary to develop robust and effective strategies for 
system identification of offshore structures.  
 
Due to better cost-effectiveness and mobility, jack-up platforms have been installed and 
operated from initially shallow waters to deeper waters recently, where harsher 
environmental conditions are involved. In order to provide accurate safety assessment 




and early identification of potential damage, system identification of jack-up platform is 
highly recommended to develop and apply. Therefore, jack-up platform is taken as an 
illustration example to study in this research. 
 
1.1 Introduction to System Identification 
 
System identification is challenging mainly in two aspects. First, identification of large 
structures normally involves a large number of unknown parameters. The difficulty of 
convergence and good accuracy increases drastically as the number of unknown 
parameters increases. This necessitates a special strategy which divides the structural 
system into smaller systems so that the number of unknowns decreases and hence 
convergence difficulty can be reduced. To this end, Koh et al. (1991) first proposed a 
“Substructural Identification” strategy and used the extended Kalman filter (EKF) as a 
numerical tool to illustrate its significant improvement in terms of identification accuracy 
and efficiency. To account for substructural analysis, interface measurements are 
necessary and taken as additional input excitations. Many subsequent works (Oreta and 
Tanabe 1994; Yun and Lee 1997; Herrman and Pradlwarter 1998) adopted the 
substructure concept to solve different kinds of identification problems. Koh et al. (1995a; 
b) also proposed another strategy to reduce the number of unknowns involving improved 
condensation method for multi-story frame buildings. The aforementioned research 
mainly involved classical identification methods. Recently, with rapid increase in 
available computational speed, non-classical methods have become increasingly popular 




such as Genetic Algorithms (GA) methods. Substructural identification based on GA 
methods was developed for high rise buildings (Koh et al. 2000; 2003b).  
 
The second main challenge in system identification is to identify a structure without any 
input (excitation) information or with incomplete input information. In many cases, input 
measurement is difficult to accurately measure or determine. Different techniques have 
been applied in this field, including KF-WGI techniques with running load (Hoshiya and 
Maryama 1987), the stochastic-adaptive techniques (Safak 1989), free-decay curve 
analysis (Ibrahim 1983; Kung et al. 1989; Mickleborough and Pi 1989; Hac and Spanos 
1990), the stochastic approach (Kozin 1983; Wedig 1983), the random decrement 
technique (Yang et al. 1985; Tsai et al. 1988), the iterative least square with unknown 
input (ILS-UI) technique(Wang and Haldar 1994), and Genetic Algorithms (GA) 
technique (Koh and Perry 2008). But little research studied on random wave forces which 
are difficult to measure in practice. 
 
Considerable literature reviews on system identification methods has been published, 
such as Ghanem and Shinozuka (1995), Ewins (2000), Maia and Silva (2001), Chang et 
al. (2003), Carden and Fanning (2004), Hsieh et al. (2006), Humar et al. (2006), Friswell 
(2007). Based on different criteria for classification, system identification methods can be 
categorized into parametric and nonparametric models, deterministic and stochastic 
methods, frequency domain and time domain methods, and classical and non-classical 
methods. In this thesis, the last classification is used.  
 




1.1.1 Classical Methods 
 
Classical methods for system identification are usually based on sound mathematical 
principles. Some of the classical methods are briefly introduced: filter methods, least 
squares methods, instrumental variable method, gradient search methods, maximum 
likelihood method, natural frequency based method and mode shape based methods. 
 
1.1.1.1 Filter Methods 
 
Extended Kalman filter (EKF) method is based on extended state-space vector that 
includes the response vector and its derivative, as well as all the parameters to be 
identified. Starting from initial guess, as new observations are made available, this 
extended state-space is recursively updated according to Kalman filter formalism 
(Kalman 1960). Koh and See (1994) developed an adaptive filter to EKF method to 
improve the method performance and estimate parameter uncertainty. Shi et al. (2000) 
applied EKF in frequency domain to identify structural parameters and input parameters. 
Since the state-transition matrix is a linearized function of the motion parameters and 
physical parameters at each time step, it can be obtained by integrating the equations of 
motion using linear-acceleration method, and the accuracy depends on the time interval. 
Thus EKF method requires a smaller time interval than other estimation methods. EKF 
method is started with initial guess for the parameters and the error covariance matrix, 
thus the convergence and the accuracy highly depend on good initial guess.  
 




Another filter method needs to be mentioned is Monte Carlo filter (MCF) method which 
was first proposed by Kitagawa (1996) involving the recursion of the conditional 
distribution function related with the state variables of observation data up to the present 
time step. Different from EKF method, no requirements of first and second moments are 
needed for MCF method. Thus it can deal with nonlinear and non-Gaussian noise 
problems. The MCF algorism can be taken as an extension of Kalman filter, but it 
requires many samples to derive the detailed probabilistic distribution function of 
identified parameters. The adaptive MCF method developed by Sato and Kaji (2000) 
introduces a “forgetting” factor to express the rate of diminishing effect of past data in 
the covariance of the adaptive noise. Hence, the identification process can speed up and 
more depend upon recent data. The MCF method was applied to identify damping rotios 
by Yoshida and Sato (2002). However, this method is still a high computation cost 
approach.  
 
1.1.1.2 Least Squares Methods 
 
Least squares method is a classical method for dealing with over-determined systems 
identification. The main concept of least squares method is to identify structural 
parameters by minimizing the squared errors between the estimated and measured 
responses. The process is to make the derivative of the sum of squared errors (SSE) to be 
zero. Recursive least squares method was developed by Caravani et al. (1977) for 
structural identification. Agbabian et al. (1991) developed a least squares equation to 
detect parameter changes. Besides, an interesting iterative method was proposed by Ling 




and Haldar (2004) by using a least squares method with iteration to identify structural 
properties without using any input force information. Though rational from mathematical 
view, it is difficult to apply this method to real structural identification because of the 
noise contaminated data and the requirements of full measurements for structural 
response. 
 
1.1.1.3 Instrumental Variable Method 
 
Instrumental variable method is similar to the recursive least squares method by 
minimizing square errors between estimated and measured responses, while a vector of 
instrumental variables is introduced into the criterion function. The objective of 
identification process is to make the gradient of the criterion function to zero by updating 
the unknown parameters (Imai et al. 1989). This method is also a good approach for 
noisy measurements but still requires good initial guess of unknown parameters. 
 
1.1.1.4 Gradient Search Methods 
 
Some gradient search methods have been developed for structural identification problems 
including Gauss-Newton least square method (Bicanic and Chen 1997; Chen and Bicanic 
2000) and Newton’s method (Liu and Chen 2002). These methods typically require good 
initial guess and additional gradient information which may be difficult to derive for 
some identification problems. Besides, these methods are very sensitive to noise effects 
and tend to converge to local optimum. 




1.1.1.5 Maximum Likelihood Method 
 
The maximum likelihood method is a classical method of evaluating parameters by 
maximizing the probability of observing the measured data. The probability can be 
represented as a likelihood function of the measurements. Since system identification is a 
process based on noise contaminated data to identify structural parameters, it can be 
transferred to the observation space only expressed by the observed input and output. 
Well known expressions include the state-dependent model (Piestley 1980) and the 
prediction-error model (Goodwin and Payne 1977). Based on Gaussian error assumption, 
the likelihood function can be derived for system identification. The maximum likelihood 
method is good for problems with high noise but requires derivatives and the estimation 
process depends on particular problems. Also, likelihood function is usually a nonlinear 
function, and thus good initial guess of unknown parameters is very important.  
 
1.1.1.6 Natural Frequency Based Method 
 
Natural frequency based methods were applied to the early work for simple structures 
(Salau 1997). Adams et al. (1987) identified damage location using only two mode 
frequency changes. Banks et al. (1996) showed that the geometry of damage also affects 
the natural frequencies. The success of natural frequency based methods was achieved for 
small simple laboratory structures with only single damage locations. For example, Lee 
and Chung (2000) located a single crack in a cantilever beam by ranking the first four 
frequencies. Nikolakopoulos et al. (1997) identified a single crack in a single storey 




frame by using changes in first three natural frequencies. Chen et al. (1995) questioned 
the effectiveness of damage detection using the changes in natural frequencies. It was 
shown that natural frequencies alone tend to give a poor identification, because a change 
in stiffness of individual members does not necessarily lead to a noticeable change in 
frequency. Also, it was difficult to identify multiple damage locations using frequency 
changes even for simple laboratory structures. 
 
1.1.1.7 Mode Shape Based Methods 
 
The mode shapes of structures can be measured by excitation points and many sensors, 
and also can be derived by modal analysis techniques from the measurements. Therefore, 
measured mode shapes or mode shape curvature can be used to identify structural 
damages. Two common methods to compare two sets of mode shapes are Modal 
Assurance Criterion (MAC) (Allenmang and Brown 1982) and Coordinate Modal 
Assurance Criterion (COMAC) (Lieven and Ewins 1988). The work of Salawu and 
Williams (1995) presented good results using MAC changes. Fryba and Pirner (2001) 
applied COMAC to check the quality of a repair to a prestressed concrete segment bridge. 
Besides, Wahab (2001) used simulated curvature shapes to identify beam damage and 
also found that though curvature was sensitive to damage, but convergence was not 
improved by adding the modal curvatures. Besides, the available number of modal 
curvatures is limited to the available number of displacement mode shapes. Furthermore, 
some other methods have been developed, such as the use of operational deflection 
shapes similar to mode shapes, the use of modal strain energy by using modal curvatures, 




the use of dynamically measured flexibility and the use of residual force vector 
combining the use of natural frequencies and mode shapes (Carden and Fanning 2004; 
Humar et al. 2006). Drawbacks of these methods are the requirements of measurements 
in a large number of locations, difficulties in exciting higher modes, limitations for 
damage severity and sensitivity to boundary conditions.  
 
1.1.2 Non-Classical Methods 
 
Although classical methods have been successfully applied to some identification 
problems, there are some limitations in these methods, such as requirement of good initial 
guess, sensitivity to noise and probability of convergence to local optima. Recently, non-
classical methods have received increasing attention in system identification. The main 
characteristics of non-classical methods are the use of heuristic rules that optimizes a 
problem by iteratively improving a candidate solution in a discrete search space with 
regard to a given measure of quality. Making use of available computational resources, 
these methods make few or no assumptions about the optimization problem and can 
search a relatively large space.  
 
Popular non-classical methods include Simulated Annealing method, Particle Swarm 
Optimization method, Artificial Neural Networks method, and Evolutionary Algorithms 
(EA) like Genetic Algorithms method. EA inspired by biological evolution, perform well 
searching solutions to all types of problems because they do not make any assumption 
about the fitness landscape. Moreover, recently Genetic Algorithms method presents 




more promising applications for structural identification, which will be extensively 
introduced. 
 
1.1.2.1 Simulated Annealing Method 
 
Simulated Annealing (SA) method was originated from annealing in metallurgy such as 
liquids freezing and metal recrystallizing. The physical process was first simulated as an 
optimization algorithm by Kirkpatrick (1983). In this process, an initial configuration is 
selected with its fitness value as local optima, and then the initial configuration is 
perturbed by taking a finite step away from it. The local optima will be updated if a better 
configuration is derived by this operation. The main advantage was that this method 
could avoid getting trapped in local optima (Laarhoven and Aarts 1987). SA method was 
applied to structural damage identification as a global optimization technique (Bayissa 
and Haritos 2009). But the accuracy and efficiency of the damage severity estimation 
would be influenced by incomplete measurements and noise levels. Besides, the local 
search properties of simulated annealing and global search properties of genetic 
algorithm were combined for damage detection or structural identification (He and 
Hwang 2006; Zhang et al. 2010; Qu et al. 2011). However, the identification results 
would be sensitive to initial configuration and the efficiency was not as good as other 








1.1.2.2 Particle Swarm Optimization Method 
 
Particle Swarm Optimization (PSO) algorithm was proposed by Kennedy and Eberhart 
(1995) to simulate social behavior, as a stylized representation of the movement of 
organisms in a bird flock or fish school. PSO algorithm was applied to many structural 
and multidisciplinary optimization problems (Alrashidi 2006). There were several 
explicit parameters impacting convergence of optimizing search. Premature convergence 
was another problem and thus it was difficult to find global optima by using PSO method. 
PSO algorithm was improved to enhance the identification capacity and a hybrid Particle 
Swarm Optimization-Simplex algorithm (PSOS) was developed (Begambre and Laier 
2009). The PSOS method performed better for damage detection compared with SA and 
the basic PSO, but this method needed further improvements in identification efficiency. 
Besides, the parameters of soil-structure interaction could be identified by PSO method in 
experimental study (Fontan et al. 2011). However, the sensor location was an important 
issue for identification accuracy, which needed further verification. 
 
1.1.2.3 Artificial Neural Networks Method 
 
Artificial Neural Networks (ANN) method arose from the study of biological neurons and 
imitates the way that humans process information and make inference. It deals with a 
computational structure composed of processing data sets representing neurons and all 
the neurons have multiple inputs and a single output. A basic neural network consists of 
three layers, i.e. input layer, hidden layer and output layer. Neural Networks have a 




learning ability by extensive training the data sets, thus it is possible to avoid detail 
mathematical models. For structural identification, parameters can be identified by self-
organization based on given measurements. ANN method was usually applied to damage 
detection problems (Feng and Bahng 1999, Zubaybi et al. 2002). A main merit of ANN 
method is that it can potentially deal with non-linear and on-line identification. The 
application to non-linear system identification was presented by Chen et al. (1990). Adeli 
(2001) gave a comprehensive literature review of ANN application in civil engineering. 
However, ANN method was particularly applicable to problems with a significant 
database of information and limited to the numbers of unknown parameters. Besides, 
ANN method was highly dependent on the training patterns which were critical for 
preparing data sets. 
 
1.1.2.4 Genetic Algorithms Method 
 
Genetic Algorithms (GA) are search algorithms based on the Darwin’s theory of natural 
selection and survival of the fittest, which were proposed by John Holland in the 1960s 
and were further developed by Holland and his colleagues at University of Michigan in 
the 1960s and the 1970s. Moreover, Holland (1975) was the first to attempt to put 
computational evolution on a theory foundation, and Holland proposed that computers 
could be programmed by specifying “what has to be done” rather than “how to do it”. GA 
method imitates biological evolution by natural selection, crossover and mutation. It 
starts from an initial guess of unknown parameter sets so-called population, which is 
generated randomly. Each individual in population so-called chromosome represents a set 




of trial parameters. The chromosomes undergo several imitated evolution processes in 
natural environment. The population is evolved to be generally better after several 
generations, and finally the best bet for the identification parameters can be derived. 
Chromosome can be encoded as binary number or floating point number, and the 
selection criterion is represented by a fitness function. Therefore, the natural selection can 
be imitated by a computing model. GA method has been successfully applied to structural 
identification and damage detection. Many attempts have been made to find good balance 
between exploration and exploitation which would affect the performance of local search 
and global search. Besides, the selection of data length is a trade-off between efficiency 
and accuracy. Longer time duration would lead to more accurate results but the 
computation time would increase. Koh et al. (2000; 2003b) developed GA based divide-
and-conquer identification methods, and Koh et al. (2003a) also proposed hybrid 
strategies including a local search to improve the solutions by standard GA. Perra and 
Torres (2006) applied GA to damage detection based on changes in frequencies and 
mode shapes. Recently, a new GA based strategy called search space reduction method 
(SSRM) using an improved GA based on migration and artificial selection (iGAMAS) 
was developed (Koh and Perry 2010; Perry 2006). SSRM was shown to be an effective 
technique by adjusting the search space to speed up global optimum search. All these 
works have illustrated that GA is a very promising method in structural identification and 
damage detection.  
 
GA based on migration and artificial selection (GAMAS) was developed by Potts et al. 
(1994). Subsequently, iGAMAS is an improved GAMAS using floating point number 




and some new operators to improve efficiency and accuracy of identification (Koh and 
Perry 2010; Perry et al. 2006). The basic layouts of GAMAS and iGAMAS are similar 
including multiple species and an artificial selection procedure. For better performance, 
iGAMAS is floating point coded GA and the operators vary not only cross species but 
also over time. Moreover, iGAMAS includes a new tagging procedure and a reduced 
length procedure specially designed for dynamic analysis. The layout of iGAMAS is 
shown in Fig. 1.1 as follows, 
 
Fig 1.1 Layout of iGAMAS (Koh and Perry 2010) 




To facilitate both the exploration and exploitation, the population is divided into four 
species which are under concurrent evolution, because one species can search broadly 
when another species search locally around the best solutions. Among the four species, 
species 1 is used to store the best solutions, and species 2 and 3 are randomly regenerated 
at a given interval to realize a regeneration operation, and species 4 reintroduced from 
species 1 is used to local non-uniform mutation in reduced generations. Operations in 
species 2 and 3 guarantee the diversity and help avoid premature convergence to local 
optima. Random mutation is used in species 2, and cyclic non-uniform mutation is used 
in species 3. Two crossover operators are available, namely a simple crossover and 
multipoint crossover all considering total effective crossover rate. The migration 
operation involves swapping randomly selected individuals between species 2 and 3, and 
between species 3 and 4. Besides, the fitness function is associated with differences 
between measured and simulated structural responses, and the bounded fitness functions 
used in this thesis will be introduced in respective chapters. 
 
Since many individuals may have similar fitness values during the identification, a 
ranking procedure is used for selection. Ranking rule is to set the worst individual as 1, 
the second worst as 2, till the best as total number of individuals. The probabilities for 
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where n is number of individuals in one population. 




In order to improve the accuracy and efficiency of iGAMAS, SSRM was developed by 
adaptively reducing the search space for those parameters that converge quickly to reduce 
the computational time. The layout of SSRM is shown in Fig. 1.2 as follows, 
 
Fig. 1.2 Layout of SSRM (Koh and Perry 2010) 
 
The number of runs to start search space reduction operation should be enough for 
reasonable estimation of the mean and probably guarantee newer results more accurate. 
Reduced search limits are derived from the equation as follows, 
SearchLimits=Mean±Window×StandardDeviation                                                         (1.3) 
where search limits cannot exceed the original limits; window value defines how quickly 








1.2 Offshore Structures 
 
The offshore industry mainly involves the exploration and production of oil and gas in 
reservoirs below the sea floor. Offshore structures are usually required to stay for a 
prolonged period in ocean environmental conditions including random waves, winds and 
currents. Offshore structures may be classified as being either bottom-supported or 
floating. Bottom supported structures are generally fixed to the seabed such as jackets 
and jack-ups. Floating structures are compliant by nature such as semi-submersible 
Floating Production and Offloading unit (FPO), ship-shaped Floating Production, Storage 
and Offloading unit (FPSO), spars and tension leg platforms. Bottom supported structures 
and floating structures are very different not only in their appearance but also in their 
construction, installation and dynamic characteristics. The major common characteristics 
are that they all provide deck space, preload capacity to support equipment and variable 
weights used to support drilling and production operations.  
 
Offshore structures are always affected by complex environmental loads. Static loads 
include gravity loads, hydrostatic loads, and current loads, while dynamic loads arise 
from variable winds and waves. In practice, the current does not change rapidly with time 
and is usually treated as a constant or quasi-static load. It therefore has no influence on 
the dynamic response. Similarly, wind is predominately quasi-static and has little effect 
on the dynamic response. Since random wave has much more dynamic effects, this 
research focuses on wave forces as the main source of external excitations over the 
contributions from winds and currents. Forward analysis is to predict dynamic response 




of offshore structures under time varying environmental conditions. Inverse analysis of 
offshore structures involves system identification to determine unknown parameters 
based on measured structural response. System identification of offshore structures is 
very useful for structural health monitoring (SHM) which helps to detect, assess and 
respond to potential dangers arising from structural damages due to environmental 
conditions or other causes. Jack-up rig, a self installation platform, is a mobile drilling 
unit well suited for relatively shallow water (Water Depth/Wave Length<0.05). Jack-up 
rig count has been making steady progress in the past few years mainly due to its better 
cost effectiveness. Recently this type of rigs has been extended to use in deeper waters 
where harsher environment is expected. Safety assessment is thus very important for the 
continuing success of jack-up rigs. To this end, system identification of jack-up platform 
is beneficial to provide early identification of structural damage and hence reduce the risk 
of structural failure to an acceptable level.  
 
1.2.1 Wave Forces on Offshore Structures 
 
1.2.1.1 Ocean Wave 
 
Many wave theories have been developed for offshore structures and literature reviews 
can be found in some good references e.g. Dean and Dalrymple (1984), Chakrabarti 
(1987), and Chakrabarti (2004). Three essential parameters are needed in describing any 
wave theory, i.e. wave period (T), wave height (H), and water depth (d). The simplest and 
most widely applied wave theory is linear wave theory which is also called small 




amplitude wave theory or airy theory. Water is assumed to be incompressible, irrotational 
and invicous. A velocity potential and a stream function should exist for linear waves. 
Applying the necessary boundary conditions to the governing differential equation of 
water, many useful formulas can be derived to describe waves. For linear wave theory, 
the wave profile is formed by a sinusoidal function as 
( )sin
2




ω =  is circular frequency, and 2k
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pi
=  is wave number and L is wave length. 
The representative formulas of linear wave theory are listed in Table 1.1. 
Table 1.1 Representative Formulas for Linear Wave Theory (Chakrabarti 2004) 
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Note: y  represents the distance from mean water level. 




Non-linear wave theories are also developed and applied to offshore structures such as 
second-order and fifth-order Stokes wave theories. As the names imply, these two wave 
theories comprise higher order components in a series form to describe the wave profile. 
However, higher order components are much smaller than the first order and decay 
rapidly with depth, so their effect in deeper water is negligible. Even when a non-linear 
wave theory is applied, higher-order response has significant effect on the structure only 
near the free surface. Away from mean water level, wave behaves more like linear wave. 
So far the wave described is a regular wave with single wave frequency, wave length and 
wave height. Although regular waves are not found in real sea they can closely model 
swell conditions. Regular wave can be used when a single wave design approach is 
selected. 
 
As for random ocean wave, it can be described by an energy density spectrum which is 
generally described by statistical parameters. There are several spectrum formulas that 
are derived from the observed properties of ocean waves and are thus empirical in nature. 
The widely used wave spectrum models include Pierson-Moskowitz (P-M) spectrum 
(Pierson and Moskowitz 1964), Bretschneider spectrum (Bretschneider 1959), ISSC 
spectrum and JONSWAP spectrum (Hasselmann 1973). The formulas describing these 
spectrum models are summarized in Table 1.2, where ( )S ω  is one-sided power spectral 








Table 1.2 Wave Spectrum Formulas (Chakrabarti 2004) 
Spectrum Name Independent Parameter Formula 
Pierson-
Moskowitz w
U  or 0ω  ( ) ( )( )42 5 0exp 1.25 /S gω α ω ω ω −−= −  
Bretschneider sH , sω  ( ) ( )( )4 450.1687 exp 0.675 /ss sS H ωω ω ωω −= −  
ISSC sH , ω  ( ) ( )( )4 450.1107 exp 0.4427 /sS H ωω ω ωω −= −  
JONSWAP sH , 0ω ,γ , Aσ , Bσ  
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wU is wind velocity; 0ω is peak frequency, α is Phillips constant normally taken as 
0.0081, 
sH  is significant wave height, sω is significant frequency, ω  is mean frequency, 
γ is peak enhancement parameter, σ  is width parameter taken as 0.07 Aσ =  when 












 is used 
for the North Sea.  
 
Different wave spectrum models are applied to different offshore locations when the site-
specific wave spectrum is unavailable. For example, P-M spectrum is suitable for Gulf of 
Mexico, West Australia, and West Africa, and JONSWAP spectrum is suitable for the 
North Sea and Northern North Sea. When dynamic analysis of offshore structure in time 
domain is required, the time history of wave profile can be derived by wave theory and 
wave spectrum. For a frequency increment ω∆ , the wave height for a certain frequency 
value can be computed by 
( ) ( )( )2 2H n S nω ω= ∆                                                                                                (1.5) 




Thus the wave spectrum is represented as a height-frequency pair, and then a random 
phase is assigned to this pair by a random number generator to retain the randomness. 
Wave theory can be applied with the height-frequency-random phase series. When 
applying linear wave theory, wave profile can be derived by superposing each frequency 
wave profile as 







x t k n x n t nη ω ζ
=
= − +∑                                                               (1.6) 
where ( )nζ  is a random phase angle. 
Moreover, water particle kinematics can be derived by the formulas listed in Table 1.1. 
 
1.2.1.2 Load and Response 
 
Generally speaking, wave loads are computed by two different methods depending on the 
size of the structure. Morison’s equation (Morison et al. 1950) is an empirical formula to 
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                                                                                      (1.7) 
where mC  is inertial coefficient, dC  is drag coefficient, A  is projected area of wet 
structure per unit elevation, and ∇  is volume of wet structure per unit elevation.  
 
For large structures, the wave forces have to be computed by diffraction/radiation theory, 
because if the dimension of the structure is very large compared to the wave length, the 
structure alters the form of the incident waves over a large area in its vicinity. In this case, 




the flow should be described by the potential flow which can be derived by several 
numerical procedures such as boundary element method (BEM). The details of the 
numerical procedure can be found in some references e.g. Chakrabarti (1987) and 
Chakrabarti (2004). 
 
Once the wave forces on the structure are known, structural response can be computed 
from the equation of motion for the dynamic system. The computation is generally 
categorized as deterministic analysis and stochastic analysis. Deterministic analysis is 
used to evaluate extreme conditions by considering individual wave heights and 
frequencies. It is necessary to design the offshore structure avoiding failures of 
construction and operation. To establish a more rational design procedure, stochastic 
analysis is a good alternative which is a statistical approach to consider the irregular or 
random nature of wave forces. Some assumptions are required such as stationary wave 
field in time domain and homogeneous wave field in space. Also, the wave field is 
assumed to be Gaussian probability distribution, which has been verified to give a 
reasonably good approximation to reality (Chakrabarti, S.K. 1987). Stochastic analysis of 
offshore structures can be carried out in time domain or frequency domain (Shinozuka et 
al. 1977; Barltrop and Adams 1991). 
 
1.2.2 Overview of Jack-up Platform 
 
Jack-up platforms have been widely used in offshore oil and gas exploration since about 
1949 (Denton 1986). For safety considerations, offshore industry also attempted to 




standardize the assessment of jack-up platform (SNAME 2002). This type of rigs was 
originally designed for shallow water areas. Due to the cost-effective advantage, they 
have been extended to use in deeper waters for longer duration as production platforms, 
but more challenges are expected due to more severe environmental conditions. For 
safety assessment and early identification of damages, it is beneficial to develop robust 
and effective strategies for system identification of jack-up platform. 
 
The jack-up platform is a self elevating drilling platform, which generally consists of a 
floatable hull and a number of vertically retractable legs. Jack-up rigs are classified as 
independent leg jack-up and mat supported jack-up according to different foundations. 
Independent leg jack-up platform is more popular because of easier installation and lower 
cost. As a result, independent leg jack-up platform is selected as a representative rig. It 
typically consists of three independent lattice legs with spudcan foundations and a 
triangular hull, as shown in Fig. 1.3. 
 
Fig. 1.3 Independent Leg Jack-up Platform 




The jack-up platform is transported to site floating on its hull with the legs elevated out of 
the water, and then it is positioned by lowering the legs onto the seabed and elevating the 
hull off the water. It is fixed in site by spudcan foundations. The spudcan penetrates into 
the seabed under self weight of the jack-up unit when equilibrium is reached in which a 
preloading process is also required to provide sufficient resistance capacity.  
 
The legs of jack-up platform are slender and thus more flexible than other fixed 
supported offshore structures. Dynamic effects become important, since the natural 
period increases and may coincide with wave periods involving significant energy. With 
more accurate model parameters of leg flexibility, the performance and reliability of jack-
up platform could be better assessed. Thus the flexibility of jack-up legs should be 
considered as a key parameter in system identification. Spudcan foundation is another 
important aspect to be considered for jack-up platform. The spudcan is usually 
considered as a pinned footing hence providing no rotational fixity to each leg (Senner 
1993). Actually it is a conservative assumption, because soil restraint may reduce the 
critical stresses at the leg-hull connection. Besides, the increased foundation fixity may 
increase the natural frequency of jack-up platform. Some researchers studied spudcan 
behaviors due to different soil properties and evaluation of spudcan fixity only involved 
fundamental frequency comparison (Martin 1994; Vlahos 2004). More accurate 
estimation of spudcan fixity can improve dynamic analysis of jack-up platform to better 
predict structural response. Thus spudcan fixity should be considered as a key parameter 
in system identification.  
 




1.2.3 System Identification of Offshore Structures 
 
The drilling operations of offshore structures are now extended to deeper waters against 
more severe ocean environmental conditions. Parameter identification and structural 
health monitoring become increasingly important for safety considerations. System 
identification of offshore structures has the potential of nondestructive assessment to 
provide timely information about the structures and prevent any undesired accidents. 
Research on system identification of offshore structures has been reported since 1980’s.  
 
Parameter identification is an important aspect for system identification of offshore 
structures. The nonlinear dynamic system of offshore structure was studied by two 
Kalman filtering algorithms, i.e., the extended Kalman filter and the iterated linear filter-
smoother (Yun and Shinozuka 1980). These methods needed good initial guess and 
complete output measurements. Besides, only limited number of parameters can be 
identified. Foundation stiffness identification for fixed offshore structures was also 
carried out by ambient or force response measurements (Shyam Sunder and Sanni 1984). 
It was an extensive sensitivity analysis performed to assess and improved upon an 
algorithm originally applied to bridge structures. It investigated the effects of using 
partial modal information on the accuracy of parameter estimation. Moreover, impulse 
and relaxation responses were also used to identify the natural frequencies of offshore 
structures (Mangal et al. 2001). The structural response obtained by finite element 
analysis was then compared with the experimental measurement in terms of vibration 
signatures to determine damage location, but it cannot realize quantitative damage 




assessment. Some research work only focused on the efficient modeling for dynamic 
system of offshore structures (Najafian 2007a; 2007b), in which finite-memory nonlinear 
systems (FMNS) were extensively used in establishing a simple relationship between 
output and input of nonlinear offshore systems, which could be used in system 
identification but no specific identification case was carried out. 
 
Furthermore, for structural health monitoring, due to the severe cyclic environmental 
loading experienced by offshore structures, fatigue damage is an important topic for long-
term structural performance. The fatigue life of offshore structures was investigated by 
studying uncertainties related to natural frequencies, damping ratios and the extent of 
directional wave spreading (Vandiver 1981; 1982), but quantitative damage assessment 
could not be derived based on the simplified structure and wave models. The 
methodology of life assessment based on probabilistic analysis was suggested and many 
factors affecting the life of marine structures were studied by Ayyub and White (1990). 
Some approaches for estimating the wave-induced fatigue damage of tubular joints of 
offshore structures were developed, such as deterministic fatigue analysis (Kam et al. 
1994; Wolfram and Feld 1996) and spectral fatigue analysis (Karadeniz 2001; Kukkanen 
and Mikkola 2004). ANN method was also applied to fatigue monitoring (Piedras Lopes 
and Ebecken 1997). Since real conditions could not be predicted precisely, even for 
known locations and configurations, it was unable to determine fatigue damage in detail 
for each possible life history. Mode shapes and natural frequencies were also used to 
identify the damage occurrence and locations (Shyam Sunder and Ting 1985; Mangal et 
al. 1996; Viero and Roitman 1999). These frequency domain methods were sensitive to 




noise effects and require measurements in a large number of locations. The number of 
identified damages was also limited. Measurements of structural response were also 
applied to detect damage in time domain (Zubaydi et al. 2000; Nichols 2003). But these 
methods required good initial guess of unknown parameters and resulted in limited 
accuracy.  
 
In summary, there was little research on accurate parameter identification and damage 
detection of offshore structures in global and quantitative way. The implementation of 
identification methods is highly recommended in offshore engineering. It requires further 
research to develop robust and effective strategies in system identification of offshore 
structures. 
  
1.3 Objective and Scope 
 
Based on the literature review, it is noted that there is no known effective strategy for 
global system identification of offshore structures. In view of needs and benefits, it is 
important and necessary to develop robust strategies to identify key parameters of 
offshore structures for the purpose of safety assessment and model updating. Due to the 
widespread and successful use of jack-up platform, it is selected to study in this research 
for identification of both leg stiffness and spudcan fixity as key parameters considering 
the challenging aspects. The main objective of this research is to develop robust and 
effective strategies for system identification of jack-up platform.  
 




To achieve the main objective, the scope of this research includes: 
 
1 Development of a numerical model for dynamic analysis of jack-up platform as a 
basis of system identification. 
 
2 Research on robust and effective strategies for system identification of jack-up 
platform, including leg stiffness and supdcan fixity as key parameters to identify. 
 
3 An experimental study to validate the proposed identification strategies. 
 
1.4 Research Significance 
 
Recognizing the increasing practical demands, this research aims to address the 
challenges involved in system identification of offshore structures, taking jack-up 
platform as an example. The key parameters of identification include the leg stiffness as 
well as spudcan fixity. No such research has thus far been reported in the literature. The 
main challenge lies in the difficulty with large system in terms of large number of DOFs 
and unknowns. The problem is further compounded by challenges in dealing with 
unknown initial conditions, unknown wave loading, unknown hydrodynamic effects 
(drag and added mass of water) and unknown support fixity. The main significance of 
this research is therefore to overcome these challenges using multiple novel ideas. Two 
promising identification strategies based on Sub-SI and GA method are proposed in time 
domain and in frequency domain. Specific original contributions of this thesis include: 




1 In the context of Sub-SI for reasons of improving accuracy and efficiency, only 
critical parts like leg and spudcan of offshore jack-up platforms are considered. In 
particular, unknown support fixity is also included which has not been considered in 
previous Sub-SI studies. Furthermore, 2D frame jack-up model is sufficient as a novel 
way of substructuring (not approximation) which makes the analysis and 
identification much more efficient than a 3D model. The plane of consideration for 
the selected leg can be set arbitrarily and the measurements are set in the 
corresponding plane. Therefore, the 3D model analysis is unnecessary in respect of 
identification of a single leg (or part of it), thereby, reducing the computational time 
for forward analysis significantly. 
 
2 System identification in time domain usually requires known (or at-rest) initial 
conditions. This requirement is, however, not realistic for offshore structures which 
are subjected to wave loading continually. A procedure is proposed to deal with 
unknown initial conditions, which is simple and effective but has not been reported in 
the literature. 
 
3 In practice, it is difficult to measure or compute wave forces accurately. The output-
only strategy involving a predictor-corrector algorithm is adopted to tackle this 
problem in time domain. Though this method has recently been used in system 
identification of onshore structures, this is believed to be the first such attempt for the 
more difficult problem of offshore structure identification. The drag and added mass 




of water are considered as unknown (among others) by including the unknown 
hydrodynamic coefficients in the identification procedure. 
 
4 Alternatively, spectral analysis can be used to solve the dynamic system with 
unknown initial conditions and random excitations. But there is no procedure thus far 
to address the unknown wave loading in frequency domain. It is proposed to 
overcome this problem by defining the GA fitness function in a selective frequency 
range covering the main frequencies of the substructures but away from the dominant 
(low) frequency range of the wave loading. The dynamic response is therefore mainly 
excited by the higher-frequency excitations (e.g. mechanical and crane activities) on 
the hull and, if necessary, an additional force is suggested to apply on the hull to 
generate greater dynamic response for the substructure. In this novel way, unknown 
wave forces are not involved in the proposed frequency domain method. 
 
5 Accurate parameter identification can be further applied for damage detection by 
comparing stiffness changes between the damaged structure and the undamaged 
structure. The substructural approach of damage assessment for offshore structures 
using multiple novel ideas is believed to be the first based on known literature. 
 
6 To substantiate the numerical finding, a small-scale jack-up model is designed, 
fabricated and tested. The rotational stiffness of the support is the main parameter for 
design and identification. The experimental study is an original work as no 
experimental identification of support fixity has been reported in the literature.  




Chapter 2 Dynamic Analysis of Jack-up Platform 
 
This chapter is mainly about dynamic analysis of jack-up platform, and an independent 
leg jack-up platform is studied. The lattice legs made from truss bays can reduce the drag 
of the legs and allow for a lightweight leg design, and the legs are independent and 
distant apart. Thus the shielding effects in the water by the legs are negligible. For 
simplification with acceptable accuracy, in numerical study, the jack-up platform can be 
modeled as a 2D frame structure (Martin 1994) by finite element method. Besides, leg-
hull connection is assumed to be rigid and spudcan fixity is included. Therefore, the 
procedures for complete structural analysis and substructural analysis can be developed 
for jack-up model in time domain and in frequency domain respectively. 
 
Some full-scale measurements for jack-up platforms have been carried out in offshore 
industry. For example, three deepwater jack-up platforms (Monitor, Galaxy and Magellan) 
owned by San Fe International Corporation were instrumented and measured when 
operating in the North Sea (Springett et. al 1996; Temperton et. al 1999; Nelson et. al 
2001; Cassidy et. al 2002; Nataraja et. al 2004). Based on practical measurements, the 
jack-up model for a typical jack-up platform can be developed. Magellan jack-up is taken 
as an example in this research and two locations at Franklin and Elgin are considered. As 
a result, numerical simulation for dynamic analysis of the jack-up model can be carried 
out. Accurate dynamic analysis is the basis for system identification. 
 
 




2.1 Numerical Model 
 
2.1.1 Structure Model 
 
Finite element method is applied to establish the numerical model. Euler-Bernoulli beam 
element is applied in numerical study, in which there are 3 degrees of freedom (DOFs) at 
each node in the 2D framework. Mass matrix, stiffness matrix and damping matrix for the 
structure are formulated as follows. 
 
The consistent mass matrix Mi is used in the numerical model, and for the ith beam 
element of uniform cross section it can be represented by (Cook et al. 2002) 
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where im  is mass per unit length, and Li  is element length. 
 
The global mass matrix M for the beam which can be assembled from the mass matrices 








=∑M M                                                                                                                 (2.2) 
where ne is the total number of finite elements, and N is the total number of DOFs. 
 




Accordingly, the stiffness matrix Ki is also used in the numerical model, for the ith beam 
element of uniform cross section (constant flexural stiffness EI) can be represented by 
(Cook et al. 2002) 
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K                               (2.3) 
where iE  is Young’s modulus, iI  is moment of inertial, and iA  is area of cross section. 
 
Moreover, due to large self weight of the hull, the compressive loads in the three flexible 
legs cannot be neglected. Thus P-∆ effect for the legs should be considered and geometric 
stiffness matrix added to global stiffness matrix is  
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Similarly, the global stiffness matrix K for the beam which can be assembled from the 
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Rayleigh damping matrix is used in the numerical model. The Rayleigh damping 
coefficients α, β are evaluated by solving two equations involving the damping ratios for 
two specific modes (Clough and Penzien 1993). Adopting Rayleigh damping, the 
damping matrix C can be represented by 
α β= +C M K                                                                                                                  (2.5) 
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where 
r
ζ  is damping ratio at rth mode 
 
However, dynamic analysis of offshore structures is not a trivial task because of random 
environmental conditions. Random wave is a complex condition which needs more 
attention and water structure interaction may introduce complex situations to dynamic 
system. For example, water added mass and hydrodynamic damping introduced by 
surrounding water should be considered in dynamic analysis of jack-up model. The 
details will be discussed in the wave model section. 
 
2.1.2 Boundary Conditions 
 
For the less, there are two major aspects considered as boundary conditions, i.e. leg-hull 
connections at the top and spudcan foundations at the bottom. Leg-hull connection is 
normally assumed as rigid in structural analysis. The approximation may influence the 
accuracy of structural response predicted in the numerical study compared with practical 




measurements. However, this connection is not the major consideration in this research 
and substructure concept will be adopted to keep it out of the leg substructure. Jack-up 
platform is a mobile drilling platform as it can be propelled and towed from one location 
to another. When arriving at the intended location, the jack-up legs are lowered until 
contact and slight penetration into seabed. As a result, the foundation of jack-up platform 
known as spudcan cannot simply modeled as “pinned” or “fixed” as other offshore 
structures do. Spudcan foundation is very important for performance and stability of jack-
up platform, and its fixity on seabed is an important issue studied in this research. 
 
Foundation fixity can be defined as the ability of soil to restrain the movement of a 
footing due to a loading. As jack-up platforms are now extended to use in deeper waters, 
it is necessary to accurately estimate the spudcan fixity to better predict the response and 
avoid risks arising from more challenging conditions in deeper waters. Traditional 
dynamic analysis with “pinned” foundation assumption is too conservative, which 
overestimates leg-hull stress and underestimates overturning resistance provided by 
spudcan. Inclusion of spudcan fixity to dynamic analysis of jack-up platform is rational 
and necessary for safety and cost-effective design in extended operation areas of jack-up 
platform.  
 
Spudcan fixity can greatly improve the performance of jack-up platforms in two 
complementary aspects (Temperton et. al 1999), i.e., static effect and dynamic effect. The 
static effect can be illustrated in Fig. 2.1. Consider a jack-up platform with spudcan 
penetrated into the seabed as shown in Fig. 2.1 (a). The environmental loads include wind, 




wave and current loading. Traditionally, it is assumed that the foundation is a pin end at 
the seabed as shown in Fig. 2.1 (b), which means that there is zero moment at the seabed. 
Therefore, the overturning moment is resisted by the legs and hull. The bending moment 
distribution in the leg for this condition is also depicted. On the other hand, if it is 
assumed that the foundation is a fixed end at the seabed as shown Fig. 2.1 (c). The 
foundation can provide an additional resistance to release some leg-hull stress and the 
bending moment at the leg-hull connection can be reduced. Therefore, the overturning 
ability of jack-up platforms can be improved by considering foundation fixity. 
Nevertheless, the real foundation fixity is neither “pinned” nor completely “fixed”. The 
spudcan provides the fixity between “pinned” and “fixed”. 
 
 
(a) Jack-up in site              (b) Pinned Footing                (c) Fixed Footing 
Fig. 2.1 Static Effect of Spudcan Fixity 
 
The dynamic effect primarily depends on the natural frequency of the structure. 
Additional stiffness to a dynamic system can increase natural frequency. The natural 
Random Wave 
Sea Bed 




frequencies for three different conditions in Fig. 2.1 are shown comparing with wave 
spectrum in Fig. 2.2. For pinned footing, the natural frequency represented by dash line is 
very close to the dominant frequency of the wave, which means the dynamic response of 
the structure will be close to resonance. On the other hand, for fixed footing, the natural 
frequency represented by dash-dot line is far away from the dominant frequency of wave 
excitation, which means the wave excitation will cause almost no dynamic effect on the 
structure. Both pinned and fixed footing assumptions may cause inaccurate prediction of 
structural response. In fact, the real natural frequency should be between the natural 
frequency of fixed footing and the natural frequency of pinned footing, as shown by solid 
line between dash line and dash-dot line. The inclusion of spudcan fixity can better 
account for dynamic effects and thus it is beneficial for extending the use of jack-up to 
deeper waters and harsher ocean environments. In order to include spudcan fixity in the 
numerical study, spudcan fixity can be modeled as a full set of springs including 
horizontal stiffness, vertical stiffness and rotational stiffness (Kx, Ky, Kr).  
 






(a)       (b)     (c) 
 
(a) Pinned Footing Natural Frequency 
(b) Real Natural Frequency 
(c) Fixed Footing Natural Frequency 




2.1.3 Wave Model  
 
The horizontal dimension of the leg is much smaller than the wave length. Thus 
Morison’s equation (Morison et.al 1950) is normally adequate for dynamic analysis of 
the jack-up model. In the case of unsteady flow where the relative velocity between the 
structure and the surrounding water does not remain constant, forces arise from the 
acceleration of a mass of water (called added mass) excited by the structure. The 
modified Morison’s equation (Chakrabarti 1971) for wave force per unit elevation jdF  
involving relative motion between water particle and structure is  
( ) ( )12j d j j m j m
AdF C U u U u C U C uρ ρ ρ= − − + ∇ − − ∇ɺɺ ɺ ɺɺ                                                (2.6) 
where dC  and mC  are drag coefficient and inertial coefficient respectively, jU  and jUɺ  
are water particle velocity and acceleration respectively, xɺ  and xɺɺ  are structural 
responses in terms of velocity and acceleration respectively, A  is projected area per unit 
elevation, and ∇  is volume of wet structure per unit elevation. 
 
For jack-up platforms, structural displacement and velocity are usually very small and 
water kinematics can be evaluated at undeformed position of the structure. The drag force 
term can be expanded neglecting the quadratic structural velocity (Dao and Penzien 
1982). To facilitate dynamic analysis, the nonlinear drag force can be linearized by 
linearization techniques. The polynomial approximation of distributed drag force using 
the least squares method obtained by Borgman (1969) is applied, and the drag force can 
be linearized as 




( ) ( ) 8 22 2j jj j j j j U j UU u U u U U E U x U uσ σpi pi− − ≈ − ≈ −ɺ ɺ ɺ ɺ                                      (2.7) 
where 
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Equation (2.8) indicates that water added mass per unit elevation is ( )1mC ρ− ∇ , 




, and effective wave force 
per unit elevation is ( )82 jd U j m j
AC U C Uρ σ ρ
pi
+ ∇ ɺ . 
 
Linear wave theory and empirical wave spectrum are applied to simulate random wave 
conditions. Water particle velocity and acceleration vary along the water depth as follows.  
( )( ) ( )1/ 2
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 = ∆ − + ∑ɺ                          (2.9) 




where 2 tanhi i ig dω κ κ=  is dispersion relation, iκ is wave number related with iω , 
( )iSηη ω is one-sided power spectral density of wave height, N is the number of the data 
points, jz− is the depth at location j, i iω ω= ∆  is wave frequency at ith data point, jx  is 
the coordinate along wave direction, and iξ  is statistically independent random phase 
angle uniformly distributed between 0 and 2π. 
 
Since the jack-up platform studied in this research is operated in the North Sea, the wave 
spectrum is characterized by JONSWAP spectrum (Chakrabarti 2004), which is already 
listed in Table 1.2 as 
( ) ( )( ) ( ) ( )2 2 2exp 242 5 exp 1.25 / p ppS g ω ω σ ωηη ω α ω ω ω γ   − − −  −   = − ×                                (2.10) 
 
Gauss integration formula for 5 points per element is applied to wave force computation 
to make the results more reasonable. Finally, the equation of motion for the jack-up 
model is derived as 
( ) ( ) ( ) ( )t t t t+ + =Mu Cu Ku Pɺɺ ɺ
                                                                              (2.11) 
 
In equation (2.11), water added mass and hydrodynamic damping are included in mass 
matrix M and damping matrix C respectively, spudcan fixity is included in the stiffness 
matrix K, and the force vectors in RHS only include the effective wave forces. 
 
Due to large size of jack-up platform and complex environment involved, a large number 
of unknown parameters may have to be included in system identification. This 




necessitates a special strategy to divide the large structure into some smaller structures 
and then analyze the substructures respectively, known as substructure methods. 
Therefore, the procedures for complete structural analysis and substructural analysis in 
time domain and in frequency domain are extensively discussed in the following sections. 
 
2.2 Dynamic Analysis in Time Domain 
 
For the complete structure, Newmark method (Newmark 1959; Bathe 1996) can be 
directly applied to equation of motion (2.11) to derive the time history of structural 
response. The Newmark method is briefly explained in Appendix A. To deal with large 
structural analysis, an effective way is to divide a large structural system into some 
smaller structural systems (Koh et al. 1991). As an example, a simple linear structure is 
considered as shown in Fig. 2.3 (a) and the substructure is shown in Fig. 2.3 (b). 
 
 
(a) Complete Structure                               (b) Substructure 








The equations of motion for the complete structure (2.11) can be written as 
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              (2.12) 
where r denotes internal DOFs in substructure, f, g denote interface DOFs in substructure, 
and u, l denote non-substructure part. 
 
The equations of motion for substructure can be extracted from equation (2.12) as follows, 
ff fr f ff fr f ff fr f f
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gr gg g gr gg g gr gg g g
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Let j denote all interface DOFs including both f and g. The equations can be further 
rearranged by considering the second row of equation (2.13) as 
( ) ( ) ( )
( ) ( ) ( )
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                          (2.14) 
 
Therefore, the interface effects can be taken as additional input excitation for the internal 
nodes. Re-arrange the equation (2.14) as 
( ) ( ) ( ) ( ) ( ) ( ) ( )
rr r rr r rr r r rj j rj j rj jt t t t t t t+ + = − − −M u C u K u P M u C u K uɺɺ ɺ ɺɺ ɺ                          (2.15) 
 




2.2.1 Substructure Method with “Quasi-Static” Concept 
 
For equation (2.15), if accelerations, velocities and displacements at the interface are all 
available, analysis procedure is the same as typical analysis for the complete structure. 
However, in practice, dynamic response is normally measured by accelerometers. It is 
beneficial to eliminate the requirements of measuring velocities and displacements at the 
interface. The concept “quasi-static displacement” was introduced by Koh et al. (1991). 
such that internal displacements (
r
u ) of the substructure decomposed into quasi-static 
displacements ( s
r
u ) and relative displacement ( *
r
u ), i.e. 
*( ) ( ) ( )s
r r r
t t t= +u u u                                                                                                      (2.16) 
Quasi-static displacements ( s
r
u ) can be derived from equation (2.15) by ignoring the 
applied force, inertial and damping effects as 
s
rr r rj j= −K u K u
                                                                                                            (2.17) 
1s
r rr rj j j
−
= − =u K K u ru
                                                                                                (2.18) 
 
Quasi-static velocity and acceleration can be derived by 
( ) ( )s
r jt t=u ruɺ ɺ ; ( )sr j t=u ruɺɺ ɺɺ                                                                                          (2.19) 
 
Equations (2.16), (2.18) and (2.19) are substituted into equation (2.15), giving 
( ) ( )* * *( ) ( ) ( ) ( ) ( ) ( )rr r rr r rr r r rj rr j rj rr jt t t t t t+ + = − + − +M u C u K u P M M r u C C r uɺɺ ɺ ɺɺ ɺ          (2.20) 




In the RHS of equation (2.20), damping force is usually very small compared to inertial 
force. Thus this part can be assumed to be zero, and then the equation of motion for the 
substructure in time domain can be presented by 
( )* * *( ) ( ) ( ) ( ) ( )rr r rr r rr r r rj rr jt t t t t+ + = − +M u C u K u P M M r uɺɺ ɺ ɺɺ                                        (2.21) 
 
2.2.2 Substructure Method with Trapezoidal Rule of Integration 
 
Recently, an improved substructure method has been developed avoiding the “quasi-
static” concept. It is based on trapezoidal rule of integration for deriving total interface 
response (Trinh and Koh 2011). If the time history of interface acceleration ( ( )ju tɺɺ ) is 
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                                                                                           (2.22) 
where superscripts k  and 1k +  represent two consecutive data points, and t∆  is time 
step. 
 
Therefore, accelerations, velocities and displacements at the interface are all available 
and can be substituted in equation (2.15) as the interface force. The substructural 
response can be computed by applying Newmark method to the equation of motion. If the 
measurements of interface accelerations are clean signals, the computed results should be 
the same as complete structure method. Practical measurements are inevitably 
contaminated by noises, thus the numerical integration will introduce drift in velocity and 




displacement time histories, leading to a low-frequency drift in the interface force vector. 
Nevertheless, the natural frequencies of a substructure are higher than those of the 
complete structure, and substructural response is predominantly excited by force 
components with frequencies close to the substructure’s natural frequencies. Hence the 
low-frequency drift in integrated force vector does not have any significant effects on 
substructural dynamic response.  
 
Due to its advantageous features, the substructure method with trapezoidal rule of 
integration is selected to apply in this thesis for the estimation of substructural response 
in time domain. 
 
2.3 Dynamic Analysis in Frequency Domain 
 
For spectral analysis (Clough and Penzien 1993; Newland 1984), the equation of motion 
(2.11) can be transformed into frequency domain with Fourier transform of structural 
acceleration as the main variable. 




C KM - u Pɺɺ                                                                                             (2.23) 
where ( )ˆ iωuɺɺ  is the Fourier transform of structural acceleration, ( )ˆ iωP  is the Fourier 
transform of input excitation, and ω  is circular frequency (rad/s). 
As a result, structural response vector in frequency domain can be derived by 
( ) ( ) ( )ˆ ˆi i iω ω ω=u G Pɺɺ                                                                                                   (2.24) 
where ( )iωG  is frequency response transfer matrix. 




Input excitation P(t) is assumed to represent a stationary random process which can be 
characterized by its power spectral density matrix. For a system of N×N DOFs, the power 
spectral density matrix of input excitation can be defined as 
( )
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                                                     (2.25) 
where ( )
( ) ( ) ( ) ( )/ 2 / 2
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Each side of equation (2.24) is post-multiplied by the transpose of its own complex 
conjugate and divided by 2πs, in which s is time duration. Apply the limit as s → ∞  
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In view of cross-spectral density defined as equation (2.25a), equation (2.26) can be 
rewritten in terms of power spectral density matrix as 
( ) ( ) ( ) ( )Ti ii iω ω ωω = −u pSG GSɺɺ                                                                                    (2.27) 
where ( )iωuSɺɺ  is the power spectral density matrix of structural response given by 
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Therefore, equations (2.25), (2.27) and (2.28) can be applied to spectral analysis of jack-
up model, in which power spectral density matrix for wave force can be directly obtained 
based on wave spectrum as follows. 
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where ( ) ( ) ( )( ) ( )( ) ( )cosh cosh
sinh( ) sinh( )j k
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Based on power spectral density matrix of wave force ( )iωpS and frequency response 
transform matrix ( )iωG , power spectral density matrix of structural response can be 
derived by equation (2.28). For substructural analysis, equation (2.15) can be directly 
transformed into frequency domain as  
ˆ ˆ ˆ( ) ( ) ( )rj rjrr rr
rr r r rj ji i ii i
ω ω ω
ω ω ω ω
  
+ − = − + −  
   
2 2
C KC KM u P M uɺɺ ɺɺ                                     (2.30) 
where ( )ˆ r iωuɺɺ  is the Fourier transform of substructural acceleration, ( )ˆ r iωuɺɺ  is the 
Fourier transform of interface acceleration, and ( )ˆ iωP  is the Fourier transform of wave 
force inside substructure. 




Substructural response vector in frequency domain can be derived by 
( ) ( )ˆ ˆ ˆ( ) ( ) ( )r r r j ji i i i iω ω ω ω ω= −u G P G uɺɺ ɺɺ                                                                       (2.31) 
where ( )r iωG is frequency response matrix for internal nodes, and ( )j iωG is frequency 
response matrix for interface nodes. 
 
Besides, the power spectral density matrix of substructural response can be obtained by 
( ) ( ) ( ) ( ) ( ) ( ) ( )
r r j
T T
r r j ji i i i i i iω ω ω ω ω ω ω= − − −u p uS G S G G S Gɺɺ ɺɺ                               (2.32) 
where ( )
r
iωpS and ( )j iωuSɺɺ  are derived from equations (2.25) and (2.28) respectively. 
 
2.4 Numerical Results 
 
2.4.1 Model Configuration 
 
The independent legs made from truss bays are distant apart, thus the shielding effects by 
the legs are negligible. In numerical study, the lattice legs and the hull are modeled as 
tubular beams with equivalent bending characteristics. The jack-up platform is modeled 
as a 2D frame structure (Martin 1994), in which the windward leg is one vertical beam, 
and the other two leeward legs are combined to the other vertical beam, and the hull is 
modeled as a horizontal beam connecting these two vertical beams. Leg-hull connection 
is assumed to be rigid and the spudcan fixity is modeled as a set of springs. As explained 
earlier, due to the large size of jack-up platform, the substructure concept is adopted to 
apply. A single leg is selected to study with two substructures, i.e. the top half of the leg 




as substructure 1 and the bottom half of the leg with spudcan fixity as substructure 2. 
Moreover, for substructural analysis, the coordinate plane for the 2D substructures 
containing the sing leg can be set differently. The measurements also can be derived in 
the corresponding coordinate plane. It is not necessary to extend jack-up model to 3D 
numerical model when only considering a single leg. The situation considered in this 
thesis is one of possible coordinate planes. The schematic diagram of jack-up model is 
depicted in Fig. 2.4 with the necessary parameters, in which (a) is the complete structure 
and (b) is the two substructures, as follows. 
 
 























































































(a) Complete Structure (b) Substructures 




As an example, Magellan jack-up in the North Sea operated at 29/5B Franklin site for 3 
years, then at 22/30C Elgin site for 1 year (2001-2001), before moving back to the 
Franklin for 2002-2003. The hull weight varied between 12,125t and 15,031t in 2001-
2002, and 13,598t and 15,636t in 2002-2003. The mass of a single leg is approximately 
1200t and the mass of a single spudcan with enclosed water is about 600t. Based on 
geotechnical data for Magellan jack-up at Franklin (loose holoscene sand veneer, firm to 
stiff clay, and medium to dense sand) and Elgin (clayey fine sand, firm to stiff very silty 
clay and hard to very hard silty clay) sites (Nataraja et. al 2004), the foundation spring 
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where B is the effective spudcan diameter at the uppermost part bearing area, ν is the 
Poisson’s ratio of soil, and Gx, Gy, Gr are the shear modulus for horizontal, vertical, and 
rotational loading respectively.  
 
Based on SNAME (2002), in numerical study, the foundation stiffness values can be 
determined for these two sites and listed in Table 2.1. 
 
Table 2.1 Foundation Stiffness at Franklin and Elgin Sites (Nataraja et. al 2004) 
Foundation Stiffness Franklin Elgin 
Kx 3.24 × 108 2.21 × 108 
Ky 6.97 × 108 2.99 × 108 
Kr 2.87 × 1010 1.78 × 1010 
 




The water depth considered is 92 m and the wave is described by JONSWAP spectrum as 
shown in equation (2.10). Two storm conditions are considered for the Franklin and Elgin 
sites respectively (Nataraja et. al 2004). Table 2.2 summarizes the key parameters of the 
selected storms. Wave spectra for these two sites are also depicted in Fig. 2.5. 
 
Table 2.2 Wave conditions at Franklin and Elgin Sites (Nataraja et. al 2004) 
Parameter Franklin Elgin 
Hs (m) 7.59 7.44 
Tp (s) 11.13 11.13 



























































Fig. 2.5 Simulated Wave Spectrums 
 
For dynamic analysis, global stiffness matrix (including P-∆ effect) and the global mass 
matrix (including water added mass) can be developed based on the methodology 
described in Sections 2.1.1~2.1.3. The natural frequencies of jack-up frame model can be 
derived. The first two natural frequencies are used in Rayleigh damping computation. 




The fundamental frequencies are listed in Table 2.3, in comparison with pinned footing 
model and fixed footing model. 
 
Table 2.3 Fundamental Frequency (rad/s) 
Footing Franklin Elgin 
Pinned 0.8431 0.8431 
Fixity 1.0487 0.8795 
Fixed 1.4902 1.4902 
 
As shown in Table 2.3, the fundamental frequency for fixity model (i.e. account for 
foundation springs) is obviously in the range between that for pinned footing and that for 
fixed footing. It also shows that the traditional analysis with pinned assumption is 
conservative for dynamic analysis, because the pinned footing model makes the natural 
frequency much closer to dominant frequency of wave excitation, thereby overestimating 
the extreme conditions. Moreover, the natural frequency of the numerical model with 
fixity footing is agreement with the measured natural frequency much better (Nataraja et. 
al 2004). In other words, the numerical model with fixity footing is more accurate for 
dynamic analysis. 
 
SNAME 5-5A (2002) recommends that the maximum values of global critical damping 
to be used in dynamic analysis should be 2% critical for structural damping, 3% critical 
for hydrodynamic damping and 2% critical for foundation damping. For the load levels of 
selected storms, which are 40% of 50-year load value, soil tends towards elastic behavior 
and the associated energy absorption in hysteresis is small. As a result, the foundation 
damping is likely to be light. At Franklin site, the spudcans penetrate about 2.4 m into 
their maximum bearing area, while at Eglin site they penetrate about 4.62m (Nelson et al. 




2001 and Nataraja et al. 2004). Since the penetration at Elgin site is larger than Franklin 
site, the foundation damping is slightly larger at Elgin site. Therefore, the damping factor 
including structural and foundation damping is 3% critical for Franklin site and 3.5% 
critical for Elgin site (Nataraja et. al 2004). Based on damping ratios and the first two 
lower modes, the damping coefficients can be derived. Hydrodynamic damping also 
needs to be added to the nodes under water. Finally, the numerical model for jack-up 
platform is developed and then applied to dynamic analysis in time domain and 
frequency domain. 
 
2.4.2 Time Domain Analysis Results 
 
First, complete structural analysis is carried out in time domain. The time step used in the 
numerical study is determined by the first mode due to its importance. The period of first 
mode is about 6s for Franklin site and about 7s for Elgin site. Usually time step t∆  
should be less than tenth of natural period, thus 0.1t s∆ =  is adequate for numerical study. 
Number of data points is 20,000tN = . Wave loads are simulated for these two sites based 
on linear wave theory and Morison’s equations. The frequency range considered in wave 
simulation is (0, 2π). Take Franklin site as an example, the simulated water surface 
elevation is shown in Fig. 2.6 (a), whereas the simulated wave load time history at the 
node near the water free surface is shown in Fig 2.6 (b). 

























































































Fig. 2.6 Simulated Random Wave Time History 
 
Second, the substructures as shown in Fig 2.4 (b) are modeled by the methodology 
described in Section 2.2. The substructure method with trapezoidal rule of integration is 
applied. Interface response in term of accelerations is derived from complete structural 
analysis and than velocities and displacements are computed by integration. The interface 
term can be taken as additional input excitations in substructural analysis. Newmark 
method is applied to equations of motion for substructural analysis to obtain time history 
of substructural response. 




As an illustration example, the time histories of structural response in terms of 
accelerations at the node near the water free surface are derived from complete structural 
analysis and substructural analysis. The results are compared and shown in Fig. 2.7. 













































Fig. 2.7 Comparison between CSA and SSA in Time Domain 
 
The structure is subjected to random wave loads and assumed to start motion from rest. 
Its initial motion includes the transient oscillation due to the initial impact from the 
random external excitations. Therefore, the initial time history shows the sum of the 
transient and forced oscillations as highlighted inside dash line circle in Fig. 2.7. The 
transient response dies out with time (based on the amplitude of system damping) and the 
steady state harmonic oscillation takes over later. In practice, the structure is always in 
motion due to random ocean environment but it is very difficult to determine the initial 
conditions for structural response. In numerical simulation, the initial conditions can be 
assumed as rest with the transient state dying out with time and the steady state is the 
main concern in dynamic analysis just as shown in Fig. 2.7. 
 




Moreover, in Fig. 2.7, the two time history curves coincide exactly. Thus complete 
structural analysis and substructural analysis are in good agreement. It indicates that 
substructural analysis can be used to accurately predict dynamic response in time domain. 
In other words, in time domain, it is possible to apply substructure method instead of 
complete structure method, which can reduce the system size and focus on the critical 
parts of the structure. The accurate substrucutral analysis is the basis of substructural 
identification. 
 
2.4.3 Frequency Domain Analysis Results 
 
Dynamic analysis can also be carried out in frequency domain by spectral analysis. As 
explained in Section 2.3, both structural response and wave force are expressed by power 
spectral density. For purpose of comparison with time domain analysis, the frequency 
increment used in frequency domain analysis is determined based on time duration used 
in time domain analysis as 2 2 0.001
20000 0.1tN t
pi pi




In numerical study, complete structural analysis and substuctural analysis are both carried 
out in frequency domain for Franklin site as well as Elgin Site. Taking the node near to 
the water free surface as an example, the comparison results are shown in Fig. 2.8, 
including the comparison between two locations and the comparison between complete 
structural analysis (CSA) and substructural analysis (SSA). 




















































































































Fig. 2.8 Comparison between CSA and SSA in Frequency Domain 
 
The results for both Franklin site and Elgin site are presented in Fig. 2.8. For each curve 
there are two peaks corresponding to the dominant frequency of wave excitation and the 
natural frequency of the jack-up model respectively. The natural frequency of jack-up 
model at Elgin site is much closer to the dominant frequency of wave excitation. Thus the 
peak at the dominant frequency of wave excitation is enhanced and much higher than 
Franklin site. On the other side, the peak at the natural frequency of jack-up model is 
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much higher for Franklin site. In other words, jack-up platform at Elgin site is more 
influenced by dynamic effects from the wave. It indicates that dynamic response excited 
by wave depends on the closeness between the natural frequency of the structure and the 
dominant frequency of the wave.  
 
Moreover, it is also shown that the substructural analysis in frequency domain is accurate, 
because the results of substructural analysis are exactly the same as those of complete 
structural analysis, for both of the locations. It demonstrates that, by using spectral 
analysis, substructural analysis developed can predict structural response and further 
provide the basis of the substructural identification in frequency domain. Besides, due to 
the use of power spectral density (PSD) concept, there is no need to know the initial 
conditions for structural response, thus spectral analysis is beneficial for dynamic 
analysis of offshore structures with random wave excitations. 
 
2.4.4 Comparison between Time Domain Analysis and Frequency Domain Analysis 
 
In practice, accelerometers are widely used for dynamic measurements. Thus acceleration 
is taken as representative structural response. In numerical study, time history of 
structural acceleration derived from complete structural analysis is used to represent 
measurements. The numerical results from complete structural analysis are in good 
agreement with the numerical results from substructural analysis. Furthermore, it is 
convenient to compare numerical results between time domain analysis and frequency 
domain analysis in terms of power spectrum density (PSD). Fast Fourier Transform (FFT) 




is applied to time history of structural response, and then PSD values can be derived. 
Take Franklin site as an example, the comparison for numerical results from complete 
structural analysis between time domain and frequency domain is shown in Fig. 2.9. 





























































Fig. 2.9 Comparison between FD Analysis and TD Analysis I 
 
As shown in Fig 2.9, most of the data is consistent, but PSD values derived from time 
domain analysis are scattered when comparing with those from frequency domain 
analysis especially around the natural frequency of the structure. The differences may be 
caused by FFT approximation or insufficient time duration. In order to improve the PSD 
values derived from time domain analysis, averaging method is considered to apply 
involving longer time duration and some averaging windows. A longer time history (15Nt) 
is computed with 15 windows. Averaged PSD values among different windows are 
computed as the smoothed PSD values, which are compared with the results from 
frequency domain analysis in Fig. 2.10, as follows. 
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Fig. 2.10 Comparison between FD Analysis and TD Analysis II 
 
It is shown that the averaging approach is effective and can improve the accuracy of data 
conversion from time domain to frequency domain, so that the numerical results from 
time domain analysis are in good agreement with those from frequency domain analysis. 
Fig. 2.10 illustrates that the time domain results and the frequency domain results are 




Dynamic analysis of jack-up model has been developed in this chapter. The procedures of 
time domain analysis and frequency domain analysis are summarized and illustrated in 
Fig 2.11 as follows. 
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Fig. 2.11 Dynamic Analysis Procedures 
 
Both complete structural analysis and substructural analysis are developed in time 
domain and in frequency domain respectively. A numerical jack-up model is developed 
by finite element method based on a typical jack-up platform operated at two different 
sites in the North Sea. Spudcan fixity is included in structural stiffness, which is 
beneficial for design and operation in deeper water. JONSWAP spectrum and linear wave 
theory are applied to simulate random wave conditions. Wave forces are computed by 
modified Morison’s equation and applied to the jack-up model. Water structure 
interaction is considered in terms of hydrodynamic damping and water added mass.  
 
In numerical study, complete structural analysis is carried out in time domain and 
frequency domain. In the real sea, the structure is always in motion but it is very difficult 
to determine or measure the initial conditions of structural response for dynamic analysis. 
In numerical simulation, the structure subjected to random wave forces is assumed to 
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start motion from rest. There should be transient state in initial time history of structural 
response due to initial impact effects of random excitations. The initial transient 
oscillations decay with time and then the steady state presents the dominate motion which 
is the main concern of dynamic analysis. Unknown initial conditions will be one of the 
challenges required to overcome in time domain identification. Alternatively, spectral 
analysis in frequency domain has no initial condition problems because of the use of 
power spectral density (PSD) concept. The numerical results derived from time domain 
analysis are in good agreement with those derived from frequency domain analysis. It 
verifies the numerical model developed in dynamic analysis. Moreover, substructural 
analysis is also carried out in time domain and frequency domain. The numerical results 
derived from substructural analysis are exactly the same as those derived from complete 
structural analysis. Therefore, substructure approach can be adopted to accurately predict 
structural response which provides the basis for substructural identification. 
 
 




Chapter 3 Substructural Identification of Jack-up Model in 
Time Domain 
 
The procedures for dynamic analysis of jack-up model developed in Chapter 2 can be 
taken as the forward analysis, whereby structural parameters, environmental excitations 
(input) are known or assumed, while structural response (output) is computed based on 
given excitations and known dynamic system. On the contrary, system identification is an 
inverse analysis dealing with identification of system parameters based on practical 
measurements, which presents much more difficulties in terms of convergence and 
accuracy due to the ill-condition nature of inverse analysis. System identification of jack-
up model is even more challenging because of more complex dynamic system and 
random environmental loads especially the random wave forces. 
 
In this chapter, system identification of jack-up model in time domain is formulated. Due 
to the large size, substructural identification (Sub-SI) is appropriate for reducing the 
system size and the number of unknown parameters. Thus accuracy and efficiency can be 
improved. When only certain critical parts need to be identified, Sub-SI can avoid 
considering complex boundary conditions like leg-hull connections. The jack-up model at 
Franklin site is selected as an example and the two substructures in a single leg are 
identified in system identification. The complete structure and the substructures are the 
same as those already developed in Chapter 2 as shown in Fig. 2.4. The main structural 
parameters to be identified include both leg stiffness and spudcan fixity.  




In practice, wave forces are difficult or even impossible to measure or quantify accurately. 
Usually, it is better to measure water particle kinematics including velocity and 
acceleration which can be substituted to empirical equations to compute wave forces. 
Wave measurement sensors are available for practical applications including electronic 
and magnetic technology or acoustic Doppler systems. But it is still difficult to accurately 
determine wave forces. Alternatively, the output-only method (Perry and Koh 2008) has 
to be considered which requires the measurements of structural response. It is the first 
time to predict random wave forces by an output-only algorithm. Besides, water 
kinematics are indeed different for different legs accounting for different phase angles, as 
illustrated in equation (2.6) and equation (2.9). Since Sub-SI is adopted on a single leg, it 
is completely independent of the wave loadings (or any other parameters for that matter) 
on other two legs. 
 
In numerical study, it is usually assumed that structural response starts from rest, which is 
not applicable for offshore structures as they are always in motion due to random 
environmental conditions. However, since the transient oscillations can die out with time 
due to damping effects, it is beneficial to exclude the transient state in system 
identification. Beside, search space reduction method (SSRM) based on GA methods is 
selected as the identification method. Although GA method has been successfully applied 
to structural identification of onshore structures, it is necessary to extend its use to 
offshore engineering. An improved fitness function is considered and developed for 
system identification of jack-up model to deal with the complex dynamic system. 
 




Furthermore, damage detection can be conducted based on accurate parameter 
identification. It is converted to a problem of comparing the identified parameters 
between the undamaged structure and the damaged structure. Besides, identification of 
the damaged structures can start from the identified parameters of the undamaged 
structure as some initial guess. 
 
3.1 System Identification Strategy in Time Domain 
 
3.1.1 Output-Only Method 
 
For dynamic analysis of substructure, the equation of motion (2.15) is reproduced here 
for ease of reference: 
( ) ( ) ( ) ( ) ( ) ( ) ( )
rr r rr r rr r r rj j rj j rj jt t t t t t t+ + = − − −M u C u K u P M u C u K uɺɺ ɺ ɺɺ ɺ                            (3.1) 
 
For the predication of excitations, equation (3.1) can be rearranged as  
( ) ( ) ( ) ( ) ( ) ( ) ( )
r rr r rr r rr r rj j rj j rj jt t t t t t t= + + + + +P M u C u K u M u C u K uɺɺ ɺ ɺɺ ɺ                            (3.2) 
 
Interface velocities and displacements can be derived by the integration of interface 
accelerations ( ( )j tuɺɺ ) by using trapezoidal rule of integration as explained in the Section 
2.2.2. Therefore, the interface forces are available as additional excitations for the 
substructure. 




Similarly, the velocities and displacements of the internal nodes can be obtained by the 
integration of the accelerations of internal nodes ( ( )
r
tuɺɺ ). Consider ( )
r
u tɺɺ  at an internal 
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where k  and 1k + represent two consecutive data points, and t∆  is time step. 
 
In numerical study, it is assumed that the structure starts from rest, which means that the 
initial displacement and velocity are both zero. At each time step, the velocities and 
displacements of the substructure including internal nodes and interface nodes are first 
derived by integration. Then these values together with accelerations are substituted into 
equation (3.2) to compute force vector 
r
P . Assuming the force locations are known, the 
force vector should be corrected by putting zeros at locations without forces. Based on 
the corrected force vector and interface response, the structural response of internal nodes 
at this time step can be predicted by applying Newmark method to equation (3.1). 
Subsequently, the predicted accelerations, velocities and displacements of internal nodes 
are used in equation (3.3) to derive the velocities and displacements at the next time step. 
As a result, the whole predicted time history of substructural response can be derived and 
should be the same as the measurements for clean signals. It is a useful output-only 
algorithm for system identification and selected to apply in this thesis.  
 




This output-only algorithm has not been applied to offshore structures before, which 
involves random wave forces affecting every node under the water. For the nodes under 
the water, structural response is supposed to be measured for predicting wave forces. 
Therefore, the measurements of structural response do influence the predication of 
external excitations and further influence the accuracy of system identification. 
 
3.1.2 Measurement and Fitness Function 
 
In practice, the measurements are inevitably contaminated by noises which may influence 
the accuracy of system identification. Thus the noise effects should also be considered in 
numerical study, where the noise value is assumed to be proportional to the root mean 
square (RMS) of the clean signal time history. A white Gaussian noise vector is freshly 
generated in every numerical test, so as to avoid using the same pattern of noise, and the 
noise is defined as a given percentage (noise level) of RMS as 
Noise=w×RMSCleanSignal×Noise Level                                                                             (3.4) 
where w is a standard Gaussian variable (i.e. zero mean and unit variance).  
 
The sum of squared errors (SSE) between the measured and simulated time histories of 
structural response is a good indicator to judge the success of system identification of 
dynamic system, because the parameter changes of the dynamic system directly influence 
structural dynamic response. Since accelerometers are widely used for dynamic 
measurements in practice, accelerations are preferred as the dynamic response used in 
SSE. Hence for parameter identification, the objective is to minimize SSE between the 




measured and simulated accelerations of internal nodes in the substructure. In GA 
method, this is used to define the fitness function. An improved fitness function is used in 
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where N is the number of selected response points, NT is data length, superscripts m and s 
represent measured and simulated values respectively, ( )2 m
i
E uɺɺ  represents the mean 
squared value of measured accelerations, and c is a constant to avoid singularity which is 
chosen to be the same order of magnitude as squared value of normalized accelerations. 
 
As shown in equation (3.5), the improved fitness function involves SSE of normalized 
structural response by mean squared structural response ( )2 m
i
E uɺɺ , which can improve the 
effectiveness of GA method, because it addresses the problems arising from possible 
differences in order of magnitudes (at different nodes) or different units for different 
response quantities (e.g. linear acceleration versus angular acceleration). Therefore, based 
on this fitness function, different kinds of structural response can be included regardless 
of different locations or different units. Thus comprehensive dynamic information can be 
included which is beneficial for system identification of complex dynamic system. 
 
 




3.1.3 Procedure of System Identification in Time Domain 
 
For system identification of jack-up platform, structural stiffness is the main concern to 
be identified including both leg stiffness and spudcan fixity, together with damping 
coefficients α, β and hydrodynamic coefficients Cd, Cm all treated as unknown parameters 
while structure mass is assumed to be known. Measurements include substructural 
response in terms of accelerations which can be directly applied by output-only method 
for substructural analysis.  
 
According to the equations of motion of jack-up model, the mass matrix is partially 
unknown due to water added mass (unknown Cm). For water added damping, it requires 
the wave spectrum by measuring wave heights, which is needed for water added damping 
term as shown in equations (2.8) and (2.29a). But in system identification, the drag 
coefficient Cd is treated as an unknown parameter. Thus the damping matrix is unknown 
not only due to structural damping (unknown K, α and β) but also due to water added 
damping (unknown Cd). Hence system identification of jack-up model is a difficult task 
because of many unknown factors. Moreover, since all the measurements are 
unavoidably contaminated by noises, the predicted force time history by output-only 
method will also be affected, which increases the difficulties of global optimum search.  
 
In numerical study, the jack-up model is assumed to start from rest while random wave 
loads cannot be guaranteed to start from zero due to random phase angles. To solve this 
problem, in GA search, the transient response is excluded and not accounted for fitness 




computation. Different time steps are used to save computing time for forward analysis, 
and the time step for initial time history (0.1s) for transient oscillations is much larger 
than later time history (0.001s) for steady state due to wave forces. Furthermore, the 
wave force frequency is close to the natural frequency of the complete structure as shown 
in Chapter 2. But the two substructures are much stiffer than the complete structure, and 
thus all the natural frequencies of the substructures are much higher than the wave force 
frequency. Besides wave forces, operations (e.g. mechanical and crane activities) on the 
hull also excite dynamic response of jack-up platform. If necessary, an additional random 
force can be considered to apply on the top of the hull. A filter window is used to obtain 
structural response in a specified frequency range covering some natural frequencies of 
the substructures. This filtering operation is carried out before fitness computation in GA 
search for both simulated accelerations and measured accelerations (Hong 2002).  
 
Therefore, system identification starts from initial guess of unknown parameter sets 
which is randomly generated in a search range. The forward analysis is carried out based 
on the trial parameter sets to derive the simulated structural response. GA works based on 
the fitness function to minimize the differences between the normalized simulation and 
the normalized measurement. After several generations in GA search, the best results for 
identified parameters can be derived as the output of system identification. The system 
identification procedure of jack-up model in time domain is briefly described by the 
flowchart as shown in Fig. 3.1. 
 





Fig. 3.1 System Identification Procedure in Time Domain 
 
 
In summary, system identification strategy proposed in time domain is a GA-based Sub-
SI without requirements for force measurements or knowing initial conditions. It can be 
applied to wider range identification problems due to its advantages of releasing some 
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3.2 System Identification of Substructure 1 
 
Substructure 1 is the top half of a single leg as shown in Fig. 2.4 near the free surface 
where the wave load is the most severe. Therefore, this part is a critical part in terms of 
damage. It is beneficial to identify structural stiffness of this part and detect damage 
through changes in stiffness. System identification of substructure 1 can be carried out in 
time domain by GA method with the objective of minimizing SSE between measured and 
simulated response in terms of accelerations. Unknown parameters include structural 
stiffness K6~K10, damping coefficients α, β and hydrodynamic coefficients Cd, Cm. The 
search limits for unknown parameters are determined as half to double of the exact values. 
The search range is wide enough and asymmetrical, which is very reasonable for practical 
applications. A set of initial guess is randomly generated at the beginning of system 
identification. All these are to test the robustness of the proposed identification strategy. 
 
3.2.1 Sensitivity Study 
 
It is necessary to conduct sensitivity study before system identification so as to find the 
main response changes due to stiffness changes. Since the search limits are from half to 
double of exact values, three different levels of stiffness changes are considered for 
sensitivity study, i.e. 50% decrease (-50%), 50% increase (+50%) and 100% increase 
(+100%). The parameters K6~K10 are changed in turn, one parameter at once, thus fifteen 
cases are studied in total. When the structural stiffness is changed, the dynamic response 




will be changed correspondingly. In order to illustrate clearly, the sensitivity for the 
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where superscript exact represents structural response based on exact stiffness, 
superscript appox represents structural response based on approximate stiffness, and 
( )2E exactuɺɺ  represents mean squared value of structural response based on exact stiffness. 
 
In equation (3.6), sensitivity is normalized by mean squared structural response 
( )2E exactuɺɺ  in order to compare different structural response of different magnitudes 
(different nodes) or different response quantities (linear acceleration versus angular 
acceleration).  
 
In all the fifteen cases, the sensitivity is computed and the results are shown in Table 3.1 
as follows, in which (a) presents the sensitivity values for horizontal acceleration (b) 
presents the sensitivity values for vertical acceleration (c) presents the sensitivity values 









Table 3.1 Sensitivity Study in Time Domain for Structure 1 
 




7 8 9 10 
 K6 26.80 17.68 9.55 2.24 
 K7 74.97 41.92 21.64 4.55 
-50% K8 130.02 125.41 53.44 9.18 
 K9 150.30 176.49 229.42 31.59 
 K10 186.32 207.33 309.19 285.44 
 K6 5.16 3.03 1.66 0.33 
 K7 14.64 8.01 4.93 0.81 
+50% K8 32.03 27.15 11.37 2.14 
 K9 37.88 51.89 60.12 10.27 
 K10 53.44 63.01 112.30 79.14 
 K6 12.93 7.41 4.05 0.77 
 K7 36.36 20.03 12.76 2.00 
+100% K8 83.51 68.80 29.14 5.64 
 K9 99.48 141.21 158.83 28.95 
 K10 148.29 177.90 333.23 220.06 
 




7 8 9 10 
  K6 67.69 36.06 18.89 8.02 
  K7 74.30 134.42 48.02 11.12 
-50% K8 119.27 147.86 119.18 18.30 
  K9 164.05 191.88 148.71 120.31 
  K10 201.74 290.71 251.73 316.60 
  K6 11.02 5.86 3.05 1.24 
  K7 12.20 24.43 8.96 1.96 
+50% K8 23.56 31.19 25.38 3.07 
  K9 31.49 39.81 59.47 28.35 
  K10 59.74 70.94 97.79 66.34 
  K6 26.02 13.85 7.23 2.92 
  K7 28.96 58.78 21.64 4.73 
+100% K8 58.03 77.59 62.89 7.30 
  K9 76.68 98.21 101.12 71.28 

















7 8 9 10 
  K6 194.99 6.05 0.78 0.17 
  K7 658.56 230.83 3.45 0.37 
-50% K8 308.96 711.38 202.22 0.78 
  K9 318.14 370.95 895.29 103.60 
  K10 273.33 364.02 390.69 544.75 
  K6 62.41 1.87 0.16 0.03 
  K7 207.62 75.26 1.14 0.11 
+50% K8 94.70 233.40 62.22 0.29 
  K9 110.33 135.06 329.70 37.86 
  K10 96.14 131.19 152.83 173.63 
  K6 171.16 5.06 0.42 0.08 
  K7 564.10 208.75 3.19 0.30 
+100% K8 257.74 642.33 173.80 0.85 
  K9 308.45 385.31 938.05 110.42 
  K10 283.63 388.01 459.45 478.74 
 
As shown in Table 3.1, horizontal, vertical and rotational accelerations are sensitive to 
structural stiffness changes. Stiffness change at one element will influence the structural 
response at the two ends of the element much more than the other nodes. Besides, 
sensitivity values in -50% cases are much lager than other cases. It indicates that the 
search range from half to exact value is more sensitive for system identification. 
Moreover, rotational accelerations present lager sensitive values than linear accelerations, 
thus rotational accelerations of internal nodes in substructure 1 are selected to be 
compared in the fitness function for system identification. In numerical study, these 
measured accelerations are obtained from complete structural analysis. 
 
3.2.2 Numerical Results 
 
Based on the number of unknown parameters, considering the efficiency and accuracy of 
system identification, SSRM parameters are determined as shown in Table 3.2 as follows.  




Table 3.2 SSRM Parameters for Time Domain Identification 
Total Runs  15 
Runs  5 
Generations   100 
Populations  3 ×10 
Regeneration Number 2 
Reintroduction Number 30 
Migration Rate  0.05 
Crossover Rate 0.8 
Mutation Rate 0.2 
Window  4.0 
Time Step (s) 0.001 
Data Length 4096 
 
The search limits for unknown parameters are taken from half to double of the exact 
values. Noise effects are considered at three different levels i.e. without noise, with 5% 
noise and with 10% noise. In system identification, a set of initial guess for unknown 
parameters is randomly generated at the beginning of each test. In total, 10 tests of 
system identification are carried out for each noise level, and the computation time of 
each identification test is the same due to the same GA parameters used. Each test 
involves 45000 (population size ×generation number ×total runs) fitness evaluations. 
 
In all tests, damping coefficients α, β and hydrodynamic coefficients Cd, Cm are also 
treated as unknown parameters in system identification. As structural damping is 
dominated by the stiffness proportional term, the value of β is much better identified than 
the value of α. For hydrodynamic coefficients, inertial coefficient Cm appears in mass 
matrix where the structure mass is always known, while drag coefficient Cd appears in 
damping matrix where structural damping is unknown. As a result, the value of Cm is 
better identified than the value of Cd. However, the focus of system identification is on 




unknown structural stiffness values which are central point of this research. The 
comparisons between identified and exact structural stiffness are presented in Fig. 3.2 for 
(a) 0% noise, (b) 5% noise and (c) 10% noise respectively. 
























































































Fig 3.2 Time Domain Identification Results of Substructure 1 




In Fig. 3.2, K6~K10 represent stiffness values for the corresponding elements of 
substructure 1 and the ratios represent the identified values divided by the exact values. 
The results show that the structural stiffness parameters of substructure 1 can be 
identified well in time domain. For noise-free condition as shown in Fig. 3.2 (a), the 
identified values are very close to the exact ones with errors within 1%. As the noise 
level increases, system identification becomes more difficult thus the identification 
accuracy decreases correspondingly. The measurement noises obviously affect the 
accuracy of system identification, because both output-only algorithm and fitness 
computation depend on the signal qualities of the measurements. But the identification 
results under noisy conditions as shown in Fig. 3.2 (b) and Fig. 3.2 (c) are also acceptable. 
The identified error range is about ±10% of exact values for 5% noise condition and 
about ±15% of exact values for 10% noise condition.  
 
It is also noted that the identified stiffness values are different for different tests because 
initial guess is randomly and differently generated in each test. The identified stiffness for 
each element fluctuates around the exact value. It implies that it may be beneficial to 
average the identification results to study the effectiveness of the proposed identification 
strategy. In this respect, the identification error is defined as the absolute difference 
between the identified value and the exact value, and then divided by the exact value. 
There are two different ways to present the identification errors: one is to present the 
average of the errors of different tests (mean error), and the other one is to present the 
error between the averaged parameter and the exact value (error of mean parameter). 
Accordingly, the identification errors are computed and listed in Table 3.3 in these two 




different ways, in which (a) presents the mean errors and (b) presents the errors of the 
mean parameters. 
 
Table 3.3 Time Domain Identification Errors for Substructure 1  
 











0% 0.37 0.39 0.20 0.14 0.18 
5% 3.6 3.4 2.8 3.0 2.6 
10% 7.0 7.7 6.7 5.7 6.0 
 











0% 0.16 0.17 0.11 0.070 0.067 
5% 1.6 1.1 0.41 1.1 0.54 
10% 2.8 4.6 5.4 3.3 4.6 
 
In Table 3.3, it is shown that the identification results in time domain are accurate within 
different noise levels. It implies that although structural stiffness is the main concern, 
inclusion of hydrodynamic coefficients and damping coefficients as unknown parameters 
is also possible, which is rarely considered in other research papers. Thus the proposed 
identification strategy is promising and robust for the complex identification problems 
involving different types of unknown parameters. Generally, the identification errors in 
Table 3.3 (b) are smaller than those in Table 3.3 (a). The identification result is improved 
by averaging the parameters identified from different tests, because some errors can be 
canceled out between overestimations and underestimations of the identified parameters. 
Therefore, in practice, several identification tests are recommended to carry out and the 
mean values of the identified parameters can accurately predict the actual values of the 
parameters. 
 




3.3 System Identification of Substructure 2 
 
Substructure 2 includes the bottom half part of the leg as well as the spudcan fixity as 
shown in Fig. 2.4. As explained in Chapter 2, the spudcan fixity is very important for 
jack-up platform safety not only in static aspect but also in dynamic behavior. Thus 
inclusion of both leg stiffness and spudcan fixity in system identification as main concern 
of substructure 2 is very useful from practical viewpoint. Therefore, for substructure 2 
identification, the major unknown parameters include the leg stiffness (K1~K5) and the 
spudcan fixity (Kx, Ky, Kr). Besides, damping coefficients α, β and hydrodynamic 
coefficients Cd, Cm are also treated as unknown parameters. The search limits for the 
unknown parameters are from half to double of the exact values and a set of initial guess 
is randomly generated at the beginning of system identification. Since spudcan fixity is 
included introducing three more unknown parameters, system identification of 
substructure 2 will present more difficulties. As a result, more response information may 
be involved in system identification procedure. 
 
3.3.1 Sensitivity Study 
 
Sensitivity study is also carried out before system identification of substructure 2. Same 
as the sensitivity study of substructure 1, three different levels of stiffness changes are 
considered for sensitivity study, i.e. -50%, +50% and +100%. Leg stiffness (K1~K5) and 
spudcan fixity (Kx, Ky, Kr) are changed in turn, one parameter at once. Thus twenty four 
cases are studied in total, including fifteen cases for leg stiffness change and nine cases 




for spudcan fixity change. The results of sensitivity study for leg stiffness and spudcan 
fixity are presented separately, as shown in Table 3.4 and Table 3.5 as follows.  
 
Table 3.4 Sensitivity Study in Time Domain for Substructure 2 (Leg Stiffness) 
 




1 2 3 4 5 
  K1 10.10 69.61 38.64 27.52 25.09 
  K2 44.06 142.53 46.11 22.72 16.15 
-50% K3 106.91 65.76 52.55 20.85 10.30 
  K4 218.53 79.59 42.31 34.15 18.24 
  K5 272.96 103.94 63.07 39.69 41.57 
  K1 1.72 12.99 7.04 4.21 3.58 
  K2 8.28 31.40 9.31 4.27 2.84 
+50% K3 17.71 14.11 10.20 3.89 1.72 
  K4 36.67 16.38 8.11 6.10 3.30 
  K5 51.36 22.36 13.18 7.94 7.96 
  K1 4.02 30.74 16.76 9.86 8.32 
  K2 20.13 78.12 22.94 10.46 6.86 
+100% K3 42.26 35.28 24.99 9.53 4.19 
  K4 86.68 40.74 20.11 14.92 8.15 
  K5 122.82 55.81 32.97 19.91 19.61 
 




1 2 3 4 5 
  K1 29.63 134.65 83.48 59.26 50.03 
  K2 18.86 18.98 75.39 51.89 43.53 
-50% K3 14.18 14.55 31.78 49.24 36.80 
  K4 16.43 17.15 28.07 39.54 39.47 
  K5 22.95 23.13 33.15 43.73 52.33 
  K1 4.21 23.45 13.67 8.89 7.15 
  K2 2.83 3.12 12.75 8.13 6.56 
+50% K3 2.02 2.20 5.37 7.49 5.44 
  K4 2.40 2.55 4.29 6.12 6.08 
  K5 3.42 3.46 5.09 6.83 8.35 
  K1 9.73 55.36 32.09 20.65 16.48 
  K2 6.63 7.43 30.33 19.14 15.32 
+100% K3 4.70 5.16 12.76 17.56 12.71 
  K4 5.63 5.99 10.07 14.35 14.28 
  K5 8.02 8.13 11.97 16.07 19.71 
 
 








1 2 3 4 5 
 K1 522.17 250.52 60.71 37.51 13.60 
 K2 201.43 251.94 232.46 47.42 23.63 
-50% K3 109.94 79.26 244.57 118.48 18.92 
 K4 109.92 77.17 99.36 312.80 180.96 
 K5 143.71 100.20 118.57 141.47 429.41 
 K1 93.23 62.69 12.36 7.51 2.73 
 K2 46.98 61.58 69.26 11.73 5.69 
+50% K3 25.56 17.05 64.26 34.85 4.45 
 K4 24.78 17.36 23.13 83.16 54.76 
 K5 34.04 23.40 30.10 34.85 122.12 
 K1 217.96 154.90 29.64 17.96 6.53 
 K2 117.78 156.85 181.03 29.66 14.43 
+100% K3 64.40 42.51 166.45 92.25 11.26 
 K4 62.07 43.78 58.68 215.84 145.57 
 K5 85.80 59.18 77.46 89.29 322.04 
 
Table 3.5 Sensitivity Study in Time Domain for Substructure 2 (Spudcan Fixity) 
 




1 2 3 4 5 
 Kx 6817.94 871.76 322.68 162.96 85.48 
-50% Ky 144.04 518.56 557.66 601.73 595.59 
 Kr 133.87 266.80 344.23 376.44 366.22 
 Kx 1463.06 96.28 26.29 18.15 14.10 
+50% Ky 52.58 124.31 125.83 134.52 131.90 
 Kr 79.85 299.28 390.76 424.23 407.90 
 Kx 5020.67 294.91 55.32 34.89 31.23 
+100% Ky 156.45 339.42 348.65 373.42 365.46 
 Kr 362.28 1443.81 1883.40 2076.25 2030.00 
 




1 2 3 4 5 
 Kx 50.03 50.46 45.52 39.74 35.27 
-50% Ky 2232.22 2063.87 1775.53 1504.77 1294.71 
 Kr 268.24 279.20 259.92 234.22 214.58 
 Kx 16.80 16.25 14.05 11.73 9.94 
+50% Ky 524.24 489.84 428.09 367.58 318.08 
 Kr 272.27 283.45 263.89 237.80 217.85 
 Kx 38.28 36.62 31.27 25.80 21.60 
+100% Ky 1264.13 1187.47 1043.66 900.44 782.11 
 Kr 1477.02 1537.93 1432.01 1290.55 1182.42 








1 2 3 4 5 
 Kx 26.04 43.98 25.66 10.79 5.66 
-50% Ky 443.92 474.78 520.05 426.23 391.01 
 Kr 152.01 258.22 192.13 117.16 73.79 
 Kx 25.56 44.41 27.05 10.27 2.79 
+50% Ky 117.00 109.33 125.79 99.45 90.30 
 Kr 177.32 298.32 215.53 126.47 76.71 
 Kx 75.61 134.61 87.20 35.74 10.33 
+100% Ky 307.20 296.48 332.45 256.77 228.72 
 Kr 760.35 1386.72 1060.80 648.60 406.00 
 
As shown in Table 3.4, rotational accelerations and horizontal accelerations are more 
sensitive for leg stiffness changes, especially rotational accelerations. Sensitivity 
distribution is uneven for the three levels, and the search range from half to exact value is 
more sensitive for leg stiffness changes. For Table 3.5, it is noted that horizontal response 
and vertical response are more sensitive for spudcan fixity changes. Moreover, dynamic 
response is more sensitive for vertical stiffness and rotational stiffness of the spudcan, 
while only horizontal accelerations are sensitive to horizontal stiffness of the spudcan.  
 
Since the sensitivity study presents complex situations for substructure 2, the fitness 
function used in GA should be carefully considered to include different types of 
structural response. After several testing combinations, a set of response combination is 
selected to be used in system identification. Horizontal accelerations of internal nodes 
excluding first node are used in the fitness function, and additional two pairs of vertical 
accelerations and rotational accelerations are added at third node and fifth node. In 
numerical study, these measured values are obtained from complete structural analysis in 
time domain. 
 




3.3.2 Numerical Results 
 
SSRM parameters are selected as the same as those used in identification of substructure 
1 as shown in Table 3.1. The search limits for unknown parameters are also from half to 
double of the exact values. Noise effects are considered at three different levels i.e. 0% 
noise, 5% noise and 10% noise. In system identification, a set of initial guess for 
unknown parameters is randomly generated at the beginning of each test. In total, 10 tests 
of system identification are carried out for each noise level and the computation time of 
each test is the same based on the same GA parameters used. Each test involves 45000 
(population size ×generation number ×total runs) fitness evaluations. 
 
In system identification, damping coefficients α, β and hydrodynamic coefficients Cd, Cm 
are also treated as unknown parameters, but based on the central point of this research, 
the identification results for substructure 2 are presented in terms of structural stiffness 
including leg stiffness and spudcan fixity. Moreover, it is shown that system 
identification of substructure 2 is sensitive to noise effects especially for spudcan fixity 
identification. In noise free condition, the identified values including leg stiffness and 
spudcan stiffness are almost the same as the exact values, and the accuracy for leg 
stiffness identification is even better than that of substructure 1. However, when noise 
effects increase, the identification errors of leg stiffness and spudcan fixity will increase 
correspondingly. The comparison ratios between identified values and exact values are 
shown in Fig. 3.3. 




































































































Fig 3.3 Time Domain Identification Results of Substructure 2 
 
In Fig. 3.3, it is shown that the structural parameters of substructure 2 can be well 
identified in time domain. In noise free condition as shown in Fig. 3.3 (a), the identified 




values of leg stiffness and spudcan fixity are very close the exact values. As noise 
increases, identification accuracy is much influenced especially for spudcan fixity. 
However, the results under noisy conditions as shown in Fig. 3.3 (b) and Fig. 3.3 (c) are 
also acceptably accurate. The identified error range is about ±10% of exact values for 5% 
noise condition and about ±20% of exact values for 10% noise condition. It is shown that 
the combination of different types of structural response can work well when using 
normalized response in the fitness function. Moreover, the identification results for 
substructure 2 presented by two different error terms are also computed and listed in 
Table 3.6, in which (a) presents the mean errors and (b) presents the errors of mean 
parameters. 
 
Table 3.6 Time Domain Identification Errors for Substructure 2 
 











Kx Ky Kr 
0% 0.0044 0.0047 0.0034 0.0036 0.0035 0.023 0.0049 0.018 
5% 2.85 4.56 3.78 4.49 4.26 10.41 2.09 8.11 
10% 8.13 9.69 11.25 7.88 11.24 13.22 6.41 13.73 
 











Kx Ky Kr 
0% 0.0029 0.0011 0.0013 0.0010 0.00097 0.0092 0.000081 0.012 
5% 1.93 0.20 0.85 3.74 1.28 2.37 2.08 2.80 
10% 5.43 6.89 7.08 3.01 6.64 3.22 6.35 5.99 
 
As shown in Table 3.6, the identification results for leg stiffness of substructure 2 in time 
domain are accurate even with 5% noise or 10% noise. In noise free condition, it is noted 
that the leg stiffness of substructure 2 is even better identified than that of substructure 1, 
but when noise increases, identification of substructure 2 is more sensitive to noise and 
the identification errors increase more. Meanwhile, the spudcan fixity can also be 




identified accurately. It is shown that the leg stiffness and the spudcan fixity can be 
identified together by proposed identification strategy, even with damping coefficients 
and hydrodynamic coefficients as unknown parameters. It is also noted that the errors of 
the mean parameters are generally smaller than the mean errors for identification of 
substructure 2. Therefore, the mean parameters can be selected as final identification 
results with better accuracy.  
 
Due to different configurations of substructure 1 and substructure 2, substructure 1 is like 
a fix-fix structure while substructure 2 is like a fix-fixity structure. More parameters and 
more DOFs are involved in dynamic analysis of substructural 2, and thus the natural 
frequencies of these two substructures should be different which further influence the 
dynamic behaviors. Obviously, substructure 1 (1st natural frequency is 15Hz) is much 
stiffer than substructure 2 (1st natural frequency is 3Hz). In numerical study, dynamic 
analysis of substructure 2 has to include lower frequency response. In noise free 
condition, since the measurements are clean signals inducing no drift caused by 
numerical integration, the more natural frequencies are covered the more dynamic 
information can be included. On the other hand, noise effects for substructure 2 should 
increase more by lower frequency response. Moreover, since three more unknown 
parameters are involved, system identification of substructure 2 becomes more 
complicated involving the combinations of different types of structural response. 
However, the identification results for substructure 2 are also acceptable for practical 
applications. 
 




3.4 Damage Detection in Time Domain 
 
Based on accurate parameter identification, damage assessment can be computed by 
comparing the identified parameters between the damaged structure and the undamaged 
structure. In this respect, damage is defined as the loss in structural stiffness as a 








                                                                                                              (3.7) 
where subscript d and u denote the damaged structure and the undamaged structure 
respectively. 
 
The damage detection strategy is based on available measurements before and after 
damage. The structure mass is assumed to be known and unchanged. The main objective 
is to identify the stiffness changes between the damaged structure and the undamaged 
structure. Different from identification of the undamaged structure, identification of the 
damaged structure is carried out by including the identified parameters of the undamaged 
structure in the initial population. This is achieved by setting half of the species 4 as the 
identified parameters of the undamaged structure, and similarly for the first individual of 
species 1. The remaining population including the whole of species 2, 3 are initialized 
randomly at the beginning. The search limits for unknown parameters are also set as half 
to double of the actual parameters of the undamaged structure. 
 




For substructure 1 (S1), the leg near water free surface is easier to be damaged where the 
wave forces are more severe than other locations. Therefore, as an illustration example of 
damage detection, element K8 near the water surface is considered to be the damage 
location in S1. For substructure 2 (S2), the spudcan fixity is important for the overturning 
resistance of jack-up platform, especially the rotational stiffness. Thus the damage 
considered in S2 is the loss of rotational stiffness (Kr) of the spudcan fixity.  
 
In the numerical study, damage detection is carried out in time domain. Damage is 
simulated as 20% loss of structural stiffness and two cases are studied. One case is 20% 
stiffness loss of K8 in S1 and the other case is 20% stiffness loss of Kr in S2. I/O noise is 
set as 5%, and then the identified parameters of the undamaged structure at 5% noise 
level are used in damage detection as good starting points for identification of the 
damaged structure. The structural response according to the damaged structure is also 
different from that based on the undamaged structure. Thus the measurements based on 
the damaged structure are applied in the fitness computation. In total, 10 tests of damage 
detection are carried out in time domain for each damage case. The damage detection 
results in time domain are derived and listed in Table 3.7 for two cases: (a) Case 1 for 
damage detection in S1 and (b) Case 2 for damage detection in S2. 
 
Table 3.7 Damage Detection Results in Time Domain 
 
(a) Case 1: Identified Damage (%) in S1 
  
1 2 3 4 5 6 7 8 9 10 Mean 
K6 -4.17  -3.50  -5.90  -4.84  -3.82  -3.23  -2.41  -0.15  -0.09  0.11  -2.82  
K7 -3.68  -0.37  -4.43  -1.89  1.99  -0.91  0.01  3.73  0.70  3.32  -0.15  
K8 -21.83  -20.66  -21.43  -20.61  -17.70  -19.87  -20.53  -18.37  -19.89  -17.12  -19.80  
K9 -1.38  0.02  -1.95  0.54  2.15  -0.94  0.03  3.15  0.01  4.28  0.59  
K10 -4.32  0.55  -1.54  0.00  4.20  -0.20  1.04  1.45  -0.32  2.73  0.36  




(b) Case 2: Identified Damage (%) in S2 
  1 2 3 4 5 6 7 8 9 10 Mean 
K1 2.74  4.29  4.49  0.45  2.53  -1.73  1.22  2.54  2.00  1.67  2.02  
K2 0.78  6.43  5.10  -1.67  5.40  4.75  0.01  3.36  6.74  -1.69  2.92  
K3 -2.04  -7.94  -7.19  6.27  -1.63  -3.78  5.12  -5.27  2.03  -3.04  -1.75  
K4 4.69  0.02  -1.16  1.97  -4.80  0.08  0.03  -4.32  7.22  -4.24  -0.05  
K5 -5.06  1.24  -4.54  0.99  -0.91  1.47  -1.78  3.13  -4.19  -1.25  -1.09  
Kx 5.50  5.19  -3.65  7.28  6.73  -4.82  -6.83  -6.50  4.36  -6.04  0.12  
Ky 2.17  0.02  1.27  0.37  2.18  1.88  0.03  6.16  -5.20  2.35  1.12  
Kr -22.50  -22.88  -17.11  -18.56  -19.93  -24.38  -23.36  -21.71  -17.36  -21.35  -20.92  
 
In Case 1, the damage is well detected in S1 through significant stiffness loss of K8 and 
highlighted in bold in Table 3.7 (a). The largest difference between the identified damage 
and the exact damage in S1 is less than 3%. Besides, the mean damage of K8 detected is -
19.8%, very close to the exact damage of 20%. Similarly, as shown in Table 3.7 (b) for 
Case 2, the damage of spudcan as the stiffness loss of Kr is also well detected. The largest 
difference between the identified damage and the exact damage in S2 is less than 5%, and 
the mean damage of Kr detected is -20.92% which is in good agreement with the exact 
damage of 20%. Although some false damages are also identified as shown in Table 3.7, 
the largest value of mean false damages detected is only less than 3% which is less than 
the I/O noise level of 5%. Moreover, it is noted that the identified damage values for false 
damage locations vary as positive or negative for different tests. But for real damage 
locations, the identified damage values are always negative, consistently pointing to the 
occurrence of damage. This means that comparison of identified damage values obtained 
by repeating the damage identification using different measurement signals is a useful 
check. The proposed identification strategy in time domain is hence a useful non-
destructive means of damage detection of the existing platforms. 
 
 






This chapter has illustrated a GA-based Sub-SI strategy in time domain for jack-up model. 
Due to the large size of jack-up model and the main consideration of critical parts, Sub-SI 
is adopted to study a single leg which is divided into two substructures to identify. In 
order to avoid wave force measurements, an output-only algorithm is preferred to apply 
to deal with difficult conditions in random ocean environment. Besides, operations on the 
hull also excite dynamic response. If necessary, an additional random force can be 
applied on the hull to generate greater dynamic response for system identification. 
Moreover, the proposed identification strategy has overcome the problem of unknown 
initial conditions. In GA-based search, the transient response is directly excluded in the 
fitness computation. This procedure is simple and effective which has not been reported 
before. The objective is to minimize the differences between measured and simulated 
structural response. An improved fitness function is developed with regard to the 
normalized structural response, which is beneficial to extend GA method to complex 
dynamic analysis involving different types of measurements. 
 
In system identification, structural stiffness including leg stiffness and spudcan fixity is 
the main interest to be identified. Rayleigh damping coefficients and hydrodynamic 
coefficients are also treated as unknown parameters. The search limits for unknown 
parameters are from half to double of exact values. A set of initial guess for unknown 
parameters is randomly generated at the beginning of GA-based search. In numerical 
study, parameter identification is carried out in time domain at three different noise levels 




(0%, 5%, and 10%). 10 tests of system identification are carried out for each noise level. 
Both leg stiffness and spudcan fixity can be well identified even with noise effects. The 
mean errors based on different tests can be less than 15% for 10% noise and less than 
10% for 5% noise. Moreover, the errors of the mean parameter are generally smaller than 
the mean errors, which can be less than 10% for 10% noise and less than 5% for 5% 
noise. It is shown that the more accurate identified parameters can be derived by 
averaging the identified parameters from different tests. Therefore, it is recommended to 
compute the mean parameters based on different tests as the identification results. 
Furthermore, damage detection is carried out based on the accurate parameter 
identification. The identified parameters of the undamaged structure are included in the 
initial population for the identification of the damaged structure, and then the damage can 
be computed by comparing the identified parameters before and after the damage. 
Numerical study is carried out at 5% noise level for 20% damage in 10 different tests. 
Some false damages are identified but the means of detected values are less than 3%. The 
damages of leg stiffness and spudcan fixity can be accurately detected, because the 
differences between the exact damages and the mean damages detected are less than 1%. 
It is shown that the proposed strategy can accurately quantify damage assessment. 
 
The proposed identification strategy in time domain is applicable and effective for both 
parameter identification and damage detection of jack-up model. It can be applied as a 
useful method of structural health monitoring for existing platforms in a non-destructive 
way. 




Chapter 4 Substructural Identification of Jack-up Model in 
Frequency Domain 
 
Since spectral analysis has been widely used in offshore engineering, it is possible for 
system identification to carry out in frequency domain, as a good complement for time 
domain identification. The procedure for spectral analysis of jack-up model developed in 
Chapter 2 can be taken as the forward analysis in frequency domain identification. It is 
the first time to consider the use of spectral analysis to conduct system identification of 
offshore structures.  
 
In this chapter, system identification of jack-up model in frequency domain is formulated 
as a GA-based Sub-SI strategy. The same substructures as time domain identification are 
identified in frequency domain. For GA-based search, power spectral density (PSD) 
values of structural response are used to define the fitness function. Just due to the use of 
the PSD concept, it is unnecessary to concern the initial conditions for structural response, 
which is an inherent advantage of spectral analysis. In practice, structural response and 
wave data are measured and derived in time domain. Thus the measurements should be 
transformed into frequency domain by fast Fourier transform (FFT) and then the PSD 
values can be computed. Moreover, in order to avoid wave force measurements, a 
different strategy is considered in frequency domain identification. Because the natural 
frequencies of the substructures are much higher than the natural frequency of the wave 
frequency, in spectral analysis, the frequency range considered in system identification is 




determined to cover some natural frequencies of the substructures excluding the wave 
frequency. Besides of wave forces, operations on the hull also excite dynamic response, 
and if necessary an additional random force can be applied on the hull to excite more 
dynamic response at substructural level, but these forces are not inside the substructures. 
Frequency domain identification proposed is also an output-only identification strategy. 
 
Furthermore, damage detection also can be conducted in frequency domain. Starting from 
the identified parameters of the undamaged structure as some initial guess, the 
identification of the damaged structure can be carried out by comparing the identified 
parameters between the undamaged structure and the damage structure. 
 
Therefore, system identification of jack-up platform in frequency domain is a GA-based 
Sub-SI strategy by using spectral analysis. The methodology is applicable for system 
identification with unknown initial conditions and random excitations. 
 
4.1 System Identification Strategy in Frequency Domain 
 
4.1.1 Measurement and Fitness Function 
 
In the forward analysis, based on the equation of motion for the substructure in frequency 
domain as shown in equation (2.32), interface accelerations are measured as input 
excitations. Some measurements of internal nodes are also required for the fitness 
function computation for GA search. Besides, for hydrodynamic damping, wave 




spectrum is determined corresponding to JONSWAP formula based on wave height 
measurements and then water added damping can be derived based on equations (2.8) 
and (2.29a). In practice, the measurements are contaminated by noises which will 
influence the accuracy of system identification. Thus the noise effects should be 
considered in numerical study by the same method as time domain identification as 
presented in the equation (3.4).  
 
The noisy measurements are transformed to frequency domain by FFT and then the PSD 
values are derived as measured PSD values. In the fitness function, the simulated PSD 
values obtained by trial spectral analysis are compared with the measured PSD values in 
a specified frequency range. Frequency range concerned can be directly selected in 
frequency domain. As a result, the fitness function used in frequency domain 
identification is defined as 
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where Nf is the number of frequency points, N is the number of selected response points, 
superscripts m, s represent measured and simulated PSD values, ω∆  is frequency interval, 
and ( )mj kE u uɺɺ ɺɺ  the mean squared value of measured accelerations, and c is a constant to 
avoid singularity which is chosen to be the same order of magnitude as the squared PSD 
value of normalized accelerations. 




As shown in equation (4.1), for each response at each frequency point, the PSD value 
difference is computed and normalized by the mean squared value of measured 
accelerations ( )mj kE u uɺɺ ɺɺ , which is beneficial for improving the fitness function to involve 
different kinds of structural response and also different amplitudes. Moreover, the fitness 
function includes not only auto-spectral density but also the cross-spectral density. At 
each frequency point, the simulated spectral density matrix is compared to measured 
spectral density matrix for selected responses of internal nodes in the fitness function. 
Since the spectral density matrix for structural responses is symmetric, only the upper 
triangular part of the matrix is compared in the fitness function. 
 
Moreover, Parzen window (Parzen 1962; Priestley 1981) is used to smooth the noise 
corrupted spectrum, by which the spectral amplitudes within a specified frequency 
bandwidth are smoothed. The computation of weight numbers for Parzen window is 
explained in Appendix B. In system identification, Parzen window is not only applied to 













4.1.2 System Identification Procedure in Frequency Domain 
 
For spectral analysis, by using PSD concept, it is unnecessary to concern unknown initial 
conditions for structural response. In numerical simulation, in order to derive the time 
history of structural response, different time steps are applied, and the time step for initial 
time histories of transient state (0.1s) is larger than later time histories with the additional 
force (0.005s). After applying the noise effects as explained in equation (3.4), the 
measured time history of structural response can be derived and ready for FFT 
transformation. In order to improve the accuracy of FFT, some tailing zeros (4096 data 
points) are added to the additional force, which is double of forcing duration (2048 data 
points). The measurements are transferred to frequency domain by FFT and then the 
measured PSD values are prepared for identification procedure.  
 
For substructural identification in frequency domain, the frequency range considered is 
supposed to cover some natural frequencies of the substructures. The wave force 
frequency is close to the natural frequency of the complete structure but much lower than 
the natural frequencies of the substructures. Thus in system identification the concerned 
frequency range can exclude the wave force frequency and no wave force measurements 
are required. Besides environmental loads, operation loads (e.g. elevated weights, hook 
load and rotary load) on the hull also do excite dynamic response of jack-up platform. If 
not sufficient, an additional random force can be applied to the hull to excite more 
dynamic response of the substructures. Since the additional forces are not inside of the 
substructures, system identification in frequency domain is also an output-only strategy.  




In frequency domain identification, structural stiffness values are the main parameters to 
be identified including leg stiffness and spudcan fixity, while structure mass is assumed 
to be known. Damping coefficients α, β and hydrodynamic coefficients Cd, Cm are all 
treated as unknown parameters. System identification starts from initial guess of 
unknown parameter sets which are randomly generated in the search range. All these 
conditions show the robustness of the proposed identification strategy. Wave heights of 
free surface (for determining wave spectrum and hydrodynamic damping) and selected 
substructural response are required to measure. The measurements are transformed to 
frequency domain by fast Fourier transform (FFT) and then measured PSD values can be 
derived. For system identification, the forward analysis is carried out by spectral analysis 
based on the trial parameter sets to derive the simulated PSD values of structural response. 
GA works based on the fitness function to minimize the differences between the 
simulated and measured PSD values of normalized structural response. After several 
generations, the best results for identified parameters can be derived as the output of 
system identification. 
 
 The system identification procedure of jack-up model in frequency domain is briefly 
described by the flowchart as shown in Fig. 4.1, as follows. 
 






Fig. 4.1 System Identification Procedure in Frequency Domain 
 
In summary, system identification strategy proposed in frequency domain is a GA-based 
Sub-SI strategy without requirements of force measurements or knowing initial 
conditions. It is the first time to apply spectral analysis in the forward analysis for system 
identification of offshore structures. The methodology is promising for identification of 
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4.1.3 Comparisons between Time Domain Identification and Frequency Domain 
Identification 
 
Comparing time domain identification with frequency domain identification, there are 
advantages and disadvantages for these two GA-based identification strategies. The basic 
conditions for system identification of jack-up model are the same including the unknown 
parameters (structural stiffness, damping and hydrodynamic coefficients) and the known 
parameters (mass). Due to the large size of jack-up platform and the concern of critical 
parts, divide-and-conquer concept is applied and a single leg of jack-up platform is 
selected with two substructures to be identified. Moreover, besides wave forces, 
operations on the hull also do excite dynamic response of jack-up platform. If necessary, 
an additional random force can be applied to the hull of jack-up platform to generate 
more dynamic response at substructural level. 
 
System identification of offshore structures is not a trivial task due to stochastic 
environmental conditions, especially random wave forces which are difficult or even 
impossible to measure. For time domain identification, output-only algorithm is used to 
avoid wave force measurements while complete measurements of substructural response 
are required to predict the wave forces. For frequency domain identification, since the 
wave force frequency is much lower than the natural frequencies of the substructures, it 
can be directly excluded in the trial spectral analysis without necessity of wave force 
measurements. Besides, the additional random force applied to the hull is out of the 




substructures. Thus both time domain identification and frequency domain identification 
are output-only strategies. 
 
Another issue for system identification of offshore structures is about unknown initial 
conditions. Offshore structures are always in motion due to random environmental 
conditions, but the initial conditions for structural response cannot be determined or 
measure in practice. In numerical study, it is assumed as from rest thus transient response 
due to unknown initial conditions is presented but can die out with time by damping 
effects. Thus for time domain identification, the initial transient state is excluded in the 
fitness computation for GA search. For frequency domain identification, by using PSD 
concept, there is no problem for unknown initial conditions. Therefore, these two 
identification strategies are applicable for system identification with unknown initial 
conditions. 
 
In GA search, the fitness functions are different for time domain identification and 
frequency domain identification. In time domain, the GA-based search aims to minimize 
the sum of square errors (SSE) of normalized structural accelerations between 
measurement and simulation. On the other hand, in frequency domain, the objective is to 
minimize sum of absolute errors (SAE) of PSD values of normalized structural 
accelerations between measurement and simulation. Due to the use of the normalized 
structural response, these two identification strategies are applicable to wider range 
identification problems involving different types of measurements to define the fitness 
function. 




In practice, accelerometers are widely applied for dynamic measurements. It is preferable 
to utilize accelerations for identification procedure. For time domain identification, 
measurements can be directly used in system identification. For frequency domain 
identification, measurements should be transformed to PSD values before applying to the 
fitness computation.  
 
The pros and cons of time domain identification and frequency domain identification are 
summarized in Table 4.1. 
 
Table 4.1 Pros and Cons of Time Domain and Frequency Domain Methods 
Methods Pros Cons 
Time Domain 
• Easy to apply directly  
• No requirements for initial 
conditions and wave force 
measurements 
• Complete measurements of 
substructural response 
Frequency Domain 
• Incomplete measurements 
of substructural response 
• No requirements for initial 
conditions and wave force 
measurements 
 
• PSD transformation 
 
4.2 System Identification of Substructure 1 
 
System identification of substructure 1, top half of the leg, can be carried out by the 
frequency domain identification strategy. Leg stiffness is the main concern to identify, 
since this part is highly influenced by random wave forces. Besides, structural damping 
coefficients and hydrodynamic coefficients are also treated as unknown parameters, 
releasing some limitations of the identification procedure. The search limits for unknown 
parameters are from half to double of exact values. A set of initial guess for unknown 




parameters is randomly generated at the beginning of system identification. 
Measurements of interface response (interface force) and wave spectrum (hydrodynamic 
damping) are applied into the equation of motion for the substructure, and then the 
simulated PSD values of substructural response can be derived based on the trial 
parameter sets by spectral analysis. In GA search procedure, the fitness function is to 
minimize the differences between the measured and simulated PSD values of normalized 
substructural response. 
 
4.2.1 Sensitivity Study 
 
It is necessary to conduct sensitivity study before system identification in frequency 
domain. Since the search limits are from half to double of exact values, three different 
levels of stiffness change are considered for sensitivity study, i.e. -50%, +50% and 
+100%, and stiffness K6~K10 are changed in turn, one at once. Thus in total, fifteen cases 
should be studied. Sensitivity in frequency domain for response change due to stiffness 
change is defined as 
( ) ( )
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where superscript exact represents PSD value of structural response based on exact 
stiffness, superscript approx represents PSD value of structural response based on 




approximate stiffness, and ( )2 exactE uɺɺ  represents the mean squared value of structural 
response based on exact stiffness. 
 
As shown in equation (4.2), sensitivity value is normalized by mean squared structural 
response based on exact stiffness ( )2 exactE uɺɺ  so as to compare different kinds of structural 
response (e.g. linear acceleration versus angular acceleration or different nodes with 
different amplitudes of structural response).  
 
In all the fifteen cases, sensitivity study for substructure 1 is carried out and the results 
for the sensitivity values are listed in Table 4.2, in which (a) presents the sensitivity 
values for horizontal acceleration, (b) presents the sensitivity values for vertical 
acceleration and (c) presents the sensitivity values for rotational acceleration. 
 
Table 4.2 Sensitivity Study in Frequency Domain for Substructure 1 
 




7 8 9 10 
  K6 2.38E-02 6.46E-02 1.70E-02 3.90E-03 
  K7 1.17E-01 5.58E-02 5.72E-02 1.24E-02 
-50% K8 2.48E-01 4.98E-02 5.87E-02 2.84E-02 
  K9 2.11E-01 2.79E-01 8.87E-02 1.10E-01 
  K10 1.37E-01 1.68E-01 2.55E-01 2.28E-01 
  K6 2.43E-02 3.61E-02 9.77E-03 2.25E-03 
  K7 6.77E-02 4.31E-02 3.21E-02 7.38E-03 
+50% K8 1.45E-01 3.29E-02 3.36E-02 1.77E-02 
  K9 1.23E-01 1.91E-01 3.40E-02 7.74E-02 
  K10 6.81E-02 8.09E-02 1.43E-01 1.59E-01 
  K6 4.19E-02 5.89E-02 1.61E-02 3.71E-03 
  K7 1.12E-01 7.35E-02 5.30E-02 1.23E-02 
+100% K8 2.41E-01 5.75E-02 5.71E-02 3.02E-02 
  K9 2.05E-01 3.31E-01 4.95E-02 1.36E-01 
  K10 1.09E-01 1.29E-01 2.37E-01 2.87E-01 








7 8 9 10 
  K6 1.66E-02 1.36E-02 1.02E-02 6.96E-03 
  K7 2.58E-02 2.62E-02 2.45E-02 1.96E-02 
-50% K8 6.57E-02 5.96E-02 5.16E-02 4.00E-02 
  K9 6.60E-02 6.24E-02 5.73E-02 5.24E-02 
  K10 1.86E-01 2.14E-01 2.56E-01 3.26E-01 
  K6 1.06E-02 8.63E-03 6.52E-03 4.41E-03 
  K7 1.10E-02 1.19E-02 1.17E-02 9.93E-03 
+50% K8 3.81E-02 3.56E-02 3.18E-02 2.53E-02 
  K9 4.02E-02 3.95E-02 3.83E-02 3.79E-02 
  K10 1.61E-01 1.89E-01 2.33E-01 3.13E-01 
  K6 1.75E-02 1.43E-02 1.08E-02 7.30E-03 
  K7 1.70E-02 1.85E-02 1.85E-02 1.58E-02 
+100% K8 6.20E-02 5.85E-02 5.27E-02 4.23E-02 
  K9 6.58E-02 6.51E-02 6.39E-02 6.47E-02 
  K10 2.99E-01 3.53E-01 4.43E-01 6.10E-01 
 




7 8 9 10 
  K6 4.35E-01 2.78E-02 6.71E-03 1.16E-03 
  K7 5.79E-02 5.05E-01 2.61E-02 5.50E-03 
-50% K8 2.01E-01 1.20E-01 4.55E-01 9.41E-03 
  K9 2.59E-01 2.77E-01 1.41E-01 3.25E-01 
  K10 1.86E-01 2.35E-01 2.65E-01 2.80E-01 
  K6 2.02E-01 1.80E-02 4.27E-03 7.02E-04 
  K7 1.12E-02 2.35E-01 1.66E-02 3.30E-03 
+50% K8 1.16E-01 6.27E-02 2.07E-01 6.39E-03 
  K9 1.72E-01 1.99E-01 1.13E-01 1.76E-01 
  K10 9.40E-02 1.24E-01 1.61E-01 1.31E-01 
  K6 3.15E-01 3.08E-02 7.24E-03 1.18E-03 
  K7 2.23E-02 3.69E-01 2.85E-02 5.58E-03 
+100% K8 1.92E-01 1.07E-01 3.27E-01 1.14E-02 
  K9 2.96E-01 3.51E-01 2.16E-01 2.89E-01 
  K10 1.51E-01 2.01E-01 2.76E-01 1.96E-01 
 
Stiffness changes of an element have more effects on the vicinity of the element. Also, it 
is noted that rotational response is more sensitive than horizontal response and vertical 
response to stiffness changes in the leg. Therefore, same as time domain identification, 
the rotational accelerations of the internal nodes in substructure 1 are selected to define 
fitness function for frequency domain identification. In numerical simulation, the 




measured PSD values of structural response are obtain by the transformation of the 
structural response derived from complete structural analysis in time domain. In 
identification procedure, the simulated PSD values of accelerations for internal nodes are 
derived based on the trial parameters and measured interface in the forward analysis by 
spectral analysis. 
 
4.2.2 Numerical Results 
 
Considering the number of unknown parameters, SSRM parameters used for frequency 
domain identification are determined and listed in Table. 4.3. 
 
Table 4.3 SSRM Parameters for Frequency Domain Identification 
Total Runs  15 
Runs  5 
Generations   100 
Populations  3 ×10 
Regeneration Number 2 
Reintroduction Number 30 
Migration Rate  0.05 
Crossover Rate 0.8 
Mutation Rate 0.2 
Window  4.0 
Frequency Interval (rad/s) 0.2 
Data Length 860 
 
Based on SSRM parameters, it involves 45000 (population size ×generation number 
×total runs) fitness evaluations in GA search. The search range for unknown parameters 
including stiffness values of the leg, structural damping coefficients and hydrodynamic 
coefficients is from half to double of exact values, which is reasonable and adequate for 




practical applications. In GA search procedure, a set of initial guess is randomly 
generated at the beginning of every test. This presents the robustness of the proposed 
identification strategy.  
 
Noise effects are considered at three different levels, i.e. 0% noise, 5% noise and 10% 
noise. 10 tests of system identification in frequency domain are carried out for each noise 
level. Since SSRM parameters are the same for each test, the computation time of each 
identification test can be controlled to be the same for fair comparison among different 
noise levels. After all the identification tests, identified values of unknown parameters are 
derived. Although damping coefficients and hydrodynamic coefficients are treated as 
unknown, due to the central point of this research, the identification results are only 
presented in terms of structural stiffness identification just as in time domain 
identification.  
 
In order to clearly show the identification results, the ratios of identified values to exact 
values of structural stiffness are computed and presented in Fig. 4.2 as follows, for 
system identification at three different noise levels, i.e. (a) 0% noise, (b) 5% noise and (c) 
10% noise respectively. 






























































































Fig 4.2 Frequency Domain Identification Results of Substructure 1 
 
 




In Fig. 4.2, K6~K10 represent leg stiffness values in substructure 1 and the ratios represent 
the identified values divided by the exact values. It indicates that structural parameters 
can be well identified in frequency domain even with noise effects. For the case with no 
noise as shown in Fig. 4.2 (a), the ratios are close the 100% line. It validates the 
correctness of the proposed identification strategy in frequency domain. As the noise 
level increases, system identification becomes more difficult and thus differences 
between the identified and exact values also increase. However, the identification errors 
are still acceptable, about ±10% of exact values for 5% noise and about ±20% of exact 
values for 10% noise.  
 
Compared with the results of time domain identification, the numerical results in 
frequency domain for substructure 1 are not as accurate as those in time domain but still 
acceptable and adequate for practical accuracy requirements. A possible explanation is 
that the measurements are derived by Newmark method in time domain and then 
transformed to frequency domain by FFT which may cause some numerical errors to 
system identification in frequency domain. As a result, it is more difficult for system 
identification in frequency domain because the comparing terms in the fitness function 
are not the direct measurements but the transformed forms of the measurements.  
 
Due to the stochastic nature of GA search, the identified stiffness values are different for 
each test as shown by the curve of each element that fluctuates up and down around the 
exact line “100%” in Fig. 4.2. Therefore, the identification errors are also computed and 




listed in Table 4.4, in which (a) presents the mean errors and (b) presents mean parameter 
errors.  
 
Table 4.4 Frequency Domain Identification Errors for Substructure 1  
 
(a) Absolute Mean Error (%) 
Noise Level K6 K7 K7 K9 K10 
0% 1.93 1.59 2.09 4.21 3.97 
5% 6.86 6.58 6.80 7.28 9.61 
10% 8.75 12.0 14.3 12.9 13.9 
 
(b) Absolute Error of Mean Parameter (%) 
Noise Level K6 K7 K8 K9 K10 
0% 0.153 0.621 1.30 3.15 2.94 
5% 2.38 6.58 6.80 7.28 9.61 
10% 5.88 10.3 14.3 12.9 13.9 
 
It is shown that the numerical results for frequency domain identification are accurate. 
The leg stiffness in substructure 1 can be well identified in frequency domain even with 
noise effects. It is noted that the mean parameter errors in Table 4.4 (b) are generally 
smaller than the mean errors in Table 4.4 (a). The numerical results are improved by 
averaging identified parameters from different tests. For practical application, if system 
identification is carried out only once, Table 4.4 (a) can illustrate this case and it takes 
less time but the error is more variable; if system identification is carried out for several 
times, Table 4.4 (b) can illustrate this case and it takes more time but the accuracy is 
better. Moreover, frequency domain identification can be carried out with incomplete 
measurements and the inclusion of structural damping coefficients and hydrodynamic 
coefficients as unknown parameters has no significant influences on stiffness 
identification. 
 




4.3 System Identification of Substructure 2 
 
Same as time domain identification, substructure 2 is the bottom half of the leg and 
spudcan fixity as shown in Fig. 2.4. Both leg stiffness (K1~K5) and spudcan fixity (Kx, Ky, 
Kr) are studied and taken as the main concern for identification of substructure 2. 
Structural damping coefficients α, β and hydrodynamic coefficients Cd, Cm are also 
treated as unknown. The search limits for the unknown parameters are from half to 
double of the exact values and a set of initial guess is randomly generated at the 
beginning of system identification. Identification of more unknown parameters makes 
substructure 2 identification more challenging than substructure 1, thus it may require 
more response information in fitness function computation. 
 
4.3.1 Sensitivity Study 
 
Sensitivity study is also carried out before system identification of substructure 2. Three 
different levels of stiffness change are considered for sensitivity study, i.e. -50%, +50% 
and +100%. Leg stiffness and spudcan stiffness are changed in turn, one parameter at 
once. Thus twenty four cases are studied, i.e. fifteen cases for leg stiffness changes and 
nine cases for spudcan fixity changes. The sensitivity results of leg stiffness changes and 








Table 4.5 Sensitivity Study in Frequency Domain for Substructure 2 (Leg Stiffness) 
 




1 2 3 4 5 
-50% 
K1 1.64E-01 1.75E-01 1.74E-01 1.25E-01 7.23E-02 
K2 3.20E-01 1.32E-01 1.30E-01 1.84E-01 8.07E-02 
K3 2.54E-01 1.06E-01 8.22E-02 6.02E-02 8.04E-02 
K4 9.39E-02 1.07E-01 1.15E-01 1.29E-01 4.37E-02 
K5 1.03E-01 1.12E-01 1.28E-01 1.51E-01 1.11E-01 
+50% 
K1 6.39E-02 6.95E-02 7.55E-02 6.02E-02 3.47E-02 
K2 1.50E-01 8.26E-02 5.89E-02 9.22E-02 3.91E-02 
K3 1.41E-01 4.83E-02 4.75E-02 4.18E-02 4.10E-02 
K4 4.13E-02 4.58E-02 5.17E-02 7.47E-02 2.73E-02 
K5 4.65E-02 5.14E-02 6.08E-02 7.55E-02 6.87E-02 
+100% 
K1 9.76E-02 1.04E-01 1.16E-01 9.48E-02 5.37E-02 
K2 2.34E-01 1.36E-01 9.15E-02 1.45E-01 6.23E-02 
K3 2.28E-01 7.49E-02 7.73E-02 6.83E-02 6.54E-02 
K4 6.40E-02 7.04E-02 8.03E-02 1.22E-01 4.38E-02 
K5 7.24E-02 7.99E-02 9.60E-02 1.20E-01 1.14E-01 
 




1 2 3 4 5 
-50% 
K1 1.13E-02 6.41E-03 6.24E-03 7.03E-03 7.48E-03 
K2 2.19E-02 1.22E-02 8.73E-03 9.52E-03 1.01E-02 
K3 2.08E-02 1.09E-02 4.57E-03 4.66E-03 5.22E-03 
K4 1.05E-02 8.02E-03 7.36E-03 7.65E-03 7.81E-03 
K5 2.73E-02 2.11E-02 2.36E-02 2.50E-02 2.52E-02 
+50% 
K1 4.30E-03 2.75E-03 2.80E-03 3.08E-03 3.21E-03 
K2 1.09E-02 6.42E-03 4.32E-03 4.55E-03 4.77E-03 
K3 1.27E-02 6.57E-03 2.81E-03 2.93E-03 3.31E-03 
K4 5.23E-03 4.16E-03 4.01E-03 4.16E-03 4.21E-03 
K5 1.05E-02 9.81E-03 1.15E-02 1.20E-02 1.18E-02 
+100% 
K1 6.46E-03 4.19E-03 4.28E-03 4.70E-03 4.88E-03 
K2 1.73E-02 1.03E-02 6.84E-03 7.17E-03 7.51E-03 
K3 2.09E-02 1.08E-02 4.63E-03 4.84E-03 5.46E-03 
K4 8.31E-03 6.64E-03 6.46E-03 6.70E-03 6.79E-03 


















1 2 3 4 5 
-50% 
K1 2.37E-01 4.81E-01 1.43E-01 9.00E-02 5.20E-02 
K2 8.27E-02 1.36E-01 6.57E-01 9.46E-02 5.61E-02 
K3 1.20E-01 6.11E-02 4.63E-02 3.67E-01 2.79E-02 
K4 9.56E-02 1.18E-01 4.77E-02 4.32E-02 4.12E-01 
K5 1.13E-01 1.27E-01 1.47E-01 8.40E-02 4.84E-02 
+50% 
K1 1.13E-01 1.91E-01 6.78E-02 4.97E-02 2.71E-02 
K2 3.95E-02 6.38E-02 2.71E-01 4.91E-02 3.06E-02 
K3 5.66E-02 2.84E-02 3.43E-02 1.66E-01 1.77E-02 
K4 3.94E-02 5.32E-02 2.63E-02 2.18E-02 1.73E-01 
K5 5.15E-02 6.04E-02 7.13E-02 3.62E-02 2.85E-02 
+100% 
K1 1.78E-01 2.93E-01 1.06E-01 7.99E-02 4.23E-02 
K2 6.19E-02 9.98E-02 4.08E-01 7.77E-02 4.96E-02 
K3 8.85E-02 4.51E-02 5.99E-02 2.54E-01 2.94E-02 
K4 5.99E-02 8.27E-02 4.35E-02 3.63E-02 2.61E-01 
K5 7.99E-02 9.50E-02 1.13E-01 5.62E-02 4.96E-02 
 
Table 4.6 Sensitivity Study in Frequency Domain for Substructure 2 (Spudcan 
Fixity) 
 




1 2 3 4 5 
-50% 
Kx 3.83E-02 4.55E-03 2.81E-03 3.65E-03 3.05E-03 
Ky 1.51E-01 2.87E-01 2.09E-01 2.41E-01 2.39E-01 
Kr 1.06E-01 2.29E-02 3.81E-02 1.79E-02 1.30E-02 
+50% 
Kx 3.94E-02 2.26E-03 9.93E-04 1.22E-03 6.63E-04 
Ky 8.80E-02 1.80E-01 1.24E-01 1.50E-01 1.41E-01 
Kr 1.05E-01 2.10E-02 3.55E-02 1.85E-02 1.14E-02 
+100% 
Kx 8.15E-02 4.39E-03 1.88E-03 2.06E-03 9.91E-04 
Ky 1.42E-01 2.94E-01 2.00E-01 2.46E-01 2.28E-01 
Kr 2.09E-01 4.06E-02 6.86E-02 3.75E-02 2.15E-02 
 




1 2 3 4 5 
-50% 
Kx 4.22E-03 4.46E-03 6.07E-03 5.92E-03 5.38E-03 
Ky 3.61E-01 3.65E-01 4.13E-01 4.04E-01 3.76E-01 
Kr 1.14E-02 1.28E-02 1.63E-02 1.59E-02 1.44E-02 
+50% 
Kx 8.92E-04 1.03E-03 1.32E-03 1.28E-03 1.16E-03 
Ky 2.71E-01 2.77E-01 2.90E-01 2.72E-01 2.44E-01 
Kr 9.38E-03 1.02E-02 1.27E-02 1.23E-02 1.12E-02 
+100% 
Kx 1.37E-03 1.55E-03 1.92E-03 1.86E-03 1.68E-03 
Ky 4.85E-01 4.98E-01 4.86E-01 4.49E-01 3.98E-01 
Kr 1.73E-02 1.86E-02 2.29E-02 2.22E-02 2.02E-02 








1 2 3 4 5 
-50% 
Kx 4.82E-03 4.79E-03 4.86E-03 3.32E-03 2.78E-03 
Ky 3.36E-01 2.38E-01 3.25E-01 2.58E-01 2.10E-01 
Kr 2.49E-02 4.17E-02 1.50E-02 1.85E-02 9.56E-03 
+50% 
Kx 1.05E-03 2.30E-03 1.35E-03 7.59E-04 6.59E-04 
Ky 2.23E-01 1.46E-01 2.12E-01 1.55E-01 1.23E-01 
Kr 2.81E-02 3.97E-02 1.46E-02 1.66E-02 7.86E-03 
+100% 
Kx 1.50E-03 4.22E-03 2.18E-03 1.19E-03 9.99E-04 
Ky 3.70E-01 2.39E-01 3.50E-01 2.51E-01 1.99E-01 
Kr 5.79E-02 7.78E-02 2.91E-02 3.16E-02 1.45E-02 
 
As shown in Table 4.5, rotational acceleration is more sensitive for leg stiffness changes. 
For Table 4.6, it is shown that horizontal and vertical accelerations are more sensitive for 
spudcan stiffness changes than rotational accelerations. Moreover, it is noted that 
dynamic response is more sensitive for spudcan fixity especially for vertical stiffness and 
rotational stiffness. It indicates that PSD values of horizontal, vertical and rotational 
accelerations are all sensitive to structural stiffness in substructure 2. Fitness function 
should involve different types of structural response for substructure 2 identification. 
After several tests of response combinations, one set of structural response is selected to 
be used in frequency domain identification. Horizontal response of internal nodes 
excluding spudcan node are used in the fitness function and additional two pairs of 
vertical response and rotational response at 3rd node and 5th node are included. 
 
4.3.2 Numerical Results 
 
SSRM parameters are selected to be the same as these used in system identification of 
substructure 1 as shown in Table 4.2. Both leg stiffness (K1~K5) and spudcan fixity (Kx, 
Ky, Kr) are studied and taken as the main concern for identification of substructure 2. 




Structural damping coefficients α, β and hydrodynamic coefficients Cd, Cm are also 
treated as unknown. In GA search procedure, the search range for unknown parameters 
are taken as half to double of the exact values which is reasonable for practical 
application. A set of initial guess is randomly generated at the beginning of every test.  
 
Noise effects are also considered at three different levels i.e. 0%, 5% and 10%. 10 tests of 
system identification are carried out for each noise level, i.e. 0% noise, 5% noise and 
10% noise, and the computation time of every test is the same due to the same SSRM 
parameters used. In all the tests, structural stiffness including leg stiffness and spudcan 
stiffness can be well identified. Based on the central point of this research, the 
identification results are only presented in terms of stiffness identification.  
 
The ratios of identified values to exact values are computed and presented in Fig. 4.3 as 
follows, for system identification in frequency domain with (a) 0% noise, (b) 5% noise 
and (c) 10% noise respectively.  
 
 





































































































Fig 4.3 Frequency Domain Identification Results of Substructure 2 
 




It is shown that structural stiffness of substructure 2 can be well identified in frequency 
domain even with 5% noise or 10% noise. For noise free case as shown in Fig. 4.3 (a), 
the ratio curves are close to the exact line “100%”. Although noise effects do influence 
the accuracy of system identification, the numerical results under noisy conditions as 
shown in Fig. 4.3 (b) and Fig. 4.3 (c) are also acceptable. The difference between 
identified value and exact value is about ±10% of exact values for 5% noise and about 
±20% of exact values for 10% noise. Compared with the results of time domain 
identification, the numerical results in frequency domain for substructure 2 are not much 
improved, but the identification results are still adequately accurate for practical 
applications. It validates that the combination of different types of structural response can 
work well when using normalized response in the fitness function. 
 
For the identified stiffness values of substructure 2 are different for each test as shown by 
each curve that fluctuates up and down around the exact line “100%” in Fig. 4.3. Thus 
system identification errors for substructure 2 are also computed and listed in Table 4.7, 
in which (a) presents the mean errors and (b) presents the errors of mean parameters. 
 
Table 4.7 Frequency Domain Identification Errors for Substructure 2 
 
(a) Absolute Mean Error (%)  
Noise Level K1 K2 K3 K4 K5 Kx Ky Kr 
0% 3.12 5.73 2.48 2.91 5.43 2.56 2.74 5.10 
5% 5.23 4.01 2.88 3.14 7.02 2.95 6.44 8.23 
10% 12.5 9.8 11.2 14.1 14.7 4.76 14.7 14.9 
 
(b) Absolute Error of Mean Parameter (%)  
Noise Level K1 K2 K3 K4 K5 Kx Ky Kr 
0% 3.12 5.73 2.48 1.32 5.43 2.56 2.74 5.10 
5% 4.35 3.89 2.88 3.14 7.02 2.95 6.44 8.23 
10% 7.97 6.42 2.82 4.02 12.1 4.05 9.39 11.8 




As shown in Table 4.7, the identification results for substructure 2 in frequency domain 
are very accurate. Structural stiffness including leg stiffness and spudcan stiffness can be 
well identified by proposed identification strategy in frequency domains, even with 
damping coefficients and hydrodynamic coefficients as unknown parameters. It is also 
noted that the errors of mean parameters are generally smaller than the mean errors. 
Therefore, the mean parameters can be selected as the final identification results with 
better accuracy. 
 
4.4 Damage Detection in Frequency Domain 
 
Furthermore, damage detection can be carried out in frequency domain based on accurate 
parameter identification. The damage definition in frequency domain identification is the 
same as that in time domain identification, as expressed in equation (3.7). The damage 
detection strategy is to compute the stiffness changes between the damaged structure and 
the undamaged structure, based on the available measurements before and after damage. 
The structure mass is assumed to be known and unchanged. The identified parameters of 
the undamaged structure are included in the initial population for the identification of the 
damaged structure, same as damage detection in time domain. The search limits for 
unknown parameters are also set as half to double of the actual parameters of the 
undamaged structure. Considering the critical parts, for substructure 1 (S1) element K8 
near the water surface is considered to be the damage location and for substructure 2 (S2) 
the damage is considered in rotational stiffness (Kr) of the spudcan fixity.  




In the numerical study, I/O noise is set as 5%. The identified parameters of the 
undamaged structure in frequency domain at 5% noise level are used as good starting 
points for identification of the damaged structure. Two damage cases are simulated and 
studied. One case is 20% stiffness loss of K8 in S1 and the other case is 20% stiffness loss 
of Kr in S2. In total, 10 tests of damage detection are carried out in frequency domain for 
each case. The numerical results of damage detection in frequency domain are derived 
and listed in Table 4.8 for the two cases (a) Case 1 for damage detection in S1 and (b) 
Case 2 for damage detection in S2. 
 
Table 4.8 Damage Detection Results in Frequency Domain 
 
(a) Case 1: Identified Damage (%) in S1 
  
1 2 3 4 5 6 7 8 9 10 Mean 
K6 -5.20  -6.79  -1.11  3.84  -4.02  -2.99  6.13  4.87  -4.70  2.93  -0.70  
K7 -6.84  -5.82  -4.35  -0.94  -6.23  5.25  0.01  -3.78  -0.64  -3.37  -2.67  
K8 -24.36  -22.86  -22.44  -19.74  -19.56  -20.97  -19.33  -22.51  -21.69  -23.08  -21.65  
K9 -2.83  0.02  -1.84  -0.80  -5.13  7.14  0.03  0.99  -3.26  -5.89  -1.16  
K10 -0.48  1.14  -0.25  -3.01  4.05  4.73  6.01  6.72  1.59  0.79  2.13 
 
(b) Case 2: Identified Damage (%) in S2 
  1 2 3 4 5 6 7 8 9 10 Mean 
K1 0.69  0.02  -0.12  2.52  1.80  5.76  2.86  0.09  -2.46  4.27  1.54  
K2 -2.26  0.44  -2.89  -2.66  -0.81  1.54  0.01  -4.17  -2.52  0.82  -1.25  
K3 -1.01  0.15  0.95  -0.72  -1.69  0.33  -4.01  -0.28  5.93  -5.24  -0.56  
K4 0.45  0.02  1.35  -4.23  -2.13  -5.03  0.03  -2.82  0.44  -2.94  -1.49  
K5 -0.57  1.21  1.68  1.77  3.20  0.55  0.02  1.56  -3.28  2.38  0.85  
Kx -1.96  -1.70  -1.43  -0.25  -2.45  -1.80  -1.08  -1.78  6.74  1.19  -0.45  
Ky -0.08  0.02  0.22  -0.71  0.36  3.30  0.03  -2.66  6.70  -2.19  0.50  
Kr -16.92  -21.92  -20.49  -20.20  -21.18  -19.96  -18.22  -17.85  -18.12  -18.03  -19.29  
 
In Case 1, the stiffness loss of K8 in S1 is clearly identified as highlighted in bold in 
Table 4.8 (a). The largest difference between the detected damage and the exact damage 
is less than 5% and the mean damage of K8 detected is -21.65% which is in good 




agreement with the exact damage of 20%. Similarly, as shown in Table 4.8 (b) for Case 2, 
the damage in rotational stiffness (Kr) of the spudcan fixity in S2 is also well detected as 
the results in bold. The largest difference between the detected damage and the exact 
damage is less than 3% and the mean damage of Kr detected is -19.92%, very close the 
exact damage of 20%. Besides, some false damages are also identified for other stiffness 
values, but much smaller than the damages detected in K8 for Case 1 and in Kr for Case 2. 
Compared with damage detection in time domain, the false damage values increase but 
the mean values are still very small as less than 3% which is less than the I/O noise level 
of 5%. Similar with damage detection in time domain, it is noted that for different tests in 
frequency domain the damage values vary as positive or negative except for the real 
damage location, at which the damage values are always negative clearly pointing to the 
occurrence of the damage. The numerical results demonstrate that accurate damage 
detection in frequency domain can be derived in terms of quantity and location. Therefore, 
the proposed identification strategy in frequency domain can be extended to damage 




In this chapter, a GA-based Sub-SI strategy in frequency domain has been proposed for 
system identification of jack-up model. Spectral analysis is the first time to be used as the 
forward analysis which is appropriate for system identification of offshore jack-up 
platform. 
 




By using power spectral density (PSD), no initial condition problem needs to concern in 
frequency domain identification. The PSD of normalized structural response is used to 
define the fitness function in system identification, which enables the inclusion of 
different kinds of measurements. To deal with unknown wave loading, the frequency 
domain method takes advantage of the fact that operations on the hull would excite 
dynamic response in higher frequency range than wave loading. If necessary, it is 
proposed to apply an additional random force on the hull to generate greater substructural 
response. The fitness function is defined to cover the main frequencies of the substructure 
excluding the dominant frequency of wave loading. As such, unknown wave forces are 
not involved in the proposed identification strategy in frequency domain. 
 
In system identification, besides structural stiffness, Rayleigh damping coefficients and 
hydrodynamic coefficients are all treated as unknown parameters. The search limits for 
unknown parameters are from half to double of exact values, asymmetric and wide 
enough for practical applications. For parameter identification, noise effects are 
considered at three different levels (0%, 5%, and 10%). 10 tests are carried out for each 
noise level. A set of initial guess of unknown parameters is randomly generated at the 
beginning of every test, which shows the robustness of the proposed identification 
strategy. Numerical results show that leg stiffness and spudcan fixity can be well 
identified even under noisy conditions. The mean errors based on different tests can be 
less than 15% for 10% noise and less than 10% for 5% noise. The accuracy is adequate 
and acceptable for practical applications. Moreover, the errors of the mean parameter are 
generally smaller than the mean errors, which can be less than 10% for 10% noise and 




less than 5% for 5% noise. It is shown that the more accurate parameters can be derived 
by averaging the identified parameters from different tests. Furthermore, damage 
detection is carried out in frequency domain based on the accurate parameter 
identification. The damage is computed by comparing the identified parameters before 
and after the damage happening. Numerical study is carried out at 5% noise level for 20% 
loss of stiffness in two damage cases, whereby one is leg stiffness loss in S1 and the other 
is stiffness loss of spudcan fixity in S2. The differences between the exact damages and 
the mean damages detected are less than 2%. It demonstrates that the damages can be 
quantitatively and accurately detected. 
 
Therefore, the proposed identification strategy in frequency domain is applicable and 
effective for both parameter identification and damage detection of jack-up model, 
without requirements of wave force measurements or knowing initial conditions. It can 
be potentially developed as a promising health monitoring method for existing platforms. 
 
 




Chapter 5 Experimental Study for Support Fixity 
Identification 
 
Thus far, numerical study for system identification of jack-up model has been carried out 
in both time domain and frequency domain. The identification results are acceptable even 
under noisy conditions. To further test and verify the effectiveness of the proposed 
identification strategies, an experimental study is also carried out. Since spudcan fixity is 
critical for jack-up platform, the experimental study focuses on the identification of 
support fixity.  
 
5.1 Model Design 
 
A design of small-scale jack-up model is developed based on the numerical model 
studied in the previous chapters. The overall length dimensions are scaled by a scale 
factor C=1:210. Since the flexural rigidity is more important, the moment of area of the 
leg is scaled by C4. Meanwhile, if the cross area of the leg is scaled by C2, it will be too 
small to be proper. Thus only the moment of area of the leg is scaled. Moreover, in order 
to make the leg be more flexible, it is modeled by aluminum tube. Besides, to simplify 
the experimental model, rotational stiffness of the support is mainly considered and 
designed due to its importance. The experimental model includes the rotational stiffness 
of the support by using a particular spring support. The rotational stiffness of the support 
is modeled to be comparable to the leg flexural rigidity based on practical conditions. 




Moreover, the purpose of the experiment is not to achieve full similitude which is 
difficult due to the very small geometric scale but to verify the proposed identification 
strategies. The main structural parameters of the experimental model designed in 
experimental study are listed in Table 5.1.  
 
Table 5.1 Structural Parameters for Experimental Model 
Structural Parameters Prototype Model 1:210 Model Built Model 
Length of leg Lleg                                           (m) 120 0.571 0.571 
Dist. from FW leg to AF legs H                   (m) 42 0.2 0.2 
Young's modulus of leg E                       (Mpa) 200000 69000 68670 
Moment of area of single leg I                    (m4) 10.462 5.379×10-9 5.271×10-9 
Cross-sectional area of single leg A           (m2) 0.444 1.007×10-5 9.766×10-5 
Leg flexural factor EI/Lleg                         (Nm) 1.744×1010 6.536×102 6.339×102 
Support rotational stiffness Kθ          (Nm/rad) 1.780×1010 6.671×102 6.520×102 
 
The details of model dimensions are listed in Table 5.2 and the layout of the experimental 
model is presented by the following chart as show in Fig 5.1. 
 
Table 5.2 Dimensions of Experimental Model (See Fig 5.1) 
No. Item Material Dimension Quantity 
1 Tube Aluminum Do=22.225mm, t=1.5mm, L=571mm 3 
2 Hull Aluminum See the Fig 5.1 1 
3 Spring Steel L=75mm, Do=30mm, t=5mm, Pitch=10mm, 8.5 coils 12 
4 Top plate of each 
support Steel See Fig 5.1, t=5mm 3 
5 Bearing Steel D=30mm, d=12mm, Width=10mm 6 
6 Bearing holder Steel See Fig 5.1 3 
7 Pivot Steel d=12mm, L=40mm 3 
8 Bracket Steel See Fig 5.1 6 














Side View Front View 
Details of Each Spring Support 









5.2 Preliminary Tests 
 
In order to verify the dynamic system of the model, some preliminary tests need to be 
carried out first. The preliminary tests include the static tests for the spring support, the 
static tests for the legs and the impact tests for verifying the jack-up model. 
 
5.2.1 Static Tests for Spring Supports 
 
The detail design of each spring support is shown in Fig. 5.1. Each support consists of 
four springs, a plate on the top of the springs with a holder and two bearings inside the 
holder to provide rotational capacity of the support. A pivot passes through the inner 
bearing surface and then the pivot ends are fixed into two brackets. Thus the pivot is 
fixed to the base by the brackets and the top plate can be rotate by coordination of springs 
and bearings. Besides, the support is designed to disallow any translational motions and 
only keep the rotational capacity. Therefore, the rotational stiffness of the spring support 
is the main concern. Since the main objective of the experimental study is to identify 
support fixity, it is necessary to determine the actual rotational stiffness value of each 
support before fabricating the jack-up model.  
 
In the static tests for the support fixity, the base with the three supports is placed in a 
universal test machine (Instron 50-ton). A static force is vertically applied to one side on 
the plate of a support while the displacements of the two corners on the other side are 




measured by two displacement transducers as shown in Fig. 5.2 including close-up view 
of spring supports. 
 
       
(a) Static Load Set-up 
 
       
(b) Close-up view of Spring Supports 
 










A static force F is applied and measured while the displacement d is measured by two 
displacement transducers for averaging the readings. The rotational stiffness value Kθ of 
the spring support is calibrated by  




                                                                                                              (5.1) 
where L is the length of the plate on the top of the springs at each support. 
 
For each support, four different loads are applied for each support. The mean rotatioal 
stiffness values can be derived. The measurements of static tests for spring supports are 
listed in Table 5.3.  
 
Table 5.3 Measurements in Static Tests for Spring Supports 
 
(a) Support A 
Test No. 1 2 3 4 Mean 
F (KN) 1.1945 1.0043 0.9940 0.7020 - 
d1 (mm) 9.230 7.826 7.562 5.216 - 
d2 (mm) 9.278 7.850 7.672 5.248 - 
Kө (Nm/rad) 545.36 541.36 551.35 566.89 550 
 
(b) Support B 
Test No. 1 2 3 4 Mean 
F (KN) 1.0375 0.9960 0.9860 0.8355 - 
d1 (mm) 7.672 7.234 7.240 6.016 - 
d2 (mm) 7.516 7.146 7.124 5.916 - 
Kө (Nm/rad) 577.22 587.62 580.04 591.68 584 
 
(c) Support C 
Test No. 1 2 3 4 Mean 
F (KN) 1.0675 1.0625 0.9825 0.9500 - 
d1 (mm) 7.728 7.652 7.522 6.436 - 
d2 (mm) 8.258 8.004 7.814 6.630 - 
Kө (Nm/rad) 564.27 573.46 541.35 614.38 574 
 
Note: The three supports are labeled with A, B, C as shown in Fig 5.1.  
 




After determining the rotational stiffness of the three supports, the three legs (three 
aluminum tubes) are slotted into the holes at the centers of the support plates (steel 
plates). The other ends of the tubes are slotted into the holes in the hull (a triangular 
aluminum block). Due to difficulty of welding, to make the connections rigid, 2-tone 
epoxy is added to the connecting points. The complete experimental model is installed 
and shown in Fig. 5.3. 
 
Fig 5.3 Experimental Model of Jack-up Platform 
 
5.2.2 Static Tests for Legs 
 
The combined stiffness of the legs can be estimated from the three beams with fixed ends 





× = kN/m. However, the theoretical estimation of the leg 








also need to be carried out. In the static tests of the legs, to prevent the rotation of the 
supports so as to achieve a fixed end, some wooden blocks are inserted into each support 
before the tests. The main idea is to pull on the hull of the structure and measure the 
horizontal displacement of the hull. Since the experimental model is built as a vertical 
structure, a horizontal loading system is designed and applied. A steel frame with a pulley 
is welded and fixed on the base, and thenthe hull with a hook is pulled by a steel wire. 
The steel wire passes through the pulley and the other end is loaded with some dead 
weights. Two displacement transducers are used to measure the horizontal displacements 
of the hull on the two corners. The loading system and the scheme of the static tests are 
shown in Fig. 5.4. 
 











Static tests for legs are carried out twice for eight incremental weights. The 
measurements in the static tests are given in Table 5.4, in which mean displacements are 
computed. Moreover, the eight pairs of incremental weight and mean displacement are 
presented in Fig. 5.5. 
Table 5.4 Measurements in Static Tests for Legs 
Weight 
M(kg) 
Test 1 Test 2 Mean 
d (mm) d1(mm) d2(mm) d1(mm) d2(mm) 
5 0.969 1.017 1.046 1.102 1.034 
10 1.947 2.05 2.095 2.211 2.076 
15 2.928 3.098 3.324 3.114 3.116 
20 3.963 4.177 3.788 4.024 3.988 
25 4.679 4.971 5.196 5.056 4.976 
30 5.74 6.074 5.791 6.14 5.936 
35 6.592 6.953 6.349 6.726 6.655 




















Results of Static Tests for Legs
 
Fig. 5.5 Measured Results of Static Tests for Legs 
 
Fig. 5.5 shows the linear relationship between the incremental weights and the measured 
displacements. The least square moving average for the combined stiffness of the legs is 
computed as 49.05kN/m, which is only about 70.08% of theoretical computation. It is 
shown that the legs built are more flexible in the experiment. The differences may come 
from leg-hull connection as well as leg-support connection. Due to difficulty of welding 




for aluminum, the connections could only be strengthened by epoxy, which might not 
have provided fully rigid connections. But the measured stiffness value can be used to 
present the experimental model. 
 
5.2.3 Impact Tests for Jack-up Model 
 
In order to verify the dynamic properties of the experimental model, impact tests are also 
carried out to investigate the natural frequencies of the experimental model. The model 
was excited by a hammer knocking at the hull and dynamic response of the model is 
measured by four accelerometers on the hull (2 pieces of Model PCB-352B and 2 pieces 
of Model Dytran-3055B). The impact test set-up is shown in Fig 5.6. 
  
(a) Side View                                         (b) Backward View 
Fig 5.6 Impact Tests for Jack-up Model 
 
The measurements are recorded by an 8-channel digital oscilloscope at a sampling rate of 








10s. Fast Fourier transform (FFT) is applied to convert the signals to frequency domain 
and the natural frequency of the model can be observed in structural response spectrum. 
4096 data points were used for FFT computation resulting in 2048 frequency divisions. 
Thus the frequency resolution was approximately 0.244Hz. Several impact tests are 
carried out and the natural frequencies are derived by comparing different tests and 
different structural response at different locations as well. The fundamental frequency 
obtained from impact tests is 8.78Hz.  
 
On the other hand, the numerical model for the experiment is also developed based on the 
measured stiffness and mass. Since substructure method is adopted, the lower part of one 
leg is selected to study. The numerical models for the complete structure and the 
substructure are shown in Fig. 5.7. 


























The fundamental frequency also can be computed from the numerical model. The 
computed fundamental frequency is 8.76 Hz, almost the same as the measured 
fundamental frequency. It validates the dynamic properties of the experimental model can 
be represented by the numerical model. As a result, the numerical model can be further 
used to predict structural response in system identification. 
 
5.3 Main Dynamic Tests for Support Fixity Identification 
 
After the verification of the experimental model, dynamic tests are carried out for the 
identification of the support fixity. The identification strategies proposed in the previous 
chapters are applied to the experimental model. 
 
5.3.1 Excitation Force 
 
A random force with bandwidth of (0,1000Hz) is generated numerically and then applied 
to the experimental model. The time step is set as 0.5ms which is consistent with the 
sampling rate (2kS/sec) of data acquisition in digital oscilloscope. The force signal is 
input into the signal generator (Model 1020 function/pulse generator) in PC as a ***.wav 
file. The signal is then passed through a power amplifier in order to produce sufficient 
power for the electromagnetic shaker (Model ET-126B). The force generated by the 
shaker is applied to the structure by a connecting rod to one side of the hull, and then 
measured by an ICP (Integrated Circuit Piezoelectric) force sensor (Model PCB-208C02). 
The shaker is rigidly mounted to the supporting frame using a bolted connection. The 




force sensor mounted on the shaker is connected to the structure by a threaded stainless 
steel stringer at the top. The detail of shaker-hull connection is shown in Fig. 5.8. 
 
 




Substructural identification strategy is applied to identify support fixity and the lower part 
of one leg is instrumented with accelerometers. The numerical models for the complete 
structure and substructure are shown in Fig 5.7. For the interface node (node 4), the 
complete measurements including horizontal, vertical and rotational accelerations are 
necessary for substructural identification. A tri-axial linear accelerometer (Model Dytran-
3293A) and a Gyro sensor (Model SD-740) are used simultaneously to obtain interface 
measurements. Measurements of structural response for internal nodes are measured by 
single-axial linear accelerometers (Model Dytran-3055B3). In total, three linear 
Shaker 
Connecting Rod 
Force Sensor Hull 




accelerometers and one Gyro sensor are installed to measure necessary substructural 
response. The instrumented jack-up model is shown in Fig. 5.9 and the specifications of 
all the sensors are show in Table 5.5. 
 
         
(a) Complete Structure                        (b) Substructure (Side view & Front view) 
Fig 5.9 Dynamic Tests for Jack-up Model 
 
Table 5.5 Accelerometer Specifications  
Model Node Measurement Range Sensitivity Frequency Range 
Dytran-3293A (X) 4 7 g 524.8 mV/g 1-4000 Hz 
Dytran-3293A (Z) 4 7 g 529.3 mV/g 1-4000 Hz 
SD-740 4 1.117 rad/s 1342.9 mV/(rad/s) 1-500 Hz 
Dytran-3055B3 3 10 g 494.0 mV/g 1-10000 Hz 
Dytran-3055B3 2 10 g 505.5 mV/g 1-10000 Hz 
 
5.3.3 System Identification 
 
Ten different sets of random force signals are generated and applied in dynamic tests. For 










accelerations of internal nodes and horizontal, vertical accelerations together with 
rotational velocity of interface node. The rotational acceleration of the interface cannot be 
measured directly and required applying numerical differentiation by interpolation 
method to the measured rotational velocity. The data is recorded by the digital 
oscilloscope at a sampling rate of 2kS/sec and 10k data points are recorded for each force 
signal. 4096 data points of structural response under force application are extracted for 
purpose of system identification. 
 
For system identification of experimental model, the support fixity is the major parameter 
to identify and structural damping coefficients are also treated to be unknown, while the 
mass and leg stiffness determined by static tests are used. In GA search procedure, a set 
of initial guess is randomly generated at the beginning of system identification. The 
search limits of unknown parameters are taken as half to double of the static 
measurements. Based on the measurements of the interface, horizontal accelerations of 
internal nodes can be estimated in substructural analysis and then compared with 
measurements in the fitness function.  
 
System identification is carried out in both time domain (as proposed in Chapter 3) and 
frequency domain (as proposed in Chapter 4). For time domain identification, all the 
4096 data points of structural response with time step of 0.5ms are used for each force 
signal and the filter window is set as between 200Hz and 500Hz. For frequency domain 
identification, 2048 data points of structural response are selected for each force signal 
and then 14,336 tailing zeros are added. Totally, 16,384 data points of structural response 




are prepared which are then transformed to frequency domain by FFT. Thus the 
frequency resolution is about 0.122Hz. The frequency range used for system 
identification is set between 200Hz and 500Hz. 
 
The identification results of support fixity for ten different force signals are compared 
with static measurement result. In order to clearly demonstrate the identification results, 
the ratios between identified values and static measurements are computed and shown in 
Fig 5.10. Moreover, the identification errors between identified value and static 




























Fig 5.10 Identification Results of Support Fixity in Experimental Study 
 
Table 5.6 Absolute Errors (%) of Support Identification in Experimental Study  
 F1 F2 F3 F4 F5 
Time Domain 15.53 7.82 16.26 11.61 10.10 
Frequency Domain 14.56 20.36 16.31 14.43 1.04 
 F6 F7 F8 F9 F10 Mean Error Mean Kθ Error  
Time Domain 23.43 9.47 8.23 18.93 6.18 12.76 6.04 
Frequency Domain 9.00 26.29 32.44 2.00 25.97 16.24 9.07 




As shown in Fig 5.10, the identified rotational stiffness of the support is close to the static 
measurement. It indicates that time domain identification and frequency domain 
identification are both applicable and effective for the experimental study. The 
identification results are fairly accurate especially for time domain identification, and the 
largest percentage difference is about 23% as shown in Table 5.6. Frequency domain 
identification results have more variation, because frequency domain identification 
involves comparison between measured PSD values derived by FFT and simulated PSD 
values derived from spectral analysis, which might bring some numerical errors from 
data transformation. However, the errors for frequency domain identification are not 
significant with largest percentage difference of about 32% as shown in Table 5.6. 
Moreover, in Table 5.6, the identification errors are acceptable for both time domain 
identification and frequency domain identification. The accuracy for support fixity 
identification is adequate for practical requirement.  
 
It is shown that the identification strategies proposed based on GA method is practically 
effective and accurate for jack-up model. Moreover, the error of mean parameter is much 
smaller than the mean error based on different force signals. The mean parameter can 
predict the support fixity within less than 10% error. It is recommended to average the 











This chapter illustrates an experimental study for identification of support fixity. A small-
scale jack-up model is built and the rotational stiffness of the support is designed as a 
particular fabrication with springs and bearings. In the preliminary tests, it is shown that 
the actual stiffness values of the supports and the legs are different from the theoretical 
computations due to actual fabrication of the experimental model. The measured stiffness 
is used in the numerical model to compute the fundamental frequency which is in good 
agreement with that measured from the impact tests. As a result, the numerical model is 
developed based on the measured stiffness and the lower part of one leg is selected as the 
substructure to study. 
 
Dynamic tests are carried out for identification of support fixity. 10 different random 
force signals are applied at the hull of the experimental model. Based on the 
measurements, substructural identification is carried out in both time domain and 
frequency domain by the proposed identification strategies already developed in the 
previous chapters. The identified rotational stiffness of the support is very close to the 
static measurement. It demonstrates that the spring support can be well identified. 
Besides, the identification results in time domain are more accurate and consistent than 
those in frequency domain. But the mean parameter errors for both time domain 
identification and frequency domain identification are very small, less than 10%. It 
validates that the proposed identification strategies in time domain and in frequency 
domain are both feasible and effective in practice. 




Chapter 6 Conclusions and Future Work 
 
System identification has been applied to onshore structures for parameter identification 
and structural health monitoring for years. Nevertheless, relatively few studies have been 
reported on offshore structures which present more challenges than onshore structures. 
To this end, the primary objective of this research is to develop robust and effective 
identification strategies for offshore structures, focusing on jack-up platform as an 
example of application. Leg stiffness and spudcan fixity are the key parameters to 
identify. To the author’s knowledge, no such research involving unknown support 
conditions has been carried out before. Two effective identification strategies are 
proposed in time domain and in frequency domain based on Genetic Algorithms (GA) 
method and substructural identification (Sub-SI). In addition, an experimental study is 




The procedures of dynamic analysis for complete structure and substructure are 
developed and compared in both time domain and frequency domain. Taking a jack-up 
platform in the North Sea as an illustration example, a single leg modeled by frame 
elements is studied as two substructures considering the critical parts. Substructure 1 (S1) 
is the top half of the leg which is near the water surface and substructure 2 (S2) is the 
bottom half of the leg including spudcan fixity. The inclusion of supdcan fixity is 




beneficial for design and operation in deeper water. Complete structural analysis and 
substructural analysis are carried out. One challenge for time domain analysis is that the 
initial condition is difficult to determine or measure. It is normally assumed to start from 
rest. But the transient response due to initial conditions decays rapidly with time. This is 
an important point which would overcome the problem of unknown initial conditions in 
time domain identification. Alternatively, spectral analysis is more appropriate to avoid 
considering initial conditions. The numerical results show that structural response derived 
from time domain analysis is in good agreement with that derived from frequency 
domain analysis in terms of power spectral density. More importantly, substructural 
analysis is shown to be consistent with complete structural analysis and provides the 
basis for substructural identification.  
 
Two GA-based Sub-SI strategies with multiple novel ideas are proposed in time domain 
and in frequency domain to address the challenges faced in the identification of offshore 
jack-up. Sub-SI can improve efficiency and accuracy significantly by reducing the system 
size and the number of unknown parameters. It permits the study of critical parts 
including leg and spudcan. Structural damping and hydrodynamic coefficients are 
considered as unknown in the identification as well. Besides, 2D frame jack-up model is 
sufficient as a novel way of substructuring, because the plane of consideration for the 
selected leg can be set arbitrarily and the measurements are set in the corresponding plane. 
In the GA-based search, the search limits for unknown parameters are reasonably wide 
with initial guess of unknown parameters randomly generated. Good initial guess is 
therefore not needed unlike some other identification methods. GA has the flexibility of 




using any response in the fitness function and has better global search capacity due to 
probabilistic rules and population-to-population searches. In this research, improved 
fitness functions are developed, with regard to normalized structural response, which 
enables the identification of complex dynamic system based on different types of 
measurements (linear and rotational) in the fitness computation.  
 
To address the challenges of unknown wave loading and unknown initial conditions 
requires different novel ideas in time domain identification and in frequency domain 
identification. In time domain identification, an output-only algorithm is adopted to avoid 
wave force measurements. Since transient oscillations decay rapidly by damping effects, 
the transient state due to unknown initial conditions is excluded in the fitness 
computation for time domain identification. This procedure is simple and effective but 
has not been reported in the literature. In frequency domain identification, no initial 
conditions are involved, which is an inherent advantage of spectral analysis. To deal with 
unknown wave loading, the frequency domain method takes advantage of the fact that 
operations on the hull excite dynamic response in higher frequency range than wave 
loading. If not sufficient, it is proposed to apply an additional random force on the hull to 
generate greater substructural response (according to the natural frequencies of the 
substructures). The fitness function is selectively defined to cover the main frequencies of 
the substructure but away from the dominant (low) frequency range of wave loading. As 
such, unknown wave forces are not involved in the proposed frequency domain method.  
 




In the numerical study of stiffness parameter identification, noise effects are considered 
at three different levels (0%, 5% and 10%). Ten different tests of system identification for 
each substructure are carried out for each noise level in time domain and in frequency 
domain respectively. Numerical results are obtained for identification of stiffness 
parameters including leg stiffness and spudcan fixity. As the noise level increases, the 
identification errors are expected to increase, but the identification results under noisy 
conditions are also acceptably accurate. The error range of spudcan fixity identification is 
similar to that of leg stiffness identification, within about ±10% for 5% noise and about 
±20% for 10% noise. Thus the inclusion of both leg stiffness and spudcan fixity in system 
identification is achievable with good accuracy. Moreover, it is noted that the identified 
stiffness values are different for different tests, because initial guess and noises are both 
randomly and differently generated in each test. The identified stiffness values fluctuate 
around the exact stiffness values. The errors of mean parameters are generally smaller 
than the mean errors. Thus it is recommended to average the identified parameters from 
different tests to achieve better identification results. In general, time domain 
identification performs better than frequency domain identification, with errors of the 
mean parameters less than 8% for 10% noise level, because the conversions of the 
measurements from time domain to frequency domain may introduce numerical errors.  
 
Furthermore, damage detection is also carried out based on identification of stiffness 
changes before and after damage. The identified parameters of the undamaged structure 
are included in the initial guess for the identification of the damaged structure. I/O noise 
level is set as 5% and two damage cases with 20% loss of single stiffness in leg and in 




spudcan are studied. Ten different tests of damage detection are carried out for each 
damage case in time domain and infrequency domain respectively. The results show that 
damages can be consistently and accurately detected based on identified damage values 
obtained from different tests. The mean identified damages are very close to the exact 
damages with less than 2% difference. 
 
To reinforce the findings, an experimental study of a small-scale jack-up model is also 
carried out. The support fixity in terms of rotational stiffness is the key parameter of 
identification. Static tests for the supports and the legs are carried out to calibrate the 
necessary structural properties. Dynamic tests for the purpose of parameter identification 
are conducted. Ten different series of force signals are applied to the experimental model. 
Based on the measurements of dynamic response, substructural identification is carried 
out by the proposed identification strategies. It is shown that the identified rotational 
stiffness of the support is close to the benchmark value obtained by static test 
measurement. The errors of the mean parameters for both time domain identification and 
frequency domain identification are both less than 10%. The experimental results further 
demonstrate that the proposed identification strategies are accurate and effective. 
 
6.2 Recommendations for Future Work 
 
It is anticipated that the system and the methodology developed in this thesis can be 
extended to other applications of offshore engineering such as floating structures, 
pipelines, risers, mooring and subsea systems. Also, based on numerical study and 




experimental study, it is shown that there are some potential fields for future work in this 
research field.  
 
For jack-up platform, different substructures may be considered and studied to identify 
other structural parameters like leg-hull connections which are difficult to model. In 
practice, leg-hull connections are influenced by jacking systems and then provide 
bending moments after installation which is useful for platform stability. The 
identification of leg-hull connections will result in accurate model calibration. Besides, 
an improved numerical model including nonlinear aspects in both structural response and 
spudcan fixity may be developed in future for more detailed dynamic analysis. Also, 
maybe it is possible to extend to 3D model when analyzing some global response like 
torsions of the entire platform or the legs. However, when complex numerical model is 
used, computer time will be increased accordingly. Thus the identification efficiency will 
become a critical issue. Incorporating GA-based search and some local search techniques 
may be considered to improve computing efficiency. Besides, parallel computing of 
system identification is expected to have a further reduction for computer time. Moreover, 
it requires further specific research for the extension of the methodology and the system 
developed in this thesis to other offshore structures. 
 
For experimental study on support identification, horizontal stiffness and vertical 
stiffness of the support may be included in future research, which will present more 
challenges to design and analysis. The more complex model is developed, the more 
DOFs are involved. Correspondingly, improvements for sensors especially for high 




performance angular accelerometers are required. Moreover, if possible, the proposed 
identification strategies may be applied to operation platforms at sites. Data quality of 
practical measurements is important for the accuracy of system identification, regardless 
of time domain identification or frequency domain identification. Therefore, many 
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Appendix A Newmark Method 
 
The procedure of Newmark Method for the equation of motion + + =Mu Cu Ku Pɺɺ ɺ  is 
presented as follows. 
 
Initial calculations: 
1. Form stiffness matrix K, mass matrix M, and damping matrix C. 
2. Initial conditions include 0 0 0, ,u u uɺ ɺɺ . 
3. Select time step t∆  and parameters a  and b , and calculate integration constants: 




































; ( )6 1a t b= ∆ − ; 7a b t= ∆ . 
4. Form effective stiffness matrix ˆK :  
0 1
ˆ a a= + +K K M C . 
5. LU factorization ˆ =K LU . 
For each time step: 
1. Calculate effective loads at time t t+ ∆ : 
( ) ( )0 2 3 1 4 5ˆt t t t t t t t t ta a a a a a+∆ +∆= + + + + + +P P M u u u C u u uɺ ɺɺ ɺ ɺɺ
 
2. Solve for t t+∆ y  displacements at time t t+ ∆ : 
ˆ
t t t t+∆ +∆
=L y P                                            where t t t t+∆ +∆=y U u  
3. Backward substitution for t t+∆ u : 
t t t t+∆ +∆
=U u y  
4. Calculate accelerations and velocities at time t t+ ∆ : 
( )0 2 3t t t t t t ta a a+∆ +∆= − − −u u u u uɺɺ ɺ ɺɺ  
6 7
t t t t t ta a+∆ +∆= + +u u u uɺ ɺ ɺɺ ɺɺ  




Appendix B Parzen Window 
 
Parzen window is a weighted moving average transformation. For example, there are 
2p+1 data points (integers from –p to p) and the data point at the middle X(0) needs to be 
smoothed.  
 
The weight numbers jw of Parzen window are computed by 
2 3
0 1 6 6
2 j
p j jj w
p p
   
≤ ≤ = − +   





p jj p w
p
 
≤ ≤ = − 
 
 
j jw w− =  
 
The smooth data point is derived by 
( ) ( )0
p p
j j
j p j p
X w X j w
=− =−
 =  ∑ ∑  
 
