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Abstract
With focus on the case of variable dimension n, this paper is concerned with deterministic
polynomial-time approximation of the maximum j-measure of j-simplices contained in a given
n-dimensional convex body K . Under the assumption that K is accessible only by means of
a weak separation oracle, upper and lower bounds on the accuracy of oracle-polynomial-time
approximations are obtained. c© 2000 Elsevier Science B.V. All rights reserved.
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0. Introduction
Let En denote the n-dimensional Euclidean space, jj jj the Euclidean norm, and Bn
the Euclidean unit ball. A convex body (or simply body) in En is an n-dimensional
compact convex subset of En. The set of all bodies in En is denoted by Kn, and our
focus here is on the collection K=
S1
n=1K
n.
For j 2 N with j6n, a j-simplex in En is a set that is the convex hull of some
j + 1 anely independent points of En. For each K 2 K and each j 2 N, (K; j)
will denote the maximum of the j-measures of the j-simplices that are contained in K .
(When j> dim(K), set (K; j)= 0.) We are concerned with the following algorithmic
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task:
Given j; n 2 N and K 2Kn; compute (K; j):
When j=1 the problem is that of computing the diameter (K; 1) of K , a basic prob-
lem in computational convexity; see [5,6,7,12,13]. When j = n the problem subsumes,
as the very special case in which j = n  3 (mod 4) and K is an n-cube, the famous
unsolved problem on the existence of Hadamard matrices. More generally, for each n
the largest n-simplices in an n-cube correspond to the (n+ 1) (n+ 1) real matrices
that are of maximum determinant among those in which each entry is of absolute value
at most 1. See [16] for details.
The intermediate values of j are related to the weighing designs that appear in
numerous applications in chemistry, medicine and other sciences; see, e.g., [2]. In fact,
the largest j-simplices with vertices in f0; 1gn correspond to the so-called D-optimal
designs for using n weighings to weigh j objects on a spring balance; see [13] for
details. Intermediate values of j are also of interest in connection with the problem
of noise reduction for data sets taken from physical measurements, and these occur in
settings ranging from ultramicroscopy [18] to airborne image spectrometry [4,11]. In
the latter setting, each data point in n-space represents (aside from noise) a weighted
average of j + 1 parameters associated with the imaged terrain. The underlying ideal
shape of the ‘data cloud’ is therefore that of a j-simplex in n-space, and the problem
becomes that of nding a j-simplex that in some appropriate sense best represents the
data set. A reasonable rst candidate for this is the largest j-simplex contained in the
convex hull of the data points.
The present paper studies the problem of computing or approximating (K; j) within
the framework of the algorithmic theory of convex bodies developed by Grotschel
et al. [15]. Bodies are assumed to be given by an oracle that solves a certain sort
of problem and can be used as a subroutine by any algorithm. In eect, the usual
binary Turing machine model is augmented by the oracle with the assumption that
each call to the oracle takes only the time required to present the query to the oracle
and to record the oracle’s answer. This leads to the notion of an oracle-polynomial-time
algorithm. The present paper uses a weak separation oracle and studies the accuracy of
oracle-polynomial-time algorithms for approximating the volumes of largest simplices in
bodies. (The model of computation is described in more detail in Section 1.) Naturally,
bodies that are polytopes (with rational vertices) are dealt with much more easily than
general bodies since they can be specied in a nite manner by a suitable system
of linear inequalities (H-polytope) or a nite set of points including their vertices
(V-polytope). Hence, when dealing with polytopes, the standard Turing machine model
suces.
While the problem of computing the volume of general (V- or H-) polytopes is
#P-hard [10], computing the volume of a single j-simplex can be accomplished by
evaluating a determinant (see Proposition 1.3). Hence it is the task of maximization
rather than that of volume computation that poses the problem here. It is of course
true that if P is a polytope with m vertices, then a largest j-simplex in E can be
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found with the aid of
( m
j+1

determinant evaluations. However, that is not reassuring,
for the decision version of each of the following problems is NP-hard: nding a
largest 1-simplex in an n-parallelotope [12], nding a largest bn=2c-simplex in an
n-simplex [14], nding a largest n-simplex in a fairly simple sort of n-dimensional
V-polytope [14].
The present paper asks how well (K; j) can be approximated when we are restricted
to polynomial-time algorithms. The problem is studied here for general bodies K 2K
because our positive results apply to such bodies and not only to polytopes. (In a
sense, the algorithmic theory of convex bodies places V- and H-polytopes on an
equal footing.) Further, the oracle Turing machine model allows us to derive negative
results showing that no oracle-polynomial-time algorithm can approximate (K; j) too
well for all K 2K and j2N. To make these statements precise, we must rst introduce
the notion of the (asymptotic relative) accuracy of approximation.
We consider the case in which the dimension n of K is part of the input,
while j is related to n in some specied manner. For each non-decreasing function
 : N ! N such that (n)6n for all n, let the function  :K N ! R be dened
by (K) = (K; (n)). Functions  of special interest include those for which (n) or
n−(n) or bn=(n)c is constant. The function  is assumed to be given beforehand; it is
not part of the input whose size enters into our denition of computational complexity.
Now let A denote the class of oracle-polynomial-time algorithms A which, accept-
ing as input a member K of K, outputs an approximation A;(K) of (K). The
accuracy A; of an algorithm A 2 A is a function dened on N and with values in
[0; 1] such that there exist two functions 1 : N :! [0;1[ and 2 : N :!]0;1[ with
1=2 = A; such that
1(n)A;(K)6(K)62(n)A;(K)
for each (K; n) 2 K  N. A function  : N ! [0; 1] is called accuracy of oracle-
polynomial-time approximation of  if
A 2A ) A; = O(); and there exists A 2A such that A; = 
():
Note that this above denition extends naturally to subclasses of A.
The main positive result of this paper is that
>

log n
n
1=2
if (n)  1; and >
 c
n
j
if j = (n)>2;
where c is a universal constant, i.e., independent of j and n.
On the negative side we prove that there exists a universal constant  with
0<  < 1 such that
;6

j
(n− j)!
n!
1=2 
2
log n
j=2
if j = (n)6t;
;6

j
j − t
(n− t)!
n!
1=2 
2
log n
t=2
if j = (n)> t;
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where t = n − log(n + 1) + 1, and the function ; : N ! R is the accuracy when
the algorithms are restricted to the members of A that make at most n calls to the
oracle that describes the body K of Kn.
When (n)  1, a comparison of the stated lower and upper bounds shows that the
accuracy is 

((log n)=n)1=2

in this case. In other words, the estimate of accuracy is
sharp up to a multiplicative constant. This result can be found in [7,6], remains true
even for randomized algorithms, and is stated here for the sake of completeness. To
illustrate the gap between lower and upper bounds for other choices of , note that for
j = (n)  const > 1 our lower bound is (1=n)j and upper bound is (log n=n)j=2. At
the other extreme, when (n)  n, the lower bound is ((c=(n))n and the upper bound
is
(
 log n=n
(n− log n)=2
, where   is a constant that depends only on .
Let us remark that, for V-polytopes (in the usual Turing machine model, see Subsec-
tion 1.1) largest n-simplices can be approximated with accuracy greater than (d=n)n=2,
where d is a universal constant, see [17].
Section 1 contains various preliminaries, including an outline of the underlying
model of computation, some volume formulas, etc. Our lower bounds are derived in
Section 2 and the upper bounds are established in Section 3.
1. Preliminaries
1.1. The model of computation
The underlying model of computation is the binary Turing machine model, aug-
mented by certain oracles. Polytopes can be presented in a nite and (if they are
rational) algorithmically suitable manner. A string (n; s; v1; : : : ; vs) with n; s 2 N and
v1; : : : ; vs 2Qn is called a V-polytope in En; it represents the geometric object
P = convfv1; : : : ; vsg. Similarly, an H-polytope is a string (n; s;Q; b) such that
n; s2N, Q is a rational s  n matrix, and b is a rational s-vector for which the set
P=fx 2 En: Qx6bg is bounded and hence is a polytope; again, the string is identied
with the geometric object P. The binary size (or simply size) of aV- or anH-polytope
P is the number of binary digits needed to encode the data of the presentation; see
[12,13].
A way to deal algorithmically with general bodies K has been introduced and
extensively studied in [15]. There it is assumed that only a small amount of a priori
information about K is available, and that all further information about K must be
obtained from an algorithm (called an oracle) that answers certain sorts of questions
about K . One sort of a priori information is that the body K is circumscribed, i.e., a
rational number R is given explicitly such that K  RBn. (Thus R is an upper bound for
K’s Euclidean circumradius.) The size of K is then dened by size(K) = n+ size( R).
If in addition a positive rational number r is given such that K contains a ball (whose
position may not be known) of radius r, the body is well-bounded. (Thus r is a lower
bound for K’s Euclidean inradius.) Then, of course, size(K) = n+ size(r) + size( R).
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The most appropriate oracle for our purpose is the weak separation oracle, where
‘weak’ refers to the fact that we have to allow for a rounding error since only nite
precision is available. Recall that for >0 the outer parallel body and the inner parallel
body of a body K  En are given, respectively, by
K() = K + Bn and K(−) = fx 2 En: x + BnKg:
A weak separation oracle for a body K in En solves the following problem.
Weak separation problem. Given y 2 Qn, and a positive rational , assert that
y 2 K() or determine a vector c 2 Qn with jjcjj1 = 1 such that cTx6cTy + 
for all x 2 K(−).
For the situation in which the input K is a full-dimensional H-polytope or a
full-dimensional V-polytope, [15] produces deterministic polynomial-time algorithms
for well-boundedness and for solving the weak separation problem. In general, how-
ever, a separation oracle functions as a ‘black box’ in the sense that we know the input
and the output of the oracle but we know nothing about how the output is produced.
An algorithm is called an oracle-polynomial-time algorithm if it is polynomial in the
oracle-Turing-machine model. This means that the algorithm is polynomial in the usual
sense, except that each call to the oracle is assumed to take only the time required to
write the input of the call onto a tape of the Turing machine and to read the oracle’s
answer from a tape of the machine. In other words, we do not know or care how hard
the oracle must work to produce its answer.
Throughout this paper, we assume that bodies K are well-bounded and are given by
a weak separation oracle. In order to exclude the trivial case n = 1, we assume also
that K is at least two-dimensional.
1.2. Some volume and determinant formulas
In later sections, use is made of some standard results that are stated here explicitly
as a service to the reader. For a list of references to these and other related results
see [14,16]. For any compact convex subset C of En, vol(C) will always denote the
volume taken in the ane hull a(C) of C; in other words, when C is j-dimensional,
vol(C) denotes the j-measure of C.
Proposition 1.1. If v is a vertex of a j-simplex S; F is a (j−1)-face of S that misses
v; and  is the distance from v to a(F); then vol(S) = (=j)vol(F):
Proposition 1.2. The largest j-simplices in Bn are precisely the regular j-simplices
whose vertices all belong to the boundary of a j-dimensional central section of Bn.
The volume of each such j-simplex is equal to (j + 1)(j+1)=2=(j!jj=2).
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Proposition 1.3. If Sj is a j-simplex in En with 0 2 a(Sj); and A is the (j + 1) n
matrix whose rows list the vertices of Sj; then
(j!)2vol2(Sj) = det(J + AAT);
where J is the (j + 1)  (j + 1) matrix whose entries are all 1. If 0 is a vertex of
Sj; then
(j!)2vol2(Sj) = det(A0AT0 );
where A0 is the matrix obtained from A by discarding the 0-row. In particular;
n! vol(Sn) = jdet A0j:
In addition to the volume formulas we need two facts about determinants. The
rst is obvious, while the second is intuitively clear and not hard to prove; see, e.g.,
[19, 5.2.2(9)].
Proposition 1.4. If M is a j  j matrix and N is an n j matrix; then
det(MNTNMT) = det(MMT)det(NTN ):
Proposition 1.5. Let Z be a positive denite nn matrix with eigenvalues 1>   >n
and corresponding orthonormal eigenvectors v1; : : : ; vn. Let W be an nj matrix with
W TW = Ij; where Ij is the j  j identity matrix. Then
det(W TZW )6
jY
i=1
i
with equality for W = (v1; : : : ; vj).
2. The lower bounds
The basic idea of our approximation algorithm is very simple: Given K 2Kn and
26j6n, a lower bound for (K; j) is provided by the volume of any j-simplex con-
tained in K , and an upper bound for (K; j) is provided by (E; j) for any body E
that contains K .
For computational convenience, E should belong to a class of bodies in which largest
j-simplices can be computed in polynomial time. Surprisingly, we do not know of any
class of ‘nice’ polytopes for which this is true, and the NP-hardness results quoted
in the introduction cast doubt on the existence of such a class. Even nding a largest
j-simplex in a unit n-cube [0; 1]n can be a daunting task. For 16j65, it has been
solved for all n [16,21,22], but beyond that the picture is spotty. In particular, for the
case in which k 2f0; 3; 4g and n  k (mod 4), there are innitely many n for which
([0; 1]n; n) is known precisely, but also innitely many n for which it is not known
[16,20]. And when n  2 (mod 4), the precise value of ([0; 1]n; n) has been determined
only for n 2 f2; 6; 10g [9,16].
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Fortunately, largest j-simplices in ellipsoids can be computed (with high enough
accuracy) in polynomial time; in fact, we present a modication of the shallow-cut el-
lipsoid algorithm of [15,25,26] that determines, roughly speaking, a pair of j-simplices
T and U such that T is a largest j-simplex in an ellipsoid that contains K and U is
a homothetic copy of T (scaled by a factor O(1=n)) that is contained in K .
2.1. Largest j-simplices in ellipsoids
An n-dimensional ellipsoid E can always be presented by a positive denite n  n
matrix Z and an n-vector q such that EZ;q = q+ QBn, where QTQ = Z . Let 1; : : : ; n
denote Z’s eigenvalues in descending order 1>   >n, and let v1; : : : ; vn be asso-
ciated orthonormal eigenvectors. Of course, the axes of EZ;q are determined by the
eigenvectors and the length of each axis is twice the square root of the corresponding
eigenvalue. We will now show that each largest j-simplex contained in E is the image
of a largest j-simplex contained in linfv1; : : : ; vjg \ Bn under the ane transformation
x 7! q+ Qx. Note that this is clear for j = 1 and n.
Lemma 2.1. Let EZ;q be an n-dimensional ellipsoid. Then each largest j-simplex con-
tained in EZ;q is the image of a largest j-simplex contained in linfv1; : : : ; vjg \ Bn
under the ane transformation x 7! q+ Qx; and its volume is equal to
(j + 1)( j+1)=2
j!jj=2
jY
i=1
p
i:
Proof. Without loss of generality, we may assume that q=0. Let S =convfx0; : : : ; xjg
be a j-simplex contained in Bn and let QS = convfy0; : : : ; yjg be its image contained
in QBn. Let w1; : : : ; wj 2 En with S − x0 linfw1; : : : ; wjg and W TW = Ij, where
W = (w1; : : : ; wj). We dene
A0 =
0
B@
(x1 − x0)T
...
(xj − x0)T
1
CA; B0 =
0
B@
(y1 − y0)T
...
(yj − y0)T
1
CA
and choose M such that A0 =MW T. Using Propositions 1.3{1.5 (with QW = N ) we
obtain
vol2(QS) = vol2(QS − y0) = vol2(convf0; y1 − y0; : : : ; yj − y0g)
=
1
(j!)2
det(B0BT0 ) =
1
(j!)2
det((A0QT)(QAT0 ))
=
1
(j!)2
det((MW TQT)(QWMT)) =
1
(j!)2
det(M (W TQTQW )MT)
=
1
(j!)2
det(W TZW )det(MMT) =
1
(j!)2
det(W TZW )det(MW TWMT)
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= det(W TZW )
1
(j!)2
det(A0AT0 ) = det(W
TZW )vol(S)
6 vol(S)
jY
i=1
i;
with equality in the last step for W = (v1; : : : ; vj). Now, by Proposition 1.2,
S is a largest j-simplex in Bn if and only if S is regular and its vertices all belong to
the boundary of a central j-section of Bn. But this is achieved only if
x0 2 linfv1; : : : ; vjg, whence S  linfv1; : : : ; vjg. The rest of the assertion then follows
from Proposition 1.2.
We note in passing that if K is an n-dimensional ellipsoid, Lemma 2.1 implies that
for each j, every largest j-simplex in K contains the center of K . If j = 1 or n, this
conclusion holds for an arbitrary centrally symmetric K . (Use Proposition 1.1 when
j= n.) However, Asa Packer has pointed out that for each (j; n) with 1<j<n there
is an n-dimensional ane cross-polytope in which no largest j-simplex contains the
center.
2.2. A modied shallow-cut ellipsoid algorithm
For easy reading we apply the following notational convention: j-simplices contained
in Bn are denoted by S, their images under the ane map x 7! q+Qx are denoted by
T , and homothetic images of T are denoted by U .
The ellipsoid algorithm will produce a homothetic copy of a j-simplex ‘close’ to a
largest j-Simplex in E = EZ;q that is contained in K . For this we have to solve the
following problem in each step of the algorithm. (Recall that E() is an outer parallel
body of E.)
Simplex Problem. Given j; n 2 N with j6n, a well-bounded body K in En given by
a weak separation oracle, an ellipsoid E = EZ;q, and positive rationals ,  and , do
one of the following:
 produce a j-simplex
T = convfy0; : : : ; yjgE()
for which
(1 + )vol(T )>(E; j)
and assert that the j-simplex
U = q+
1
+ 1
1
n+ 1
convfy0 − q; : : : ; yj − qg
is contained in K ; or
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 produce a nonzero vector c 2 Qn such that
cTx6cTq+
1
n+ 1
p
cTZc
for all x 2 K .
A vector c with the stated property is called a shallow-cut for K , and an
algorithm that solves the simplex problem is here called a simplex oracle. For
geometric understanding, note that
max
x2EZ;q
cTx = cTq+
p
cTZc:
Before constructing a simplex oracle, we should remark that Lemma 2.1 shows
only how to construct T using innite precision real arithmetic. In general, neither the
construction of S nor the computation of Q can be done exactly in nite precision.
(In fact, regular n-simplices with rational vertices do not exist in all dimensions; see
[23,24].) However, [5] shows that standard rounding techniques can be used to carry
out all the relevant computations in nite precision of polynomially bounded length.
Lemma 2.2. There is a polynomial-time algorithm which; accepting as input positive
integers j; n with j6n; an ellipsoid E = EZ;q in En; and positive rationals  and ;
produces a j-simplex T with
T E() and (1 + )vol(T )>(E; j):
The following result yields the desired simplex oracle.
Theorem 2.3. The simplex problem can be solved in oracle-polynomial time.
Proof. Let (K; j; n; E; ; ; "0) be an instance of the simplex problem with E = EZ; q and
Z = QTQ. We choose a positive rational " with
"6minf"0; ; n=((+ 1)(n+ 2)2)g;
where n denotes a positive lower bound for the smallest eigenvalue n of Z , and apply
Lemma 2.2 to (j; n; E; ; ") so as to produce a j-simplex
T = convfy0; : : : ; yjgE(")E("0):
Note that n can be determined in polynomial time using binary search on the parameter
, using the fact that Z − In is positive denite if and only if the determinants of its
principal submatrices are all positive.
Now, we call the weak separation oracle for K , using the given  and using, for the
y to be presented to the oracle, the 2(j + 1) n choices given by
y = q+
1
+ 1
1
n+ 1
(yk − q) nel
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for k=0; : : : ; j and l=1; : : : ; n. (Here el is the lth standard unit vector.) If all assertions
are armative, i.e., if
q+
1
+ 1
1
n+ 1
(yk − q) nel 2 K()
for all k = 0; : : : ; j and l= 1; : : : ; n, we conclude from U ()K() that
U = q+
1
+ 1
1
n+ 1
convfy0 − q; : : : ; yj − qgK:
Otherwise, we obtain a vector c 2 Qd with jjcjj1 = 1 and such that (without loss of
generality)
cTx6cTq+
1
+ 1
1
n+ 1
cT(y0 − q) + ncTe1 + 
for all x 2 K . Note that since K is well bounded we may assume, without loss of
generality, that the inequality holds for all x 2 K rather than merely for x 2 K(−),
cf. [15, Remark 3:2:34]. To derive the shallow-cut we must show that the inequality
cTx6cTq+
1
n+ 1
p
cTZc
holds for all x 2 K . In fact, since
maxfcTx: x 2 q+ QBng= cTq+
p
cTZc
and y0 2 E(), we see that for all x 2 K ,
cTx6 cTq+
1
+ 1
1
n+ 1
cT(y0 − q) + ncTe1 + 
6 cTq+
1
+ 1
1
n+ 1
p
cTZc + (n+ 2)
= cTq+
1
n+ 1
p
cTZc − 
+ 1
1
n+ 1
p
cTZc + (n+ 2)
6 cTq+
1
n+ 1
p
cTZc − 
+ 1
1
n+ 1
njjcjj2 + (n+ 2)
6 cTq+
1
n+ 1
p
cTZc − 
+ 1
1
n+ 1
njjcjj1 + (n+ 2)
6 cTq+
1
n+ 1
p
cTZc:
Now we come to the main result of this section.
Theorem 2.4. There is an oracle-polynomial-time algorithm which; accepting as input
positive integers j; n with j6n; positive rationals  and ; and a well-bounded body
K 2Kn given by a weak separation oracle; produces a j-simplex U contained in K
with
vol(U )6(K; j)6(1 + )(1 + ) j(n+ 1) jvol(U ):
Proof. First we apply [15, Theorem 3:3:3] with the following notion of ‘toughness’:
an ellipsoid E that contains K is called ‘tough’ if a current candidate j-simplex U is
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contained in K . It follows that there is an oracle-polynomial-time algorithm that accepts
as input positive integers j; n with j6n, a positive rational , and a well-bounded body
K given by a simplex oracle, and that either concludes with the rst outcome (E;U )
of the simplex problem or produces an ellipsoid E with K E and vol(E)6. Of
course, when the above algorithm is applied with =(r=n)n, where r denotes the given
lower bound for K’s inradius, then the second answer is impossible. Hence, after a
polynomial number of steps, we obtain a j-simplex U that is contained in K and is
a homothetic copy of a j-simplex T with T E() and (1 + )vol(T )>(E; j) with
scaling-factor 1=((+ 1)(n+ 1)). We conclude by noting that
vol(U )6 (K; j)6(E; j)6(1 + )vol(T )
= (1 + )(+ 1) j(n+ 1) jvol(U ):
As an immediate consequence of Theorem 2.4, we obtain the desired lower bounds
for the accuracy that can be achieved when  is approximated by means of an
oracle-polynomial-time algorithm.
Corollary 2.5. The accuracy in oracle-polynomial-time approximation of largest (n)-
simplices in bodies is
>

log n
n
1=2
if (n)  1; and >
 c
n
j
if j = (n)>2;
where c is a universal constant.
Proof. The case   1 is contained in [7,6]. For  6= 1 the result follows from Theorem
2.4 in conjunction with Proposition 1.3.
Corollary 2.6. The accuracy in oracle-polynomial-time approximation of largest (n)-
simplices in centrally-symmetric bodies is
>

log n
n
1=2
if (n)  1; and >
 c
n
j=2
if j = (n)>2:
Proof. Just note that for centrally-symmetric bodies the shallow-cut ellipsoid algo-
rithm can be improved by using parallel cuts yielding a scaling factor of (c=n)1=2,
see [15].
3. An upper bound
We will now derive the upper bound for  that is stated in the introduction.
Suppose that the a priori information asserts that a member K of Kn contains
Bn. Suppose further that we call the separation oracle with points outside Bn and we
always get a separating hyperplane. Then, after n calls to the oracle, no algorithm
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(that cannot access additional information) can distinguish K from Bn or from the
resulting H-polytope P with at most n facets. Hence it remains to derive a lower
bound for the volume of a largest j-simplex in P. The argument for this is based on
the fact (used iteratively) that P contains a vertex ‘far away’ from the origin [1,3,8].
The rst proposition is a restatement of a result of [8].
Proposition 3.1. There exists a positive constant < 1 such that for all k;  2 N
with log( + 1)6k6; every k-dimensional 0-symmetric polytope that contains Bk
and has at most  facets has a vertex v with
jjvjj>

k
log(=k + 1)
1=2
:
The next lemma provides a tool for the iterative construction of a large j-simplex.
Lemma 3.2. Let j0; n0;  2 N with j06n0; and let P be a 0-symmetric n0-polytope in
En0 with at most  facets. Further; let v 2 Pnf0g; let V denote the linear subspace
of En
0
perpendicular to v; and let P0 = P \ V . Then P0 has at most  facets and
(P; j0)>jjvjj 
(
2 for j0 = 1;
(P0; j0 − 1)=j0 for j0>2:
Proof. The assertion is a direct consequence of Proposition 1.1.
Lemma 3.3. There exists a positive constant < 1 such that the following holds.
Let j; n;  2 N with j6n; n; >2; and log(n + 1)6n; and let P be a 0-symmetric
n-polytope that contains Bn and has at most n facets. Then P contains a j-simplex
S with
vol(S)>
8>>><
>>>:
2
3
j

1
j
n!
(n− j)!
1=2
( log n)−j=2(Bn; j) if j6t;
1
3
t

j − t
j
n!
(n− t)!
1=2
( log n)−t=2(Bn; j) if j> t;
where t = n− log(n + 1) + 1.
Proof. Let j; n; ; P satisfy the assumptions. First note that for n; >2 and l 2 N with
26l6n,
log

n
l
+ 1

6 log n whence
l
log(n=l+ 1)
>
l
 log n
:
Now, using the inequalities
p
j
j!
6(Bn; j)6
p
e(j + 1)
j!
63
p
j
j!
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and combining Proposition 3.1 and Lemma 3.2 iteratively, we obtain for j6t
(P; j)> 2
jY
s=1


n− s+ 1
 log n
1=2 1
j − s+ 1
>
2
3

1
j
n!
(n− j)!
1=2
j( log n)−j=2(Bn; j):
For j> t we obtain similarly
(P; j)> (P^; j − t)
tY
s=1


n− s+ 1
 log n
1=2 1
j − s+ 1
> (Bn; j − t)

n!
(n− t)!
1=2
t( log n)−t=2
(j − t)!
j!
>
1
3

j − t
j
n!
(n− t)!
1=2
t( log n)−t=2(Bn; j);
where P^ denotes the intersection of P with the appropriate (n−t)-dimensional subspace
that is constructed in the iterative application of Lemma 3.2.
Now, we are ready to prove the desired upper bounds for the accuracy of polynomial-
time approximations of  by means of algorithms that are restricted to those members
of A that make at most n calls to the oracle describing the body K of Kn.
Theorem 3.4. There exists a positive constant  < 1 such that for each  2 N n f1g
;6

j
(n− j)!
n!
1=2 
2
log n
j=2
if j = (n)6t;
;6

j
j − t
(n− t)!
n!
1=2 
2
log n
t=2
if j = (n)> t;
where t = n− log(n + 1) + 1.
Proof. Any oracle-polynomial-time algorithm that is restricted to making at most n
calls to the oracle describing a given n-dimensional body K cannot distinguish between
Bn and a polytope Pn having at most n facets. Corollary 3:3 then yields the stated
result.
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