Information Retrieval is a theme that is so multifaceted as it is its significance to any knowledge-based sphere of influence. This is true in The Law, especially when we judge under the angle of the so-called On-line Dispute Resolution. Indeed, there is the need to analyze and develop efficient information retrieval methods that may improve the course of actions that depend on such techniques. It was under this line of thought that we look at two different methods for information retrieval, and then strengthen its advantages into a third one. The results of this effort are now being applied in UMCourt, an Online Dispute Resolution platform that helps disputant parties and software agents to interact and make their decisions.
INTRODUCTION
Given the growing amount of information we must deal with on a daily basis, efficient information retrieval tools are nowadays essential. In effect, such tools may be generalized to any knowledge-based universe, once the matter of fact is the same. In this context, the legal field is not an exception. Given the considerable amount of information that includes legal norms, legal texts or past cases, information retrieval tools are useful for both law practitioners and disputant parties. If we consider the more specific and recent advent of the so-called Online Dispute Resolution [1] platforms, efficient information retrieval is also essential. In fact, such platforms generally need to provide access, preferably in an autonomous mode, to all sorts of information in order to increase its availability for disputant parties and implement efficient dispute resolution algorithms [6] .
In this information we can include the BATNA and the WATNABest and Worst Alternative to a Negotiated Agreement, respectively. These concepts denote the best and worst outcomes in a litigation scenario [5] . Moreover, this information should also include the space between the BATNA and the WATNA, which may represent a measure of the risk being taken in accepting or not accepting a proposal. This space is evidently related to the Zone of Possible Agreement proposed by Raiffa [8] . Another important information for a party involved in a dispute is the MLATNA-Most Likely Alternative to a Negotiated Agreement [7] , which indicates the region in which an outcome is more likely. Following the same line of thought, it would also be interesting for a party to consider the most and less likely cases. Only being aware of all this information can a party take rational and weighted decisions.
This paper is about implementing contextualized information retrieval methods in such a framework. Specifically, we are looking for efficient ways to retrieve past cases that can be central in a given dispute resolution process. In particular, these results are being applied in the UMCourt platform, addressing three different Portuguese legal domains: Labor Law [2] , Consumer Law [3] and Heritages and Divorce's share [4] .
TWO INFORMATION RETRIEVAL METHODS
Under this setting, in which past cases are retrieved to build knowledge, several issues must be considered. One of them is related with the amount of cases retrieved. In fact, it is expectable to have some kind of control about the amount of cases retrieved, namely: (1) there is no sense in retrieving a huge amount of cases if most of them have a low probability of being considered, and (2) there should be a minimum amount of cases that can provide the needed information for the parties to take rational and informed decisions. Another issue is related with the nature of the ODR platform: these methods must be autonomous, i.e., they cannot depend on human experts at running-time. The two methods presented bellow have this requirements into consideration
SIMILARITY FUNCTION
Unlike database searches that target a specific value in a record, retrieval of cases from the case-base must be equipped with heuristics that perform partial matches, since in general there is no existing case that exactly matches the new case [9] . In this approach, we are using a nearest neighbor algorithm that is able to compute a value of similarity between two cases by comparing some key characteristics. Cases are then selected according to their value of similarity with the new case: if they are above a Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee.
given threshold, they are selected [10] .
In equation 1, the closest neighbor algorithm is shown. In this equation we have:
 n -number of elements to consider to compute the similarity;  Wi -weight of element i in the overall similarity;  Fsim -similarity function for element i;  Arg -arguments for the similarity function representing the values of the element i for the new case and the retrieved case, respectively N and R.
Basically, the similarity function looks at each of the components that characterize a case and assigns it a value of similarity. Each of these values has a given significance for the computation of the overall similarity (e.g. the legal norms used by the parties may be much more important than the dates of occurrence of the two cases). In this algorithm, these weights are, at this moment, determined by a law expert, based on the substance that, according to his/her experience, each of the components of the similarity measure has.
It is now time to detail the information of the case that is considered to be relevant for the computation of the similarity value, i.e., the components. According to our scope of application, we consider three types of information: the objectives stated by each party in the beginning of the dispute, the norms addressed by each party and by the eventual witnesses, and the date of the dispute. Both norms addressed and the objectives are lists of elements, thus the similarity function consists in comparing two lists (equation 2). The similarity is higher when the two lists have a higher percentage of common members. As for the date, the similarity function verifies if the two dates are within a given time range, having a higher similarity when the two dates are closer.
Once all the values of the several similarity functions are summed in accordance to their weights, a value of similarity is obtained that describe to which extent a past known case is similar to the new one. By applying this algorithm to each known case, it is possible to select the most similar cases.
The main disadvantage of this approach is that the algorithm requires some computational power and may take some time to perform, depending on the size of the case-base. Another disadvantage is that, for each new case or problem under consideration, all the values of similarity must be computed again as each new case is different from the previous ones. On the opposite, the main advantage is that once all the similarity values are computed for a given new case, it is easy to determine which cases to select: this is done by changing the similarity threshold. This is especially useful for controlling the number of cases that are retrieved. Consider, for example, a case-base that is fairly big. It is likely that under this scenery, a relatively high amount of cases will be retrieved. That is not desirable as it may, for instance, confuse a disputant party or a practitioner that might have requested some cases to compare with his/her own. However, using this approach, retrieving a moderate number of cases is as easy as changing the similarity threshold. That is, if too many cases were retrieved, one could increase the similarity threshold, ensuring that fewer cases will be retrieved, with a higher value of similarity. On the other hand, if too few cases are selected, the disputant party could not be able to get the whole picture. In that sense, it might be useful to decrease the similarity threshold in order to retrieve more cases. Once the similarity values are computed, this process becomes straightforward and results can easily be adapted as needed.
ASSOCIATION RULES
The aim of this method is to identify relationships between the values of given variables that make up a case. This is a fairly common task in data mining, having a wide range of applications. The main objective is to find hidden patterns that may help to explain or determine some system behavior. The most traditional example is the use of association rules in a supermarket environment to determine the behavior of the customers. Generally, registers of product purchases are analyzed to determine which products are bought, with the aim of better placing the products in the store. From this analysis, rules can be defined that describe such conducts. For example: "seventy percent of the people who buy beer also buy appetizers". Alternatively, if we think in the legal domain, we can consider rules such as "sixty percent of cases in which norms A and B are used by one party, that party wins" Such rules are stated in the form:
or in which X is the antecedent of the rule ("use norms A and B" in the first example) and Y is the consequent ("party wins"). In order to support the generation of the rules and select the ones that are essential, statistical aspects can be considered such as the support factor, confidence factor or the expected confidence factor. Generally, only rules that have a confidence factor above a given threshold are considered.
However, there is still the need to determine which of the rules make sense given the domain of application as some rules do not contain any useful information. For example, we could be interested in a rule stating that cases in which norm1 and norm2 are used and the objective of the party is to solve the dispute at all cost, that party wins. The work of selecting the relevant rules is done by a legal practitioner. Although it might be quite an extensive work, it must only be done once for each database of cases. Once this is done, these rules can be used to create categories or classes of cases. Then, cases are assigned to categories according to the rules they comply with.
In order to follow this approach, the information contained in the database about the cases is represented differently, according to the vector space model. This is a fairly simple algebraic model for representing text documents in which instead of using textual fields, a case is represented as a vector. Specifically, in this work, a case is seen as a vector V of binary entries, in which each entry i < N corresponds to a fixed descriptor from the descriptor vector D of size N. Thus, the value of each binary entry denotes the presence or absence of that descriptor on the case. Descriptors denote important components of a case (e.g. legal norms, objectives of the party, winner of the case). Thus, one can look at a vector which represents a case and, considering the descriptors vector D, determine which information is or is not present on the case (Figure 1 ).
Basically, this representation of a case allows us to see each party's addressed norms, which are their objectives and which is the outcome. It is thus a very concise manner of representing all this information, demanding very few resources to handle and to store. Following the same line of thought, a database with m cases in which each case is described by N descriptors can be represented as an m-by-N matrix in which each line is a vector representing a case (Figure 2 ).
Given this data representation, it is possible, as stated before, to apply association procedures to determine relationships between the data. The objective is to create groups of documents, or cases, in which the same rules return a truth-value true. Then, the retrieval process becomes relatively simple, i.e., whenever cases have to be retrieved for a given problem, the system first determines which rules return a truth-value true for the new case. This will allow determining to which category the case belongs to. Then, all the cases of that group can be retrieved, as they are potentially similar and appealing to find a solution to the new problem. Basically, this approach consists in classifying cases using association procedures. The purpose is thus to group the cases in such a way that retrieval will be faster.
The main advantage of this method is indeed its effectiveness. Once all the cases of the database are classified, it becomes very easy to retrieve the cases from a given group. However, on the down-side, there is no control on the number of cases that are retrieved. That is, this method cannot actively control the amount of cases that are retrieved to be presented to the users. In fact, if the new case is classified as belonging to a group that contains hundreds of cases, all those cases will be retrieved, rendering the results nearly useless for a human user.
A HYBRID METHOD
Let us now present a method for case retrieval which is intended to combine the advantages of the two previously given methods in order to make it a dynamic, efficient and autonomous one. Recalling, the first method presented had as main advantage the ability to control with precision the amount of cases retrieved. On the other hand, the second method presented had as main advantage a fast retrieval by means of case classification. These are the two advantages that we merge in this hybrid one. Specifically, this method has a preparation phase and two running phases, that is to say pre-select and evaluation (Figure 4 ). In the pre-select phase, association rules are used to pre-select cases in an efficient way. In the evaluation phase, the system assesses the amount of cases retrieved and may refine the pre-selection by means of similarity functions.
In the preparation phase, association rules are discovered in the database. Then, a human expert determines which of these rules are to be considered and which ones are to be discarded. Once this task is finished, the system looks at all the cases in the database and classifies them according to the rules that they authenticate. This will organize the cases into groups or categories. As a consequence, each case in a category is more similar to other cases in the same category than it is to outer ones. Away from here, the information compiled is ready to be used by the system to retrieve cases.
This process starts with the pre-select phase. This phase makes use of the previously mentioned method that relies on association rules to select cases. In that sense, it starts by determining which rules return a truth-value true with the new case. Having done that, the system determines to which category or group the new case belongs. This phase provides as output all the cases that belong to that same category. Figure 3 considers a scenario in which in the new case the rules 1, 4 and 5 return a truth-value true. In this example, all the cases from category C-1;4;5 would be pre-selected. Up to this point, this process is quite efficient.
In the second phase, the evaluation one, the system analyzes the results of the pre-selection and determines if further actions are needed. If the amount of the retrieved cases is inside the desirable range (this depends on the request or target user), the process ends and all the cases pre-selected are retrieved. On the other hand, the amount of cases pre-selected may not be the desirable one. Now, two scenarios are possible.
In the first one, there are few cases selected. In such a scenario, the system will try to relax the pre-selection rules. Still considering the previous example of Figure 3 , let us now assume that category C-1;4;5 does not exist. Under this assumption, no case would have been pre-selected as no group matched the same rules of the new case. In that sense, the system would relax the pre-selection rules by looking at the rules individually. Thus, under this assumption, the cases from category C-4 would be preselected, given that in all of them rule 4 returns the truth-value true, like in the new case. This would ensure the needed amount of cases, although their similarity would also be lower.
In the second scenario, too many cases are selected. In this event, a fine-tuning of the pre-selection must be performed in order to select fewer cases. However, this fine-tuning must be performed under the requirement that the less similar cases are discarded in favor of the most similar ones. In this scenario, this method makes use of a similarity function to decide on which cases to discard and which ones to consider. This will associate each pre-selected case with a similarity value. Away from here, the system only has to change the similarity threshold in order to change the amount of cases retrieved and their similarity value. In that sense, one of two different approaches may be selected.
On the one hand, the system can make use of the similarity function presented before. This method is straightforward and consists on the application of the algorithm described. Nevertheless, it involves retrieving the cases from the database in their original form in order for the algorithm to be applied. However, as the indexes of cases are already known from the preselection phase, the process is relatively fast. In this algorithm, output values range from 0 to 1, with 0 meaning that there is no similarity at all and 1 denoting an exact match.
A faster approach, however, would be to use the vectorial representation of the cases, which is available from the preselection phase, to compute the similarity. This can be done by means of the cosine similarity. In fact, the similarity between two vectors can be determined by finding the cosine of the angle between them. Given two vectors of attributes A and B, with N entries each, the cosine similarity, θ, is determined as shown in equation 3. Given the definition of data as vectors of binary entries described previously, the cosine similarity of two cases will range from 0 to 1, i.e., the angle between two vectors cannot be greater than 90°.
This second method of computing similarity is quite simpler and faster as it uses the vectors of binary entries. However, contrary to the previous similarity function, it does now allow to assign weights to the several components of the case. This may or may not be a disadvantage, depending on the scope of the application.
RESULTS
The method presented in this paper allows for the retrieval of past cases in a wide range of applications. Specifically, the information retrieved can be presented to the parties, in order for them to take more informed decisions. Moreover, it can be presented to a mediator or arbitrator, which will analyze the past cases in order to take better decisions, supported by previous occurrences. Alternatively, the information can be forwarded to a software agent in order to perform some additional operations. An example of this is depicted in Figure 5 .
In this example, a software agent used the information provided by the system to build a graphical representation with some added value, to show to a disputant party. This consists in retrieving all the relevant cases similar to the one of the disputant party as well as their similarity values. The software agent is able to compute a value of utility for each case. Merging this information with the similarity values, it is possible to draw a graphical representation of the information retrieved, as it is shown in Figure 6 , in which each circle represents a case. Moreover, the software agent can also group the cases in clusters, according to their significance, allowing a faster understanding of the situation from the part of the user. For each cluster, the mean values of similarity and utility are also shown. Looking at this representation, the user is also able to see the BATNA and the WATNA, as well as the MLATNA, represented by the green section of the graphic. Therefore, this information retrieval method results in an efficient ant multifaceted one, enabling the implementation of very different functionalities that can considerably improve the experience of people involved in dispute resolution processes.
CONCLUSION AND FUTURE WORK
In this paper we have presented a hybrid method for retrieving information in the context of an Online Dispute Resolution platform. The main functionality implemented is to retrieve past cases that are significant for the solution of a given problem, typically a dispute resolution one. In that sense, this work is integrated into the UMCourt ODR platform, enabling a wide range of applications to be implemented.
Future work will be aimed at increasing the adaptability of this method. Basically, we will increase the actions that can be performed to better retrieve cases. Specifically, we are now adding a hierarchical component to this method. This is supported by the Portuguese concept of legal norm, which is organized as follows: a Law is organized into chapters and articles, which in turn can have one or more numbers and each number can have Figure 4 . This hybrid method uses classification rules to make a pre-selection of cases and a similarity function to decide, among the cases inside a category, which ones are more relevant.
one or more items. In that sense, when one party addresses a norm, we can look at the level of the article, to know the high level subject being addressed, or we can look at the level of the number of the item and get to know the specific issues. As an example, article 128.° of the Law n.º7/2009 (Portuguese law) is inserted in chapter "Rights, duties and warranties of the parties", and it deals with the obligations of the worker. Thus, obligations of the worker is the general concept addressed. However, each item inside this article addresses specific issues. As an example, no. 1 a) states that the employee should be respectful to his/her superiors and to the remaining co-workers, contributing to the maintenance of a cooperative and healthy working environment.
Indeed, our approach consists in creating the association rules on different hierarchical levels. Thus, rules created considering the numbers and items of each number will be more specific and precise, but less frequent. On the other hand, rules created considering only the article of each norm addressed will be more general and thus more frequent. Therefore, at run-time, the system will be able to drill-down or drill-up on the categories in order to better adjust the pre-selection of the cases.
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