Abstract. We construct a binary market model with memory that approximates a continuous-time market model driven by a Gaussian process equivalent to Brownian motion. We give a sufficient conditions for the binary market to be arbitrage-free. In a case when arbitrage opportunities exist, we present the rate at which the arbitrage probability tends to zero as the number of periods goes to infinity.
Introduction
Let T ∈ (0, ∞). We consider the stock price process (S t ) 0≤t≤T that is governed by the stochastic differential equation
where σ and the initial value S 0 are positive constants, and b ∈ R. In the classical Black-Scholes model, Brownian motion is used as the driving noise process Y , and the resulting price process S becomes Markovian. In [1, 2] , the following Gaussian process (Y t ) 0≤t≤T with stationary increments is used instead as the driving noise process Y in (1.1):
where p and q are real constants such that 0 < q < ∞, −q < p < ∞, and (B t ) t∈R is a one-dimensional Brownian motion defined on a probability space (Ω, F , P ) satisfying B 0 = 0. The parameters p and q describe the memory of Y , and the resulting stock price process S becomes non-Markovian. An empirical study on S&P 500 data in [3] shows that the model captures very well the memory effect when the market is stable. It should be noticed that (1.2) is not a semimartingale representation of Y with respect to the P -augmentation (F t ) 0≤t≤T of the filtration generated by (Y t ) 0≤t≤T since (B t ) is not (F t )-adapted. However, by innovation theory as described in Liptser and Shiryayev [11] , we can show that Y is actually an (F t )-semimartingale ([1, Theorem 3.1]). In fact, using the prediction theory for Y which is developed in [2] , we see ([9, Theorem 2.1]) that there exists a one-dimensional Brownian motion (W t ) 0≤t≤T , called the innovation process, satisfying σ(W s : 0 ≤ s ≤ t) = σ(Y s : 0 ≤ s ≤ t) (0 ≤ t ≤ T ),
A Donsker-type theorem
Let T ∈ (0, ∞). In what follows, we write C = C T for positive constants, depending on T , which may not be necessarily equal to each other. Let n be a positive integer. In Sections 2 and 3, we write
Let l(t, s) be a bounded measurable function on [0, T ] × [0, T ] that vanishes whenever s > t. Let W = (W t ) 0≤t≤T be a one-dimensional Brownian motion on a probability space (Ω, F , P ). We define the process Y = (Y t ) 0≤t≤T by (1.3).
We put, for t, u ∈ [0, T ],
Then both z(t, u) and y(t, u) are bounded and continuous on [0, T ] × [0, T ], and it holds that
We define the process
where ⌊x⌋ denotes the greatest integer not exceeding x. The process W (n) converges weakly to W in the Skorohod space by Donsker's theorem (see, e.g., Billingsley [4, Theorem 16 .1]). We define the process
Then it follows that
Here is the Donsker-type theorem for Y .
Theorem 2.1. The process Y (n) converges weakly to Y as n → ∞.
Proof. We first show that the finite-dimensional distributions of Y (n) converge to those of Y as n → ∞. Thus, for a 1 , . . . , a d ∈ R and t 1 , . . . , t d ∈ [0, T ], we show that X (n) converges to a normal distribution with variance Var(X), where
where t ∧ s := min(t, s). The function (t 1 , t 2 , u) → y(t 1 , u)y(t 2 , u) is continuous, whence uniformly continuous, on the compact set [0, T ] 3 . From this and the fact that 0 ≤ t − (⌊nt⌋/n) < 1/n, we see that
We may assume Var(X) > 0. For, otherwise, (2.3) implies that X (n) converges to X = 0 in law. We put b
for n = 1, 2, . . . . We need to show the following Lindeberg's condition: for every ǫ > 0,
where
We obtain (2.4) from this. By (2.4) and (2.3), we can apply the central limit theorem (cf. [4, Theorem 7.2]), so that X (n) converges to X in law, as desired. Next we show that, for 0 ≤ t 1 ≤ t ≤ t 2 ≤ T and n = 1, 2, . . . ,
The theorem follows from this and [4, Theorem 15.6]. However, if t 2 −t 1 < 1/n, then either t 1 and t or t and t 2 lie in the same subinterval [ m n , m+1 n ) for some m, whence the left hand side of (2.5) is zero. Therefore we may assume that t 2 − t 1 ≥ 1/n.
We show that
for t, s and n satisfying
This implies (2.5) under the condition
For distinct i, j, k and l, we have
Hence, for t, s and n satisfying (2.7), E[|Y
By (2.7), we have
Therefore, using (2.1), we obtain, for t, s and n satisfying (2.7),
Thus (2.6) follows.
Denote by ∆X and [X] the jump and quadratic variation processes of a process X, respectively, i.e.,
Theorem 2.2. The process ∆Y (n) converges to zero in probability, while [Y (n) ] converges to the deterministic process (t) 0≤t≤T in probability.
Proof. From (2.6) with (2.7), we have
Thus ∆Y (n) converges to zero in probability.
We put Z
Since z(u, u) = 0, we have
.
From this and (2.1), E[(∆Z
Since [Z (n) ] t is increasing, we see that
Thus [Z (n) ] converges to zero in probability. 6 We have
Let ǫ > 0. Then, from (2.2) and Kolmogorov's inequality (see, e.g, Williams [14, Section 14.6]), we see that
From this and the fact that 0 ≤ t − (⌊nt⌋/n) < 1/n, we see that [W (n) ] converges to the deterministic process (t) in probability.
By Schwarz's inequality, we have
whence, by (2.8),
Thus the process ( s≤t (∆W
s )) also converges to zero in probability. Combining, we see that [Y (n) ] converges to (t) in probability.
Approximating binary market
Let T ∈ (0, ∞) and let Y be as defined in Section 2. We consider the stock price process S that is governed by the following more general stochastic differential equaltion than (1.1):
where σ and the initial value S 0 are positive constants, and b(·) is a deterministic continuous function on [0, T ]. The solution S is given by
For n = 1, 2, . . . , we consider the process
where Y (n) is as in Section 2. The aim of this section is to prove that S (n) converges weakly to the process S.
As in [13, (10) and (11)], we put
Then we have
Lemma 3.1. The process [Y (2,n) ] converges to zero in probability, whence [Y (1,n) ] converges to the deterministic process (t) in probability. The process Y (2,n) converges to zero in probability, whence Y (1,n) converges weakly to Y .
Proof. Let ǫ > 0. Then, by (3.3), we have
Since the process ∆Y (n) converges to zero in probability by Theorem 2.2, [Y (2,n) ] converges to zero in probability. Therefore, by Theorem 2.2 and (3.4), [Y (1,n) ] converges to zero in probability.
In the same way, since prove that log S (1,n) converges weakly to the process (σY t + t 0
for sufficiently large n and t ∈ [0, T ], whence the logarithm log S (1,n) is well defined for such n. We have
where r(x) is a bounded function on |x| ≤
We have Φ
Since b(·) is bounded, the first term n −2 s≤t b( ⌊ns⌋ n ) 2 goes to 0 as n → ∞. By Lemma 3.1, the third term σ 2 [Y (1,n) ] converges to (σ 2 t) in probability. As for the second term, it holds that
Since ∆Y (n) converges to zero in probability by Theorem 2.2, so does Γ (n) . Thus the process (Φ t ) converges to (σ 2 t). Since
we see that the process (Ψ t ) converges to zero in probability. Using these fact as well as Lemma 3.1 and [4, Theorem 4.1], we see that log S (1,n) converges weakly to
If we take the i.i.d. random variables {ξ i } so that (3.5)
then we obtain the desired approximating binary market model. 
Arbitrage opportunities in the binary market
In this section, we study the arbitrage opportunities in the approximating binary market model with memory constructed in Section 3. For simplicity, we assume that the function b(·) is a real constant as in (1.1).
Let N ∈ N, r, b ∈ R, and σ ∈ (0, ∞). The number N corresponds to n in Sections 2 and 3. Let the function y(t, u) be as in Section 2. We define 
where s 0 is a positive constant, Given the values of ξ 1 , . . . , ξ n−1 , the random variable X (N ) n takes the following two possible values u n and d n :
We investigate the arbitrage opportunities in M (N ) . Let C be a positive constant satisfying Proof. From the condition T C < 1, we have an integer N 0 satisfying
By (4.1), we have, for n = 1, . . . , ⌊N T ⌋,
This and (4.2) yield, for N ≥ N 0 and n = 1, . . . , ⌊N T ⌋,
is free from arbitrage opportunities if and only if
However, we have
Thus, by (4.2), (4.3) holds for N ≥ N 0 .
By Theorem 4.1, the market M (N ) is arbitrage-free for T small enough and N large enough. However, in general, the market M (N ) may admit arbitrage opportunities, as we see below.
Suppose that there exists a positive constant C such that l(s, u)
for N large enough. Therefore, if the value of (ξ 1 , . . . , ξ ⌊N T ⌋−1 ) turns out to be (−1, . . . , −1), then we have an arbitrage opportunity: we may buy stocks at time ⌊N T ⌋ − 1 using money obtained by shortselling bonds. In a similar fashion, we can show that if T > 1/C, r < b and N is large enough, then the value (1, . . . , 1) of (ξ 1 , . . . , ξ ⌊N T ⌋−1 ) gives an arbitrage opportunity. Put
As we see in the proof of Theorem 4.1, the binary market M (N ) is arbitrage-free if and only if P N = 0. The next theorem gives the rate at which the arbitrage probability P N tends to zero as N → ∞. 
≤ P (M n−1 ≥ λs n−1 ).
Similarly we have P u n ≤ r − b N ≤ P (M n−1 ≥ λs n−1 ). P (M n−1 ≥ λs n−1 ) ≤ C 0 λ 4 for some constant C 0 > 0 independent of N and n (notice that η i here corresponds to ξ i in [4, (12.16 ), Page 89]). Hence, P N is at most
Thus the theorem follows.
