A defining feature of Pavlovian conditioning is that the unconditioned stimulus (US) is delivered whether or not the animal performs a conditioned response (CR). This has lead to the question: Does CR performance play any role in conditioning? Between the 1930s and 1970s, a consensus emerged that CR acquisition is driven by CS-US (CS, conditioned stimulus) experiences, and that CRs play a minimal role, if any. Here we revisit the question and present 2 new quantitative methods to evaluate whether CRs influence the course of learning. Our results suggest that CRs play an important role in Pavlovian acquisition, in such paradigms as rabbit eye blink conditioning, pigeon autoshaped key pecking, and rat autoshaped lever pressing and magazine entry.
In Pavlovian conditioning, an initially neutral conditioned stimulus (CS) precedes an unconditioned stimulus (US), to which the experimental animals have an established reaction, the unconditioned response (UR). Learning is measured by the appearance of a response to the CS, the conditioned response (CR). In Pavlov's (1927) paradigmatic experiments with dogs, CSs were visual or auditory stimuli, the US was food, and the UR and CR were salivation. A defining feature of Pavlovian experiments is that the US is delivered whether or not the animal performs a CR. This has lead quite naturally to the question: Does the animal have to perform the CR for CR acquisition to proceed, or are experiences of CS-US pairings sufficient?
The role of CRs in Pavlovian acquisition has been debated extensively between the 1930s and 1970s, during which time a consensus emerged that acquisition is driven by CS-US experiences, with CRs playing a minimal role, if any. Mackintosh (1974 Mackintosh ( , 1983 ) effectively summarized the three major arguments in favor of this view as pertaining to sensory preconditioning, omission training, and response prevention studies. However, these arguments were conceived within distinct (albeit related) debates, namely, regarding the role of reinforcement in learning and the distinction between stimulus-stimulus versus stimulus-response associations. In the following paragraphs, we contend that these traditional arguments do not exclude that CRs may have an important role in Pavlovian acquisition.
In sensory preconditioning experiments, a first phase of CS 1 -CS 2 pairings precedes a second phase of CS 2 -US pairings. Subsequent tests with CS 1 often reveal a CR, despite no CR having been previously performed to this stimulus (Brogden, 1939; Kimmel, 1977 , but see Reid, 1952) . These experiments demonstrate that some learning can occur in the absence of both a US and a CR, which is generally conceptualized as a CS 1 -CS 2 association developing during CS 1 -CS 2 pairings. However, CS 1 -CS 2 pairings alone do not establish a CR, which requires CS 2 -US pairings in the second phase. It remains possible that performing CRs during CS 2 -US pairings is important to acquire the CR to CS 2 and, therefore, to CS 1. Thus, sensory preconditioning does not exclude that CR performance is important for CR acquisition.
In omission training, a Pavlovian relationship is arranged between a CS and US, but the US is withheld if the animal performs a CR (Sheffield, 1965 ; D. R. Williams & Williams, 1969) . Such an omission contingency often decreases CR occurrence, compared with standard Pavlovian training, but the extent of this decrease depends on many factors (Holland, 1979; Mackintosh, 1974 Mackintosh, , 1983 Sanabria, Sitomer, & Killeen, 2006) . What matters here, however, is that a CR emerges at all from omission contingencies. While this indicates that the consequences of the CR are not all-important for its acquisition (Mackintosh, 1974) , it does not rule out that CR performance plays an important role during acquisition, as subjects in omission studies are free to perform CRs.
In response prevention studies, subjects experience CS-US pairings while putative CRs are temporarily blocked. After a number of experiences normally sufficient for acquisition, the block is removed and the CS is presented. The occurrence of CRs is then taken as an indication that CS-US experiences are sufficient for learning. Table 1 summarizes classic response-prevention studies, most of them reviewed by Solomon and Turner (1962) . An early, relatively large study by Harlow and Stagner (1933) failed to demonstrate CR acquisition when CS-US experiences were given to animals paralyzed by curare, seemingly supporting the notion that CR performance is necessary for acquisition. However, in a remarkable series of studies, Girden established the following: (a) under curare, muscular contractions can be produced, although they are minimal and often do not cause overt movements; (b) these contractions can be conditioned similarly to normal contractions; (c) contractions conditioned under curare disappear once the animal recovers, but reappear if it is again drugged (Girden, 1940 (Girden, , 1942 (Girden, , 1947 Girden & Culler, 1937) . Given these findings, Harlow and Stagner's (1933) failure came to be attributed to drugged animals performing different CRs than nondrugged animals, rather than no CRs, and the original question remained unsettled. Solomon and Turner (1962) and Leaf (1964) attempted to make progress by using d-tubocurarine, a curare variety unavailable to Girden that was not expected to impair transfer between the drugged and nondrugged states (based on reports from brave human volunteers; Prescott, Organe, & Rowbotham, 1946; Smith, Brown, Toman, & Goodman, 1947) . While successful at face value, these experiments also trained the CR instrumentally either before or after the animal was drugged. Specifically, Solomon and Turner (1962) first trained dogs to press a panel to postpone a shock US. They then drugged the animals and exposed them to CS 1 -US and CS 2 -No US contingencies. Upon recovery from the drug, four of five dogs pressed the panel more to CS 1 than to CS 2. Leaf (1964) used the same experimental phases in the reverse order. In his tests, all eight dogs responded to CS 1 more than to CS 2. These experiments do demonstrate that some learning can occur without CRs (e.g., a CS 1 -US association). However, because the CR had been trained under conditions in which it could be performed freely, they do not establish that CR acquisition is independent of CR performance. In this sense, these studies are similar to sensory preconditioning experiments. (These experiments also conditioned a central fear response underlying the instrumental CR, but as emotional responses are not blocked by curare we cannot draw any conclusions about this response.) Table 1 also includes two experiments in which salivation was blocked with atropine (Crisler, 1930; Finch, 1938) and three experiments in which leg flexion was prevented by reversible damage of peripheral nerves (Beck & Doty, 1957; Kellogg, Scott, Davis, & Wolf, 1940; Light & Gantt, 1936) . Crisler (1930) successfully conditioned salivation under atropine in five dogs, but according to Finch (1938) his result was confounded by the use of a morphine US, which can itself condition anticipatory nausea and consequent salivation. For this reason, Finch (1938) used an acid solution as a US, obtaining salivary conditioning of very small magnitude in two dogs (Ͻ1 ml/min over baseline). Of the nerve damage studies, Light and Gantt (1936) and Beck and Doty (1957) demonstrated CRs after nerve regeneration, while Kellogg et al. (1940) failed to observe CRs in four of six subjects, and noted that the two subjects who performed CRs used muscles different from those that had been paralyzed during CS-US experiences. Finally, two experiments with the paralytic agent bulbocapnine resulted in four of five cats acquiring a CR (Beck & Doty, 1957 , one of these experiment also included nerve damage).
In summary, the evidence from classic response prevention studies is mixed. Girden's work shown that curare is not a good method of response prevention, as it promotes learning of drugspecific CRs that differ from normal CRs. Nevertheless, two small studies suggest that conditioning may be possible under paralysis (Beck & Doty, 1957; Light & Gantt, 1936) . Other studies found no CR (Kellogg et al., 1940) , or found a CR only when the response was also trained in the nondrugged state (Leaf, 1964; Solomon & Turner, 1962) .
Even if we interpret the results in Table 1 as demonstrating that CRs can be acquired without overt performance, a general problem with response prevention studies is that blocking the peripheral expression of the CR does not preclude the central nervous system from attempting to initiate the CR (Mackintosh, 1974) . It remains possible that this "decision to respond" contributes to CR acquisition even if the overt CR is blocked. This possibility is illustrated by studies of the neural basis of the rabbit's nictitating membrane response, which is governed by cerebellar circuits (see Christian & Thompson, 2003 , for a detailed account). Temporary inactivation of the interpositus nucleus of the cerebellum blocks both CR performance and acquisition, while inactivation of cerebellar structures downstream to the interpositus blocks CR expression but not acquisition. These downstream structures can be conceptualized as relaying the decision to respond without participating in it, while This document is copyrighted by the American Psychological Association or one of its allied publishers.
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In conclusion, the findings reviewed above leave at least some room for continued investigation into the role of CRs in Pavlovian acquisition. Indeed, several observations suggest a large role. For example, it is well established that animals can experience many CS-US pairings without producing any CRs, while acquisition proceeds steadily once CRs start to occur (Gallistel, Fairhurst, & Balsam, 2004) . Moreover, there is agreement that, if not acquisition, at least CR extinction depends on CR performance (in general: Rescorla, 2002 ; for taste-aversion learning: Balleine & Dickinson, 1991; Garcia, 1989) . For example, when several CRs become conditioned to a CS, and only one of them is extinguished, the others are unaffected (Delamater, 1996; Rescorla, 2002) . Lastly, of particular interest is Donahoe and Vegas' (2004) study of pigeons' throat movement responses, which can be elicited as a UR by oral water delivery. The key feature of these responses is their relatively long latency, with a median of around 350 ms. This allowed the authors to arrange trials with a US-CS-UR structure, in which a visual CS followed a water US but preceded the UR. This is akin to backward conditioning, with the difference that responses occur despite the backward CS-US relationship. Surprisingly, throat movement responses conditioned were equivalent in frequency and magnitude to those conditioned with the usual trial structure, CS-US-UR (forward conditioning). The authors concluded that the CS-UR temporal relationship is more important than the CS-US relationship. Although aimed at the UR rather than the CR, this study highlights that responses may have an important role in conditioning. (Additionally, the UR and CR had the same form in this study.)
In this article we attempt to discern a role for CRs in conditioning by analyzing data from standard acquisition studies, free of experimental interventions other that the presentation of CS-US pairings and the monitoring of CRs. For specificity, we focus on the following models of acquisition:
Response-independent (R-Indep) model: CR acquisition is driven by CS-US experiences, regardless of whether CRs occur or not. This is the current consensus. Additionally, it is commonly assumed that overt CRs occur only once a measure of CR potential, such as associative strength, is above a threshold value (Harris, 2011; Spence, 1956 ).
Response-dependent (R-Dep) model: CR probability increases only on conditioning trials in which a CR occurs. Without a CR, CS-US experiences have no effect. In this model, it makes little sense to consider response thresholds. In fact, an initial CR probability below threshold would prevent conditioning altogether, while an initial CR probability above threshold would have no effect.
The R-Indep model predicts that acquisition proceeds steadily as a function of the number of trials, even if no overt CRs occur. The R-Dep model, on the other hand, predicts that CR probability on a given trial depends on the number of CRs performed previously, which results in slower learning if CRs are initially rare. These properties of the R-Indep and R-Dep models result in different statistical features of acquisition records, which we exploit to develop two quantitative methods to discriminate between the models (for related work, see Gallistel et al., 2004; Harris, 2011) . The first method considers the probability distributions of the number of trials in between CRs, which can differ considerably under the two models. The second method uses a pattern recognition algorithm to classify acquisition records as typical of one or the other model. We apply these methods to the five data sets described in Table 2 . We conclude that these data are most compatible with the R-Dep model. We examine the implications of this result in the Discussion.
Before proceeding, we note that it is not always feasible, even in principle, to discriminate between the two models with certainty. In fact, each model can generate individual acquisition records that, statistically, are more likely under the other model, or that are equally likely under either model. The situation is similar to the problem of telling a fair coin from a biased coin. By chance, each coin can generate a sequence of heads and tails that mimics the other. Circumventing this statistical difficulty has been our main motivation for developing two very different methods. Encouragingly, the methods lead to the same conclusions.
Method

Waiting Time Distributions
Our first method focuses on how many trials occur between successive CRs. Let W k be the number of trials between the (k-1)-th and k-th CRs, which we refer to as the k-th waiting time. The R-Indep and R-Dep models predict different probability distributions for waiting times; especially for the first few ones when CR probability is low (see Figure 1) . The method leverages these differences to infer which model is a better fit to empirical waiting time distributions. We proceed through the following steps: Note. The K data is from E. James Kehoe's laboratory, previously analyzed by Gallistel, Fairhurst, and Balsam (2004) . The Gu data set was collected with the methods in Yamazaki, Aust, Huber, Hausmann, and Güntürkün (2007) . This document is copyrighted by the American Psychological Association or one of its allied publishers.
This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
1. Use the principle of maximum likelihood to derive the best-fitting R-Indep and R-Dep models for a given data set.
2. Derive the predicted waiting time distributions from the best-fitting models.
3. Compare each model's predictions to empirical waiting time distributions. We make three kinds of comparisons:
(a) Visual comparisons, plotting the empirical and theoretical distributions to assess their similarity qualitatively.
(b) Statistical comparison for each waiting time distribution, using the Kolmogorov-Smirnov test to detect differences between empirical waiting time distributions and those predicted by the two models.
(c) Overall statistical comparison for each data set, using Wilcoxon's paired test to evaluate the null hypothesis that the two models are an equally good fit to the overall distribution of the first 20 waiting times.
The advantage of this method is that it uses the best fitting R-Dep and R-Indep models and, thus, it does not require detailed assumptions about learning. For example, it does not assume that learning proceeds according to the Rescorla and Wagner (1972) model or other formal theories of conditioning. The potential disadvantage of the method is that it assumes identical learning parameters across individuals. This assumption is necessary because estimating the empirical distribution of a waiting time requires many observations, while each subject only provides one waiting time. We discuss this assumption in the last part of this section.
Maximum-likelihood R-Dep model. In the R-Dep model, CR probability is constant between CRs, which leads to a geometric distribution of waiting times. Let p k be the per-trial probability of a CR between the k -1-th and k-th CRs. The waiting time distribution of the k-th CR is then:
where the first factor is the probability of a CR after n trials, and the second factor the probability of no CR in the preceding n -1 trials. Under this model, the expected waiting time for the k-th CR is 1/p k . The maximum likelihood estimate of p k is simply 1/W k , where W k is the average waiting time for the k-th response across all individuals in an experiment.
Maximum-likelihood R-Indep model. The waiting time distribution for the R-Indep model is not geometric, because CR probability is not constant between CRs. Theios and Brelsford (1966) showed that the maximum-likelihood R-Indep model for a given data set has a simple form when stated in terms of CR probability per trial. Namely, the maximum-likelihood R-Indep model is the one in which CR probability at trial t equals the observed CR frequency on that trial, f t . Unfortunately, the corresponding waiting time distributions do not have a simple analytical form such as Equation 1. Thus, we have estimated waiting time distributions by running, for each data set, 10,000 simulations of the maximum-likelihood R-Indep model, that is, using f t as CR probability on trial t, and then calculating the distribution of waiting times observed in the simulated data.
Note that this method applies equally to R-Indep models with and without a response threshold. The maximum-likelihood model, in fact, would simply estimate as 0 the probability of a CR on any trial in which no CRs are observed, which would be interpreted as trials in which response potential is below threshold.
Homogeneity of learning parameters. The assumption of identical learning parameters across individuals is necessary to compute empirical waiting time distributions, but it appears to clash with the observation that individuals vary in the onset of responding and in the rate of approach to asymptotic performance. Variability in performance, however, does not per se prove heterogeneity of learning parameters, if we assume that stochastic factors can influence learning and responding. For example, under the R-Dep model, a fixed response probability of p ϭ .05 per trial leads to a distribution of waiting times with a SD of ͙1Ϫp ⁄ p Ӎ 19.5 trials, almost as large as the expected value of 1/p ϭ 20. The question of whether observed variability implies heterogeneity in learning parameters is difficult to settle. Here we limit ourselves to testing whether a homogeneous R-Indep or R-Dep model is compatible with empirical waiting time distributions. Namely, we will compare theoretical and empirical waiting time distributions by means of Kolmogorov-Smirnov tests (in its version for discrete distributions, see Arnold & Emerson, 2011) . A significant p value from such a test would lead to rejecting the hypothesis that a homogeneous model can reproduce the empirical distributions. A nonsignificant p value, on the other hand, would This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
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Classification of Individual Acquisition Records
Here we present a method that makes stronger assumptions about learning than the previous one, but which allows different learning parameters across individuals. The method relies on training a feed-forward artificial neural network (ANN; see Haykin, 2008) to identify patterns of responding characteristic of the R-Indep and R-Dep models. For example, response records with large gaps between the first few CRs would be more typical of the R-Dep model. We proceeded in three steps:
1. We simulated a large number of acquisition records using the R-Dep and R-Indep models with a variety of parameter values.
2. We trained the ANN to recognize whether simulated acquisition records were generated by the R-Indep or R-Dep models.
3. We used the trained ANN to estimate the probability that actual acquisition records originate from either model.
The first two steps are detailed below. The third step is reported in results.
We simulated the R-Indep model using the standard errorcorrection learning equation (Bush & Mosteller, 1955; Rescorla & Wagner, 1972) :
where p t is response potential at trial t, ⌬p t the change in p t that occurs at trial t, p ϱ the asymptotic CR probability, and a the learning rate. At each trial, a CR was generated with probability p t , if p t was larger than a threshold value Ն 0. On any trial in which p t Յ , no CR was generated. Formally, indicating with r t ϭ 0 the absence of a CR, and with r t ϭ 1 its presence:
In each simulation, we set the threshold at a random value between 0 and 0.3. This range ensured that simulated data would include both situations in which the threshold had virtually no effect, and situations in which the presence of the threshold would delay CR onset significantly. (In pilot work, we also simulated the R-Indep model without a threshold, with no change in results.)
We simulated the R-Dep model similarly to the R-Indep model, with the difference that p t would change only on trials with a CR and that no response threshold was used. Specifically, we used the following equation:
where r t follows the same equation as for the R-Indep model, Equation 3. We used Equations 2 and 4 to generate 7,000 acquisition records from each model, running 200 simulations with each combination of the following parameter values:
These values were chosen to cover approximately the range of learning speeds, and of initial and asymptotic CR probabilities in empirical data. Each simulation included 150 trials. (In preliminary investigations, we found that classification accuracy would decrease with fewer trials.)
After having generated the simulated acquisition records, we trained the ANN to output zero to records generated by the R-Dep model, and one to records generated by the R-Indep model. The ANN had 150 input units, 10 hidden units, and 1 output unit. The activation of input unit i was set to one if a CR had occurred on trial i, and to zero otherwise. The network was trained by gradient descent as described in Venables and Ripley (2002) , including fivefold cross-validation (see Software for details). Training resulted in an overall accuracy of about 92%. The left panel of Figure 2 shows that accuracy was not overly dependent on the decision boundary, that is, the ANN output value used to discriminate between the two models. We adopted This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
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RESPONSES IN PAVLOVIAN ACQUISITION a boundary of 0.5, meaning that network output above (below) 0.5 was interpreted as identifying the R-Indep (R-Dep) model. The right panel in Figure 2 shows ANN accuracy as a function of initial CR probability and learning rate a. Note that model classification degrades as initial CR probability increases, especially if a is not small. The reason is that high CR probability leads to fast approach to asymptote in both models, reducing the number of trials during which the models behave differently.
Data Sources
Individual acquisition records are seldom published in their entirety. With the exception of one published data set (Theios & Brelsford, 1966) , we obtained our data by contacting other researchers based on their published work and suggestions from colleagues. Table 2 summarizes the data sets, each of which is identified by a code for brevity. All data are available at http://dx.doi.org/10.6084/m9.figshare.6494867 with code to reproduce our analyses. From data set Gu, we excluded one subject that was recorded as having undergone only five conditioning trials, and one subject that responded only four times in 450 trials. Numbers in Table 2 indicate subjects included in our analyses. We had also received autoshaping data for nine pigeons from Federico Sanabria, which we set aside when we received the larger Gu data set, also from pigeon autoshaping. Results in the two data sets are comparable. Additionally, Gavan McNally had provided us with data from conditioned suppression experiments, which we excluded as their analysis would require different methods.
In data sets T and K, the response measure is whether a CR occurs or not during a trial, which we coded as one and zero, respectively. In data sets H, Go, and Gu, the response measure is the absolute number of CRs during CS presentation within a trial. We dichotomized this number to zero (no CRs) or one (one or more CRs). It would be ideal to avoid this dichotomization to assess the effect of multiple responses in the same trial. Possibly, responses more proximal to the US would be more important, but we leave this matter to future work.
Some data sets include data from similar experiments from the same laboratory, differing in some parameters such as interstimulus interval (ISI) and intertrial interval (ITI). This is not a problem for our classification method, which analyzes individual acquisition records, but it may confound the empirical distribution of waiting times. Variation in experimental parameters, however, had at most slight effects on CR acquisition (see Appendix A), and conducting separate analyses for the different parameter values leads to the same conclusions reported below for the pooled data (not shown).
Software
Analyses were conducted within R Version 3.5.0 (2018 -04-23; R Core Team, 2018) . The ANN was implemented using the "nnet" package, Version 7.3.12 (Venables & Ripley, 2002) . Crossvalidation was implemented by the "tune" function of the "e1071" package, Version 1.6.8 (Meyer, Dimitriadou, Hornik, Weingessel, & Leisch, 2017) . For the discrete-distribution KolmogorovSmirnov test we used the "dgof" package, Version 1.2 (Arnold & Emerson, 2011) . Analysis code is available at the URL given in the preceding section. Figure 3 shows maximum-likelihood estimates of the first five waiting time distributions for the R-Dep and R-Indep models, and compares them to empirical distributions. The models frequently make similar predictions, but when predictions differ the data typically support the R-Dep model. Examples include W 1 in data sets T, K, Go, and Gu; W 5 in data sets T, K, and Gu data sets; W 3 in data set T. The figure also highlights when either model's predictions are significantly different from empirical data, according to Kolmogorov-Smirnov tests. Note that failure to reject either model implies that the hypothesis of homogeneous learning parameters cannot be rejected, either. Figure 4 summarizes the result up to the 20th waiting time, in terms of each model's mean error. In the T, K, Go, and Gu data sets, the R-Dep model is overall closer to empirical data. The H data set offers similar support for both models. Theios and Brelsford (1966) provide further evidence against the homogeneous R-Indep model, by showing that it cannot reproduce the sequential structure of responses in the T data set.
Results
Waiting Time Distributions
Classification of Individual Acquisition Records
The ANN, trained as described in Methods, classifies the vast majority of individual response records in the T, K, and Gu data sets as typical of the R-Dep model (see Figure 5) . In data set H, a nonsignificant majority of records is classified as R-Dep, while records from data set Go are largely classified as R-Indep (we could apply the ANN to only 16 subject of the Go data set, as the others had received fewer than the 150 trials used to train the network).
It is not always easy to understand the classification criteria of ANNs, but in this case visual inspection provides a rather clear picture. Figure 6 shows all individual records analyzed, with those classified as typical of the R-dep model plotted with (plus symbols, and those classified as typical of the R-Indep model plotted with circles). Starting from the T data set (top left), we see that the records that are classified as R-Indep often exhibit early onset of responding and, once responding starts, a relatively steady progression toward asymptotic response rates. Records that are ascribed to the R-Dep model, in contrast, have more delayed onset of responding and longer gaps between the initial CRs. These criteria conform well to our intuition of the two models. The K and Gu data set have rather fragmented records, often with delayed onset of responding, and are classified almost entirely as R-Dep. The H data set exhibits a mix of patterns, which are classified as R-Dep or R-Indep in approximately equal number. The Go data set, with very early onset of responding and few breaks, is classified almost entirely as R-Indep.
We believe it is possible to explain the difference in results across data sets by considering procedural differences between studies, rather than assuming different learning processes across data sets or individuals. First, we recall that the R-Indep and R-Dep models are more difficult to tell apart when initial CR This document is copyrighted by the American Psychological Association or one of its allied publishers.
This article is intended solely for the personal use of the individual user and is not to be disseminated broadly. 64 probability is high (see Figure 2) . Second, we note that animals in the Go data set had a very high CR probability from the very first trials, as evidenced by a mean of only three trials until the first CR. These values can be contrasted with 29, 68, and 54 trials in the T, K, and Gu data sets, respectively. The reason for high initial CR probability in the Go data set was likely pretraining that facilitated CR performance. In fact, Go experiments measured autoshaped magazine entries in rats who had been already trained to approach the food magazine. The Go data set also exhibits a high learning rate, as subjects quickly reached asymptotic responding. In conclusion, data set Go has characteristics that are, on average, more typical of the R-Indep model, but which are also compatible with the R-Dep model under conditions of high initial CR probability and high learning rate. A similar argument can be offered for the H data set, which does not clearly support either model, and which also used a response (presses of a lever close to the food magazine) that was facilitated by previous magazine training, resulting in high initial CR probability (a mean of 11 trials until the first CR).
Discussion
We developed two methods to gauge the role of CRs in Pavlovian acquisition. In our first method, we used the maximumlikelihood R-Dep and R-Indep models with identical learning parameters across individuals, and we compared the waiting time distributions predicted by these models with empirical distributions. In our second method, we trained an ANN to recognize whether simulated acquisition records had been generated by This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
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may be an important trigger of acquisition. This surprising result suggests new directions for research in associative learning, neuroscience, and applied settings. Experimentally, it would be valuable to devise new Pavlovian acquisition paradigms in which the role of CRs can be assessed more directly. Theoretically, it may be possible to devise more effective data analysis strategies. From a neuroscientific point of view, we now have the tools to overcome the limitations of early CRprevention studies and determine which neural events are necessary for acquisition. For example, our analysis indicate an important role of CRs in rabbit eyeblink conditioning, whose neural basis are understood to a considerable degree (Christian & Thompson, 2003) . In applied settings, our results may suggest to reconsider the role of CRs in the acquisition of phobias and other maladaptive behavior with a recognized Pavlovian component (Bernstein, 1999; Conklin & Tiffany, 2002; Siegel & Ramos, 2002) . We leave these analyses and investigations to future research. Below, we turn to the implications of our results for associative learning theory.
What Causes the First CRs?
The R-Dep model holds that CS-US pairings alone do not increase response probability and, thus, begs the question of what causes the first response (Mackintosh, 1983 ). This might not be an insurmountable difficulty. First, as we remarked above when discussing the H and Go data sets, previous training can favor CR performance. For example, rats typically start autoshaping of magazine entry after completing magazine training, hence they are likely to enter the magazine even during the very first trials of CS training. In other experimental paradigms, we speculate that the first CRs occur because of sensitization, which typically facilitates biologically appropriate responses to the US (Overmier & Curnow, 1969; Prokasy & Ebel, 1964; Richardson & Elsayed, 1998) . Thus, in eyeblink conditioning the US may increase the frequency of eyeblinks (Grant, 1943a (Grant, , 1943b , which can bootstrap learning by increasing the probability that an eyeblink will occur in a conditioning trial. Similarly, in autoshaped lever pressing or key pecking, animals may perform the first responses because food delivery (the US) sensitizes consummatory behavior such as approaching, manipulating, or pecking salient objects. This perspective also suggests that only responses that are sensitized by US delivery have a sizable likelihood of becoming CRs, compatible with a perspective in which Pavlovian conditioning is integrated into biologically organized behavior systems (Moore, 1973; Timberlake, 1994; Timberlake & Lucas, 1989) . A pioneering recognition of Pavlovian CRs as just one component of a biologically structured behavioral and motivational system can be found in the work of Zener (1937) , who observed that salivation is just a fraction of a dog's behavior in a conditioning experiment. When not restrained, the dog also enacts other behavior such as approach to, orientation toward, and investigation of the This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
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One-Trial Learning
Observations that Pavlovian conditioning can occur in a single conditioning trial, without a CR, are the most challenging for the R-Dep model, such as in conditioned taste aversion and in fear conditioning (Bouton, 2016; Pearce, 2013) . It is possible that responses are not equally important in all Pavlovian preparations, or that they are relevant in ways that are specific to each preparation. For example, conditioned taste aversion is often described as supporting one-trial learning (Bouton, 2016; Frieman & Reilly, Figure 6 . Individual response records for the data sets in Table 2 This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
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2015), but it actually requires at least a second encounter with the CS (with or without the US), during which responses such as approach and ingestion are performed (Dickinson & Balleine, 1994; Garcia, 1989) . These responses may play at least some role in learning. In one-trial fear conditioning (e.g., Fanselow, 1990) , a role of responses may emerge because of insensitivity to the precise order of events (Fantino & Logan, 1979) . For example, fear conditioning also occurs with backward trials of the form US-R-CS, where R is the fear response (Bevins & Ayres, 1995; Mahoney & Ayres, 1976; Shurtleff & Ayres, 1981) , which are ineffective in most other preparations (Bouton, 2016) . If such insensitivity to order holds also for the order of US and R, then a forward trial with a fear response to US (CS-US-R) may be functionally similar to a forward trial with a response to the CS (CS-R-US). We acknowledge that these suggestions are speculative, and that any role responses may have in one-trial learning must be elucidated more fully.
Alternative Models of Pavlovian Acquisition
The R-Indep model we investigated is representative of accepted principles of Pavlovian acquisition, that is, reliance on CS-US experiences rather than on CR performance, and gradual approach to asymptote similarly to Equation 2. However, it is possible that other response-independent models may fare better.
In this section we briefly discuss some prominent variants of the response-independent hypothesis.
The debate around Pavlovian acquisition is traditionally intertwined with a debate on the shape of acquisition curves. Mean acquisition curves are either uniformly negatively accelerated or have a sigmoid shape with a shorter phase of positive acceleration followed by a longer phase of negative acceleration (Harris, 2011; Mackintosh, 1974; Spence, 1956) . Figure 7 exemplifies these findings in the data sets analyzed above. The classic analysis of mean acquisition curves was conducted by Spence (1956) , based on prior work by Hull (1943) . In his model, overt CRs occur only when response potential is above a threshold. A fixed threshold, however, would disagree with the observed smooth rise in CR frequency. Thus, Spence assumed that momentary factors, such as physiological and motivational variables, add normally distributed noise to the CR generating process, which results in nonzero CR probability even when response potential is nominally below threshold. This model accounts well for the shape of acquisition curves, and allows sigmoid acquisition curves to arise from the negatively accelerated curves generated by Equation 2 and similar models (Bush & Mosteller, 1955; Pearce, 1987; Rescorla & Wagner, 1972) . The model, however, produces even shorter waiting times than the R-Indep model we have analyzed, which has a threshold mechanism but no noise and, thus, agrees more poorly with empirical data. We Figure 7. Average acquisition curves in the five data sets in Table 2 . Solid lines are fits of the sigmoid equation f͑x͒ ϭ c͓1 ϩ exp͑Ϫ a͑x Ϫ b͔͒͒ Ϫ1 ; dashed lines are fits of the negative exponential equation f͑x͒ ϭ c͓1 Ϫ exp͑Ϫ a͑x Ϫ b͔͒͒. Akaike Information Criteria (AIC) for both models are given in figure legends (Akaike, 2011) . A lower AIC indicates a better fit. This document is copyrighted by the American Psychological Association or one of its allied publishers.
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GHIRLANDA AND ENQUIST show in Appendix B, in fact, that noise is more likely to anticipate CR onset than to postpone it. In addition to Spence's model, other models can produce both sigmoid and negatively accelerated mean acquisition curves, including our R-Indep model with a distribution of thresholds across individuals, as used above, or with a nonlinear mapping between response potential and response probability. Similarly, the R-Dep model can produce both types of learning curves depending on learning rate and initial response probability. Such flexibility in theoretical models implies that mean acquisition curves are not especially diagnostic of underlying learning processes. For example, according to our analysis, both the T and K data sets strongly favor the R-Dep over the R-Indep model, yet their mean acquisition curves have very different shape (see Figure 7) .
Nearly 50 years after Spence's (1956) classic treatment, Gallistel et al. (2004) revitalized the debate on Pavlovian acquisition curves by proposing to conceptualize conditioning as a process of accumulation of evidence, with CRs starting abruptly once enough evidence has accumulated. This model, although radically different in theoretical motivation, makes in practice the same predictions as the R-Indep model with a threshold and a very high learning rate. For example, the response records classified as R-Indep by our ANN (see Figure 6 ) conform well to Gallistel et al.'s (2004) model by virtue of displaying a relatively abrupt onset of responding, followed by relatively steady responding. Many response records, however, appear too fragmented to conform to this picture. Although we did not include very high learning rates in our analysis, doing so would produce response records that fit the data more poorly than the R-Indep model we used. For example, waiting times beyond the first would be substantially shorter than in the data, because by definition each subject would be above threshold at this point and, thus, it would respond at asymptotic levels. Harris (2011) , in a detailed study of autoshaped magazine approach in rats, reaches a similar conclusion by providing evidence of a gradual, rather than abrupt increase in CR probability. (We note that Harris' data appear compatible with the R-Dep model as CRs were already occurring at the start of conditioning because of previous training; see our discussion of the Go data set in Results.)
Finally, we would like to mention that the applicability of the R-Dep model to acquisition records does not prove, per se, that CRs are a causal factors in Pavlovian acquisition. CRs might also be manifestations of other causal factors. For example, CR occurrence may correlate with the animal attending to the CS, with attention rather than CR performance as the main causal factor (we owe this observation to a reviewer). Of note, Theios (1963 Theios ( , 1968 and Theios and Brelsford (1966) introduced models in which CS-US experiences cause probabilistic transitions between states of increasing CR probability. In these models, CR onset is just a consequence of a transition having occurred. More work is needed to compare empirical data with the predictions of these models, as well as of attentional models (Le Pelley, 2004; Mackintosh, 1975; Pearce & Hall, 1980 ). Experimental work is also possible in this domain, for example by attempting to quantify separately the effects of CR performance and orientation toward the CS, which may be used as an operational measure of attention. We hope that our results will provide motivation for both empirical and theoretical work.
The Interaction of Pavlovian and Instrumental Conditioning
The question of what triggers Pavlovian acquisition is linked to another unresolved issue in associative learning theory, namely the relationship between instrumental and Pavlovian conditioning. Current theory holds that Pavlovian and instrumental contingencies can result in a variety of associations between conditioned or discriminative stimuli, responses, and unconditioned stimuli or reinforcers (Hall, 2002) . How these associations interact in determining behavior remains a matter of considerable debate (Bouton, 2016; Dickinson, 1980; Mackintosh, 1983) . While there has been a steady trend recognizing many similarities between Pavlovian and instrumental learning (Dickinson, 1980; Miller & Balaz, 1981) , most texts in animal learning, cognition, and behavior analysis discuss Pavlovian and instrumental phenomena largely separately (Bouton, 2016; Pearce, 2013; Pierce & Cheney, 2017) , and there is no accepted formal model encompassing both Pavlovian and instrumental learning. Recently, we presented an associative learning model drawing from machine learning, experimental psychology, and ethology (Enquist, Lind, & Ghirlanda, 2016) . Although our presentation focused on instrumental learning, the model also includes a conceptualization of Pavlovian learning. Here we offer a brief summary to clarify the model's account of Pavlovian acquisition, referring to Enquist et al. (2016) for other phenomena.
The model includes two learning processes. One is the learning of S-R associations. This learning is "instrumental" in that it occurs only when a response is actually performed, regardless of whether experimental contingencies are Pavlovian or instrumental. The second process is the conditioning of stimulus values, that is, the value of stimuli as predictors of reinforcers. This learning is "Pavlovian" in that it occurs independently of responding, based on experienced S-S pairings. The model formalizes the interaction between S-S ("Pavlovian") and S-R ("instrumental") learning by positing that learned stimulus values can reinforce responding, that is, that they function as conditioned reinforcers. Both S-R and S-S learning follow simple temporal-difference equations (Sutton & Barto, 1998; Wiering, 2005) that are closely related to Rescorla and Wagner's (1972) learning equation. Formally, the model is specified as follows. Consider a stimulus s to which the animal responds with action a, which in turn is followed by stimulus s=. In Pavlovian conditioning, the sequence s ¡ a ¡ s= corresponds to CS ¡ CR ¡ US. Let v(a, s) be the associative strength between a and s. We have:
where ␣ v is a learning rate, u(s=) the unconditioned value of s=, and w(s=) its conditioned value. Equation 6 is equivalent to the classic Rescorla and Wagner (1972) learning equation if we let ϭ u(s=) ϩ w(s=), that is, if the asymptotic associative strength equals the sum of unconditioned and conditioned values. Conditioned values are updated according to:
where ␣ w is a second learning rate. Note that this update rule depends only on the succession of stimuli (e.g., CS ¡ US), and not on how the animal responds. The formalization of a learning rule for conditioned values enables the model to learn sequences of actions through chaining, as envisaged by Skinner (1936) and later This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
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authors (Pierce & Cheney, 2017; B. A. Williams, 1994a B. A. Williams, , 1994b . Finally, the model posits a probabilistic decision making rule that selects actions according to their associative strength, in a manner compatible with the matching law (Baum, 1974; Davison & McCarthy, 2016; Herrnstein, 1974) . Phenomena of stimulus competition such as blocking and overshadowing are dealt with similarly to the Rescorla and Wagner (1972) model (Enquist et al., 2016 ; see also Ghirlanda, 2015) . In the case of Pavlovian acquisition, the model predicts that the CS will automatically acquire conditioned value (as demonstrated by second-order conditioning, Pearce, 2013) , but that CR probability will not increase unless the CR is performed. That response probability changes only when a response is tried is a feature our model shares with similar models from artificial intelligence (Sutton & Barto, 1998; Van Seijen, Van Hasselt, Whiteson, & Wiering, 2009; Watkins & Dayan, 1992) , which provided additional motivation for the present study. One consequence of this feature is that waiting times between CRs are distributed geometrically, as in the R-Dep model considered above, and compatibly with the empirical data we analyzed. The model also eliminates the asymmetry between acquisition and extinction noted in the beginning of the article, as both phenomena would require CR performance. Finally, the model takes into account that Pavlovian and instrumental phenomena are part of biologically structured behavior systems (Hogan, 1994; Timberlake, 1994; Zener, 1937) by positing that motivational states, US delivery, and other factors can boost the probability of performing biologically appropriate behavior (Enquist et al., 2016) . We do not claim that the model captures perfectly the relationship between Pavlovian and instrumental learning, or indeed that it is a complete model of either. For example, the model's predictions in the case of omission training have still to be worked out in full. In pilot work, we have found omission training to maintain varying degrees of responding, depending on such factors as initial associative strengths, whether alternative behavior is possible or not, and duration of the CS. Whether or not the model can successfully capture Pavlovianinstrumental interactions and other associative learning phenomena, we believe that a clear formalization of both Pavlovian and instrumental processes in a single model can be a meaningful step toward a more harmonic theory of associative learning. Note. ANOVA ϭ analysis of variance; CR ϭ conditioned response; ISI ϭ interstimulus interval.
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Appendix B Effect of Noise in R-Indep Models
Effect of Noise in R-Indep Models
Here we show that an R-Indep model with noise (Spence, 1956 ) predicts earlier onset of responding than an R-Indep model with the same learning parameters and no noise. Suppose that the noiseless model predicts that the first CR occurs at trial n, that is that n is the first trial for which response potential (p t ) is at or above threshold (). We wish to calculate the probability that, in a noisy model, noise causes the first CR to occur either earlier or later than trial n. Let us start with the simplified assumption that noise changes the outcome of a trial with a fixed probability q Ͼ 0 per trial. That is, q is the probability that noise causes a CR when none would occur without noise (between trials 1 and n -1), and also the probability that noise inhibits a CR that would have occurred without noise (at trial n or later). In the actual model, these probabilities change with each trial, which we consider later. With the assumption of fixed probabilities, the probability that the first CR is anticipated by one trial (occurs at trial n -1 rather than n) is
where the first term is the probability that no CR occurs for the first n -2 trials, and the second is the probability that a CR occurs on trial n -1. Similarly, the probability that the first CR is postponed by one trial is
where the first term is the probability that no CR occurs within the first n -1 trials, the second is the probability that the CR is inhibited on trial n, and the third is the probability that the CR is not inhibited on trial n ϩ 1. Comparing the last two equations we see that Q Ϫ1 Ͼ Q ϩ1 whenever 1 Ͼ (1 Ϫ q) 2 , which is true for all q Ͼ 0. That is, it is more likely that noise anticipates than postpones the first CR by one trial. The same reasoning applies when calculating the probabilities that the first CR is anticipated or postponed by k Ն 1 trial, for which we arrive at:
(Appendices continue) 
such that the condition Q Ϫk Ͼ Q ϩk becomes 1 -(1 Ϫ q) kϩ1 q kϪ1 , which is always true for q Ͼ 0.
Furthermore, our conclusion continues to hold when considering that, in the actual model, the probability that noise changes trial outcome depends on the trial. For example, if q j Ͼ 0 represents the probability that applies at trial j, then Equation 8 and Equation 9 become:
(1 Ϫ q j ) (12)
(1 Ϫ q j )
and the condition Q Ϫ1 Ͼ Q ϩ1 becomes:
that holds provided q nϪ1 is not much smaller than q n .
