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Abstract
In the late ’60s, B. Dwork studied a Frobenius structure compatible with the classical hypergeomet-
ric differential equation with parameters
(
1
2
, 1
2
; 1
)
by analyzing behavior of solutions of the differential
equation under Frobenius transformation. Recently, P. Scholze conjectured the existence of q-de Rham
cohomology groups for any Z-scheme. In this paper, we give a Frobenius structure compatible with the
q-hypergeometric differential equation with parameters (q
1
2 , q
1
2 ; q) by showing a q-analogue of some
results of Dwork. This construction gives a q-deformation with (ϕ,Γ)-structure over Zp[[q − 1]][[λ]] of
the de Rham cohomology of the p-adic Legendre family of elliptic curves which has Frobenius structure
and connection.
1 Introduction
Let p be an odd prime number. Let h(λ) =
∑ p−1
2
i=0
( p−1
2
i
)2
λi be the Hasse polynomial. Let B =
Zp
〈
λ, 1λ(1−λ)h(λ)
〉
be the p-adic completion of the ring Zp
[
λ, 1λ(1−λ)h(λ)
]
. We consider the p-adic Legendre
family of elliptic curves
E = Proj
(
B[X,Y, Z]/(Y 2Z −X(X − Z)(X − λZ))
)
→ Spec(B).
Let Qp be an algebraic closure of Qp. Let Zp be the integral closure of Zp in Qp. Let p be the maximal
ideal of Zp. For every value µ
(
µ ∈ Zp, µ(1− µ)h(µ) 6= 0 mod p
)
of λ, the fiber above µ is an elliptic
curve with good ordinary reduction, denoted by Eµ. The relative curve E over B with the divisor at
infinity deleted is written as Spec
(
B[x, y]/(y2 − x(x − 1)(x− λ))
)
, where (x, y) =
(
X
Z ,
Y
Z
)
. Then the de
Rham cohomology H1dR := H
1
dR(E/B) is a free B-module of rank 2 and Fil
1H1dR = Γ(E,ΩE/B) is a free
B-module of rank 1 with basis ω = dxy .
In [Dw69, §6], Dwork defined a Frobenius structure ϕH1dR on H
1
dR. Moreover, he found that there
exists a unique direct summand U of the B-module H1dR stable under ϕH1dR . (See [vdP86] and [FrP04, pp.
232-233].) This U is called the unit root part of H1dR. Let EFp denote the reduction mod p of E. Then
H1dR is canonically isomorphic to the crystalline cohomology H
1
crys(EFp/B), and ϕH1dR coincides with the
Frobenius structure induced by the absolute Frobenius of EFp .
More precisely, we obtain U as follows. Let ϕ : B → B be the unique lifting of the absolute Frobenius
satisfying ϕ(a) = a (a ∈ Zp) and ϕ(λ) = λp (cf. §2). Then the Frobenius structure ϕH1
dR
is realized as a ϕ-
semilinear endomorphism ofH1dR, which is again denoted by ϕH1dR in the following. Let ∇ : H
1
dR → H
1
dR⊗B
ΩB be the Gauss-Manin connection. We define the B-linear endomorphismD ofH
1
dR by∇ = D⊗dλ. Then
ω and D(ω) form a basis of H1dR because the Kodaira-Spencer map Γ(E,ΩE/B) ⊂ H
1
dR
∇
−→ H1dR⊗B ΩB →
H1dR/Fil
1⊗BΩB is an isomorphism. (This follows from the following fact: For any field F of characteristic
1
6= 2, and any a ∈ F\{0, 1}, the elliptic curve y2 = x(x − 1)(x − a− ε) over F [ε]/(ε2) is not constant, i.e.,
not isomorphic to the base change of the elliptic curve y2 = x(x− 1)(x− a) over F under F →֒ F [ε]/(ε2).)
By [vdP86, Proposition 7.11.(ii)], we can write ∇ on H1dR explicitly as
∇
((
λ(1 − λ)ω −λ(1− λ)D(ω)
))
=
(
λ(1 − λ)ω −λ(1 − λ)D(ω)
) 1
λ(1 − λ)
(
1− 2λ − 14
−λ(1− λ) 0
)
⊗ dλ. (1)
Let C be a ring extension of B (e.g. Qp[[λ]]) which carries an extension of
d
dλ . Then the above formula
implies that, for f1, f2 ∈ C, we have D(f1λ(1 − λ)ω − f2λ(1 − λ)D(ω)) = 0 if and only if f1 =
df2
dλ and f2
satisfies the classical hypergeometric equation with parameters
(
1
2 ,
1
2 ; 1
)
([vdP86, Proposition 7.11.(iii)]):
λ(1− λ)
d2
dλ2
f2 + (1− 2λ)
d
dλ
f2 −
1
4
f2 = 0. (2)
This differential equation has the well-known solution f(λ) := F (12 ,
1
2 ; 1;λ) =
∑∞
n=0
(∏n−1
i=0
(
i+ 12
i+1
)2)
λn∈
Qp[λ]], which converges on the open unit disk.
Let Zp
〈
λ, 1h(λ)
〉
be the p-adic completion of Zp
[
λ, 1h(λ)
]
. In [Dw69, §1-§4], Dwork showed ϕ(f)f ∈
Zp
〈
λ, 1h(λ)
〉×
, from which he derived 1f
df
dλ ∈ Zp
〈
λ, 1h(λ)
〉
. The latter implies that e′1 = ω and e
′
2 =
λ(1− λ)
(
1
f
df
dλω −D(ω)
)
form a basis of H1dR. The unit root part U is given by U = Be
′
2, and he further
showed a formula ([Dw69, (6.28)]):
ϕH1dR (e
′
2) = ε
f
ϕ(f)
e′2, ε = (−1)
p−1
2 . (3)
By the last claim in the previous paragraph, we see D(fe′2) = 0, which implies D(e
′
2) = −
1
f
df
dλe
′
2, and
therefore U is stable under ∇.
By using the explicit formula of ∇ on H1dR above, we see ∇(e
′
1 ∧ e
′
2) = 0 and therefore (∧
2H1dR)
∇=0 =
Zp (e
′
1 ∧ e
′
2). Since the Frobenius endomorphism of ∧
2H1dR(Eµ) = H
2
dR(Eµ) for µ = [a] ∈ Zp (a ∈ Fp\{0, 1})
is the multiplication by p, this implies ϕ(e′1 ∧ e
′
2) = pe
′
1 ∧ e
′
2. As ϕH1dR(Fil
1H1dR) ⊂ pH
1
dR, we have
ϕH1
dR
(e′1) = pε
ϕ(f)
f
e′1 + pbe
′
2 (4)
for some b ∈ B.
Let B′ be Zp
〈
λ, 1h(λ)
〉
equipped with the Frobenius ϕ defined in the same way as B. Let UB′ be the B
′-
submodule B′e′2 of U . Then, by the explicit description of ϕH1dR |U and ∇|U recalled above, we see that they
induce a ϕ-semilinear endomorphism ϕUB′ of UB′ , which satisfies B
′ · ϕUB′ (UB′) = UB′ , and a connection
∇ : UB′ → UB′ ⊗B′ ΩB′ , where ΩB′ = B
′dλ. We also see that (H1dR,Fil
•,∇) has a “B′-structure” given by
relative log de Rham cohomology as follows. Let T be Spec(B′) equipped with the log structure defined
by the divisor λ(1− λ) = 0. Then, by replacing B with B′ in the definition of E, we obtain a log smooth
extension E′/T of E/Spec(B). Its relative log de Rham cohomology HB′ := H
1
dR(E
′/T ) is a free B′-
module of rank 2 equipped with the logarithmic Gauss-Manin connection∇ : HB′ → HB′⊗B′ΩB′,log, where
ΩB′,log = B
′ dλ
λ(1−λ) . The pull-back by Spec(B) → T induces a B-linear isomorphism HB′ ⊗B′ B
∼=
−→ H1dR
compatible with ∇, and Fil•. Moreover, we have Fil1HB′ = Γ(E′,ΩE′/T ) = B
′ω, and the Kodaira-Spencer
map Fil1HB′ → HB′/Fil
1⊗B′ ΩB′,log is an isomorphism. Since ∇(ω) = λ(1−λ)D(ω)⊗
dλ
λ(1−λ) , this means
2
that both (ω, λ(1 − λ)D(ω)) and (e′1, e
′
2) are bases of HB′ . This implies that UB′ is a direct factor of
HB′ . Since ϕ of B
′ does not preserve the divisor λ(1 − λ) = 0, the comparison isomorphism with the log
crystalline cohomology of E′Fp/T does not give a ϕ-semilinear endomorphism of HB′ .
Let B′′ = Zp
〈
λ, 1(1−λ)h(λ)
〉
be the p-adic completion of Zp
[
λ, 1(1−λ)h(λ)
]
, and define the Frobenius ϕ
of B′′ in the same way as that of B. Then, since ϕ of B′′ preserves the divisor λ = 0, the comparison
isomorphism with the log crystalline cohomology induces a ϕ-semilinear endomorphism ϕHB′′ of HB′′ :=
HB′ ⊗B′ B′′, which is compatible with ϕH1dR . As ϕHB′′ (Fil
1HB′′) ⊂ pHB′′ , we obtain b ∈ B′′.
In §3, we introduce a category MIC[0,a](A,ϕ,Fil
•) for a non-negative integer a whose object is a free A-
module of finite typeM with a decreasing filtration, a Frobenius endomorphism and a connection satisfying
certain conditions. By the above construction, we obtain an object of MIC[0,a](A,ϕ,Fil
•) in each of the
cases A = B′, a = 0, M = UB′ and A = Zp[[λ]], a = 1, M = HB′′ ⊗B′′ Zp[[λ]]. In this paper, we are
interested in q-analogues of these objects, namely q-deformations involving a formal variable q such that
the specialization to q = 1 recovers the original objects. P. Scholze made a conjecture that there exists
a canonical q-deformation of de Rham cohomology, which is sometimes called q-de Rham cohomology or
Aomoto-Jackson cohomology. (See [Sch17].) Especially in [Sch17, §8], he asked whether there is a relation
between the q-differential equation given by the conjectured q-de Rham cohomology of the Legendre family
and the q-hypergeometric equation. Our result, which is explained below, may be regarded as positive
evidences to his question.
Let S′ = Zp[[q − 1]]
〈
λ, 1h(λ)
〉
be the (p, q − 1)-adic completion of Zp[[q − 1]]
[
λ, 1h(λ)
]
. Let R′ be
Zp[[q − 1]][[λ]] or S′. Put A := R′/(q − 1), then we can identify A with Zp[[λ]] (resp. B′) when R′ =
Zp[[q − 1]][[λ]] (resp. S′).
In §2, we give R′ a Frobenius structure and a Γ-action ρ, and then recall the definition of q-connections
on R′-modules and the relation between ρ-semilinear Γ-actions and q-connections. In §3, we introduce the
category MF
[p]q,q−1
[0,a] (R
′, ϕ,Γ) for a non-negative integer a whose object is a free R′-module of finite typeM
with a decreasing filtration, a ϕ-semilinear endomorphism and a ρ-semilinear action of Γ satisfying certain
conditions. Then the canonical surjection R′ → A induces a functor
MF
[p]q,q−1
[0,a] (R
′, ϕ,Γ)
mod q−1
−−−−−−→ MIC[0,a](A,ϕ,Fil
•).
By using the equivalence of categories in [Tsu17, §7], we further construct a canonical right inverse of this
functor when a = 0, 1 as
MIC[0,a](A,ϕ,Fil
•)
−⊗AR
′/(q−1)a+1
−−−−−−−−−−−→ MF
[p]q,q−1
[0,a] (R
′/(q − 1)a+1, ϕ,Γ)
∼
←−−−−−−−−−−−−
−⊗R′R
′/(q−1)a+1
MF
[p]q,q−1
[0,a] (R
′, ϕ,Γ)
This applies to the objects UB′ (for A = B
′ and a = 0) and HB′′ ⊗B′′ Zp[[λ]] (for A = Zp[[λ]] and a = 1)
mentioned above.
One can ask whether there is a relationship between the canonical lifts (q-deformations) of UB′ and
HB′′ ⊗B′′ Zp[[λ]] constructed as above and the q-hypergeometric differential equation [GR90] with param-
eters
(
q
1
2 , q
1
2 ; q
)
defined by
qλ(1 − qλ)d2qf + (1− (1 + [2]q − 2
[
1
2
]
q
)λ)dqf −
[
1
2
]2
q
f = 0, (5)
which is a q-analogue of the differential equation (2). We give a positive answer to this question as
follows. By “q-deforming” the relations of ∇ and ϕ on UB′ (resp. HB′′ ⊗B′′ Zp[[λ]]) to the hypergeometric
equation (2) recalled above, we construct a Frobenius endomorphism and a q-connection on a free S′-module
of rank 1 (resp. a free Zp[[q − 1]][[λ]]-module of rank 2) associated with the q-hypergeometric differential
equation (5), and show that it gives the desired canonical q-deformation of UB′ (resp. HB′′ ⊗B′′ Zp[[λ]]).
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In §4, we state the main theorems. In §5, we give explicit solutions of the q-hypergeometric equation (5),
one of which involves a q-analogue of the logarithmic functions log(λ) and log(1 − λ), and compute a q-
analogue of Wronskian of the explicit solutions. In §6, we construct a q-deformation of ∇ on HB′ which
is related to the q-differential equation (5) similarly to the relation between ∇ on HB′ and the differential
equation (2) recalled above. In §7, we show a (p, q − 1)-adic formal congruence, which is a q-analogue
of Dwork’s results in [Dw69, §1–§3]. In §8 and §9, by applying the formal congruence to the explicit
solutions constructed in §5, we give Frobenius structures to the q-deformations of the connections on UB′
and MB′′ ⊗B′′ Zp[[λ]] (constructed in §6), and show that they give the desired canonical q-deformations.
In §10, we further show that the q-deformation of ϕ and ∇ on UB′ admits an “arithmetic Γ-structure”.
Remark 1.1. The B′′-module HB′′ with ∇, ϕB′′ , and the filtration is an object of MIC[0,1](B
′′, ϕ,Fil•),
and the functor (10) in §3 for a = 1 and R′ = S′′ := Zp[[q − 1]]
〈
λ, 1(1−λ)h(λ)
〉
gives a canonical q-
deformation of HB′′ in MF
[p]q,q−1
[0,1] (S
′′, ϕ,Γ). Therefore one may ask whether its q-connection is related to
the q-differential equation (5) similarly to the relation between ∇ on H1dR and the differential equation (2).
We can also apply the same construction to the log smooth extension of the Legendre family over the
base Zp
〈
λ, 11−λ
〉
(without removing the supersingular locus), and ask the same question. It is natural to
expect that this canonical q-deformation coincides with the conjectured (log) q-de Rham cohomology of the
family. (We can compare the two in the category MF
[p]q,q−1
[0,1]
(
Zp[q − 1]/(q − 1)2
〈
λ, 11−λ
〉
, ϕ,Γ
)
, where our
canonical q-deformation is reduced to the scalar extension by Zp
〈
λ, 11−λ
〉
→ Zp[q− 1]/(q− 1)2
〈
λ, 11−λ
〉
.)
Thus our question is connected with the question by Scholze mentioned above.
Notation. We fix some notation used throughout this paper. Let p be an odd prime number. Let vp
be the p-adic valuation of Qp normalized by vp(p) = 1. Let q be a formal variable. Let R = Zp[[q − 1]].
Let Q be the quotient field of R. Let B = Zp
〈
λ, 1λ(1−λ)h(λ)
〉
. Let B′ = Zp
〈
λ, 1h(λ)
〉
. We equip B and B′
with the p-adic topology. Let S′ = R
〈
λ, 1h(λ)
〉
. We equip R[[λ]] and S′ with the (p, q − 1)-adic topology.
For a ∈ Q ∩ Zp, let [a]q be the q-number (the q-analogue of the rational number a) defined by
[a]q :=
qa − 1
q − 1
=
∞∑
i=1
(
a
i
)
(q − 1)i−1.
If a is a positive integer, [a]q is equal to 1 + q + q
2 + · · ·+ qa−1.
Acknowledgments. This paper is based on the author’s Master’s thesis. The author is deeply grateful
to Professor Takeshi Tsuji. He is the supervisor of the author.
2 q-connection
We define R 〈λ〉 to be the completion of the polynomial ring R[λ] with respect to the (p, q−1)-adic topology,
namely,
R 〈λ〉 := lim
←−
n
R[λ]/(p, q − 1)nR[λ].
For g(λ) ∈ R[λ] \ (p, q − 1)R[λ], we define R
〈
λ, 1g(λ)
〉
to be the completion of the ring R
[
λ, 1g(λ)
]
with
respect to the (p, q−1)-adic topology. In this section, we construct a q-analogue of the differential operator
d
dλ on R
′ = R[[λ]], R 〈λ〉 and R
〈
λ, 1g(λ)
〉
(g(λ) ∈ R[λ] \ (p, q − 1)R[λ]).
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Definition 2.1. We define the Frobenius endomorphism ϕ of R[[λ]], R 〈λ〉 and R
〈
λ, 1g(λ)
〉
(g(λ) ∈ R[λ] \
(p, q − 1)R[λ]) as follows: First, we define the endomorphism ϕ of R[λ] satisfying ϕ(x) ≡ xp mod p by
ϕ(a) = a (a ∈ Zp), ϕ(q) = q
p, and ϕ(λ) = λp. Since it maps the ideals (λ) and (p, q − 1) of R[λ]
into themselves, we can define ϕ of R[[λ]] and R 〈λ〉 by taking its λ- and (p, q − 1)-adic completions,
respectively. The endomorphism ϕ of R[λ] induces a homomorphism ϕ : R
[
λ, 1g(λ)
]
→ R
[
λ, 1ϕ(g(λ))
]
, and
its (p, q − 1)-adic completion gives the Frobenius endomorphism ϕ on R
〈
λ, 1g(λ)
〉
by Lemma 2.2 below.
Lemma 2.2. For g(λ), h(λ) ∈ R[λ] satisfying g(λ) ≡ h(λ)n 6≡ 0 mod (p, q−1)R[λ] for some integer n > 0,
we have
R
〈
λ,
1
g(λ)
〉
= R
〈
λ,
1
h(λ)
〉
.
Proof. The congruence g(λ) ≡ h(λ)n mod (p, q − 1) implies that the image of g(λ) in the quotient
R
〈
λ, 1h(λ)
〉/
(p, q − 1)R
〈
λ, 1h(λ)
〉
is a unit. Since R
〈
λ, 1h(λ)
〉
is (p, q − 1)-adically complete, g(λ) is a
unit of R
〈
λ, 1h(λ)
〉
. By the same argument, we see that h(λ) is a unit of R
〈
λ, 1g(λ)
〉
. Thus the natural
homomorphisms R[λ]→ R
〈
λ, 1h(λ)
〉
, R
〈
λ, 1g(λ)
〉
extend to homomorphisms
f : R
〈
λ,
1
g(λ)
〉
→ R
〈
λ,
1
h(λ)
〉
, g : R
〈
λ,
1
h(λ)
〉
→ R
〈
λ,
1
g(λ)
〉
,
which satisfy g ◦ f = id and f ◦ g = id.
Definition 2.3. Let Γ be a group isomorphic to Z, and let γ be a generator of Γ. We define the action of
Γ on R[[λ]], R 〈λ〉 and R
〈
λ, 1g(λ)
〉
(g(λ) ∈ R[λ] \ (p, q− 1)R[λ]) as follows. First, we define the action of Γ
on R[λ] by γ(λ) = qλ and γ(a) = a (a ∈ R). Since this action of Γ preserves the ideals (λ) and (p, q − 1)
of R[λ], it induces an action of Γ on R[[λ]] and R 〈λ〉. The action of γ on R[λ] extends to an isomorphism
γ : R
[
λ, 1g(λ)
]
→ R
[
λ, 1γ(g(λ))
]
, whose (p, q − 1)-adic completion gives an action of γ on R
〈
λ, 1g(λ)
〉
by
Lemma 2.2.
Let R′ be one of the R-algebras R[[λ]], R 〈λ〉 and R
〈
λ, 1g(λ)
〉
. Since R′ is noetherian, (q − 1)λR′ is
a closed ideal of R′ with respect to the λ-adic topology for R′ = R[[λ]], and the (p, q − 1)-adic topology
for R′ = R 〈λ〉 , R
〈
λ, 1g(λ)
〉
. Hence (γ − 1)(λn) = (q − 1)[n]qλn ∈ (q − 1)λR[λ] and (γ − 1)(g(λ)−n) =
−g(λ)−nγ(g(λ))−n(γ − 1)(g(λ)n) ∈ (q − 1)λR
〈
λ, 1g(λ)
〉
imply the inclusion (γ − 1)(R′) ⊂ (q − 1)λR′.
Definition 2.4. We define the q-differential operator dq : R
′ → R′ by dq =
γ−1
(q−1)λ .
This is a q-analogue of the differential operator ddλ . Clearly we have γ = 1 + (q − 1)λdq.
Proposition 2.5. We have a q-analogue of Leibniz rule:
dq(xy) = dq(x)γ(y) + xdq(y), x, y ∈ R
′.
Proof. The formula follows from (γ − 1)(xy) = (γ − 1)(x)γ(y) + x(γ − 1)(y).
Definition 2.6. We define the q-differential module qΩR′/R to be the free R
′-module R′d logλ and the
q-derivation δq : R
′ → qΩR′/R by δq(x) = dq(x) · dλ, where dλ = λd log λ.
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Let A = R′/(q − 1)R′. Then qΩR′/R mod q − 1 is naturally identified with the differential module
ΩA/Zp,log with log poles along the divisor λ = 0. Since δq is R-linear, we can define δ : A → ΩA/Zp,log as
δq mod q − 1. We have δ(x) =
d
dλx · dλ, i.e., δ is the universal continuous R-linear derivation.
Definition 2.7. Let M be an R′-module. An R-linear map ∇q : M → M ⊗R′ qΩR′/R is called a q-
connection on M if it satisfies
∇q(am) = m⊗ δq(a) + γ(a)∇q(m), a ∈ R
′,m ∈M.
Let (M,∇q) be an R′-module with a q-connection. Let A = R′/(q − 1)R′, N = M/(q − 1)M and let
∇ : N → N ⊗A ΩA/Zp,log be ∇q mod q = 1. Then ∇ satisfies
∇(am) = m⊗ δ(a) + a∇(m)
for all a ∈ A,m ∈ N , i.e., ∇ is a connection on N .
Definition 2.8. For an R′-module M with a q-connection ∇q, we define the R-linear endomorphisms
Dlogq and γM of M by ∇q = D
log
q ⊗ d logλ and γM = 1 + (q − 1)D
log
q . We define Dq to be λ
−1Dlogq if λ is
invertible in R′.
We see that γM is γ-semilinear as follows: For all r ∈ R′,m ∈M , we have
γM (rm) = rm+ (q − 1)D
log
q (rm)
= rm+ (q − 1)(λdq(r)m + γ(r)D
log
q (m))
= rm+ (γ − 1)(r)m + (q − 1)γ(r)Dlogq (m)
= γ(r)γM (m).
The endomorphism γM is bijective and defines a ρ-semilinear action of Γ on M continuous with respect to
the (p, q − 1)-adic topology.
Remark 2.9. For any ℓ(λ) ∈ R′\{0}, we can define a q-connection ∇q : M → M ⊗R′
1
ℓ(λ)qΩR′/R in the
same way as in Definition 2.8. However we cannot construct the Γ-action associated to ∇q in general
unless ℓ(λ) is invertible in R′.
We give some properties necessary for the q-analogue calculation in the following sections.
Proposition 2.10. (i) [a+ b]q = [a]q + q
a [b]q; (ii) [ap]q = [p]q ϕ
(
[a]q
)
; (iii) [pn]q ∈ (p, q − 1)
nR ;
(iv) γ ◦ ϕ = ϕ ◦ γ on R′; (v) dqϕ = [p]q λ
p−1ϕdq on R
′.
Proof. We can verify the equalities (i) and (ii) by simple computations. The claim (iii) follows from
[pn]q ≡ pn mod (q − 1)R. For the claim (iv), since both sides are continuous endomorphisms, it suffices
to show the commutativity for a ∈ Zp, q, and λ, which is verified as follows:
γ ◦ ϕ(a) = a = ϕ ◦ γ(a), γ ◦ ϕ(q) = qp = ϕ ◦ γ(q), γ ◦ ϕ(λ) = qpλp = ϕ ◦ γ(q).
We obtain the equality (v) by substituting γ = 1 + (q − 1)λdq into the equality (iv).
3 Background
First, we define a category MIC[0,a](A,ϕ,Fil
•). Let a be a non-negative integer. Let A be a p-torsion free
commutative ring with an endomorphism ϕ, and let Fil•A be the trivial decreasing filtration of A defined
by
FilrA =
{
A r ∈ Z ∩ (−∞, 0]
0 r ∈ Z ∩ (0,∞) .
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Let ΩA be a free A-module of rank 1, let δ : A → ΩA be a derivation, and let ϕ1 : ΩA → ΩA be a
ϕ-semilinear homomorphism satisfying ϕ1 ◦ δ = δ ◦ ϕ.
Definition 3.1. We define the categoryMIC[0,a](A,ϕ,Fil
•) as follows. An object is a quartet (M,Fil•M,ϕM ,∇)
consisting of the following.
(i) M is a free A-module of finite type. (Let N be the rank of M .)
(ii) A decreasing filtration FilrM (r ∈ N ∩ [0, a]) of M satisfying the following conditions.
(ii-a) There exists a basis eν (ν ∈ N ∩ [1, N ]) of M and rν ∈ N ∩ [0, a] for each ν ∈ N ∩ [1, N ] such
that FilrM = ⊕ν∈N∩[1,N ]Fil
r−rνAeν for r ∈ N ∩ [0, a].
(iii) ϕM : M →M is a ϕ-semilinear endomorphism satisfying the following condition.
(iii-a) ϕM (Fil
rM) ⊂ prM for r ∈ N ∩ [0, a].
(iii-b) M =
∑
r∈N∩[0,a]A · p
−rϕM (Fil
rM).
(iv) ∇ : M →M ⊗A ΩA is a connection on M satisfying the following condition.
(iv-a) ∇(FilrM) ⊂ Filr−1M ⊗A ΩA for r ∈ N ∩ [1, a].
(iv-b) ∇ ◦ ϕM = (ϕM ⊗ ϕ1) ◦ ∇.
A morphism is an A-linear homomorphism preserving the filtration, and compatible with ϕM and ∇.
The Frobenius structure ϕH1dR recalled in §1 satisfies the following.
(i) Assume that a = 0, A = B′, and ΩA = Adλ. Then we have
(
UB′ ,∇, ϕUB′
)
∈ MIC[0,0](A,ϕ,Fil
•).
(In the case a = 0, we can forget filtrations because the condition (ii-a) implies Fil0U = U and
Fil1U = 0.)
(ii) Assume that a = 1, A = Zp[[λ]], and ΩA = Ad logλ. Put H0 = HB′′ ⊗B′′ Zp[[λ]], which has the
connection ∇, the Frobenius structure ϕH0 , and the filtration induced by those of HB′ . Then we
have (H0,∇, ϕH0 ,Fil
•H0) ∈ MIC[0,1](A,ϕ,Fil
•).
(iii) Assume that a = 1, A = B′′, and ΩA = Ad log λ. Then we have
(
HB′′ ,∇, ϕHB′′ ,Fil
•
)
∈MIC[0,1](A,ϕ,Fil
•).
Next, we define a category MF
[p]q,cont
[0,a] (R
′, ϕ,Γ). Let a be the same as above. As before Definition 2.4,
let R′ be one of the rings R[[λ]], R〈λ〉, and R
〈
λ, 1g(λ)
〉
(g(λ) ∈ R[λ]\(p, q − 1)R[λ]) equipped with the
(p, q − 1)-adic topology, and put A = R′/(q − 1). Then R′ is a commutative ring with an endomorphism
ϕ and an action ρ of Γ (See §2). Let Fil•R′ be the decreasing filtration of R′ defined by
FilrR′ =
{
R′ r ∈ Z ∩ (−∞, 0)
(q − 1)rR′ r ∈ Z ∩ [0,∞) .
We give Γ a discrete topology. Then, as ϕ(q − 1) = (q − 1) [p]q and γ ◦ ϕ = ϕ ◦ γ, the quartet
(R′, [p]q ,Fil
•R′, ϕ, ρ) satisfies all conditions in §6, 7 of [Tsu17].
Thus we can define the category MF
[p]q,cont
[0,a] (R
′, ϕ,Γ).
Definition 3.2 ([Tsu17, §7]). We define the category MF
[p]q,cont
[0,a] (R
′, ϕ,Γ) as follows. An object is a
quartet (M,Fil•M,ϕM , ρM ) consisting of the following.
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(i) M is a free R′-module of finite type. (Let N be the rank of M .)
(ii) A decreasing filtration FilrM (r ∈ N ∩ [0, a]) of M satisfying the following conditions.
(ii-a) There exists a basis eν (ν ∈ N ∩ [1, N ]) of M and rν ∈ N ∩ [0, a] for each ν ∈ N ∩ [1, N ] such
that FilrM = ⊕ν∈N∩[1,N ]Fil
r−rνR′eν for r ∈ N ∩ [0, a].
(iii) ϕM : M →M is a ϕ-semilinear endomorphism satisfying the following conditions.
(iii-a) ϕM (Fil
rM) ⊂ [p]rqM for r ∈ N ∩ [0, a].
(iii-b) M =
∑
r∈N∩[0,a]R
′ · [p]−rq ϕM (Fil
rM).
(iv) ρM : Γ→ Aut(M) is a ρ-semilinear action and satisfies the following conditions.
(iv-a) ρM (g)(Fil
rM) = FilrM for r ∈ N ∩ [0, a] and g ∈ Γ.
(iv-b) ρM (g)ϕM = ϕMρM (g) for g ∈ Γ.
(v) Γ×M →M ; (g,m) 7→ ρM (g)m is continuous.
A morphism is an R′-linear homomorphism preserving the filtrations, compatible with ϕM ’s , and moreover
Γ-equivariant.
Remark 3.3. Let M be a free R′-module equipped with a q-connection ∇q : M →M ⊗R′ qΩR′/R, and a
ϕ-semilinear endomorphism ϕM . Let ρM be the ρ-semilinear continuous action of Γ onM associated to ∇q.
Then ϕM is Γ-equivariant, i.e., satisfy the condition (iv-b) in Definition 3.2 if and only if (ϕM ⊗ϕ1)◦∇q =
∇q ◦ ϕM . Here ϕ1 is the ϕ-semilinear endomorphism of qΩR′/R defined by ϕ
1(d logλ) = [p]q d logλ. Note
that we have ϕ1 ◦ δq = δq ◦ ϕ by Proposition 2.10 (v).
Definition 3.4. We define MF
[p]q,q−1
[0,a] (R
′, ϕ,Γ) to be the full subcategory of MF
[p]q,cont
[0,a] (R
′, ϕ,Γ) consisting
of M such that the Γ-action ρM on M satisfies(ρM (γ)− 1)(M) ⊂ (q − 1)M.
The Frobenius ϕ and the Γ-action on R′ induce those on R′/(q−1)a+1, and we can define the decreasing
filtration of R′ by Fil•(R′/(q− 1)a+1) = (Fil•R′) · (R′/(q − 1)a+1). Therefore we can define the categories
MF
[p]q,cont
[0,a] (R
′/(q − 1)a+1, ϕ,Γ) and MF
[p]q,q−1
[0,a] (R
′/(q − 1)a+1, ϕ,Γ) in the same way.
We equip A with the derivation δ : A→ ΩA,log = Ad logλ, the reduction mod q−1 of δq : R′ → qΩR′/R.
Then the scalar extension by R′ → A induces a functor
MF
[p]q,q−1
[0,a] (R
′, ϕ,Γ)
mod q−1
−−−−−−→ MIC[0,a](A,ϕ,Fil
•). (6)
(For (M,Fil•M,ϕM , ρM ) ∈MF
[p]q,q−1
[0,a] (R
′, ϕ,Γ), we define the connection ofM/(q−1)M by (ρM (γ)−1q−1 mod
q − 1)⊗ d logλ.)
For a = 0, 1, we have a functor induced by the base change from A to R′/(q − 1)a+1:
MIC[0,a](A,ϕ,Fil
•)→ MF
[p]q,q−1
[0,a] (R
′/(q − 1)a+1, ϕ,Γ). (7)
For (M,Fil•M,ϕM ,∇) ∈ MIC[0,a](A,ϕ,Fil
•), we define the ρ-semilinear action of Γ onM⊗AR′/(q−1)a+1
by 1 + (q − 1)Dlogq if a = 1, and by 1, i.e., the trivial action if a = 0. For the Frobenius structure, note
that we have [p]q = p · (unit) in R/(q − 1)
a+1 because a+ 1 ≤ p− 1. The reduction mod (q − 1)a+1 gives
an equivalence of categories [Tsu17]
MF
[p]q,cont
[0,a] (R
′, ϕ,Γ)→ MF
[p]q,cont
[0,a] (R
′/(q − 1)a+1, ϕ,Γ), (8)
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which induces an equivalence between full subcategories
MF
[p]q,q−1
[0,a] (R
′, ϕ,Γ)→ MF
[p]q,q−1
[0,a] (R
′/(q − 1)a+1, ϕ,Γ), (9)
By combining (7) and (9), we obtain a right inverse of the functor (6)
MIC[0,a](A,ϕ,Fil
•)→ MF
[p]q,q−1
[0,a] (R
′, ϕ,Γ). (10)
If a = 0, then the functor (7) is an equivalence of categories. Hence the functors (6) and (10) are
equivalences of categories quasi-inverse of each other. By applying this functor, we obtain the canonical
q-deformations of the objects (UB′ ,∇, ϕUB′ ) and (H0,∇, ϕH0 ,Fil
•H0) to MF
[p]q,q−1
[0,a] (R
′, ϕ,Γ) for R′ = S′,
a = 0 and R′ = R[[λ]], a = 1, respectively.
We want to know whether the two canonical deformations are related to the q-hypergeometric differ-
ential equation (5).
Remark 3.5. To show the equivalence of categories (8), we have to check that R′ with the Γ-action, ϕ,
and the filtration satisfies the conditions in [Tsu17, §6,§7], specifically [Tsu17, Conditions 39 and 54], while
they are trivial.
4 Main theorems
As before Definition 2.4, let R′ be one of the rings R[[λ]], R〈λ〉, and R
〈
λ, 1g(λ)
〉
(g(λ) ∈ R[λ]\(p, q−1)R[λ])
equipped with the (p, q−1)-adic topology. Let∇q : M ′ →M ′⊗R′
1
1−λqΩR′/R be the q-connection associated
with the q-hypergeometric differential equation on a free R′-module M ′ of rank 2 introduced later in §6.
The R′-module M ′ is also equipped with a filtration, and the reduction mod q − 1 of (M ′,∇q,Fil
•) is
canonically isomorphic to (HB′ ⊗B′ A,∇,Fil
•) (see (21)):
(M ′,∇q,Fil
•)⊗R′ A ∼= (HB′ ⊗B′ A,∇,Fil
•). (11)
Let S′ = R
〈
λ, 1h(λ)
〉
be the (p, q−1)-adic completion ofR
[
λ, 1h(λ)
]
, where h(λ) is the Hasse polynomial (see
§1). In this paper, we give an appropriate Frobenius structure which is compatible with the q-connection
on a rank 1 and ∇q-stable submodule of M ′ (resp. M ′ itself) in the case R′ = S′ (resp. R[[λ]]).
Theorem 4.1. Assume that R′ = S′. There exists a pair (U ′, ϕU ′) which satisfies the following conditions.
(i) U ′ is a direct factor of the S′-module M ′ free of rank 1 satisfying ∇q(U ′) ⊂ U ′ ⊗R′ qΩR′/R. Let ρU ′
be the ρ-semilinear continuous action of Γ on U ′ associated to ∇q|U ′ .
(ii) ϕU ′ is a ϕ-semilinear endomorphism of U
′ and satisfies S′ · ϕU ′(U ′) = U ′.
(iii) The triple (U ′, ϕU ′ , ρU ′) is an object of MF
[p]q,q−1
[0,0] (S
′, ϕ,Γ), i.e., ρU ′(γ) ◦ ϕU ′ = ϕU ′ ◦ ρU ′(γ).
(iv) The isomorphism (11) induces a B′-linear isomorphism U ′ ⊗S′ B′
∼=
−→ UB′ , and it defines an isomor-
phism between (UB′ ,∇, ϕUB′ ) and the image of (U
′, ϕU ′ , ρU ′) under the equivalence of categories (see
after (10))
MF
[p]q,q−1
[0,0] (S
′, ϕ,Γ)→ MIC[0,0](B
′, ϕ,Fil•).
Theorem 4.2. Assume that R′ = R[[λ]], and let ρM ′ be the continuous ρ-semilinear action of Γ on M
′
associated to ∇q. (Note that we have
1
1−λqΩR′/R = qΩR′/R because 1− λ ∈ R[[λ]]
×.) Then there exists a
ϕ-semilinear endomorphism ϕM ′ on M
′ which satisfies the following conditions.
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(i) There exists a basis (f1, f2) of M
′ such that ϕ(e′1) = [p]q f1, ϕ(e2) = f2.
(ii) The quartet (M ′,Fil•M ′, ϕM ′ , ρM ′) is an object of MF
[p]q,q−1
[0,1] (R[[λ]], ϕ,Γ), i.e., ρM ′(γ)(Fil
1M ′) =
Fil1M ′ and ρM ′(γ) ◦ ϕM ′ = ϕM ′ ◦ ρM ′(γ).
(iii) The isomorphism (11) induces an isomorphism
(M ′, ϕM ′ ,∇q,Fil
•M ′)⊗R[[λ]] Zp[[λ]] ∼= (H0,∇, ϕH0 ,Fil
•H0) .
Moreover, it can be lifted to an isomorphism between (M ′,Fil•M ′, ϕM ′ , ρM ′) and the canonical q-
deformation of (H0,∇, ϕH0 ,Fil
•H0) constructed after (10).
5 q-hypergeometric differential equation and its solutions
In this section, we give explicit solutions of the q-hypergeometric differential equation [GR90] defined by
L[f ] = qλ(1 − qλ)d2qf + (1 − (1 + [2]q − 2
[
1
2
]
q
)λ)dqf −
[
1
2
]2
q
f = 0, (12)
which is a q-analogue of the classical hypergeometric differential equation [vdP86]
λ(1 − λ)
d2
dλ2
f + (1− 2λ)
d
dλ
f −
1
4
f = 0.
For convenience, we put α = 1 + [2]q − 2
[
1
2
]
q
.
To describe the solutions, we introduce q-logarithmic function logq(-). (Note that the “q” in “logq”
does not mean a base.) Since dq does not have compatibility with the translation λ 7→ λ+a for a ∈ Zp, we
have to define logq λ and logq(1− λ) respectively. Since ϕ and γ are injective as endomorphisms of R[[λ]],
we can extend them to endomorphisms of Q((λ)). First, put logq(1−λ) = −
∑∞
n=1
λn
[n]q
. Then, logq(1−λ)
is an element of Q((λ)) and dq logq(1− λ) =
1
λ−1 . Next, let logq λ be a formal variable and extend ϕ and
γ to endomorphisms of Q((λ))
[
logq λ
]
by
ϕ(logq λ) = [p]q logq λ and γ(logq λ) = q − 1 + logq λ.
Then, by
γ(ϕ(logq λ)) = (q − 1) [p]q + [p]q logq λ = ϕ(γ(logq λ)),
the commutativity γ ◦ϕ = ϕ◦γ is satisfied on Q((λ))
[
logq λ
]
. Moreover, since (q− 1)λ ∈ Q((λ))×, we can
extend dq of Q((λ)) to Q((λ))
[
logq λ
]
by dq =
γ−1
(q−1)λ . We have dq logq λ =
1
λ . In the theorem below, we
give explicit solutions of (12) in Q((λ))
[
logq λ
]
. Put an =
∏n−1
i=0
(
[i+ 12 ]q
[i+1]q
)2
for a non-negative integer n.
Theorem 5.1. We have L[F ] = L[H ] = 0, where
F =
∞∑
n=0
anλ
n, H = F logq λ− F logq(1 − λ)−
∞∑
n=1
anλ
n
n∑
i=1
(
2
[i]q
+ q − 1
)
.
First, we give some lemma.
Lemma 5.2. (i) dqγ = qγdq ; (ii)dqγ + γdq = (1 + q)
(
dq + (q − 1)λd2q
)
;
(iii)γ2 = 1 + (q2 − 1)λdq + q(q − 1)2λ2d2q .
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Proof. We can verify the equalities by simple computations.
Proof of Theorem 5.1. First, we prove that L[F ] = 0. Put y =
∑∞
n=0 cnλ
n ∈ Q[[λ]] (cn ∈ Q). Then, the
coefficient of λn in −
[
1
2
]2
q
y , in (1− αλ)dqy, and in qλ(1− qλ)d2qy are −
[
1
2
]2
q
cn, [n+ 1]q cn+1 − α [n]q cn,
and q [n+ 1]q [n]q cn+1 − q
2 [n]q [n− 1]q cn respectively. By adding all of them, we see that the coefficient
of λn in L[y] is [n+ 1]
2
q cn+1 −
[
n+ 12
]2
q
cn. Since {an}n≥0 has the property [n+ 1]
2
q an+1 =
[
n+ 12
]2
q
an
for n ≥ 0, we obtain L[F ] = 0.
For a non-negative integer r, we put F≥r =
∑∞
n=r anλ
n. Then by the same calculation as L[F ], we have
L[F≥r] = [r]
2
q arλ
r−1. To prove L[H ] = 0, we calculate L[F logq λ − F logq(1 − λ)] by using the following
two claims.
Claim.
L[F logq λ] = −2
[
1
2
]
q
F + 2(1− q
1
2 λ)dqF. (13)
First, we calculate dq(F logq λ) and d
2
q(F logq λ).
dq(F logq λ) = dqF logq λ+
1
λ
F + (q − 1)dqF,
d2q(F logq λ) = d
2
qF logq λ+ (γdq + dqγ)F
1
λ
− γ2(F )
1
qλ2
= d2qF logq λ−
1
qλ2
F +
q + 1
qλ
dqF + 2(q − 1)d
2
qF.
Thus,
L[F logq λ] = qλ(1 − qλ)d
2
q(F logq λ) + (1− αλ)dq(F logq λ)−
[
1
2
]2
q
F logq λ
= qλ(1 − qλ)
(
−
1
qλ2
F +
q + 1
qλ
dqF + 2(q − 1)d
2
qF
)
+ (1− αλ)
(
1
λ
F + (q − 1)dqF
)
(by L[F ] = 0)
=
(
q − α+ 2(q − 1)
[
1
2
]2
q
)
F +
(
2 + (−q2 − q + α(q − 1))λ
)
dqF
= −2
[
1
2
]
q
F + 2(1− q
1
2λ)dqF.
Claim.
L[F logq(1− λ)] = −
2q
[
1
2
]
q
λ− 1
qλ− 1
F − 2qλ
q
1
2 λ− 1
qλ− 1
dqF. (14)
In the same way as above, we obtain
dq(F logq(1− λ)) = dqF logq(1− λ) +
1
λ− 1
F +
(q − 1)λ
λ− 1
dqF,
d2q(F logq(1− λ)) = d
2
qF logq(1− λ)−
1
(λ− 1)(qλ− 1)
F +
q + 1
qλ− 1
dqF +
(q − 1)λ(2qλ− q − 1)
(λ− 1)(qλ− 1)
d2qF.
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Thus,
L[F logq(1 − λ)]
= qλ(1− qλ)
(
−
1
(λ − 1)(qλ− 1)
F +
q + 1
qλ− 1
dqF +
(q − 1)λ(2qλ− q − 1)
(λ− 1)(qλ− 1)
d2qF
)
+ (1− αλ)
(
1
λ− 1
F +
(q − 1)λ
λ− 1
dqF
)
(by L[F ] = 0)
=
(1 + (q − α)λ)(qλ − 1) +
[
1
2
]2
q
(q − 1)λ(2qλ− q − 1)
(λ − 1)(qλ− 1)
F
+
((1− αλ)(q − 1)λ− q(q + 1)λ(λ− 1))(qλ− 1)− (1− αλ)(q − 1)λ(2qλ− q − 1)
(λ− 1)(qλ− 1)
dqF.
= −
2q
[
1
2
]
q
λ− 1
qλ− 1
F − 2qλ
q
1
2λ− 1
qλ− 1
dqF.
Now the proofs of the two claims are completed. By claims (13) and (14),
L[F logq λ− F logq(1− λ)]
= 2(1− q
1
2λ)dqF − 2
[
1
2
]
q
F −
(
−2qλ
q
1
2λ− 1
qλ− 1
dqF −
2q
[
1
2
]
q
λ− 1
qλ− 1
F
)
= 2
q
1
2λ− 1
qλ− 1
dqF +
2
[
1
2
]
q
− 1
qλ− 1
F. (15)
We describe (15) as an Q-linear combination of L[F≥n+1] for n (and dqF ). We start by writing
1
1−qλF
and qλ1−qλdqF as Q-linear combinations of L[F≥n+1].
1
1− qλ
F =
(
∞∑
n=0
anλ
n
)(
∞∑
m=0
qmλm
)
=
∞∑
n=0
λn
(
n∑
m=0
amq
n−m
)
=
∞∑
n=0
L[F≥n+1]
[n+ 1]
2
q an+1
(
n∑
m=0
amq
n−m
)
.
qλ
1− qλ
dqF =
(
∞∑
n=1
[n]q anλ
n−1
)(
∞∑
m=1
qmλm
)
=
∞∑
n=0
L[F≥n+1]
[n+ 1]
2
q an+1
(
n∑
m=0
[m]q amq
n+1−m
)
.
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Thus,
2
q
1
2λ− 1
qλ− 1
dqF +
2
[
1
2
]
q
− 1
qλ− 1
F
= 2dqF + 2
q − q
1
2
q
qλ
1− qλ
dqF −
2
[
1
2
]
q
− 1
1− qλ
F
= 2dqF +
∞∑
n=0
L[F≥n+1]
[n+ 1]2q an+1
n∑
m=0
(
2
q − q
1
2
q
[m]q amq
n+1−m − (2
[
1
2
]
q
− 1)amq
n−m
)
= 2dqF +
∞∑
n=0
L[F≥n+1]
[n+ 1]
2
q an+1
n∑
m=0
((
2(q − q
1
2 ) [m]q − (2
[
1
2
]
q
− 1)
)
amq
n−m
)
= 2dqF + (q − 1)
∞∑
n=0
L[F≥n+1] (by Lemma 5.3 below)
= 2
∞∑
n=0
1
[n+ 1]q
L[F≥n+1] + (q − 1)
∞∑
n=0
L[F≥n+1]
= L
[
∞∑
r=0
arλ
r
r∑
n=1
(
2
[n]q
+ q − 1
)]
.
Hence we obtain L
[
F logq λ− F logq(1− λ)
]
− L
[∑∞
n=1 anλ
n
∑n
i=1
(
2
[i]q
+ q − 1
)]
= 0.
Lemma 5.3. For all n ∈ N,
n∑
m=0
(
2(q − q
1
2 ) [m]q − (2
[
1
2
]
q
− 1)
)
amq
n−m = (q − 1) [n+ 1]2q an+1. (16)
Proof. We prove this by induction on n. If n = 0, the left-hand side of (16) is −(2
[
1
2
]
q
−1) = (q−1)
[
1
2
]2
q
.
So it is equal to the right-hand side of (16). We assume (16) for n. To prove (16) for n+ 1, it suffices to
show (
2(q − q
1
2 ) [n]q − 2
[
1
2
]
q
+ 1
)
an = (q − 1)
(
[n+ 1]
2
q an+1 − q [n]
2
q an
)
. (17)
We can verify the equation (17) by simple computations.
Remark 5.4. We have another description of H :
H = F logq λ+
∞∑
n=1
anλ
n
(
n∑
i=1
2[
i− 12
]
q
−
2
[i]q
)
.
One can show that the right-hand side is annihilated by L in the same way as the proof of L[H ] = 0 in
Theorem 5.1.
In the rest of this section, we calculate a q-analogue of Wronskian W (F,H) = FdqH −HdqF . in the
preparation for the computation in §8.
Lemma 5.5. We have FdqH −HdqF =
1
λ(1−λ) .
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Proof. We have
dq(λ(1 − λ)dqF ) = (1 − [2]q λ)dqF + γ(λ(1− λ))d
2
qF
= (1 − [2]q λ)dqF + qλ(1− qλ)d
2
qF
= (1 − [2]q λ)dqF − (1− αλ)dqF +
[
1
2
]2
q
F
=
[
1
2
]2
q
γ(F ).
Similarly, dq(λ(1 − λ)dqH) =
[
1
2
]2
q
γ(H). Thus,
dq(λ(1 − λ)(FdqH −HdqF )) = dqF · λ(1 − λ)dqH + γ(F ) · dq(λ(1 − λ)dqH)
− dqH · λ(1− λ)dqF − γ(H) · dq(λ(1 − λ)dqF )
= γ(F ) · dq(λ(1 − λ)dqH)− γ(H) · dq(λ(1 − λ)dqF )
= 0.
Since λ(1 − λ)(FdqH − HdqF ) ∈ Q[[λ]] and Q[[λ]]
dq=0 = Q, we see that λ(1 − λ)(FdqH − HdqF ) is
constant. For all g ∈ Q[[λ]], we have λg = 0, λdq(g) = 0 when λ = 0. Therefore, we have
λ(1 − λ)(FdqH −HdqF ) |λ=0 = λ(1 − λ)(Fdq(F logq λ) − FdqF logq λ) |λ=0
= λ(1 − λ)(FdqF logq λ+ Fγ(F )
1
λ − FdqF logq λ) |λ=0
= (1− λ)Fγ(F ) |λ=0
= 1.
6 q-connection and q-hypergeometric differential equation
Let R′ be one of the rings R[[λ]], R〈λ〉, and R
〈
λ, 1g(λ)
〉
(g(λ) ∈ R[λ]\(p, q−1)R[λ]). LetM ′′ be the free R′
module R′e1⊕R
′e2 of rank 2. In this section, we determine a q-connection ∇q : M
′′ →M ′′⊗R′
1
1−λqΩR′/R
(Remark 2.9) which satisfies
∇q
((
e1 e2
)(f1
f2
))
= 0⇔ dq(f2) = f1 and L[f2] = 0, (18)
which is a q-analogue of [vdP86, Proposition 7.11 (iii)] (see the claim before (2)). Here f1 and f2 are
elements of any extension C of FracR′ which is (q − 1)-torsion free and carries an extension of Γ-action
satisfying (γ − 1)C ⊂ (q − 1)C. Let P ∈ 1λ(1−λ)M2(R
′) and define a q-connection ∇q : M ′′ → M ′′ ⊗R′
1
1−λqΩR′/R by ∇q
(
e1 e2
)
=
(
e1 e2
)
P ⊗ dλ. Then,
∇q
((
e1 e2
)(f1
f2
))
= 0⇔
(
e1 e2
)
Pγ
(
f1
f2
)
+
(
e1 e2
)
dq
(
f1
f2
)
= 0
⇔ (1 + (q − 1)λP )
(
γ(f1)
γ(f2)
)
=
(
f1
f2
)
. (19)
We define P ′ ∈M2(FracR′) by 1 + (q − 1)λP = (1 + (q − 1)λP ′)−1. Then the equation (19) is equivalent
to dq
(
f1
f2
)
= P ′
(
f1
f2
)
. Hence (18) holds when
P ′ =
1
qλ(1 − qλ)
(
−1 + αλ
[
1
2
]2
q
qλ(1 − qλ) 0
)
.
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Therefore,
1 + (q − 1)λP = (1 + (q − 1)λP ′)−1
= qλ(1 − qλ)
(
qλ(1 − qλ)− (q − 1)λ(1− αλ) (q − 1)λ
[
1
2
]2
q
(q − 1)λqλ(1 − qλ) qλ(1 − qλ)
)−1
=
1
λ(1 − λ)
(
qλ(1 − qλ) −(q − 1)λ
[
1
2
]2
q
−qλ(1− qλ)(q − 1)λ qλ(1 − qλ)− (q − 1)λ(1− αλ)
)
and we obtain
P =
1
λ(1 − λ)
(
1− [2]q λ −
[
1
2
]2
q
−qλ(1− qλ)
[
1
2
]2
q
(q − 1)λ
)
.
Let e1 and e2 be the elements λ(1 − λ)ω and −λ(1 − λ)D(ω) of H1dR, respectively (see §1). Then, in
the case R′ = R
〈
λ, 1λ(1−λ)h(λ)
〉
, the comparison with the formula (1) shows that we have the following
isomorphism of B′-modules compatible with the connections
(M ′′,∇q)⊗R′ B
∼=
−→ (H1dR,∇); e1 ⊗ 1, e2 ⊗ 1 7→ e1, e2. (20)
Put e′1 =
1
λ(1−λ)e1 ∈ M
′′
[
1
λ(1−λ)
]
, and let M ′ be the free R′-submodule R′e′1 ⊕ R
′e2 of M
′′
[
1
λ(1−λ)
]
.
Then the q-connection∇q onM ′′ uniquely extends to a q-connection onM ′′
[
1
λ(1−λ)
]
, and by a straightfor-
ward computation, we see that its restriction to M ′ gives the q-connection ∇q : M ′ →M ′ ⊗R′
1
1−λqΩR′/R
on M ′ defined by
∇q(e
′
1, e2) = (e
′
1, e2)
(
0 −
[
1
2
]2
q
− 1λ(1−λ)
[
1
2
]2
q
(q − 1) 11−λ
)
⊗ dλ.
We define the filtration on M ′ by
FilrM ′ =
{
M ′ r = 0
R′e′1 ⊕ (q − 1)R
′e2 r = 1.
Then, in the case R′ = R
〈
λ, 1h(λ)
〉
, we have an isomorphism of B′-modules with connection and filtration
(M ′,∇q,Fil
•)⊗R′ B
′ ∼=−→ (HB′ ,∇,Fil
•); e′1, e2 7→ e
′
1, e2. (21)
7 q-analogue of p-adic formal congruence
In this section, we prove some formal congruence between power series in R[[λ]] and show that certain
constructions give elements of a ring smaller than R[[λ]] by constructing q-analogues of some results of
[Dw69, §1-§3]. Put
Cθ(n) =
n−1∏
ν=0
[θ + ν]q .
Let θ ∈ Zp be neither zero nor negative rational integer. We define θ′ ∈ Q ∩ Zp to be the unique number
such that pθ′ − θ is an ordinary integer in [0, p− 1]. For all x ∈ Q , we put
ρ(x) =
{
0 x ≤ 0
1 x > 0.
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Lemma 7.1. [Dw69, §1, Lemma 1 (1,1)] Let µ, s be positive integers. Let a ∈ N ∩ [0, p− 1]. Then,
Cθ(a+ µp+mp
s+1)
ϕ(Cθ′(µ+mps))
≡
Cθ(mp
s+1)
ϕ(Cθ′(mps))
Cθ(a+ µp)
ϕ(Cθ′(µ))
(
ϕ
(
1 + qθ
′+µ
[mps]q
[θ′ + µ]q
))ρ(a+θ−pθ′)
mod 1 +
[
ps+1
]
q
R.
Proof. By the definition of Cθ,
Cθ(a+ µp+mp
s+1)
Cθ(mps+1)
=
a+νp−1∏
ν=0
[
θ +mps+1 + ν
]
q
and
Cθ(a+ µp+mp
s+1)
Cθ(mps+1)Cθ(a+ µp)
=
a+νp−1∏
ν=0
[
θ +mps+1 + ν
]
q
[θ + ν]q
=
a+νp−1∏
ν=0
(
1 + qθ+ν
[
mps+1
]
q
[θ + ν]q
)
.
We have [
mps+1
]
q
=
[
ps+1
]
q
(
1 + qp
s+1
+ qp
2(s+1)
+ · · ·+ qp
(m−1)(s+1)
)
∈
[
ps+1
]
q
R,
so the proof of Lemma 7.1 is almost the same as the Dwork’s proof in [Dw69, §1 Lemma 1 p.31].
Lemma 7.2. [Dw69, §1, Lemma 1 (1,2)] Let µ, s be positive integers. Then,
Cθ(mp
s+1)
ϕ(Cθ′(mps))
≡
C1(mp
s+1)
ϕ(C1(mps))
mod 1 +
[
ps+1
]
q
R.
Proof. By putting a = 0, µ = ps, the proof of Lemma 7.2 is reduced to the case m = 1. For ν ∈
N ∩ [0, ps+1 − 1], the condition
θ + ν ≡ 0 mod p
is equivalent to the condition that there exists ν′ ∈ N ∩ [0, ps − 1] such that ν = (pθ′ − θ) + pν′. This
condition implies that θ + ν = p(θ′ + ν′). Thus, we have
Cθ(p
s+1)
ϕ(Cθ′(ps))
=
∏
p|θ+ν
[p(θ′ + ν′)]q
ϕ
(
[θ′ + ν′]q
) ∏
p∤θ+ν
[θ + ν]q = [p]
ps
q
∏
p∤θ+ν
ν∈N∩[0,ps+1−1]
[θ + ν]q .
Especially, by putting θ = θ′ = 1, we have (replacing ν with ν1)
C1(p
s+1)
ϕ(C1(ps))
= [p]p
s
q
∏
p∤1+ν1
ν1∈N∩[0,p
s+1−1]
[1 + ν1]q .
The sets
{
θ + ν | p ∤ θ + ν, ν ∈ N ∩ [0, ps+1 − 1]
}
and
{
1 + ν1 | p ∤ 1 + ν1, ν1 ∈ N ∩ [0, ps+1 − 1]
}
are both
representatives of (Z/ps+1Z)×, so they have one-to-one correspondence. Namely for all ν, there is a unique
ν1 such that
θ + ν ≡ 1 + ν1 mod p
s+1.
Since (1 + ν1, p) = 1, we have θ + ν = (1 + ν1)(1 + p
s+1aν) for some aν ∈ Zp. Thus, we have
Cθ(p
s+1)
ϕ(Cθ′(ps))
= [p]p
s
q
∏
1+ν1
[
(1 + ν1)(1 + p
s+1aν)
]
q
= [p]p
s
q
∏
1+ν1
[1 + ν1]q
(
1 + q1+ν1
[
ps+1aν(1 + ν1)
]
q
[1 + ν1]q
)
.
This is congruent to C1(p
s+1)
ϕ(C1(ps))
mod 1 +
[
ps+1
]
q
R, which follows from
[ps+1aν(1+ν1)]
q
[1+ν1]q
∈ [ps + 1]q R.
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Put Aθ(n) = Cθ(n)/C1(n) for a non-negative number n.
Corollary 7.3. [Dw69, §1, Corollary 2] Assume that θ = 12 . (Then we have θ
′ = 12 by the definition.)
(i) Assume a > p−12 . Then
A 1
2
(a+ µp)
ϕ(A 1
2
(µ))
≡ 0 mod
[
p1+vp(µ+
1
2 )
]
q
R.
(ii) We have
A 1
2
(n+mps+1)
ϕ
(
A 1
2
([
n
p
]
+mps
)) ≡ A 12 (n)
ϕ
(
A 1
2
([
n
p
])) mod [ps+1]
q
R.
Proof. (i) Put
r(N,m) = |{ 12 + i | i ∈ N ∩ [0, N − 1], vp(
1
2 + i) ≥ m}| − |{i | i ∈ N ∩ [0, N − 1], vp(i) ≥ m}|.
If we write N = b+ pmc (b, c ∈ N, b ∈ [0, pm − 1]), we can rewrite r(N,m) by
r(N,m) =
{
1 b ≥ 12 (p
m + 1)
0 b < 12 (p
m + 1).
Put
Φpm(q) =
qp
m
− 1
qpm−1 − 1
.
Then modulo units, we have A 1
2
(a+ µp) =
(∏∞
m=1Φpm(q)
r(a+µp,m)
)
, and
ϕ
(
A 1
2
(µ)
)
= ϕ
(
∞∏
m=1
Φpm(q)
r(µ,m)
)
=
∞∏
m=1
Φpm+1(q)
r(µ,m) =
∞∏
m=2
Φpm(q)
r(µ,m−1).
Therefore, (by setting r(N, 0) = 0 for N ∈ N) we obtain
A 1
2
(a+ µp)
ϕ
(
A 1
2
(µ)
) = ( ∞∏
m=1
Φpm(q)
r(a+µp,m)−r(µ,m−1)
)
.
So we have to determine r(a+ µp,m)− r (µ,m− 1) for each m.
Put µ = ν +µ′pm−1 (µ′, ν ∈ N, ν ∈ [0, pm−1− 1]). Then r(a+µp,m) = 0 means a+ νp ≤ 12 (p
m− 1).
Thus,
ν =
[
a+ νp
p
]
≤
[
pm − 1
2p
]
≤
1
2
(pm−1 − 1).
So r (µ,m− 1) = 0 and this implies r(a+µp,m)−r (µ,m− 1) ≥ 0 for allm. Assumem−1 ≤ vp(µ+
1
2 ),
then we obtain
vp
(
ν +
1
2
)
≥ m− 1, (22)
because ν = µ−µ′pm−1. The condition ν ∈ [0, pm−1− 1] and (22) imply ν = 12 (p
m−1− 1). Thus, we
obtain
a+ νp ≥
p+ 1
2
+
p
2
(pm−1 − 1) =
1
2
(pm + 1) (23)
ν ≤
1
2
(pm−1 − 1). (24)
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The inequality (23) means r(a + µp,m) = 1 and (24) means r (µ,m− 1) = 0, so we obtain r(a +
µp,m)− r (µ,m− 1) = 1 under the condition m ≤ 1 + vp(µ+
1
2 ). Therefore,
A 1
2
(n)
ϕ
(
A 1
2
([
n
p
])) ∈ 1+vp(µ+ 12 )∏
m=1
Φpm(q) =
[
p1+vp(µ+
1
2 )
]
q
.
(ii) Put n = a+ µp (a, µ ∈ N, a ∈ [0, p− 1]). Then,
A 1
2
(n+mps+1)
ϕ
(
A 1
2
([
n
p
]
+mps
)) = ϕ (C1(µ+mps))
C1(a+ µp+mps+1)
C 1
2
(a+ µp+mps+1)
ϕ
(
C 1
2
(µ+mps)
)
≡
ϕ (C1(µ+mp
s))
C1(a+ µp+mps+1)
C 1
2
(mps+1)
ϕ(C 1
2
(mps))
C 1
2
(a+ µp)
ϕ(C 1
2
(µ))
×
(
ϕ
(
1 + q
1
2+µ
[mps]q[
1
2 + µ
]
q
))ρ(a− p−12 )
mod
[
ps+1
]
q
R (by Lemma 7.1)
≡
ϕ (C1(µ+mp
s))
C1(a+ µp+mps+1)
C1(mp
s+1)
ϕ(C1(mps))
C 1
2
(a+ µp)
ϕ(C 1
2
(µ))
×
(
ϕ
(
1 + q
1
2+µ
[mps]q[
1
2 + µ
]
q
))ρ(a− p−12 )
mod
[
ps+1
]
q
R (by Lemma 7.2)
≡
A 1
2
(a+ µp)
ϕ(A 1
2
(µ))
(
ϕ
(
1 + q
1
2+µ
[mps]q[
1
2 + µ
]
q
))ρ(a− p−12 )
mod
[
ps+1
]
q
R
by Lemma 7.1 again. (Use for θ = θ′ = 1.) Thus, if a− p−12 ≤ 0, (ii) is clear. Assume a−
p−1
2 > 0,
then
A 1
2
(a+ µp)
ϕ(A 1
2
(µ))
ϕ
(
1 + q
1
2+µ
[mps]q[
1
2 + µ
]
q
)
−
A 1
2
(a+ µp)
ϕ(A 1
2
(µ))
=
A 1
2
(a+ µp)
ϕ(A 1
2
(µ))
ϕ
(
q
1
2+µ
[mps]q[
1
2 + µ
]
q
)
.
This is congruent to 0 modulo
[
ps+1
]
q
R, which follows from
A 1
2
(a+ µp)
ϕ(A 1
2
(µ))
∈
[
p1+vp(µ+
1
2 )
]
q
R by (i)
and [
p1+vp(µ+
1
2 )
]
q
ϕ
 [ps]q[
pvp(µ+
1
2 )
]
q
 = [p]q ϕ([ps]q) = [ps+1]q .
Theorem 7.4. [Dw69, §2, Theorem 2] Let A = B(−1), B = B(0), B(1), B(2), . . ., be a sequence of functions
on N with values in Q := Frac(R). Put
F (λ) =
∞∑
n=0
A(n)λn, G(λ) =
∞∑
n=0
B(n)λn.
Assume for all n,m, s ∈ N, i ≥ −1,
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(a) B
(i)(n+mps+1)
ϕ(B(i+1)([np ]+mps))
≡ B
(i)(n)
ϕ(B(i+1)([np ]))
mod
[
ps+1
]
q
R.
(b) B
(i)(n)
ϕ(B(i+1)([np ]))
∈ R.
(c) B(i)(n) ∈ R.
(d) B(i)(0) ∈ R×.
Then,
F (λ)ϕ
(m+1)ps−1∑
j=mps
B(j)λj
 ≡ ϕ(G(λ)) (m+1)ps+1−1∑
j=mps+1
A(j)λj mod
[
ps+1
]
q
ϕs+1(B(s)(m))R[[λ]].
Proof. Let n = a+ pN (a ∈ N ∩ [0, p− 1]). So the coefficient of λn on the left side of (7.4) is
(m+1)ps−1∑
j=mps
A(n− pj)ϕ(B(j)),
and the coefficient of λn on the right side of (7.4) is
(m+1)ps−1∑
j=mps
ϕ(B(N − j))A(a + pj).
Let
Ua(j,N) = A(a+ p(N − j))ϕ(B(j)) − ϕ(B(N − j))A(a+ pj),
Ha(m, s,N) =
(m+1)ps−1∑
j=mps
Ua(j,N).
Then what we have to show is
Ha(m, s,N) ≡ 0 mod
[
ps+1
]
q
ϕs+1(B(s)(m))R. (25)
Since a ∈ [0, p− 1], we have Ua(j,N) = 0 for j > N . So
Ha(m, s,N) = 0 for N < mp
s. (26)
In preparation for the proof of this theorem, we note some facts. The proof of these facts is almost the
same as [Dw69].
T∑
m=0
Ha(m, s,N) = 0 for (T + 1)p
s > N. (27)
Ha(m, s,N) =
p−1∑
µ=0
Ha(µ+mp, s− 1, N) for s ≥ 1. (28)
B(t)(i +mps) ≡ 0 mod ϕs(B(s+t)(m))R for i ∈ N ∩ [0, ps − 1], s ≥ 0, t ≥ −1. (29)
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We prove (25) using induction on s. Put the induction hypothesis
(α)s : Ha(m,u,N) ≡ 0 mod
[
pu+1
]
q
ϕu+1(B(u)(m))R for 0 ≤ u < s,
and the supplementary hypothesis
(β)t,s : Ha(m, s,N +mp
s) ≡
ps−t−1∑
j=0
ϕt+1(B(t)(j +mps−t))Ha(j, t, N)
ϕt+1(B(t)(j))
mod
[
ps+1
]
q
ϕs+1(B(s)(m))R for t ∈ N ∩ [0, s].
Then (α)s for all s ≥ 1 is reduced to the following four claims:
(i) (α)1; (ii) (β)0,s; (iii) (β)t,s and (α)s imply (β)t+1,s; (iv) (β)s,s implies (α)s+1.
(i) By (26), we may assume N ≥ m. By hypothesis (a),
A(a+ p(N −m))
ϕ(B(N −m))
≡
A(a)
ϕ(B(0))
mod [p]q R.
Especially if N = 2m, A(a+pm)ϕ(B(m)) ≡
A(a)
ϕ(B(0)) mod [p]q R. Thus,
Ua(m,N)
ϕ(B(m))ϕ(B(N −m))
=
A(a+ p(N −m))
ϕ(B(N −m))
−
A(a+ pm)
ϕ(B(m))
≡ 0 mod [p]q R.
Then by (c), Ua(m,N) ≡ 0 mod [p]q ϕ(B(m))R.
(ii) We have Ha(m, s,N +mp
s) =
∑ps−1
j=0 Ua(j +mp
s, N +mps) and by definition of Ua,
Ua(j +mp
s, N +mps) = A(a+ p(N − j))ϕ(B(j +mps))− ϕ(B(N − j))A(a+ pj +mps+1). (30)
By hypothesis (a),
A(a+ pj +mps+1) =
A(a+ pj)ϕ(B(j +mps))
ϕ(B(j))
+Xjϕ(B(j +mp
s))
for some Xj ∈
[
ps+1
]
q
R. Then the right-hand side of (30) is
A(a+ p(N − j))ϕ(B(j +mps))− ϕ(B(N − j))
(
A(a+ pj)ϕ(B(j +mps))
ϕ(B(j))
−Xjϕ(B(j +mp
s))
)
= ϕ(B(j +mps))
(
Ua(j,N)
ϕ(B(j))
−Xjϕ(B(N − j))
)
= ϕ(B(j +mps))
(
Ha(j, 0, N)
ϕ(B(j))
−Xjϕ(B(N − j))
)
=
ϕ(B(j +mps))Ha(j, 0, N)
ϕ(B(j))
−Xjϕ(B(j +mp
s))ϕ(B(N − j)).
We have ϕ(B(j +mps)) ≡ 0 mod ϕs+1(B(s)(m))R by (29). So, by combining Xj ∈
[
ps+1
]
q
R, we
obtain Xjϕ(B(j +mp
s)) ≡ 0 mod
[
ps+1
]
q
ϕs+1(B(s)(m))R, namely
Ua(j +mp
s, N +mps) ≡
ϕ(B(j +mps))Ha(j, 0, N)
ϕ(B(j))
mod
[
ps+1
]
q
ϕs+1(B(s)(m))R.
20
Therefore, we obtain
Ha(m, s,N +mp
s) ≡
ps−1∑
j=0
ϕ(B(j +mps))Ha(j, 0, N)
ϕ(B(j))
mod
[
ps+1
]
q
ϕs+1(B(s)(m))R,
which is (β)0,s.
(iii) Put j = µ+ pi, then the right-hand side of (β)t,s is
p−1∑
µ=0
ps−t−1−1∑
i=0
ϕt+1(B(t)(µ+ pi+mps−t))Ha(µ+ pi, t, N)
ϕt+1(B(t)(µ+ pi))
. (31)
By hypothesis (a),
B(t)(µ+ pi+mps−t) =
B(t)(µ+ pi)ϕ(B(t+1)(i+mps−t−1))
ϕ(B(t+1)(i))
+Xi,µϕ(B
(t+1)(i+mps−t−1))
for some Xi,µ ∈ [ps−t]q R. Thus, the general term in the double sum of (31) is
ϕt+2(B(t+1)(i+mps−t−1))Ha(µ+ pi, t, N)
ϕt+2(B(t+1)(i))
+ Yi,µ,
where
Yi,µ = ϕ (Xi,µ)
ϕt+2(B(t+1)(i+mps−t−1))Ha(µ+ pi, t, N)
ϕt+2(B(t+1)(µ+ pi))
.
By (α)s, Ha(µ + pi, t, N) ≡ 0 mod
[
pt+1
]
q
ϕt+1(B(t)(µ + pi))R, so combining Xi,µ ∈ [ps−t]q R, we
obtain
Yi,µ ≡ 0 mod
[
ps+1
]
q
ϕt+2(B(t+1)(i +mps−t−1))R
≡ 0 mod
[
ps+1
]
q
ϕs+1(B(s)(m))R by (29).
Therefore, the right-hand side of (β)t,s mod
[
ps+1
]
q
ϕs+1(B(s)(m))R is
p−1∑
µ=0
ps−t−1−1∑
i=0
ϕt+2(B(t+1)(i+mps−t−1))Ha(µ+ pi, t, N)
ϕt+2(B(t+1)(i))
=
ps−t−1−1∑
i=0
ϕt+2(B(t+1)(i+mps−t−1))Ha(i, t+ 1, N)
ϕt+2(B(t+1)(i))
by (28),
which is (β)t+1,s.
(iv) Let us think about the hypothesis
(γ)N : Ha(0, s,N) ≡ 0 mod
[
ps+1
]
q
R
for n ∈ Z. We know (γ)N is true for N ≤ 0. Suppose that {N ∈ N | (γ)N fails } 6= ∅ and put
N ′ = min{N ∈ N | (γ)N fails }. Then by (β)s,s and hypothesis (d), we have
ϕs+1(B(s)(0))Ha(m, s,N
′) ≡ ϕs+1(B(s)(m))Ha(0, s,N
′ −mps) mod
[
ps+1
]
q
ϕs+1(B(s)(m))R
21
for m ≥ 1. Since Ha(0, s,N ′ −mps) ≡ 0 mod
[
ps+1
]
q
R, we have Ha(m, s,N
′) ≡ 0 mod
[
ps+1
]
q
R
for m ≥ 1. By (27), Ha(0, s,N ′) ≡ 0 mod
[
ps+1
]
q
R, which contradicts the definition of N ′.
Therefore, (γ)N is true for all N ∈ N, and by (β)s,s we obtain
Ha(m, s,N +mp
s) ≡ 0 mod
[
ps+1
]
q
ϕs+1(B(s)(m))R
for all N ∈ Z, which implies (α)s+1.
Theorem 7.5. [Dw69, §3, Theorem 3] Let B : N → R be a map satisfying conditions (a), (b), (c) of
Theorem 7.4 and a condition
(d′) B(0) = 1.
(We set B(i) = B for all i ≥ −1.) Put
F (λ) =
∞∑
j=0
B(j)λj , Fs(λ) =
ps−1∑
j=0
B(j)λj .
Let T = R
〈
λ, 1F1(λ)
〉
. Then,
Fs+1(λ)
ϕ(Fs(λ))
converges to an element of T×.
Proof. By Theorem 7.4, for i ≥ 0, s ≥ 0, F (λ)ϕ(Fs(λ)) ≡ ϕ(F (λ))Fs+1(λ) mod
[
ps+1
]
q
R[[λ]]. Since
F, Fs ∈ R[[λ]]× by (d′),
Fs+1(λ)
ϕ(Fs(λ))
≡
F (λ)
ϕ(F (λ))
mod
[
ps+1
]
q
R[[λ]]. (32)
Especially for s = 0, F1(λ) ≡
F (λ)
ϕ(F (λ)) mod [p]q R[[λ]]. Hence,
Fs+1(λ)
ϕ(Fs(λ))
≡ F1(λ) mod [p]q R[[λ]].
Therefore, we have
Fs+1(λ) ≡ ϕ(Fs(λ))F1(λ) mod [p]q R[λ], (33)
since the congruence holds mod [p]q R[[λ]] and both sides are polynomials. Clearly we have F1 ∈ T
×.
Since [p]q ∈ (p, q − 1)T (Proposition 2.10), we obtain Fs ∈ T
× (s ∈ N) from (33) by induction on s. For
s ∈ N, we put
fs(λ) =
Fs+1(λ)
ϕ(Fs(λ))
.
Then fs ∈ T×. By (32), we have
fs+1 ≡ fs mod (p, q − 1)
s+1R[[λ]]. (34)
Let Rs+1 = R/(p, q − 1)s+1. Since F1(λ) ∈ Rs+1[[λ]]
×, the natural homomorphism Rs+1[λ]F1(λ) →
Rs+1[[λ]] is injective. Then by Rs+1[λ]F1(λ) = Rs+1
[
λ, 1F1(λ)
]
= T/(p, q − 1)s+1T, the natural homomor-
phism
T/(p, q − 1)s+1T → Rs+1[[λ]] = R[[λ]]/(p, q − 1)
s+1R[[λ]]
is injective. Therefore by (34), we have fs+1 ≡ fs mod (p, q − 1)s+1T. So by the completeness of T ,
{fs}s∈N converges to a unit of T .
22
Corollary 7.6. Let F, F1 be same as Theorem 7.5. Then,
dqF
F and
dqF
γ(F ) are elements of T = R
〈
λ, 1F1(λ)
〉
.
Proof. Put f = Fϕ(F ) . By Theorem 7.5, f, f
−1 ∈ T . So we have
dqF
F
=
1
F
dq(fϕ(F ))
=
1
F
(dq(f)ϕ(F ) + γ(f)dq(ϕ(F )))
=
1
F
(
dq(f)ϕ(F ) + [p]q λ
p−1γ(f)ϕ(dq(F ))
)
(by Proposition 2.10)
=
dqf
f
+ [p]q λ
p−1 γ(f)
f
ϕ
(
dqF
F
)
.
By repeating this computation,
dqF
F
=
s−1∑
j=0
[
pj
]
q
λp
j−1
(
j−1∏
i=0
ϕi
(
γ(f)
f
))
ϕj
(
dqf
f
)
+ [ps]q λ
ps−1
s−1∏
j=0
ϕj
(
γ(f)
f
)ϕs (dqF
F
)
.
The last term of the right side converges to 0 in R[[λ]] (s→∞). Put
ηs =
s−1∑
j=0
[
pj
]
q
λp
j−1
(
j−1∏
i=0
ϕi
(
γ(f)
f
))
ϕj
(
dqf
f
)
.
Then by the completeness of T , we obtain
dqF
F = lims→∞
ηs ∈ T .
To prove the latter, put g = f−1 = ϕ(F )F . We have
dqF
γ(F ) = −Fdq
(
1
F
)
, and Fdq
(
1
F
)
= Fdq
(
g 1ϕ(F )
)
=
dqg
g + [p]q λ
p−1 γ(g)
g ϕ
(
Fdq
1
F
)
. So discussing similarly, we obtain
dqF
γ(F ) ∈ T .
8 Proof of the main theorems I
In this section, we prove Theorem 4.1 and construct ϕM ′ of M
′ satisfying the conditions (i) and (ii) in
Theorem 4.2.
Let B(n) = an =
∏n−1
i=0
(
[i+ 12 ]q
[i+1]q
)2
∈ R. Then by Corollary 7.3, {B(n)}n∈N satisfies the conditions (a),
(b), (c) of Theorem 7.4 and the condition (d′) of Theorem 7.5. Therefore, we can apply Theorem 7.4,
Theorem 7.5, and Corollary 7.6 to {B(n)}n∈N.
Put F (λ) =
∑∞
n=0 anλ
n ∈ R[[λ]] and F1(λ) =
∑p−1
n=0 anλ
n ∈ R[λ]. Then, by Theorem 5.1, F (λ) is
a solution of the q-hypergeometric differential equation (12). Put S′ = R
〈
λ, 1h(λ)
〉
as in §1. Then by
Lemma 2.2, we have S′ = R
〈
λ, 1F1(λ)
〉
= T .
Proof of Theorem 4.1. Put η =
dqF
F ∈ S
′ (Corollary 7.6), e′2 = ηe1 + e2 ∈M
′, and U ′ = S′e′2 ⊂M
′. Then
by (18), ∇q(Fe′2) = ∇q(dqFe1 + Fe2) = 0. Put
∇q(e
′
2) = −η
′e′2 ⊗ dλ
(
η′ ∈ 1λ(1−λ)S
′
)
. (35)
Then ∇q(Fe′2) = dqFe
′
2 ⊗ dλ − γ(F )η
′e′2 ⊗ dλ = 0, which implies η
′ =
dqF
γ(F ) = η
F
γ(F ) . (We can determine
η′ directly by the matrix P of §6.) Corollary 7.6 implies η′ ∈ S′. By Theorem 7.5 we have Fϕ(F ) ∈ S
′×.
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Define ϕU ′ by ϕU ′ (e
′
2) = ε
F
ϕ(F )e
′
2, where ε = (−1)
p−1
2 comes from the classical Frobenius structure (3) of
UB′ . Then the pair (U
′, ϕU ′) satisfies the four conditions in Theorem 4.1.
Proof of Theorems 4.2 (i), (ii). Put e′2 = ηe1 + e2 ∈ M
′ and U ′ = R[[λ]]e′2 ⊂ M
′ as in the proof of
Theorem 4.1. Let us consider the natural projection M ′ →M ′/U ′. Let e′1 ∈M
′/U ′ be the image of e′1 by
this projection. Then,
∇q(e
′
1) = −
1
λ(1− λ)
e2 ⊗ dλ =
(
−
1
λ(1− λ)
e′2 + ηe
′
1
)
⊗ dλ. (36)
Therefore, ∇q
(
e′1
)
= ηe′1 ⊗ dλ and
∇q
(
1
F
e′1
)
= dq
(
1
F
)
e′1 ⊗ dλ+ γ
(
1
F
)
∇q
(
e′1
)
= −
dq(F )
Fγ(F )
e′1 ⊗ dλ+
1
γ(F )
ηe′1 ⊗ dλ = 0.
Thus, we define a ϕ-semilinear endomorphism ϕM ′/U ′ of M
′/U ′ by ϕM ′/U ′
(
e′1
)
= ε [p]q
ϕ(F )
F e
′
1 so that
ϕM ′/U ′
(
1
F e
′
1
)
is a solution of ∇q = 0 and that the reduction modulo q − 1 of ϕM ′/U ′ coincides with ϕ
of (HB′′/(UB′ ⊗B′ B′′)) ⊗B′′ Zp[[λ]] via (11) (see (4)). Then its lifting ϕM ′ (e′1) should be of the form
ε
(
[p]q
ϕ(F )
F e
′
1 + [p]q ae
′
2
)
for some a ∈ R[[λ]] by the condition (i) in Theorem 4.2.
Let H be the solution of L = 0 given in Theorem 5.1. We have ∇q(dqHe1 +He2) = 0 by (18) and
dqHe1 +He2 = λ(1 − λ)dqHe
′
1 +H(e
′
2 − λ(1 − λ)ηe
′
1)
= λ(1 − λ)
FdqH −HdqF
F
e′1 +He
′
2
=
1
F
e′1 +He
′
2.
Here the last equality follows from Lemma 5.5. Then,
ϕM ′
((
e′1 e
′
2
)(0 1F
F H
))
=
(
e′1 e
′
2
)
ε
(
[p]q
ϕ(F )
F 0
[p]q a
F
ϕ(F )
)(
0 1ϕ(F )
ϕ(F ) ϕ(H)
)
=
(
e′1 e
′
2
)
ε
(
0
[p]q
F
F
[p]qa
ϕ(F ) +
Fϕ(H)
ϕ(F )
)
.
Since ϕM ′
(
1
F e
′
1 +He
′
2
)
has to be in the kernel of ∇q by the condition (ii) of Theorem 4.2, we try to find
a ∈ R[[λ]] such that ϕM ′
(
1
F e
′
1 +He
′
2
)
is an R-linear combination of Fe′2 and
1
F e
′
1 +He
′
2. Suppose that
there exists c ∈ R satisfying
(
e′1 e
′
2
)( [p]q
F
[p]qa
ϕ(F ) +
Fϕ(H)
ϕ(F )
)
=
(
e′1 e
′
2
)(
[p]q
(
1
F
H
)
+ [p]q c
(
0
F
))
,
which is equivalent to
a = ϕ(F )H −
1
[p]q
Fϕ(H) + cFϕ(F ). (37)
We prove
ϕ(F )H −
1
[p]q
Fϕ(H) ∈ R[[λ]]. (38)
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Put
G1 =
∞∑
n=1
anλ
n
n∑
i=1
2
[i]q
G2 =
∞∑
n=1
anλ
n
n∑
i=1
(q − 1) ,
then H = F logq λ− F logq(1− λ)−G1 −G2. We prove (38) by dividing H into these four terms.
(i) ϕ(F )F logq λ−
1
[p]q
Fϕ(F logq λ) = ϕ(F )F logq λ−
1
[p]q
Fϕ(F )ϕ(logq λ) = 0.
(ii)
−ϕ(F )F logq(1 − λ) +
1
[p]q
Fϕ(F logq(1− λ)) = Fϕ(F )
(
∞∑
n=1
λn
[n]q
−
1
[p]q
∞∑
n=1
λpn
ϕ([n]q)
)
= Fϕ(F )
∑
(n,p)=1
λn
[n]q
.
This is an element of R[[λ]].
(iii)
− ϕ(F )G1 +
1
[p]q
Fϕ(G1)
= −ϕ(F )
∞∑
n=1
anλ
n
n∑
i′=1
2
[i′]q
+
1
[p]q
Fϕ
(
∞∑
n=1
anλ
n
n∑
i′=1
2
[i′]q
)
= −2ϕ(F )
∞∑
i=1
1
[i]q
∞∑
n=i
anλ
n + 2
1
[p]q
Fϕ
(
∞∑
i′=1
1
[i′]q
(
∞∑
n=i′
anλ
n
))
= −2ϕ(F )
∑
(i,p)=1
1
[i]q
∞∑
n=i
anλ
n − 2ϕ(F )
∑
p|i
1
[i]q
∞∑
n=i
anλ
n + 2F
∞∑
i′=1
1
[pi′]q
ϕ
(
∞∑
n=i′
anλ
n
)
.
The first term is an element of R[[λ]], and the remaining two terms are equal to
2
∞∑
i′=1
1
[pi′]q
−ϕ(F ) ∞∑
n=pi′
anλ
n + Fϕ
(
∞∑
n=i′
anλ
n
) .
By Theorem 7.4,
−ϕ(F )
pi′−1∑
n=0
anλ
n + Fϕ
i′−1∑
n=0
anλ
n
 ∈ [pvp(i′)+1]
q
R[[λ]] = [pi′]q R[[λ]],
which implies −ϕ(F )
∑∞
n=pi′ anλ
n+Fϕ (
∑∞
n=i′ anλ
n) ∈ [pi′]q R[[λ]]. Therefore, we have −ϕ(F )G1+
1
[p]q
Fϕ(G1) ∈ R[[λ]].
(iv) −ϕ(F )G2 +
1
[p]q
Fϕ(G2) = −(q − 1)ϕ(F )
∑∞
n=1 nanλ
n + (q − 1)Fϕ (
∑∞
n=1 nanλ
n) ∈ R[[λ]].
By adding all of them, we obtain −ϕ(F )H + 1[p]q
Fϕ(H) ∈ R[[λ]].
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We define ϕM ′ by choosing c ∈ R and using a ∈ R[[λ]] defined by (37); we set ϕM ′(e′2) = ε
F
ϕ(F )e
′
2 as in
the proof of Theorem 4.1. Then, ϕM ′ satisfies the condition (i) of Theorem 4.2. We show the condition (ii)
of Theorem 4.2. We have
γM ′(e
′
1) =
γ(F )
F
e′1 − (q − 1)
1
1− λ
e′2 by (36)
γM ′(e
′
2) =
F
γ(F )
e′2 by (35)
ϕM ′ (e
′
1) = ε [p]q
ϕ(F )
F
e′1 + ε [p]q ae
′
2
ϕM ′ (e
′
2) = ε
F
ϕ(F )
e′2.
(39)
The equation ϕM ′ (γM ′(e
′
2)) = γM ′(ϕM ′(e
′
2)) follows from ϕ ◦ γ = γ ◦ ϕ on Q((λ)). By calculating
ϕM ′(γM ′ (e
′
1)) and γM ′(ϕM ′ (e
′
1)), the equality ϕM ′ ◦ γM ′(e
′
1) = γM ′ ◦ ϕM ′(e
′
1) holds if and only if
[p]q a
ϕ(γ(F ))
ϕ(F )
− (q − 1) [p]q
1
ϕ(1− λ)
F
ϕ(F )
= −(q − 1) [p]q
1
1− λ
γ(ϕ(F ))
γ(F )
+ [p]q γ(a)
F
γ(F )
⇔λdq
(
a
Fϕ(F )
)
=
1
1− λ
1
Fγ(F )
− ϕ
(
1
1− λ
1
Fγ(F )
)
.
On the other hand, by (37), we have aFϕ(F ) =
H
F −
1
[p]q
ϕ
(
H
F
)
+ c. We calculate dq
(
H
F
)
and dq
(
1
[p]q
ϕ
(
H
F
))
.
Note that dqc = 0 by c ∈ R. We have
dq
(
H
F
)
= dqH
1
γ(F )
+Hdq
(
1
F
)
=
FdqH −HdqF
Fγ(F )
=
1
λ(1 − λ)Fγ(F )
(by Lemma 5.5),
dq
(
1
[p]q
ϕ
(
H
F
))
=
1
[p]q
dq
(
ϕ
(
H
F
))
=
1
[p]q
[p]q λ
p−1ϕ
(
dq
(
H
F
))
= λp−1ϕ
(
1
λ(1 − λ)Fγ(F )
)
.
Thus, we obtain
λdq
(
a
Fϕ(F )
)
= λdq
(
H
F
−
1
[p]q
ϕ
(
H
F
)
+ c
)
=
1
(1− λ)Fγ(F )
− ϕ
(
1
(1− λ)Fγ(F )
)
Therefore, we have ϕM ′ ◦ γM ′(e′1) = γM ′ ◦ ϕM ′(e
′
1).
In conclusion, if we choose c ∈ R and define a by (37). Then ϕM ′ defined by (39) satisfies the conditions
(i) and (ii) of Theorem 4.2.
9 Proof of the main theorems II
Assume that R′ = R[[λ]]. In this section, we prove the condition (iii) in Theorem 4.2 holds for ϕM ′
constructed in §8 for a suitable c ∈ R. First, by taking the image of (H0,∇, ϕH0 ,Fil
•H0) under the
functor (7) with a = 1, we obtain an R/(q − 1)2[[λ]]-module H0 ⊗ R/(q − 1)2[[λ]] with a filtration,
a Frobenius endomorphism and a Γ-action. Second, by taking the image of (M ′,Fil•M ′, ϕM ′ , ρM ′) in
MF
[p]q,q−1
[0,a] (R
′/(q−1)2, ϕ,Γ) under the equivalence of categories (9) with a = 1, we obtain an R/(q−1)2[[λ]]-
module M ′/(q − 1)2M ′ with a filtration, a Frobenius endomorphism, and a Γ-action.
By the construction of the canonical q-deformation of (H0,∇, ϕH0 ,Fil
•H0), it suffices to show that
there exists an isomorphism g : M ′/(q−1)2M ′ → H0⊗R/(q−1)
2[[λ]] in MF
[p]q,q−1
[0,1] (R
′/(q−1)2, ϕ,Γ) for a
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suitable choice of c ∈ R such that g mod q− 1 coincides with the isomorphism (11). Let B1 ∈M2(Zp[[λ]]),
and define an R/(q − 1)2[[λ]]-linear lifting g of (11) by
g
(
e′1 e
′
2
)
=
(
e′1 ⊗ 1 e
′
2 ⊗ 1
)
(1 + (q − 1)B1).
It is clear that g is a filtered isomorphism. Since γM ′ = 1 + (q − 1)Dlogq , the compatibility of g with the
Γ-actions is equivalent to that of the compatibility with the connections mod q − 1. The latter is clear
by (11).
Set ϕM ′/(q−1)2M ′
(
e′1 e
′
2
)
=
(
e′1 e
′
2
)
(A0 + (q − 1)A1) for A0, A1 ∈ M2(Zp[[λ]]). We choose c ∈ R
such that a defined by (37) is the lift of b in (4); we can show that such a c exists by taking the reduction
modulo q − 1 of the proof of Theorem 4.2 (i), (ii) in §8. Then we have
ϕH0⊗ϕ
(
e′1 ⊗ 1 e
′
2 ⊗ 1
)
=
(
e′1 ⊗ 1 e
′
2 ⊗ 1
)
A0.
We determine B1 ∈M2(Zp[[λ]]) satisfying ϕH0 ◦ g = g ◦ ϕM ′/(q−1)2M ′ . We have
(ϕH0 ⊗ ϕ) ◦ g
(
e′1 e
′
2
)
=
(
e′1 ⊗ 1 e
′
2 ⊗ 1
)
A0ϕ(1 + (q − 1)B1),
g ◦ ϕM ′/(q−1)2M ′
(
e′1 e
′
2
)
=
(
e′1 ⊗ 1 e
′
2 ⊗ 1
)
(1 + (q − 1)B1)(A0 + (q − 1)A1).
Therefore the compatibility of g with Frobenius is equivalent to
A0ϕ(1 + (q − 1)B1) = (1 + (q − 1)B1)(A0 + (q − 1)A1)
⇔A0 + (q
p − 1)A0ϕ(B1) = A0 + (q − 1)(A1 +B1A0) by (q − 1)
2 ≡ 0
⇔ [p]q A0ϕ(B1) = A1 +B1A0 in M2(R/(q − 1)R[[λ]])
⇔B1 − pA0ϕ(B1)A
−1
0 = −A1A
−1
0 in M2(Zp[[λ]]).
Let us consider the ϕ-semilinear map F : M2(Zp[[λ]]) → M2(Zp[[λ]]) defined by F(X) = pA0ϕ(X)A
−1
0 .
(Since detA0 = p
−1, pA0ϕ(X)A
−1
0 is an element of M2(Zp[[λ]]).)
Then what we want to show is that we can choose c ∈ R so that (a mod q − 1) = b and
there exists B1 ∈M2(Zp[[λ]]) satisfying (1 −F)(B1) = −A1A
−1
0 . (40)
Note that A1A
−1
0 ∈ M2(Zp[[λ]]) because (A0 + (q − 1)A1)A0
−1 = 1 + (q − 1)A1A
−1
0 and, by letting
f = F |q=1, we have
(A0 + (q − 1)A1)A0
−1 ≡
(
[p]q
ϕ(F )
F 0
[p]q a
F
ϕ(F )
)(
f
pϕ(f) 0
−b ϕ(f)f
)
mod (q − 1)2M2(R[[λ]])
≡
 [p]qϕ(F )fpFϕ(f) 0
a
[p]qf
pϕ(f) − b
F
ϕ(F )
Fϕ(f)
ϕ(F )f
 mod (q − 1)2M2(R[[λ]]),
which is an element of M2(R/(q − 1)2[[λ]]) by [p]q = p · unit in R/(q − 1)
2.
We first prove the claim modulo λ. Let A1(0), A2(1) ∈ R be the values of A1 and A2 at λ = 0.
Lemma 9.1. We can choose c ∈ R so that (a mod q − 1) = b and there exists C ∈ M2(Zp) satisfying
C − pA0(0)CA0(0)
−1 = −A1(0)A0(0)
−1.
Proof. Choose c ∈ R such that (a mod q − 1) = b. By §8, we have
A0 + (q − 1)A1 ≡
(
[p]q
ϕ(F )
F 0
[p]q a
F
ϕ(F )
)
mod (q − 1)2R.
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Let b0, b1 ∈ Zp satisfy a |λ=0= b0 + (q − 1)b1 mod (q − 1)2R. (We have b |λ=0= b0.) Then, we have
A0(0) =
(
p 0
pb0 1
)
A1(0) =
(
p(p−1)
2 0
pb1 0
)
because F (0) = 1 and [p]q = p+ (q − 1)
(
p
2
)
+ (q − 1)2
(
p
3
)
+ · · · . Put C =
(
x y
z w
)
. Then,
C − pA0(0)CA0(0)
−1 =
(
(1− p)x+ p2b0y (1− p2)y
−pb0x+ p2b0
2y + pb0w −p2b0y + (1 − p)w
)
,
−A1(0)A0(0)
−1 = −
(
1
2p(p− 1) 0
pb1 0
)( 1
p 0
−b0 1
)
= −
(
1
2 (p− 1) 0
b1 0
)
.
Hence the equality in the lemma holds if and only if
(1 − p)x+ p2b0y = −
1
2
(p− 1) (41)
(1− p2)y = 0 (42)
−pb0x+ p
2b0
2y + pb0w = −b1 (43)
−p2b0y + (1− p)w = 0. (44)
The equations (41), (42), and (44) are equivalent to x = 12 , y = w = 0. This solution satisfies the
equation (43) if and only if b1 =
1
2pb0. Since Fϕ(F ) ∈ 1 + (q − 1)R[[λ]], one can replace c by c+ (q − 1)c
′
for some c′ ∈ R[[λ]] so that this equality holds.
Choose c ∈ R satisfying the condition in Lemma 9.1. We show that (40) holds for ϕM ′ defined by c. We
have Fn(λM2(Zp[[λ]])) ⊂ λp
n
M2(Zp[[λ]]) for all n ∈ N. Thus,
∑∞
n=0 F
n converges to an endomorphism of
λM2(Zp[[λ]]). Therefore, 1−F is bijective on λM2(Zp[[λ]]), because
∑∞
n=0 F
n is the inverse of 1−F .
We have the following commutative diagram whose two horizontal lines are exact.
0 // λM2(Zp[[λ]])
1−F∼=

i1
//M2(Zp[[λ]])
1−F

π1
// M2(Zp)
1−F(0)

// 0
0 // λM2(Zp[[λ]])
i2
//M2(Zp[[λ]])
π2
// M2(Zp) // 0
By the choice of c, there exists C ∈ M2(Zp) satisfying (1 − F(0))(C) = −A1(0)A0(0)−1. Then by the
surjectivity of π1, there exists C˜ ∈ M2(Zp[[λ]]) such that π1(C˜) = C. By the commutativity of the
right square, π2(1 − F)(C˜) = −A1(0)A0(0)−1, and therefore −A1A
−1
0 − (1 − F)(C˜) lies in the kernel of
π2. By the exactness of the lower horizontal line, there exists D ∈ λM2(Zp[[λ]]) which satisfies i2(D) =
−A1A
−1
0 − (1 − F)(C˜). Put E = (1 − F)
−1(D) in λM2(Zp[[λ]]). Then (1 − F)(i1(E) + C˜) = −A1A
−1
0 −
(1−F)(C˜) + (1−F)(C˜) = −A1A
−1
0 . This completes the proof.
10 A further topic
Let R′ be one of the rings S′ and R[[λ]]. The Γ-action on R′ is geometric in the sense that it defines
through the coordinate λ relevant to q-connection. In this section, we introduce an arithmetic action on
R′ via the coefficient ring R and show that the unit root part U ′ of M ′ admits an arithmetic action.
Let U ′ be the unit root part of M ′ given in Theorem 4.1. For l ∈ Z×p , we define an automorphism σl
of S′, and also of R[[λ]], by σl(a) = a (a ∈ Zp), σl(q) = ql, and σl(λ) = λ. This σl satisfies σl ◦ ϕ = ϕ ◦ σl.
Let F ∈ R[[λ]] be the solution of the q-differential equation (12) given in Theorem 5.1.
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Lemma 10.1. Fσl(F )
is an element of S′×.
Proof. For each n, put a′n = an |q=1∈ Zp. Then there is a unique a
′′
n ∈ R such that an = a
′
n + (q − 1)a
′′
n.
For r ≥ 0, we have
ϕr+1(F ) =
∞∑
n=0
ϕr+1(an)λ
pr+1n =
∞∑
n=0
(a′n + ϕ
r+1(q − 1)(a′′n))λ
pr+1n
≡
∞∑
n=0
a′nλ
pr+1n mod
[
pr+1
]
q
,
and similarly we have σl(ϕ
r+1(F )) ≡
∑∞
n=0 a
′
nλ
pr+1n mod
[
pr+1
]
q
. Therefore, ϕr+1(F ) ≡ σl(ϕr+1(F ))
mod (p, q − 1)r+1. Since σl(ϕr+1(F )) is a unit of R[[λ]], we have
ϕr+1(F )
σl(ϕr+1(F ))
≡ 1 mod (p, q − 1)r+1. (45)
Put f = Fϕ(F ) ∈ S
′×. Then we have Fσl(F ) =
fϕ(f)···ϕr(f)
σl(fϕ(f)···ϕr(f))
· ϕ
r+1(F )
σl(ϕr+1(F ))
, and the first term of the right-
hand side is contained in S′×. Hence, the same argument as the proof of Theorem 7.5 shows that Fσl(F ) is
an element of S′×.
Let Γ̂ be the inverse limit lim
←−n
Γ/Γp
n
, which is isomorphic to Zp. For R
′ = S′, R[[λ]], the triviality
modulo q−1 of the action of Γ on R′ implies that the action is continuous with respect to the p-adic topology
of Γ and the (p, q−1)-adic topology of R′. Therefore the action of Γ on R′ uniquely extends to a continuous
action ρ̂ : Γ̂ → Aut(R′) of Γ̂ on R′. We have ρ̂(γm)(a) = a (a ∈ R) and ρ̂(γm)(λ) = qmλ for m ∈ Zp.
Similarly, the action ρU ′ of Γ on U
′ uniquely extends to a continuous ρ̂-linear action ρ̂U ′ : Γ̂→ Aut(U ′) of Γ̂
on U ′. The formula ∇q(e′2) = −η
F
γ(F )e
′
2⊗ dλ shown in the proof of Theorem 4.1 implies ρU ′(e
′
2) =
F
γ(F )e
′
2.
Hence we have
ρ̂U ′(γ
m)(e′2) =
F
γm(F )
e′2
for m ∈ Zp.
Let Γ′ be the group Z×p . We define a homomorphism ρ
′ : Γ′ → Aut(S′) trivial modulo q − 1 by
ρ′(l)(s) = σl(s). By Lemma 10.1, we can define a σl-semilinear automorphism σl,U ′ of U
′ by
σl,U ′(e
′
2) =
F
σl(F )
e′2.
We define the ρ′-semilinear action ρ′U ′ : Γ
′ → Aut(U ′) of Γ′ on U ′ by ρ′U ′(l)(u) = σl,U ′ (u).
Let Γ′ ⋉ Γ̂ be the semi-direct product defined by the canonical action of Γ′ = Z×p on Γ̂
∼= Zp. Since
σlρ̂(γ
m)σ−1l = ρ̂(γ
ml) on S′ and on R[[λ]] for l ∈ Z×p and m ∈ Zp, we can define an action ρ
′ ∗ ρ̂ : Γ′⋉ Γ̂→
Aut(S′) by ρ̂ and ρ′, and a ρ′ ∗ ρ̂-semilinear action (ρ′ ∗ ρ̂)U ′ : Γ
′ ⋉ Γ̂→ Aut(U ′) by ρ̂U ′ and ρ′U ′ .
By using ϕ◦σl = σl ◦ϕ on R[[λ]], we see that the triplet (U ′, ϕU ′ , (ρ′ ∗ ρ̂)U ′) is an object of the category
MF
[p]q,q−1
[0,0]
(
S′, ϕ,Γ′ ⋉ Γ̂
)
, whose image under the equivalence of categories ([Tsu17, Proposition 56])
MF
[p]q,q−1
[0,0]
(
S′, ϕ,Γ′ ⋉ Γ̂
)
mod q−1
−−−−−−→ MF[0,0](B
′, ϕ)
is
(
UB′ , ϕUB′
)
.
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