We suggested a Broyden's-Like method in which the Jacobian of the system has some special structure. In this approach, instead of approximating the whole Jacobian using the Broyden's updating formula, we considered an update which only approximates part of the Jacobian matrix that is not easily attained. The anticipation has been to further improve the performance of Broyden's scheme in which the Jacobian of the system has some special structure. The effectiveness of our proposed scheme is appraised through numerical comparison with some well known Newton's-like methods.
Introduction
Consider the problem F (x) = 0,
with F : R n → R n . The best approach for finding the solution to (1) , is the Newton's method.
The method is simple to implement and it produces an iterative sequence {x k } from any given initial guess x 0 in the neighborhood of solution, through the following steps: Algorithm NM (Newton's method) For k = 0, 1, 2, ... where F (x k ) is the Jacobian matrix of F :
Step 1: solve F (x k )s k = −F (x k )
Step 2: Update x k+1 = x k + s k where s k is the Newton correction. Among its attractive features is that the convergence rate is quadratic from any initial point x 0 in the neighborhood of solution whenever the Jacobian matrix F (x * ) is nonsingular at a solution [2] ,
for some h. Nevertheless, Newton's method requires the computation of the matrix which entails the first-order derivatives of the systems. In practice, computations of some functions derivatives are quite costly and sometime they are not available or could not be done precisely. In this case Newton's method cannot be applied directly.To overcome such difficulty the simple modification on the Newton method is the fixed Newton method. Fixed Newton method for the determination of solution x * is given by: Algorithm FN (Newton's method) For k = 0, 1, 2, ... where F (x 0 ) is the initial Jacobian matrix of F :
Step 1: solve
Step 2: Update x k+1 = x k + s k The method avoids computation and storing the Jacobian in each iterations(except at k = 0). However it still consumes more CPU time as the system's dimension increases. Quasi-Newton method is another variant of Newton-type methods, it replaces the Jacobian or its inverse with an approximation which can be updated at each iteration [5] and its updating scheme is given by: Algorithm QN (Quasi-Newton's method) For k = 0, 1, 2, ... where B (x k ) is the Jacobian matrix of F :
Step 2: Update x k+1 = x k + s k where the matrix B k is the approximation of the Jacobian at x k . The main idea behind quasi-Newton's method is to eliminate the evaluation cost of the Jacobian matrix, in which function evaluations are very expensive, the cost of finding a solution by quasi-Newton's methods could be much smaller than some other Newton-like methods [3] . Various Jacobian approximations matrices such as the Broyden's method [3] are proposed.
There are two Broyden's update, which have featured in various applica-tions. These are
(3) stand for Jacobian approximation, while inverse version of Broyden's method, can be represented as
Some Important properties of the Broyden's updates (3) and (4) are : derivatives free updating scheme, quality Jacobian or its inverse approximation and simple implementation. Note that, the Broyden's algorithm approximate the whole Jacobian. However, if the information of the Jacobian matrix is incompletely known, it is advantageous to employ this approach in order to acquire a more accurate Jacobian approximation. Based on this fact, it is pleasing to present an approach which consider a case where the Jacobian matrix has special structures, that is easily computable part and costly computable part. This is what lead to the idea of this paper. Note that, since we incorporate more information of the Jacobian matrix, we anticipate a more efficient scheme. However, we organized the paper as follows: In the next section, we present the details of the proposed method. Some numerical results are reported in Section 3. Finally, conclusions are made in Section 4.
Derivation process(SBLM)
This section, presents a new Broyden's-like method for solving systems of nonlinear equations. Quasi-Newton method is an iterative method that generates a sequence of points {x k } from a given initial guess x 0 via the following form:
where B k is an approximation to the Jacobian which can be updated at each iteration for k = 0, 1, 2 . . ., the updated matrix B k+1 is chosen in such a way that it satisfies the secant equation [4] , i.e
It is clear that, the only Jacobian information we have is y, and this is only approximation information. To this end, we incorporate more information from s k and F k to y in order to present a better approximation to the Jacobian matrix. To define our algorithm, we first present some details on the structured algorithm. We begin by using the available information of the Jacobian matrix, J(x k ), to achieve a more efficient method. The approximate Jacobian D(x k ) is given by
where Q(x k ) : R n → R n×n is the part of Jacobian that is easily computable, while B(x) is part of the Jacobian expensive to be calculated. In this approach we approximate only the remaining unknown part B(x) since Q(x k ) is known. we let B k+1 satisfy the secant condition i.e.
From (8), we have
where B k+1 s k = y k . We consider updating B k+1 in such a way that it will satisfy (8) and (9) respectively. To this end, we use Broyden's scheme to update B k+1 :
Hence, we have a structured Broyden's method as follows:
where B k+1 is updated by (10) and Q(x k+1 ) is a diagonal matrix of diagonal entries of the true Jacobian. For more on structured method, see( [7] ) Now, we can describe the algorithm for our proposed method as follows:
Step 2 : Test a stopping criterion. If yes, then stop; otherwise continue with Step 3.
Step 3 :
Step 5 : Compute diagonal elements of the Jacobian, Q(x k )
Step 6 : Evaluate D k+1 = Q(x k+1 ) + B k+1 where
Step 7: Set k:=k+1 and goto 2.
Numerical results
This section presents the performance of SDLM method when compared with Fixed Newton method (FN) and Newton's method(NM) respectively. The codes are written in MATLAB 7.4 with a double precision computer, the stopping condition used is:
We further design the codes to terminate when ever one of the following happens; (i) The number of iteration is at least 450 but no point of x k that satisfies (12) is obtained;
(ii) CPU time in second reaches 450, (iii) Insufficient memory to initiate the run.
The performance of these methods are compared in terms of number of iterations and CPU time. We present all the results using performance profile proposed by Dolan and More [1] to present a vivid information in terms of number of iteration and CPU time in seconds. This profiles presents a descriptive measure providing a wealth of information such as solver efficiency and probability of success in the general form. In the following, some details on the benchmarks test problems are presented:
Trigonometric System of Byeong [6] : 
Conclusions
This paper presents a structured approach as a scheme for enhancing Jacobian approximations which lead to SBLM algorithm. The proposed method(SBLM) computes the main diagonal elements of Jacobian analytically and approximates the off-diagonal elements by the Broyden's algorithm. Hence, Jacobian approximations via this approach may often be more accurate than using the classical Broyden's method. It is also worth mentioning that the method is capable of significantly reducing the execution time ( CPU time), as compared to NM,CN and BM methods while maintaining good accuracy of the numerical solution to some extend.
