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Abstract Theoretical first-order reversal curves (FORCs) were generated by numerically solving
a thermally activated Stoner-Wohlfarth model for assemblages of randomly oriented magnetic particles.
The thermally activated Stoner-Wohlfarth model extends previous models based on Preisach theory.
The new numerical simulations show that the shapes of reversal curves and the FORC distributions are
significantly modified by the effect of the thermal energy only if superparamagnetic particles are
predominant. However, most assemblages containing moderate amounts of superparamagnetic particles
are hardly distinguishable from stable single-domain assemblages. The most relevant thermal effect is a
reduction of coercivity that translates in a shift of the FORC distribution toward the origin. Not all of the
distinctive characteristics previously predicted for superparamagnetic grain assemblages were confirmed
by our calculations, and most of the observed modifications due to thermal effects can be considered minor.
A direct comparison with hysteresis parameters shows that these simpler experiments can be equally
effective in characterizing viscous and superparamagnetic particles.
1. Introduction
Stable single-domain (SD) ferromagnetic particles have a rather narrow range of grain size but are considered
the ideal and most reliable magnetic phase for paleomagnetic and paleointensity studies. There is a quan-
titative theoretical background that supports the study of these particles, which can be extended toward
smaller superparamagnetic (SP) sizes applying the Néel (1949) theory of thermal relaxation. More generally,
noninteracting, ultrafinemagnetic particles with grain sizes ranging from the SP to stable SD size are not only
important carriers of natural remanent magnetization but have many uses as paleoenvironmental tracers.
A precise characterization of ultrafine magnetic particles often is desirable, and FORCs provide a potentially
powerful tool to discriminate a range of properties frommagnetostatic interaction to domain state (e.g., Egli
et al., 2010; Muxworthy et al., 2004; Pike, 2003; Pike et al., 1999; Roberts et al., 2000). FORC diagrams have
become commonly employed in a wide range of applications in environmental and rock magnetic studies.
The theoretical aspects of FORC diagrams were initially investigated by Pike et al. (1999), Roberts et al. (2000),
Pike et al. (2001), and Pike (2003) based on Preisach theory (Preisach, 1935). A more realistic and complete
model based on Stoner-Wohlfarth particles (Stoner &Wohlfarth, 1948) has been elaborated by Newell (2005)
and further developedby Egli (2006) that also included apartial theory of thermally activatedgrains. However,
there are several details of FORC diagrams of assemblages of SP to viscous SD particles that remain unclear.
Strictly speaking SP particles cannot be detected in FORC diagrams because theoretically they have no rema-
nence. What we are aiming at are the fine-grained magnetic particles that are not in thermal equilibrium at
room temperature and typical laboratory measurement times; hence, they exhibit an unstable remanence
that affects the FORC distribution and more generally the hysteresis loops. The dimensions of these SP par-
ticles can range in diameter from a few nanometers to the threshold stable SD range of around 50 nm
for magnetite.
FORC diagrams of SP particles were first described by Roberts et al. (2000) and Pike et al. (2001). They dis-
tinguished four distinctive traits that characterize the presence of these particles: (1) a shift of the FORC
distribution to lower coercivities, (2) the presence of a secondary peak about the origin in the horizontal
ridge in addition to the primary stable SD peak, (3) a systematic upward shift of the FORC distribution, and
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Figure 1. Geometrical elements of a Stoner-Wohlfarth particle.
The theory outlined in Pike et al. (2001), which is based on Preisach theory
and a relaxation model strictly valid only at H = 0, gave us the motivation to
investigate theoretical behavior of SPparticles in FORCdiagramsusing amore
complete numerical model based on thermally activated Stoner-Wohlfarth
particles. We computed FORCs of noninteracting particles at room tempera-
ture (300 K) with variable volumes chosen to range in behavior from stable SD
to SP and compared the characteristics of the FORCdistributionswith thoseof
equivalent hysteresis loops. To illustrate several possible situations, we have
considered different assemblages of randomly oriented Stoner-Wohlfarth
particles, from very simple assemblages with single volume and single coer-
civity tomore realistic oneswithdistributedvolumesandcoercivities. Further-
more, we investigate the effect of field step resolution and time interval on
the FORC distribution.
2. Model’s Theory
The numerical model we used for the FORC calculations is derived from that applied to simple hysteresis
loops by Lanci and Kent (2003). As in the previous study we consider the classic Stoner-Wohlfarth model of
noninteracting, SD particles, with uniaxial anisotropy where the switch of the magnetic moment occurs by
coherent rotation. The theory behind the numerical calculations is described below. The actual calculations
were performed using a computer program written in C language (Kernighan B. W. & Ritchie, 1988). Random
distributions needed in the simulations were generated using the Gnu Scientific Library (Galassi et al., 2009),
and the rootsof thequartic polynomial (equation (4)were computedusing theC translationof thewell-known
and tested NETLIB routine RPOLY.FOR.
Compared to the Lanci and Kent (2003) method, calculation speed and numerical precision have been
improved by the new solution of equation (2). As easily understood, the numerical errors are not uniformwith
respect toH and are also weakly dependent on the number of particles used in the simulation. In our case the
error of normalizedmagnetization, estimated for the whole range ofH, is about 𝜎 ≈ 5×10−4, which is at least
an order of magnitude better than typical laboratory measurements. The numerical precision of our data can
be also appreciated by inspection of the computed data included in the supporting information.
2.1. The Stoner-Wohlfarth Model
The free energy E(𝜃)of a singlemagnetic particle is expressedby the sumof the anisotropy andmagnetostatic




2 𝜃 − 𝜇o HMs cos (𝜙 − 𝜃)
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(1)
where v is the particle volume, Ku the anisotropy constant,Ms its spontaneousmagnetization, andH themag-
netic field. The angle 𝜙 is the orientation of the particle’s “easy axis” with respect to the direction of H, and 𝜃
is the angle between the easy axis and the magnetic moment of the particle (Figure 1).
The stable states of the particle’s magnetic moment (i.e., its direction 𝜃) correspond to the minima of the free
energy function E(𝜃). Stable 𝜃 correspond, therefore, to 𝜕E
𝜕𝜃
= 0 and 𝜕
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= 0 (2)
has, in general, four solutions that represent minima and maxima of E(𝜃). All solutions are of interest since
we need 𝜃 corresponding to energy minima (i.e., stable states) as well as the energy values of minima and
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and A are the roots of the fourth-order polynomial
ax4 + bx3 + cx2 + dx + e (4)
with the following coefficients:
a = 4Ku2
b = −4Ku H 𝜇0 Ms sin(𝜙)
c = H2 𝜇02 Ms2 − 4Ku2
d = 4Ku H 𝜇0 Ms sin(𝜙)
e = −H2 𝜇02 Ms2 sin2(𝜙).
Minima and maxima were distinguished by sorting the corresponding values of E(𝜃).
2.2. Néel’s Relaxation
The thermodynamical effect was modeled according to Néel’s theory (Néel, 1949, 1955). This model assumes
that the magnetic moment of a particle can occupy only the two states corresponding to E(𝜃)minima with
the magnetic moment switching between the two energy wells. For such a bi-state particle the probability of




= −n1w1 + n2w2 (5)
where n1,2(t, Ku, v,H, T , 𝜙) is the probability of the moment being in states 1 and 2, respectively (n1 + n2 = 1)




, with Eb1,2 indicating the blocking energy and kB the Boltzmann constant.
The preexponential factor fo represents the atomic reorganization frequency, which is a function of Ku,Ms, T ,
H, and 𝜙. Several formulations are reported in the literature (e.g., Brown, 1963); here we consider f0 ≃ 1 ×
109 Hz, as suggested by Moskowitz et al. (1997), and constant, arguing that the exponential terms dominate
the variability.
The n1w1 and n2w2 terms in (5) describe the probability of the magnetic moment to switch from state 1 → 2
and from 2 → 1, respectively, according to Arrhenius statistics. After substituting n2 = 1− n1 and integrating
(5) with respect to t (assuming thus T and Eb1,2 constant in t), we obtain the classic expression of the approach
to thermal equilibrium, for example (Bertotti, 1998),
















= w1 + w2 .
The term neq represents themagnetization at the thermodynamical equilibrium, while n1(0) is the initial frac-
tion of moments in state 1. In FORC calculations the initial state at the beginning of each reversal curve is





is a particular case of (6) for an axially symmetric free energy function (i.e., Eb1 = Eb2); hence, this simplified
expression is inappropriate to compute the relaxation for H ≠ 0 as done in Pike et al. (2001).
Since 𝜏 depends on the energy barriers Eb1,2, thermal activation introduces a volume dependency into the
magnetizationmodel. From (6) the fractions n1(t) and n2(t) = 1−n1(t) can be calculated as a function of time
t and the net magnetization of the ensemble of particles computed by the vector sum of the moments in
the two states.
Equation (6) is strictly correct if Eb1,2(t), hence, H(t) is constant; a more rigorous solution for variable H(t)
would require solving the Fokker-Planck equation (Brown, 1963). However, during hysteresis measurements
H is increased in small steps and remains constant during the measurement time of each step. Therefore,
we suggest that (6) can still be used appropriately; the thermal effect on the magnetization in this case
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Figure 2. Flow diagram for calculations of thermal relaxation using short steps of duration t with constant H; ΔH
represents the field step.
is computed by numerically integrating (6) at constant H steps as outlined in Figure 2. Once the probabilities
n1,2 and the angles 𝜃1,2 are computed the particle magnetizationm is computed as
m = Ms(n1 cos 𝜃1 + n2 cos 𝜃2).
2.3. Model’s Limitation
The most important simplification underlying Néel’s relaxation model is based on the separation between
switching and nonswitching processes. Moment switching is assumed to occur between two equilibrium
configurations corresponding to the minima of the self-energy function equation (1), and within these min-
ima the moment is not perturbed by thermal fluctuations. This is strictly true only at T = 0K, since in a
real system at T > 0, the magnetic moment is continuously perturbed, giving rise to significant effects when
the thermal energy KbT becomes comparable to the energy barrier of the particle. Theoretical calculations
(Garcìa-Palacios, 2000) have shown that this effect can noticeably decrease the magnetization, compared
to Néel’s bi-state model, for (Ku v)∕(kBT) < 5, but the effect declines quickly with increasing (Ku v)∕(kBT).
To minimize this bias, we restrict our model to (Ku v)∕(kBT) ≥ 10, at room temperature (300 K): for typical
magnetite particles this corresponds to a minimum volume of about 1 × 10−18cm3 (or an equivalent spher-
ical diameter of about 6 nm). Particles less than this size, which in our computation are completely SP, are
probably small enough to be subject to the effects of quantum mechanics and must be treated accordingly.
The practical effect of any remaining bias will be a slight overestimate of the intensity of magnetization, but
no bias is expected in the calculation of coercivity.
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On the opposite side of the modeled grain size spectrum the assumption of coherent rotations limits the
maximum grain size of the particles. For magnetite this limit is set between 70 and 100 nm on the basis of
micromagnetic calculations (e.g., Dunlop & Ödzemir, 1997; Winkelhofer et al., 1997, and references therein);
above this size the switch of the particle’s magnetic moment occurs with more energetically favorable con-
figurations than coherent rotations (e.g., vortex structures) and they do not behave like Stoner-Wohlfarth
particles (e.g., Nagy et al., 2017; Shinjo et al., 2000).
As our model does not consider magnetostatic interaction, this complication is taken out of the simulations
allowing us to concentrate on the effect of volume variations. Our results, however, can be easily extended to
weakly interacting particles, which includes most natural samples where the concentration of ferromagnetic
particles is typically low.
3. Model Results
We have performed several numerical simulations using the above model and reproduced simple and more
complex situations. In all our simulations the field is switched instantaneously from one intensity value to the
next. This is relevant especially for the switch between the saturation field and the beginning of each FORC
because the sample is not allowed to relax during this step. This ideal situation is not met in real measure-
ments where there is always some unwanted relaxation during the time needed to ramp the field from the
saturating field to the reversal field at the start of each FORC, which attenuates the effect of SP particles on
FORC distributions.
The FORC distributions were computed from the raw reversal curves using the FORCinel program (Harrison
& Feinberg, 2008). The calculation of a FORC distribution from the raw FORC data is not a trivial process and
might shadow features or introduce small artifacts. Thanks to the precision of computed data, we could keep
this process as simple as possible using the minimum possible smoothing. Moreover, we provide the raw
FORC data in the supporting information. In addition to the FORC distributions, we have computed standard
hysteresis parameters (Day et al., 1977) from the FORCs (Hcr) and from actual hysteresis loops.
3.1. Model With No Thermal Fluctuations
We started from the simplest situation consisting of an assemblage of randomly oriented Stoner-Wohlfarth
particles without any thermal perturbation (T = 0 K). This experiment has a solid theoretical background
based on Stoner-Wohlfarth theory that can validate numerical results. We computed 400 FORCs from an
assemblage of 5,000 noninteracting and randomly oriented grains with field stepsΔH = 1mT. It is important
to notice that the resolution that we used in these simulations is much higher than typical laboratory mea-
surements, and, as we will discuss later, this can have a significant effect on the FORC distributions. However,
high resolution is important to highlight the characteristic of SP particles.We utilized grain parameters typical
of magnetite, even though themodel is not limited to this ferromagnetic mineral. We used a saturation mag-
netizationMs = 4.8 × 105 A/m and anisotropy constant Ku = 3.0 × 104 J/m3 (corresponding to a microscopic
coercive force Hk = 2 Ku∕𝜇0Ms = 9.95 × 104 A/m or 125 mT) for simulation a0, and a lognormally distributed
Ku with the samemean and 𝜎 = 0.2 in simulation b0. The intensity of magnetization was normalized to unity
in this and all subsequent calculations.
Results of these calculations are shown in Figure 3. Overall, the FORC distribution is virtually identical to that
predicted by the theoretical model (Newell, 2005) and numerical calculation of Harrison and Lascu (2014).
In agreement with expectations, the main coercivity peak corresponds to Hk∕2 in simulation a0. The model
is also able to reproduce accurately the predicted negative values in the lower-left area of the FORC diagram
near the vertical axis that in Preisach models were erroneously considered a diagnostic feature of interaction
(Pike et al., 1999; Stancu et al., 2003). Hysteresis parameters of a0 are those expected for stable SD particles
(Table 1), supporting the robustness of the numerical calculations.
3.2. Simple Model With Thermal Fluctuations
More interesting models are obtained when thermal fluctuations became significant in such a simple grain
assemblage. These were computed repeating the above FORC simulation a0, using identical parameters at
room temperature T = 300 K, but with particles of decreasing volume to test its effect on thermal relaxation.
The time elapsed during each magnetization step at constant field is set to t = 0.1 s in this and subsequent
calculations. This time constant was chosen to resemble that of real measurements with an alternating gra-
dient field magnetometer, but we will also discuss the effect of t on the FORC distribution. It might be worth
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Figure 3. Reversal curves and FORC distribution of a randomly oriented assemblage of 5,000 stable single-domain
particles. a0 represents a single coercivity assemblage with Ku = 3.0 × 104 J/m and b0 the same assemblage with
lognormally distributed Ku . Hysteresis parameters are reported in Table 1. Other parameters used in calculations are
ΔH = 1 mT and Ms = 4.8 × 105 A/m.
noticing at this point that Ku influences the blocking energies just like the particle’s volume, and the relaxation
model could be described as a function of their product. We preferred to keep the two variables separated
because it does not add any complications to the simulations. Moreover, in typical magnetite samples the
variability of Ku (hence Hk) has a limited range compared to that of volume and in some cases it could be
considered a second order variable.
The FORC distributions of these assemblages are shown in Figure 4. Grain volumes of 1 × 10−16, 1 × 10−17,
5×10−18, and 4×10−18 cm3, froma1 to a4, respectively, were chosen to range fromnearly stable SD to strongly
SP. The FORC distribution of simulation a1, with the largest volume v = 1 × 10−16 cm3, is almost identical
to a0 and apparently does not show any sign of relaxation. However, some relaxation does in fact occur and
can be noticed by the shift toward the origin of the main ridge compared to the expected value of Hk∕2. The
main differences between this and the progressively more SP assemblages a2, a3, and a4 are even more pro-
nounced shifts of themain peak toward the origin, its spread along the vertical axis as theoretically predicted
by Egli (2006), and the development of the positive ridge along the vertical axis according to the prediction
of Egli (2006) and Pike et al. (2001). These effects start to become evident for particle volumes smaller than
approximately 1 × 10−17 cm3 (a2) and increase quickly with small volume variations. The fine positive ridge
near the vertical axis of the FORC distribution results from a strong relaxation of the SP particles at the begin-
ning of the FORC that produces observable concavemagnetization curve. The negative well disappears in a4
and all the values of the FORC distribution become positive. Other minor changes include the shape of the
main peak that gradually looses the higher coercivity “tail” and the “boomerang” shape typical of stable SD.
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Table 1
Hysteresis Parameters
Assemblage Ms Msr Hcr (mT) Hc (mT) Hcr∕Hc
a0 (T = 0K) 1 0.5 65.5 60.3 1.09
a1 1 0.5 60.1 57.2 1.05
a2 1 0.5 39.9 38.6 1.02
a3 1 0.5 24.5 24.3 1.01
a4 1 0.5 18.0 16.4 1.09
b0 (T = 0K) 1 0.5 68.5 53.1 1.29
b1 1 0.5 62.8 50.3 1.25
b2 1 0.5 41.5 35.2 1.18
b3 1 0.5 24.9 21.5 1.16
b4 1 0.49 18.1 15.2 1.19
b5 1 0.38 10.9 5.68 1.92
b6 1 0.05 6.05 0.29 20.8
c1 1 0.47 35.3 26.5 1.33
c2 1 0.36 19.4 10.3 1.88
It is worth noticing that the hysteresis parameters of these assemblages show a decrease of coercivity Hc that
correlates with the shift of the central ridge, but despite the significant thermal relaxation effect, there is no
change inMsr (Table 1) and the hysteresis parameters are practically indistinguishable from that of stable SD.
3.3. Model With Distributed Ku
Models of assemblages of grains with single-valued v and Ku serve as useful simplified examples but are
not very realistic. FORC distributions more similar to natural samples can be obtained using grain assem-
blageswith distributed Ku. Following Robertson and France (1994), we use a lognormal distribution of Ku with
𝜇 = 3.0 × 104 J/m3 mT and 𝜎 = 0.2 and keep the grain volumes single valued to better analyze the volume
dependence of the FORC diagram. This ties up the Ku with the Eb distributions that are simply proportional;
all other parameters are the same as the previous simulations.
As in the previous case, the FORCswere computed for grain assemblages of decreasing volumes v = 1×10−16,
1 × 10−17, 5.0 × 10−18, 4.0 × 10−18, 3.0 × 10−18, 2.0 × 10−18 cm3 from b1 to b6, respectively, and are shown
in Figure 5.
Simulation b1 reproduces closely the FORC distribution of the stable SD example b0 with no apparent indi-
cations of relaxation. However, just like a1 the reduced coercivity Hc compared to simulation b0 indicates
the presence of a small influence of thermal fluctuations (Table 1). With decreasing volume, hence increasing
thermal perturbation, we notice again an increased shift of the central ridge toward the origin of the FORC
diagram, the increase of its thickness, and the progressive development of the positive ridge near the verti-
cal axis. These occur without the development of other peculiar characteristics until the assemblage became
strongly SP and the main peak gets very close to the origin. In assemblages b5 and b6 (v = 3.0 × 10−18 cm3
and v = 2.0×10−18 cm3), the FORCdistribution has only positive values and themain horizontal ridgemerges
with the vertical ridge atHc ≈ 0. This provides a numerical analog to the data reported, for instance, in sample
CS914 from the Yucca Mountain Tuff by Roberts et al. (2000) and Pike et al. (2001).
As in simulations a1–a4, the gradual shift of the central ridge in the FORC distribution is paralleled by the
progressive thinning of hysteresis loops and reduced coercivity Hc (Table 1). The hysteresis parameters of
b1–b3 do not significantly differ from that of stable SD, but interestingly, the hysteresis parameters of b5
and b6, which are still larger than the smallest volume that we consider admissible in our model, are clearly
different from that of other simulations.
3.4. Model With Distributed Ku and Volume
As a further step toward more realistic situations, we compute FORC diagrams of ensembles with particles
ranging from SP to stable SD. These ensembles have distributed Ku and volume v, hence a distribution of
Eb = Ku v. Lacking experimental data on the volume distribution of magnetic particles in natural samples,
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Figure 4. Reversal curves and first-order reversal curve distributions computed from 400 reversal curves of an
assemblage of 5,000, thermally activated, randomly orientated particles of decreasing volumes v = 1 × 10−16, 1 × 10−17,
5 × 10−18, and 4 × 10−18 cm3 from a1 to a4, respectively. The red dashed line in a1 represents the Hk∕2 value
(the expected position of the peak of the horizontal ridge in a stable single-domain assemblage). The shift toward the
origin indicates relaxation despite the lack of other features. Other parameters used in calculations are ΔH = 1 mT,
T = 300 K, t = 0.1 s, Ku = 3.0 × 104 J/m, and Ms = 4.8 × 105 A/m. Raw first-order reversal curve data are provided in
supporting information.
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Figure 5. Reversal curves and first-order reversal curve distributions of thermally activated assemblages of randomly
orientated particles with lognormal-distributed Ku (𝜇 = 3.0 × 104 J/m and 𝜎 = 0.2) and decreasing volumes of 1 × 10−16,
1 × 10−17, 5.0 × 10−18, 4.0 × 10−18, 3.0 × 10−18, and 2.0 × 10−18 cm3, from b1 to b6, respectively. The thermal relaxation
affects all the assemblages and increases with decreasing volumes. Other parameters used in calculations are
ΔH = 1 mT, T = 300 K, t = 0.1 s, and Ms = 4.8 × 105 A/m. Raw first-order reversal curve data are provided in the
supporting information.
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Figure 6. Reversal curves and first-order reversal curve distributions of thermally activated assemblages of randomly
orientated particles with log-normal distributed Ku (𝜇 = 3.0 × 104 J/m and 𝜎 = 0.2) and volumes (𝜇 = 5× 10−18 cm3 and
𝜎 = 0.6 in c1 and 𝜇 = 3 × 10−18 cm3 and 𝜎 = 0.4 in c2). Other parameters used in calculations are ΔH = 1 mT, T = 300 K,
t = 0.1 s, and Ms = 4.8 × 105 A/m. Raw first-order reversal curve data are provided in the supporting information.
we have used a lognormal distribution also for particle volumes since this seems a natural distribution for
nonnegative values and is often used in granulometric analysis.
Simulation c1 (Figure 6) shows the FORC diagram of a sample with the same characteristics of simulation b3
but with a lognormally distributed volume of grains with 𝜇 = 5 × 10−18 cm3 and 𝜎 = 0.6, corresponding to
grain volumes ranging from approximately 1.5× 10−18 to 4.8× 10−17 cm3, and equivalent spherical diameter
from approximately 7.1 to 22 nm. Nearly all the grains in this assemblage are in the SP range at T = 300 K.
The positive ridge near the vertical axis at Hc ≈ 0 is well developed in both assemblages, but negative values
are still found. The crossing of the main horizontal ridge and the vertical ridge produces a sharp increase of
the FORC distribution at the origin. It would not be unreasonable to interpret this feature as the secondary
peak described by Roberts et al. (2000) and Pike et al. (2001) even though they have observed it in the absence
of the vertical ridge.
All these characteristics are emphasized in simulation c2, which uses a lognormal volume distribution with
𝜇 = 3 × 10−18 cm3 and 𝜎 = 0.4, corresponding to grains volume ranging from approximately 1.0 × 10−18 to
1.3 × 10−17 cm3.
The presence of SP particles can be appreciated as well from the hysteresis parameters. Although hysteresis
parameters of c1 are only slightly different from those of stable SD and similar to those of simulation b4,
the abundant presence of SP particles in c2 gives noticeably different parameters that have values similar to
b5 (Table 1).
3.5. Influence of Measurement Parameters
The field step resolution (ΔH) used in our simulations is much higher than typical laboratory measurements,
and the simulations shown above would not be easily reproduced in actual laboratory measurements; more-
over, the time step t can change considerably in real measurements. We have therefore investigated whether
and towhat extent FORCs canbe influencedby theparametersΔH and tby repeating theprevious simulations
withΔH ∼ 4 mT, which is typical of good quality laboratory measurements, and different t.
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Figure 7. Effect of field step ΔH on first-order reversal curve (FORC) of thermally activated assemblages of randomly
orientated particles. Except for the larger field step ΔH = 4 mT, the simulation parameters are the same for a2 (Figure 4),
b2 (Figure 5), and c1 (Figure 6). In these simulations, as a result of the larger ΔH, the concavity at the beginning of each
FORC is missing and consequently the positive ridge near the vertical axis of the FORC distribution is absent or very
attenuated. In the insert of b2 an example of a single reversal curve that shows the different paths of the magnetization
as a result of different ΔH is shown.
The outcome is somewhat surprising: the largerΔH does not only affect the details of the measurements but
changes the shapeof the reversal curves especially in the initial partwhere the relaxationof SPparticles plays a
relevant role. This is a consequenceof the strongnonlinear dependenceof relaxation from the energybarriers,
hence ultimately from H, that results in a different path of the magnetization curve. Explicative examples of
FORC distributions computed with the field step ΔH ∼ 4 mT are shown in Figure 7 and can be compared
with high-resolution calculations in a2 (Figure 4), b2 (Figure 5), and c1 (Figure 6). Some characterizing features
visible in high-resolution simulations, such as vertical ridge near the vertical and the thickening of the main
ridge, are attenuated or hidden in these lower-resolution examples. Comparing the reversal curves with the
corresponding high-resolution reversal curves (inset for b2 in Figure 7), one notices that bigger field steps
result in a much larger relaxation during the initial steps that reduces or conceals the concave shape at the
beginning of the FORC, typical of SP assemblages.
LANCI AND KENT 3297
Journal of Geophysical Research: Solid Earth 10.1002/2018JB015463
Figure 8. Effect of different time t on first-order reversal curve of a thermally activated assemblages of randomly
orientated particles. Simulation parameters are the same of b3 (Figure 5) with time steps of t = 0.2 s, t = 0.5 s, and
t = 1 s in panels (a)–(c), respectively. The effect of t on the first-order reversal curve distribution is minimal and hard to
notice; it can be better seen in the actual reversal curves (left panel) as a change of coercivity Hc and coercivity of
remanence Hcr . The same reversal curve (Ha = 21 mT) is marked in red in all simulations to highlight the effect of t.
On the contrary, we have found that themeasurement time t does not have a strong influence on the shape of
the reversal curves, hence, on the FORC distribution. With increased t the reversal curves decrease their initial
magnetization due to the larger relaxation, but the overall shape does not change much, in particular the
concave feature in the initial part typical of SP particles is retained. With increasing reversal fields the longer t
increases the probability of the magnetic moment switching due to thermal fluctuations and this results in a
lower coercivity of the ensemble. In fact, the most noticeable effect of increasing t on FORCs are the reduced
coercivity Hc and coercivity of remanence Hcr (Figure 8).
4. Discussion
FORC diagrams of stable SD assemblages obtained from our numerical model are virtually identical to
those predicted by the theoretical model based on Stoner-Wohlfarth particles (Egli, 2006; Newell, 2005).
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Moreover, they also reproduce all the major characteristic predicted by Egli (2006) for thermally activated
Stoner-Wohlfarth particles, testifying to the robustness of the numerical model. Our results extend the
thermally activated Stoner-Wohlfarth theory providing many details that are not available from previous
treatments.
Thermally activated ensembles suggest that in magnetic particles with parameters typical of magnetite at
room temperature and with a rather short measurement time typical of alternating gradient field magne-
tometers, the effects of thermal fluctuations start in volumes as large as 1 × 10−17 cm3 but become evident
only for smaller particles. The most notable effect on the FORC distribution consists in a shift of the central
ridge, or peak, toward the origin in accordance with the thermally reduced distribution of blocking energy.
The corresponding feature in simple hysteresis loops is an equivalent decrease of coercivity Hc (Figure 5). The
shift of the central ridge and decrease of Hc in simple hysteresis loops are very sensitive to SP particles and
relatively insensitive to field step parameter ΔH. Unfortunately, this characteristic cannot be easily noticed
without knowing the a priori equivalent Hc for stable SD state.
One peculiar characteristic for SP predicted by Pike et al. (2001) and observed in experimental data from pre-
dominantly SP samples suchas theYuccaMountainTuff is thedevelopmentof apositive ridgenear thevertical
axis of the FORC distribution. Our high-resolution simulations have been able to reproduce this feature in
great detail, and also to show its origin in the concavity resulting from the strong relaxation at the beginning
of each FORC curve. However, the positive (concave) curvatures of the initial part of reversal curves that can
be easily observed in the high-resolution data might disappear with largerΔH (Figure 7). On the other hand,
the FORC distribution is not particularly sensitive to changes of themeasurement time t, whichmostly affects
Hc and Hcr .
The problem of sensitivity to measurement parameters is not specific to FORCs but a more general problem
that should suggest prudence in applying such techniques as quantitative tools to evaluate the presence
of SP particles. The main consequence on FORC distributions is that the positive ridge near the vertical axis
becomes more difficult to observe in simulations in which the field steps are similar to that of typical labo-
ratory measurements (Figure 7), and presumably, the ridge would be even more difficult to observe in real
experiments in which the time elapsed between saturation and the first measure is not negligible.
In ourmodelswith SP assemblages, thedisplacement toward theoriginof themain ridge is observed together
with its widening along the vertical axis predicted by the theory of Egli (2006). The central ridge remains
centered along the horizontal axis at Hu = 0, and the model does not clearly reproduce the secondary peak
near the origin similar to that observed in experimental results (Pike et al., 2001; Roberts et al., 2000). However,
in some SP assemblages, when the positive crest along the vertical axis is well developed and reaches the
origin, it can intersect with themain horizontal ridge and give rise to a well-developed positive peak that can
be interpreted as the aforementioned peak. An alternative explanation for the secondary peak observed by
Roberts et al. (2000) and Pike et al. (2001) is that it originates from bimodal distributions of Ku and/or volumes
and, therefore, could be considered indicative of such situations.
5. Conclusions
We have presented a number of numerical simulations describing situations from the most simple to more
realistic that illustrate the theoretical FORC distribution of assemblages of particles from stable SD to SP.
Our new calculations could reproduce faithfully the theoretical properties of stable SD and SP particles pre-
dicted by Newell (2005) and Egli (2006), and could confirm two of the four main characteristics of SP particles
suggested by Roberts et al. (2000) and Pike et al. (2001), namely, the presence of positive contours along the
vertical axis in the lower quadrant and the shift of the main FORC distribution toward the origin.
Furthermore, for SP particles we have found a strong dependence on the FORC from the field step ΔH. SP
characteristics could be plainly observed only in the high-resolution simulations (field steps ΔH = 1 mT),
whereas using field steps of ΔH ∼ 4 mT, which are more typical of high-quality laboratory measurements,
some of these characteristics aremuch attenuated. The strong sensitivity to the experimental conditions sug-
gests a certain caution should be exercised in the use of these methods as quantitative tools to characterize
SP samples.
The shift of themain ridge toward the origin is a robust characteristic of SP assemblages that is not sensitive to
themeasurements resolution. However, it is very difficult to distinguish a low coercivity assemblage of stable
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SD grains from a high coercivity assemblage of SP grains whose coercivity has been reduced by thermal acti-
vation. From this point of view, FORC diagrams, and hysteresis loops in general, are not effective quantitative
tools for recognizing the presence of SP particles in natural samples, unless SP particles are predominant and
the minor features became observable even at low resolution. In this case, hysteresis parameters seem to be
almost equally effective in recognizing the presence of SP particles (Lanci & Kent, 2003).
The strong sensitivity of coercivity to thermal activation combined with the extreme difficulty of recogniz-
ing samples whose distribution of coercivity is altered by thermal effects should suggest prudence in the
characterization based on the analysis of coercivity of natural samples that potentially contain SP particles.
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