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The aim of the study is to create a dashboard 
framework to monitor the spread of the Covid-19 
pandemic based on quantitative and qualitative data 
processing. The theoretical part propounds the basic 
assumptions underlying the concept of the dashboard 
framework. The paper presents the most important 
functions of the dashboard framework and examples of 
its adoption. The limitations related to the dashboard 
framework development are also indicated. As part of 
empirical research, an original model of the Dash-Cov 
framework was designed, enabling the acquisition and 
processing of quantitative and qualitative data on the 
spread of the SARS-CoV-2 virus. The developed model 
was pre-validated. Over 25,000 records and around 
100,000 tweets were analyzed. The adopted research 
methods included statistical analysis and text analysis 
methods, in particular the sentiment analysis and the 
topic modeling. 
1. Introduction  
In modern times, socio-economic threats can take 
various forms [1, 16, 51]. They usually concern the 
following types of threats: (1) natural (floods, fires, 
droughts, smog), (2) technical (failures of energy and 
water systems), (3) terrorism, (4) weapons of mass 
destruction, (5) mass migrations, (6) social unrest (on 
the grounds of religion, racism, sexual views),  
(7) disturbances to public order, (8) organized crime 
(trafficking in arms, drugs, human trafficking), and 
recently, epidemic threats. Monitoring this type of threat 
plays a key role today. This consists in, for example, 
timely and objective transmission of up-to-date 
information about emerging dangers, sending alerts, 
dynamically responding to various situations, as well as 
taking preventive measures to reduce the risk of threats. 
It is hard not to notice that threat monitoring is 
associated with the need to process enormous amounts 
of data, often with a complex and diverse structure.  
Processing this type of data requires the use of adequate 
tools and information technologies that would not only 
automate this process, but also enable the discovery of 
various associations (relationships) between the data. 
Newly discovered relationships may prove crucial in 
quick recognition of the first symptoms of emerging 
threats and responding to them appropriately. 
The amount of data in the world is increasing at  
a dynamic pace [44]. It is estimated that each person 
generates an average of 1.7 MB of data per second [11]. 
Data are also generated by various devices, sensors, 
systems, and portals [3]. One of the most important data 
sources is the Internet [6]. Due to the constantly 
increasing volume of data as well as their volatility and 
complexity, the need for advanced data mining and 
analysis is emphasized [15, 39, 43]. It is thought that 
advanced data mining and metadata analysis constitute 
the basis for professional monitoring of contemporary 
socio-economic phenomena [28], including epidemic 
threats. 
The theory and practice shows that Business 
Intelligence (BI) systems have repeatedly proven 
themselves in multidimensional data analysis and data 
mining, as well as in presenting large volumes of data in 
the form of dashboards [32]. For many years, the 
beneficiaries of BI systems have been industry, trade, 
energy, transport, finance, and many other sectors. 
Considering the prevailing pandemic and the need 
for prompt analyses of the spread of the SARS-CoV-2 
virus, BI systems, especially dashboards, seem to be an 
interesting solution supporting the monitoring of 
epidemic threats. Unfortunately, most of the existing 
dashboards usually use only quantitative data. This 
study aims to create an original dashboard framework 
(Dash-Cov) to monitor the spread of the SARS-CoV-2 
virus based on quantitative and qualitative data 
processing. This dashboard framework focuses on 
acquiring, collecting, processing and analyzing data 
from various, distributed, heterogeneous data, including 
the Internet and social media. The aggregation of both 
quantitative and qualitative data brings a new value to 
the process of monitoring the spread of the virus. This 





enables the discovery of many hidden relationships 
between data that may indicate trends in the spread of 
SARS-CoV-2 and propose ways to fight this virus as 
well as to track people's behaviors in the face of  
a pandemic. 
The developed model was pre-validated. Over 
25,000 records from Kaggle website and around 
100,000 tweets were gathered using R (via API) and 
analyzed. The collected and analyzed data were 
visualized based on Microsoft Power BI. The adopted 
research methods included statistical analysis and text 
analysis methods, in particular the sentiment analysis 
and topic modeling.  
2. Nature of dashboard  
 
Even the most advanced data analysis can be 
considered of little use when its results are not properly 
presented. There are many examples showing that it is 
not the amount of data, but the method of data 
presentation that determines their effective use [24, 34, 
48, 49]. Appropriate data visualization has become  
a priority for many organizations that struggle with large 
amounts of data in the decision-making process [54]. 
Providing users with tools that, on the one hand, would 
be intuitive to use, and on the other, enable the 
presentation of data in various layouts and forms, has 
become a challenge for many IT system designers. 
Recently, dashboards have been recognized as the 
most advanced form of data visualization. According to 
many authors, the dashboard is a tool for the visual 
presentation of data in the form of charts, tables, 
metrics, scorecards, maps, icons, and graphics [17, 29, 
49]. The dashboard is often treated as a kind of interface, 
the purpose of which is to provide users with various 
information in the form of reports, alerts, and KPIs (Key 
Performance Indicators), concerning, e.g., the firm’s 
condition and market trends [36]. Supported by 
dashboards, managers can better assess and understand 
the condition of the firm, the processes taking place in 
it, and the events that occur in its environment [4, 13, 
30, 50, 53]. 
According to many authors, the purpose of the 
dashboard is primarily to aggregate and present large 
data sets in a clear and convenient form [5, 18, 19].  
In turn, [21] argued that one of the most important tasks 
of dashboards is monitoring KPIs to improve decision 
making. They can also be used to forecast various 
scenarios, support recommendation systems, and inform 
about emerging anomalies [38]. An overview of 
selected interpretations of the term “dashboard” is 
presented in Table 1. 





Dashboard is a tool for the visual 
presentation of data in the form of 
charts, tables, metrics, scorecards, 
maps, icons, and graphics. 
[53] The data dashboard is a collection of 
periodically constructed indicators 
for a responsible stakeholder to guide 
decisions and actions toward 
achieving performance goals. It is a 
performance measurement tool that 
facilitates the proactive management 
of one or more activities as part of an 
improvement process. A data 
dashboard is also viewed as  
a decision-supporting tool. 
[18] Dashboard provides the most 
essential information that has been 
collected and graphically presented 
on the computer screen and is 
required to attain one or more goals. 
[4, 21, 
36] 
Dashboard is a graphical interface 
that provides insight into key metrics 
related to individual goals or 
processes taking place in the 
enterprise. 
[30] Dashboard is an intuitive tool that 
provides a snapshot view of results 
and trends, or "core" business 
knowledge, such as trends and alerts. 
[13] Dashboard is a layered information 
system that provides access to 
information and alerts so that users 
can measure, monitor, and manage 
business performance more 
effectively. 
[9] Dashboard is a term that is commonly 
used in the context of business 
analytics and is a popular way of 
presenting relevant information. 
[50] A dashboard is a visual display of 
data used to monitor conditions 
and/or facilitate understanding. 
[5, 18, 
19, 56] 
Dashboards provide a simple front 
face for complex data while 
supporting the correct decision-
making processes of the managers. At 














software applications that are 
presented to users in a simple, fast 
and complete way which interprets 
the operational data with new 
scientific and technological 
approaches. 
[38] Dashboards are used to forecast 
various scenarios, support 
recommendation systems, and inform 
about emerging anomalies. 
Dashboards have been used in many industries, 
especially in health care, marketing, public services, 
education, construction, music, banking, the Internet of 
Things, and manufacturing [8, 10, 14, 22, 27, 31, 39, 41, 
46, 47, 51, 55]. They are applied primarily in:  
(1) decision making – they provide opportunities to 
support decision-makers at all stages of the decision-
making process, (2) knowledge management – they 
provide up-to-date and aggregated information, as well 
as information on emerging trends and anomalies, (3) 
data visualization – they present extensive data sets in 
an intuitive and graphical form, (4) strategic 
management – they are a useful tool for managerial staff 
at all levels of management, especially in making 
strategic decisions, (5) supporting business processes  
– they clearly illustrate the implementation of many 
management and administrative processes, e.g., 
documentation circulation, financial flows [12, 33, 35, 











Figure 1. Dashboard usage areas in the 
organization 
Source: own elaboration based on [12, 32, 35, 36]  
 
As stated before, dashboards are tools that use  
a very large amount of data. This fact implies the need 
to automate the process of data acquisition, processing, 
analysis, and visualization. This is connected with the 
necessity to use adequate technologies and software, 
which include, e.g., BI software, programming 
languages (e.g., R, Python), and e.g., the Hadoop 
engine. 
The process of designing a dashboard consists of 
four basic stages. These are: (1) data acquisition from 
various sources, (2) data cleansing, standardizing, and 
processing, (3) data analysis and visualization, and (4) 
data sharing (Figure 2). 
The goal of the data acquisition stage is to harvest 
and collect useful data from multiple dispersed and 
heterogeneous sources. The acquired data may be in the 
form of: (1) structured data (e.g., databases),  
(2) unstructured data (e.g., images, videos, audio files, 
posts in social media), (3) poorly structured data  
(e.g., XML files, RSS, JSON) [15, 26, 40]. 
 
Figure 2. Basic stages in designing a dashboard 
Source: own elaboration 
 
The goal of the second stage is, first of all, cleansing 
and merging the acquired data, and then their storage. 
At this stage, the data are checked for correctness and 
integrity, in particular: (1) data cleansing, (2) data 
normalization, (3) missing data replacement, (4) 
reduction of data dimensions or sample size [2]. This 
stage is thought to be one of the most important and 
time-consuming stages in the design of dashboards.  
Data analysis is the process of transforming and 
modeling data in order to obtain useful information as 
well as discover new knowledge. This analysis can be 
carried out using many methods, among which the 
following deserve special attention: descriptive 
statistics, factor analysis, discriminant analysis, 
correspondence analysis, basket analysis, cluster 
analysis, time series analysis, clustering, decision trees, 
neural networks, data drilling, regression analysis, and 
text analysis [26, 42]. Subsequently, the data processed 
and analyzed in this way are visualized. Various 
techniques are used for this purpose, especially graphs, 
controls, scorecards, and maps. 
The last stage, related to the design of dashboards, 
concerns data sharing. The presented results of analyses 
are sent to users who, in accordance with their rights and 
competences, receive aggregated metrics, summary 
statements, and various cross-sectional data. They are 












3. Examples of dashboard adoption  
There are many examples and benefits of using 
dashboards. For instance, Coca-Cola’s implementation 
of dashboards led to full automation of the sales 
reporting process, which in turn saved about 260 man-
hours per year. Another example is HelloFish, where the 
entire marketing analysis system is based on 
dashboards. This saved the analyst team 10-20 man-
hours per day [45]. 
The spread of the pandemic triggered a great interest 
of health-care organizations and government 
administrations in dashboards. Information on the 
spread of Covid-19 is collected by various institutions: 
WHO, hospitals, health-care units, epidemic stations, 
and vaccination points. Timely, reliable, up-to-date, and 
consistent information, coming from various sources, 
has become a key factor in taking any measures to 
monitor and prevent the spread of  
Covid-19. 
One of the best-known dashboards for monitoring 
the Covid-19 pandemic is the tool developed by the 
Johns Hopkins University School of Medicine  
(Figure 3). This dashboard presents quantitative data on 
the number of infected people, the number of deaths, 
and the number of tests performed geographically [23]. 
 
Figure 3. A dashboard presenting data on the 




Another well-known tool for presenting data on the 
Covid-19 pandemic is the dashboard developed by the 
World Health Organization. The dashboard enables the 
presentation of data in various angles, e.g., as part of  
a heat map and a bubble chart. The data are presented 




Figure 4. A dashboard presenting data on the 




Yet another dashboard dedicated to the presentation 
of data on the spread of Covid-19 is the Austin Texas 
Covid-19 Dashboard (Figure 5) and the dashboard 
generated in the Google search engine (Figure 6). 
 
 
Figure 5. A dashboard showing Covid - 19 cases 





Figure 6. The dashboard presented in Google 
search results 
Source: [20] 
The dashboards mentioned provide users with  
a similar range of data. The data usually concern: the 
number of new infections, the number of deaths, the 
number of tests performed, the number of 
convalescents, and the number of hospitalized persons. 
These data are presented in charts, maps, controls, with 
the use of various levels of aggregation (e.g., based on 
time or region). The dashboards presented are 
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characterized by a rather simple and intuitive operation. 
They are mainly supplied with numerical data from 
various databases, spreadsheets, and files. 
Unfortunately, they do not offer the possibility of 
acquiring and processing qualitative data, e.g., from 
social media and blogs, containing posts, entries, 
comments of Internet users as well as their reactions and 
emotions.  
The next section of this paper provides a new 
knowledge concerning a design and development of 
original dashboard framework to monitor the spread of 
the SARS-CoV-2 virus based both on quantitative and 
qualitative data. The proposed dashboard offers rapid 
access to different, heterogeneous, dispersed 
information resources, their analysis, and visualization. 
It enables the aggregation of multiple sources of data 
some of which are not presented in the existing 
dashboards. In other words, the proposed dashboard 
uses not only the daily data published by governmental 
and medical entities, but also contents created on 
different social media platforms like Twitter. It provides 
richer insights compared to existing dashboards by the 
means of diverse analysis such as sentiment analysis, 
social media mining, and topic modeling.  
 
4. Dashboard framework proposal – Dash-
Cov  
 
The empirical goal of this study is to develop a Dash-
Cov framework to monitor the spread of the Sars-Cov-
2 virus based on both quantitative and qualitative data 
processing. The verification of the developed model was 
carried out with the use of data from: (1) the Kaggle 
website [25] for the statistics of recorded Covid-19 
infections and (2) the Twitter website for the phrases 
used by Internet users in the context of the Covid-19 
pandemic. The research sample consisted of: 25,000 
records of Covid-19 cases worldwide (from the Kaggle 
website) and 100,000 tweets about the Covid-19 
pandemic. 
The R programming platform was used to acquire 
the data mentioned. However, for data processing, 
analysis and visualization, Microsoft Power BI software 
was mainly used. The data analysis also adopted 
statistical methods and methods of text analysis, 
including the sentiment analysis and top modeling. 
The developed dashboard framework – Dash-Cov 
consists of five modules: (1) data collection, (2) data 
preparation, (3) data analysis, (4) knowledge 
presentation, and (5) alerting. The proposed Dash-Cov 
framework was pre-validated. The concept behind 
individual Dash-Cov modules is presented below 
(Figure 7). 
 
Figure 7. The Dash-Cov framework architecture
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The basic element of the Dash-Cov framework is the 
data collection module, which is used to supply the 
dashboard database. Among the many data sources 
supplying the dashboard there are mainly external 
databases (on the Covid-19 statistics) and social media 
(tweets about the Covid-19 pandemic). The data are 
downloaded automatically via API and updated at 
defined time intervals. The effect of the data collection 
stage is the creation of a repository containing up-to-
date and reliable data. 
The purpose of the second Dash-Cov module – data 
preparation – is primarily: (1) checking the rules of 
correct data recording, (2) removing white characters, 
duplicate values and other errors resulting from the data 
acquisition process, (3) unifying the encoding of text 
data and the manner of representing numerical data, (4) 
supplementing missing data, and (5) removing the so-
called stopwords from textual data, i.e., words that do 
not affect the context of the post. Ultimately, the data 
prepared in this way are merged and collected in 
appropriate subsets: the quantitative data repository and 
the opinion base. 
Next module that makes up the Dash-Cov 
framework is the data analysis module. This module 
uses various methods, in particular: (1) methods of 
statistical analysis in terms of quantitative data and (2) 
methods of text analysis (including the sentiment 
analysis and the topic modeling) in terms of qualitative 
data. Statistical analysis is especially helpful in 
answering various questions about the scale of the 
spread of the Covid-19 pandemic, e.g., broken down 
into individual continents, regions, cities (Figure 8). 
Data analyzed in this way are collected in the knowledge 
repository and then transferred to the knowledge 
presentation and visualization module. The purpose of 
this module is to provide the user with  
a simple, consistent, and easy-to-use dashboard. 
 
 
Figure 8. Presentation of quantitative data using the 
Dash-Cov framework 
A unique feature and value of proposed Dash-Cov 
framework is manifested in the analysis of qualitative 
data. By analyzing the posts of Internet users, i.e., the 
most frequently used phrases or words, it is possible to 
discover and better understand their attitudes, 
preferences, and emotional attitudes towards the spread 
of the pandemic.  
This research, to explore qualitative data, uses 
mainly text mining approach. The aim of text mining 
analysis is gathering information from various text data 
sources (e.g., social media, forums, papers, e-mails). 
Text mining refers to text classification, text clustering, 
and ontologies [17]. One of the text mining techniques, 
applied in this research is the sentiment analysis 
(opinion mining) and the topic modeling.  
As mentioned above, the Dash-Cov framework uses 
the method of tweet sentiment analysis about the Covid-
19 pandemic to examine the qualitative data (Figure 9). 
The provided sentiment analysis is based on the 
augmented dictionary method. This technique involves 
an algorithm assigning appropriate weights to individual 
opinions, based on the words used in such opinions. The 
method used takes into account contextual valence 
shifters, e.g., negators, amplifiers, de-amplifiers, and 
adversative conjunctions. Negative opinions are 
assigned negative weights, positive opinions – positive 
weights, and neutral opinions are assigned a value of 0. 
 
Figure 9. Sentiment analysis for tweets about the 
Covid-19 pandemic 
For example, on the basis of the sentiment analysis 
mentioned, it was found that less than 48% of tweets 
were positive, 16% neutral, and 36% negative. The vast 
majority of the surveyed tweets were characterized by a 
relatively low degree of emotional load. However, it 
should be remembered that this does not mean that there 
were no extreme opinions (strongly negative or strongly 
positive).  
The sentiment analysis method was also used to 
conduct more in-depth research. It turned out to be 
helpful in discovering a new knowledge concerning 
users’ emotions related to the Covid-19 topic. The 
research showed that over 20% of users’ tweets were 
classified to “trust” category. Fewer users’ tweets were 
related to “fear,” “anticipation,” “sadness,” and “joy” 
categories. The fewest of user’s tweets were associated 
with “anger,” “surprise,” and “disgust” categories 




Figure 10. Specific emotions for tweets about the 
Covid-19 pandemic 
This research has illustrated that there is  
a correlation between the daily number of infections and 
the emotional attitude of Twitter users to the Covid-19 
pandemic. In the tested time series, there was a moderate 
negative correlation (R = - 0.33) between the number of 
infections and the emotional load of the studied tweets. 
This means that along with the increase in the number 
of infections, the emotional character of tweets in the 
studied sample worsened. The results of the analysis 
also showed that the increase in the number of infections 
resulted in a deterioration of the emotional load of 
tweets even after several days. 
The next interesting analysis method used in the 
proposed dashboard is topic modeling [57]. It allows to 
find a hidden pattern in text data and divide these data 
into groups (topics). The result of such an analysis, 
based on Non-Negative Matrix Factorization, is 
presented in Table 2. 
Table 2. Finds of selected topic groups in Covid-
19 tweets  
 





coronavirus world case mask scenario 
covid people new wear option 
pandemic health report safe post(pand
emic) 
lockdown global death need grow 
infection help total help education 
 
Table 2 displays the 5-topic solution of the topic 
modeling analysis and lists 5 terms for each topic. 
Selected topics concerned: (1) Covid-19 pandemic in 
general, (2) Covid-19 influence on people, (3) Covid-19 
reporting, (4) Covid-19 protection, and (5) Covid-19 
forecasts. 
Additionally, Dash-Cov framework illustrates how 
the text analysis method can be used to find the most 
frequently spoken words by users. The list of such 
words was elaborated with the help of word cloud, also 
known as a tag cloud. Data presented in this way (Figure 
11) are interpreted in accordance with the principle: the 
larger the font of a given word is, the greater is the 




Figure 11. Cloud of frequently used words in tweets 
about the Covid-19 pandemic 
This research showed that among the most 
frequently used words in tweets concerning the Covid-
19 pandemic, there were: “people,” “health,” “cases,” 
“crisis,” “vaccine,” “everyone,” “lockdown,” “protect,” 
“mask,” “transmission.” Commenting on the crisis 
caused by the Covid-19 pandemic, the Internet users 
paid special attention to the need to use a variety of 
personal protective equipment (e.g., masks) and the 
need to invent an effective vaccine. Twitter users often 
mentioned the virus transmission and “lockdown” which 
affected most countries in the world. 
The developed Dash-Cov framework provides 
information mainly in the form of tables and graphs.  
It was also equipped with an alerting module. The main 
task of this module is to inform users about new 
emerging threats related to the Sars-Cov-2 virus,  
as well as about applied restrictions and 
recommendations. Various data mining techniques, 
such as data mining and web mining, have been 
implemented in the alerting module. Alerts are usually 
sent to users in the form of e-mail messages. 
5. Conclusions 
The obtained research results allow for the 
conclusion that dashboards can be an effective tool for 
monitoring pandemic data. Unfortunately, most 
dashboards developed are based only on quantitative 
data. Such data are obtained from various sources 
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related to broadly understood health protection. 
Limiting analyses to quantitative data only, in the 
authors’ opinion, significantly limits the spectrum of 
knowledge about the spread of Covid-19 pandemic. 
Qualitative information, including the opinions and 
posts of Internet users about the SARS-CoV-2 virus, can 
be extremely helpful in creating an overall picture in this 
regard. Such information is a valuable source that 
should be analyzed and presented in parallel with the 
results from analyses based on quantitative data. 
Accordingly, the research developed a Dash-Cov 
framework that uses both quantitative and qualitative 
data in its operation. This model was pre-validated. The 
developed Dash-Cov framework consists of modules 
responsible for: data collection, preparation, analysis, 
presentation and alerting, respectively. The data 
repository created as part of Dash-Cov is  
a collection of quantitative and qualitative data. For the 
analysis of quantitative data in Dash-Cov, statistical 
methods and Microsoft Power BI software are mainly 
used. 
 The analysis of qualitative data adopted, by and 
large, the text, tweet, and sentiment analysis. Among 
others, phrases that were most often used in tweets about 
the Covid-19 pandemic were analyzed. The sentiment 
analysis of those tweets was also carried out. 
The obtained research results enrich our knowledge 
about the spread of Covid-19 pandemic. The developed 
dashboard framework can be used by health-care 
organizations, government administration, and the 
media. It enables swift identification and forecast of the 
directions of the virus spread and comprehensive 
benchmarking on various measures aimed at preventing 
the spread of the pandemic by individual countries. The 
model also analyzes the opinions of ordinary people 
about Covid-19, their reactions, behavior, and attitudes 
towards, for example, vaccines. 
The developed Dash-Cov framework requires 
further research and validation. This applies, inter alia, 
to the need to obtain data from more databases and 
social media, as well as the use of efficient algorithms 
for automatic cleansing, standardizing, and merging of 
data. The exploration of new dependencies between data 
that may indicate emerging new threats also requires 
further work and analyses. Furthermore, a lot of work 
needs to be done in terms of the effective functioning of 
the alerting module. The module requires greater 
personalization and cooperation with various specialists 
in terms of agreeing the content of sent messages and 
alerts. 
This study may turn out to be interesting for 
scientists dealing with data analysis and dashboard 
design, as well as for health-care and public 
administration institutions responsible for sharing  
a wide range of data on the spread of the Covid-19 
pandemic. 
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