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Abstract
Cell Formation (CF) is an important problem in today’s automated batch type production systems. It reduces material handling
cost, processing time, labor requirement, in-process inventories, number of set-ups, simpliﬁes process plan, and increases quality
of product. Manufacturing equipments of automated manufacturing systems are highly multifunctional. As a result, production
processes can be done by multiple process routes. Optimum cell formation can lead to more independent cells and less intercellular
movement of parts. Previous research reveals that most of the researchers considered single route, unique volume of parts,
non-sequential Cell Formation Problem (CFP). However, intercellular movements of parts depend on parts volume, sequence of
processes, and routes. In this paper, a heuristic approach based on Euclidean Distance matrix is proposed for CF in multiple routes,
process sequential and parts volume (included with batch size and number of batches) problems. Computational experiments were
performed with ﬁve benchmark problem sets taken from the literature and the results demonstrate that the performances of the
proposed heuristic in terms of intercellular movements of parts are either better than or competitive with the well-known existing
algorithms.
© 2016 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of organizing committee of the Twelfth International Multi-Conference on Information
Processing-2016 (IMCIP-2016).
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1. Introduction
The application of Group Technology (GT) in today’s automated manufacturing systems plays an important role,
especially, in batch-type production systems, where identiﬁcation of part families and machine cells have simpliﬁed
the layout design and products ﬂow processes. Application of GT in production systems caters a lot of advantages,
e.g., reduction of material handling cost, time, labour requirement, paper works, in-process inventories, process lead
time, frequency of set-ups. It, also, increases quality of product, productivity, customers’ satisfaction and efﬁcient
management1.
Cellular Manufacturing System (CMS) is an application of GT in manufacturing processes2. GT identiﬁes part
families and allocate them to machine groups or machine cells for minimum number of intercellular movements of
parts. Part families are identiﬁes base on their design, manufacturing processes, sequences, parts volume, process
routings3. For machine cells, dissimilar machines in functions are grouped into a machine cell. Machine cells should
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be formed so that it can process operations with minimum intercellular movement of parts or family. However, similar
types of machines may be required for different cells to cater similar processing operations of different part families.
This leads to increase in number of similar machines, thereby reducing the process ﬂexibility and utilization of
machines4.
In the literature survey, majority of the cell formations techniques are applied for single process route, equal
production volume and without any sequence of process. But in CMSs (or in batch-type production systems) a
part can be processed in multiple process routings, unequal production volume of parts and parts should process
on particular sequence, so management can plan for alternative machines to perform operations. Consideration of
minimum intercellular movement of routings may reduce capital investment in machines and increase machines
utilizations5.
The remainder of this paper is organized as follows: Section 2 deals a brief literature survey on cell formation
techniques. Section 3 provides the preliminaries about Single linkage clustering (SLC), Euclidean Distance matrix
(EDM) and Cell utilization (CU) Sections 4 and Section 5 presents algorithm of the proposed method and
implementation of proposed algorithm in ﬁve numerical problems and comparison of the proposed approach with the
best-known algorithms. Lastly, a conclusion is made in Section 6.
2. Literature Review
The main goal of CMS design is to divide the shop ﬂoor into some production cells and part families. Developed cell
formation methods can be classiﬁed into different categories such as (a) hierarchical clustering, (b) non-hierarchical
clustering, (c) array-based clustering procedures, (d) mathematical models, (e) heuristic techniques and so on.
In hierarchical clustering methods, a similarity correlation or value is deﬁned, and clustering is done based on
these values. These techniques include the single linkage clustering-SLC6, the average linkage clustering (ALINK)
algorithms7 and complete linkage clustering algorithm (CLINK)8. In non-hierarchical clustering methods, nodes
and arcs which are connected by nodes of the graph represent machines-parts and operations of parts respectively.
GRAFICS9 is coming under this category. ZODIAC10 is also non-hierarchical clustering methods.
In array-based clustering techniques, machines cells and parts families are generated by altering the position of
the rows and columns. Rank order clustering11, modiﬁed rank order clustering12, bond energy algorithm13, direct
clustering algorithm14 are examples of array based clustering.
In literature most of the cell formation problems consider single process routing. But in current practice,
manufacturing equipments are multifunctional and therefore, production process can be done by more than one
number of process routes. Alternative process routes provide better conﬁguration of cell design and ﬂexibility in
cell design15. Alternative process routes also reduce intercellular material movements, reduce capital investment in
machines and give more independent cells and machine utilization5.
Kusiak and Cho16, Chow and Hawaleshka17 suggested similarity coefﬁcient methods for CF in alternative routing
of parts conditions. Chow and Hawaleshka17 considered part volume in their model. Gupta18 extended Jaccard’s
similarity coefﬁcient incorporation with process routes, operation sequence, processing time and part volume.
Waﬁk and Kim19 used a generalize Jaccard’s similarity coefﬁcient, integrating with process routing factors only.
Yin and Yasuda20 extended the Waﬁk and Kim19 used Jaccard’s similarity coefﬁcient by incorporation of process
sequence, part volume, processing time. Farouq3 proposed modify the Jaccard’s similarity coefﬁcient incorporated
with process sequence and part volume.
Other heuristic techniques for multiple routing, volume part and sequential cell formation problem are simulated
annealing21, fuzzy approach22, tabu search23, genetic algorithm24.
3. Preliminaries
3.1 Single Linkage Clustering (SLC)
In CMS machines or parts are gradually group (to few numbers) with the help of some correlations. Generally
similarity in process, design of parts, functions of machines are considered as correlations of parts on machines.
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In SLC for cell formation, at each step, the highest similarly processing pair is merged and considered them as a single
entity for further clustering. These grouping processes continue until certain termination conditions are satisﬁed.
Clustering algorithms converts the machine-part incidence matrix into some diagonally arranged blocks where each
block represents a combination of one machine cell and a part family.
3.2 Euclidean Distance Matrix (EDM)
In multidimensional space, the sum of squared differences in their coordinates is called the Euclidean distance.
A Euclidean Distance Matrices (EDM) is a a Rn×n+ in which an exhaustive table of pair-wise distance-square di j
from a list of n points {xi , i = 1, . . . , n} in the Euclidean space Rn . EDM is a square matrix and the measure of
distance-square between points of xi and x j , is calculated as D[i, j ] = d2i, j = ‖xi − x j‖2.
Basic properties of EDM:
i. Non-negativity: di, j ≤ 0.
ii. Self-distance: di, j = 0 ⇐⇒ xi = x j .
iii. Symmetry: di, j = d j,i .
iv. Triangle inequality: di, j ≤ di,k + dk, j , i = j = k
3.3 Cell Utilization (CU)
In most manufacturing processes there are usually some exceptional machines (EM) and exceptional parts (EP).
These exceptional machines process more than one part families. Similarly exceptional parts are needs to process in
more than one machine cells. These exceptional machines and parts increase inter-cell movement of parts. Effective
implementation of GT always tries to minimize inter-cell movement of parts, i.e. to reduce exceptional machines and
parts. The proposed approach identiﬁes the exceptionalmachine and part elements from binary machine-part incidence
matrix and allocates them to some predeﬁned groups or by generation new cells, by using cell utilization approach.
Garbie et al.25 deﬁned cell utilization as:
CUc = 
mc
i=1MUic
mc
(1)
where mc is the number of machines in cell c and MUic = utilization of machine of machine i in cell c.
In simpliﬁed form, the cell utilization (CU) for a machine or a part in cell
CUk = UEe − EEe
mk pk
(2)
where,
UEe = total number of operations by the exceptional machine or for the exceptional part
EEe = exceptional elements for the exceptional machine or part for that particular machine or part after merge
mk = total number of machines in cell k
pk = number of parts in family k
For merge an exceptional machine, mk = 1 and for an exceptional part, pk = 1.
4. Proposed Clustering Steps
In the proposed algorithm every part routes is considered as an individual part.
Step 1. Convert the machine-part incidence into binary matrix.
Convert the CF problem into ‘m × p’ binary incidence matrix (where, m is the number of machines and p is the
number of parts). Here, columns and rows represent machines and parts respectively. Elements of the binary matrix are
ai j =
{
1, if machine i process the part j
0, otherwise
(3)
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Say, for m number of machines and p number of parts, machine-part binary incidence matrix is
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
a11 a12 a13 . . . a1m
a21 a22 a23 . . . a2m
. . . . . . . . .
. . . . . .
. . . . . . . . .
. . . . . .
ap1 ap2 ap3 . . . apm
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
(4)
where every row represents a particular part and every column represents a particular machine.
Step 2. Convert the binary matrix into machine-part volume incidence matrix.
To convert the binary incidence matrix into machine-part volume incidencematrix, multiply each elements of binary
incidence matrix by their respective part volume (matrix product). Say, for for p number of parts, part volume matrix
is (it is an p × 1 matrix)
V =
⎡
⎢⎢⎢⎢⎣
v1
v2
...
v p
⎤
⎥⎥⎥⎥⎦ (5)
And machine-part volume incidence matrix
B = AV =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
a11 a12 a13 . . . a1m
a21 a22 a23 . . . a2m
. . . . . . . . .
. . . . . .
. . . . . . . . .
. . . . . .
ap1 ap2 ap3 . . . apm
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎣
v1
v2
...
v p
⎤
⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
b11 b12 b13 . . . b1m
b21 b22 b23 . . . b2m
. . . . . . . . .
. . . . . .
. . . . . . . . .
. . . . . .
bp1 bp2 bp3 . . . bpm
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
(6)
Step 3. Standardized the machine-part volume incidence matrix.
A matrix can be standardized by several methods; one of them explained by Waﬁk et al.26 To standardized the
matrix B , ﬁrst ﬁnd the sum of each column individually, say, for machine i ,
Bi =
p∑
j=1
b j i , i = 1, 2, 3, . . . ,m and j = 1, 2, 3, p (7)
and then ﬁnd the average of
Bi , s.t.,B¯i = Bi/p. (8)
And then ﬁnd
σ 2i = B¯i − B¯2i (9)
Now compute
c j i = (b j i − B¯i )/σi (10)
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for each individual elements of column i . The standardized machine-part incidence matrix will be
C =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
c11 c12 c13 . . . c1m
c21 c22 c23 . . . c2m
. . . . . . . . .
. . . . . .
. . . . . . . . .
. . . . . .
cp1 cp2 cp3 . . . cpm
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
(11)
Step 4. Compute the Euclidean distance matrix.
The Euclidean distance between two machines say for machine x and y can be ﬁned by the relation
dxy =
√√√√ p∑
j=1
(c j x − c j y)2 (12)
Compute the Euclidean distance matrix for all the machines
D =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
d11 d12 d13 . . . d1m
d21 d22 d23 . . . d2m
. . . . . . . . .
. . . . . .
. . . . . . . . .
. . . . . .
dm1 dm2 dm3 . . . dmm
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
(13)
Step 5. Cluster the machines up to required number of cells.
In single linkage clustering (SLC) two machines are clustered which have the smallest Euclidean distance and the
formed machine cell is considered as a single entity (or machine) when moves for other machines. Clustering process
is continued until the maximum permissible number of machines in a cell or required number of cells formed.
Step 6. Cluster the exceptional machines.
To merge the exceptional machines with machine cells, calculate the cell utilizations of each exceptional machine
individually with each cell as well as individual also and merge the exceptional machine with the cell which has
maximum value.
Step 7. Cluster the parts for part families up to the number of cells.
To ﬁnd part families ﬂow in the similar manner and without considering part volume. Select the best routes of
parts that which have minimum intercellular movements between cells or maximum intracellular movement within a
cell.
5. Implementation of Proposed Approach and Illustration
The proposed approach is applied in ﬁve machine-part cell formation problems incorporation of process route,
process sequence and production volume. We compared the intercellular movements with some other methods
(from literature).
5.1 Problem 1
A problem of ﬁve machines and ﬁve parts collected from Waﬁk and Lee27 is shown in Table 1. This is single route,
part volume and sequential cell formation problem.
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Table 1. Five Machines and Five Parts-Problem 1.
Machines
Parts Part Volume M1 M2 M3 M4 M5
P1 20 1, 3 2, 4 5
P2 10 1 2
P3 50 1,3 2 4
P4 40 2 1,3
P5 30 2, 4, 6, 8 1, 5 3, 7
Step 1. Convert the machine-part incidence into binary matrix.
The ‘ 5 × 5’ binary incidence matrix is
A =
⎡
⎢⎢⎢⎢⎣
0 1 0 1 1
1 0 1 0 0
1 0 1 0 1
0 1 0 1 0
1 1 0 0 1
⎤
⎥⎥⎥⎥⎦
Step 2. Convert the binary matrix into machine-part volume incidence matrix.
Here the part volume matrix is
V =
⎡
⎢⎢⎢⎢⎣
20
10
50
40
30
⎤
⎥⎥⎥⎥⎦
And machine-part volume incidence matrix
B = AV =
⎡
⎢⎢⎢⎢⎣
0 1 0 1 1
1 0 1 0 0
1 0 1 0 1
0 1 0 1 0
1 1 0 0 1
⎤
⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎣
20
10
50
40
30
⎤
⎥⎥⎥⎥⎦ =
⎡
⎢⎢⎢⎢⎣
0 20 0 20 20
10 0 10 0 0
50 0 50 0 50
0 40 04 0 0
30 30 0 0 30
⎤
⎥⎥⎥⎥⎦
Step 3. Standardized the machine-part volume incidence matrix.
With the help of Eqns. (7) to (11), the machine-part volume incidence matrix B can be standardized as standardized
machine-part volume incidence matrix C . To standardize the matrix B , ﬁnd the sum of each column individually, e.g.,
for machine 1, B1 =∑pj=1 b j1 = 90 where = 1, 2, . . . , 5 For machine 2, B2 =∑pj=1 b j2 = 90, and so on.
Find the average of Bi , s.t., B¯i = Bi/p i.e., B¯1 = B1/p = 90/5 = 18.0000. Similarly, B¯2 = B2/p = 90/5 =
18.0000, and so on.
Then ﬁnd σi = {Bi − (B¯i )2}1/2 where i = 1, 2, . . . , 5. For machine 1, σ1 = {B1 − (B¯1)2}1/2 = 17.4929; for
machine 2, σ2 = {B2 − (B¯2)2}1/2 = 17.4929, and so on.
Now compute c j i = (b j i − B¯i )/σi where i = 1, 2, . . . , 5 and j = 1, 2, . . . , 5. For example c11 = (b11 − B¯1)/σ1 =
(0 − 18.0000)/17.4929 = −1.0290. Similarly c21 = (b21 − B¯1)/σ1 = (10 − 18.0000)/17.4929 = −0.4573, c12 =
(b12 − B¯2)/σ2 = (20 − 18.0000)/17.4929 = 0.1143 and so on.
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The standardized machine-part volume incidence matri C,
C =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
c11 c12 c13 . . . c1m
c21 c22 c23 . . . c2m
. . . . . . . . .
. . . . . .
. . . . . . . . .
. . . . . .
cp1 cp2 cp3 . . . cpm
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡
⎢⎢⎢⎢⎢⎣
−1.0290 0.1143 1.0445 −0.6963 0
−0.4573 −1.0290 0.1741 1.0445 1.0260
1.8293 −1.0290 −3.3075 1.0445 −1.5390
−1.0290 1.2577 1.0445 −2.4371 1.0260
0.6860 0.6860 1.0445 1.0445 0.5130
⎤
⎥⎥⎥⎥⎥⎦
Step 4. Compute the Euclidean distance matrix.
The Euclidean distance between two machines can be computed from Eqn. (9). For example, for machine 1 and
machine 2,
d12 =
√√√√ p∑
j=1
(c j1 − c j2)2 = [{(−1.0290) − 0.1143}2 + {(−0.4573) − (−1.0290)}2
+ {1.8293 − (−1.0290)}2 + {(−1.0290) − 1.2577}2 + {0.6860 − 0.6860}2]1/2 = 3.8772
For machine 1 and machine 3,
d13 =
√√√√ p∑
j=1
(c j1 − c j3)2 = [{(−1.0290) − 1.0445}2 + {(−0.4573) − 0.1741}2 + {1.8293 − (−3.3075)}2
+ {(−1.0290) − 1.0445}2 + {0.6860 − 1.0445}2]1/2 = 2.2935
D =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
d11 d12 d13 . . . d1m
d21 d22 d23 . . . d2m
. . . . . . . . .
. . . . . .
. . . . . . . . .
. . . . . .
dm1 dm2 dm3 . . . dmm
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡
⎢⎢⎢⎢⎢⎣
0 3.8772 2.2935 5.1564 1.2233
3.8772 0 5.4012 2.1736 3.4427
2.2935 5.4012 0 5.9033 2.7148
5.1564 2.1736 5.9033 0 4.6452
1.2233 3.4427 2.7148 4.6452 0
⎤
⎥⎥⎥⎥⎥⎦
Table 2. Tabular Form of Euclidian Distance Matrix D for Problem 1.
M1 M2 M3 M4 M5
M1 0
M2 3.8772 0
M3 2.2935 5.4012 0
M4 5.1564 2.1736 5.9033 0
M5 1.2233 3.4427 2.7148 4.6452 0
Step 5. Cluster the machines up to the required number of cells, keeping in mind the maximum permissible number of
machines in a cell.
Here the Euclidean distance of M1 and M5 is minimum (1.2233). Therefore, merge M1 and M5 and consider
them as a single entity. Consider the minimum value of Euclidean distances for other machines from M1 − M5.
Table 2.1 shows the Euclidean distance matrix after merge M1 and M5.
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Table 2.1. The Euclidean Distance Matrix After Merge M1 and M5.
Cell M1 − M5 M2 M3 M4
M1 − M5 0
M2 3.4427 0
M3 2.2935 5.4012 0
M4 4.6452 2.1736 5.9033 0
In this stage, the Euclidean distance of M2 and M4 is minimum (2.1736). So, merge M2 and M4 and consider them
as another single entity. Table 2.2 shows the Euclidean distance matrix after clustering M1, M2, M4 and M5.
Table 2.2. The Euclidean Distance Matrix After Clustering
M1, M2, M4 and M5.
Cell M1 − M5 M2 − M4 M3
M1 − M5 0
M2 − M4 3.4427 0
M3 2.2935 5.4012 0
The Euclidean distance of M1 − M5 and M3 is minimum (2.2935). So, merge M1 − M5 and M3 and consider
them as another single entity. Table 2.3 shows the Euclidean distance matrix after clustering all machines.
Table 2.3. The Euclidean Distance Matrix After Clustering
All Machines.
Cell M1 − M3 − M5 M2 − M4
M1 − M3 − M5 0
M2 − M4 3.4427 0
At the end of Step 5, formed two machine cells are as
(1) M1 − M3 − M5 = machine cell C1 and
(2) M2 − M4 = machine cell C2
Step 6. Cluster the parts for part families up to the number of cells.
Following the same manner ﬁnd the part families. Here the part families are as:
(1) P2 − P3 − P5 = part family F1 and
(2) P1 − P4 = part family F2.
The ﬁnal cell formation and individual intercellular movement of parts is represented by Table 3.
Table 3. Final Solution of Problem 1.
From the results of Table 3, it is seen that intercellular movements for parts P1 is one and for part P5 is 3. Therefore,
total intercellular movements incorporated with volume = 3 × 30 + 1 × 20 = 110. This is an optimum solution and
same with those reported by Waﬁk and Lee27 and Kumar and Sharma28.
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5.2 Problem 2
A problem of 6 machines and 8 parts collected from Yin and Yasuda20 is shown in Table 4. This is multiple route,
part volume and sequential cell formation problem.
Table 4. Six Machines and Eight Parts-Problem 2.
Part Machines
Part Volume Route M1 M2 M3 M4 M5 M6
P1 50 1 1 3 2
2 1 2 3 4
3 2 1 3 4
P2 30 1 1 3 2
P3 20 1 1 2 3
P4 30 1 1 2
2 2 1 3
P5 20 1 3 2 4 1
2 1 2
P6 10 1 1 2 3
2 1 2 3
P7 15 1 3 1 2
2 3 1 2
3 1 2
P8 40 1 2 1
The tabular form of Euclidian distance matrix D for Problem 2 is shown in Table 4.1.
Table 4.1. Tabular Form of Euclidian Distance Matrix D for Problem 2.
M1 M2 M3 M4 M5 M6
M1 0
M2 7.2087 0
M3 10.2368 5.2689 0
M4 4.6978 6.3821 10.2178 0
M5 10.5450 5.2967 2.0506 10.4418 0
M6 9.8795 4.7622 1.8253 9.8485 2.1115 0
At the end of Step 5, formed two machine cells are as (considering cell utilization),
(1) M1 − M2 − M4 = machine cell C1 and
(2) M3 − M5 − M6 = machine cell C2
Following in the same manner, ﬁnd the part families. Here the part families are as:
(1) P1(1) − P4(1) − P4(2) − P6(1) − P6(2) − P7(3) − P8(1) and
(2) P1(2) − P1(3) − P2(1) − P3(1) − P5(1) − P5(2) − P7(1) − P7(2)
Now select the best routes of parts that which have minimum intercellular movements between cells or maximum
intracellular movements within a cell. For example for part P1 route 1, 2 and 3 has zero, one and two intercellular
movements respectively, so we select route 1 only. By considering same rule for both part families
(1) P1(1) − P4(1) − P6(1) − P8(1) = part family F1 and
(2) P2(1) − P3(1) − P5(2) − P7(2) = part family F2.
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The ﬁnal cell formation and individual intercellular movement of parts is represented by Table 5.
Table 5. Final Solution of Problem 2.
As seen from Table 5 intercellular movement is one (for part P6). Therefore, total intercellular movements
incorporation with volume = 1 × 10 = 10. This is an optimum solution and same with those given by Yin and
Yasuda20 and Farouq3, whereas, a total of 50 intercellular movements has been reported by Gupta18.
5.3 Problem 3
A problem of 5 machines and 7 parts collected fromGupta18 is shown in Table 6. This is multiple route, part volume
and sequential cell formation problem.
Table 6. Five Machines and Seven Parts-Problem 3.
Part Machines
Part Volume Route M1 M2 M3 M4 M5
P1 50 1 2 1
2 1 2 3
P2 5 1 1 2
P3 20 1 2 1
2 1 3 2
P4 30 1 2 1 3
2 1 3 2
P5 40 1 1 2
2 1 2 3
P6 10 1 1 2
P7 35 1 2 1
The tabular form of Euclidian distance matrix D for Problem 3 is shown in Table 6.1.
Table 6.1. Tabular Form of Euclidian Distance Matrix D for Problem 3.
M1 M2 M3 M4 M5
M1 0
M2 6.4926 0
M3 5.1085 6.6203 0
M4 1.7657 7.4404 5.0936 0
M5 6.4926 0 6.6203 7.4404 0
At the end of Step 5, formed two machine cells are as (considering cell utilization)
(1) M1 − M4 = machine cell C1 and
(2) M2 − M3 − M5 = machine cell C2
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Following in the same manner, ﬁnd the part families. Here the part families are as:
(1) P1(1) − P1(2) − P2(1) − P5(1) − P5(2) and
(2) P3(1) − P3(2) − P4(1) − P4(2) − P6(1) − P7(1).
By select the best routes of parts that which have minimum intercellular movements between cells or maximum
intracellular movements within a cell for both part families, ﬁnal part families will be
(1) P1(1) − P2(1) − P5(1) = part family F1 and
(2) P3(1) − P4(2) − P6(1) − P7(1) = part family F2.
The ﬁnal cell formation and individual intercellular movement of parts is represented by Table 7.
Table 7. Final Solution of Problem 3.
From Table 7, it is seen that there are no intercellular movements of parts. Therefore total intercellular movement
incorporation with volume is also zero. This is an optimum solution and same with Yin and Yasuda20. However,
total 30 numbers of intercellular movements have been shown by Gupta18 and 5 numbers of intercellular movements
reported by Kumar and Sharma28.
5.4 Problem 4
A problem of 8 machines and 20 parts selected from Nair and Narendran29 is shown in Table 8. This is single
route, unit volume part (and single batch) and sequential cell formation problem. Here maximum permissible number
of machines in a cell is ﬁve.
Table 8. Eight Machines and Twenty Parts-Problem 4.
Part Machines
M1 M2 M3 M4 M5 M6 M7 M8
P1 2 1
P2 1 2
P3 2 1 5 3 4
P4 1 2 3 4
P5 2 1
P6 1 2 5 3 4
P7 4 2 3 1
P8 1 2
P9 1 3 2
P10 2 3 1
P11 3 2 1
P12 1 3 2
P13 1 2
P14 1 2 3
P15 1 2
P16 1 2
P17 3 1 2
P18 2 1 4 3
P19 1 2
P20 2 1 3 4 5
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The tabular form of Euclidian distance matrix D for Problem 2 is shown in Table 8.1.
Table 8.1. Tabular Form of Euclidian Distance Matrix D for Problem 3.
M1 M2 M3 M4 M5 M6 M7 M8
M1 0
M2 7.2512 0
M3 1.9541 7.6237 0
M4 8.0309 3.5511 8.3392 0
M5 7.8081 7.2627 7.6237 6.1877 0
M6 7.5801 7.0757 7.4104 6.6003 4.7555 0
M7 7.5053 3.5511 7.8317 4.0825 6.8445 6.6003 0
M8 7.5801 2.0771 7.9804 2.8158 7.0757 6.9007 2.8158 0
Clustering process is continued until the maximum permissible number of machines in a cell is not more than ﬁve
and formed two machine cells are
(1) M1 − M3 − M5 − M6 = machine cell C1 and
(2) M2 − M4 − M7 − M8 = machine cell C2
And part families are as:
(1) P1− P2− P5− P8− P9− P10− P11− P12− P13− P14− P15− P16− P17− P19 = part family F1 and
(2) P3 − P4 − P6 − P7 − P18 − P20 = part family F2.
The ﬁnal cell formation and individual intercellular movement of parts is represented by Table 9.
Table 9. Final Solution of Problem 4.
From Table 9 it is seen that there are 13 intercellular movements of parts. This is an optimum solution and same with
Alhourani and Seifoddini30. While total 17 numbers of intercellular movements reported by Nair and Narendran29 and
16 numbers of intercellular movements reported by Kumar and Sharma28.
5.5 Problem 5
A problem of 12 machines and 12 parts selected from Soﬁanopoulou21 is shown in Table 10. This is multiple route,
unit volume part and sequential cell formation problem. Here maximum permissible number of machines in a cell is
ﬁve.
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Table 10. 12 Machines and 12 Parts-Problem 5.
Routes Machines
M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11 M12
P1 1 3 2 1 5 6 4
2 4 3 5 1 2
P2 1 4 2 3 5 1
2 2 4 1 5 3
3 2 3 1
P3 1 3 2 1 4
2 2 1
P4 1 2 3 1
2 1 3 2 4
P5 1 1 4 3 2 5
P6 1 3 2 6 5 4 1
2 3 4 2 1
P7 1 4 2 1 3
2 1 2 4 3
P8 1 2 3 1
P9 1 5 4 1 2 3
2 1 2 4 3
P10 1 1 3 2
P11 1 2 1 4 3 5
P12 1 3 1 2
The proposed method produced three machine cells and the formed machine cells are
(1) M1 − M9 = machine cell C1
(2) M2 − M3 − M4 − M6 − M11 = machine cell C2 and
(3) M5 − M7 − M8 − M10 − M12 = machine cell C3.
And after selection of best route, part families are as:
(1) P11(1) = part family F1,
(2) P1(2) − P2(3) − P4(1) − P5(1) − P6(2) − P8(1) − P9(2) − P10(1) − P12(1) = part family F2 and
(3) P3(2) − P7(2) = part family F3.
The ﬁnal cell formation and individual intercellular movement of parts is represented by Table 11.
Table 11. Final Solution of Problem 5.
From Table 11, it is seen that there are 15 intercellular movements of parts generated by the proposed algorithm.
This is an optimum solution, same with those obtained by Alhourani3 and Yin and Yasudas20.
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6. Conclusions
In this research work Euclidean distances of machines for processing parts considering part volume, batch size, and
number of batches are calculated and clustering is done by SLINK for minimum Euclidean distance. The main aim
of this article is to generate optimum machine cells having minimum intercellular movement of parts. Computational
results of proposed algorithm and comparisons with well-known existing methods for ﬁve benchmark problems are
presented in Section 5 and it shows that proposed algorithm is either better or competitivewith the well-known existing
algorithms.
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