The Catchment Feature Model addresses two questions in the field of multimodal interaction: how do we bridge video and audio processing with the realities of human multimodal communication, and how information from the different modes may be fused. We argue from a detailed literature review that gestural research has clustered around manipulative and semaphoric use of the hands, motivate the Catchment Feature Model psycholinguistic research, present the Model. In contrast to 'whole gesture' recognition, the Catchment Feature Model applies a feature decomposition approach that facilitates cross-modal fusion at the level of discourse planning and conceptualization.
Introduction
The importance of gestures of hand, head, face, eyebrows, eye and body posture in human communication in conjunction with speech is self-evident. This paper advances a device known as the 'Catchment' [1, 2, 3] and the concept of a 'catchment feature' that unifies what can reasonably be extracted from video imagery with human discourse. The catchment feature model also serves as the basis for multimodal fusion at this level of discourse conceptualization. This represents a new direction for gesture and speech analysis that makes each indispensable to the other. To this end, this paper will contextualize the engineering research in human gestures by a detailed literature analysis, advance the catchment feature model that facilitates a decomposed feature approach, present an experimental framework for catchment feature-based research, list examples that demonstrate the effectiveness of the concept, and propose directions for the field to realize the broader vision of computational multimodal discourse understanding.
Of Manipulation and Semaphores
In [4] we argue that with respect to HCI, the bulk of the engineering-based gesture research may be classified as either manipulative or semaphoric. The former follows the tradition of Bolt's "Put-That-There" system [5, 6] which permits the direct manipulation of entities in a system. We extend the concept to cover all systems of direct control such as 'finger flying' to navigate virtual spaces, control of appliances and games, and robot control in this category. The essential characteristic of manipulative systems is the tight feedback between the gesture and the entity being controlled. Semaphore gesture systems predefine some universe of 'whole' gestures ¢ ¡ ¤ £ ¦ ¥ . Taking a categorial approach, 'gesture recognition' boils down to determining if some presentation § © is a manifestation of some ¡ . Such semaphores may be either static gesture poses or predefined styllized movements. The feature decomposition approach based on the 'catchment feature model' advanced in this paper is a significant departure from both of these models.
Gestures for Manipulation
Research employing the manipulative gesture paradigm may be thought of as following the seminal "Put-That-There" work by Richard Bolt [5, 6] . Since then, there has been a plethora of systems that implement finger tracking/pointing [7, 8, 9, 10, 11, 12] , a variety of 'finger flying' style navigation in virtual spaces or direct-manipulation interfaces [13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25] , control of appliances [26] , in computer games [27, 28, 29] , and robot control [30, 31, 32, 33] .
Other manipulative applications include interaction with wind-tunnel simulations [34, 35] , voice synthesizers [36, 37, 38] , and an optical flow-based system that estimates of one of 6 gross fullbody gestures (jumping waving, clapping, drumming, flapping, marching) for controlling a musical instrument [39] . Some of these approaches cited (e.g. [30, 40, 41, 36, 37] ) use special gloves or trackers, while others employ only camera-based visual tracking. Such manipulative gesture systems typically use the shape of the hand to determine the mode of action (e.g. to navigate, pick something up, point etc.) while the hand motion indicates the path or extent of the controlled motion.
Gestures used in communication/conversation differ from manipulative gestures in several significant ways [42, 43] . First, because the intent of the latter is for manipulation, there is no guarantee that the salient features of the hands are visible. Second, the dynamics of hand movement in manipulative gestures differ significantly from conversational gestures. Third, manipulative gestures may typically be aided by visual, tactile or force feedback from the object (virtual or real)
being manipulated, while conversational gestures are typically performed without such constraints.
Gesture and manipulation are clearly different entities sharing between them possibly only the feature that both may utilize the same body parts.
Semaphoric Gestures
Semaphoric approaches may be termed as 'communicative' in that gestures serve as a universe of symbols to be communicated to the machine. A pragmatic distinction between semaphoric gestures and manipulative ones is that the former does not require the feedback control (e.g. handeye, force-feedback, or haptic) necessitated for manipulation. Semaphoric gestures may be further categorized as being static or dynamic. Static semaphore gesture systems interpret the pose of a static hand to communicate the intended symbol. Examples of such systems include color-based recognition of the stretched-open palm where flexing specific fingers indicate menu selection [44] , Zernike moments-based hand pose estimation [45] , the application of orientation histograms (histograms of directional edges) for hand shape recognition [46] , graph-labeling approaches where labeled edge segments are matched against a predefined hand graph [47] (they show recognition of American Sign Language, ASL-like, finger spelling poses), a 'flexible-modeling' system in which the feature-average of a set of hand poses is computed and each individual hand pose is recognized as a deviation from this mean (principal component analysis, PCA, of the feature covariance matrix is used to determine the main modes of deviation from the 'average hand pose') [48] , the application of 'global' features of the extracted hand (using color processing) such as moments, aspect ratio, etc. to determine the shape of the hand out of 6 predefined hand shapes [49] , model-based recognition using 3D model prediction [50] , and neural net approaches [51] .
In dynamic semaphore gesture systems, some or all of the symbols represented in the semaphore library involve predefined motion of the hands or arms. Such systems typically require that gestures be performed from a predefined viewpoint to determine which ¡ ¦ £ ¥ is being performed. Approaches include finite state machines for recognition of a set of editing gestures for an 'augmented whiteboard' [52] , trajectory-based recognition of gestures for 'spatial structuring' [53, 54, 42, 43, 55, 56] , recognition of gestures as a sequence of state measurements [57] , recognition of oscillatory gestures for robot control [58] , and 'space-time' gestures that treat time as a physical third dimension [59, 60] .
One of the most common approaches for the recognition of dynamic semaphoric gestures is based on the Hidden Markov Model (HMM) [61] . First applied by Yamato, Ohya, and Ishii [62] to the recognition of tennis strokes, it has been applied in a myriad of semaphoric gesture recognition systems. The power of the HMM lies in its statistical rigor and ability to learn semaphore vocabularies from examples. A HMM may be applied in any situation in which one has a stream of input observations formulated as a sequence of feature vectors and a finite set of known classifications for the observed sequences. HMM models comprise state sequences. The transitions between states are probabilistically determined by the observation sequence. HMMs are 'hidden'
in that one does not know which state the system is in at any time. Recognition is achieved by determining the likelihood that any particular HMM model may account for the sequence of input observations. Typically, HMM models for different gestures within a semaphoric library are rank-ordered by likelihood, and the one with the greatest likelihood is selected. Good technical discussions on the application of the HMM to semaphoric gesture recognition (and isolated sign language symbol recognition) are given in [63, 64] .
A parametric extension to the standard HMM (a PHMM) to recognize degrees (or parameters)
of motion is described in [41, 65] in a controlled environment and only a small set of connected signs was recognized with 73% of recognition versus 94% for isolated signs).
Other HMM-based systems include the recognition of a set of 6 'musical instrument' symbols (e.g. playing the guitar) [69] , recognition of 10 gestures for presentation control [70] , music conducting [57, 71] , recognition of unistroke-like finger spelling performed in the air [72] , and communication with a molecular biology workstation [11] .
There is a class of systems that applies a combination of semaphoric and manipulative gestures within a single system. This class is typified by [11] that combines of HMM-based gesture semaphores (move forward, backward), static hand poses (grasp, release, drop etc.) and pointing gestures (finger tip tracking using 2 orthogonally oriented cameras -top and side). System is used to manipulate graphical DNA models.
Semaphores represent a miniscule portion of the use of the hands in natural human communica-tion. In reviewing the challenges to automatic gesture recognition, Wexelblat [73] emphasizes the need for development of systems able to recognize natural, non-posed and non-discrete gestures.
Wexelblat disqualifies systems recognizing artificial, posed and discrete gestures as unnecessary and superficial. He asks rhetorically what such systems provide that a simple system with key presses for each categorical selection cannot.
Other Paradigms
There is a class of gestures that sits between pure manipulation and natural gesticulation. This class of gestures, broadly termed deictics or pointing gestures, have some of the flavor of manipulation in its capacity of immediate spatial reference. Deictics also facilitate the 'concretization' of abstract or distant entities in discourse, and so are the subject of much study in psychology and linguistics. Following [5, 6] , work done in the area of integrating direct manipulation with natural language and speech has shown some promise in such combination. Earlier work by Cohen et al [74, 75] involved the combination of the use of a pointing device and typed natural language to resolve anaphoric references. By constraining the space of possible referents by menu enumeration, the deictic component of direct manipulation was used to augment the natural language interpretation. [76, 77] describe similar work employing mouse pointing for deixis and spoken and typed speech in a system for querying geographical databases. Oviatt et al [78, 79, 80] extended this research direction by combining speech and natural language processing and pen-based gestures.
We have argued that pen-based gestures retain some of the temporal coherence with speech as with natural gesticulation [81] , and this co-temporality was employed in [78, 79, 80] to support mutual disambiguation of the multimodal channels and the issuing of spatial commands to a map interface. Koons et al [82, 83] describe a system for integrating deictic gestures, speech and eye gaze to manipulate spatial objects on a map. Employing a tracked glove, they extracted the gross motions of the hand to determine such elements as 'attack' (motion toward the gesture space over the map), 'sweep' (side-to-side motion), and 'end reference space' (the terminal position of the hand motion). They relate these spatial gestural references to the gaze direction on the display, and to speech to perform a series of 'pick-and-place' operations. This body of research differs from that reported in this paper in that we address more free-flowing gestures accompanying speech, and are not constrained to the two-dimensional reference to screen or pen-tablet artifacts of pen or mouse gestures.
Wilson, Bobick and Cassell [84] proposed a tri-phasic gesture segmenter that expects all gestures to be a rest-transition-stroke-transition-rest sequence. They use an image-difference approach along with a finite state machine to detect these motion sequences. Natural gestures are, however, seldom clearly tri-phasic in the sense of this paper. Speakers do not normally terminate each gesture sequence with the hands in their rest positions. Instead, retractions from the preceding gesture often merge with the preparation of the next.
Kahn et al [12] describe their Perseus architecture that recognizes a standing human form pointing at various predefined artifacts (e.g. coke cans). They use an object-oriented representation scheme that uses a 'feature map' comprising intensity, edge, motion, disparity, and color features to describe objects (standing person and pointing targets) in the scene. Their system reasons with these objects to determine the object being pointed at. Extending Perseus, [85] describe an extension of this work to direct and interact with a mobile robot.
Sowa and Wachsmuth [86, 87] describe a study based on a system for using coverbal iconic gestures for describing objects in the performance of an assembly task in a virtual environment. They use a pair of CyberGloves for gesture capture, three Ascension Flock of Birds electromagnetic trackers ¡ mounted to the subject's back for torso tracking and wrists, and a headphone-mounted microphone for speech capture. In this work, subjects describe contents of a set of 5 virtual parts (e.g. screws and bars) that are presented to them in wall-size display. The gestures were annotated using the Hamburg Notation System for sign languages [88] . The authors found that "such gestures convey geometric attributes by abstraction from the complete shape. Spatial extensions in different dimensions and roundness constitute the dominant 'basic' attributes in [their] corpus . . . geometrical attributes can be expressed in several ways using combinations of movement trajectories, hand distances, hand apertures, palm orientations, hand-shapes, and index finger direction."
In essence, even with the limited scope of their experiment in which the imagery of the subjects was guided by a wall-size visual display, a panoply of iconics relating to some (hard-to-predict) attributes of each of the 5 target objects were produced by the subjects.
Wexelblat [23] describes research whose goal is to "understand and encapsulate gestural interaction in such a way that gesticulation can be treated as a datatype -like graphics and speech -and incorporated into any computerized environment where it is appropriate." The author does not make any distinction between the communicative aspect of gesture and the manipulative use See www.ascension-tech.com of the hand, citing the act of grasping a virtual door knob and twisting as a 'natural' gesture for opening a door in a virtual environment. The paper describes a set of experiments for determining the characteristics of human gesticulation accompanying the description of video clips subjects have viewed. These experiments were rather naive since there is a large body of literature on narration of video episodes [89] . The experiment seeks answers to such questions as whether females produce fewer gestures than males, and whether second language speakers do not produce more gestures than native speakers. While the answers to these questions are clearly beyond the capacity of the experiments, Wexelblat produces a valuable insight that "in general we could not predict what users would gesture about." Wexelblat also states "there were things in common between subjects that were not being seen at a full-gesture analysis level. 
Discourse and Gesture
The 
Growth Point Theory
'Growth point' (gp) theory [93, 1, 2] assigns the rationale for the temporal coherence across modalities to correspondence at the level of communicative intent. This temporal coherence is governed by the constants of the underlying neuronal processing that proceeds from the nascent 'idea unit' or 'growth point'. We believe that an understanding of the constants and principles of such speechgesture-gaze cohesion is essential to their application in multimodal HCI.
While it is beyond the scope of this paper to provide a full discussion of language production and gp theory, we shall provide a summary of the theory germaine to the development of our model.
In [93, 1, 2] , McNeill advanced the growth point (gp) concept that serves as the underlying bridge between thought and multimodal utterance. The gp is the initiating idea unit of speech production, and is the minimal unit of the image-language dialectic [94] .
As the initial form of a 'thinking-for-speaking' unit [93, 1, 2] , the gp relates thought and speech in that it emerges as the newsworthy element in the immediate context of speaking. In this way, the gp is a product of differentiation that 1. marks a significant departure in the immediate context; and, 2. implies this context as a background. We have in this relationship the seeds for a model of real-time utterance and coherent text formation. The 'newsworthiness' aspect of the gp is similar to the rheme-theme model [95, 96] that was employed in [97, 98] for generating speech and gesture and facial expressions respectively.
Catchments
An important corrolary to gp theory is the concept of the 'catchment'. The catchment is a unifying concept that associates various discourse components [1, 2, 3, 4] . As a psycholinguistic device, it permits the inference of the existence of a gp as a recurrence of gesture features across two or more (not necessarily consecutive) gestures. The logic for the catchment is that coherent discourse themes corresponding to recurring imagery in the speaker's thinking produces such recurring gesture features. It is analogous to series of peaks in a mountain range that inform us that they were formed by a common underlying process because they share some geological characteristic (even if there are peaks of heterogeneous origins that punctuate the range).
An important distinction needs to be made here with respect to intentionality and wittingness.
The speaker always intends to produce a particular catchment although she may be unwitting of its production. This is similar to the particular muscular activations necessary for vocal utterance.
While the speaker intends to say the words uttered, she is unwitting of her laryngeal motions, respiratory apparatus or even prosodic patterning. Nonetheless, both gesture and speech contain rich regularities and characteristics that support modeling and analyses to reveal the points of conceptual coherences and breakpoints in the discourse content.
The Catchment Feature Model
Note that unlike the 'whole gesture' formulation in the gesture recognition literature overviewed earlier, catchments involve only the recurrence of component gesture features. This suggests that one may approach gesture analysis by way of decomposing gestures into constituent features and studying their cohesion, segmentation, and recurrence. This is the essence of the Catchment Feature Model proposed here.
As an illustration of this concept, we construct the following multimodal discourse segment catchments. This paper presents an approach to answer this question, presents a set of catchment features that have been computationally accessed, proposes a set of metrics to evalutate these features, and proposes directions for our field to further advance our understanding and application of the catchment feature model.
Examples of Catchment Features
A gesture is typically defined as having three to five phases: preparation, [pre-stroke hold], stroke,
[post-stroke hold], retraction [89] . Of these only the stroke is obligatory. It carries the imagistic content and is the pulse that times with the prosodic pulse of speech phrases [92, 89] . The preparation and retraction can be thought as being pragmatic movements to bring the hand into position for the stroke and to return the hand to rest after the stroke. Often, the retraction of a gesture unit will merge with the preparation of the next one. The pre-stroke and post-stroke holds, if they are present, often serve a timing function to synchronize the stroke with its speech affiliate.
The example catchment features cited here have been extracted computationally from either monocular or stereo video datasets of human subject experiments. We are in the process of collecting corpora of such data to support this scientific endeavor (see http://vislab.cs.wright.edu). As will be shown, some catchment features relate to individual gestures while others group runs of gestural activity.
Experimental Methodology
To put our body of work in perspective, we shall outline the general experimental methodology and the tools we have developed to support the science. Video/audio are captured using either single or multiple camera setups. The multiple camera setups involve two stereo-calibrated cameras directed at each of the subject and interlocutor (to date we have dealt only with one-on-one discourse). We employ standard consumer mini-DV video cameras (previously our data have come from VHS and Hi-8 as well). The audio comes through boom microphones.
The video is captured to disk and processed using a variety of tools. The hands are tracked using a motion field extractor that is biased to skin color [99, 100, 101, 102] and head orientation is tracked [103] . From the hand motion data, we extract the timing and location of holds of each hand [104] . We also perform a detailed linguistic text transcription of the discourse that includes the presence of breath and other pauses, disfluencies and interactions between the speakers. The speech transcript is aligned with the audio signal using the Entropic's word/syllable aligner. We also extract both the ¡ £ ¢ of the entire dataset is also aligned to the experiment video. In some of our data, we employ the Grosz 'purpose hierarchy' method [106] to obtain a discourse segmentation. The choice of discourse segmentation methodology may vary. Any analysis that determines topical cohesion and segmentation will suffice. The question to which we seek answer is whether the catchment feature approach will yield a discourse segmentation that matches a reasonably intelligent humanproduced segmentation.
To support the stringent timing analysis needed for our studies, we developed the Visualization for Situated Temporal Analysis (VisSTA) system for synchronous analysis of video, speech audio, time-tagged speech transcription, and derived signal data [107, 108, 109] .
To demonstrate the efficacy of the catchment feature concept, both as a device for language access, and as a bridge to signal and image/video processing, we shall visit three catchment feature examples.
Holds and Handedness
In the process of discourse, speakers often employ their hands and the space in front of them as conversational resources to embody the mental imagery. Hand use, therefore, is a common catchment feature [3, 110, 111] . In [112, 4] , we investigated the detection of hand holds and hand use in the analysis of video data from a living space description. This 32 sec (961 frames) data was obtained from a single camera, and so we hand only (horizontal) and The subject in the experiment systematically assigned the description of the rear of her dwelling to her LH in sections (A) and (D) (this includes a kitchen area and a spiral staircase). She assigned the front staircase of her home that is on the right side to her RH in section (C), and, whenever she talked about the front of her house, she used symmetric 2H gestures (section (B)). This order was consistently held even though the description included a major discourse repair at the end of (A) where she says "Oh! I forgot to say . . . " [RH withdraws sharply from the gesture space (as can be seen in the top graph labeled (K.1.))]. The same hand use configuration marks her returns to the back staircase again in section (D) five to six phrases later. In this latter section, the holding LH moves slightly as the RH makes very large movements. Since non-symmetrical 2H movements are unlikely (see next section) the 'dominant motion rule' that attenuates the small movements in one hand in the presence of large non-symmetric movements in the other hand helped to label the LH as holding (The intuition is that since the body is interconnected, there will always be small movements in other extremities in conjunction with large movements of one arm). The robustness of the hand use feature illustrated here bears out its utility as a catchment feature.
Symmetry Classification
The portion of the living space description of Figure 2 This brings us to our second catchment feature of motion symmetry of 2H gestures. Concerning symmetry in sign language and gesture, Kita writes "When two strokes by two hands coincide in sign language, the movements obey the well-known Symmetry Condition, which states that the movement trajectory, the hand orientation, the hand shape, and the hand-internal movement have to be either the same or symmetrical . . . the Symmetry Condition also holds for gestures." [113, 114] . In fact, it appears that when both hands are engaged in gesticulation with speech there is almost always a motion symmetry (either lateral, vertical or near-far with respect to the torso), or one hand serves as a platform hand for the other moving hand. To test the veracity of this claim, one needs only perform the simple experiment attempting to violate this condition while both hands are engaged in gesticulation. This tyranny of symmetry seems to lift for two moving hands during speech when one hand is performing a pragmatic task (e.g. driving while talking and gesturing with the other hand). Such pragmatic movements also include points of retraction of one hand (to transition to a one-handed (1H) gesture), preparation of one hand (to join the other for a two-handed (2H) gesture or to change the symmetry type).
In [115, 116] , we investigated a finer grain analysis of this motion symmetry using a signal correlation approach. We apply the correlation relationship: 
where ' is the selected window, and ) denotes convolution.
Hence, the local symmetry of the two signals may be computed with a suitable window: we can compute the correlation vector
The size of the convolving window is critical since too large a window will lead to oversmoothing and temporal inaccuracies of the detected symmetries. Too small a window will lead to instability and susceptibility to noise. We chose a window size of 1 sec. (30 frames). This gave us reasonable noise immunity for our data while maintaining temporal resolution. The drawback was that the resulting symmetry profiles detected were fragmented (i.e. there were 'dropouts' in profiles). Instead of increasing the window size to obtain a smoother output, we applied a rule that a dropout below a certain duration between two detected symmetries of the same polarity (e.g. a dropout between two runs of positive symmetry) is deemed to be part of that symmetry. We chose a period of 0.6 sec. for the dropout threshold. This adequately filled in the holes without introducing oversmoothing (given inertia, the hands could not transition from a symmetry to non-symmetry and back in 0.6 sec). Figure 3 tabulates the start time, duration, correlation coefficient, time from previous symmetric feature, and the words uttered (marked in brackets).
2D Living Space Description Symmetries
By our rule, we have the symmetries yield the following 12 longer segments: "you come", 
3D Spatial Planning Data Symmetries
A second experiment captured by two stereo-calibrated cameras demonstrates the symmetry catchment feature in 3D [116] . In this experiment, a subject is made privy to a plan to capture a family of intelligent wombats that have taken over the town theater in a ficticious town for which there is a physical model. She is then video-taped discussing the plan and fleshing it out with an interlocutor.
The dataset comprised 4,669 video frames (155.79 sec). In the symmetry data, there were 32 runs of symmetries. Of these, 7 occurred during the interlocutor's turn where the subject clearly pantomimed her interlocutor, most likely to show interest and assent. This leaves 25 detected symmetry runs cotemporal with the subject's speech. In the ¡ symmetry data, 37 runs were extracted.
Of these one was erroneous owing to occlusion of the hands in the video, and 6 took place during the interlocutor's turn. This leaves 30 detected ¡ -symmetry runs accompanying speech.
For this dataset, we compared the start and end of each run of symmetry to the Grosz purpose hierarchy-based analysis of the discourse text. We would expect the symmetry transitions to correspond to discourse shifts.
Combining both and We introduce another concept that is becoming evident in our analysis of the 3D symmetry data -that of directional dominance. We noticed that the symmetry coefficients along different axes were more chaotic for some runs as compared with others. For example, in a particular discourse region, we have a run of positive correlations in but not in ¡ , and in other discourse regions, the reverse is the case. Upon investigation of the discourse video, we noticed that at these junctures, we perceived the speaker's gestures to be dominantly symmetrical in the direction indicated by the coherent correlations. There are, nonetheless, equally strong correlations (in terms of absolute correlation value) in the more fragmented dimensions. The reason is that while the speaker 'intends' a particular symmetry (say moving the hands outward laterally in an 'opening gesture'), the biometrics of arm movement dictate some collateral symmetry in the ¡ and @ dimensions as well.
In this case, the absolute distance traversed in dominates the ¡ and @ movements. We cannot simply filter out small movements since some motion symmetries are intentionally small. We can, however, detect the dominant direction in a symmetric run in terms of the relative total traversals and select the corresponding symmetries as the 'true' ones.
Space Use Analysis
The final catchment feature example we shall visit is that of space use. Space and imagery are inseparable. Obviously, one expects gesture to access space where space is the immediate 'subject matter', but speakers recruit spatial metaphors in gesture even when not speaking about space (as formalized by the 'mental spaces' concept [117, 118] ). A lateral differentiation of gestures across the midline of the gesture space, for example, reflects the lateral arrangement of objects in the reference space even when the content of speech does not mention space [119] . A related concept is that of the 'origo' (see [89] p. 155, [120] ). In a sense, all language can be thought of as referential. References comprises three components: the thing referenced (and its location), the act of referencing, and the viewpoint (or origo) from which the reference is made. In a pointing gesture, by analogy, these correspond to the thing and location pointed to, the pointing finger configuration and motion, and the origin from which the gesture is made.
where
(we use 0.01), and
, where Sentential DU: We performed an independent sentential parse using only the grammatical syntax for segmentation yielded 87 discourse units. Using the start and end times of these units, we computed the 87 HOH's and obtained the SCM shown in figure 5 . The 87 sentences are numbered on the two axes. The larger dark rectangles along the 1.0 autocorrelation diagonal correspond to higher contiguous SU cohesion. Figure 6 shows the SCPV for these sentence units where the peaks correspond to SU transitions. In this case, since the sentences are large DUs, the value of ( in equations 8 and 9 was set to 3. 31 transitions were detected. Of these only 3 did not correspond to valid purpose hierarchy transitions. All 5 level 1 transitions were correctly extracted. These are numbered in figure 6 . Six SCPV peaks were detected at the start of the speaker's turn, and 6 were associated with the withdrawal of the speaker's hands at the end of her turn. Of the 3 non-purpose hierarchy transitions, 2 were at the start of the speaker's turn when she reintroduced her hand to A total of 75 peaks were found in the SCPV. Table 1 summarizes the discourse events that 1  6  11  16  21  26  31  36  41  46  51  56  61  66  71  76  81 The beginnings of all 6 level 1 purpose hierarchy units were correctly detected (among a total of 45 transitions found). Of the 15 turn exchanges detected as SCPV peaks, 6 did not coincide with a hierarchy transition. There were 9 SCPV peaks when the subject was silent and the interlocutor was speaking. Most of these occurred because subject imitated the gestures of her interlocutor or pantomimed what she was describing (most probably to show that she was following the discussion). There was one pragmatic hand movement when she moved her hands onto her hips while her interlocutor was speaking, and a couple of times the subject retracted her hands to rest when it became clear that the interlocutor turn would be extended. The New-Place events occurred when a new location was introduced in the middle of a DU and the hand location moved from its origo role to the deictic target. In one of the three instances the speaker says, "we're gonna go over to In certain speech repairs, there is a tendency for a speaker to withdraw her hand from the gesture space to reintroduce it [112, 4, 3, 123] . This accounts for the 3 repair instances detected as SCPV peaks. The Action Stroke event occurred when the subject said, " . . . scare the wombats " c " out through the front." In this case the hand indicates the path along which the wombats will be chased. is there are wombats in the theater . . . ". The SCPV peak flags a large withdrawal of the hand backward terminating in a downward beat at the word 'wombats'. At this point, the non-dominant hand enters the scene and both hands join forces assuming the G-hand pose and pointing emphatically at the theater coinciding with the utterance: 'in the theater'. The hands then stay around the theater while she describes the events to take place there. Hence, we most likely have the introduction of a new SUN, centered around the theater. There is always debate as to when a new purpose phrase begins, and this may be an example where the SU shift may provide better guidance for the coder. In any case, since the purpose hierarchy as coded did not flag a discourse shift, we did not count this SCPV peak as a discourse transition in table 1. There were 5 SCPV peaks for which we could not determine a cause.
One might argue that the sentential coding experiment is not completely independent from the purpose hierarchy because sentential structure is related to semantic discourse content. In the discrete time experiment, discounting the SCPV peaks that took place during the interlocutor's turn, and the 6 non-transition turn changes, 45 out of 60 detected peaks corresponded to semantic discourse transitions. This is more significant in that there is no other reason that a .333 second interval graph should adhere to the purpose hierarchy structure other than gestural structuring of discourse content. Apart from 5 cases, the other 10 SCPV peaks correspond to other non-SU discourse phenomena (such as speech repairs).
Discussion and Future Directions
Thus far, we have laid out a perspective of multimodal communication based on sound psycholinguistic theory. Beginning from the relation between mental imagery and the growth point, we motivated the concepts of the catchment and consequently the device of the catchment feature model along with the corollary concept of feature decomposition approach for gesture analysis. To lend concreteness to these concepts, we presented three catchment features along with the analyses of how they facilitate analysis of the entire multimodal communicative performance. The model has been applied to study multimodal gesture-speech disfluency phenomena [124, 4, 125, 123] , timing of prosody and gesture as discourse focal points [103, 126, 127] , and the communicative deficits attendant to Parkinson Disease [128, 129, 130] . Other catchment features we have are investigating include oscillatory gestures and hand shape [55, 56, 131] .
The catchment feature model provides a locus for multimodal fusion at the level of mental imagery and discourse planning. As such, it suggests several future directions for the field of multimodal communication research beyond the obvious research in identifying, extracting, and testing new catchment features.
First, there is need for measures of catchment feature efficacy. If the question is whether a particular catchment feature detector is accurate, paradigms of classifier performance evaluation such as those employing false positives and negatives and Receiver Operating Characteristics [132] would suffice. This does not, however, address the question of the efficacy of a particular catchment feature. Given particular discourse and social contexts, subject matter, personal styles etc., a specific catchment feature could be perfectly extracted, but of limited efficacy. We propose a power/penalty evaluation that applies to particular contexts. In the 'space use' example cited above, there were 59 points of discourse topic/level transitions in the expertly coded transcription.
The discrete time SU detector extracted 75 peaks of which 45 corresponded to coded transitions.
This indicates that in the context of spatial plan conveyance over a terrain representation between the 2 subjects, we properly extracted 45 transitions out of 59 opportunities, yielding a power of 76.27%. The penalty of applying this catchment feature model is 30 non-transition SU peaks out of 75 peaks or 40%. This power/penalty analysis bears out the intuition that in conveying a spatial/temporal plan with access to a model of the terrain, a speaker may organize her discourse plan around the physical artifact.
The second element needed to advance the field is the availability of coded video corpora.
The power/penalty analysis highlights two requirements in this context: 1. The need for sufficient coded data. 2. The need for corpora around a taxonomy of discourse conditions. It is obvious that the usefulness of a power/penalty analysis for a single dataset is of limited utility (apart from
showing the potential of a particular catchment feature). Given behavioral variances due to personal styles, cultural contexts, and social situations, we have to either randomize these distributions or specify the conditions to constitute a single class (e.g. spatial/temporal planning for American
English-speaking military personnel with equally ranked individuals). This permits the computation of power/penalty statistics across multiple datasets (e.g. across college students of varying national origins and personal styles engaged in the 'wombat' planning discourse). This requires carefully planned experiments, coding schemes, and the identification of classes of discourse contexts. While an exhaustive taxonomy discourse contexts may not be practical, the identification and classification of certain 'useful' contexts (e.g. American trained teachers tutoring Latin-American third-graders in English as a second language) is essential.
Third, the development of standardized tools such as VisSTA [107, 108, 109] and Anvil [133] to visualize and analyze temporally situated multimodal discourse is essential. Since these datasets are necessarily multimedia (time-tagged transcriptions, audio, video, motion traces etc.), the field will be impeded if every researcher has to develop their own set of these tools.
Fourth, along with the investigation of individual catchment features, there needs to be research in combining ensembles of catchment features and speech. Even within a specific discourse context, the imagistic content of different discourse segments may be represented by different catchments. Different catchment features may properly mark a topical unit or not (leading to a penalty). Research into temporal fusion of multiple features will be essential to the advancement of the field.
¡
The Linguistic Data Consortium has begun the task of cataloging such tools in http://www.ldc.penn.edu/annotation/gesture/.
Conclusion
Our list of requirements is not intended to be exhaustive. The field computational multimodal discourse analysis is young and many voices and perspectives are necessary to realize its potential. This paper seeks only to present the basic catchment feature model that permits the fusion of different communicative modes, and bridges what may be reasonably extracted by signal and video processing with the realities of how humans communicate multimodally.
We have argued from a detailed analysis of the literature that the body of engineering research on gesture has heretofore clustered around manipulative and semaphoric gestures. We have motivated our catchment feature model from a sound psycholinguistic basis. The ideas of the growth point and catchment suggest that the locus of fusion across communicative mode may be accomplished at the level of the underlying discourse plan and imagistic conceptualization. The focal points of newsworthy items of an utterance that carries the discourse plan along are precisely where both gesticular activity and prosodic emphases emerge (and merge). Imagery is not conveyed by 'whole gestures' but by particular features of the gestures that represent the imagery. Although these gestural canvases are sketched out and painted from discourse to discourse at the moment of conceptualization, they create consistent feature spaces within each discourse. The catchment feature model, hence, serves as a bridge between the discourse conceptualization and the entities that may be extracted from discourse video.
We presented our experimental framework for catchment feature-based research, and visited three examples of catchment features: hand use, symmetry characteristics and space use to demonstrate the efficacy of the catchment feature model. Finally, this paper lays out some of the needs of the new domain of computational multimodal discourse analysis. We believe it is in the understanding of how humans communicate multimodally that we can approach multimodal human-computer interaction in a cogent way.
