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OPTIMAL REGULARITY OF CONSTANT CURVATURE GRAPHS IN
HYPERBOLIC SPACE
XUMIN JIANG AND LING XIAO
ABSTRACT. Inspired by [6, 7], we study the boundary regularity of constant curvature
hypersurfaces in the hyperbolic space Hn+1, which have prescribed asympototic bound-
ary at infinity. Through constructing the boundary expansions of the solutions, we derive
the optimal regularity of the solutions. Moreover, we obtain an equivalent condition that
guarantees the smoothness of the solutions.
1. INTRODUCTION
In [1, 3, 5], Bo Guan, Joel Spruck, and their collaborators studied the existence of a
complete strictly convex hypersurface of constant curvature in hyperbolic space with a
prescribed asymptotic boundary at infinity. More specifically, given Γ = ∂Ω ⊂ ∂∞Hn+1
and a large class of smooth symmetric functions φ of n variables, they proved the existence
of a complete strictly convex hypersurface Σ in Hn+1 satisfying
(1.1)
φ(κ[Σ]) = σ
∂Σ = Γ
where κ[Σ] = (κ1, ..., κn) denotes the positive hyperbolic principal curvatures of Σ and
σ ∈ (0, 1) is a constant. They assumed that the hypersurface Σ is a vertical graph over the
domain Ω, i.e.,
Σ = {(x, xn+1) : x ∈ Ω, xn+1 = f(x)}.
Moreover, they proved that f 2 ∈ C∞(Ω) ∩ C1,1(Ω¯).
In this paper, we will study the optimal regularity of Σ on the boundary. We will use the
half-space model, i.e.,
H
n+1 = {(x, xn+1) ∈ Rn+1|xn+1 > 0}
equipped with the hyperbolic metric
ds2H =
1
x2n+1
ds2E,
1
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where ds2E denotes the Euclidean metric on R
n+1. We denote by ∂∞Hn+1 the boundary at
infinity of Hn+1, which is identified with Rn × {0}.
Han and Jiang [6] studied the boundary expansions for minimal graphs in the hyperbolic
space. Subsequently, Han and Wang [8] studied the boundary expansions for constant
mean curvature graph in the hyperbolic space. In this paper, we will follow their ideas to
study the boundary expansions of solutions to the Dirichlet problem for constant general
curvature graphs in hyperbolic space. The equations we study here are fully nonlinear, in
contrast to the constant mean curvature case which is quasilinear. The biggest challenge
here is to improve the lower order estimates and to work through a more complicated formal
computation to find dominating terms.
In order to illustrate our ideas more clearly, in this paper, we will focus on the case when
φ is curvature quotient, i.e., we let
φ(κ[Σ]) =
Hn(κ)
Hl(κ)
= σn−l,
where
Hk =
1(
n
k
) ∑
1≤j1<···<jk≤n
κj1 · · ·κjk
is the normalized k-th elementary symmetric function and we set H0 ≡ 1. Our ideas also
work for a much more general curvature setting (e.g., Hi, 1 ≤ i ≤ n).
Under our assumptions, we can rewrite equation (1.1) as follows,
Hn(κ[a
v
ij ])
Hl(κ[avij ])
= σn−l in Ω,
f > 0 in Ω,
f = 0 on ∂Ω,
(1.2)
where the second fundamental form of Σ is
avij =
1
wf
(δij + fγ
ik
f fklγ
lj
f ),
and
wf =
√
1 + |Df |2,
γijf = δij −
fifj
wf(1 + wf)
.
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Note that the matrix {γijf } is invertible with inverse
γij = δij +
fifj
1 + wf
,
which is the square root of {gEij}.
Following [9], we can view the graph of f locally as the graph of u, whose domain is the
vertical plane that intersects Γ at a boundary point. Specifically, we fix a boundary point
of Γ, say the origin, and assume that the vector en = (0, · · · , 0, 1) is the exterior normal
vector to Γ at the origin. Then, with y = (y′, yn), the y′ -hyperplane is the tangent plane
of Γ at the origin, and the boundary Γ can be expressed in a neighborhood of the origin
as a graph of a smooth function over Rn−1 × {0}, say yn = ϕ(y′). We now denote points
in Rn+1 = Rn × R by (y′, yn, t). We can represent the graph of f as a graph of a new
function u defined in terms of (y′, 0, t) for small y′ and t, with t > 0. In other words, we
treat Rn = Rn−1 × {0} × R as our new base space and write u(y) = u(y′, t). Then, for
some R > 0, u satisfies
(1.3)
det
(
t
w
γikuklγ
lj − ut
w
δij
)
Hl
(
κ[ t
w
γikuklγlj − utw δij]
) = σn−l in Gr,δ
and
(1.4) u = ϕ on B′r,
where Gr,δ = {y = (y′, 0, t)||y′| < r, 0 < t < δ}, B′r = {y = (y′, 0, 0)||y′| < r},
w =
√
1 + |Du|2, and γij = δij − uiujw(1+w) .
We can establish formal expansions for solutions of (1.3) and (1.4) in the following form:
for k ≥ n+ 1,
uk = ϕ(y
′) + c1(y′)t + c2(y′)t2 + · · ·+ cn(y′)tn +
k∑
i=n+1
Ni∑
j=0
ci,j(y
′)ti(log t)j,
where ci, ci,j’s are coefficients only depending on coordinates y1, · · · , yn−1. Moreover, c1,
c2, · · · , cn, cn+1,1 have explicit expressions in terms of ϕ, which will be derived in Section
3. For 0 ≤ k ≤ n, we simply denote,
uk = ϕ(y
′) + c1(y′)t + c2(y′)t2 + · · ·+ ck(y′)tk,
where c1, c2, · · · , ck, have explicit expressions in terms of ϕ.
We have following main theorems.
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Theorem 1.1. Assume in Gr,δ = {(y′, t) : |y′| < r, 0 < t < δ}, ϕ ∈ Cp,α(B′r), for some
α ∈ (0, 1). Let u ∈ C1(G¯r,δ)∩C∞(Gr,δ) be a solution of equations (1.3) and (1.4) satisfies
|Du|+ t|D2u| < C. Then for any 0 ≤ k ≤ p, 0 < r′ < r, 0 < δ′ < δ, and ǫ ∈ (0, α), there
exists ci, ci,j ∈ Cp−i,ǫ(Gr′,δ′), such that, for any α ∈ (0, 1), τ = 0, 1, · · · , p − k, and any
m = 0, 1, · · · , k, we have
(1.5) Dτy′∂
m
t (u− uk) ∈ Cǫ(G¯r′,δ′),
and for any (y′, t) ∈ Gr′,δ′ ,
(1.6) |Dτy′∂mt (u− uk)(y′, t)| ≤ Ctk−m+α.
Here, C is a constant depending only on n, p, α, r, δ, the C0 norm of u inGr,δ, and the C
p,α
norm of ϕ in B′r.
We also have the local convergence theorem,
Theorem 1.2. Assume the same assumptions as in Theorem 1.1. In addition, if ϕ is analytic
in y′, then the series {uk} with logarithmic terms derived from the boundary expansion
converges to u uniformly in Gr′,δ′ , for any 0 < r
′ < r, 0 < δ′ < δ. Furthermore, u is
analytic in
y′, t, t log t
for (y′, t) ∈ G¯r′,δ′ ∪ {(y′, 0) : |y′| < r′}.
2. PRELIMINARIES
The main purpose of this section is to derive the formula for hyperbolic principal curva-
tures and to construct explicit solutions of constant curvature. These explicit solutions will
serve as barrier functions later. Readers who are familiar with hyperbolic geometry can
skip this section.
2.1. Formulas for hyperbolic principal curvatures. Let Σ be a hypersurface in Hn+1.
We shall use g and∇ to denote the induced hyperbolic metric and Levi-Civita connections
on Σ, respectively. Since Σ also can be viewed as a submanifold of Rn+1, we will usually
identify a geodesic quantity with respect to the Euclidean metric by adding a superscript
“ E ” over the corresponding hyperbolic quantity. For instance, gE denotes the induced
metric on Σ from Rn+1 and∇E is its Levi-Civita connection.
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Let (z1, · · · , zn) be local coordinates and
τi =
∂
∂zi
, i = 1, · · · , n.
The hyperbolic and Euclidean metrics of Σ are given by
gij = 〈τi, τj〉H , gEij = τi · τj = x2n+1gij;
while the second fundamental forms are
hij = 〈∇τiτj , νH〉H , hEij = ∇Eτiτj · ν,
where ν is the Euclidean normal to Σ and νH =
ν
xn+1
is the hyperbolic normal. The
following relations are well known:
(2.1) hij =
1
xn+1
hEij +
νn+1
x2n+1
gEij
and
(2.2) κi = xn+1κ
E
i + ν
n+1,
where νn+1 = ν · en+1.
Now suppose Σ can be represented as the graph of a function f ∈ C2(Ω), f > 0, in a
domain Ω ⊂ Rn :
Σ = {(x, f(x)) ∈ Rn+1 : x ∈ Ω}.
In this case we take ν to be the upward (Euclidean) unit normal vector field to Σ, then we
have
ν =
(−Df, 1)
wf
, wf =
√
1 + |Df |2.
The Euclidean metric and second fundamental form of Σ are given respectively by
gEij = δij + fifj
and
hEij =
fij
wf
.
The Euclidean principal curvatures κE [Σ] are the eigenvalues of the symmetric matrix
AE[f ] = {aEij}:
aEij =
1
wf
γikfklγ
lj,
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where γij = δij− fifjwf (1+wf ) . From (2.2), we can see that the hyperbolic principal curvatures
κi[Σ] are the eigenvalues of the matrix A
v[f ] = {avij} :
avij =
1
wf
(δij + fγ
ik
f fklγ
lj
f ).
After rewriting this Σ locally as a graph of a new function u over the vertical plane, i.e.
Σ = {(y′, u(y′, t), t)|y = (y′, t) ∈ Rn−1 × {0} × R},
we have
ν =
(−uy′, 1,−ut)
w
and hij =
uij
w
.
Therefore, under this coordinates
avij =
t
w
γikuklγ
lj − ut
w
δij .
2.2. Explicit Solutions on Balls. In this subsection, we will construct sub and super so-
lutions to the equations (1.3) and (1.4). Our construction based on following well known
fact: Let BR(a) be a ball of radius R centered at a = (a
′,±σR) in Rn+1 where a′ ∈ Rn,
then by equation (2.2), S = BR(a) ∩ Hn+1 has constant hyperbolic principal curvature σ
with respect to its upward normal.
Let’s recall a comparison Lemma in [4]:
Lemma 2.1. Let B1 and B2 be balls in R
n+1 of radius R centered at a = (a′,−σR) and
b = (b′, σR), respectively. Let Σ be a hypersurface satisfies equation (1.2).
(i) If ∂Σ ⊂ B1, then Σ ⊂ B1.
(ii) If B1 ∩ Rn × {0} ⊂ Ω, then B1 ∩ Σ = ∅.
(iii) If B2 ∩ Ω = ∅, then B2 ∩ Σ = ∅.
For a given boundary Γ = ∂Ω ⊂ ∂∞Hn+1, we say that Γ satisfies the uniform interior
(resp. exterior) local ball condition, if there exists some α > 0 such that for all Q ∈ Γ,
there exists a ball Bnα ⊂ Ω¯ (resp.Bnα ⊂ Ω¯c), and ∂Bnα ∩ ∂Ω = {Q}. In this paper, we
always assume Γ satisfies the uniform interior/exterior local ball condition. In particular,
let’s denote x = (x′, xn) the coordinates in Rn+1, where
x′ = (x1, x2, · · · , xn−1).
Assume P = (x′P , s, 0) ∈ Rn × {0} and Bnα(P ) ⊂ Rn be an Euclidean ball centered at P
with radius α in ∂∞Hn+1. The explicit solution over domainBnα(P ) of equation (1.2) is the
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following
fα(x) =
√
R2 − |x′ − x′P |2 − |xn − s|2 − σR,
where R > 0 satisfies α2+σ2R2 = R2. The graph of fα is a portion of the sphere centered
at (x′p, s,−σR) with radius R in Rn+1.
Now, if the ball Bnα(P ) ⊂ Ω¯ is tangential to a boundary point Q = (x′Q, ϕ(x′Q)) ∈ ∂Ω in
the neighborhood of origin O ∈ ∂Ω. Then, we can see that the inner normal vector to ∂Ω
at Q is N = ( Dϕ√
1+|Dϕ|2 ,
−1√
1+|Dϕ|2 , 0). Let P = Q + αN , we have
fα(x) =
√√√√R2 −
∣∣∣∣∣x′ − x′Q − αDϕ√1 + |Dϕ|2 (x′Q)
∣∣∣∣∣
2
−
∣∣∣∣∣xn − ϕ(x′Q) + α√1 + |Dϕ|2 (x′Q)
∣∣∣∣∣
2
− σR.
Then the corresponding uα on the vertical plane {xn = 0} is
uR(y) = uR(y
′, t) =
√√√√R2 − (t+ σR)2 −
∣∣∣∣∣y′ − y′Q + αDϕ√1 + |Dϕ|2 (y′Q)
∣∣∣∣∣
2
+
(
− α√
1 + |Dϕ|2 (y
′
Q) + ϕ(y
′
Q)
)
.
If we only consider at points where y′ = y′Q, we have
uR(y) = ϕ+
√√√√R2 − (t+ σR)2 −
∣∣∣∣∣ αDϕ√1 + |Dϕ|2
∣∣∣∣∣
2
− α√
1 + |Dϕ|2 ,
which equals ϕ when t = 0. Furthermore, it’s easy to check, in this case,
uR(y) = ϕ−
√
σ2(1 + |Dϕ|2)
1− σ2 t + t
2F (y, R, α)(2.3)
where F (y, R, α) is uniformly bounded. By Lemma 2.1, we conclude that uR ≤ u in the
neighborhood of the origin.
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Similarly, if the ball Bnα(P ) ⊂ Rn\Ω is tangential to ∂Ω from outside, then in a small
neighborhood of the origin, we get
uR(y) = −
√√√√R2 − (t− σR)2 −
∣∣∣∣∣y′ − y′Q + αDϕ√1 + |Dϕ|2 (y′)
∣∣∣∣∣
2
+
α√
1 + |Dϕ|2 (y
′) + ϕ(y′).
(2.4)
Moreover, when y′ = y′Q we can see that
(2.5) uR(y) = ϕ−
√
σ2(1 + |Dϕ|2)
1− σ2 t + t
2F ′(y, R, α),
where F ′(y, R, α) is uniformly bounded. By Lemma 2.1, we conclude that uR ≥ u in the
neighborhood of the origin.
uR and u
R will serve as barrier functions in the proof of Lemma 4.1.
3. FORMAL EXPANSIONS
In this section, we derive expansions for solution to the equations (1.3) and (1.4). For
our convenience, we will rewrite equation (1.3) as follows:
(3.1) det(tγikuklγ
lj − utδij) = σn−lwn−lHl(κ[tγikuklγlj − utδij ]).
We denote equation (3.1) by Q(u) = Q¯(D2u,Du, t) = 0, where
Q(u) = Q¯(D2u,Du, t) = det(tγikuklγ
lj − utδij)− σn−lwn−lHl(κ[tγikuklγlj − utδij ]).
Now, set uN = ϕ +
∑N
i=1 cit
i, where ϕ as explained in Section 1, only relies on the
tangential coordinates and its graph defines the boundary locally. Our goal is to solve for
the tangential coefficients ci’s inductively such that Q(uN) = O(t
N).
By differentiating uN twice we get,
(3.2) DuN = (Dϕ+ c1Dt) +
N∑
i=2
(Dci−1 + iciDt)ti−1 +DcN · tN ,
and
(3.3) D2uN = D
2ϕ+
N∑
i=2
i(i− 1)citi−2 + · · · .
In “ · · · ”, when ci appears, it’s of the formDci, D2ci and it has a factor ti−1, ti respectively.
Substituting equations (3.2) and (3.3) into equation (3.1) we get the following.
CONSTANT CURVATURE GRAPHS IN HYPERBOLIC SPACE 9
First, by calculating the coefficients of the O(1) term, we get
(3.4) l.h.s. := (−c1)n,
and
(3.5) r.h.s. := σn−l(1 + |Dϕ|2 + c21)
n−l
2 (−c1)l.
Therefore we obtain
(−c1)n−l = σn−l(1 + |Dϕ|2 + c21)
n−l
2 ,
which yields
(3.6) c1 = −
√
σ2(1 + |Dϕ|2)
1− σ2 ,
here c1 < 0 because of our choice of orientation. Moreover, we have Q(ϕ+ c1t) = O(t).
Next, we will look at terms of order O(t).We collect those containing c2 on the l.h.s. of
(3.1),
(3.7)
l.h.s. : = [−2c2tδii + tγit · 2c2 · γti](−c1)n−1
= [−2c2tn+ 2c2t(1− u
2
t
w2
)](−c1)n−1
= −2c2t(−c1)n−1
(
n− 1 + u
2
t
w2
)
= −2c2t(−c1)n−1
(
n− 1 + |Dϕ|
2
1 + |Dϕ|2 + c21
)
= −2c2t(−c1)n−1
(
n− (1− σ2)) .
The rest O(t) terms on the l.h.s. relies on ϕ, c1 and their derivatives.
On the r.h.s., we have
wn−l = (1 + |Du|2)n−l2
= (1 + |Dϕ|2 + c21 + 2DϕDc1t+ 4c1c2t+ · · · )
n−l
2
= (1 + |Dϕ|2 + c21)
n−l
2 + (1 + |Dϕ|2 + c21)
n−l−2
2 · n− l
2
(4c1c2t+ 2DϕDc1t)
+ · · · ,
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where ”· · · ” denotes higher order terms than t. NoticeHl(κ[Aij ]) equals the sum of all l× l
submatrices of A that have same rows and columns. Hence,
Hl(κ[tγ
ikuklγ
lj − utδij ]) = (−c1)l + (−c1)l−1 · (−2c2lt + tγituttγti l
n
) + · · ·
= (−c1)l + (−c1)l−1 ·
[
−2c2lt+ 2c2t · (1− u
2
t
w2
)
l
n
]
+ · · · ,
where ”· · · ” denotes order t terms without c2 factor and higher order terms. So the O(t)
terms containing c2 in the r.h.s. of (3.1) are
(3.8)
r.h.s. : = (1 + |Dϕ|2 + c21)
n−l
2 σn−l
[
−2c2lt + 2c2t · (1− u
2
t
w2
)
l
n
]
(−c1)l−1
+ (4c1c2t) · n− l
2
σn−l(−c1)l(1 + |Dϕ|2 + c21)
n−l−2
2
= (−c1)n−1
[−2c2tn + 2c2t · (1− σ2)] · l
n
− 2(n− l)c2t(−c1)n−1σ2.
Combining (3.7) and (3.8) we get
(3.9)
l.h.s.− r.h.s.
= −2c2t(−c1)n−1
(
n− (1− σ2))
+ 2c2t(−c1)n−1(n− (1− σ2)) · l
n
+ 2(n− l)c2t(−c1)n−1σ2
= 2c2t(−c1)n−1
(
1− σ2) n− l
n
(1− n)
Therefore
Q(u2) = (2c2(−c1)n−1
(
1− σ2) n− l
n
(1− n)t
+ F2(x, ϕ,Dϕ,D
2ϕ, c1, D
ic1))t+O(t
2),
we can solve for c2 such that Q(u2) = O(t
2).
Finally, we consider the terms of order O(tk−1). Note that the terms containing ck have
at least a tk−1 factor, and those containing derivatives of ck have at least a tk factor. We
collect all O(tk−1) terms containing ck.
(3.10)
l.h.s. : =
{−kcktk−1δii + tγit[k(k − 1)cktk−2]γti} (−c1)n−1
= (−c1)n−1kcktk−1
[
−n + (k − 1)
(
1− c
2
1
1 + |Dϕ|2 + c21
)]
;
= (−c1)n−1kcktk−1(−n + (1− σ2)(k − 1));
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On the r.h.s., similarly we have
wn−l = (1 + |Du|2)n−l2
= (1 + |Dϕ|2 + c21 + · · ·+ 2kcktk−1c1 + · · · )
n−l
2
= (1 + |Dϕ|2 + c21)
n−l
2 + · · ·+ (1 + |Dϕ|2 + c21)
n−l−2
2 · n− l
2
(2kckt
k−1c1)
+ · · · ,
where ”· · · ” denotes higher order terms than O(1) which either does not contain ck or has
higher order than tk−1. And
Hl(κ[tγ
ikuklγ
lj − utδij ]) = (−c1)l + (−c1)l−1 · (−kckltk−1 + tγituttγti) + · · ·
= (−c1)l + (−c1)l−1 ·
[
−kckltk−1 + k(k − 1)cktk−1 · (1− u
2
t
w2
)
l
n
]
+ · · · ,
where ”· · · ” denotes higher order terms than O(1) which either does not contain ck or has
higher order than tk−1. So the O(tk−1) terms containing ck in the r.h.s. of (3.1) are
(3.11)
r.h.s. : = (1 + |Dϕ|2 + c21)
n−l
2 σn−l
[
−kckltk−1 + k(k − 1)cktk−1 · (1− u
2
t
w2
)
l
n
]
(−c1)l−1
+ (2kc1ckt
k−1) · n− l
2
σn−l(−c1)l(1 + |Dϕ|2 + c21)
n−l−2
2
= (−c1)n−1
[−kcktk−1n+ k(k − 1)cktk−1 · (1− σ2)] · l
n
− k(n− l)cktk−1(−c1)n−1σ2.
Combining (3.10) and (3.11) we get
(3.12)
l.h.s.− r.h.s.
= −kcktk−1(−c1)n−1(n− (1− σ2)(k − 1))
+ kckt
k−1(−c1)n−1(n− (1− σ2)(k − 1)) · l
n
+ k(n− l)cktk−1(−c1)n−1σ2
= kckt
k−1(−c1)n−1
(
1− σ2) n− l
n
(k − 1− n)
Therefore
Q(uk) = [ckk(−c1)n−1
(
1− σ2) n− l
n
(k − 1− n)
+ Fk(x, · · · )]tk−1 +O(tk),
12 XUMIN JIANG AND LING XIAO
where Fk is a function of x, ϕ, c1, · · · , ck−1 and their tangential directives. We can solve
for ck for 1 ≤ k ≤ n such that Q(uk) = O(tk).
Above procedure fails at k = n+1 since the coefficient of cn+1 would be 0. We introduce
a term cn+1,1t
n+1 log t, and assume
u∗ = un + cn+1,1tn+1 log t.(3.13)
Then we have
Lemma 3.1. Let p ≥ n+3, then for any ϕ ∈ Cp(B′r), there exist ci ∈ Cp−i(B′r), 1 ≤ i ≤ n
and cn+1,1 ∈ Cp−n−1(B′r) such that u∗ defined in (3.13) satisfies
(3.14) |Q(u∗)| ≤ Ctn+1(− log t),
where C is a positive constant depending only on n and the Cn+3 norm of ϕ.
Proof. We already derived |Q(un)| ≤ Ctn with uniquely solved coefficients c0, · · · , cn.
For cn+1,1, on the l.h.s. of (3.1), the O(t
n) terms containing cn+1,1 are
(−c1)n−1cn+1,1(−n + (1− σ2) · 2(n+ 1))tn
on the r.h.s. of (3.1), the O(tn) terms containing cn+1,1 is
(−c1)n−1
[−cn+1,1tnn + 2(n+ 1)cn+1,1tn · (1− σ2)] · l
n
− (n− l)cn+1,1tn(−c1)n−1σ2.
The subtraction of these two are
cn+1,1t
n(−c1)n−1
(
1− σ2) n− l
n
(n+ 2).
Therefore, by requiring the coefficient of tn to be zero in Q(u∗) we have
(−c1)n−1
(
1− σ2) n− l
n
(n + 2)cn+1,1 = Fn+1,1(ϕ, c1, c2, · · · , cn, σ).
Since tn+1(− log t)i for i ≥ 2 does not appear in the formal computation,
|Q(u∗)| ≤ Ctn+1(− log t).

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4. ESTIMATES OF LOCAL TERMS
In this section, we derive an estimate for an expansion involving all local terms by the
maximum principle. We denote y = (y′, t) for points in Rn, with yn = t, and set, for any
r, δ > 0,
Gr,δ := {(y′, t) : |y′| < r, 0 < t < δ}.
We consider
(4.1) det(tγikuklγ
lj − utδij)− σn−lwn−lHl(κ[tγikuklγlj − utδij]) = 0 in Gr,δ,
and
(4.2) u = ϕ on B′r.
First, we derive a decay estimate by applying Lemma 2.1.
Lemma 4.1. Assume ϕ(y′) ∈ C2(B′r) and let u ∈ C(G¯r,δ)∩C∞(Gr,δ) be a solution of the
equations (4.1) and (4.2). Then, for any (y′, t) ∈ Gr1,δ1, 0 < r1 < r, 0 < δ1 < δ, we have
(4.3) |u− ϕ− c1(y′)t| ≤ Ct2,
where c1(y
′) = −
√
σ2(1+|Dϕ|2)
1−σ2 , and C = C(r, δ, r1, δ1, ∂Ω).
Proof. First, we show u − ϕ− c1(y′)t ≥ −Ct2 for some C > 0. For any point y = (y′, t)
in Gr1,δ1 , we can find a boundary point Q ∈ ∂Gr1,δ1 ∩ {t = 0} such that y′(Q) = y′. Then
by the uniform interior local ball condition, there exists an interior ball Bα(P ) tangent to
∂Ω at Q. By Lemma 2.1 we have f > fα, and hence
u > uR = ϕ+ c1(y
′)t+ t2F (y, R, α)
as shown at (2.3).
For the other direction u − ϕ − c1(y′)t ≤ Ct2, similarly, there exists an exterior ball
Bα(P
′) tangent to ∂Ω at Q. By Lemma 2.1 and equation (2.5) we have
u < uR = ϕ+ c1(y
′)t+ t2F ′(y, R, α).
Therefore, (4.3) holds. 
Next, we prove an estimate for an expansion of solutions involving all the local terms by
the maximum principle.
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Theorem 4.2. Assume 0 < δ < 1
2
, ϕ ∈ Cn+3(B′√
δ
) and u ∈ C(G¯√δ,δ) ∩ C∞(G√δ,δ) is a
solution of equations (4.1) and (4.2). Then for any 0 < r1 <
√
δ, 0 < δ1 < δ we have
(4.4) |u− u∗| ≤ Ctn+1.
where C = C(|ϕ|Cn+3(B′√
δ
), ∂Ω, σ).
Proof. Step1. Recall that u satisfies
Q¯(D2u,Du, t) = det(tγikuklγ
lj − utδij)− σn−lwn−lHl(κ[tγikuklγlj − utδij ]) = 0.
We will construct supersolution and subsolution for equations (4.1) and (4.2). Set
ψ = A
(
(|y′|2 + t)n+1 − (|y′|2 + t)q) ,
where n+ 1 < q < n+ 2, without loss of generality we let q = n+ 1 + 1
2
. It’s easy to see
that on G¯√δ,δ ∩ {t = 0},
u ≤ u∗ + ψ.
By Lemma 4.1, we can choose A > C1δ
1−n such that
A(δn+1 − δn+1+ 12 ) > Cδ2.
Then on the set G¯√δ,δ∩
(
{|y′| = √δ} × {0 < t < δ}
)
we have u∗+ψ > u. Therefore, we
have
u < u∗ + ψ on ∂G√δ,δ.
We will prove that there exists a C0 = C0(|ϕ|Cn+3(B′√
δ
), ∂Ω, σ) > C1, such that u ≤ u∗+ψ
in G√δ,δ.
Step2. We will show thatQ(u∗+ψ) ≤ 0 inG√δ,δ. A straightforward calculation yields
(4.5)
Q(u∗ + ψ)−Q(u∗)
=
∫ 1
0
∂Q¯
∂uij
(u∗ + sψ)dsψij +
∫ 1
0
∂Q¯
∂ui
(u∗ + sψ)dsψi.
Now let’s denote θ := |y′|2 + t, and we will use the Greek letters α, β for indices that less
than n; use English letters i, j, k, l, s for indices less than or equal to n. By differentiating
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ψ we obtain,
ψα = A(2(n+ 1)θ
nyα − 2qθq−1yα),(4.6)
ψαβ = A[4(n+ 1)nθ
n−1yαyβ + 2(n+ 1)θnδαβ(4.7)
− 4q(q − 1)θq−2yαyβ − 2qθq−1δαβ ],
ψt = A[(n+ 1)θ
n − qθq−1],(4.8)
ψαt = A[2(n+ 1)nθ
n−1yα − 2q(q − 1)θq−1yα],(4.9)
(4.10)
and
(4.11) ψtt = A[n(n + 1)θ
n−1 − q(q − 1)θq−2].
Denote
Mij(u) = tγ
ikuklγ
lj − utδij = mij(u)− utδij ,
and
v∗ = u∗ − ϕ− c1(y′)t,
then by a straightforward calculation we get
(4.12) Mij(u
∗ + sψ) = (−c1 − sΛ)δij + tA1(D2v∗, Dv
∗
t
, y′, t, s),
and
(4.13) w2(u∗ + sψ) = 1 + |Dϕ|2 + c21 + s2
∑
α
|ψα|2 + tA2(Dv
∗
t
, y′, t, s) + sΛP1(Λ)
where Λ = ψt, and Pk(Λ) denotes polynomial of degree k with respect to Λ. In the fol-
lowing, we denote A′is, i ∈ Z+ as functions that are smooth in their arguments. One can
check that essentially A′is can be viewed as polynomials of D
2v∗, Dv
∗
t
, t with coefficients
in C∞(G√δ,δ).
Step3. Let
Q¯(D2u,Du, t) = Φ(Mij) = detMij − σn−lwn−lHl(κ[Mij ]).
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By equation (4.12) we get
(4.14)
∂Q¯
∂uij
(u∗ + sψ) =
∂Φ
∂Mkl
∂Mkl
∂uij
= tγki
∂Φ
∂Mkl
γlj
= tγikγljδkl
[
n− l
n
|c1|n−1 − sΛPn−2(Λ)
]
+ t2A3 + tO(|Λ˜|2),
where |Λ˜|2 =∑α |ψα|2.
Recall that we denotemij(u) = tγ
ikuklγ
lj, and γik = δik − uiukw(1+w) .We will also denote
{γij} = {γij}−1, and it’s easy to see that γij = δij− uiuj1+w . In the following, we will compute
∂mij
∂ur
.
Since
tγikuklγ
ljγkl = tγ
ikukl = mikγkl,
we have
∂mij
∂ur
= 2tuklγ
ik ∂γ
lj
∂ur
= 2mikγkl
∂γlj
∂ur
= −2mikγlj ∂γkl
∂ur
.
Moreover,
∂γkl
∂ur
=
ukδlr + ulγ
kr
1 + w
,
thus we get
(4.15)
∂mij
∂ur
= −2 mik
1 + w
(
ukγ
rj +
ujγ
kr
w
)
.
Therefore
(4.16)
∂Q¯
∂ur
=
∂Φ
∂Mij
∂Mij
∂ur
− (n− l)σn−lwn−l−1Hl ∂w
∂ur
=
{[
n− l
n
|c1|n−1 − sΛPn−2(Λ)
]
δij + tA4 +O(|Λ˜|2)
}
×
[
−2 mik
1 + w
(
ukγ
rj +
ujγ
kr
w
)
− δrtδij
]
− (n− l)σn−lwn−l−2Hl(u∗r + sψr).
We can see that
(4.17)
∂Q¯
∂utt
= t(1− σ2)
[
n− l
n
|c1|n−1 − sΛPn−2(Λ)
]
+ t2A5 + tO(|Λ˜|2),
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and
(4.18)
∂Q¯
∂ut
= −(n− l)(1− σ2)|c1|n−1 + sΛPn−2(Λ) + tA6 +O(|Λ˜|2).
Furthermore, one can check that
(4.19)
∣∣∣∣ ∂Q¯∂uαj
∣∣∣∣ ≤ tD1
and
(4.20)
∣∣∣∣ ∂Q¯∂uα
∣∣∣∣ ≤ D2,
where Di, i = 1, 2 are positive constants depending on |ϕ|Cn+3(B′√
δ
), δ, and σ.
Step4. Combining equations (3.14), (4.5), and (4.17)–(4.20) we get
(4.21)
Q(u∗ + ψ) ≤ Q¯ijψij + Q¯sψs + Ctn+1| log t|
≤ (1− σ2)n− l
n
|c1|n−1(tψtt − nψt) + (1− σ2)ΛPn−2(Λ)(tψtt − nψt)
+ (O(|Λ˜|2) + tA7)(|tψtt|+ |ψt|) + tD1|ψαj |+D2|ψα|+ Ctn+1| log t|.
Since
(4.22) tψtt − nψt = −Anθn−1
[
(n+ 1)|y′|2 − (n+ 3)θ 12 |y′|2
]
− A
2
(n + 3/2)θn−
1
2 t,
(4.23) |ψαβ | ≤ 4An(n + 1)θn−1|y′|2,
(4.24) |ψαt| ≤ 2An(n + 1)θn−1|y′|,
and
(4.25) |ψα| ≤ 2A(n+ 1)θn|y′|.
We get
(4.26)
(1− σ2)n− l
n
|c1|n−1(tψtt − nψt)
≤ (1− σ2)n− l
n
|c1|n−1
[−An(n + 1)
2
θn−1|y′|2 − A
2
(n+ 3/2)θn−
1
2 t
]
,
(4.27) |(1− σ2)ΛPn−2(Λ)(tψtt − nψt)| = O(Aθnt),
(4.28) (O(|Λ˜|2) + tA7)(|tψtt|+ |ψt|) = O(Aθnt),
(4.29) tD1|ψαj | = O(Aθn−1|y′|t),
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and
(4.30) D2|ψα| = O(Aθn|y′|).
Note that
θn−1|y′|t ≤ ǫ1θn−1|y′|2 + δ
1/2
ǫ1
θn−
1
2 t,
and
tn+1| log t| < tn+1/2 ≤ θn−1/2t.
Step5. We conclude that there exists an A = C0 = C0(|ϕ|Cn+3(B′√
δ
), ∂Ω, σ) such that
Q(u ∗+ψ) < 0 in G√δ,δ. By maximum principle we have
u ≤ u∗ + ψ.
Similarly, we can show that
u ≥ u∗ − ψ.
Thus, we obtain the desired result. 
5. THE TANGENTIAL REGULARITY
In this section, we will study the regularity of u along tangential directions. Let u ∈
C1(G¯1,1)∩C∞(G1,1) be a solution of equations (1.3) and (1.4). By Theorem 1.2 in [2], we
know that
(5.1) |Du|+ t|D2u| ≤ C.
Set
(5.2) v = u− ϕ− c1(y′)t,
We can see that if ϕ ∈ C l+3,α(B′1), l ≥ 0, then v ∈ C1(G¯1,1) ∩ C l+2,α(G1,1). We want
to obtain a better regularity of v of the tangential directions. We will first estimate the
derivatives of v near the boundary.
Lemma 5.1. Assume ϕ ∈ C3,α(B′1), and u ∈ C1(G¯1,1) ∩ C∞(G1,1) be a solution of
equations (1.3) and (1.4). Let v be defined as (5.2). Then, for any r ∈ (0, r0) we have
(5.3)
|Dv|
t
+ |D2v| ≤ C in Gr/2,r/2,
where C = C(|ϕ|C3,α(G1,1), |u|L∞(G1,1)).
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Proof. We denote
mvij =
t
w
γikuklγ
lj − ut
w
δij =
Mij
w
,
Fˆ (mvij) =
(
Hn(m
v
ij)
Hl(mvij)
) 1
n−l
= σ,
and
Gˆ(D2u,Du, t) =
1
t
Fˆ (mvij) =
σ
t
.
By the formal calculations in Section 3 we have
(5.4) Gˆ(D2(u1 + v), D(u1 + v), t)− Gˆ(D2u1, Du1, t) = A7(y′, t),
where u1 = ϕ + c1t and A7 is bounded. We can also assume that Gˆ(D
2u1, Du1, t) > 0 in
Gr,r for r ≤ r0. Thus we get
(5.5) Gˆijvij + Gˆ
rvr = A7(y
′t),
where
Gˆij =
∫ 1
0
∂
∂uij
Gˆ(D2(u1 + sv), D(u1 + sv), t)ds
and
Gˆr =
∫ 1
0
∂
∂ur
Gˆ(D2(u1 + sv), D(u1 + sv), t)ds.
By direct calculations we obtain
(5.6)
∂Gˆ
∂uij
= γik
∂Fˆ
∂mvkl
γlj = γikF klγlj ,
and
(5.7)
∂Gˆ
∂ur
=
1
t
Fˆ ij
∂mvij
∂ur
=
1
t
Fˆ ij
(
−Mij
w2
∂w
∂ur
+
1
w
∂Mij
∂ur
)
= − σ
tw
ur
w
+
1
w
Fˆ ij
[−2mik
1 + w
(
ukγ
rj +
ujγ
kr
w
)
− δrtδij
]
,
where we used Fˆ ijmvij = σ. By equation (5.1) and our assumption that Gˆ(D
2u1, Du1, t) >
0, we have Gˆij is uniformly elliptic and t|Gˆr| < C.We denote P r = tGˆr, then v satisfies
(5.8) Gˆijvij +
P rvr
t
= A7(y
′, t).
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Following the argument in [6], we take any (y′0, t0) ∈ Gr/2,r/2 and set λ = t0/2. Let
en = (0
′, 1), we now consider the transform T : B1(en)→ Gr,r by
y′ = y′0 + λz
′, t = λ(s+ 1).
Set uλ(z′, s) = λ−2u(y′, t) and vλ(z′, s) = λ−2v(y′, t). Then we have
Dyu = λDzu
λ, and D2yu = D
2
zu
λ,
and
Dyv = λDzv
λ, and D2yv = D
2
zv
λ.
Moreover, uλ satisfies
Gˆ(λD2zu
λ, λ2Dzu
λ, λ2(s+ 1)) =
σ
s+ 1
.
Applying the Evans-Kylov interior estimates we obtain λuλ ∈ C2,α(B1/2(en)), which in
turn implies that Gˆij, P r in (5.8) are Cα.
Now, let’s consider vλ. Since vλ satisfies
(5.9) Gˆijvλij +
P rvλr
1 + s
= A7(y
′
0 + λz
′, λ(s+ 1)),
and by our discussions above, we have Gˆij, P r, A7 are C
α. By the standard Schauder
estimate, we obtain vλ ∈ C2,α(B1/2(en)).We evaluate vλ at (0, 1) and get
|Dv(y′0, t0)|
t0
+ |D2v(y′0, t0)| ≤ C,
this proves (5.3) since (y′0, t0) is an arbitrary point in Gr/2,r/2. 
Next, similar to the proof of Theorem 4.2, we consider
Q¯(D2(u1 + v), D(u1 + v), t)− Q¯(D2u1, Du1, t) = B1(y′, t).
Here and in the following, we denote B′is, i ∈ Z+ as some functions which are smooth
in their arguments, and are essentially polynomials of tD2v,Dv, t, with coefficients de-
pending on y′. Moreover, all monomials in Bi have at least one tD2v,Dv or t factor, i.e.,
Bi = O(t). Therefore, we have
(5.10)
∫ 1
0
∂Q¯
∂uij
ds · vij +
∫ 1
0
∂Q¯
∂ui
(u1 + sv)ds · vi
= Q¯ijvij + Q¯ivi = B1(y
′, t).
It’s easy to check
(5.11) Q¯tt = t(1− σ2)n− l
n
|c1|n−1 + tB2(tD2v,Dv, y′, t)
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and
(5.12) Q¯t = −(n− l)(1− σ2)|c1|n−1 +B3(tD2v,Dv, y′, t).
Thus, v satisfies the following equation
(5.13) t2Q˜ijvij + tQ˜tvt − tB1(y′, t) + tB4(tD2v,Dv, y′, t) = 0,
where Q˜tt = 1 and Q˜t = −n.Monomials inB4 have at least two tD2v,Dv or t factors, i.e.
B4 = O(t
2).
Applying Theorem 4.3 in [6] we conclude:
Theorem 5.2. Assume ϕ ∈ C l+3,α(B′1), l ≥ 0. Let u ∈ C1(G¯1,1)∩C∞(G1,1) be a solution
of equations (1.3) and (1.4) in G1,1, and v = u− u1 ∈ C1(G¯1,1) ∩ C l+2,α(G1,1). Then, for
any r ∈ (0, r0) such that for τ = 0, 1, · · · , l,
(5.14)
Dτy′v
t2
,
DDτy′v
t
, D2Dτy′v ∈ Cα(G¯r,r),
and
(5.15)
Dτy′v
t
, Dτy′Dv,
Dτy′(v
2)
t3
,
Dτy′(vvt)
t2
,
Dτy′(v
2
t )
t
∈ C1,α(G¯r,r),
where 0 < r0 < 1 depends on ∂Ω and σ.
A remark is that under the same assumption as Theorem 5.2, we can show D2Dl+1y′ u ∈
Cα(G¯r,r), where l can start from −1. To this end, we need to freeze the coefficient c1(y′)
in (5.2) by defining,
v¯ = u− u¯1 = u− ϕ− c1(0′)t.
Then it follows from Theorem 4.3 in [6].
6. REGULARITY ALONG THE NORMAL DIRECTION AND CONVERGENCE
6.1. Regularity along the normal direction. In this subsection, we will discuss the reg-
ularity along the normal direction.
Assuming the same assumption as in Theorem 5.2, we have shown that v = u − u1
satisfies the equation (5.13), and has estimates (5.14),(5.15).
Denote v1 = v
′. We differentiate (5.13) with respect to t, divide it by 1 + ∂B4
∂(tvtt)
, and
rewrite the equation as an ODE of v1,
t2v′′1 − (n− 2)tv′1 − nv1 = F¯ ,(6.1)
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where F has the form,
F¯ := t2F (y, v′1, v1, D
2
y′v1, Dy′v1/t,D
2
y′v/t,Dy′v/t) + tA(y
′, t),
where A = B1/t + B
′
1 is a smooth function. In fact, after differentiating (5.13) by t, vttt
has coefficient
t2 + t2
∂B4
∂(tvtt)
= t2(1 +
∂B4
∂(tvtt)
)
where ∂B4
∂(tvtt)
= O(t) is a degree one polynomial in tD2v,Dv, t. Then we divide the equa-
tion by 1 + ∂B4
∂(tvtt)
to derive (6.1).
Inductively, we denote vk = D
k
t v for k ≥ 2, keep differentiating (6.1) with respect to t,
and derive an ODE of vk,
t2v′′k − (n− 2k)tv′k − (n+ 1− k)kvk = F¯ (k−1).
Applying Theorem 5.3 in [6] we show
Theorem 6.1. Assume ϕ ∈ Cp,α(B′1), p ≥ k ≥ n + 1. Let u ∈ C1(G¯1,1) ∩ C∞(G1,1) be
a solution of equations (1.3) and (1.4) in G1,1, and v = u − u1 ∈ C1(G¯1,1) ∩ Cp−1(G1,1).
Then, there exists a positive constant 0 < r < 1, such that for any (y′, t) ∈ Gr,r,
v(y′, t) =
n∑
i=2
ci(y
′)ti +
k∑
i=n+1
Ni∑
j=0
ci,j(y
′)ti(log t)j
+
∫ t
0
· · ·
∫ sk−1
0
wk(y
′, sk)dskdsk−1 · · · ds1,
(6.2)
where ci, ci,0 are C
p−i,α(B′r) for i ≤ n+ 1; and ci,ci,j are Cp−i,ǫ(B′r) for any ǫ ∈ (0, α). In
addition, wk is a function in Gr,r such that for any τ = 0, 1, · · · , p− k and any ǫ ∈ (0, α),
(6.3) Dτy′wk ∈ Cǫ(G¯r,r),
and
(6.4) |Dτy′wk| ≤ tα in Gr,r.
6.2. Convergence. In the following, we assume ϕ is analytic in B′1. By [7], the series
derived from the expansion
c2(y
′)t2 + · · ·+ cn(y′)tn +
k∑
i=n+1
Ni∑
j=0
ci,j(y
′)ti(log t)j + · · · ,
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converges to v in Gr1,δ1 . Furthermore, v is analytic in
y′, t, t log t
for (y′, t) in Gr1,δ1 . To this end, first we apply Theorem 2.1 in [7] to show for any integer
l ≥ 0,
|Dly′v(y′, t)| ≤ B0B(l−1)
+
(l − 1)!t2(1− |y′|)−(l−1)+ ,
|DDly′v(y′, t)| ≤ B0B(l−1)
+
(l − 1)!t(1− |y′|)−(l−1)+ ,
|D2Dly′v(y′, t)| ≤ B0B(l−1)
+
(l − 1)!(1− |y′|)−(l−1)+ ,
in G1,1, where B0, B are independent of l. Then we derive Theorem 1.2 by applying The-
orem 4.1 in [7].
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