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I. INTR~DUI~TI~N 
We are concerned with solutions of the ordinary differential equation 
Y” = f(% Y, Y3 (l-1) 
on a finite interval, which for convenience we take to be [0, 11. We consider the 
boundary value problem consisting of (1 .l) and the boundary conditions 
%Y(O) - U,Y’(O) = @A I a0 I + I a1 I ;f 0, (1.2) 
boy(l) + &Y’(l) = A I bo I + I 4 I z 0. U-3) 
In 1966, H. Il. Keller [3] announced the following theorem. Let f(~, y, y’) 
have continuous derivatives which satisfy 
fs(% YM Y’(4) > 0, If& Y(X), ~‘(41 < M (1.4) 
for some M > 0,O < x < 1, and all continuously differentiable functions y(x). 
Let the constants a, , bd satisfy 
ai 2 0, bi >, 0, i = 0, 1, a, + b, > 0. (1.5) 
Then a unique solution of (I.l), (1.2), (1.3) exists for each pair (OL, ,8). (Here, 
fib, y, d = WPY)(X> YY 4, fs(% Y3 4 = W/Wb, y, 4.1 
However, the proof in [3] is apparently incorrect as it assumes the existence of 
a unique global solution on [0, l] of any initial value problem consisting of (1 .l) 
and initial conditions y(0) = yi , y’(0) = yz . Such global existence requires 
severe restrictions on the growth off.(X, y1 y’) f or ar 1 g e values ofy (see Section 2). 
The usual hypothesis is a uniform Lipschitz condition on the functionf in (1 .I), 
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which in this case would require boundedness of fi(x, y, y’). In [4, p. 91, Keller 
explicitly adds this hypothesis to his statement of the above theorem, but still 
seems to emphasize the unboundedness of fi and indicates that the boundedness 
of f3 can be relaxed. In very special cases, he also indicates that the condition 
fi > 0 in (1.4) can be relaxed to fi 3 0. 
It is well known that relaxing the condition fi(x, y, Z) > 0 leads to non- 
uniqueness. In the linear case, such nonuniqueness is related to the eigenvalue 
problem. Examples of nonuniqueness in nonlinear problems can be found in 
[14, 151. 
The proof of the above theorem was attacked with completely different 
methods by Bebernes and Gaines [l, 91 and the theorem was proved with the 
more general condition fi(x, y, y’) > 0 replacing fi(x, y, y’) > 0 in all cases. 
Their method of proof, using the theory of subfunctions, does not require 
consideration of initial value problems as does the shooting method used in 
[3, 41. However, the existence of a bound M of 1 f3 1 in (1.4) is still assumed in [I]. 
In [9], where less smoothness is assumed, the existence of the bound on 1 f3 1 
is replaced by a uniform Lipschitz condition on the third variable off. This work 
has since been generalized by Schmidt [16] to give existence in certain cases 
where solutions are not unique, and by Lasota and Yorke [13] to higher dimen- 
sions. Among many other papers which have used subfunctions in existence 
problems, we mention Jackson [12], Schrader [17], and Ak8 [8]. 
The question of when the existence of a solution to a boundary value problem 
is implied by uniqueness (i.e., the existence of at most one solution) has received 
much attention of late. Work in this direction began with Lasota and Opial [5] 
(or Lasota [6]) and Jackson [12]. Th eir results were sharpened in several stages, 
culminating in the papers of Schrader [18] and Schrader and Waltman [ 191. 
However, all these results required that hypotheses relating to continuity off, 
global existence of solutions of initial value problems, and uniqueness of solu- 
tions of certain boundary value problems be made on a larger interval than the 
basic interval [O, 11. A somewhat abstract treatment (using methods of functional 
analysis) of this question in higher dimensions has now been given by Chow and 
Lasota [lo]. 
In this paper, we return to the attractive and simple shooting method of 
Keller. We thus have two goals. First, in Sections 2 and 3, we examine the 
question of global existence and uniqueness in initial value problems associated 
with (1. l), without assuming boundedness of either fi or f3 . The growth 
estimates we impose on fi and f3 in the theorems there are shown to be essentially 
best possible. (For related earlier work on initial value problems, see Coffman 
and Wong [ll].) 
Second, in Section 4 we apply the shooting method to prove existence and 
uniqueness results for the boundary value problem (1. l), (1.2), (1.3). Each of 
our main results hypothesizes the existence of global solutions on [0, l] of all 
initial value problems consisting of (1.1) and the conditionsy(0) = yr , y’(O) = ya 
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and with certain other restrictions concludes the existence of unique solutions to 
(l.l), (1.2), (1.3). (Th ese other restrictions are made only on the basic interval 
[0, l] and so are not directly related to the results mentioned earlier which 
conclude existence from uniqueness.) Combining these results with those of 
Section 2 gives easily tested conditions under which there exists a unique 
solution of (l.l), (1.2), (1.3). The conditions differ from those of Bebernes and 
Gaines [I] in that we are able to relax the requirement thatfs be bounded, but 
we pay with severe restrictions on the growth of fi . 
Our fundamental tool is the maximum principle (see [7, Chap. 1, esp. Sect. 91). 
In Section 4, we use the shooting method as Keller does, but here it appears in 
tandem with the maximum principle. 
I would like to thank the referee for several helpful suggestions and in 
particular for calling to my attention several of the references mentioned above. 
2. INITIAL VALUE PROBLEMS 
Consider the problem 
Y” = f (x9 Y, Y’), (2-l) 
Y(O) = Yl, Y’(O) = Y2 * (24 
We seek conditions on f under which (2.1), (2.2) has a unique global solution on 
[0, l] for each pair (yr , ya). It is easy to give examples which show that f&x, y, x) 
or f3(x, y, z) cannot be allowed to grow like a positive power of y or z. Indeed, 
for n an odd positive integer, y = (3 - x)-” is the unique local solution on 
10, $1 of 
yQ = n(n + l)yl+w, 
Y(0) = 2”, y’(0) = n2n+i; 
thus the function f (x, y, y’) = n(n + 1)y 1+(2/n) is unsatisfactory for global 
existence on [0, l] for arbitrarily large odd 12. We note that in this case 
fi(x, y, z) = (n + I)(n + 2)yzln > 0, fa(x, y, z) = 0, and by taking 71 large 
enough, f2(x, y, z) grows like an arbitrarily small positive power of y. This 
example ihustrates the more general result, proved by Wong [20], that global 
existence will always fail for (2.1), (2.2) if f (x, y, z) = p(x)yl+* with 6 > 0, p(x) 
positive and continuous, if y2 is sufficiently large. (We remark in passing that this 
function f (x, y, z) satisfies all the requirements of Bebernes and Gaines [l] and 
thus all the boundary value problems of [I] can be solved for this f even though 
some initial value problems do not have global solutions on [0, 11.) 
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Similarly, for each odd integer n > 3, y = (n - 1))l(+ - x)1--n is the unique 
local solution on [O, 4) of 
ye = n(y')l+w, 
y(0) = (l/(n - 1)) 2n-1, y’(0) = 2n, 
so that f(~, y, y’) = n(y’)l+(rln) i s unsatisfactory for global existence on [0, I] 
for arbitrarily large odd n. Observe that in this case 
f&G y, 4 = (n + l)zl’n, fi(X, y, 4 = a 
and by taking n large enough, f&x, y, z) grows like an arbitrarily small positive 
power of z. 
We shall see below that iffa(X, y, x) > 0 and iffa(X, y, z) = o(log2(y2 + z2)), 
h+(x, y, 4 = 4k(y2 + z”)) as y2 + .a2 -+ CO with yz > 0, uniformly in X, 
then global solutions of (2.1), (2.2) exist on [0, l] for any pair (n , y2) and that 
this result is essentially best possible. Here, fa+(x, y, x) = max{O, fs(x, y, ..$} is 
the positive part offs(X, y, z). 
We assume throughout this section that f(~, y, z), f2(x, y, z), f&v, y, x) are all 
continuous on [0, l] x R2 and thatf,(x, y, z) > 0 on [0, I] x RZ. The standard 
theorems [2] then guarantee the existence and uniqueness of a local solution y(x) 
of (2.1), (2.2). Let I be the maximum interval of existence of y(x). The following 
lemma is a simple application of the mean value theorem. 
LEMMA 2.1. Let t and k be parameters and put u = u(x; t, k) = ketx. Then 
~4” - f(x, u, u’) = ket5{t2 - [t%(x, Au, htu) + f2(x, Au, Ah)]} - f(x, 0, 0), (2.3) 
where A = h(x) satisj& 0 < A < 1. 
With u as in Lemma 1. let 
and 
dx; t, k) = oz$l [?/2x, w $4 +f& w @41. (2.4) 
q+(x; t, k) = max{q(x; 6 k), 01. (2.5) 
COROLLARY 2.1. Let k = max{l, rl}. If there exists a vaZue of t such that (1) 
kt > yz and (2) ket”(t2 - q+(x; t, k)) 2 f(x, 0, 0), for x E [0, I], then the solution 
y(x) of(2.1), (2.2) satisfies 
Y(X) < k@, 
y’(x) < tketz, 
for all x E I n [0, 11. 
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Proof. It follows from (2.3) and the hypotheses that u” - f (x, U, u’) > 
kP(t2 - 4+(x; t,k)) -f(X, 0,O) > 0 
u(0) = K 2 y1 = y(O), 
u’(O) = kt 3 yz = y’(0). 
Since fi > 0 in [0, l] x R2, then by the maximum principle [7, p. 491, 
y(x) < u(x) = ket2, 
throughout I n [0, 11. 
Similarly, we get 
y’(x) < u’(x) = ktet”, 
COROLLARY 2.2. Let k = min{- 1, ri}. If th ere exists a value of t such that (1) 
kt < y2 and (2) ketz(t2 - q+(x, t, k)) <f (x, 0,O) for x E [0, 11, then 
Y(X) 3 ketx, 
y’(x) > ktetz, 
for azzxEIfI [O, 11. 
Combining these two corollaries with standard results on continuation of 
solutions [2], we obtain 
COROLLARY 2.3. If the hypotheses of Corollaries 2.1 and 2.2 are satisfied, then 
the local solution y(x) of (2.1) (2.2) can be continued to a global solution on [0, 11. 
We now state simple conditions which imply the hypotheses of Corollaries 2.1 
and 2.2. The proof of the following theorem is obvious. 
THEOREM 2.1. Suppose, for each jixed k, that 
4+(x; t, k) = o(t2>, us t+co, (2.6) 
uniformly in x. Then for each pair (yl , yJ, the problem (2.1), (2.2) has u global 
sol&ion on [0, 11. 
It is worth noting that the function 4+(x; t, k) depends only on the behavior of 
fi(x y, z) and f3(x, y, z) in the quadrants yz > 0. Thus, the behavior of fi(x, y, z) 
and fJx, y, z) in the quadrants yx < 0 is irrelevant for the problem of global 
existence. 
Roughly speaking, the more negative f3(x, y, z) is, the larger f2(x, y, z) can be 
and still satisfy (2.6). In particular, if fi(x, y, z) z 0 and f3(x, y, .z) < 0 for 
yz > 0, then 4+(x; t, K) E 0 and (2.6) will hold without any control on the 
magnitude of fJx, y, z). From the point of view of satisfying (2.6), the worst 
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situation occurs iff,(x,y, z) > 0 so that there is no cancellation in (2.4). In any 
case, we have 
COROLLARY 2.4. Let f3+(x, y, z) = max{fs(x, y, z), 0} be the positive part of 
f2(x, y, z) and suppose that 
fib Y, 4 = o(k2(y2 + 0, f2+(x, y, 4 = o(log(y2 + 22)) 
as y2 + .z2 -+ CD with yz > 0, unaformly in x. Then for each pair (yI , y2), the 
problem (2.1) (2.2) has a global sohtion on [0, 11. 
Proof. We show that Theorem 2.1 may be applied. By hypothesis, given E > 0, 
there exists p > 1 such that 
f2(% Y, 4 
lW2(Y2 + z”) 
< E, fs+(X,Y, x) < E 
l%(Y2 + z”) (2.7) 
fory2+z2>p,yz>0,andO<x<1.Let 
s = {(y, 2): y2 + z2 < p, YZ 3 01. 
Choose T > 0 so that t 3 T implies 
""SP t-2[tf3(X, Y7 4 + fib, Y, 41 < E 
for each x E [0, 11. Then for t > T, let 
Then R, contains the region over which the supremum in (2.4) is calculated. 
A crude estimate using (2.7) shows that for t 3 T, 
sup t-2[tf&, y, z) + f&a y, x)1 =c 306, O<XXl, 
Rt-S 
where we assume, without loss of generality, that T > 1 and T > log(2k2). 
Clearly, then, 
t-2q+(x; t, h) < 306, O<X,<l, 
for t > T. Hence q+(x; t, k) = o(t2), as t -+ co, uniformly for x E [0, 11, and 
Theorem 2.1 applies. 
We now give examples which show that Corollary 2.4 (and thus Theorem 2.1) 
is essentially best possible. 
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EXAMPLE 2.1. For a fixed positive integer n, let 
Then f.(x, y, z) = 0 and 
f2(x,y, z) = /$Og 4~‘~~ (n + l)[log XV, if z 3 1, 
I 
Thus f(x, y, a),fa(x, y, x), f3(x, y, z) are all continuous on [0, l] x Ra, 
fib, Y, 4 2 0, andf,(x, y, 4 = o(log2(y2 + x2)), butf&, y, x) # o(log(y2 + x2)), 
although 
f2(x, y, x) = O(log(y2 + .s))l+(lln). 
Thus for large 7t, fa(x, y, a) fails by only a very little to satisfy the hypotheses of 
Corobry 2.4. The unique local solution of the initial value problem 
Y” = f(X, Y, Y’), 
y(0) = 0, 
is 
y’(0) = exp(2n) 
y(x) = jo’ exp($ - t)-” dt, 
which cannot be continued beyond the interval [0, $) to get a global solution on 
LO, 11. 
EXAMPLE 2.2. For a fixed positive integer n, let 
??[log y]z+(sln)y + n(n + l)[log y]i+‘+‘y, 
f(x’y’z> = IO, 
if y>l, 
if y < 1, 
Then f(~, y, s),f2(x, y, z),fa(x, y, x) are all easily seen to be continuous on 
[0, l] X R2 andf,(x, y, z) >, 0 on [0, I] x R2. Further, 
f&, Y, 4 = 4%(Y2 + z2)>, 
but 
although 
fi(X> Y> 4 f G%2(Y2 + x2)), 
f2(x, y, z) = O(log(y2 + Za))2+@ln); 
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so for large n, f.(x, y, z) fails by only a very little to satisfy the hypotheses of 
Corollary 2.4. The unique local solution of 
is 
Y” = f(X, y> Y’), 
y(O) = exp(W, 
y’(0) = n2n+1 exp(2n) 
y(x) = exp($ - x)-“, 
which cannot be continued beyond the interval [0, +) to get a global solution on 
PO, 11. 
3. POSITIVE SOLUTIONS WITH POSITIVE INITIAL CONDITIONS 
If n > 0, ys > 0 in (2.2), conditions are easily formulated which ensure not 
only that a global solution exists but even that y(x) > 0, y’(x) > 0 rem&n true 
throughout 0 < x < 1. 
THEOREM 3.1. suppose f(X, y, z), f2(x, y, z), f3(x, y, z) are all continuous and 
f2(x,y, x) 3 0 on [0, I] x [0, co) x [0, 00) andy, > 0, y2 > 0. Let k = max{y, , I} 
and suppose that (see (2.4)) 
Q+(x; t, k) = 4t2), us t-+cxJ, 
uniformly in x. Suppose also that f (x, 0,O) > 0. Then the local solution y(x) of 
(2.1), (2.2) can be continued to a global solution on [0, l] and sutisjes y(x) > 0, 
y’(x) > 0 throughout [0, I]. 
Proof. Using the same argument as in Corollary 2.1, we see that there 
exists an upper bound u = ke t2 for some t sufficiently large. Thus, if the asser- 
tion of the theorem is false, there exists x,, E (0, 1) for which a solution y(x) of 
(2.1) (2.2) exists on [0, x0] and satisfies y(x) > 0, y’(x) > 0 on [0, x,,) but 
y’(x,,) = 0. But then y(x) satisfies the equation 
where 
u” + u(x)u’ + b(x)u = c(x), 0 < x < x0 , 
44 = -f&G MY, ~Y’W), 
44 = -f2(4 MY, ~Y’W) < 0, 
c(x) = f(X, 60) 2 0, 
and X = h(x) satisfies 0 < X < 1. Therefore, by the maximum principle [7, p. 71, 
since y(x) has an endpoint maximum at x0 , then y/(x0) > 0, a contradiction. 
Theorem 3.1 has an obvious dual in the case that yr < 0, yz < 0. 
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4. BOUNDARY VALUE PROBLEMS 
We turn to the boundary value problem 
ye = f(X, y, Y’), (4.1) 
aor - %Y’(O> = % I a0 I + I a,/ > 0, (4.2) 
boy(l) + blY’U) = B I bo I + I bl I > 0, (4.3) 
and we assume that 
a, 2 0, b, >, 0, a, + b, > 0. (4.4) 
Without loss of generality we may make the last requirement in (4.4) specific 
by requiring that a, > 0, since if a, = 0, then 6, > 0 and the change of variable 
t = 1 - x transforms the given problem into one of the same form with a, > 0. 
Similarly, if either aOal > 0 or bob, > 0, we may assume that aoa, > 0. 
We assume, as in Section 2, that f(~, y, z), fz(x, y, z), fs(x, y, z) are all con- 
tinuou:s on [0, l] x R2 and that f&x, y, z) > 0 on [0, 1] x R2. Define, for 
positive values of the parameter t, 
v = v(x; t) = cash t - cash t(x - 1) + ax, (4.5) 
where a = 0 if 6, in (4.3) is positive and a = 1 j? 1 by1 if 6, in (4.3) is 0. Thus 
a > 0. 
Now let 
r(x; t) = jg<l fdx, P, P’) (4.6) . 
and 
r-(x; t) = min{r(x; t), 0). (4.7) 
THEOREM 4.1. Suppose that every initial value problem 
Yb = f(X, y, Y’), 
Y(O) = K, 
Y’(O) = Yz T 
has agZobaZ solution on [0, I], and suppose that r-(x; t) = o(t) as t + 03, uniformZy 
in x. Suppose also that aOal > 0. Then the boundary value problem (4.1), (4.2), 
(4.3) has a unique solution for each pair (a, p). 
Proof. Uniqueness in both the initial value and boundary value problems 
follows in the usual way from the maximum principle (see [7, pp. 48-495). We 
now prove existence for the boundary value problem (4.1), (4.2), (4.3) using the 
“shooting” method together with the maximum principle. Let co and c, be two 
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constants satisfying a,c,, - ati = 1. According to the hypotheses, the initial 
value problem 
yn = f(X, y, Y’), 
Y(O) = als - q , (4.8) 
Y’(O) = aos - m. , 
has a unique global solution y(x; S) on [0, I] for each value of the real parameter s. 
Note that this solution satisfies 
so that y(x; S) satisfies the boundary condition (4.2) regardless of the value of s. 
We seek to adjust the value of s so that y(x; s) satisfies (4.3) also. The purpose of 
the hypothesis aoq > 0 is so that y(0) in (4.8) will be positive for large s and 
negative for small S. We shall show that for s sufficiently large 
b,y(l; s) + hy’(l; 4 3 8, 
and for s sufficiently small 
Then, since our hypotheses are more than enough to apply the theory of [2, 
Chap. 11, it will follow that y( 1; S) and y’( 1; S) are continuous functions of the 
parameter S, and so there must be an s satisfying (4.3). 
The function ZI of (4.5) is our comparison function. We observe that w > 0 for 
0 < x < 1, and moreover 
o’=--tsinht(x-l)+a>a>O, 
since t > 0. Thus, usingf, > 0 and the mean value theorem, 
a” - f(X, v, 0’) < d -f&x, xw, Ad) s’ - f(X, 0,O) 
< v” - Y-(x; t) 0' - f(X, 0, O), 
where X = h(x) satisfies 0 < h < 1. Therefore 
v” - f(X, v, 0’) 
<-Pcosht(x- 1)/l +T[qsecht(s-- l)-tanht(x- l)]/ 
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and thus, since r-(x; t) = o(t), there exists T such that t > T implies 
vu - f(x, v, 0’) < 0. 
In addition, since 
b&l ; t) + b&(1 ; t) = b,[cosh t - 1 + a] + bra, 
by increasing T if necessary, we have for t 3 T, 
b,v(l; t) + b&(1; t) >, fl. 
Now choose s sufficientIy large in order that 
y(o; s) = qs - acl 3 0 = ~(0; T), 
~‘(0; s) = ad - (YC,, 2 T sinh T + a = ~‘(0; T). 
Then by the maximum principle [7, p. 491, 
~(1; T) d ~(1; 4, ~‘(1; T) < ~‘(1; s). 
Thus 
(4.9) 
boy(l; s) + b,y’(l; s) >, b&l; T) + W(i; T) > B 
for s sufficiently large. 
Similarly, we may use -v to get an upper bound for y(x; s) ifs is sufficiently 
small and conclude that 
for s sufficiently small. 
Remark. There is some resemblance between the idea here of getting upper 
and lower bounds and the widely used theory of sub and super functions. 
However, these ideas are quite different. Here we begin with global solutions of 
initial value problems and all comparison functions are used to bound solutions 
of initial value problems, whereas subfunctions are usually used (see, e.g., 
Ak6 [S], Jackson [12], Schrader [ll) to bound solutions of boundary value 
problems. 
As in Corollary 2.4, we obtain 
COROLLARY 4.1. The conclusion of Theorem 4.1 holds if the hypothesis on 
r-(x; t) is repZaced with the assumption that the negative part f &, y, z) of 
f3(x, y, z) satis$es 
f3-@, Y, 4 = 40dY2 + 4) (4.10) 
us yz + 2 --+ co with yz > 0. 
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EXAMPLE 4.1. This example shows that Corollary 4.1 and hence Theorem 4.1 
is essentially best possible. Let 
where 12 is a positive integer. Then f(~, y, z) satisfies all the requirements of 
Corollary 4.1, includingf,(x, y, z) 3 0 and the smoothness conditions, with the 
exception of (4.10). If y(x) is any solution of the partial problem 
y” = f(X, YY Y’h 
%Y(O) - a,y’(O) = a, 
(4.11) 
then put yi = y(O), yz = y’(O). If y2 < 1, by the uniqueness of solutions of 
the initial value problem, y(x) = y1 + yax. If ys > 1, choose E > 0 so that 
E mn = log ya . Then we easily verify by substitution and the uniqueness theorem 
that 
y(x) = y1 + lo’ e(t++” dt. 
In either case, we note that y’(1) < e and thus the boundary value problem 
consisting of (4.11) and the second boundary condition y’(1) = ,!I for j? > e has 
no solution. We note that 
and it follows that 
f&(X, y, z) = &(x, y, z) = O(log(y2 + Z2))1+(1’n). 
Thus, for large n, f(~, y, z) fails by only a very little to satisfy (4.10). We note 
that if b, > 0 in the boundary condition at x = 1, we would not have a counter- 
example. Theorem 4.3 will shed some light on this observation. 
The proof of Theorem 4.1 breaks down if a, = 0, for then y(0) in (4.8) may 
be negative for all s so that (4.9) could not be attained. In the dual argument for 
the upper bound, of course one needs ~(0; s) < 0 for s sufficiently negative and 
this would not be possible if a, = 0 and --OLC, > 0. However, the proof would go 
through in the very special case a, = 0 and 01 = 0. 
In general, however, some modifications are necessary if a, = 0 so we pass to 
this case. Perhaps surprisingly, a further hypothesis is now needed for the proof 
and we will afterward give an example to show that it is essentially best 
possible. 
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For any p > 0 and y > 0, define 
G(P, Y) = ax, Y, 4: 0 < x < Y/P, -7 < Y G 0, P < x G 2P1, 
~,(p,y)=((~,y,~):O~~~Y/P,~~Y~Y,--2Pd~~-P~. 
Also put 
m,(P, Y) = inftf-(x, Y, 4: (x, Y, 4 E %P, Y>>, 
m2(P, Y) = suPU+(% Y, s): (x, Y, s) E &(P, YN, 
where f+(x, y, z) and f-(x, y, z) are the positive and negative parts, respectively, 
of f(x, y, 4. 
THEOREM 4.2. Change the hypotheses of Theorem 4.1 so that a, = 0 and 
assume in addition that 
‘ii) mdp, Y) = o(P”), as P -+ a, if ~4 < 0, 
(ii) m,(p, y) = o(p”), asp -+ Co, if OL > 0 
for each Jixed y. Then the boundary value problem (4.I), (4.2), (4.3) has a unique 
solution. 
Remark. It is interesting to note that whereas the hypothesis on Y-(X; t) in 
Theorem 4.1 is a restriction on the negativity of f3(x, y, z) in the first and third 
quadrants of the yz plane, the new hypotheses concerning m,(p, y) and m,(p, y) 
in Theorem 4.2 are restrictions on the negativity of f (x, y, z) in the second 
quadrant and the positivity off (x, y, z in the fourth quadrant of the yz plane. ) 
Proof. The goal here is the same as in the proof of Theorem 4.1. We restrict 
ourselves to showing that for s sufficiently large, 
b,y(l; s) + b,y’(l ; 4 2 P, 
where y(x; s) is the solution of the initial value problem (4.8) which in the case 
a, = 0 becomes 
Y” = f (x, y, Y’), 
y(0) = - a.cl = a/a, , 
y’(0) = a,s. 
If 01 > 0, then y(0) >, 0 and the proof proceeds exactly as in Theorem 4.1, so 
let us suppose that 01 < 0 andy(0) < 0. We shall show that under assumption (i), 
ifs is sufficiently large, y(x; s) will become positive with large slope at some small 
value of x. 
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Precisely, we claim that for s sufficiently large, y(x; s) = 0 will have a solution 
x, such that y/(x; s) > &a,,~ on [0, xS]. For if the contrary is true, then for 
arbitrarily large S, there exists X, E (0, l), xa depending on S, such that 
y’(x2; s) = &a,s, 
y’(x; s) > &a,s, 
Yk 4 < 0, 
for 0 < x < xa , 
for 0 < x < xa . 
Clearly, xs < (-2~4~~~s). Let x1 = sup{% E [0, x2): y’(x; S) = a$}. Then since 





y”(x; s) dx > ml 
21 ( 
and hence 
0 -=C ao3s2 < km - 1 a;‘$. ( 1 
According to (i), if s is sufficiently large, we have a contradiction. Thus, there 
exists s,, such that s > s,, implies the existence of x, such that y(xS ; s) = 0, 
y’(x; S) > (a,s/2) on [0, xS]. Clearly 0 < X, =$ (-2ct/ao2s), where we assume 
without loss of generality that (-20r/a,,~s) < 4, for s 3 s,, . 
For each s 3 ss , let w, = v,(x; t) = o(x; t) - V(X, ; t), where V(X; t) is 
defined in (4.5); o, will play the role of comparison function that z, played in the 
previous proof, but now the comparison will be done on the interval [x8, 11. 
First, we observe that for s > s0 
b,w,( 1; t) + bInS’( I ; t) = b,[a( 1 - x,) + cash t( 1 - x,) - I] + b,a 
3 b,[(a/2) + cosh(tj2) - l] + b,a. 
Thus, there exists T > 0, independent of s 3 so, such that 
hgJ,(l ; t) + b,%‘(l ; t) > B, for t > T. 
Next, we observe that v,(x, ; t) = 0 and v,(x; t) > 0 for x, < x < 1. Further, 
us/(x; t) = v’(x; t) for x, < x < 1. Thus, for X, < x < 1, we easily obtain 
w: -f(X, 0, , W8’) < wp - f,(x, xw, hw’) w’ - f(X, 0,O) 
+ [$&, xv, q - J-3(% xv, , xao’, 
where X = X(x) satisfies 0 < X < 1. 
ORDINARY DIFFERENTIAL EQUATIONS 329 
As in the previous proof, we may, by increasing T if necessary, arrange to 
have 
v” - f&x, xv, Xv’) v’ - f(X, 0,O) < -1 for t > T, 
so that, in particular, 
vu - f&, xv, Xv’) v’ - f(X, 0,O) < - 1, for t = T. 
Since x, ---f 0 as s + co and f3 is continuous (and hence uniformly continuous 
on compact sets), it is easy to see that, by increasing s,, if necessary, we may 
obtain for X, < x < 1 
v;(x; T) - f3(x, v&c; T), v,‘(G T)) G 0 for s > so . 
In addition. we note that 
ro,(x,; T) = 0 = y(xs; s), 
q”‘(x,; T) = v’(x,; T) = T sinh T(l - x,) + a < T sinh(T/2) + a, 
and so by increasing s0 again if necessary, we may obtain 
v,‘(G T) < (w/2) < Y’& > 4, for s > so . 
Thus, by the maximum principle, for s > s, 
Y(X; 4 2 v&c T), 
Y’(x; s) > vs’(x; T), 
for X, f x ,< 1. In particular, 
b,y(~ ; s) + b,y’(l ; s) 3 4,v,(l; T) + b~,‘(l; T) 3 P- 
EXAMPLE 4.2. This example shows that conditions (i) and (ii) of Theorem 4.2 
are essentially best possible. Let f (x, y, z) E 0 if z < 0 or y > 0. For x > 0 
and y < -1, let f(x, y, z) = -(2n/(n + 1))s2+(lln), where n is a positive 
integer. Define f (x, y, z) for z > 0 and - 1 < y < 0 so that f (x, y, z), fi(x, y, x), 
f3(x, y, z) are all continuous on [0, l] x R2 and so that f2(x, y, ZC) > 0 on 
[0, l] x R2. Then f (x, y, z) satisfies all the requirements of Theorem 4.2 except 
condition (i). If y(x) is any solution of the partial problem 
Y" = f (“T Y, Y'), 
Y(O) = 01) 
where 01 < -(n + 2), put y = y’(0). If y < 0, then by the uniqueness theorem 
5Q5/23/3-2 
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y(x) = 01+ ‘yx. If y > 0, choose E > 0 so that (2e)+ = yn+l. Then we easily 
verify that 
y(x) = 01 + j-’ (2t + ‘&-l+(li(n+l)) dt; 
0 
for simple calculations give 
a <y(x) d -1, 
y’(x) = (2x + 2e)-l+(ll(n+l)) > 0, 
y”(x) = (-2n/(n + 1))(2x + 2e)-a+‘r/(“+n) = f(X, y, y'), 
In particular, since y( 1) < - 1, the boundary value problem consisting of 
Y” = f(X, Y9 Y’), 
Y(O) = 01, 01 -=I -(n + 9, 
Y(l) = A B > --I, 
has no solution. We note that in this example, m,(p, r) = O(pz+(lln)), so that for 
n large, f(~, y, a) fails by only a very little to satisfy (i) of Theorem 4.2. 
If a, + b, > 0, then since a, + 6, > 0, at least one of the products a,b, or 
u,b, is positive. By making the change of variable t = 1 - x if necessary, we 
may assume that u,b, > 0. In this case, we now find conditions, distinct from 
those of Theorem 4.1, which give the conclusion of Theorem 4.1. In constrast to 
the situation there, in which the critical hypothesis restricted the negativity of 
fa(x, y, a) in the first and third quadrants of the yz plane, we shall now place 
restrictions on the positivity of fa(x, y, z) in the second and fourth quadrants of 
the yz plane. 
Define, for positive values of t, 
w = w(x; t) = exp t - exp($tx) 
and put 
w; t> = -;yg%l f3+(x, WY Pa 
where h+(x, Y, 4 = maxVXh(x, Y, 4% 
Using w as a comparison function and arguing as in Theorem 4.1, we obtain 
THEOREM 4.3. Suppose that every initial value problem 
Y” = f(x, Y, Y’), 
Y(O) = Yl 3 
Y’(O) = Yz 7 
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has a global solution on [0, l] and suppose that R(x; t) = o(t) as t -+ co, uniformly 
in x. Suppose also that a,b, > 0. Then the boundary valueproblem (4.1), (4.2), (4.3) 
has a unique solution for each pair (01, /3). 
EXAMPLE 4.3. As in Example 2.1, we let 
where n is a positive integer. Then, as shown in Example 2.1, f(x, y, z) violates 
the hypothesis of Theorem 4.3 on global existence of solutions of initial value 
problems. However, it was pointed out near the beginning of Section 2 that in 
such cases it may still be possible to solve (4.1), (4.2), (4.3). In the present 
example, f(~, y, x) satisfies all other hypotheses except the condition on R(x; t). 
Let y be any solution of the partial problem 
Y” = f(X, y, Y’), 
y’(0) = e. 
Let y = y(0). It is trivial to see that the function 
u(x) = - j’ exp(1 - t + c)-” dt 
e 
for each E > 0 satisfies 
u” = f(X, 24, u’). 
Since u(O) + ---CO as c + 0+, we may choose E sufficiently small that u(O) < 
y = y(0). Further 
u’(0) = exp(1 + e)-” < e = y’(0). 
Thus, by the maximum principle, u is a lower bound for y, i.e., U(X) < y(x), 
u’(x) <y’(x) throughout [0, 11. In particular, 0 = u(l) < y(1). Thus, the 
problem 
y” = .f(x, y, y’), 
-y’(O) = -e, 
Y(l) = 8, 
with /3 < 0 has no solution. In this example, R(x; t) = O(tl+uln)) so that for n 
large, f(~, y, z) fails by only a very little to satisfy the required condition on 
R(x; t). 
Thus far, we have required only that fa(x, y, z) >, 0. If, in addition, 
f2(x, y, 0) > 0 and does not approach 0 too rapidly as 1 y 1 -+ 03, we can usef2 
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rather than fa to justify invoking the maximum principle. Using constant 
functions as comparison functions, the technique of the previous proofs (now 
simpler) produces 
THEOREM 4.4. Suppose that every initial value problem 
YM = fb, Y? Y’>, 
Y(O) = Yl , 
Y’(O) = Y2 9 
has a global solution on [0, l] and suppose that fi(x, y, 0) > 0. Let 
6(p) = min{f,(x, @, 0): -1 < p < 1, 0 < x < I> 
and suppose that pS(p) + + co as p + +co. If a,b, > 0, then the boundary 
value problem (4.1), (4.2), (4.3) has a unique solution for each pair (01, @. 
Since conditions which quarantee the existence of global solutions on ]f’\ J ; :rf 
every initial value problem 
Y” = f(x, Y> Y’), 
Y(O) = 3/l, 
Y’(O) = Y2 > 
were formulated in Section 2, one can easily combine theorems of that section 
with theorems of the present section to obtain easily tested conditions on the 
function f(~, y, 2) which imply existence and uniqueness of solutions of various 
boundary value problems of the form (4.1), (4.2), (4.3). One such combination 
is this: it is easy to see that if 
f3+(% Y, -4 = 410g(y2 + 2”)) 
as y2 + z2 + co with yz < 0, then R(x; t) = o(t) as t + CO. Thus, combining 
Theorem 4.3 and Corollary 2.4, we obtain 
COROLLARY 4.2. Suppose that f2(x, y, z) = o(log2( y2 + x2)) as y2 + z2 + co 
with yz > 0 and f3+(x, y, x) = o(log(y2 + z”)) us y2 + .z2 -+ co. Suppose also 
that a,b, > 0. Then the boundary value problem (4.1) (4.2) (4.3) has a unique 
solution for each pair (LX, /z?). 
Similarly, combining Corollary 2.4 with Corollary 4.1, we obtain 
COROLLARY 4.3. Suppose that fi(x, y, s) - o(log2(y2 + x2)) ad fS(x, y, z) = 
o(log( y2 + z”)) a-s y2 + z2 + 0~) with yz 3 0. Suppose also’ that a,a, > 0. Then 
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the boundary value probEem (4.1), (4.2), (4.3) h as a unique solution for each pair 
(01, B). 
These last two corollaries generalize the well-known theorems which require 
that f2 > 0 and that fi and f3 are both uniformly bounded for y2 + x2 < 00, 
O<X<l. 
All results of this section severely restrict the growth of fi(x, y, z), whereas 
Bebernes and Gaines [1] have no restriction whatsoever. On the other hand, 
they require a uniform bound on f3(x, y, z) while we allow f3(x, y, z) to be 
“weakly” unbounded. It seems to be reasonable to make the following conjecture: 
The main theorem of Bebernes and Gaines [l] remains true if the bound on 
f&x, y, z) is relaxed to the requirement that 
f&G Y, 4 = O(l%(Y2 + x2>) 
as y2 + zz2 --f co, uniformly in X. 
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