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UNIVERSAL BEHAVIOR OF THE CORNERS OF ORBITAL BETA PROCESSES
CESAR CUENCA
Abstract. There is a unique unitarily-invariant ensemble of n × n Hermitian matrices with a fixed set
of real eigenvalues a1 > · · · > aN . The joint eigenvalue distribution of the (n − 1) top-left principal
submatrices of a random matrix from this ensemble is called the orbital unitary process. There are analogous
matrix ensembles of symmetric and quaternionic Hermitian matrices that lead to the orbital orthogonal and
symplectic processes, respectively. By extrapolation, on the dimension of the base field, of the explicit density
formulas, we define the orbital beta processes. We prove the universal behavior of the virtual eigenvalues of
the smallest m principal submatrices, when m is independent of N and the eigenvalues a1 > · · · > aN grow
approximating a limit profile. The limiting object is the Gaussian beta corners process. As a byproduct of
our approach, we prove a theorem on the asymptotics of multivariate Bessel functions.
1. Introduction
1.1. Preface. A beta ensemble (of rank N) is a probability measure on N -tuples (x1 ≥ x2 ≥ . . . ≥ xN ) of
non-increasing real numbers with density, with respect to the Lebesgue measure,
(1.1)
1
Z
∏
1≤i<j≤N
|xi − xj |β
N∏
k=1
w(xk),
where β > 0 is a parameter, w : R → [0,∞) is a weight function, and Z is a normalization constant,
typically called the partition function. The weight function has to decay sufficiently fast at infinity for the
partition function to be finite. An example is w(x) = exp(−x2/2): the Gaussian weight. When w is the
Gaussian weight and β = 1, 2, 4, the beta ensemble (1.1) is the eigenvalue distribution for the Gaussian
Orthogonal/Unitary/Symplectic ensemble (GOE/GUE/GSE) from random matrix theory, respectively; see
the books [AGZ], [F], [Me]. In a different direction, beta ensembles are related to the mean field theory of
physical systems with log-gas interactions, and β is the inverse temperature of the model. Furthermore, beta
ensembles with a general β > 0 are intimately related to Selberg-type integrals, e.g. see the survey [FW].
These considerations show the importance of considering the most general case β > 0 of beta ensembles.
Our interest is in robust (or universal) limits of beta ensembles as N tends to infinity, where by robust
we mean that the limit measures depend very little on the specific features of the ensembles in question
(for example, limiting behavior of (1.1) should not depend much on the choice of weight function w). In
some special cases, for instance β = 2 and w(x) = exp(−x2/2), very explicit formulas for the correlation
measures of (1.1) allow limit transitions as N →∞ that yield the Sine process and Airy process in the bulk
and the edge, respectively. Of course, the general case β > 0 (and general w) is more complicated and finer
techniques are required to obtain limits, and to prove they are robust. Nevertheless, in recent history there
has been spectacular progress in understanding the local bulk and edge limits of general beta ensembles,
see for example [DE], [ES], [RRV], [VV], etc. The universality of the resulting limits has also been highly
studied, e.g. [Sh], [BFG], [BEY], [GH]. Likewise, global Gaussian asymptotics (and the appearance of the
Gaussian Free Field) is of recent interest and many articles are devoted to it: see [J98], [BGu], [BG], [GZ],
[CE], [ES], etc.
In this paper we study a different kind of beta ensemble which is not of the form (1.1), but is still an
extrapolation of eigenvalue densities of certain random matrix ensembles called the orbit measures ; e.g.,
see [De] and references therein. An orbit measure is the pushforward of the Haar measure of a (locally
compact) Lie group G to an adjoint orbit of its Lie algebra g, hence the name. We shall be interested in
G = U(N), O(N), Sp(N), as we can have the rank N tend to infinity. When G = U(N), then g is isomorphic
to Herm(N), and any orbit measure is supported by Hermitian matrices M = [Mi,j ]
N
i,j=1 with a fixed set of
eigenvalues. By projecting the orbit measure on the set of eigenvalues of the top-left principal submatrices
M (k) = [Mi,j ]
k
i,j=1, 1 ≤ k ≤ N−1, we obtain a random triangular array {x(k)i }1≤i≤k≤N−1 whose distribution
1
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we call the orbital unitary process. Similar considerations lead us to the orbital orthogonal/symplectic
processes and, by analytic continuation, we arrive at the definition of orbital beta processes in Definition 1.1.
Starting with the GUE/GOE/GSE, the same procedure of projecting to the eigenvalues of the top-left
principal submatrices gives the Gaussian orthogonal/unitary/symplectic corners processes. Again there is a
one-parameter extrapolation called the Gaussian beta corners process that has already been considered (see
[Ba], [JN]) and has found several nice applications, e.g. [GoM], [GS]. The Gaussian beta corners processes
are convex combinations of orbital beta processes, so the latter are the more fundamental objects. Thus one
would imagine that the limits and universality results for Gaussian beta ensembles (and corners processes)
are also present, in some form, for the orbital beta processes, but to the author’s knowledge, there have been
no such results in the literature.
We study the universality of the m(m + 1)/2–dimensional corners process of the orbital beta process;
in the setting above, the corners process is the distribution of the particles {x(k)i }1≤i≤k≤m. The regime of
interest is when m is fixed and independent of N ; we show that the universal limit is the Gaussian beta
corners process. The universality in this scenario means that the limit is always the same, regardless of how
the orbits tend to infinity. Even though this is the first article where the universality in this limit regime
is studied, in the special case β = 2, corner processes and their Gaussian limits are ubiquitous in both the
discrete and continuous settings, for example in connection to: last-passage percolation [Ba], GUE minors
[JN], lozenge tilings [OkR2], [GP], and the 6-vertex model [G], [Di].
We proceed with a more detailed account on the setting and results of this paper.
1.2. Orthogonal/Unitary/Symplectic orbital processes. Let F be the field R,C or the skew-field of
quaternions H. Let MN×N(F) be the set of N ×N matrices with entries in F. Given A ∈MN×N(F), denote
A∗ :=

transpose of A if F = R;
Hemitian transpose of A if F = C;
quaternionic conjugate transpose of A if F = H.
A matrix A ∈MN×N(F) with A = A∗ is said to be self-adjoint; in all three cases, self-adjoint matrices have
real spectra. We want to consider ensembles of self-adjoint matrices {MN}N≥1 of growing size, such that
each MN has fixed eigenvalues and random eigenvectors.
Consider the groups
U(N,F) :=

O(N,R) (orthogonal group) if F = R;
U(N,C) (unitary group) if F = C;
Sp(N) (compact symplectic group) if F = H.
Each one of them is a compact Lie group with a unique left- and right-translation invariant probability
measure called the Haar distribution on U(N,F).
Define
PN := {a(N) = (a1, . . . , aN ) ∈ RN | a1 > a2 > · · · > aN}
as the set of ordered eigenvalues of a generic N×N self-adjoint matrix. Given a(N) = (a1 > . . . > aN ) ∈ PN ,
let D(a(N)) be the diagonal N × N matrix whose diagonal entries D(a(N))i,i are the entries ai of the N -
tuple a(N). If UN ∈ U(N,F) is a random Haar-distributed matrix, thenMN := UND(a(N))U∗N is a random,
self-adjoint matrix, with fixed real eigenvalues a1 > · · · > aN .
For k = 1, 2, . . . , N , let M
(k)
N be the top-left k × k corner of MN = UND(a(N))U∗N = [mi,j ]Ni,j=1, i.e.,
M
(k)
N = [mi,j ]
k
i,j=1. The matrices M
(k)
N are self-adjoint and have random real eigenvalues a
(k)
1 ≥ · · · ≥ a(k)k .
The well-known Rayleigh’s theorem (see [B], [Ga]) asserts that the eigenvalues of different corners interlace:
a
(k+1)
1 ≥ a(k)1 ≥ a(k+1)2 ≥ · · · ≥ a(k+1)k ≥ a(k)k ≥ a(k+1)k+1 , for all 1 ≤ k ≤ N − 1.
This theorem holds for deterministic matrices. For our random ensemble of matrices {MN = UND(a(N))U∗N}
all inequalities are strict, almost surely. We can arrange the eigenvalues of all cornersM
(1)
N ,M
(2)
N , . . . ,M
(N)
N =
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MN in a triangular array:
a1 a2 a3 aN−1 aN
a
(N−1)
1 a
(N−1)
2 a
(N−1)
N−2 a
(N−1)
N−1
· · · · · · · · ·
a
(2)
1 a
(2)
2
a
(1)
1
Following [N], we say that an arrangement as the one above is a Rayleigh triangle if each number is smaller
than its top-left neighbor, but larger than its top-right neighbor. The k-tuple a(k) = (a
(k)
1 , . . . , a
(k)
k ) is said to
be the k-th level of the Rayleigh triangle, while a = (a1, . . . , aN ) is the top level. The probability distribution
of the eigenvalues {a(k)j }1≤j≤k≤N−1 in R
N(N−1)
2 will be called orbital orthogonal/unitary/symplectic process
when F = R/C/H, respectively.
A natural question is to study the (probabilistic) features of the Rayleigh triangles as N goes to infinity
and the top level a(N) = (a1 > a2 > · · · > aN) grows in a certain specific way. In this article, we focus on
the bottom m levels of the random Rayleigh triangles, i.e., on the eigenvalues {a(k)j }1≤j≤k≤m, when m is
independent of N . We show that, under certain conditions on the growth of the top levels a(N), a proper
re-scaling of the random eigenvalues a
(m)
1 > · · · > a(m)m converges weakly to the Gaussian beta ensemble
with β = dim(F); see Section 1.4 for the precise statement. A slight extension of this result shows that the
re-scaled set of eigenvalues a
(k)
j , 1 ≤ j ≤ k ≤ m, of the bottom m levels, converges to the Gaussian beta
corners process with β = dim(F): see Theorem 2.3 in the text.
Our results prove the universality of the eigenvalues of orbital orthogonal/unitary/symplectic ensembles,
and identifies the Gaussian beta ensemble as the limiting object (the parameter β takes values in {1, 2, 4} in
this random matrix theory setting). In fact, we go further and study a natural one-parameter generalization
of the orbital processes above, that we call the orbital beta processes. The additional parameter is denoted
θ and takes values in (0,∞); when θ = 12 , 1, 2, we recover the orbital orthogonal, unitary and symplectic
processes, respectively1. The orbital beta processes are also probability measures on Rayleigh triangles
{a(k)j }1≤j≤k≤N−1 with a fixed top level a = (a1 > · · · > aN ). One can think of the values {a(k)j }1≤j≤k as
“virtual eigenvalues” of the k × k corner, however the random matrix picture is lost for general values of
θ > 0. We prove that the virtual eigenvalues of the bottom m levels of the orbital beta processes still display
a universal behavior and the limiting object is the general Gaussian beta corners process.
1.3. Orbital beta processes. Let a = (a1 > a2 > · · · > aN ) ∈ PN be an ordered N -tuple. The interlacing
scheme P(a) ⊂ RN−1 × RN−2 × · · · × R is the convex polytope defined by
P(a) := {(a(N−1), . . . , a(1)) | a(k) ∈ Pk for k = 1, 2, . . . , N − 1,
a
(k+1)
j > a
(k)
j > a
(k+1)
j+1 for all 1 ≤ j ≤ k ≤ N − 2, and
aj > a
(N−1)
j > aj+1 for all 1 ≤ j ≤ N − 1}.
In other words, P(a) is an embedding of the space of Rayleigh triangles with top level a into RN−1×RN−2×
· · · × R. The orbital orthogonal/unitary/symplectic processes with top level a are probability distributions
on P(a). They are absolutely continuous and their densities were calculated in [N]2 for all three cases
θ ∈ { 12 , 1, 2}, and in [Ba] for θ = 1. The formulae in [N] can be extrapolated in the dimension of the base
field, i.e., there is a formula depending continuously on a parameter θ that reduces to the densities for orbital
orthogonal/unitary/symplectic processes when θ = 12/1/2, respectively. This is the base of our definition of
orbital beta processes.
1To conform with traditional “beta” random matrix theory, it would make sense to use the parameter β = 2θ instead. We
prefer the parameter θ that conforms with the theory of special functions (Jack polynomials and multivariate Bessel functions)
which lie at the heart of our proofs.
2In [N], the author remarks that the proof is essentially within the calculations of [GN, II.9].
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Definition 1.1. Given a = (a1 > · · · > aN ) ∈ PN , the orbital beta process with top level a is the probability
measure ma,θ on the interlacing scheme P(a) with density
(1.2) ma,θ{(a(N−1), . . . , a(1))} ∝
N−1∏
k=1
 ∏
1≤i<j≤k
|a(k)i − a(k)j |2−2θ
k+1∏
s=1
k∏
r=1
|a(k+1)s − a(k)r |θ−1
k∏
j=1
da
(k)
j
 ,
for any (a(N−1), . . . , a(1)) ∈ P(a). In the formula above, we set a(N)s := as for all 1 ≤ s ≤ N . Also, ∝ means
that we are omitting a normalization constant that is chosen in such a way that the total weight of (1.2) is
1. The value of the normalization constant admits a closed form expression, as shown in Lemma 2.1.
One obvious but important property of the orbital beta process is the following: conditioned on the k-
th level a(k), the distribution of the levels 1, . . . , k − 1 is independent from the distribution of the levels
k + 1, . . . , N − 1.
The density in (1.2) is identically equal to one when θ = 1. This means that ma,θ=1 is the uniform
probability distribution on the interlacing scheme P(a). Moreover, conditioned on the k-th level a(k), the
distribution of the lower levels 1, . . . , k− 1 is uniform on P(a(k)). This is called the Gibbs property. Because
of this property, the occurrence of the Gaussian unitary corners process in the limit of Theorem 1.5 is not
surprising: the Gibbs measures were classified in [OV], and [OkR] gives heuristics arguing why the Gaussian
unitary corners process is the only plausible candidate to be the limit in the regime of Theorem 1.5. The
main result of [OV] was generalized to the cases θ = 1/2, 2 in [Ni].
1.4. Main result. Let us recall the definition of the Gaussian beta ensemble, see e.g. [AGZ], [F], [Me],
which will play the role of universal object in our main theorem.
Definition 1.2. The Gaussian (or Hermite) beta ensemble (of rank m) is the absolutely continuous proba-
bility measure m
(θ)
m on the Weyl chamber
Wm := {(x1, . . . , xm) ∈ Rm : x1 ≥ . . . ≥ xm},
whose density is
m(θ)m (x1, . . . , xm) :=
1
Zm,θ
∏
1≤i<j≤m
|xi − xj |2θ exp
(
−θ
2
m∑
i=1
x2i
)
,
and Zm,θ is an appropriate normalization constant. The value of Zm,θ admits a closed form expression by
Selberg’s integral.
Remark 1.3. In the literature, the weight in the definition for the Gaussian beta ensemble is exp(−x2/2)
rather than exp(−θx2/2). The difference in the definitions amounts to a linear change of variables. The
normalization we chose was so that the formulas in (1.3) are independent of θ.
Definition 1.4. A sequence of ordered tuples {a(N) ∈ PN}N≥1 is said to be regular if
(a) |a(N)1|, |a(N)N | = O(N), as N →∞;
(b) there exists a function f : [0, 1]→ R such that
N∑
i=1
∣∣∣∣a(N)iN − f
(
i
N
)∣∣∣∣ = o(√N), N →∞.
We say that f is the limit profile of the ordered tuples {a(N)}N≥1.
The following is the main theorem of this article.
Theorem 1.5. Let m ∈ N+, let {a(N) ∈ PN}N≥1 be a regular sequence of ordered tuples, and f : [0, 1]→ R
be a weakly decreasing, piecewise C1 function such that the derivative f ′ has left and right limits at points
of discontinuity. Assume that f is the limit profile of {a(N) ∈ PN}N≥1, in the sense of Definition 1.4.
Let {a(k,N)j }1≤j≤k≤N−1 be a random element from P(a(N)), which is distributed by the orbital beta
process with top level a(N), as in (1.2); in particular, the m-th level of this element is {a(m,N)i }1≤i≤m. Then,
as N →∞, the m-dimensional vectors(
a
(m,N)
1 −NFmean(f)√
NFvar(f)
, . . . ,
a
(m,N)
m −NFmean(f)√
NFvar(f)
)
,
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where
(1.3) Fmean(f) :=
∫ 1
0
f(t)dt, Fvar(f) :=
∫ 1
0
f(t)2dt−
(∫ 1
0
f(t)dt
)2
,
converge weakly to the Gaussian beta ensemble of Definition 1.2.
We can actually say even more and give the limit joint distribution of the triangular array {a(k)j }1≤j≤k≤m
consisting of the bottom m levels. It turns out that, with the same normalization as in Theorem 1.5, the
triangular array converges in distribution to the Gaussian beta corners process. The exact statement, as well
as the definition of the Gaussian beta corners process, is below in Theorem 2.3.
It is possible that the conditions for f in the statement of Theorem 1.5 (and of Theorem 2.3) can be
weakened and the conclusion still hold; we did not attempt to find such weaker conditions.
1.5. Methodology. The first step towards the study of orbital beta processes is to relate them to the
multivariate Bessel functions (MBFs). The MBFs are certain analytic functions on 2N variables
C
N × CN → C
((a1, . . . , aN ), (x1, . . . , xN )) 7→ B(a1,...,aN )(x1, . . . , xN ; θ)
that further depend on an additional complex parameter θ. Each MBFB(a1,...,aN )(x1, . . . , xN ; θ) is symmetric
with respect to the variables a1, . . . , aN and, independently, with respect to the variables x1, . . . , xN . They
are defined as the common eigenfunctions of a system of differential equations related to the rational Calogero-
Moser integrable system; see [D], [Op], [dJ], [GK], and Section 3 for more details. The MBFs are part of a
large family of special functions associated to root systems, whose initial purpose was to create a theory of
Fourier analysis on symmetric spaces without any group structure behind it; e.g., consult the recent survey
[An].
It turns out that the density of the orbital beta process, in Definition 1.1, is present in an integral
representation of the multivariate Bessel functions, see Proposition 3.3 in the text. This connection between
orbital beta processes and MBFs will be key in our approach. The study of limits of statistical mechanical
models and random matrices via special functions (Schur and Macdonald polynomials, Heckman-Opdam
functions, etc.) has been very fruitful; for example, see [OkR], [BC], [BG], [J02], [GP].
The relationship between orbital beta processes and Bessel functions allows to compute observables for
the orbital beta process; the remaining task is to compare them to similar observables for the Gaussian
beta ensemble. The problem is reduced to the study of asymptotics for multivariate Bessel functions, in a
specific limit regime. The asymptotic study of special functions (e.g. classical univariate Bessel functions)
is a subject with a long history; see, e.g., [Co], [BE], [O]. However, the limit regime of our interest appears
to be unexplored: given a sequence {a(N) = (a(N)1, . . . , a(N)N ) ∈ RN}N of ordered tuples, satisfying the
same conditions as in Definition 1.4, and a fixed positive integer m ∈ N+, our main result on limits of Bessel
functions is
lim
N→∞
Ba(N)
(
y1√
N
, . . . ,
ym√
N
, 0N−m; θ
)
exp
(
−
√
NFmean(f)(y1 + · · ·+ ym)
)
= exp
(
Fvar(f)
2θ
m∑
i=1
y2i
)
,
and we show that the limit is uniform for (y1, . . . , ym) belonging to compact subsets of C
m. See Theorem 5.4
and Section 8 for more details on this result. The asymptotics of multivariate Bessel functions in this regime
are studied with the help of (degenerations of) recent formulas proved by the author in [Cu18], [Cu17]; see
also [GP] for the θ = 1 case.
1.6. Related literature. The matrix ensembles UNDU
∗
N , where D is a fixed real diagonal matrix and UN
is a Haar-distributed orthogonal/unitary matrix, were studied recently in [MM]. That paper shows that
the marginals of these matrix ensembles coincide in the limit with the marginals of GOE/GUE. Our main
theorem, in the special cases θ ∈ { 12 , 1}, might follow from the results of [MM], although the limit regime
there is not the same as ours.
In [GuM], the authors studied the asymptotics of spherical orthogonal/unitary integrals. As mentioned in
the third remark in Section 3.2, these spherical integrals are special cases of the multivariate Bessel functions,
whose asymptotics we study. The limit regime considered in [GuM] is very similar to the limit regime in
Theorem 5.4; however, neither their result nor ours is a consequence of the other. It is possible that the results
from [GuM] (and in fact, a one-parameter generalization) can be obtained from the formulas in Section 5.
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In a different direction, Gorin and Panova studied a statistical mechanical model which should be thought
of as the discrete, θ = 1 version of the orbital beta process (see [GP, Theorem 5.1]). Roughly speaking, they
studied a lozenge tilings model which yields a Rayleigh triangle with integral coordinates if we focus only on
lozenges of a specific type. They proved the universality of the positions for a specific type of lozenges near
the turning point of the limit shape, and identified the Gaussian unitary corners process as the universal
limit. The same result was proved in [No], though the author there uses different methods. A q-deformation
of this result was also proved in [MP]; the main tool there was the theory of determinantal point processes.
1.7. Organization of the article. In Section 2, we compute the normalization constant of the orbital beta
process and extend Theorem 1.5 to a multilevel version. We introduce the multivariate Bessel functions in
Section 3 and calculate some Bessel function observables in Section 4. Then in Section 5, we summarize
several new results on multivariate Bessel functions. These results include new formulas and an asymptotic
statement for the Bessel functions when their number of arguments tends to infinity but almost all of them
are specialized to zero. The proofs of the results in this section are postponed until the technical Sections 7
and 8. In Section 6, we prove the main Theorem 1.5, by using the Dunkl transform theory (generalizing the
Fourier transform).
1.8. Basic notation.
• N+ := {1, 2, . . .} is the set of positive integers. The variable N always denotes a positive integer.
• We use a fixed parameter θ > 0 throughout the paper. In the randommatrix literature, the parameter
β > 0 is more common; they are related by β = 2θ.
• An N -tuple of real numbers a = (a1, . . . , aN) such that a1 > · · · > aN is called an N -ordered tuple.
The set of all N -ordered tuples is denoted PN .
• Given a ∈ PN , denote |a| := a1 + · · ·+ aN .
• Given b ∈ PN+1 and a ∈ PN , we write a ≺ b, or b ≻ a, if b1 > a1 > b2 > · · · > bN > aN > bN+1.
• For m ∈ N+, the closed set Wm := {(x1, . . . , xm) ∈ Rm : x1 ≥ · · · ≥ xm} is called the Weyl
chamber, whereas the closed set Wm,corners := {(x(k)j )1≤j≤k≤m ∈ Rm(m+1)/2 : x(k+1)j ≥ x(k)j ≥
x
(k+1)
j+1 , for all 1 ≤ j ≤ k ≤ m− 1} is called the Gelfand-Tsetlin polytope.
• Denote (0k) = (0, . . . , 0) (string of k zeroes) for any integer k ≥ 1; if k = 0, then (0k) denotes the
empty string.
• Oftentimes i is the index of a sum or product, so we use the bold i = √−1 for the imaginary unit.
Acknowledgments. This text is part of a larger project which includes an article [BCG] in preparation.
Some of the statements appear in both texts, for instance, Theorems 5.1–5.3. The author is grateful to Florent
Benaych-Georges, Alexei Borodin and Yi Sun for useful conversations, and a special thanks to Vadim Gorin
for suggesting the project and for several helpful discussions. The author was partially supported by NSF
Grant DMS-1664619.
2. Orbital beta processes and limits to Gaussian beta corners processes
2.1. Normalization of the orbital beta processes. The partition function for the orbital beta process
ma,θ of Definition 1.1 admits a closed product form.
Lemma 2.1. Given a fixed a = (a1 > a2 > · · · > aN ) ∈ PN ,∫
a=a(N)≻a(N−1)≻···≻a(1)
N−1∏
k=1
 ∏
1≤i<j≤k
|a(k)i − a(k)j |2−2θ
k+1∏
s=1
k∏
r=1
|a(k+1)s − a(k)r |θ−1
k∏
j=1
da
(k)
j

=
Γ(θ)
N(N+1)
2∏N
k=1 Γ(kθ)
∏
1≤i<j≤N
|ai − aj |2θ−1,
where a(N) := a, and the integration is over the N(N − 1)/2 coordinates {a(k)j }1≤j≤k≤N−1, satisfying the
conditions (denote a(k) = (a
(k)
1 , . . . , a
(k)
k ) for all k and recall that ≺ was defined in Section 1.8): a(1) ≺ · · · ≺
a(N−1) ≺ a(N) = a.
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Proof. Let us denote by I the N(N − 1)/2-dimensional integral in the left hand side of the identity. We
evaluate I in (N − 1) steps, integrating over a(1), a(2), . . . , a(N−1) in that order.
First fix a(N−1), . . . , a(2); the resulting integral over a(1) can be computed from (a very special case of)
Anderson’s integral, [A], [FW, (2.24)]:∫
a(2)≻a(1)
|a(2)1 − a(1)1 |θ−1|a(2)2 − a(1)1 |θ−1da(1)1 =
Γ(θ)2
Γ(2θ)
· |a(2)1 − a(2)2 |2θ−1.
We can replace this into I, so that we are left with an integral over a(2), a(3), . . . , a(N−1). To proceed, fix
a(N−1), . . . , a(3) and integrate over a(2) by using again Anderson’s integral:∫
a(3)≻a(2)
(a
(2)
1 − a(2)2 )
3∏
s=1
2∏
r=1
|a(3)s − a(2)r |θ−1da(2)1 da(2)2 =
Γ(θ)3
Γ(3θ)
∏
1≤i<j≤3
|a(3)i − a(3)j |2θ−1.
Iterating this step (N−1) times in total yields the final result. We remark that the special case of Anderson’s
integral that we are using (in the notation of [FW, (2.24)]) is when all parameters s1, s2, . . . equal θ. 
2.2. Gaussian beta corners process. (References: [GN], [Ba], [N], [JN], [BG].)
Definition 2.2. The Gaussian (or Hermite) beta corners process (with m levels) is the absolutely continuous
probability measure on the Gelfand-Tsetlin polytope
Wm,corners := {(x(k)i )1≤i≤k≤m ∈ R
m(m+1)
2 | x(k+1)i ≥ x(k)i ≥ x(k+1)i+1 for 1 ≤ i ≤ k},
with density
m(θ)corners
(
(x
(k)
i )1≤i<k≤m
)
:=
1
Zcornersm,θ
∏
1≤i<j≤m
(x
(m)
i − x(m)j )
m∏
i=1
exp
(
−θ(x
(m)
i )
2
2
)
×
m−1∏
k=1
 ∏
1≤i<j≤k
∣∣∣x(k)i − x(k)j ∣∣∣2−2θ k∏
a=1
k+1∏
b=1
∣∣∣x(k)a − x(k+1)b ∣∣∣θ−1
 ,
where Zcornersm,θ is an appropriate normalization chosen so that the total weight of m
(θ)
corners is equal to 1. A
closed form expression for Zcornersm,θ can be calculated from Lemma 2.1 and Selberg’s integral formula.
From Lemma 2.1, the projection of m
(θ)
corners under the map (x
(k)
i )1≤i≤k≤m 7→ (x(m)j )1≤j≤m is the Gaussian
beta ensemble of rank m, as in Definition 1.2. Even more is true: the projection of m
(θ)
corners under the map
(x
(k)
i )1≤i≤k≤m 7→ (x(p)j )1≤j≤p, for any 1 ≤ p ≤ m, is the Gaussian beta ensemble of rank p, as in Definition
1.2. This fact follows from Lemma 2.1 and a special case of the integral identity [N, (2.6)].
2.3. Multilevel extension of Theorem 1.5. We can strengthen Theorem 1.5 by studying, simultaneously,
the levels 1, 2, . . . ,m of a random element of P(a(N)), distributed according to the orbital beta process.
Theorem 2.3. Assume we are in the setting of Theorem 1.5. Let a(m,N), . . . , a(1,N) be the levelsm, . . . , 1 in a
random element from P(a(N)), distributed by the orbital beta process. In particular, each {a(k,N)i }1≤i≤k≤m
belongs to the Gelfand-Tsetlin polytope Wm,corners. Then, as N →∞, the m(m+1)/2–dimensional vectors(
a
(k,N)
i −NFmean(f)√
NFvar(f)
)
1≤i≤k≤m
where Fmean(f) and Fvar(f) are defined in (1.3), converge weakly to the Gaussian beta corners process of
Definition 2.2.
Proof. Let us denote
b
(k,N)
i :=
a
(k,N)
i −NFmean(f)√
NFvar(f)
, 1 ≤ i ≤ k ≤ m,
and b(k,N) := (b
(k,N)
1 , . . . , b
(k,N)
k ), for 1 ≤ k ≤ m.
The array {a(k,N)i }1≤i≤k≤m with m(m + 1)/2 particles is distributed according to the projection of the
orbital beta process to the first m levels. In particular, the following property remains: if we fix the (k+1)-st
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level in the array {a(k,N)i }1≤i≤k≤m, then the distribution of the first k levels 1, . . . , k is independent from
the distribution of the levels k + 1, . . . ,m. The same property holds for the array of re-scaled elements
{b(k,N)i }1≤i≤k≤m. This allows us to find, for any 1 ≤ k ≤ m− 1,
Prob
(
b(k,N) ∈ [y1, y1 + dy1]× · · · × [yk, yk + dyk] | b(k+1,N) = (x1, · · · , xk+1)
)
dy1 · · · dyk
∝
∏
1≤i<j≤k
|yi − yj|2−2θ
k+1∏
s=1
k∏
r=1
|xs − yr|θ−1
×
∫
y=a(k)≻a(k−1)≻···≻a(1)
k−1∏
ℓ=1
 ∏
1≤i<j≤ℓ
|a(ℓ)i − a(ℓ)j |2−2θ
ℓ+1∏
s=1
ℓ∏
r=1
|a(ℓ+1)s − a(ℓ)r |θ−1
ℓ∏
i=1
da
(ℓ)
i
 .
The third line above can be calculated with Lemma 2.1: up to a constant factor, it equals
∏
1≤i<j≤k |yi −
yj |2θ−1. Hence,
(2.1) Prob
(
b(k,N) ∈ [y1, y1 + dy1]× · · · × [yk, yk + dyk] | b(k+1,N) = (x1, · · · , xk+1)
)
∝
∏
1≤i<j≤k
|yi − yj| ·
k+1∏
s=1
k∏
r=1
|xs − yr|θ−1
k∏
i=1
dyi.
Next, let (z
(k)
i )1≤i≤k≤m be distributed according to the Gaussian beta corners process of m levels, as in
Definition 2.2. Also let z(k) := (z
(k)
1 , . . . , z
(k)
k ), for 1 ≤ k ≤ m. Then a similar argument as above (again
using Lemma 2.1) shows
(2.2) Prob
(
z(k) ∈ [y1, y1 + dy1]× · · · × [yk, yk + dyk] | z(k+1) = (x1, · · · , xk+1)
)
∝
∏
1≤i<j≤k
|yi − yj| ·
k+1∏
s=1
k∏
r=1
|xs − yr|θ−1
k∏
i=1
dyi.
The right hand sides of (2.1) and (2.2) are identical. Since the left hand sides of (2.1) and (2.2) are
probability measures, we obtain
(2.3) Prob
(
b(k,N) ∈ [y1, y1 + dy1]× · · · × [yk, yk + dyk] | b(k+1,N) = (x1, · · · , xk+1)
)
= Prob
(
z(k) ∈ [y1, y1 + dy1]× · · · × [yk, yk + dyk] | z(k+1) = (x1, · · · , xk+1)
)
,
for any 1 ≤ k ≤ m− 1.
Theorem 1.5 shows that the distribution of the vector b(m,N) converges weakly to the Gaussian beta
ensemble in Definition 1.2, as N tends to infinity. In other words, b(m,N) converges weakly to z(m). The
identities (2.3) show that the distribution of {b(k,N)i }1≤i≤k≤m−1 given b(m,N) = (x1, . . . , xm) is equal to the
distribution of {z(k)i }1≤i≤k≤m−1 given z(m) = (x1, . . . , xm). It follows that {b(k,N)i }1≤i≤k≤m also converges
weakly to {z(k)i }1≤i≤k≤m. 
3. Multivariate Bessel functions
3.1. Dunkl operators. Consider the space of smooth, complex-valued functions on N variables x1, . . . , xN .
The Dunkl operators (of type A) are defined by
ξi :=
∂
∂xi
+ θ
∑
j 6=i
1
xj − xi (1− sij), i = 1, 2, . . . , N,
where sij permutes the variables xi and xj . The key property of these operators is their pairwise commuta-
tivity.
Theorem 3.1. [D] For any i 6= j, we have ξiξj = ξjξi.
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Because of Theorem 3.1, for any polynomial P (x1, . . . , xN ) the operator P (ξ1, . . . , ξN ) is unambiguously
defined. Moreover if P is a symmetric polynomial on N variables, and we restrict P (ξ1, . . . , ξN ) to the space
of symmetric, smooth N -variate functions, then P (ξ1, . . . , ξN ) is a differential operator, i.e., the action of
the symmetric group (given by the operators sij) can be removed.
3.2. Definition of the Bessel functions. Given fixed a1, . . . , aN ∈ C, we can now consider the following
system of hypergeometric differential equations :
(3.1) P (ξ1, . . . , ξN )F (x) = P (a1, . . . , aN )F (x), for all symmetric polynomial P.
A theorem of [Op] gives the unique solution to the system of hypergeometric differential equations above.
The theorem (admittedly a simpler version of it) is the following:
Theorem 3.2. ([Op]) For fixed and arbitrary a1, . . . , aN ∈ C, there exists a unique solution F (x) =
F (x1, . . . , xN ) to (3.1), symmetric with respect to its variables, and normalized by
F (0, . . . , 0) = 1.
We denote this solution by B(a1,...,aN )(x1, . . . , xN ; θ). The map (a, x) 7→ Ba(x; θ) admits an extension to a
holomorphic function on 2N variables:
C
N × CN → C
(a, x) 7→ Ba(x; θ).
Some remarks are in order:
1. From the uniqueness in Theorem 3.2, it follows that B(a1,...,aN )(x1, . . . , xN ; θ) is not only symmetric
with respect to x1, . . . , xN , but it is also symmetric with respect to the variables a1, . . . , aN .
2. The considerations above actually define multivariate Bessel functions for more general values of θ,
including all points of the region {θ ∈ C : ℜθ ≥ 0}. For instance, when θ = 0, the Dunkl operators are
ξi = ∂/∂xi, and the multivariate Bessel function is
B(a1,...,aN )(x1, . . . , xN ; 0) =
1
N !
∑
σ∈SN
exp(a1xσ(1) + . . .+ aNxσ(N)).
3. When θ ∈ { 12 , 1, 2}, the multivariate Bessel function B(a1,...,aN )(x1, . . . , xN ; θ) can be identified with a
spherical transform [S]. For example, when θ = 1,
B(a1,...,aN )(x1, . . . , xN ; 1) ∼
∫
U(N)
exp (Tr(UAU∗X)) dU,
where ∼ means equality up to a constant of proportionality, dU denotes the Haar measure on U(N), and
A,X are diagonal matrices with diagonal entries a1, . . . , aN and x1, . . . , xN , respectively. This is already an
indication of the non-trivial relation between Bessel functions and random matrices. One can also obtain
determinantal formulas for the spherical integrals by using the so-called Harish-Chandra-Itzykson-Zuber
formula [HC], [IZ], and its relatives; see [FIZ] and references therein.
4. The Dunkl operators and Bessel functions above are associated to the root system of type A. The theory
of Dunkl operators and multivariate Bessel functions has been developed for more general root systems.
3.3. Properties of the Bessel functions. The relation between the multivariate Bessel functions and the
orbital beta processes is given by the following combinatorial formula.
Proposition 3.3. Let y1, . . . , yN ∈ C be arbitrary, and a = (a1 > · · · > aN) ∈ PN . Then
Ba(y1, . . . , yN ; θ) = E{a(k)
i
}
exp
 N∑
k=1
yk
 k∑
i=1
a
(k)
i −
k−1∑
j=1
a
(k−1)
j
 ,
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where the expectation is taken with respect to the orbital beta process with top level a = (a1, . . . , aN ).
Equivalently,
Ba(y1, . . . , yN ; θ) =
∏N
k=1 Γ(kθ)
Γ(θ)
N(N+1)
2
∏
1≤i<j≤N
|ai − aj |1−2θ
×
∫
a(1)≺a(2)≺···≺a(N)=a
exp
 N∑
k=1
yk
 k∑
i=1
a
(k)
i −
k−1∑
j=1
a
(k−1)
j

N−1∏
k=1
 ∏
1≤i<j≤k
|a(k)i − a(k)j |2−2θ
k+1∏
s=1
k∏
r=1
|a(k+1)s − a(k)r |θ−1
k∏
j=1
da
(k)
j
 .
The equivalence between the two formulas for the Bessel function Ba(y1, . . . , yN ; θ) comes from the defi-
nition of the orbital beta process and Lemma 2.1.
The proposition shows that Ba(y1, . . . , yN ; θ) is a partial Fourier transform for the orbital beta process
with top level a. In the form stated above, the proposition was taken from [GoM]. It had appeared before
in [GK]; see also [FR]. It is also a degeneration of the combinatorial formula for Jack polynomials, see [M99,
VI.10.10–VI.10.11] and Theorem 7.5 below. When y1 = . . . = yN = 0, the identity in the proposition is
equivalent to the identity in Lemma 2.1.
Corollary 3.4. If a = (a1 > . . . > aN ) ∈ PN and y1, . . . , yN ∈ C, then
|Ba(y1, . . . , yN ; θ)| ≤ Ba(ℜy1, . . . ,ℜyN ; θ)
Proof. Using | exp(z)| = exp(ℜz), we have∣∣∣∣∣∣exp
 N∑
k=1
yk
 k∑
i=1
a
(k)
i −
k−1∑
j=1
a
(k−1)
j
∣∣∣∣∣∣ = exp
 N∑
k=1
ℜyk
 k∑
i=1
a
(k)
i −
k−1∑
j=1
a
(k−1)
j
 ,
whenever a
(k)
i ∈ R, for any 1 ≤ i ≤ k ≤ N . The result then follows from Proposition 3.3 and Jensen’s
inequality. 
Corollary 3.5. If a = (a1 > . . . > aN ) ∈ PN and y1, . . . , yN ∈ R, then
|Ba(iy1, . . . , iyN ; θ)| ≤ 1.
Proof. This is a special case of Corollary 3.4; simply use the normalization Ba(0, . . . , 0; θ) = 1. 
Corollary 3.6. Let a1, . . . , aN , y1, . . . , yN , r be 2N + 1 arbitrary complex numbers. Then
B(a1+r,a2+r,...,aN+r)(y1, . . . , yN ; θ) = exp(r(y1 + . . .+ yN ))B(a1,a2,...,aN )(y1, . . . , yN ; θ).
Proof. When (a1 > · · · > aN ) ∈ PN and r ∈ R, the result follows from Proposition 3.3. Both sides of our
desired identity are holomorphic on the (N + 1) variables a1, . . . , aN , r, so the result extends by analytic
continuation. 
Corollary 3.7. Let a1, . . . , aN , y1, . . . , yN , c be 2N + 1 arbitrary complex numbers. Then
B(ca1,...,caN )(y1, . . . , yN ; θ) = B(a1,...,aN )(cy1, . . . , cyN ; θ).
Proof. Exactly the same as Corollary 3.6. 
4. Observables for the orbital beta process and the Gaussian beta ensemble
Recall that ma(N),θ is the beta orbital process with top level a(N) ∈ PN . Denote by ma(N),θm the pushfor-
ward of ma(N),θ under the map
(a
(k)
j )1≤j≤k≤N−1 7→ (a(m)i )1≤i≤m,
i.e., under the map that sends an element of P(a) to its m-th level. Clearly the probability measure ma(N),θm
lives on the Weyl chamber Wm.
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Proposition 4.1. For any a(N) ∈ PN , complex numbers y1, . . . , ym ∈ C, and integers N > m ≥ 1, we have
E
m
a(N),θ
m
[
B(a1,...,am)(y1, . . . , ym; θ)
]
= Ba(N)(y1, . . . , ym, 0
N−m; θ),
where the expectation is taken with respect to the probability measure m
a(N),θ
m on the Weyl chamber Wm,
and a = (a1 > . . . > am) ∈ Wm is the random vector.
Proof. It is convenient to denote a(N) by a(N) sometimes.
Given r = (r1 > . . . > rN ) ∈ PN and s = (s1 > . . . > sm) ∈ Pm, define the following function on the
N −m variables xm+1, . . . , xN :
(4.1) Br/s(xm+1, . . . , xN ; θ) :=
∏N
k=m+1 Γ(kθ)
Γ(θ)
N(N+1)
2 −
m(m+1)
2
∏
1≤i<j≤N
|ri − rj |1−2θ
∏
1≤i<j≤m
|si − sj |2θ−1
×
∫
s=a(m)≺a(m+1)≺···≺a(N−1)≺a(N)=r
exp
 N∑
k=m+1
xk
 k∑
i=1
a
(k)
i −
k−1∑
j=1
a
(k−1)
j

N−1∏
ℓ=m

ℓ+1∏
s=1
ℓ∏
r=1
|a(ℓ+1)s − a(ℓ)r |θ−1
∏
1≤i<j≤ℓ
|a(ℓ)i − a(ℓ)j |2−2θ

N−1∏
k=m+1
k∏
i=1
da
(k)
i ,
where the integration is over ordered tuples a(m+1) ∈ Pm+1, . . . , a(N−1) ∈ PN−1 such that s ≺ a(m+1) ≺
· · · ≺ a(N−1) ≺ r; if no such ordered tuples a(m+1), . . . , a(N−1) exist, then set Br/s(xm+1, . . . , xN ; θ) := 0.
On the one hand, recall that the density of the orbital beta process ma(N),θ with top level a(N) is (see
Definition 1.1 and Lemma 2.1):
(4.2)
∏N
k=1 Γ(kθ)
Γ(θ)
N(N+1)
2
∏
1≤i<j≤N
|ai − aj |1−2θ
N−1∏
k=1
 ∏
1≤i<j≤k
|a(k)i − a(k)j |2−2θ
k+1∏
s=1
k∏
r=1
|a(k+1)s − a(k)r |θ−1
 .
The density of the distribution m
a(N),θ
m at the point y = (y1, . . . , ym) can be calculated by integrating (4.2)
over a(1), . . . , a(m−1), a(m+1), . . . , a(N−1) such that a(1) ≺ . . . a(m−1) ≺ y ≺ a(m+1) ≺ · · · ≺ a(N−1) ≺ a(N).
The integration over the levels a(1), . . . , a(m−1) can be calculated with Lemma 2.1; for the integration over
the levels a(m+1), . . . , a(N−1), use the definition of the functions (4.1); the result is
(4.3)
Prob ((x1, . . . , xm) ∈ [y1, y1 + dy1]× · · · × [ym, ym + dym])
dy1 · · · dym = Ba(N)/(y1,...,ym)(0
N−m; θ).
On the other hand, by applying Proposition 3.3 twice, we obtain:
(4.4)
Ba(N)(y1, . . . , ym, 0
N−m; θ) =
∫
a(m)=(a
(m)
1 >...>a
(m)
m )
Ba(m)(y1, . . . , ym; θ)Ba(N)/a(m)(0
N−m; θ)
m∏
i=1
da
(m)
i .
From (4.3) and (4.4), the result follows. 
Proposition 4.2. For any y1, . . . , ym ∈ C, we have
E
m
(θ) [
B(a1,...,am)(y1, . . . , ym; θ)
]
= exp
(
1
2θ
m∑
i=1
y2i
)
where the expectation is taken with respect to the Gaussian beta ensemble m(θ) of Definition 1.2 on the Weyl
chamber Wm, and a = (a1 > . . . > am) ∈ Wm is the random vector.
Proof. This is the so-called Macdonald-Mehta integral, conjectured by Macdonald, [M82], and proved by
Opdam, [Op], in greater generality (for more general root systems). The statement is also a degeneration of
Kadell’s extension to Selberg’s integral formula, see [K] and Section 7.2. 
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• • •aN aN−1 · · · · · · a1 ℜz
ℑz
Figure 1. Contour for Theorem 5.1
• • •aN aN−1 · · ·· · · a1 ℜz
ℑz
Figure 2. Contour for Theorem 5.2
5. Summary of asymptotic results for multivariate Bessel functions
The explicit formulas for the study of asymptotics of multivariate Bessel functions are stated below. They
are degenerations of analogous formulas for normalized Jack polynomials in [Cu17]; we defer their proofs to
Section 7.
First we need some terminology for the multivariate Bessel functions with all but a finite number of
variables set to zero: for integers 1 ≤ m ≤ N and any a ∈ CN , denote
Ba(y1, . . . , ym;N ; θ) := Ba(y1, . . . , ym, 0
N−m; θ).
Theorem 5.1. Let a = (a1 > . . . > aN ) ∈ PN and y ∈ C, ℜy > 0. Then the integral below converges
absolutely and the identity holds
(5.1) Ba (y;N ; θ) =
Γ(θN)
yθN−1
1
2πi
∫ −∞
(0+)
exp(yz)
N∏
i=1
(z − ai)−θdz,
where the counter-clockwise oriented contour consists of the segment [M + ri, M − ri] and horizontal lines
[M + ri,−∞+ ri), [M − ri,−∞− ri), for any fixed M > a1, r > 0; see Figure 1.
Theorem 5.2. Let a = (a1 > . . . > aN ) ∈ PN and y ∈ C, ℜy > 0. Then the integral below converges
absolutely and the identity holds
(5.2) Ba (−y;N ; θ) = −Γ(θN)
yθN−1
1
2πi
∫ +∞
(0−)
exp(−yz)
N∏
i=1
(ai − z)−θdz,
where the counter-clockwise oriented contour consists of the segment [M + ri, M − ri] and horizontal lines
[M + ri,+∞+ ri), [M − ri,+∞− ri), for any fixed aN > M , r > 0; see Figure 2.
In both of the theorems above, the natural logarithm (needed to define x−θ for complex values of x) is
defined on C \ (−∞, 0]. The branch of the logarithm does not allow us to close the contours and this is why
we need infinite contours.
Theorem 5.3. Let a ∈ PN and let m,N ∈ N+ be such that 1 ≤ m ≤ N−1. Consider also any real numbers
y1 > y2 > · · · > ym > y > 0,
min
i=1,2,...,m−1
(yi − yi+1) > y.
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Then
Ba(−y1, . . . ,−ym;N ; θ)Ba(−y;N ; θ) = Γ(Nθ)
Γ((N −m)θ)Γ(θ)m
∏
1≤i<j≤m (yi − yj)1−2θ
ymθ(y1 · · · ym)θ
×
∫
· · ·
∫
Gθ,y1,...,ym,y(z1, . . . , zm)Fy1,...,ym,y(z1, . . . , zm)
θ(N−m)−1
Ba (−(y1 + z1), . . . ,−(ym + zm),−y + (z1 + · · ·+ zm);N ; θ)
m∏
i=1
(zθ−1i dzi),
where the domain of integration Vy in the integral is the compact subset of Rm defined by the inequalities{
z1, . . . , zm ≥ 0,
y ≥ z1 + · · ·+ zm.
Moreover, if we let y := (y1, . . . , ym, y), z := (z1, . . . , zm), the functions Gθ,y(z) and Fy(z) are defined as
follows (we denote ym+1 := y − (z1 + · · ·+ zm) and zm+1 := 0 to simplify notation):
(5.3)
Gθ,y(z) :=
∏
1≤i<j≤m
(yi − yj + zi)θ−1
∏
1≤i<j≤m+1
(yi − yj + zi − zj)(yi − yj − zj)θ−1,
Fy(z) := (1− (z1 + · · ·+ zm)/y)
m∏
i=1
(1 + zi/yi).
The three theorems above are used to prove the following limit for multivariate Bessel functions when all
but finitely many arguments are set to zero. Its proof is in Section 8.
Theorem 5.4. Letm ∈ N+ and {a(N) ∈ PN}N≥1 be a regular sequence of ordered tuples with a limit profile
f : [0, 1]→ R (in the sense of Definition 1.4) that is weakly decreasing, piecewise differentiable function and
such that f ′ has left and right limits at points of discontinuity. Recall the definitions of Fmean(f), Fvar(f) in
(1.3). Then
lim
N→∞
Ba(N)
(
y1√
N
, . . . ,
ym√
N
;N ; θ
)
exp
(
−
√
NFmean(f)(y1 + · · ·+ ym)
)
= exp
(
Fvar(f)
2θ
m∑
i=1
y2i
)
,
uniformly for y1, . . . , ym belonging to compact subsets of C.
6. Proof of the main theorem
6.1. The Dunkl transform and the Inversion theorem. In this subsection, let m ≥ 1 be fixed; we
consider spaces of functions on m variables.
We work with the “symmetrized” version of the Dunkl transform in [dJ]. All spaces of functions on Rm
have a symmetric analogue. For instance, we denote by S sym the space of Schwarz functions on Rm which
are symmetric with respect to itsm arguments. Similarly, denote by (C∞0 )
sym the space of smooth, compactly
supported and symmetric functions on Rm.
Let wθ : R
m → [0,∞) be the weight function
wθ(x1, . . . , xm) :=
∏
1≤i<j≤m
|xi − xj |2θ.
We use both x = (x1, . . . , xm) and λ = (λ1, . . . , λm) to denote vectors in R
m.
For a symmetric function f on Rm such that f ∈ L1(Rm, |wθ(x)|dx), define the action of the operators
Dθ, Eθ on f by
(Dθf)(λ) :=
∫
Rm
f(x)B−iλ(x; θ)wθ(x)dx, λ ∈ Rm,
(Eθf)(x) :=
∫
Rm
f(λ)Biλ(x; θ)wθ(λ)dλ, x ∈ Rm,
where ±iλ := (±iλ1, . . . ,±iλm). Because of Corollary 3.5, the integrals above are absolutely convergent, so
Dθf, Eθf are well-defined. Observe also that the functions Dθf, Eθf on R
m are symmetric.
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Each of the operators Dθ, Eθ is called the Dunkl transform. When θ = 0, they are simply (constant
multiples of) the Fourier transform and its inverse. It is proved in [dJ] that if f ∈ S sym, then Dθf, Eθf ∈
S sym. Even more is true, as the next theorem (the Inversion theorem) shows.
Theorem 6.1. [dJ] Both Dθ, Eθ are homeomorphisms of S
sym and Eθ ◦Dθ = Dθ ◦ Eθ = c2θ1S sym , where
the constant is
cθ = (2π)
m
2 m!
m∏
j=1
Γ(jθ)
Γ(θ)
.
6.2. Proof of the main theorem. We begin with the following lemma.
Lemma 6.2. Let {mN}N≥1, m be probability distributions on Wm such that
(6.1) EmN [f(x1, . . . , xm)]
N→∞−−−−→ Em[f(x1, . . . , xm)]
for all functions f on Wm which admit an extension F to Rm such that F ∈ (C∞0 )sym. Then mN → m
weakly.
Proof. Let g be any bounded, continuous function on Wm; say supx∈Wm |g(x)| < M . Clearly g is the
restriction of a bounded, continuous and symmetric function G on Rm; also supx∈Rm |G(x)| < M .
Let ǫ > 0 be arbitrary. For any r > 0, let B(0, r) (resp. B[0, r]) be the open (resp. closed) ball of radius
r in Rm. Let R > 0 be large enough so that
m(Wm \B(0, R)) < ǫ/M.
Then for large enough N , we also have
mN (Wm \B(0, R)) < ǫ/M.
(Use the hypothesis (6.1) for nonnegative functions in (C∞0 )
sym which are 1 in B(0, R) and are 0 outside a
slightly larger ball.)
Find a function F ∈ C∞0 on Rm such that supx∈B[0,R] |F (x) −G(x)| < ǫ and supx∈Rm |F (x)| < 2M . By
symmetrizing, we can actually find F ∈ (C∞0 )sym with these properties. Thus its restriction f toWm satisfies
(6.1), by assumption. Moreover it satisfies supx∈Wm |f(x)| < 2M and supx∈B[0,R]∩Wm |f(x)− g(x)| < ǫ. We
can bound:
|EmN [g]− Em[g]| ≤ |EmN [g − f ]|+ |Em[g − f ]|+ |EmN [f ]− Em[f ]|.
Also,
|EmN [g − f ]| ≤ |EmN [(g − f)1B[0,R]]|+ (M + 2M)mN (Wm \B(0, R)) < ǫ+ 3M ·
ǫ
M
= 4ǫ;
|Em[g − f ]| ≤ |Em[(g − f)1B[0,R]]|+ (M + 2M)m(Wm \B(0, R)) < ǫ+ 3M ·
ǫ
M
= 4ǫ.
It follows that
|EmN [g]− Em[g]| ≤ 8ǫ+ |EmN [f ]− Em[f ]|.
Since ǫ > 0 was arbitrary, this finally shows that EmN [g]
N→∞−−−−→ Em[g], and we are done. 
Proof of Theorem 1.5. Step 1. Let m ≥ 1 be an integer and let {a(N) ∈ PN}N≥1 be a regular sequence of
ordered tuples. Let (a
(k,N)
i )1≤i≤k≤N−1 be a vector distributed according to the orbital beta corners process
ma(N),θ with top level a(N). Also let m
a(N),θ
m be the pushforward of the distribution of (a
(k,N)
i )1≤i≤k≤N−1
under the map
(a
(k,N)
i )1≤i≤k≤N−1 7→ (a(m,N)j )1≤j≤m.
Denote by mN the pushforward of m
a(N),θ
m under the map
(x1, . . . , xm) 7→
(
x1 −NFmean(f)√
NFvar(f)
, . . . ,
xm −NFmean(f)√
NFvar(f)
)
and denote by m the Gaussian beta ensemble of Definition 1.2. We shall prove the weak convergence
mN
N→∞−−−−→ m, which is the statement of Theorem 1.5. Because of Lemma 6.2, it suffices to prove
(6.2) EmN [f(x1, . . . , xm)]
N→∞−−−−→ Em[f(x1, . . . , xm)]
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for functions f on Wm that admit extensions to Rm that belong to (C∞0 )sym. We will in fact prove (6.2)
more generally for all functions f that admit extensions to Rm that belong to S sym.
Step 2. Proposition 4.1 shows
E
m
a(N),θ
m
[
B(a1,...,am)(y1, . . . , ym; θ)
]
= Ba(N)(y1, . . . , ym, 0
N−m; θ),
for any y1, . . . , ym ∈ C. On the other hand, Corollaries 3.6 and 3.7 show
B(
a1−NFmean(f)√
NFvar(f)
,...,am−NFmean(f)√
NFvar(f)
)(y1, . . . , ym; θ)
= B(a1,...,am)
(
y1√
NFvar(f)
, . . . ,
ym√
NFvar(f)
)
exp
(
−
√
NFmean(f)√
Fvar(f)
(y1 + . . .+ ym)
)
.
Combining the last two displays, and by our definition of mN , we have
E
mN
[
B(a1,...,am)(y1, . . . , ym; θ)
]
= Em
a(N),θ
m
[
B(
a1−NFmean(f)√
NFvar(f)
,..., am−NFmean(f)√
NFvar(f)
)(y1, . . . , ym; θ)
]
= Ba(N)
(
y1√
NFvar(f)
, . . . ,
ym√
NFvar(f)
, 0N−m; θ
)
exp
(
−
√
NFmean(f)√
Fvar(f)
(y1 + . . .+ ym)
)
.
Proposition 4.2 gives the analogous observable for m:
E
m[B(a1,...,am)(y1, . . . , ym; θ)] = exp
(
1
2θ
m∑
i=1
y2i
)
.
Then, by taking into account the last two displays, the conclusion of Theorem 5.4 is the uniform limit:
(6.3) EmN [B(a1,...,am)(y1, . . . , ym; θ)]
N→∞−−−−→ Em[B(a1,...,am)(y1, . . . , ym; θ)].
Note that (6.3) is exactly the desired (6.2), but for f(a1, . . . , am) = B(a1,...,am)(y1, . . . , ym; θ). It remains to
extend it for all f ∈ S sym.
Step 3. Let f ∈ S sym, so that f = c−2θ ·Dθ(Eθf) by Theorem 6.1. This means
f(a) = c−2θ
∫
Rm
(Eθf)(x)B−ia(x; θ)wθ(x)dx,
where a = (a1, . . . , am) ∈ Rm and we denote −ia := (−ia1, . . . ,−iam). Corollary 3.7 shows B−ia(x; θ) =
Ba(−ix; θ), therefore
(6.4) f(a) = c−2θ
∫
Rm
(Eθf)(x)Ba(−ix; θ)wθ(x)dx.
By virtue of Corollary 3.5, the modulus of the integrand in (6.4) is upper bounded by C(1+ |x1|)2mθ · · · (1 +
|xm|)2mθ|Eθf(x)|, for some constant C > 0. Since Eθf ∈ S sym, it follows that the integral in (6.4) converges
absolutely, and uniformly on a. As a result, we can apply Fubini’s theorem and the dominated convergence
theorem as follows:
E
mN [f(a)] = c−2θ · EmN
[∫
Rm
(Eθf)(x)Ba(−ix; θ)wθ(x)dx
]
= c−2θ ·
∫
Rm
(Eθf)(x)E
mN [Ba(−ix; θ)]wθ(x)dx
→ c−2θ ·
∫
Rm
(Eθf)(x)E
m[Ba(−ix; θ)]wθ(x)dx
= c−2θ · Em
[∫
Rm
(Eθf)(x)Ba(−ix; θ)wθ(x)dx
]
= Em[f(a)].
The last equation above uses (6.4) again. We are done. 
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7. Proof of the formulas in Section 5
7.1. Formulas for normalized Jack polynomials. Given a weakly decreasing sequence of integers λ =
(λ1 ≥ · · · ≥ λN ) ∈ ZN , the Jack polynomial Jλ(x1, . . . , xN ; θ) is a symmetric, homogeneous Laurent polyno-
mial of degree |λ| with coefficients being rational functions of θ. We refer the reader to [M99, Chapter VI.10]
or [St] for details on their definition, and also to [Cu17, Section 2] for a short summary of their properties.
For two integers 1 ≤ m ≤ N , a sequence λ = (λ1 ≥ · · · ≥ λN ) ∈ ZN , and the variables x1, . . . , xm, let us
have a special notation for a certain normalization of Jack polynomials:
Jλ(x1, . . . , xm;N ; θ) :=
Jλ(x1, . . . , xm, 1
N−m; θ)
Jλ(1N ; θ)
.
The denominator Jλ(1
N ; θ) is nonzero whenever θ > 0, see [M99, VI.10].
Theorem 7.1 ([Cu17], Theorem 2.8). Let λ = (λ1 ≥ · · · ≥ λN ) ∈ ZN and y ∈ C, ℜy > 0. Then the integral
below converges absolutely and the identity holds:
Jλ (e
y;N ; θ) =
Γ(θN)
(1− e−y)θN−1
1
2πi
∫ −∞
(0+)
exp(yz)
N∏
i=1
Γ(z − (λi − θi+ θ))
Γ(z − (λi − θi)) dz.
The contour above is counter-clockwise oriented and consists of the segment [M + ri, M − ri] and horizontal
lines [M + ri,−∞+ ri), [M − ri,−∞− ri), for any fixed M > λ1, r > 0.
Theorem 7.2 ([Cu17], Theorem 2.7). Let λ = (λ1 ≥ · · · ≥ λN ) ∈ ZN and y ∈ C, ℜy > 0. Then the integral
below converges absolutely and the identity holds:
Jλ
(
e−y;N ; θ
)
= − Γ(θN)
(1− e−y)θN−1
1
2πi
∫ +∞
(0−)
exp(−yz)
N∏
i=1
Γ(λi + θ(N − i)− z)
Γ(λi + θ(N − i+ 1)− z)dz.
The contour above is counter-clockwise oriented and consists of the segment [M + ri, M − ri] and horizontal
lines [M + ri,+∞+ ri), [M − ri,+∞− ri), for any fixed λN > M , r > 0.
Theorem 7.3 ([Cu17], Theorem 3.1). Let λ = (λ1 ≥ · · · ≥ λN ) ∈ ZN , and let m,N ∈ N+ be such that
1 ≤ m ≤ N − 1. Consider also any real numbers y1, . . . , ym, y satisfying
y1 > y2 > · · · > ym > y > 0,
min
i=1,2,...,m−1
(yi − yi+1) > y.
Then
(7.1) Jλ(e
−y1 , . . . , e−ym ;N ; θ)Jλ(e−y;N ; θ) =
Γ(Nθ)
Γ((N −m)θ)Γ(θ)m
∏
1≤i<j≤m (1− e−yi+yj)1−2θ
eymθ(1− e−y)mθ
× 1∏m
i=1 (1− e−yi)θ
∫
· · ·
∫
Gtrigθ,y1,...,ym,y(z1, . . . , zm)F
trig
y1,...,ym,y(z1, . . . , zm)
θ(N−m)−1
Jλ
(
e−(y1+z1), . . . , e−(ym+zm), e−y+(z1+···+zm);N ; θ
) m∏
i=1
(
(1− e−zi)θ−1dzi
)
,
where the functions Gtrig and F trig are (denote zm+1 := y − (z1 + · · · + zm) and ym+1 := 0 to simplify
notation):
(7.2)
Gtrigθ,y (z) := exp (θ(mz1 + (m− 1)z2 · · ·+ zm))
∏
1≤i<j≤m
(
1− e−yi+yj−zi)θ−1
×
∏
1≤i<j≤m+1
(1 − e−yi−zi+yj+zj)(1 − e−yi+yj+zj )θ−1,
F trigy (z) :=(1− e−y)−1
m∏
j=1
(1− e−yj)−1
m+1∏
i=1
(1 − e−yi−zi),
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and the domain of integration Vy in the integral of (7.1) is the compact subset of Rm defined by the inequalities{
z1, . . . , zm ≥ 0,
y ≥ z1 + · · ·+ zm.
Remark 7.4. The three theorems above are mild reformulations of the corresponding theorems in [Cu17]:
the arguments x, xi in that paper have been replaced by e
y, eyi (or e−y, e−yi), and also the change of variables
wi = e
−zi was needed to obtain the integral (7.1) (the corresponding theorem in [Cu17] involved variables
w1, . . . , wm).
7.2. Limit from Jack polynomials to Bessel functions. The multivariate Bessel functions are degener-
ations of Jack polynomials in the following limit regime.
Theorem 7.5 ([OkOl], Section 4). If a = (a1 > · · · > aN ) ∈ PN and x = (x1, . . . , xN ) ∈ CN , then
lim
ǫ→0+
J⌊ǫ−1a⌋(eǫx; θ)
J⌊ǫ−1a⌋(1N ; θ)
= Ba(x; θ),
where we denoted ⌊ǫ−1a⌋ := (⌊ǫ−1a1⌋, . . . , ⌊ǫ−1aN⌋) and eǫx := (eǫx1 , . . . , eǫxN ). The limit is uniform for x
belonging to compact subsets of CN .
7.3. Proofs of Theorems 5.1–5.3. The proofs of Theorems 5.1 and 5.2 are almost identical, therefore we
shall omit the proof of Theorem 5.1, but give the proof of Theorem 5.2.
Proof of Theorem 5.2. In the formula of Theorem 7.2, set λi = ⌊ǫ−1ai⌋, i = 1, 2, . . . , N , y 7→ ǫy, and make
the change of variables z 7→ ǫ−1z; the result is:
(7.3) Jλ
(
e−ǫy;N ; θ
)
= − Γ(θN)
(1− e−ǫy)θN−1
ǫ−1
2πi
∫ +∞
(0−)
exp(−yz)
N∏
i=1
Γ(⌊ǫ−1ai⌋+ θ(N − i)− ǫ−1z)
Γ(⌊ǫ−1ai⌋+ θ(N − i+ 1)− ǫ−1z)dz.
The contour in the integral above is of the same form as the desired one in Theorem 5.2. The only important
point is that the contour does not depend on ǫ, as we want to take limits when this variable tends to zero.
A well-known result about Gamma functions is the uniform limit
Γ(x+ a)
Γ(x+ b)
= xa−b(1 +O(1/x)), |x| → ∞,
for x avoiding the points −a,−a−1, . . . and −b,−b−1, . . . , e.g. see [TE]. As a result, for any i = 1, 2, . . . , N ,
we have the limit
(7.4) lim
ǫ→0+
ǫ−θ
Γ(⌊ǫ−1ai⌋+ θ(N − i)− ǫ−1z)
Γ(⌊ǫ−1ai⌋+ θ(N − i+ 1)− ǫ−1z) = (ai − z)
−θ.
Moreover,
lim
ǫ→0+
ǫθN−1
(1− e−ǫy)θN−1 =
1
yθN−1
.
The previous limits show that the integrand in the right hand side of (7.3) converges to the integrand in
the right hand side of (5.2), as ǫ → 0+. Moreover, Theorem 7.5 shows also that the left hand side of (7.3)
converges to the left hand side of (5.2), as ǫ→ 0+. Therefore it remains to apply the dominated convergence
theorem and show that the integrands in (7.3) are uniformly bounded when ǫ is a small positive real number,
and when z is in the contour with |z| large. But this is a consequence of the fact that exp(−yz) is uniformly
bounded for z in the contour, that the limit (7.4) is uniform for z in the contour, and that the modulus of
N∏
i=1
(ai − z)−θ
goes to zero as |z| tends to infinity. 
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Proof of Theorem 5.3. In the formula of Theorem 7.3, set λi = ⌊ǫ−1ai⌋, i = 1, . . . , N ; yj 7→ ǫyj, j = 1, . . . ,m;
y 7→ ǫy; finally make the change of variables zk 7→ ǫzk, k = 1, 2, . . . ,m:
(7.5) J⌊ǫ−1a⌋(e
−ǫy1, . . . , e−ǫym ;N ; θ)J⌊ǫ−1a⌋(e
−ǫy;N ; θ) =
Γ(Nθ)
Γ((N −m)θ)Γ(θ)m
∏
1≤i<j≤m (1− e−ǫ(yi−yj))1−2θ
eǫymθ(1− e−ǫy)mθ∏mi=1 (1− e−ǫyi)θ
×
∫
· · ·
∫
Gtrigθ,ǫy(ǫz)F
trig
ǫy (ǫz)
θ(N−m)−1
J⌊ǫ−1a⌋
(
e−ǫ(y1+z1), . . . , e−ǫ(ym+zm), e−ǫ(y−(z1+···+zm));N ; θ
) m∏
i=1
(
(1− e−ǫzi)θ−1ǫdzi
)
,
The resulting domain of integration Vy remains exactly the same after the re-scaling of variables yj’s and
zk’s; in particular, it does not depend on ǫ. We only have to take the limit of the resulting equation as
ǫ→ 0+.
Theorem 7.5 shows that the limit of the left hand side of (7.5), as ǫ→ 0+, equals
Ba(−y1, . . . ,−ym;N ; θ)Ba(−y;N ; θ).
Next we look at the right hand side. We frequently use (without further mention):
1− e−ǫA = ǫA(1 +O(ǫ)), eǫB = 1 +O(ǫ),
for any fixed A,B ∈ C. The second line of (7.5) equals
Γ(Nθ)
Γ((N −m)θ)Γ(θ)m · ǫ
(m2 )(1−2θ)−2mθ ·
∏
1≤i<j≤m(yi − yj)1−2θ
ymθ(y1 · · · ym)θ (1 +O(ǫ)).
Now from (5.3) and (7.2), we obtain
Gtrigθ,ǫy(ǫz) = ǫ
(m2 )(θ−1)+(m+12 )θ ·Gθ,y(z)(1 +O(ǫ));
F trigǫy (ǫz) = Fy(z)(1 +O(ǫ)).
The third line of (7.5) becomes
ǫ(
m
2 )(θ−1)+(m+12 )θ ·Gθ,y(z)Fy(z)(1 +O(ǫ)).
Finally, from Theorem 7.5, the fourth line of (7.5) is equal to
Ba(−(y1 + z1), . . . ,−(ym + zm),−(y − z1 − · · · − zm);N ; θ) · ǫmθ ·
m∏
i=1
zθ−1i (1 + o(1)).
Combining the estimates above, we obtain Theorem 5.3. 
8. Proof of the asymptotic theorem in Section 5
In this section, we prove Theorem 5.4. Recall that Fmean(f) and Fvar(f) were defined in (1.3).
8.1. A preliminary lemma.
Lemma 8.1. If Theorem 5.4 holds in the special case Fmean(f) = 0, then it also holds in full generality.
Proof. Let m ∈ N+ and {a(N) ∈ PN}N≥1 be a regular sequence of ordered tuples with a limit profile
f : [0, 1]→ R, satisfying the conditions in the statement of Theorem 5.4. Define
b(N) := (a(N)1 −NFmean(f), . . . , a(N)N −NFmean(f)) ∈ PN ,
for N ≥ 1. One can verify that {b(N) ∈ PN}N≥1 is also a regular sequence of ordered tuples with limit
profile g : [0, 1]→ R, g(x) = f(x) − Fmean(f). Moreover, one can check
Fmean(g) = 0; Fvar(g) = Fvar(f).
By the assumption, we have the limit
(8.1) lim
N→∞
Bb(N)
(
y1√
N
, . . . ,
ym√
N
;N ; θ
)
= exp
(
Fvar(g)
2θ
m∑
i=1
y2i
)
= exp
(
Fvar(f)
2θ
m∑
i=1
y2i
)
.
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From Corollary 3.6, it follows that
(8.2) Bb(N)
(
y1√
N
, . . . ,
ym√
N
;N ; θ
)
= Ba(N)
(
y1√
N
, . . . ,
ym√
N
;N ; θ
)
exp
(
−
√
NFmean(f)(y1 + . . .+ ym)
)
.
The general conclusion of Theorem 5.4 then follows from (8.1) and (8.2). 
8.2. Proof of Theorem 5.4 for m = 1. Let {a(N) ∈ PN}N≥1 be a regular sequence of ordered tuples with
a limit profile f : [0, 1]→ R that satisfies the conditions in the statement of Theorem 5.4. Because of Lemma
8.1, we do not lose any generality by assuming Fmean(f) = 0, so let us assume this.
In this subsection, we prove
(8.3) lim
N→∞
Ba(N)
(
y/
√
N ;N ; θ
)
= exp
(
y2Fvar(f)
2θ
)
uniformly for y belonging to compact subsets of C. We proceed in several steps.
Step 1. Let us assume that (8.3) holds uniformly for y belonging to compact subsets of R∗ = R \ {0}, and
moreover that the sequence
(8.4)
{
Ba(N)
(
y/
√
N ;N ; θ
)}
N≥1
is uniformly bounded in a real neighborhood of zero. Under these assumptions, we claim that (8.3) holds
uniformly for y belonging to compact subsets of C.
From Corollary 3.4, we have
(8.5)
∣∣∣Ba(N) (y/√N ;N ; θ)∣∣∣ ≤ Ba(N) (ℜy/√N ;N ; θ) .
Our assumptions imply that the right hand side of (8.5) is uniformly bounded for y on compact subsets of
C, and therefore so is the sequence (8.4). As a consequence of Montel’s theorem, any subsequence of (8.4)
has a sub-subsequence which converges uniformly (on compact subsets of C) to an entire function. But
each such entire function must coincide with exp(y2/(2θFvar(f))) on R
∗ because of the assumption. Since
exp(y2/(2θFvar(f))) is an entire function, analytic continuation shows that all subsequential limits of (8.4)
coincide and are equal to exp(y2/(2θFvar(f))). Our claim is proved.
Thus the problem is reduced to proving (8.3) uniformly for y on compact subsets of R∗ and the uniform
boundedness of (8.4) in a real neighborhood of the origin. They are proved in the next steps: Steps 2–7 show
the uniform limit (8.3) for y on compact subsets of R∗, while Step 8 shows the uniform boundedness of (8.4)
near the origin.
Before moving on, let us establish some terminology. Let A ⊂ R be a compact interval such that
f([0, 1]) ⊆ Ao.
From Definition 1.4 (of a regular sequence), there exists N0 ∈ N+ such that
{a(N)i/N : 1 ≤ i ≤ N, N0 ≤ N} ⊆ A.
In all that follows, assume always that N ≥ N0.
Step 2. With the integral representation in Theorem 5.1 and the method of steepest descent, we will prove
the desired limit (8.3) uniformly for y belonging to compact subsets of (0,∞). A similar analysis, by using
instead Theorem 5.2, shows that (8.3) also holds uniformly for y belonging to compact subsets of (−∞, 0).
We only prove (8.3) uniformly for y belonging to compact subsets of (0,∞), as the case of (−∞, 0) is very
similar.
Let y > 0 be a real variable and N be large enough so that Nθ > 1. In this situation, the contour in
Theorem 5.1 can be deformed to a vertical line to the right of the poles (and directed upwards), by virtue of
Cauchy’s theorem. The key point is that the exponential exp(yz) has a bounded modulus, so the integrand
in (5.1) grows as z−Nθ, when |z| is large. After the change of variables y 7→ y/√N and z 7→ Nz, we can
write
(8.6) Ba(N)
(
y√
N
;N ; θ
)
=
Γ(θN)
√
N
1−θN
yθN−1 · 2πi
∫ x0+i∞
x0−i∞
exp (NHN (z; f, θ))φN (z; a(N); θ)dz,
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where
(8.7)
HN (z; f, θ) :=
yz√
N
− w(z); w(z) := θ
∫ 1
0
ln (z − f(t))dt;
φN (z; a(N); θ) := e
Nw(z)
N∏
i=1
(
z − a(N)i
N
)−θ
.
The point x0 ∈ R is arbitrary, as long as it is large enough; it suffices to have
x0 > sup
a∈A
a.
The logarithm (in w(z) and the one needed to define the exponential x−θ in φ(z; a(N); θ)) is defined on
C\(−∞, 0]. This choice poses no problem because inft∈[0,1] ℜ(z − f(t)) > ℜz−supa∈A a = x0−supa∈A a > 0,
for all z in our contour. Similarly, ℜ(z − a(N)i/N) > 0, for i = 1, . . . , N , N ≥ N0, by the choice of N0 in
Step 2. We also assume N > 1/θ in all that follows, so that we can use (8.6).
Step 3. Here we prove that φN (z; a(N), θ) is subexponential in
√
N ; more precisely,
(8.8) | lnφN (z; a(N), θ)| = o(
√
N) · sup
a∈A
∣∣∣∣ 1z − a
∣∣∣∣+O(1) ·
{
sup
|a−b|≤ 110
∣∣∣∣ln(z − f(a)z − f(b)
)∣∣∣∣
+
∣∣∣∣ln(z − f(0)z − f(1)
)∣∣∣∣+ sup
c∈(0,1)
∣∣∣∣ f ′(c)z − f(c)
∣∣∣∣
}
,
where the last sup is over points c ∈ (0, 1) for which f is differentiable; both bounds o(√N) and O(1) are
uniform over ℜz ≥ x0.
From (8.7), we need to bound the absolute of
(8.9) Nw(z)− θ
N∑
i=1
ln
(
z − a(N)i
N
)
= Nθ
{∫ 1
0
ln (z − f(t))dt− 1
N
N∑
i=1
ln
(
z − a(N)i
N
)}
.
We begin with
(8.10)
∣∣∣∣∣
N∑
i=1
{
ln (z − f(i/N))− ln
(
z − a(N)i
N
)}∣∣∣∣∣ =
∣∣∣∣∣
N∑
i=1
∫ f(i/N)
a(N)i/N
dt
z − t
∣∣∣∣∣
≤ sup
a∈A
∣∣∣∣ 1z − a
∣∣∣∣ N∑
i=1
∣∣∣∣a(N)iN − f(i/N)
∣∣∣∣ = o(√N) · sup
a∈A
∣∣∣∣ 1z − a
∣∣∣∣ .
Also,∫ 1
0
ln(z − f(t))dt− 1
N
N∑
i=1
ln(z − f(i/N)) = ln (z − f(0))− ln(z − f(1))
2N
+
N∑
i=1
∫ i/N
(i−1)/N
{
ln(z − f(t))− ln(z − f((i− 1)/N)) + ln(z − f(i/N))
2
}
dt
has modulus bounded by
1
2N
∣∣∣∣ln(z − f(0)z − f(1)
)∣∣∣∣+ 1N
N∑
i=1
sup
i−1
N
≤a,b≤ i
N
|ln(z − f(a))− ln(z − f(b))| .
There are a finite number of discontinuities of f , so for O(1) indices 1 ≤ i ≤ N , and N > 10, we use the
bound
sup
i−1
N
≤a,b≤ i
N
|ln(z − f(a))− ln(z − f(b))| ≤ sup
|a−b|≤1/10
|ln(z − f(a))− ln(z − f(b))| .
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For the other N −O(1) number of indices 1 ≤ i ≤ N , f is differentiable on ((i− 1)/N, i/N) and continuous
on [(i− 1)/N, i/N ]. For these indices i we can use the mean value theorem and obtain (for i−1N ≤ a, b ≤ iN ):
|ln(z − f(a))− ln(z − f(b))| ≤ sup
i−1
N
<c< i
N
∣∣∣∣ f ′(c)z − f(c)
∣∣∣∣ · |a− b| ≤ 1N supi−1
N
<c< i
N
∣∣∣∣ f ′(c)z − f(c)
∣∣∣∣ .
Combining all these estimates yields (8.8).
Step 4. We next study the asymptotics of the integral in (8.6) for a specific choice of x0: we let x0
be the critical point of HN (z; f, θ) and will denote by z0 henceforth. The critical point is the solution to
H ′N (z; f, θ) = 0, i.e., it satisfies:
(8.11)
y
θ
√
N
=
∫ 1
0
dt
z0 − f(t) .
We claim that there is a unique real solution z0 such that z0 > f(0) for the equation (8.11). When z0 is
very close to f(0) = supt∈[0,1] f(t), but larger than f(0), the right hand side of (8.11) is close to +∞; then
it monotonically decreases as z0 increases, and it tends to zero when z0 tends to +∞. This argument shows
there is a unique real solution z0 to (8.11) such that z0 > f(0). After expanding the right hand side of (8.11),
we have:
(8.12)
y
θ
√
N
=
∫ 1
0
dt
z0 − f(t) =
1
z0
+
A1
z20
+
A2
z30
+ . . . ,
where
Ak :=
∫ 1
0
f(t)kdt, k ≥ 1;
in particular, we have
(8.13) z0 =
θ
√
N
y
(1 + o(1)).
The bound o(1) is uniform over y belonging to compact subsets of (0,∞). Note that A1 = Fmean(f) = 0,
but it is convenient to keep the notation A1.
Step 5. We estimate the integral in (8.6) by reducing the contour to an ǫ-neighborhood of z0:
(8.14) (8.6) ≈
∫ z0+iǫ
z0−iǫ
exp (NHN(z; f, θ))φN (z; a(N); θ)dz.
It is convenient to choose ǫ = N1/7, so ǫ grows to infinity with N . Since z0 is the same order as N
1/2, see
(8.13), then the quantities ln (z − f(t)), t ∈ [0, 1], and ln (z − a(N)i/N), i = 1, 2, . . . , N , are defined for all z
in the complex ǫ-neighborhood of z0.
We want to prove that the relative error of this approximation is o(1). This is a consequence of the
following facts that we will prove:∣∣∣∣∣
∫ z0+iǫ
z0−iǫ
exp(NHN (z))φN (z; a(N); θ)dz
∣∣∣∣∣ ≥ C1| exp(NHN (z0))|;∣∣∣∣∣
(∫ z0+i∞
z0+iǫ
+
∫ z0−iǫ
z0−i∞
)
exp(NHN (z))φN (z; a(N); θ)dz
∣∣∣∣∣ ≤ C2N | exp(NHN (z0))|;
where C1, C2 > 0 are constants independent of N . Observe that φN (z; a(N); θ) = 1 + o(1) for all z in the
contour {ℜz = ℜz0}; this is because of (8.13) and (8.8). Therefore we can reduce the two statements above
by removing φN (z; a(N); θ) from the integrands. The resulting statements to prove now are:∣∣∣∣∣
∫ z0+iǫ
z0−iǫ
exp{N(HN(z)−HN (z0))}dz
∣∣∣∣∣ ≥ C1;(8.15) ∣∣∣∣∣
(∫ z0+i∞
z0+iǫ
+
∫ z0−iǫ
z0−i∞
)
exp{N(HN(z)−HN (z0))}dz
∣∣∣∣∣ ≤ C2N .(8.16)
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First we check (8.16). From (8.13), z0 is of the same order of magnitude as
√
N , so 2z20 > (z0 − f(t))2,
for all t ∈ [0, 1], as long as N is large enough. Then we obtain for any s ∈ R:
ℜHN (z0 + is)−ℜHN (z0) = −θ
2
∫ 1
0
ln
(
1 +
s2
(z0 − f(t))2
)
dt ≤ −θ
2
ln
(
1 +
s2
2z20
)
.
It follows that
(8.17)
LHS of (8.16) ≤
(∫ ∞
ǫ
+
∫ −ǫ
−∞
)
exp
{
−θN
2
ln
(
1 +
s2
2z20
)}
ds = 2
∫ ∞
ǫ
exp
{
−θN
2
ln
(
1 +
s2
2z20
)}
ds.
We will break the last integral into two. It is easy to verify that ln(1 + x) ≥ x/2, for all x ∈ [0, 2]. Then one
of the integrals will be from s = ǫ to s = 2z0; we can estimate:
(8.18)
∫ 2z0
ǫ
exp
{
−θN
2
ln
(
1 +
s2
2z20
)}
ds ≤
∫ 2z0
ǫ
exp
{
−θNs
2
8z20
}
ds ≤ 2z0 exp
{
−θNǫ
2
8z20
}
and this is exponentially small as a function of N because z0 =
θ
√
N
y (1 + o(1)) and ǫ = N
1/7. The second
integral will be from s = 2z0 to s =∞; we simply use ln(1 + x) ≥ lnx, for x ≥ 0, to get
(8.19)
∫ ∞
2z0
exp
{
−θN
2
ln
(
1 +
s2
2z20
)}
ds ≤
∫ ∞
2z0
(
s2
2z20
)−θN/2
ds =
√
2z0
∫ ∞
√
2
s−θNds =
z0
√
2
2−θN
θN − 1
and the latter is also exponentially small as a function of N . Putting together (8.17), (8.18) and (8.19), we
obtain (8.16).
Now we verify (8.15). From Taylor’s expansion, we have for any s ∈ R with |s| ≤ ǫ:
HN (z0 + is)−HN (z0) = s
2
2
w′′(z0) + s3δ; |δ| ≤ 1
6
sup
z∈[z0−iǫ,z0+iǫ]
|w′′′(z)|.
The exact form of the function w(z), and (8.13), give
w′′(z0) = −θ
∫ 1
0
dt
(z0 − f(t))2 = −
y2
θN
(1 + o(1)), sup
z∈[z0−iǫ,z0+iǫ]
|w′′′(z)| ≤ 2θ
∫ 1
0
dt
(z0 − f(t))3 ≤ CN
−3/2,
for some constant C > 0. Therefore, whenever |s| ≤ ǫ = N1/7, we have |Ns3δ| ≤ CN−1/14 and eNs3δ =
1 + o(1). As a result,
LHS of (8.15) =
∣∣∣∣∫ ǫ−ǫ exp
{
−y
2s2
2θ
(1 + o(1))
}
(1 + o(1))ds
∣∣∣∣ ≥ 12
∫ ǫ
−ǫ
exp
{
−y
2s2
θ
}
ds ≥ 1
2
∫ 1
−1
e−y
2s2/θds
and this proves (8.15).
Step 6. We proceed to estimate the formula (8.14) from the last step, where ǫ = N1/7. One can easily
check that w′′(z0) < 0, so we can make the following change of variables
u = i
√
−w′′(z0); z = z0 − t
u
√
N
, t ∈ [−
√
N |u|ǫ,
√
N |u|ǫ].
We also need the Taylor expansion in the complex ǫ-neighborhood of z0:
HN (z0 + s) = HN (z0)− s
2
2
w′′(z0) + s3δ; |δ| ≤ 1
6
sup
z∈[z0,z0+s]
|w′′′(z)|.
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Then the integral (8.14) can be estimated as follows:
(8.14) =
exp (NHN (z0))
−u√N
∫ √N |u|ǫ
−
√
N |u|ǫ
exp
(
N
(
HN
(
z0 − t
u
√
N
)
−HN (z0)
))
φN
(
z0 − t
u
√
N
)
dt
=
exp (NHN (z0))
−u
√
N
∫ √N |u|ǫ
−√N |u|ǫ
exp
(
− t
2
2
+
t3δ˜
N1/2
)
φN
(
z0 − t
u
√
N
)
dt
≈ exp (NHN (z0))−u√N
∫ √N |u|ǫ
−√N |u|ǫ
exp
(
− t
2
2
+
t3δ˜
N1/2
)
dt(8.20)
≈ exp (NHN (z0))−u√N
∫ √N |u|ǫ
−√N |u|ǫ
exp
(
− t
2
2
)
dt(8.21)
≈ exp (NHN (z0))−u√N
∫ +∞
−∞
exp
(
− t
2
2
)
dt =
exp (NHN (z0))
√
2π
−u√N ,(8.22)
where above we denoted
δ˜ := −δ/u3.
Plugging the last estimate into (8.6), and by Stirling’s approximation (which leaves a relative error of
order O(1/N)), we obtain
(8.23) Ba(N)
(
y√
N
;N ; θ
)
≈ θ
θN− 12
√
N
θN−1
e−θN exp (NHN (z0))
yθN−1
√
−w′′(z0)
.
In (8.20), we used Step 3 and (8.13), which show that φN (z0 + s) = 1 + o(1), for all |s| ≤ ǫ = N1/7. The
relative error in this approximation is o(1).
For (8.21), using the estimate for |δ| in Step 5, we obtain for all t ∈ R with |t| ≤ √N |u|ǫ:∣∣∣∣∣ t3δ˜N1/2
∣∣∣∣∣ ≤ N3/2|u|3ǫ3|δ˜|N1/2 = Nǫ3|δ| ≤ Nǫ3(CN−3/2) = CN−1/14,
where C > 0 is a constant. Therefore
exp
(
t3δ˜
N1/2
)
= 1 + o(1),
which shows the relative error in the approximation (8.21) is o(1).
Finally, Step 5 also shows that |u| = |w′′(z0)|1/2 is of order N−1/2. Then
√
N |u|ǫ is of order ǫ = N1/7,
and therefore it is clear that the estimate (8.22) also gives a relative error of order o(1).
Consequently, the estimation (8.23) is off by a negligible relative error of o(1).
Step 7. We still have to take the limit of the right hand side of (8.23), as N → ∞, but this is a simple
task. Oftentimes we will use the approximation ln (1 + x) = x− x2/2+O(x3), when x→ 0, without further
mention. The definition of w(z) and (8.13) give
(8.24) − w′′(z0) = y
2
θN
(1 + o(1)).
Next we need to estimate HN (z0); by replacing (8.13) into (8.12), we have
(8.25)
y
θ
√
N
=
1
z0
+
A1
z20
+
A2
z30
+O(N−2).
Therefore
(8.26)
HN (z0) =
yz0√
N
− w(z0) =
{
θ +
θA1
z0
+
θA2
z20
+O(N−3/2)
}
− θ ln z0 − θ
∫ 1
0
ln
(
1− f(t)
z0
)
dt
= θ − θ ln z0 + 2θA1
z0
+
3θA2
2z20
+O(N−3/2).
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Now we can replace (8.24), (8.25) and (8.26) into (8.23), which gives
(8.27) Ba(N)
(
y√
N
;N ; θ
)
=
√
N
θN
(θe−1y−1)θN exp
{
N
(
θ − θ ln z0 + 2θA1
z0
+
3θA2
2z20
)}
× (1 + o(1))
=
√
N
θN
exp
{
N
(
θ ln θ − θ ln (yz0) + 2θA1
z0
+
3θA2
2z20
)}
× (1 + o(1)).
From (8.25), we have
yz0 = θ
√
N
(
1 +
A1
z0
+
A2
z20
)
× (1 + O(N−3/2)),
then
ln(yz0) = ln θ +
1
2
lnN +
A1
z0
+
2A2 −A21
2z20
+O(N−3/2).
Back into (8.27), it follows that
(8.28) Ba(N)
(
y√
N
;N ; θ
)
=
√
N
θN
exp
{
θN
(
− lnN
2
+
A1
z0
+
A21 +A2
2z20
)}
× (1 + o(1)).
Finally because of (8.25) and (8.13), we obtain
A1
z0
+
A21 +A2
2z20
= A1
(
y
θ
√
N
− A1y
2
θ2N
)
+
A21 +A2
2
(
y2
θ2N
)
+O(N−3/2) =
A1y
θ
√
N
+
y2(A2 −A21)
2θ2N
+O(N−3/2)
and back into (8.28) gives
Ba(N)
(
y√
N
;N ; θ
)
=
√
N
θN
exp
{
−θN lnN
2
+
√
NA1y +
y2(A2 −A21)
2θ
}
(1 + o(1))
= exp
{√
NA1y +
y2(A2 −A21)
2θ
}
(1 + o(1)).
Because A1 = Fmean(f) = 0 and A2 =
∫ 1
0
f(t)2dt = Fvar(f), the uniform limit (8.3) is now proved for y in
compact subsets of (0,∞), concluding one of the tasks laid out in Step 1.
Step 8. It remains to complete the second task laid out in Step 1, which is to prove the uniform boundedness
of (8.4) in a real neighborhood of the origin. Given x,R ∈ R with |x| ≤ R and b ∈ R, we have the obvious
inequalities
(8.29) exb ≤ e|xb| ≤ eR|b| ≤ eRb + e−Rb.
On the other hand, Proposition 3.3 gives
(8.30) Ba(N)(x;N ; θ) = E{a(k)
i
}
[
exa
(1)
1
]
,
where the expectation is over the orbital beta process {a(k)i }1≤i≤k≤N−1 with top level a(N); in particular,
this implies that Ba(x;N ; θ) is a positive real when x ∈ R. Apply (8.29) to b = a(1)1 ; then applying (8.30)
several times yields the bound
sup
|x|≤R
|Ba(N)(x;N ; θ)| = sup
|x|≤R
Ba(N)(x;N ; θ) = sup
|x|≤R
E{a(k)
i
}
[
exa
(1)
1
]
≤ E{a(k)
i
}
[
eRa
(1)
1
]
+ E{a(k)
i
}
[
e−Ra
(1)
1
]
= Ba(N)(R;N ; θ) +Ba(N)(−R;N ; θ)
But both sequences {Ba(N)(R;N ; θ)}N≥1, {Ba(N)(−R;N ; θ)}N≥1 are bounded because they both converge
to exp(Fvar(f)R
2/2θ). It follows that the sequence (8.4) is uniformly bounded on the compact set [−R,R],
thus completing the second task left in Step 1. We have finished the proof of Theorem 5.4 for m = 1. 
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8.3. Proof of Theorem 5.4 for general m.
Lemma 8.2. Let K ⊆ Rm be any compact set, and {a(N) ∈ PN}N≥1 be a regular sequence of ordered
tuples with limit profile f : [0, 1]→ R such that Fmean(f) = 0, then
sup
N≥m
sup
(y1,...,ym)∈K
∣∣∣∣Ba(N)( y1√N , . . . , ym√N ;N ; θ
)∣∣∣∣ <∞.
Proof. We can (and do) assume K = B[0, R] := {(x1, . . . , xm) ∈ Rm : x21 + . . .+ x2m ≤ R2}, for some R > 0.
Step 1. Let a1, . . . , am, b1, . . . , bm be any 2m real numbers. We will need the following bound:
exp
(
m∑
i=1
aibi
)
≤ exp
(
m∑
i=1
max(ai,−ai)max(|b1|, . . . , |bm|)
)
≤
∑
ǫi∈{±1}
exp
(
m∑
i=1
ǫiaimax(|b1|, . . . , |bm|)
)
≤
∑
ǫi∈{±1}
m∑
r=1
exp
(
m∑
i=1
ǫiai|br|
)
=
∑
ǫi∈{±1}
m∑
r=1
exp
(
m∑
i=1
ǫiaibr
)
.
Step 2. Let z1, . . . , zm ∈ C be arbitrary. From Corollary 3.4 and Proposition 3.3, we obtain
|Ba(N)(z1, . . . , zm;N ; θ)| ≤ E{a(i)
j
}
exp
 m∑
i=1
ℜzi
 i∑
j=1
a
(i)
j −
i−1∑
j=1
a
(i−1)
j
 ,
where the expectation is taken over the orbital beta corners process with top level a(N). From the inequality
in step 1, applied to ai := ℜzi and bi :=
∑i
j=1 a
(i)
j −
∑i−1
j=1 a
(i−1)
j , we deduce
|Ba(N)(z1, . . . , zm;N ; θ)| ≤
∑
ǫi∈{±1}
m∑
r=1
E{a(i)
j
}
exp
 m∑
i=1
ǫiℜzi
 r∑
j=1
a
(r)
j −
r−1∑
j=1
a
(r−1)
j

=
∑
ǫi∈{±1}
m∑
r=1
Ba(N)( 0, . . . , 0︸ ︷︷ ︸
r−1 times
, ǫ1ℜz1 + . . .+ ǫmℜzm;N ; θ);
the latter equality comes from Proposition 3.3.
But since the Bessel function Ba(N)(; θ) is symmetric, we have
Ba(N)( 0, . . . , 0︸ ︷︷ ︸
r−1 times
, ǫ1ℜz1 + . . .+ ǫmℜzm;N ; θ) = Ba(N)(ǫ1ℜz1 + . . .+ ǫmℜzm;N ; θ).
The conclusion is that
|Ba(N)(z1, . . . , zm;N ; θ)| ≤ m2m sup
ǫi∈{±1}
Ba(N)(ǫ1ℜz1 + . . .+ ǫmℜzm;N ; θ).
Step 3. Use the inequality just obtained for zi := yi/
√
N , i = 1, . . . ,m:∣∣∣∣Ba(N)( y1√N , . . . , ym√N ;N ; θ
)∣∣∣∣ ≤ m2m sup
ǫi∈{±1}
Ba(N)
(
ǫ1ℜy1 + . . .+ ǫmℜym√
N
;N ; θ
)
.
Therefore, using also Theorem 5.4 for m = 1 (which was proved in the previous subsection):
sup
N≥m
sup
(y1,...,ym)∈B[0,R]
∣∣∣∣Ba(N)( y1√N , . . . , ym√N ;N ; θ
)∣∣∣∣ ≤ m2m sup
N≥m
sup
y∈B[0,mR]
Ba(N)
(
y√
N
;N ; θ
)
<∞.

First we prove the pointwise limit in the statement of Theorem 5.4, and later we obtain the general result
by analytic continuation.
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Proposition 8.3. Let y1, y2, . . . , ym be real numbers such that
y1 > y2 > · · · > ym > 0,
y1 − y2 > y3, y2 − y3 > y4, . . . , ym−2 − ym−1 > ym.
Let {a(N) ∈ PN}N≥1 be a regular sequence of ordered tuples with limit profile f : [0, 1] → R such that
Fmean(f) = 0. Then
lim
N→∞
Ba(N)
(
y1√
N
, . . . ,
ym√
N
;N ; θ
)
= exp
(
Fvar(f)
2θ
m∑
i=1
y2i
)
.
Proof. The proof of the proposition goes by induction on m; the base case m = 1 is in Section 8.2. Assume
the proposition holds up to some value m ≥ 1, and let us prove it for (m + 1). Consider real numbers
y1, . . . , ym, y such that
(8.31)
y1 > · · · > ym > y > 0,
y1 − y2 > y3, . . . , ym−2 − ym−1 > ym, ym−1 − ym > y.
The main tool will be Theorem 5.3. We will use bold letters to denote vectors, e.g.,
y := (y1, . . . , ym, y); z := (z1, . . . , zm).
We want to replace yk 7→ yk/
√
N , k = 1, . . . ,m, y 7→ y/√N , and make the change of variables zk 7→ zk/
√
N ,
k = 1, . . . ,m, in Theorem 5.3. From formulas (5.3) for the functions Gθ,y(z) and Fy(z), we have
Gθ,y/
√
N (z/
√
N) =
√
N
(m2 )−θm2Gθ,y(z); Fy/√N (z/
√
N) = Fy(z).
(We are denoting y/
√
N := (y1/
√
N, . . . , ym/
√
N, y/
√
N) and z/
√
N := (z1/
√
N, . . . , zm/
√
N).)
Then we have
(8.32) Ba(N)
(
− y1√
N
, . . . ,− ym√
N
;N ; θ
)
Ba(N)
(
− y√
N
;N ; θ
)
=
Γ(Nθ)
Γ((N −m)θ)Γ(θ)m
×
∏
1≤i<j≤m (yi − yj)1−2θ
ymθ(y1 · · · ym)θ ×
∫
· · ·
∫
Gθ,y(z)Fy(z)
θ(N−m)−1
Ba(N)
(
−y1 + z1√
N
, . . . ,−ym + zm√
N
,−y − (z1 + · · ·+ zm)√
N
;N ; θ
) m∏
i=1
(zθ−1i dzi),
where Gθ,y(z), Fy(z) are defined in (5.3) and the domain of integration Vy ⊂ Rm is the set of points
(z1, . . . , zm) given by the inequalities {
z1, . . . , zm ≥ 0,
y ≥ z1 + · · ·+ zm.
We want to take the limit of the right hand side of (8.32) as N tends to infinity. The factor before the
integral is easy because of a well-known asymptotic result for the Gamma function; it gives
(8.33)
Γ(Nθ)
Γ((N −m)θ) = (Nθ)
mθ(1 +O(N−1)).
Let us now focus on stufying the asymptotics of the integral as N goes to infinity. Denote the integrand
of the formula above by Hθ,y,a(N)(z). Fix any 1/2 < ǫ < 1; it will be convenient to break up the integration
domain of the integral of (8.32) into two parts:
[0, N−ǫ]m and Vy \ [0, N−ǫ]m.
Claim 1. ∣∣∣∣∣
∫
· · ·
∫
Vy\[0,N−ǫ]m
Hθ,y,a(N)(z)dz
∣∣∣∣∣ = o(N−mθ).
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Claim 2.
(8.34)
∫ N−ǫ
0
· · ·
∫ N−ǫ
0
Hθ,y,a(N)(z)dz = (Nθ)
−mθ Γ(θ)
mymθ
∏m
i=1 y
θ
i∏
1≤i<j≤m(yi − yj)1−2θ
× (1 +O(N1/2−ǫ))×
(
Ba(N)
(
−y/
√
N ;N ; θ
)
+O(N−ǫ)
)
.
Let us complete the inductive step assuming the claims are true. From the claims, (8.32) and (8.33):
(8.35) Ba(N)(−y1/
√
N, . . . ,−ym/
√
N ;N ; θ)Ba(N)(−y/
√
N ;N ; θ) = o(1)
+ (1 +O(N1/2−ǫ))×
(
Ba(N)(−y1/
√
N, . . . ,−ym/
√
N,−y/
√
N ;N ; θ) +O(N−ǫ)
)
.
From Lemma 8.2, we know∣∣∣Ba(N) (−y1/√N, . . . ,−ym/√N,−y/√N ;N ; θ)∣∣∣ = O(1).
Therefore, recalling that 1/2 < ǫ < 1, (8.35) yields
(8.36) Ba(N)(−y1/
√
N, . . . ,−ym/
√
N ;N ; θ)Ba(N)(−y/
√
N ;N ; θ)
= Ba(N)(−y1/
√
N, . . . ,−ym/
√
N,−y/
√
N ;N ; θ) + o(1).
With (8.36), our desired result can be proved for (m+1), completing the inductive hypothesis and the proof.
It remains to prove the claims above.
Proof of Claim 1. From the definition (5.3) of Gθ,y(z) and the inequalities (8.31) for y1, . . . , ym, y, the
function Gθ,y(z) is continuous on the compact set Vy. As a result,
sup
z∈Vy
|Gθ,y(z)| <∞.
From Lemma 8.2, one also has
sup
N≥m+1
sup
z∈Vy
∣∣∣∣Ba(N))(−y1 + z1√N , . . . ,−ym + zm√N ,−y − (z1 + · · ·+ zm)√N ;N ; θ
)∣∣∣∣ <∞.
From the estimates above, the claim is reduced to prove
(8.37)
∫
· · ·
∫
|Fy(z)|θ(N−m)−1
m∏
i=1
(zθ−1i dzi) = o(N
−mθ),
where the domain of integration is Vy \ [0, N−ǫ]m. The function Fy(z) takes positive real values for z ∈ Vy,
so we can drop the absolute value in (8.37). Next, for i = 1, 2, . . . ,m, one can verify
∂
∂zi
ln(Fy(z)) = − 1
y − z1 − . . .− zm −
1
yi + zi
< 0.
Therefore, Fy(z) is monotone decreasing with respect to its variables z1, . . . , zm. For any z ∈ Vy \ [0, N−ǫ]m,
there exists some i ∈ {1, . . . ,m} such that zi > N−ǫ. In this case, let ei be the vector in Rm with a 1 in the
i-th position and zeroes elsewhere; we then have
Fy(z) ≤ Fy(ei) = (1−N−ǫy−1)(1 +N−ǫy−1i ).
Then (8.37) would follow if we proved
m∑
i=1
((1−N−ǫy−1)(1 +N−ǫy−1i ))θ(N−m)−1
∫
· · ·
∫ m∏
j=1
(zθ−1j dzj) = o(N
−mθ),
where the domain of integration for the i-th summand is Vy ∩ {z ∈ Rm≥0 | zi ≥ N−ǫ}. But this bound is
obvious in view of the fact that each of the m integrals is bounded by∫ y
0
· · ·
∫ y
0
m∏
j=1
(zθ−1j dzj) = (y
θ/θ)m = O(1),
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and that each equantity(
(1−N−ǫy−1)(1 +N−ǫy−1i )
)θ(N−m)−1
=
(
1−N−ǫy−1y−1i (yi − y) +O(N−2ǫ)
)θ(N−m)−1
is exponentially small in N . Thus claim 1 is proved.
Proof of Claim 2. We estimate the integrand of (8.34) when 0 ≤ zi ≤ N−ǫ, for i = 1, . . . ,m. From
Taylor’s expansion:
Ba(N)
(
−y1 + z1√
N
, . . . ,−ym + zm√
N
,−y − (z1 + . . .+ zm)√
N
;N ; θ
)
= Ba(N)
(
− y1√
N
, . . . ,− ym√
N
,− y√
N
;N ; θ
)
+O
(
m∑
i=1
|zi| sup
t∈[0,1]
∣∣∣∣ ∂∂zi ln
(
Ba(N)
(
−y1 + tz1√
N
, . . . ,−ym + tzm√
N
,−y − t(z1 + . . .+ zm)√
N
;N ; θ
))∣∣∣∣
)
.
Together with the uniform boundedness of Lemma 8.2, this gives
(8.38) Ba(N)
(
−y1 + z1√
N
, . . . ,−ym + zm√
N
,−y − (z1 + . . .+ zm)√
N
;N ; θ
)
=
Ba(N)
(
− y1√
N
, . . . ,− ym√
N
,− y√
N
;N ; θ
)
+O(N−ǫ),
whenever (z1, . . . , zm) ∈ [0, N−ǫ]m.
On the other hand, from the definitions (5.3) for Gθ,y(z) and Fy(z), we have
(8.39) Gθ,y(z) =
m∏
i=1
(yi − y)θ
∏
1≤i<j≤m
(yi − yj)2θ−1 · (1 +O(N−ǫ)); Fy(z)−θm−1 = 1 +O(N−ǫ);
both bounds over (z1, . . . , zm) ∈ [0, N−ǫ]m.
Due to (8.38) and (8.39), Claim 2 is reduced to
(8.40)
∫ N−ǫ
0
· · ·
∫ N−ǫ
0
Fy(z)
Nθ
m∏
i=1
(zθ−1i dzi) =
Γ(θ)mymθ(y1 · · · ym)θ
(Nθ)mθ
∏m
i=1(yi − y)θ
· (1 +O(N1−2ǫ)) .
Begin with the Taylor expansion around z = (0m):
Fy(z)
Nθ = exp (Nθ lnFy(z)) = exp
Nθ
lnFy(0m) +
m∑
i=1
zi
∂ lnFy(z)
∂zi
∣∣∣∣
z=(0m)
+O
∑
i,j
|zizj |


 .
We now calculate Fy(0
m) = 1 and
∂ lnFy(z)
∂zi
∣∣∣∣
z=(0m)
=
{
1
z1 + . . .+ zm − y +
1
zi + yi
}∣∣∣∣
z=(0m)
= −yi − y
yyi
, for i = 1, . . . ,m.
Therefore, when 0 ≤ zi ≤ N−ǫ for i = 1, 2, . . . ,m, we have
Fy(z)
Nθ =
m∏
i=1
exp
(
−Nθ(yi − y)
yyi
zi
)
× (1 +O(N1−2ǫ)).
Back into (8.40), we see that its left hand side is the product
m∏
i=1
∫ N−ǫ
0
exp
(
−Nθ(yi − y)
yyi
zi
)
zθ−1i dzi × (1 +O(N1−2ǫ)).
In the i-th integral above, make the change of variables zi = cwi/N , for c = (yyi)/(θ(yi − y)), so that wi
now ranges from 0 to cN1−ǫ. Thus the i-th integral above is estimated by
cθ
Nθ
∫ cN1−ǫ
0
e−wiwθ−1i dwi ≈
cθ
Nθ
∫ ∞
0
e−wiwθ−1i dwi =
cθ
Nθ
Γ(θ) =
Γ(θ)(yyi)
θ
(Nθ)θ(yi − y)θ .
The estimate we just made leaves an exponentially small relative error. Then (8.40) is proved. 
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Proof of Theorem 5.4. Let {a(N) ∈ PN}N≥1 be a regular sequence of ordered tuples with limit profile
f : [0, 1]→ R. Because of Lemma 8.1, we can assume without loss of generality that Fmean(f) = 0. We are
going to prove
(8.41) lim
N→∞
Ba(N)
(
y1√
N
, . . . ,
ym√
N
;N ; θ
)
= exp
(
Fvar(f)
2θ
m∑
i=1
y2i
)
,
uniformly for (y1, . . . , ym) belonging to compact subsets of C
m.
The proof is by induction on m. For m = 1, (8.41) is proved in Subsection 8.2. Now assume that (8.41)
holds for some m ∈ N+ (and uniformly on y1, . . . , ym), then we prove that it also holds for (m + 1). Let
K = B[0, R] ⊂ Rm+1 be the closed ball of radius R inside Rm+1. From Lemma 8.2, we have
lim sup
N→∞
sup
(y1,...,ym+1)∈K
∣∣∣∣Ba(N)( y1√N , . . . , ym+1√N ;N ; θ
)∣∣∣∣ <∞.
By Montel’s theorem, each subsequence of{
Ba(N)
(
y1√
N
, . . . ,
ym+1√
N
;N ; θ
)}
N≥m+1
has a sub-subsequence that converges uniformly on K to some function Φ(y1, . . . , ym+1). The limit Φ should
be an analytic function on the open ball B(0, R). Moreover, because of Proposition 8.3, each such limit should
be equal to the right hand side of (8.41) in the subdomain of B(0, R) that is defined by the inequalities{
y1 > · · · > ym > ym+1 > 0,
y1 − y2 > y3, . . . , ym−2 − ym−1 > ym, ym−1 − ym > ym+1.
Since the right hand side of (8.41) is an entire function, analytic continuation shows that each function
Φ(y1, . . . , ym+1) must be equal to the right hand side of (8.41) in the open ball B(0, R). Since the radius
R > 0 was arbitrary, the result follows. 
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