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ABSTRACT 
In this report backward differentiation formulas are studied for 
nonlinear systems of Volterra integral equations of the second kind. Consis-
tency, convergence and, in particular, stability are investigated. For a 
standard class of model equations, the formulas have the same stability 
properties as the well-known Curtiss-Hirschfelder formulas for ordinary 
initial value problems. For a much wider class ot model equations the sta-
bility regions of the formulas are derived. 
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1 • INTRODUCTION 
In this paper we study backward differentiation formulas for 
Volterra integral equations of the second kind. These formulas are analogues 
of the well-known Curtiss-Hirschfelder fonnulas for first order ordinary 
initial value problems. 
For the standard class of model integral equations the stability 
analysis of the formulas reduces to that of the Curtiss-Hirschfelder for-
mulas which are known to have excellent stability properties. We present 
a stability analysis for a much wider class of model equations; for this 
class, the stability properties of the formulas turn out to be very satis-
factory. The most important difference between the two classes of model 
equations is demonstrated by differentiating them with respect to the 
independent variable. The standard class of integral equations then re-
duces to ordinary differential equations, whereas in our case again a class 
of integral equations is obtained. Numerical experiments to test the sta-
bility theory will be published in the near future. 
It should be remarked that DE HOOG and WEISS [3] have given an impli-
cit block-Runge-Kutta method which has stability properties comparable with 
our formulas.BAK.ER and KEECH [l] have analysed the stability of this Runge-
Kutta type method but only for the standard class of model equations. 
We believe that our (multi step) method is much cheap·er than that of 
De Hoag and Weiss, but this assertion will be approved in the numerical 
experiments. 
In this paper existence and uniqueness of a solution of the Volterra 
integral equation to be considered will be assumed. Moreover, the kernel 
of the equation will be assumed to exist in a strip outside the usual 
domain of definition. 
2. DERIVATION OF THE COMPUTATIONAL SCHEME 
(2. 1) 
Suppose we are given the system of nonlinear integral equations 
X 
-+ -+ {-+ -+ 
f(x) = g(x) + J K(x,~,f(~))d~, 
XO 
2 
where g(x) and K(x,s,f) are prescribed vector functions which are suffi-
ciently differentiable with respect to x. By differentiation this equation 
can be transformed into the integro-differential equation 
(2. 2) 
+ 
f I (X) 
+ 
g I (X) 
+ + 
= K(x,x,f(x)), 
+ + + 
where f', g' and K' denote the derivatives with respect to x of the func-
+ + + 
tions f, g and K. Let xn = x0 + nh, n = 0,1, .... , denote reference points 
on the x-axis, h being the integration step. Let us consider the relation 
(2.2') 
+ + 
K(x 1 ,x 1 ,f(x 1)). n+ n+ n+ 
By replacing the derivatives in the left hand side by a backward differen-
tiation formula on the reference points xn' we obtain a scheme of the 
form 
(2.3) + + K(x 1 ,~,f(s))ds] n+ 
= bo h K(x l'x l'f 1), n+ n+ n+ 
XU+] 
I K(xn+l-l's,f(~))dsJ = 
XO 
where fn+l-l denotes a numerical approximation to f(xn+l-l) and where the 
coefficients '1, and b0 define the differentiation formula used. Scheme 
(2.3) is, in fact, identical to the well-known Curtiss-Hirschfelder for-
mula applied to the "differential equation" (2. 2). The values of al and 
b0 are listed in table 2.1 (cf. e.g. [5, p.242]). 






6/ I 1 
12/25 
4/3 
1 8 / I 1 
48/25 
-1 /3 
-9/ 11 2/ I l 
-36/25 16/25 -3/25 
5 60/137 300/137 -300/137 200/137 -75/137 12/137 
6 60/147 360/147 -450/147 400/147 -225/147 72/147 -10/147 
By defining the function 
(2.4) 
xn+I 
Fn+l (x) = g(x) + J K(x,~,f(~))d~, 
XO 
we may write (2.3) in a more compact form: 
(2.3v) 
➔ 
f n+l = 
Notice that this formula reduces to the familiar Curtiss-Hirschfelder 
➔ ➔ 
formula for ordinary differential equations when Kand g do not depend 
on x. 
➔ 
In order to give a step-by-step formula for fn+l' we have to spe-




(2.5) ➔ \ ➔ ➔ = g(x) + l w 1 . K(x,x.,f.), j=O n+ J J J 
n=O,l, ... , 
where w 1 . are weights satisfying the condition n+ J 
(2.6) J = 0, l , ... , n-k. 
have the recurrence re 
,, 7 
- • I = + 
n ➔ + 
\' (w 1.-w .)K(x,x.,f.) l n+ J IlJ J J 
j==n+l-k 








+ wn+ln+l K(xn+J-l'xn+l'fn+1), 
+ ~ ➔ + .. g(x ) + L w 1• K(x 1,x.,f.) + n+l j=O n+ J n+ J J 
➔ ➔ 
+ wn+ln+I K(xn+l'xn+l'fn+I), 
l = 1 ,2, ... ,k, 
In then-th step, this scheme requires the evaluation of g(x 1), n+ 
the evaluation of K(x 1,x0,10), ... , K(x 1,x ,f ), the solution of a n+ n+ n n 
system of equations for f 1, and, finally, the evaluation of n+ 
t(xn-k+2,xn+l'fn+l), ... ,K(xn+l'xn+l'fn+l). Notice that some values of 
K(x,,,f) are needed for x <~-If the kernel is not defined there, its 
values should be approximated by extrapolation. 
In order to start this scheme, we must precompute (approximations of) 
the quantities 
fj' for j = 0,1, ... ,k-l, 
K(x.,x.,f.), for i,J = O,l, ... ,k-1, and 
i J J 
It may be interesting to compare scheme (2.8) with the multistep 
methods usually considered for equations of type (2.1). In our notation 
these methods read 
(2.9) 1 
n+l 
Thus, scheme (2.8) contains much more information from the "past", i.e., 
➔ 
the vectors 1. and F 1(x.), J. ~ n, than scheme (2.9). J n+ J 
For the quadrature formula (2.5) we choose the Gregory formula, 
which is given by (see e.g. [6]) 
¾i 
(2.10) I 
where m ~ r. The first four values of c are given by r 
I 
cl = TI • c2 
. r+2 J The error in the approximation (2.10) is of the form O(h ) (see [6 ). 
For future reference, we give the matrices W = (w .. ) for r = 0, l, 2, 
lJ 
3 and 4. 
5 
6 
( 2. 11) 






2 2 ... 2 1 
Third order formula (r=1) 
6 6 
5 14 5 
5 13 13 5 
. 13 12 13 5 
0 
(2.12) ; h 12 12 13 5 w =--12 
l; 13 12 12 ..• 12 13 5 
Fourth order formula (r=2) 
8 32 8 
9 27 27 9 0 9 28 22 28 9 . 28 23 23 28 9 
(2.13) h W -24 23 24 23 28 9 
24 24 23 28 9 
9 28 23 24 24 ... 24 23 28 9 
Fifth order formula (r = 3) 
(2. 14) 
270 810 810 270 
251 916 546 916 251 
251 897 652 652 897 251 
897 633 758 633 897 
633 739 739 633 
739 720 739 
720 720 
251 897 633 739 720 720 




Sixth order formula 























633 897 251 
739 633 897 251 
720 739 633 897 251 
(r = 4) 
0 475 1902 475 
1104 1902 475 
1586 1104 1902 475 
1413 1586 1104 1902 475 
1440 1413 1586 1104 1902 475 
475 1902 1104 1586 1413 1440 1440 ... 1440 1413 1586 1104 1902 475 
7 
8 
• CONSISTENCY AND 
It well known that a k-step backward differentiation formula is 
k+I 
of order k ash ➔ O. Hence, formula (2.3 1 ) has a local error of O(h ), 
so that the following relation holds for the exact solution f(x): 
(3.1 f (x l) = n+ 
k + ➔ k+I 
+ 2 a 0 [f(x +l-p) - F 1(x 1 0 )] + O(h ). t= 1 ,t. n ,... n+ n+ --L-
Furthermore, let the weights w. define a quadrature rule with error of 
UJ 
order q + I, 1.e. 
(3. 2) 
➔ ➔ 
F 1(x) = g(x) + n+ 
n+l 
\' ➔ ➔ q+ 1 
l w 1• K(x,x.,f(x.)) + C 1(x,h)h , 
j=O n+ J J J n+ 
where C 1(x,h) is a bounded function ash ➔ 0. n+ 
The local error of the actual scheme (2.8) is now easily derived. 





for j = 0,1, ... ,n 
is satisfied we may derive from (2.8) 
k 
➔ + 
w + 1 .K(x +l 0 ,x.,f(x.))J+ n J n --L- J J 
- l ao w K(x O x f ) . i=I ,t. n+ln+I n+l--L-' n+I' n+l 
Using relation (3.2) yields 
Finally, by virtue of (3.1) and assuming that the function C 1(x,h) n+ 
9 
satisfies a Lipschitz condition with respect to x, we obtain for the local 
error the relation 
(3.3) 
In order to derive an estimate for the local error from this formula, 
we assume that K satisfies a Lipschitz condition of the form 
➔ ➔ ➔ ➔ ➔ ➔ 
IIK(x. ,x 1,u) - K(x. ,x 1,v)II s; L. l llu - vii J n+ J n+ JU+ 




L = lwn+ln+l + bohl Ln+ln+l + lwn+ln+I I lIJ I all Ln+l-ln+I" 
10 
Since L = O(h) ash+ O, the inequality L < I holds for sufficiently small 
values of h. Hence, 
(3.4 1 ) 
This implies that scheme (2.8) has a global error of order p where 
( 3. 5) p = min(k, q + I). 
A consequence of this result is that one should combine a k-step 
➔ 
backward differentiation formula with a quadrature rule for F 1 (x) of k n+ 
order q = k-1, i.e. a quadrature formula with error O(h ). 
4. STABILITY 
4.l. The variational equation 
The stability analysis of integration formulas for second kind 
Volterra equations is usually based on the analysis of the numerical scheme 
when applied to equations with the kernel function (cf. [l]) 
( 4. I) -+ -+ 1 K(x,,,f) = a. , a some constant. 
In our case of formula (2.8), such a stability analysis is very simple: 
since the kernel function (4.1) does not depend on x it follows that 
for all values of j; hence the stability analysis of scheme (2.8) reduces 
to that of a Curtiss-Hirschfelder formula of which the stability beha-
viour is extensively investigated (see e.g. [2]) and which is known to have 
excellent stability properties. 
A more general class of kernel functions was investigated in [4] 
for a class of Runge-Kutta type formulas and the class of multistep for-
mulas of the form (2.9). These kernel functions satisfy the conditions 
➔ ➔ 
clK C 7: ~ - (x,'->,t) clK -+. (x,x ,t ) 
a! 
for (.; ,f) in 
a! n n 
➔ 
the neighbourhood of (x ,f) and 
n n 
a2iz + ~ a2iz 
(x,x.,f.) = -- (x ,x.,f.), J = 0,1, ... ,n 
axa1 J J axaf n J J 
I 1 
for x in the neighbourhood of x. In other words, the function K is required 
n 




(a+Bx)f, a and S constant. 
In this paper we investigate a still larger class of kernel functions, 
we wili consider functions of the type 
➔ ➔ ➔ ➔ ➔ 
K(x,[,,f) = A(.;,f) + x Hf, 
where A is an arbitrary vector function and Han arbitrary matrix. Substitu-
tion of (4.3) into (2.5) yields 
n+l 
➔ \ ➔ ➔ ➔ 
= g(x) + L w l. [A(x.,f.) + x Hf.] 
j=O n+ J J J J 




Now suppose that 
bations l:c,f. *) 
J • 
➔ ➔ ➔ 
+b0 h[A(x 1,f 1)+x 1 Hf 1]+ n+ n+ n+ n+ 
➔ 
the vectors f., j = 0,1, ... ,n are perturbed by perturba-
J ➔ ➔ 
then (4.4) yields for the resulting perturbation 6fn+l of fn+l 
the formula (provided that 6£. · is sufficiently small) 






lrx - \ al X l h]~f. + lJ. +I l n+ • J n l= I --~ 
n+I 
= b0hH I w 1 • l!.f. + n+ J J j=O 
➔ 
+ b h ;)K (x x f ) t,f + 
O af n+l' n+I' n+I n+l 
k 
+ 'i' -t 
t.. al Mn+l-.t' 
l=l 
where we used the relation 




➔ I w 1 • M., 
. 0 n+ J J 
J= 
and observing that 
-+ 
(4. 7) 1'.S l n+ 
we can represent (4.5) and (4.7) in the form 





-+ -+ -+ + 
~V = (t,S ,6f ,!:if 1, n n n n-




B "" n 
The \Yector of 
r·· 
! l I 


































'vw I ';1w I 
l 
·n+ ! r:i-1 n+ln+l-k 









perturbations t.V rem.:: ins bounded rn. i:;cae nor:n ~. l 
n+l 
. 
A necessary condition to satisfy this inequality is the requirement that 
-l 
al.1 eigenvalues ::; of A B are within or on the unit circle, i.e. the con-
n n 
dition that the roots of the characteristic equation 
(4.9) det(B - ~A)= 0 
n n 
are within or on the unit circle. 
4.2. Results for scalar integral equations 
In this section we derive some results for scalar integral equati0ns. 
The matrices A and B then are (k+l)*(k+I) m..,:trices and c.1.m b.e an,1lyzed 
n n 
thout restrictions on Jn+l and H. 
The of vector integral equations is considerably more diffi-
cult and is still subject of investigation. 
Due to the special form of the matrices A and B , it is possible to n n 
work out .9) as follows. We write a.= a!/a 1. l. 
for i = 1,2, ... ,k, where a! 
l 
are and a is a positive integer which 1.s as small as possible; we 
also write b = 
0 
b' 
a. Moreover, we define 
u! = _Q. Vw . , 
1 h n+l,n+l-1 
for i = 0,1, ••• ,k. 
Then evaluation of the determinant (4.9) yields the characteristic equation 
co = uOy + b'z a, y = h
2H z = hJ n+ I' 0 ' 
(4. 10) cl = uly - b'z 0 + 
a + ' al , 
c. = + a! I for = 2,3, •.• ,k, uiy ai-1' l. l l 
ck+! = 
I -ak. 
From (3.5) we know that if we choose the quadrature rule for the calcu-
~ lation of F 1(x) to have a global error of order k, then scheme (2.8) n+ 
also has a global error of order k. So if k = 2 we choose the weights as 
in (2.11) and, in general, for a backward differentiation formula of order 
k we choose a Gregory formula with (k-2)-th order difference correction 
as quadrature formula. 
As an example, we derive here the stability polynomials fork= 2 
and k = 3. 
k = 2 We have a= 3, a'= 4, 
l 
Vw = 'vw = 
· n+ I • n+ l n+ I • n 
and u~ = O. Hence, 1n 
L 
co = y + 2 z - 3, 
cl = y - ') z + 7, ,. 
c2 = -5, 
c3 l. 
a'=-1 b'=2· 
2 ' 0 ' 
moreover, we have 
h/2 and 'vw I I n+ ,n-
(4.10) we have 
15 
k • 3 We have a• 11, a; = l8, a2 = -9, a3 = 2, bO = 6; moreover, we have 
··.,, "' 5h/ 12, 
· n+i ,n+l 
9w .. 8h/ 12 'f/w = -h/ I 2 17w = 0 
n+l,n • n+l,n-l • n+l,n-2 ' 
so that u0 = 5/2, u 1 "" 4, u 2 == -1/2 and u 3 = O. Hence in (4.10) we 
have 
C "" i(Sy + i2 z - 22), 0 
C,. "' 4y - 6 z + 29, i 
c~ 
L 
= -Hy + 54), 
c3 = 1 I , 
Fork= 2(1)6 we have computed the stability regions in the (z,y)-plane 
of scheme (2.8) using the test kernel given in (4.3). Here, the stability 
region 1s defined as the set of points (z,y) for which (4.10) has its roots 
within or on the unit circle. All calculations are based on the application 
of the Schur-criterion ([5, pp.77-9]). The regions are displayed in figures 
4.l to 4.5. The regions found in the first quadrant of the (z,y)-plane are 
not displayed for the following reason. It is well-kno"''11 that a differen• 
tial equation f' = R(x,f) is inherently stable when its Jacobian has negative 
eigenvalues. Now differentiating the scalar version of (2.1) with respect 
to x yields the "differential equation" 
X 
f I (X) = g 1 (x) + K(x,x,f(x)) + j 
XO 
Restricting the kernel function K to the class (4.3) and introducing the 
new variable 
X 
z = I f(E;)dl;: 
XO 
yields the syste.,u 
(4.!J) 
f'(x) = g'(x) + K(x,x,f(x)) + Hz(x) 
z'(x) = f(x) 
16 
The eigenvalues of the Jacobian are negative when 
(4. 12) = c:lK < 0 H af ' 
from which we may conclude that the integral equation is certainly not stable 
in the first quadrant of the (z,y)-plane. 
4 -,s l' 
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, XX o X,, X, XI XXX XX XI XXX X XXXXXXXX 
, , u• ,x ,n, xxxu, ,oxxxxx,xx~xx 
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x xx x • xx x xx x oxxxxxxxnxxxx 
OXXXXXX XX X XXXXXX XXXXXXXXX 
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xx XX XXU XXUXXXX XXXXXXX X XX 
x ox xxnxoxxoxo uxxxxxx 
'xxxx xx XX XXX X OX' xxxx X x~xx 
XX U XXX < XX XXX XXXXU XXXXXXX 
'oxxxx' X. uxux,xxxxoxxx 
,u,xxx xo o:xx,x,xxxxxxxxx 
XX XX XXX X H XXXX X XX X XXX XX XXX 
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