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概 要
文生成は自然言語処理の中でも最も盛んに研究されている分野のひとつであるが, 使われるニューラ
ルネットワークのアーキテクチャが過去 5年ほどの間に大きく変わったのに対して, 学習の手法自体
はそれほど変化していない. 従来の文生成の学習手法では, 出力文に対して正解文とのトークン単位
の一致が求められるため, 意味的に正しい出力に対しても間違った文と評価されてしまう場合がある.
本稿ではそれを解決するために, 文生成モデルの出力と正解文を意味的類似性で評価して学習させる
手法を提案した. 意味的類似性を評価に利用した学習による実験では再帰型ネットワークによる文生
成モデルの出力に細かな変化が現れることは確認できたが, より大きなデータセットとモデルを利用
した検証が必要であることもわかった. Transformerのようなより大きなモデルに提案手法を適用す
るには, 復号速度が速い非自己回帰的モデルを用いた上で, さらにそのモデルの学習時の挙動を推論
時と同じにする必要がある. そこで, 非自己回帰的モデルについて, 学習と推論で復号の仕方を揃え
ることを可能にするようなモデル改良の手法を提案した. このモデル改良によって, 出力の精度が向
上することを示唆する結果は得られたものの, 学習時と推論時の復号の過程を一致させた手法につい
てはまだ改善の余地が残っている.
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第1章 序論
1.1 背景
計算機の演算能力の向上ともに, 情報化社会が発展し, 様々な人工知能分野の研究が注目を集めて
いる. 中でも最も発展が著しい分野のひとつが自然言語処理である. 元々は統計的手法による機械学
習が主だった自然言語処理でも, 近年では深層学習の技術が入り込み, 著しい発展を遂げている. そ
んな自然言語処理の中でも最も重要な研究対象のひとつが文生成である. 文生成は文字通り出力とし
て文を生成するようなタスクのことを指す. 文生成に位置づけられるタスクには, 言語モデルなど生
成のみに特化したものも存在するが, その多くは, 入力に合わせて適切な出力を文として生成するタ
スクである. 機械翻訳, 文書要約などがこれにあたる.
文生成の研究分野では, 過去 5年ほどの間にいくつものパラダイムシフトがあった. 2014年頃に
再帰的ニューラルネットワークを利用した Encoder-Decoderモデル [1]が提案され, 多くの文生成の
タスクで統計的手法に替わりニューラルネットワークを用いた手法の研究が盛んになった. 次の年
には Attention機構 [2]が考案され, ニューラルな手法が統計的手法を精度の面で上回るようになっ
た. 2017年に入ると, 再帰的ニューラルネットワークに替わる新しいモデルアーキテクチャである
Transformer [3]が発表され, 文生成の精度がさらに大きく向上した.
文生成の手法の研究が進み, モデルのアーキテクチャが変わっても, 学習の手法自体はそれほど変
わっていない. 例えば機械翻訳では, 翻訳元の文とそれに対応する翻訳先の文を大量に集めた対訳
コーパスを使ってモデルを学習させる. モデルは翻訳元となる文を分割されたトークンの系列として
受け取り, それらを元に翻訳先の文を 1トークンずつ予測する. 一般的な教師あり学習では, 予測さ
れたトークンの列は先頭から 1トークンずつ正解文と比較され, 誤差が計算される. その誤差をモデ
ルに逆伝搬させることによって, モデルのパラメータを更新し学習を進めていく.
自然言語では, 同じ意味を表現するにもたくさんの表現の仕方が存在する. 同じものを意味する言
葉が複数あることは当たり前であるし, 文の中でいくつかの単語を並べ替えても文の意味が変わらな
いことも多々ある. 前述のようなモデルの出力文と正解文でトークン単位の一致を求める学習手法
は, 出力文と正解文が一字一句同一になることを目指している. しかし, 前述のような自然言語の表
現の多様性を考えると, そのような学習手法であらゆる出力文のパターンを網羅するには大量の学習
データと長い学習時間が必要になることが想像できる. 問題なのは, モデルがたまたま意味的に正解
文と同じで表層が異なるような出力を生成した際に, それが正しいと評価されないことである.
意味は曖昧な概念であるため, それを基準として文生成の出力を評価することは難しい. 自然言
語処理には Semantic Textual Similarityという２つの文の意味的類似度を推定するタスクが存在す
る [4]. しかし, 文同士の意味的類似度を推定してそれを生成モデルの学習に活かすような研究はあま
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り行われておらず, 開拓の余地が残された分野と言える.
1.2 本研究の概要
本稿では, 従来の文生成モデルの学習における出力評価が柔軟性を欠くことに注目した. この欠点
を改善するために, Semantic Textual Similarityタスクを解くために学習させた推定モデルを, 文生
成モデルの出力と正解文との意味的類似度の推定に用い, その類似度が上昇するように文生成モデル
を学習させる手法を提案する. 意味的推定モデルは事前学習モデルを転移学習させることで, 精度の
高いものを実現する. このとき, 意味的類似度推定モデルの出力は文生成モデルのパラメータで微分
できないので, 強化学習を利用してパラメータを更新する.
また, 前述の手法はモデルの推論速度が学習のボトルネックになる都合上, 現在文生成の主流となっ
ている Transformerベースのモデルに直接適用するのが困難である. そのため, 推論速度で従来の
Transformerより優れる非自己回帰的文生成モデル (Conditional Masked Language Model) に注目
し, 強化学習など学習時と推論時のモデルの挙動を揃えるような手法を使いやすくするためのモデル
改善についても提案する.
本稿の主な貢献は次のとおりである.
 既存の意味的類似度比較タスク用の推定モデルを文生成の学習に利用する手法の提案
 汎用性の高い事前学習モデルを利用した推定器をモデル評価に利用した文生成の学習の提案
 正解文との意味的類似度を基準とした出力評価による文生成の学習の影響についての考察
 強化学習を意識したConditional Masked Language Modelのマスキング機構のモデル化の提案
1.3 本研究の構成
以下で本稿の構成を説明する.
まず, 第 2章では本稿の研究を理解する上で重要な背景知識について解説する. 第 2.1節では文生
成の学習に使われる手法と, 主要なニューラルネットワークのアーキテクチャについて説明する. 第
2.2節では, 文生成で使われる評価指標について述べる. 第 2.3節と第 2.4節では本研究で利用した手
法ではあるものの, 本稿の内容から本質的ではない技術である事前学習モデルと強化学習について解
説する.
第 3章では, 本稿の 1つ目の実験である「意味的類似性を報酬した強化学習による文生成」につい
て述べる. 第 3.1節ではこの実験を行う動機となった Cross-entropy Lossの問題点について述べる.
第 3.2節ではこの実験で間接的に利用する Semantic Textual Similarityタスクについて述べる. 第
3.3節では提案手法を解説し, 第 3.4節で実験とその結果について述べる. 第 3.5節では関連研究につ
いて述べ, 第 3.6節では本実験の課題を挙げる.
第 4章では, 2つ目の実験である「モデルに基づくマスキングを行う非自己回帰的機械翻訳」に
ついて述べる. 第 4.1 節では第 3 章と取り上げた実験を Transformer に適用する上で障害となる
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Transformerの推論速度の問題について述べる. 第 4.2節では非自己回帰的文生成モデルについて説
明する. 第 4.3節では非自己回帰的文生成モデルである Conditional Masked Langauage Modelのマ
スキング機構に改良を加えることで, 推論時と学習時の挙動を近づける手法を提案する. 第 4.4節で
実験と結果について述べる. 第 3.5節, 第 3.6節ではそれぞれ関連研究, 課題について述べる.
第 5章では, 本稿の内容を簡潔にまとめる.
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第2章 背景知識
2.1 文生成モデル
本稿で扱う文生成モデルは, 入力 X に対して出力系列 Y = (y1; y2; :::; yN )を返すようなモデルの
ことである. 入力X はどのような形式であっても構わないが, 本稿では主に機械翻訳を対象のタスク
とするため, 基本的に入力は翻訳元の文, 出力は翻訳先の文として話を進める.
2.1.1 トークン化
機械学習で自然言語を扱う際には, 文をより小さい単位に分けた方が扱いやすい. これは例えば,
文 \look at the stars" を \look", \at" \the" \stars"の 4つに分けることである. このように文をよ
り小さい単位にわける操作をトークン化と呼ぶ. 英語など元から空白文字による区切りが存在する言
語の場合は, 空白文字で分けてしまうのが一番自明なトークン化手法である. 日本語のように単語を
分ける空白文字が存在しない言語では, その分け方も一意には定まらない. 例えば, \外国人参政権"
の分け方は \外国人", \参政権"と \外国", \人参", \政権"などが考えられる. 人間であれば, 後者は
意味不明なため前者が正しい分け方であると予想できるが, 表層からそれを決定するのは簡単ではな
い. そのため, トークン化に使う手法によっては, トークンの境界が異なってしまうこともある.
文生成においては, 空白文字が存在する言語であっても, しばしばさらに小さい単位で文を分割する
ことがある. この単位はサブワードと呼ばれ, いくつかの利点を持つ. ひとつめは言語の構成性を利用
できることである. 例えば, \unusual"と \common"が与えられているとき, それぞれを 1トークンと
して扱っていると \uncommon"が出現したときに何も解釈することができない. しかし, \unusual"
を \un"と \usual"の 2つに分けてトークン化した場合は, \uncommon"は既知の \un"と \common"
を組み合わせた表現であることがわかる. このようにサブワードを用いることで, 複数の部分を持つ
単語の解釈がしやすくなる.
さらに, 英語等文字の種類が限られている言語では, 文字単位や文字のペア単位のトークンを用意
することによって, 固定の語彙数 (トークン数) で言語中のすべての文を表現できるようになる. 語
彙中に存在しないトークンは, 未知語として一種類のトークンで表現されることが一般的なため, 入
力として与えられたときはモデルによる解釈が難しく, また, 出力としてはそもそも出すことできな
い. サブトークンレベルのトークン化によって未知語が存在しない語彙を作れば, 文生成モデルは理
論上すべての文を生成できることになるため, 性能の向上に貢献し得る. なお, 日本語や中国語のよ
うな文字の種類が何万も存在するような言語では, すべての文字を表現できる語彙を作成することは
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現実的ではない. しかし, それでも単語未満の単位のトークン化を利用すれば, 未知語は減り, やはり
モデルの表現力の向上に繋がると考えられる.
このようなサブトークン化の手法としては Byte Pair Encoding (BPE) [5]と sentencepiece [6]が
広く使われている. 特に sentencepieceは, 空白文字の存在しない言語のトークン化についても考慮
されている. 具体的には, 空白文字も普通の文字と同様に扱い, 言語を区別せずに文字あるいは連続
する文字の並びの出現頻度のみから, どの並びを 1トークンとして扱うかを決定する.
2.1.2 単語埋め込み層 (Word Embedding)
機械学習において, 入力と出力はベクトルあるいはスカラーな数値となる. しかし, 自然言語処理
で入力や出力の単位として扱うことの多い単語やトークンといった単位は当然数値ではない. した
がって, 単語やトークンを何らかの形でを計算モデルで扱うことのできるベクトルやスカラーに変換
する必要がある.
トークンをベクトルに変換する上で広く使われる手法が単語埋め込み層 (Word Embedding) であ
る. Word Embeddingでは, まず扱う言語の語彙数 vを決め, その言語の各トークンに idを振る. 例
えば, \the"は 1番, \I"は 3番, \world"は 12番といった具合である. 次に埋め込み表現の次元数 e
を決め, 各 idに対してそれぞれ次元数 eのベクトルを割り振る. 各単語を該当する id iの次元の要
素みが 1でその他の要素が 0の one-hotベクトル wi 2 Rv の形で表現すれば, この操作は, 重み行列
Wemb 2 Rev を用いて,
xi =Wembwi (2.1)
と表すことができる. つまり, 式 (2.1)によってトークンの one-hot表現 wiがモデルへの入力ベクト
ル xi 2 Re に変換される.
文生成モデルでは一般的にWemb は固定せず, これも学習対象とする. したがって, 学習が進むに
つれて, 各トークンの埋め込み表現がタスクに適した値に変わっていく. 以降ではモデルへの入力は
Word Embeddingを介して実数値ベクトルになっているものと仮定する.
2.1.3 再帰型ニューラルネットワーク (Recurrent Neural Network; RNN)
自然言語処理では系列情報を扱うため、再帰型ニューラルネットワーク (Recurrent Neural Network;
RNN)が広く使われる. RNNの隠れ層は式 (2.2)で表されるような再帰構造を持つ. ここで, xt 2 Re,
yt 2 Re, ht 2 Rmはそれぞれ時刻 tにおけるネットワークの入力,出力,隠れ状態を表し,Wxh 2 Rme,
Whh 2 Rme, Why 2 Rem は重み行列, bh 2 Rm, by 2 Re はバイアスである. また, は式 (2.4)で
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図 2.1: RNNの構造図
定義される標準シグモイド関数である.
ht =  (Wxhxt +Whhht 1 + bh) (2.2)
yt =Whyht + by (2.3)
(x) =
1
1 + e x
(2.4)
式 (2.2)からわかるように時刻 tにおける RNNの出力 yt は同時刻における入力 xt だけでなく, 一
つ前の時刻の隠れ状態 ht 1 にも依存する.したがって, RNNの隠れ状態には再帰的に過去の入力の
情報が蓄積され, その出力に過去の入力が反映される.
RNNには過去の情報を扱えるだけでなく, 可変長の入力を扱うことができるという特性も持つ. 一
般的な順伝播型ニューラルネットワーク (Feedforward Network; FFN) では入力の次元数はあらか
じめ固定されている. しかし, 自然言語処理の入力は文であることが多いため, 入力系列がどうして
も可変長になってしまう. 式 (2.2)からわかるように, RNNを用いれば可変長の入力であっても計算
をすることができ, 最終的には次元数が決まったベクトル ytが出力される. また, 学習時には想定で
きないほど長い系列に推論時に遭遇しても機構を変えることなく対応できるのも RNNの大きなメ
リットである.
2.1.4 Long Short-term Memory (LSTM)
誤差逆伝播法を用いた重みの更新では, 計算された誤差を掛け合わせるなどして適切な伝搬誤差を
計算していく. このとき RNNのような入力系列の長さに比例して演算回数が増えるネットワーク
では, 長い入力系列に対して伝搬誤差が消失・爆発してしまうことが知られている. そのため, RNN
は入力系列における長期の依存関係を扱うには不十分とされ, 代わりに式 (2.5)で表せられる Long
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図 2.2: 時刻 tにおける LSTMの処理の流れ
Short-term Memory (LSTM) [7] のような隠れ状態の更新に制限を設けたネットワークを用いるこ
とが一般的である.
it =  (Wxixt +Whiht 1) (2.5)
ft =  (Wxfxt +Whfht 1) (2.6)
gt = tanh (Wxgxt +Whght 1) (2.7)
ot =  (Wxoxt +Whoht 1) (2.8)
ct = ft  ct 1 + it  gt (2.9)
ht = ot  tanh (ct) (2.10)
ここで, ct 2 Rm は時刻 t におけるセル状態を表す. さらに, it 2 Rm, ft 2 Rm, gt 2 Rm,
ot 2 Rm はそれぞれ入力ゲート, 忘却ゲート, セルゲート, 出力ゲート, Wxi 2 Rme, Whi 2 Rmm,
Wxf 2 Rme, Whf 2 Rmm, Wxg 2 Rme, Whg 2 Rmm, Wxo 2 Rme, Who 2 Rmmは各ゲート
の計算で使われる重み行列である. ただし, h0 は一般的にゼロベクトルである. また, ct の計算に用
いられる はアダマール積を表す. 時刻 tにおける LSTMの処理の流れは図 2.2のようになる.
LSTMでは入力ゲートと忘却ゲートによって, ct に何を記憶し, ct から何を消去するかをコント
ロールする. この機構により, 重要な情報が記憶され, 重要でない情報は破棄されていくので, 長期的
な依存関係を学習するのに適している.
通常の LSTMでは時刻 t = 1から t = T まで順番に xtを入力していく. これは例えば, 文 \I used
to rule the world."を \I", \used", \to", \rule", \the", \world", \."の 8つのトークンにわけ、\I"か
ら順番に入力していく操作に相当する. この場合, 文の順方向の関係は LSTMに保存されるが, 逆方
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図 2.3: 2層の Stack LSTMの処理の流れ
向の関係はうまく学習できないことが考えられる. そこで, 順方向に入力する LSTMとは別に逆方向
に入力, つまり \."の方から入力する LSTMを用意する. このように双方向それぞれに LSTMを用
いるような機構は双方向 LSTM (Bidirectional LSTM) と呼ばれる.
さらに, 複数の LSTMを積み上げた Stack LSTMと呼ばれるモデルも存在する. Stack LSTMで
は,まず 1層目の LSTMが入力を受け取り,隠れ状態を更新したあと,その隠れ状態を 2層目の LSTM
に入力して渡す. 2層目の LSTMも同様に隠れ状態を更新し, それを次の層の LSTMに渡す. このよ
うに l  1層目の LSTMの隠れ状態を l層目の LSTMに入力として渡す操作を最後の層の LSTMに
達するまで繰り返していく. すべての LSTMの計算が終わった時点で, 今度は 1層目の LSTMに新
たに次の時刻の入力が与えられる. 例えば, 2層の Stack LSTMにおける処理の流れは図 2.3のよう
になる. 各層の LSTMは異なる重みパラメータを持つ. したがって, Stack LSTMは 1層の LSTM
よりパラメータが多く, モデルとしての表現力もより優れているとされる. 結果として, 文生成など
より複雑なモデリングが必要となるタスクで使われることが多い.
LSTMのように隠れ状態の更新をコントロールする機構を持つ再帰型ネットワークとしては他に
Gated Recurrent Unit (GRU)[8]が知られている. GRUは LSTMと比較して, セル状態を持たない
ためにパラメータ数が少ないがその性能は LSTMとほぼ同等とされている.
2.1.5 Encoder-Decoderモデル
Encoder-Decoderモデル [1, 9]は、機械翻訳のような文から文への生成タスクで広く使われるモ
デルである. この手法のモデルは、入力から情報を抽出する符号化器 (Encoder)と, Encoderが抽出
した情報を元に文を生成する復号器 (Decoder)の 2つの機構から構成される. Encoder-Decoderモ
デルによる機械翻訳の例を図 2.4に示す.
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図 2.4: Encoder-Decoderモデルによる機械翻訳の例. <s>は文頭トークン, </s>は文末トークン
である.
Encoder と Decoder が LSTM だった場合の, 翻訳の流れを説明する. 翻訳元のトークン列が
[w1; w2; :::; wt; :::; wT ]であるとすると,これは式 (2.1)によって,単語の分散表現の列 [x1; x2; :::; xt; :::; xT ]
に変換される. これを用いて計算する Encoder側の LSTMの時刻 tにおける出力 henct は式 (2.11)
のようになる.
henct = LSTMenc
 
xt; h
enc
t 1

(2.11)
終端まで式 (2.11)に従って翻訳元系列を入れていくと, 最終的に LSTMの出力として, hencT が得
られる. この最後の LSTMの出力をにより, Decoderに翻訳元の系列の情報が伝わる.
Decoderの出力は式 (2.12)のように計算される.また, Decoder LSTMの初期隠れ状態は式 (2.13)
に示すように, Encoder LSTMの隠れ状態を引き継ぐ.
hdeci = LSTMdec
 
yi 1; hdeci 1

(2.12)
hdec1 = h
enc
T (2.13)
pi =Wprojhi (2.14)
ここで, Wproj 2 Rvmは Decoderの隠れ状態を, 語彙数 vの出力語彙空間へ射影する重み行列で
ある. pi 2 Rv は正規化されていない語彙の出力分布である. したがって,
w0i = arg max (pi) (2.15)
のように最大点を取ることで, 最も尤度の高い出現トークンを得ることができる. w0iに対応する埋め
込み表現ベクトルを yi 2 Rv とすると, この yi が Decoderで次のトークンを計算するときの入力と
なる. ただし y1 は文頭トークンに対応する one-hotベクトルである. このようなトークン出力分布
からの離散的なトークンの取得は, argmaxを用いることが一般簡単だが, サンプリングなど決定的
でないトークン選択手法を利用する場合もある. Decoderは再帰的な構造を持つことによって, 過去
のトークンを前提とした条件付き確率として, トークンの確率分布を計算することができる. このよ
うにして, 計算を繰り返すと, 翻訳先系列 w01;w02; :::;が得られる.
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式 (2.12)に示された計算だけでは, トークンが次々と生成されるのみで, 文の終了をコントロール
する機構が存在しない. そこで一般的には, 特別な文末トークン w0I を用意しておき, w0i = w0I となり
次第生成を終了するという手法をとる. 計算資源の枯渇の問題を考えて, 文末トークンによる終了の
手法と同時に生成系列長が一定を超えたら終了するという対処をすることもある.
2.1.6 交差エントロピー損失 (Cross-entropy Loss)
交差エントロピー損失 (Cross-entropy Loss) は, 機械翻訳を始め多くの文生成タスクにおいて, 学
習時の損失関数として最も広く使われている手法である. Cross-entropy Lossはクラス分類問題を
学習するのに適した損失関数であり, 語彙サイズが vの文生成においては, 式 (3.4)のように定義さ
れる.
Cross-entropy Loss =  
vX
v0=1
y [v0] log p [v0] (2.16)
ここで, y 2 Rv は正解トークンの idに該当する要素のみが 1でその他が 0の one-hotが参照ベク
トル, p 2 Rv はモデルが出力したトークンの確率分布である. また, y [v0]はベクトル yの v0 番目の
要素を表す. 式 (2.12)のように, Decoderの出力となるトークン分布は, 正規化されていないため,
softmax関数を利用して, [0; 1]の確率分布となるよう正規化してから, Cross-entropy損失を用いる
必要がある.
y は one-hotであり, pは正規化された確率分布だから, pが y に近づけば近づくほど, 式 (3.4)の
値は小さくなり, 両者が一致すれば値はゼロとなる. したがって, Cross-entropy Lossを用いて学習
すると, モデルの出力 pは yに近づいていく.
実際の文生成では, 単一のトークンではなくトークン系列について損失関数を定義することが一般
的である. その場合の Cross-entropy Lossは
Cross-entropy Loss =   1
T
TX
t=1
 
vX
v0=1
yt [v
0] log pt [v0]
!
(2.17)
と定義できる. ただし, y1; y2; :::; yt; :::; yT 2 Rv は教師系列, p1; p2; :::; pt; :::; pT はモデルの出力した
トークン生成分布の系列である.
2.1.7 Teacher Forcing
文生成タスクの特徴としてその出力がトークンという離散かつ非常に種類の多いものであることが
挙げられる. 例えば, 将棋を機械学習によって解く場合, その一手ごとに打てる手の種類は平均 80と
されている. これは一回の出力の計算時におおよそ 80の離散な選択肢の中から一つを選ばないとい
けないということである. 一方文生成においては, 出力語彙は普通 1万のオーダーになる. 将棋など
と比べても遥かに選択肢が多く, 特に学習の初期には, 尤もらしい選択肢を絞り込むのが難しい. こ
の学習の難易度を緩和するために使われるのが Teacher Forcingである.
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LSTMや Transformerを用いた Decoderでは, 時刻 tのトークンを計算するときに時刻 t   1の
トークンあるいは, 時刻 1から時刻 t   1までのトークン列を入力とする必要がある. ここで用い
られる過去のトークンは本来であれば, Decoder自身が過去の時刻に出力したものである. しかし,
Teacher Forcingでは, モデルの過去の出力トークンの代わりに, 参照文中でその過去の時刻に対応す
るトークンを入力する.
参照文のトークンを入力することにより, モデルは過去の自身の出力からいかに次のトークンを出
力するかではなく, 仮にそれまで正しいトークン列を出力できていたとしたとき次にどのトークンを
出力すべきかを学習する. Teacher Forcingは学習を安定させ収束を早くする. 一方でモデルが学習
時に自身の過去のトークン出力をみることができないことには大きな問題がある. 例えば, モデルが
推論時に予期しないトークンを出してしまった場合, 以降の出力が安定しなくなってしまう可能性が
ある. 実際, 推論時には学習時に見たことのない入力を与えられることも多いので, 出力も学習時に
観測したトークンとは異なるものになってしまい, 自身の出力を見て学習していないモデルでは精度
が低下してしまうことがあるとされている.
Teacher Forcingによる学習時と推論時に Decoderへの入力のギャップの問題を緩和するため, 学
習時にも一定の確率でDecoderに自身の出力トークンを入力する Scheduled Sampling [10]が提案さ
れている. Scheduled Samplingは LSTMのような再帰型の生成モデルには有効に機能し, 精度が向
上することが報告されている. 一方で, 後述する Transformerでは Teacher Forcingを使う故に可能
だった学習の並列化が不可能になるなど, Scheduled Samplingがすべての文生成モデルにおいて有
用というわけではない.
2.1.8 注意機構 (Attention)
注意機構 (Attention) [2, 11]は機械翻訳など, 文から文を出力するタスクで広く使われる手法であ
る. Attentionの登場によって, ニューラルネットワークによる機械翻訳の精度が統計的機械翻訳を
上回ることになり, それ以降自然言語処理においてもニューラルネットワークが盛んに使われるよう
になった.
従来の Encoder-Decoderモデルでは, 出力系列が長くなると, 後の方の出力は計算グラフ上で入力
から遠くなってしまうという問題があった. 初期のニューラル機械翻訳では, 特に文法構造が近い言
語対の翻訳において, 入力系列の順番をひっくり返して Encoderに入力すると出力の精度が上がる
という現象が報告されていた. これは, 入力系列を逆順にすることで, 入力文の文頭と出力文の文頭
が計算グラフ上で近くなり, 文頭同士が同じ意味を持つ単語だった場合、正確に文頭のトークンが出
力されることで以降の生成も安定するからであったと考えられる. Attentionは入力と出力の間に再
帰的ネットワークを通した伝搬とは別のパスを用意することで, 計算グラフ上で出力が入力から遠く
なってしまう問題を解決している.
Attentionを用いると, Encoderの各時刻での隠れ状態の系列を
 
h1; h2; :::; ht; :::; hT

とするとき,
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i番目トークンを出力するときの Decoderの出力 ~hi は次のように計算される.
~hi = tanh (Wc [c
0
i;hi]) (2.18)
c0i =
X
t
att (t)ht (2.19)
ait = softmax
 
sit

=
exp
 
sit
P
t0 exp
 
sit0
 (2.20)
ここで、hi は Decoderの隠れ状態であり, c0i は Contextベクトルと呼ばれる. また, スコア関数 sit
は Encoderと Decoderそれぞれの隠れ状態の関数で
sit = hi  ht (2.21)
などが使われる. c0iはEncoderの隠れ状態の aitによる重み付け和となっており,これを介してDecoder
に Encoder側の情報が伝えられる. ait は softmax関数によって正規化されており i番目の出力に対
してどの時刻の Encoderの隠れ状態が重要であるかを伝える役目を担う. Attentionを介した計算は
どの tと iの組に対しても同じ計算回数となるため, 前述の出力が入力から遠くなってしまう問題を
解決している.
なお, Attentionを介してDecoderに情報を伝える際には,単一方向のEncoderでなく, Bidirectional
Encoderを用い, 双方向の Encoderの隠れ状態を連結してAttentionの計算を行うことが一般的であ
る. また, Decoderへの入力として一つ前の時刻の出力トークンだけでなく,一つ前の時刻のAttention
のベクトルも合わせて渡す手法もある. これは, 過去に注目した Encoder側の系列についての情報を
Decoderに与える目的があり, Input feedingと呼ばれる [11].
2.1.9 Transformer
Transformer [3]は, LSTM等の再帰的なニューラルネットワークを使わずに, Attentionベースの
機構を用いて入力系列から文を出力するモデルである. Transformerは複数の Transformerブロック
によって構成されている. Transformerブロックの構造は Encoderと Decoderで多少異なるが主に
2種類の機構からなる.
Transformerブロックの 1つ目の構成要素は Attention機構である. 本来 Attentionは Encoder-
Decoderモデルにおいて, Encoderから入力系列についての情報をDecoderに重み付きで引っ張って
くる際に使われる機構だが, Transformerでは同一系列内でのトークン同士の関係性をモデリングす
るのにmも Attentionが使われる. このように系列内部での関係を計算する Attetntionは自己注意
機構 (Self-attention) と呼ばれる. Transformerにおける Attentionの計算は式 (2.22)のように定義
され, Scaled Dot-Product Attentionと呼ばれる.
Attention (Q;K; V ) = softmax

QKTp
dk

V (2.22)
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ここで, Q 2 Rlqdk , K 2 Rlkdk , V  Rlvdv はそれぞれ, query, key, valueと呼ばれ, queryベ
クトルの系列 [q1; q2; :::; qlq ], keyベクトルの系列 [k1; k2; :::; klk ], valueベクトルの系列 [v1; v2; :::; vlv ]
を行方向に並べたものである.
p
dk で割ることによって, 行列席の要素の値を抑え, softmax関数の
出力が鋭くなりすぎて, 微分値が極端に小さくなることを防いでいる.
さらに Transformerでは, 与えられた系列に対して, 単一の Attentionではなく, 複数の Attention
を並列に計算するMulti-head Attentionと呼ばれる手法を用いる. Multi-head Atttentionは式 (2.23)
のように計算される.
MultiHead (Q;K; V ) = Concat (head1; head2; :::;headh)W
O (2.23)
headi = Attention

QWQi ;KW
K
i ; V W
V
i

(2.24)
ただし, WQi 2 Rdmodeldk , WKi 2 Rdmodeldk , WVi 2 Rdmodeldk , WOi 2 Rhdvdmodel はそれぞれ重
み行列であり, Concat ()は連結を表す.
Encoder側からの情報を元にDecoder側の計算を行う,いわゆる従来型のAttention (Source-target
Attention) は, 式 (2.23)で qi = h0dect , kt = henct , vt = henct とした Q, K, V を入力すれば計算でき
る. また, Self-attentionでは qt = kt = vt = henct あるいは, qt = kt = vt = hdect とすればよい.
与えられた系列のペアに対して, 複数の Attentionを計算するのには, headによって系列中の異な
る関係性を捉えるという目的がある. 例えば, 一つの headが主語と述語の関係を計算するのに対し
て, 別の headが修飾語と被修飾語の関係を計算するなど, headによって異なる役割を持つように学
習されれば, 多角的なに出力を計算できるようになる. ただし, Attention自体に特定の関係を捉える
よう矯正するような教師信号を与えるわけではないので, 必ずしもすべての Attention Headが推論
時に重要や役割果たすようになるわけではないこともわかっている [12].
Transformer ブロックを構成するもう一つの重要な機構が Position-wise Feedforward Networks
(Position-wise FFN) である. Multihead Attentionが系列内のトークン同士の関係について計算す
るのに対して, Position-wise FFN単一のトークンについての計算をユニットで, 式 (2.25)のように
定義される.
FFN (x) =W2ReLU (W1x+ b1) + b2 (2.25)
ここで, x 2 Rdmodel は入力, W1 2 Rdffdmodel , W2 2 Rdmodeldff は重み行列, b1 2 Rdff , b2 2
Rdmodel はバイアスである. また, ReLUは ReLU (x) = max (0; x)で定義される活性化関数である.
入力 xを除くパラメータは入力の系列内での位置に対して普遍である. dff は dmodel 以上の値を設
定することが一般的で, 通常は dmodel = 512に対して, dff = 2048などの値を用いる. 式 (2.25)の
とおり, Vaswaniらの Transformerでは Position-wise FFNの活性化関数に ReLUを用いているが,
後続の手法ではGaussian Error Linear Units (GELU) など異なる活性化関数が採用されることもあ
る [13].
Transformerの Encoderは Self-attentionに Position-wise FFNをつなげたブロックから構成され,
Decoderは Source-target Attentionと Self-attentionに Position-wise FFNをつなげたブロックで構
成される. いずれのユニットそのまま繋ぎ合わせるのではなく, Residual Connectionによって接続
される他, Layer Normalizationによる正規化も行われる.
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Multi-head Attentionと Postion-wise FFNの計算式からもわかるように, Transformerは再帰的
な機構を持たないため, 系列入力には何らかの形で系列中のトークンの前後関係を表現できる情報
を付加する必要がある. これには主に Postional Encoding が用いられる. Positonal Encoding は
式 (2.26), 式 (2.27)のように定義される.
PE (pos; 2m0) = sin

pos=100002m
0=dmodel

(2.26)
PE (pos; 2m0 + 1) = cos

pos=100002m
0=dmodel

(2.27)
ここで, posはトークンの系列内での位置, 2m0, 2m0 + 1は数値のベクトル内での次元の番号を表
す. また, dmodelは Transformerの Attentionの次元数であり, 一般的にWord Embeddingの次元数
と同一の値が使われる. Positional Encodingの各次元で正弦波になっており, それぞれの周期は 2
から 10000  2までの幾何数列になっている.
このような数式がトークンの位置関係を表現するために採用されたのは, あるトークンに対して相
対的に離れた位置の Postional Encodingの値が, そのトークンの Positional Encodingの値の線形関
数として表現できるからである. 例えば, 偶数番目の次元について, posから k離れた pos+ kの位置
の Positional Encodingを考える. 簡単のため um0 = 1=100002m
0 とおくと,
PE (pos; 2m0) = sin (pos  um0) (2.28)
PE (pos; 2m0 + 1) = cos (pos  um0) (2.29)
と書けるから, PE (pos+ k; 2m0)について
PE (pos+ k; 2m0) = sin ((pos+ k)um0) (2.30)
= sin (pos  um0) cos (kum0) + cos (pos  um0) sin (kum0) (2.31)
= PE (pos; 2m0) cos (kum0) + PE (pos; 2m0 + 1) sin (kum0) (2.32)
が成り立つ. したがって, PE (pos+ k; 2m0)を PE (pos; 2m0)と PE (pos; 2m0 + 1)の線形結合で表す
ことができる.
Positional Encodingの他にも, 位置に対応した埋め込み表現を返す Positional Embeddingを利用
する方法も広く使われている. この場合は, 値が固定されている Positional Encodingと異なり, 位置
情報を埋め込む分散表現も学習の対象となり, 値が変化していく. 位置ごとの埋め込み表現を利用す
る場合, 学習時にはあまり遭遇しない位置の表現の学習が不十分になる可能性が考えられる. これに
は長い系列の後半に相当する位置の分散表現が該当する. このようにあまり学習されない位置の埋め
込み表現ができないために, 位置の絶対値ではなく, 他のトークンとの相対位置を基準に埋め込み表
現を取得して用いる手法も存在する [14].
Transformerの最大の特徴は, 入力系列について, トークン単位で順番に計算していくのではなく,
すべてのトークンを一度に並列入力して計算できることである. これは予めすべての入力系列がわ
かっているときには高速な計算が可能なことを意味する. 例えば, 翻訳の Encoderとして利用すると
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きには, 翻訳元のトークン系列ははじめからわかっているので, 一気にすべてのトークンに対する隠
れ状態を計算することができる. 一方で, Decoderとして利用するときには, ひとつずつトークンを生
成していく必要があるので, この並列性を活かすことは難しい. しかし, 実は前述の Teacher Forcing
のような設定では, 学習時のみ Decoderにおいても並列性を活かすことができる.
TransformerのDecoderは自身が過去に生成したトークン列から次のトークンを生成する. この過
去のトークンとして参照文の過去の時刻にあたるトークンを入力すればよい. このとき生じる問題と
して, 出力トークンの出力系列中での位置によって, 過去のトークンとして扱うものの数が異なるこ
とが挙げられる. 具体的には, 推論時は未来のトークンを見ながら生成することが不可能なので, 未
来の位置にあたるトークンを隠して計算をする必要がある. これには, i番目の位置のトークンを出
力するときに Attentionの i+ 1番目以降の位置からの情報がゼロになるようにマスクをかけてやれ
ばよい.
こうして, 学習時の並列性を保証することで, Transformerは LSTMよりもトークン一つあたりの
計算量が大きいにも関わらず, より高速な学習を実現している. 特にGPUによって高速な行列計算が
可能になっている近年では, LSTMに代わって Transformerが文生成モデルの主流となりつつある.
Transformerの欠点の一つは, その学習率設定の複雑さである. 一般的な教師あり学習では, はじ
めに大きめの学習率を設定して広域を探索させたあと, 開発用データに対するモデル出力の評価が悪
化したら, 学習率を徐々に小さくしてよいパラメータを探っていくことが多い. しかし, Transformer
の学習でははじめに学習率を大きくとってしまうと学習が収束しなくなってしまう可能性があること
が知られている. これに対処するため, Transformerでは例えばつぎのような式で学習率を調節する.
lr = d 0:5model min
 
n 0:5step ; nstep  n 1:5warmup

(2.33)
ここで, nstepは学習ステップ (パラメータ更新のステップ) の数, nwarmupはウォームアップステッ
プの数である. ウォームアップは学習開始から, 徐々に学習率を上げていく手法のことを指す. した
がって, Transformerでは最初に小さな学習率を設定し, 学習ステップ数が nwarmupに達するまで学
習率を徐々に大きくしたあと, 今度は徐々に学習率を下げていくことになる.
このような学習率設定が必要になるのは, Layer Normalizationのパラメータが学習初期には安定
しないからであるとされている [15]. 学習率設定に対するモデルの敏感性は, 教師あり学習において
は, 学習が遅くなるということ除けば, 大きな問題にはならないが, 強化学習のような学習の序盤に
広域の探索が必要な学習設定には適しているとは言えない. 学習率の変化に対して頑健性をもたせる
ため, Layer Normalizationの機構に改良を加えた手法も存在する [15, 16].
2.2 評価指標
文生成タスクの出力は自然言語であるためモデルの出力評価の基準を設定するのが難しい. 例え
ば, 機械翻訳であれば, 出力文が翻訳文としてどのぐらい最もらしいかということを何らかの形で調
べる必要がある. 人手による評価をするのが, おそらくは最善な手法である. しかし, 人に評価を依頼
するコストや, 学習中に開発データに対する出力の評価を頻繁に行わなければいけないことを考える
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と, 最後の評価段階以外で人手評価を行うのは現実的ではない. そこで, 多くの研究ではここで紹介
するような自動評価尺度が利用されている.
2.2.1 BLEU
Bilingual Evaluation Understudy (BLEU) [17] は翻訳の自動評価のために考案された評価尺度で
ある. 人間の評価との相関も比較的高いとされており, また高速に計算可能なため, 標準的な機械翻
訳の評価尺度として広く使われている.
BLEUはモデルの出力文と参照文 (正解文)の位置を考慮しない,連続するトークンの並び (n-gram)
の一致を元に計算され, 出力文と参照文のトークン化手法が一致していれば, 言語に関わらず用いる
ことができる特徴を持つ. 文単位で計算すると分散が大きいことから, 主に文書単位で計算される.
考慮する最長の n-gramをN 単語とした場合, その計算は式 (2.34)のようになる. 機械翻訳の性能評
価では N = 4とすることが多い.
BLEU = BP  exp
 
NX
n=1
!n log pn
!
(2.34)
ここで, pn は n-gram 精度 (n-gram precision) と呼ばれ, 式 (2.35)のように定義される.
pn =
P
i出力文 iと参照文 iの両方で出現する n-gramの数P
i出力文 i中の n-gramの総数
(2.35)
また, !n と BP は一般的にそれぞれ
!n =
1
N
(2.36)
BP = min

1;
P
i参照文 iのトークン数P
i出力文 iのトークン数

(2.37)
が用いられる. !n は各 n-gram精度にかける重み係数, BPは簡潔ペナルティ (Brevity Penalty) で
ある. n-gram precisionの算出では, 出力文が参照文に対して極端に短い場合に高い数値が出てしま
うという問題があるため, Brevity Penaltyによる重み付けによってをの問題を防いでいる. n-gram
precisionは n = 1の場合は単語訳が正確か, 高次元の nでは流暢な訳をであるかを示す. BLEUで
は !nの値を調整することによって単語訳の精度と文の流暢さのどちらを重視するかを調節すること
ができる.
式 (2.34)と式 (2.37)からわかるように, BLEUは [0; 1]の値をとり, その値大きいほど出力の評価
が高いとされる. 論文に記載するときは計算値を 100倍し, [0; 100]の数値として表記されることが慣
例となっている.
BLEUは計算が簡単な一方で, モデルの出力に対して微分可能な形で計算することができないた
め, 直接学習時の損失関数として用いることはできない. 結果としてほとんどの機械翻訳の手法では,
学習時と推論時に異なる評価関数を使うことになる. 他に欠点として, あくまで, トークン単位の並
びの一致を元に計算されるものであり, 意味を考慮したものではないことが挙げられる. トークンの
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一致を基準とする BLEUでは同義語や類義語が全く異なるトークンとして計算されてしまう. 例え
ば, 参照文 \I ate the apple."に対して, 3つの出力文 \I counsumed the apple.", \I ate an apple.", \I
ate the potato."を考えると, いずれの出力文も参照文に対する BLEUスコアは同一になる. しかし,
前者２文が意味的には問題ない文であるのに対して, 最後の文は明らかに間違った文になってしまっ
ている. このように, BLEUでは出力文と参照文がほぼ同一の意味を持っていても, 出現するトーク
ンが異なっていればスコアが低くなってしまうことがある.
BLEUが同義語を正しく扱えないことに着目し, 同義語辞書を使うことで, 同義語を考慮した文同
士の比較にも対応したMETEOR [18]と呼ばれる評価指標も存在する. また, 精度を重視する BLEU
とは逆に出力文と参照文の間の n-gram再現率を元に計算される ROUGE [19]も存在しており, これ
は主に文章要約の評価指標として広く使われている.
なお, BLEU自体は翻訳精度の自動評価を念頭において提案された手法ではあるが, BLEUの計算
には翻訳元の文は全く利用されない. したがって, キャプション生成など, 翻訳以外の文生成タスク
においても, 出力文と参照文の比較に BLEUを用いることがある.
2.2.2 GLEU
BLEUはもともとコーパス規模でのモデルの精度評価のために考案された手法である. 特にBrevity
Penaltyはコーパス単位でこそ, うまく機能するものの, 文単位では過剰にスコアを低く見積もってし
まうことも多い. また, 文単位のBLEUでは高次の n-gramの一致が存在しない文対において, 評価が
大きく落ち込んでしまうことも考えられる. これらの理由から, 文単位のBLEUは値の分散が大きく,
適切な評価ができないとされている. しかし, 文単位で n-gramを基準とした出力文と参照文の比較・
評価を行いたい場面も存在する. そのような状況下で利用を考慮して提案されたのが, Google-BLEU
(GLEU) [20]である.
GLEUは, 出力文と参照文の間で, 1からN までの n-gramの精度 p0N と再現率 r0N を求め, その両
者のうちの小さい方の値をとることによって得られる. したがって, その定義は式 (2.38)のようにな
る. BLEUと同様N = 4とするのが一般的である.
GLEU = min (p0N ; r
0
N ) (2.38)
また, p0hN と r0N はそれぞれ式 (2.39), 式 (2.40)のように計算される.
p0N =
P
i
PN
n=1出力文 iと参照文 iの両方で出現する n-gramの数

P
i
PN
n=1出力文 i中の n-gramの総数
 (2.39)
r0N =
P
i
PN
n=1出力文 iと参照文 iの両方で出現する n-gramの数

P
i
PN
n=1参照文 i中の n-gramの総数
 (2.40)
GLEUも BLEU同様 [0; 1]の値をとり, コーパス規模の計算では両者はよい相関を持つとされてい
る. 一方で, BLEUと異なり, GLEUは文単位でも値が安定するため, 文単位で n-gram基準の評価関
数を用いたいときに利用される.
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n-gramの一致を元に算出する値である以上, GLEUも BLEU同様同義語や類義語を考慮して出力
の評価を行うには適さない. また, やはりモデルの出力に対して, 微分可能な操作ではないため, 文生
成モデルの学習時に直接損失関数として利用することはできない. しかし, 後述する強化学習を利用
した文生成では, BLEUの代わりに GLEUを用いて, 推論時の BLEUスコアを向上を目指すことが
多い.
2.3 事前学習モデル
事前学習モデルとは, あらかじめ大量のテキストデータを元にトークンや文の分散表現を学習させ
たもののことである. ここで紹介するような大規模言語モデルをベースとした事前学習モデルを用い
る意義は大きくわけて２つ存在する. ひとつは, ニューラルネットワークを用いるにはデータの足ら
ないようなタスクにおいても事前学習モデルから転移学習することで, タスク精度の向上が見込める
こと. もうひとつは, 文脈付きの分散表現を下流のタスクに利用できることである.
大規模言語モデルによる事前学習モデルが登場する以前にも, Word2Vec [21]などテキストデータ
を元に単語の分散表現を学習させ手法は存在していた. これらの手法では大量のテキストデータを使
い, 高度な単語の分散表現をモデルに学習させる. データの少ないタスクを学習させたいときには, 入
力をこの分散表現抽出モデルに通し, 出力される分散表現を使ってそのタスクを学習させる. 表現抽
出モデルは大量のデータの知識を蓄積しているため, 推論の際にタスクの学習データに存在しなかっ
た入力に遭遇しても, 既知の入力に似た分散表現を出力できる可能性が高く, タスクの精度の低下を
ある程度抑えることができる.
しかし, ただ大量のデータで学習した単語の分散表現抽出器を使うだけでは, 解決されない問題も
ある. Word2Vecのような手法では, トークン列を与えられたときに, それぞれのトークンに対応す
る分散表現の列を返す. このとき得られる分散表現はトークンに対して固有である. したがって, 同
じのトークンであれば, 系列中の周りのトークンが異なっていてもまったく同じ分散表現が得られる.
これだと例えば, \I have a pet mouse."と \I bought a mouse for my laptop."が与えられたときに,
\mouse"が同じ分散表現になってしまう. 前者のネズミを指しており, 後者は電子機器を指している
ので両者は全く異なるものであり, 分散表現も異なっているべきであると考えられる.
トークンに対して一意に決まる分散表現では, 自然言語の多義性を表現するには足りない. それを
表現するためには, 対象トークンだけでなく, そのトークンが含まれる文全体の情報が必要になる. そ
こで, 文全体の情報をトークンの分散表現に取り込むために考えられたのが, 言語モデルをベースと
した文脈付き分散表現である.
2.3.1 Embeddings from Lanuage Models (ELMo)
Embeddings from Lanuage Modelsは LSTMベースの言語モデルを利用した事前学習モデルであ
る. 一般に言語モデルは, N 個のトークン系列 (w1; w2; :::; wN )を与えられたとき, 過去のトークン履
歴 (w1; w2; :::; wk 1)から次のトークン wk が出現する確率をモデル化したもので,式 (2.41)のよう
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に定義される.
p (w1; w2; :::; wN ) =
NY
k=1
p (wk j w1; w2; :::; wk 1) (2.41)
p ()がスタック LSTMをベースにしたモデルだとすると, トークンの位置 kに対して, LSTMの l
番目のレイヤーは分散表現
 !
h k;l を出力する. ただし, l = 1; 2; :::; Lはスタック LSTMのレイヤー数
であるとする.
 !
h k;lは位置 kのトークンのみによって決まるものではなく, その位置までのトークン
履歴にも依存するため, これら文脈情報を持った分散表現といえる. また, このうち最後のレイヤー
の出力である
 !
h k;Lに対して softmax関数を適用することによって, 出力トークンの確率分布が得ら
れる.
ここまで説明したのは, トークン系列の前から後ろへの関係をモデリングした順方向の言語モデル
である. ELMoでは同様にして, 逆方向の言語モデルについても式 (2.42)のように定義する.
p (w1; w2; :::; wN ) =
NY
k=1
p (wk j wk+1; wk+2; :::; wN ) (2.42)
逆方向の言語モデルの LSTMからは, 逆方向の文脈情報を持った分散表現
  
h k;l が得られる.
ELMoではこれらの双方向 LSTMから得られる分散表現にトークン中の文字から計算されたトー
クン単位の分散表現 xkを合わせた 2L+1個の分散表現のベクトルを連結し, 位置 kのトークンにつ
いて式 (2.43)のように分散表現 Rk を得る.
Rk =

xk;
 !
h k;l;
  
h k;l
 l = 1; 2; :::; L = (hk;l j l = 0; 1; 2; :::; L) (2.43)
ただし, hk;0 = xk で, l 6= 0のとき hk;l =
h !
h k;l;
  
h k;l
i
である.
ELMoは事前学習を済ませた後はそのパラメータを固定し, 入力系列に関する分散表現を抽出する
機構として利用するのが一般的である. その際は入力系列に対して計算された R1; R2; :::; RT を実際
にタスクを解くモデルの入力として用いる. ELMoからは, 文脈情報を含んだトークンの分散表現が
得られるので, 下流のタスクの精度の向上が見込めることがわかっている.
2.3.2 Bidirectional Encoder Representations from Transformers (BERT)
Bidirectional Encoder Representations from Trasnformers (BERT) は, その名前からもわかるよ
うに ELMoに続く, 大規模データを用いた事前学習モデルである. LSTMベースの ELMoとは異な
り, BERTは Transformerをベースにしている. BERT以前の事前学習モデルは, トークン系列の処
理方向が一方向のみ, あるいは, ELMoのように双方向の LSTMを利用してそれぞれ一方向に系列を
入力して得られた分散表現を連結して出力するようなものだった. したがって, 順方向のトークン列
の関係性と逆方向のトークン列の関係性をそれぞれ別々に取得することはできても, あるトークンに
対して前後両方のトークンとの関係性を同時に分散表現として得ることは不可能だった. BERTで
は, Transformerの Attentionをマスクをかけないで利用することで, 前後両方の関係性を同時に分
散表現として獲得できるようなモデルを実現している.
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BERTの事前学習手法はMasked Language Model (Masked LM) と呼ばれている. Masked LM
では, 系列の中で予測したいトークンを特殊なマスクトークンに置き換える. 従来の言語モデルでは,
過去のトークンから次のトークンを予測するが, Masked LMでは一部マスクトークンに置き換えら
れたトークン系列にたいして, マスクトークンの位置のトークンを予測する.
一部にマスクをかけたトークン系列に対するトークン予測を学習させるために, Masked LMでは
入力系列に加工をする. その加工は次のようなものである.
 15%の確率でトークンを選ぶ. 選ばれたトークンについては,
{ 80%の確率でマスクトークン (<msk>)に置き換え.
{ 10%の確率でランダムな別のトークンに置き換え.
{ 10%の確率でそのまま.
とする.
 トークン系列の先頭に特別なトークン (<cls>)を付加.
 トークン系列の末尾に文の境界トークン (<sep>)を付加.
このように, 入力系列を加工することで, BERTではマスクがかかっていないトークンから得られ
る情報を元に, マスクがかかったトークンを予測する. <cls>トークンは, それに対応する位置の出
力を, 文レベルのタスクを解く際の, 文の分散表現として用いる. また, <sep>トークンは, 文の末尾
あるいは境界を表すトークンであり, 後述するもうひとつの事前学習手法の際に重要な役割を果たす.
入力加工によって生じるマスクトークンは, BERTの学習時にしか存在せず, 推論時はすべて普通
のトークンが入力されるため, どうしても学習時と推論時にギャップが生じてしまう. 変更の対象に
選んでも, そのままにしておくトークンが存在するのは, このギャップによる性能の劣化を軽減する
ためであるとされている.
Masked LMに加えて, BERTでは Next Sentence Predictionと呼ばれるタスクも事前学習に取り
入れている. このタスクは, モデルに 2つの文を続けて入力し, それらが前後関係にある文であるか
どうかを判定するというものである. このとき, 2つの文の境界を表現するのに前述の <sep>トー
クンが利用される. 例えば, 1文目の系列が (w1; w2; :::; wT ), 2文目の系列が (w01; w02; :::; w0T 0)のとき,
BERTへの入力系列は, (<cls>;w1; w2; :::; wT ; <sep>;w01; w02; :::; w0T 0 ; <sep>)となる. このタスク
が採用されたのには, モデルに文内でのトークンの関係だけでなく, 文同士の関係性についても学習
させるという目的がある. これにより, BERTは一つの系列に対する分散表現だけでなく, ペアで与
えられた文対に対する分散表現も獲得することができる. これはつまり, テキストと出題文が存在す
る読解問題など, 入力として 2つの系列が発生するタスクにも BERTを利用することができるよう
になるということである.
Masked LMと Next Sentence Predictionで事前学習をさせた後は, その出力を利用して他のタス
クを学習させることになる. このとき出力が文単位となるタスクにたいしては, 前述の通り入力側で,
<cls> トークンに対応する位置の出力を文の分散表現とし, タスクに応じた出力層を追加して学習さ
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せる. 一方, トークン単位の出力が必要なタスクについては, 各入力トークンに対応する位置の出力
を利用して同様に学習させればよい.
ELMoを使った場合の転移学習と異なる点としては, ELMoがパラメータを固定した純粋な分散表
現抽出器として利用されるのに対し, BERTはパラメータを固定せずタスク用に追加したモジュール
と一緒に再度学習させる点である. 実際, ELMoはパラメータを固定したほうがタスクの精度が上が
り, BERTは逆にパラメータを動かした方がタスクの精度が上がるという結果も報告されている [22].
BERTの欠点は事前学習に非常に長い時間を必要とすることである. 従来の言語モデルでは, 与え
られたトークン系列すべてに対して, 順番にトークン予測を行うので, トークン系列すべてを学習対
象として扱うことができた. ところが, BERTではトークン系列を与えられても, 学習の対象となる
のはそのうちマスクトークンに置き換えられているもののみである. BERTへの入力系列のうち, マ
スクに置き換えられているトークンは全体の約 12%しかないので, 従来の言語モデルと同じだけ学習
を行うのに 8倍以上の時間がかかることになる. さらに, BERTは従来の Transformerと比べても,
Transformerブロックの数と Attentionの Headの数を増やしており, 学習時には複数の GPUに載
せないとうまく学習が行えないほどパラメータ数が多くなっている.
したがって, BERTは多大な計算資源を持っていないと, 再現実装をすることができない. それで
も, BERTが広く使われるようになってきているのは, それがあくまで事前学習モデルだからである.
事前学習と異なり, タスクに合わせた BERTのファインチューンは単一の GPUでも十分に可能で
ある. Googleが配布している BERTの事前学習済みパラメータからスタートし, 少量の転移先タス
クのデータでファインチューンするだけで, 非常に高い精度のモデルが実現できることが知られてい
る. 実際, 発表時の BERTは, 複数の言語処理タスクの総合精度を競うタスクである GLUE [23]や,
質疑応答タスクである SQuAD 1.1 [24]において, 最高精度を達成している.
2.4 強化学習
強化学習は [25], マルコフ決定過程 (Markov Decision Process; MDP) の元で最適な方策を得るた
めの機械学習の手法である. MDPの環境に置かれたエージェントは行動をとり, 環境から報酬と次
の状態の観測を得る. 対して, 環境はエージェントの行動の結果として確率的に状態遷移する. エー
ジェントは報酬や状態遷移の確率を具体的に知ることはできないので, 環境との相互作用を繰り返す
ことで, 累積報酬を最大にするような最適な方策を学習していく. ここでいう最適な方策とは, 時刻
tにおける報酬を rtとするとき, 式 (2.44)で定義される割引付き累積報酬 Rtの期待値を最大化する
方策のことである.
Rt =
TX
t0=t
t
0 trt0 (2.44)
ただし,  は 0 <  < 1を満たす定数で割引率と呼ばれる.
最適な方策を学習する手法は大きく分けると value-basedな手法と policy-basedな手法の 2に分
かれる. Value-basedな手法の代表例は, 時刻 tにおける環境の状態 stとエージェントの行動 y^tに対
して
Q? (st; y^t) = max

E

rt + rt+1 + 
2rt+2 + :::

(2.45)
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のように定義される最適行動行動価値関数Q? (st; y^t)を予測するよう行動価値関数Q (st; y^t)を学習
させる Q学習である. Qによって正しくQ?を推定できるようになれば, arg maxy^t Q (st; y^t)に従っ
て, 行動を選ぶことで最適な方策が得られる.
対して, 本稿で扱う文生成で用いるのは policy-basedな手法の方で, これは行動価値関数を学習す
るのではなく, 直接最適な行動を取るような方策を学習する. このような手法は方策勾配法 [26]と呼
ばれ, その代表例が後述する REINFORCE [27]である.
2.4.1 強化学習による文生成
強化学習を文生成モデル適用することの一番の目的は, 本来微分できない評価指標を学習時にも
利用することである. 例えば, 機械翻訳において, 学習時は Cross-entropy Lossを用いて損失を計算
し, 推論時のモデル評価には BLEUを使うことが一般的である. Cross-entropy Lossは BLEUでは
ないので, Cross-entropy Lossに対してモデルを最適化しても, BLEUスコアが向上するとは限らな
い. 確実に BLEUスコアを向上させるには, 学習時にも BLEUスコアやそれと似た指標を基準を利
用する必要がある. しかし, BLEUは n-gramの一致に基づいた評価アルゴリズムのため, その出力
を翻訳モデルのパラメータに関して微分することができず, 通常の教師あり学習のように誤差を逆伝
搬させることはできない. この微分不可能な評価指標に基づいた学習を可能とする方法のひとつが
強化学習である. 強化学習における報酬はエージェントに対して数値として与えられるのみであり,
エージェントのパラメータについて微分可能である必要はない. むしろ, 強化学習は報酬の計算がブ
ラックボックスになっていることが前提になっている学習アルゴリズムである.
文生成モデルの設定が従来の強化学習の設定と異なる点は, エージェントの行動の性質である. ゲー
ム等の環境のエージェントであれば, 離散的な行動の選択肢は限られている. より複雑な行動空間を
必要とする環境設定も存在するが, その多くでは行動が連続値になることによって複雑性が増加する
のであって, 離散的な行動の選択肢が何百倍になるといったものではない. しかし, 文生成の設定に
おいてエージェントに相当する Decoderは非常に広い離散的な行動空間を持つ. 例えば, Atariなど
では離散的な行動の数はせいぜい 10程度だが, 文生成モデルでは語彙の数がエージェントの行動の
数に相当するため, 1万以上となることが普通である.
巨大で離散的な行動空間を持つという特徴により, 文生成モデルを従来の強化学習の手法で効果的
に学習させることは困難である. とくに, 文生成モデルのパラメータがランダムに初期化された状態
から, 現実的な時間で学習を収束することは大変難しい. そこで, 強化学習を文生成の学習に利用す
る研究の多くでは, 初めから強化学習でモデルを最適化するのではなく, あらかじめ教師あり学習を
適用したモデルに対して, 最後のファインチューンの手段として強化学習をを利用している [28, 29].
2.4.2 REINFORCE
REINFORCE [27]は方策ベースの強化学習の手法の中でも最もシンプルな手法のひとつで, その
目的は式 (2.46)のように行動の系列 Y^ = (y^1; y^2; :::; y^T )に対する報酬 rの期待値を最大化すること
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である.
MaximizeE(y^1;y^2;:::;y^T ) [r (y^1; y^2; :::; y^T )] (2.46)
ただし, Y^ は をパラメータとする方策  に従うとし, rは Y^ の関数であるとする. REINFORCE
の損失関数は期待報酬に負の符号を付けたもので
L =  EY^
h
r

Y^
i
(2.47)
となる. また, 損失関数の に関する微分は方策勾配定理により
rL =  EY^
h
r log 

Y^

r

Y^
i
(2.48)
となる. 系列 Y^ の空間は膨大であるため,  に沿ってすべての Y^ について報酬を計算し期待値を得
ることは困難である. そこで, 実際には  から Y^ をサンプリングすることで損失関数の微分値を求
めることが一般的であり, その場合
rL    1
M
MX
m=1
r log 

Y^m

r

Y^m

(2.49)
のように近似される. ただし, M はサンプリング回数である. 本稿で扱う設定ではM = 1である. サ
ンプリングによる推定では, どうしても推定誤差が生じてしまい, 損失値の分散が大きくなってしま
う. そこで, 式 (2.50)のように報酬から に依存しないベースライン報酬 rbを引くことで, 分散を抑
えることが多い.
rL    1
M
MX
m=1
r log 

Y^m

r

Y^m

  rb

(2.50)
rbを損失関数の微分に含めてもよいかは自明ではない. しかし, rから rbを引いても期待値に影響
を与えないことがわかれば, rb を損失関数に含めても問題ない. これには, E
h
r log 

Y^

 rb
i
が
ゼロになることを示せばよい. ただし, Y^ = (y^1; y^2; :::; y^T )は生成モデルの出力トークン系列である.
まず, 期待値を和の形になおすと, r log  = 1r だから,
EY^
h
r log 

Y^

 rb
i
= EY^
24 1


Y^
r Y^   rb
35
= rb
X
Y^


Y^



Y^
r Y^ 
= rb
X
Y^
r

Y^

(2.51)
と変形できる. 微分の線形性より, r を
P
の外に出してもよいから,
rb
X
Y^
r

Y^

= rbr
X
Y^


Y^

(2.52)
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が成り立つ. ここで,  は Y^ の確率分布であるから, とり得るすべての Y^ についてその和をとると
1となる. これを利用すると,
rbr
X
Y^


Y^

= rbr1 = 0 (2.53)
が得られる. 以上より
EY^
h
r log 

Y^

 rb
i
= 0 (2.54)
となるから, rb は rの期待値に影響を与えない.
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第3章 意味的類似性を報酬とした強化学習に
よる文生成
3.1 Cross-entropy Lossの問題点
Cross-entropy Lossは文生成で最もよく使われる学習手法である. Cross-entropy Lossでは, モデ
ルがから出力された文をトークン単位で参照文と比較し, 損失を計算する. Cross-entropy Lossは微
分可能であるため, 教師あり学習に適している. 一方で, 参照文と比べて少しでも出力トークンがず
れたり, 順番が入れ替わってしまっただけでも, 損失値が変わってしまうことが知られている.
例えば, 出力文が \I saw a lm last night", 参照文が \I watched a movie last night"の場合を考
える. この文のニュアンスだと, \saw"と \lm"はそれぞれ \watched"と \movie"の同義語であるか
ら, ２つの文の意味はほとんど同一である. しかし, Cross-entropy Lossでは, \saw"と \watched",
\lm"と \movie"はそれぞれ全く異なるトークンとして扱われるため, 出力文の評価が低く見積もら
れてしまう.
さらに, 出力文が \He often walked to school", 参照文が \He walked to school often"のような並
べ替えが生じているケースを考える. この文対も意味はほとんど同じだが, Cross-entropy Lossによ
るトークン単位の比較では, 出力文の \often", \walked", \to" \school"が間違い扱いとなってしま
う. このように, Cross-entropy Lossは使われている単語の違いだけでなく, 語順の並べ替えにも非
寛容であることがわかる.
以上のような問題から, Cross-entropy Lossは出力文と参照文を文全体で見た意味を基準に比較す
るには不適切であることがわかる. それでも, Cross-entropy Lossが広く使われているのは, 教師あ
り学習の枠組みの中でトークン単位ではなく文単位で出力文と参照文を比較する方法があまりない
からである.
Cross-entropy Lossによる学習では, よい出力文を得るには不十分であるとして, 強化学習を利用
して文レベルの比較を学習に取り入れる研究も存在する [28, 29]. これらの研究では主に, 機械翻訳
では BLEU, 文章要約ではROUGEといったようにタスクに合わせた n-gramベースの評価指標を学
習時に利用している. Cross-entropy Lossと比較すると, n-gramベースの評価指標はトークンや句
の並べ替えには寛容であるものの, 同義語を正しく処理できないという問題点までは解消できていな
い. したがって, これらの指標でも文を意味で比較するというレベルにまでは至っていない.
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表 3.1: STS-Bデータセットにおける STSスコアの例
STSスコア 文のペア
2.8
a man is playing a guitar.
a girl is playing a guitar.
4.2
a panda bear is eating some bamboo.
a panda is eating bamboo.
3.2 STS
Semantic Textual Similarity (STS) [4]とは, 与えられた 2文に対してそれらの意味的類似度を推
定するタスクである. 意味的類似度は 0 (意味的に全く異なる) から 5(意味的に完全に同一)の連続な
実数値で表現される. 以降この意味的類似度を示す数値を STSスコアあるいは STS値と呼ぶ. STS
タスクにおけるモデルの評価は, 出力された STSスコアの推定値と実際の STSスコアとのピアソン
相関係数により行われる.
STS-Bデータセットに含まれる STSスコアの例を表 3.1に示す. データセット中の STSスコアは
文対に対して, 人が 0から 5の離散値で類似度の評価をつけたものの平均値としている. STSスコア
の特徴は 1つや 2つのトークンの差でも, 文全体の意味が変わってしまうと値が大きく変わってしま
うことである. 例えば, 表 3.1の 1つ目の文対 \a man is playing a guitar."と \a girls is playing a
guitar."はトークン単位で見ると \man"と \girl"が異なっているのみだが, その 1つのトークンの違
いによって意味の違った文になってしまうため, つけられた STSスコアは 2.8とかなり低くなって
いる.
また,表 3.1の 2つ目の文対 \a panda bear is eating some bamboo."と \a panda is eating bamboo."
は後者の文で \bear"と \some"が抜けてしまっているため, Cross-entropy Lossや n-gramベースの
評価指標では評価が低くなってしまう. しかし, 意味的にはほとんど変わらない文対であるため, つ
けられた STSスコアは 4.2とかなり高いものとなっている. このように STSスコアは人が判断する
意味的類似性による評価であるために, Cross-entropy Lossや n-gramベースの指標とは異なる性質
を持つ.
STSが Textual Entailment [30]や Paraphrase Identication [31]といった他の意味的な文比較タ
スクと異なる点は, 推定する値が連続値でなければならないことである. Textual Entailmentはテキ
スト間の含有関係を判定するタスクであり, 与えられた文対に entailment, contradiction, neutralの
3値のどれであるかを推定する. また, Paraphrase Identicationは言い換えになっているか否かの 2
値で推定するタスクである. したがって, これら 2つのタスクはともに離散値で判定すればよく, 離
散値の間の判定まで考慮しなくとも問題ない. 一方 STSでは, 0から 5の連続値で推定する必要があ
るために, 連続的に変化する意味的類似度を推定できるような, より高度なモデリングが必要になる.
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3.3 提案手法
本稿では, 意味的類似性を報酬とした強化学習を文生成の学習に導入することを提案する. 扱う文
生成タスクは機械翻訳とする. 文と文の意味的類似性を具体的に定義するのは困難であるから, STS
タスクを利用する. 具体的には, まず BERTをベースとした STSタスクを解くモデルを学習させる.
これにより 2つの文の意味的類似度を表す STSスコアを推定することが可能になる. この STSスコ
ア推定モデルを使って, 翻訳モデルの出力文と参照文の間の STSスコアを推定する. 推定した STS
スコアを翻訳モデルの強化学習の報酬とすることで, 翻訳モデルにより参照文との推定 STSスコア
が高い, つまり, より参照文に意味的に近い出力文を生成させることを目指す.
3.3.1 モデル構造
提案手法のモデルは, 文生成モデル, 意味的類似度推定モデル, 報酬ベースライン推定モデルの 3つ
のモデルにより構成される. データの流れとしては, まず文生成モデルに翻訳元文が入力され, それ
を元に文生成モデルが翻訳文を出力する. 出力された翻訳文は参照文とともに意味的類似度推定モデ
ルに入力され, 両文の間の STSスコアが推定される. 推定された STSスコアから報酬ベースライン
モデルにより予測されたベースラインの値を引き強化学習の報酬とする.
3.3.1.1 文生成モデル
対象とするタスクは機械翻訳であるため, LSTMベースの Attention付き Encoder-Decoderモデ
ルを用いる. Encoderは Bidirectional LSTMする. このときそのままでは, Encoderの隠れ状態の次
元数が双方向の分でDecoderの隠れ状態の次元数の 2倍になってしまうため, Decoderに渡す前に次
元数が半分になるような重み行列を持つ線形層に通す. 複号時は, 一つ前の Attentionの結果を入力
として Decoderにわたす input feedingを行う. この文生成モデルを pi とおき, その出力はトーク
ンの確率分布であるとする.
3.3.1.2 意味的類似度推定モデル
ニューラルネットワークによって, 2文の意味的類似度を推定する. 具体的に意味的類似度を定義
するのは困難なため, 前述のように STSタスクを利用する. 事前学習済みの BERTに線形層を一つ
追加し, STSスコアを推定する. 比較対象の 2文を Y1, Y2 とするとき, STSスコア推定モデル S の
計算は 式 (3.1)のようになる.
S (Y1; Y2) = ReLU [W  Pool fBERT(Y1; Y2)g+ b] (3.1)
ここで, ReLUはランプ関数, BERT ()は BERTの出力, Poolは BERTへの入力トークン毎に出力
される分散表現をトークン 1つ分にまとめるためのプーリング層である. また, BERTの分散表現の
次元数を dBERT とすると, W 2 R1dBERT は重み行列, b 2 Rはバイアスである. 本稿ではDevlin
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ら [13]に習い, プーリングは <cls>トークンに対応する出力を抽出する操作とした. BERTから抽
出された分散表現は, Wと bによりスカラー値に変換される. なお, この STSスコア推定モデルは
文生成モデルとは異なるパラメータ を持つ.
3.3.1.3 報酬ベースライン推定モデル
強化学習による微分値の分散を抑えるため, Ranzatoら [28]に習い, Decoderの状態から最終的
な報酬を推定するベースライン推定モデルを用いる. 報酬ベースラインモデル B は, 時刻 tでの
Decoderの隠れ状態 st を入力とし式 (3.2)ように定義する.
B (st) =  (W st + b ) (3.2)
ただし, Decoderの隠れ状態の次元数を dhiddenとするとき, W 2 R1dhidden は重み行列, b 2 Rは
バイアスである. は標準シグモイド関数とする. によって, B の出力は [0; 1]で正規化される. こ
のモデルは前述の文生成モデル, 意味的類似度推定モデルとは独立したパラメータ  を持つ.
3.3.2 学習
提案手法でのモデルの学習は次の 3ステップに分かれている.
1. 意味的類似度推定モデルの学習 (ファインチューン).
2. 翻訳モデルの事前学習.
3. 翻訳モデルの強化学習の推定 STSスコアを報酬とした強化学習.
意味的類似度推定モデル S は BERTベースの回帰モデルなため,式 (3.3)に示すように平均二条
誤差を損失関数としてファインチューンを行う.
LS = jS (Y1; Y2)  v (Y1; Y2)j2 (3.3)
ただし, v (Y1; Y2) 2 Rは文対 (Y1; Y2)につけられた STSスコアである. ファインチューンが終了し
たら, S のパラメータを固定する.
翻訳モデル  の事前学習は通常の Cross-entropy Lossで行う. したがって, 翻訳元の入力文がX,
参照文が Y = (y1; y2; :::; yT )のとき, 損失関数は
LCE =  
TX
t=1
log  (y = yt j yt 1; st 1; X) (3.4)
によって与えられる. ただし, st 1 は時刻 t  1の Decoderの隠れ状態である. このような事前学習
が必要なのは, 強化学習のみでは学習の収束に長い時間がかかるからである.
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表 3.2: 用いたデータセットの詳細. ただし, multi30k のテスト文の数は 2 つのテストセット
(mscoco2017, ickr2017 の) の合計である. また, WIT3 についてもテスト文の数は TED2014 と
TED2015の合計となっている.
データセット 学習 (文) 開発 (文) テスト (文) 合計 (文)
STS-B (en) 5,749 1,500 1,379 8,628
multi30k (de-en) 29,000 1,014 1,461 31,475
WIT3 (de-en) 206,112 888 2,115 209,115
強化学習には REINFORCE [27]を用いる. その損失関数は
LRL =  
T 0X
t=1
At log  (y = y^t j y^t 1; st 1; X) (3.5)
と定義する. ただし, ベースライン付き報酬 At は
At =
1
5
S

Y^ ; Y

 B (st) (3.6)
のようになる. ここで, Y^ = (y^1; y^2; :::; y^T 0)は  に従ってサンプリングされたトークン系列である.
S に 15 がかけられているのは, S が [0; 5]の STSスコアを推定するよう学習するのに対して, B 
の出力は [0; 1]の範囲で正規化されているからである. 式 (3.5)によるパラメータ更新の対象は翻訳
モデルのパラメータ のみである.
実際の強化学習時には学習を安定させるため, 損失関数を LCE と LRLの重み付き和にする. した
がって, 強化学習時の翻訳モデルの損失関数は
L = LCE + (1  )LRL (3.7)
となる.  2 (1; 0)はCross-entropy Lossの学習への寄与を調整する係数で, 非常に小さい値を用いる.
翻訳モデルを強化学習させる際は同時にベースライン報酬予測モデルB も学習させる. その損失
関数は
LB =
T 0X
t
15S Y^ ; Y  B (st)
2 (3.8)
のように Sの出力との平均二条誤差とする. このとき Sのパラメータは固定されているため,  に
ついての微分のみを考える.
3.4 実験
3.4.1 データセット
使用したデータセットの詳細を表 3.2に示す. 意味的類似度推定モデルの学習には, STS-B [32]を
用いた. STS-Bは英語のニュース記事, 画像のキャプション, 掲示板の投稿のテキストからなるデー
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タセットで, 文対に 1つに対して人手で STSスコアがつけられている. トークン化はベースとなる
BERTに合わせるため, サブワードトークン化手法のひとつである wordpieceで行った.
機械翻訳にはmulti30k-dataset [33]とWIT3 [34]の中からドイツ語-英語の対訳データを利用した.
multi30kは元々マルチモーダル翻訳 (翻訳元のテキストと対応する画像から翻訳文を出力するタスク)
のために作られおり, 比較的短い画像のキャプション文からなるデータセットである. また, WIT3は
TED talkの多言語の字幕を対訳データとしたデータセットである. トークン化は sentencepieceを
用いて言語毎に別々に行い, 語彙サイズはそれぞれ 8,000とした. 両言語の語彙は共有されていない.
トークン化の前に, テキストをすべて小文字にし, 連続する空白文字は 1つの空白文字に置き換えた.
3.4.2 学習設定
STSスコア推定モデルのベースとして英語のデータで事前学習済みの BERT-base-uncasedを用い
た. ファインチューン時には, 最大入力系列長を 128トークンとした. バッチサイズは 32, 学習率は
最大 2 10 5 で最大 6エポック学習させた.
翻訳モデルの LSTMの隠れ状態は 256次元とした. ただし, Encoderは Bidirectional LSTMとし
たため, その出力の次元の数は 2倍となっている. いずれの LSTMも 1層とした. トークン埋め込み
層次元数は LSTMに合わせ 256とした.
翻訳モデルの事前学習時には慣性付きの Stochastic Gradient Descentを利用した. 初期学習率は
1.0とし, 慣性パラメータは 0.75, 学習率の減衰率は 0.5, ドロップアウト率は 0.2とした. また、バッ
チサイズは 128, 入力系列の長さは最大 100トークンとした. 事前学習はおおよそ 10エポックほどで
収束した.
強化学習の際にも事前学習時と同様に慣性付きの Stocahstic Gradient Descentを用いた. 初期学
習率のみを変更し, 翻訳モデルに対しては 0.01, ベースライン報酬予測モデルに対しては 1:0 10 3
とした. バッチサイズは 100としたが, その他の学習パラメータは事前学習のときと同じである.
推定 STSスコアを報酬とした学習との比較のために, GLEU [20]を報酬とした強化学習による学習
でも実験を行った. 推定 STSスコアを使ったものとの学習の仕方の違いとしては, 式 (3.6)と式 (3.8)
で 15S

Y^ ; Y

を GLEU

Y^ ; Y

に置き替えたのみである. ハイパーパラメータ, 手順などは推定
STSスコアのものと同一にした.
3.4.3 結果
各モデルのテストデータに対する BLEUスコアと STS推定モデルによるスコアを表 3.3に示す.
ベースラインとなる Cross-entropy Lossによる学習と比べ強化学習を用いた手法はいずれも BLEU
スコアで改善が見られる. また, STS推定モデルによるスコアも強化学習を用いた手法では上昇して
いるのがわかる.
提案手法 (RL-STS) は GLEUのような n-gramの一致基準の指標を報酬としたわけではなく, 参
照文との推定 STSスコアを報酬に用いているのにも関わらず BLEUスコアが上昇しているのは興味
深い点である. しかしながら, 推定 STSスコアは n-gramベースの一致を基準とした指標ではないこ
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表 3.3: 各手法のBLEUと推定 STSスコア. mscoco2017と ickr2017はmulti30k-dataset, TED2014
と TED2015はWIT3のテストセットである. RL-GLEUはGLEUを報酬とした強化学習, RL-STS
は推定 STSスコアを報酬とした強化学習のことを指す.
mscoco2017 ickr2017 TED2014 TED2015
Model BLEU STS BLEU STS BLEU STS BLEU STS
Cross-entropy 16.44 2.76 22.22 3.03 12.54 2.63 13.43 2.80
RL-GLEU 20.13 2.93 25.83 3.15 13.97 2.71 14.59 2.89
RL-STS 18.31 2.96 24.70 3.21 13.58 2.87 14.56 2.99
表 3.4: 各モデルの出力文の比較
Model Output Sentences
参照文 I'll show you what I mean. So how do we solve?
Cross-entropy I'll show you what I mean. So how do we solve?
RL-GLEU I'll show you what I mean. So how do we solve?
RL-STS I'm going to show you what I mean. So how do we solve problems?
とから, GLEUを報酬にしたモデルに比べると上昇幅は小さくなっている. 一方で逆に GLEUを報
酬として学習したモデルでも, 推定 STSスコアが向上していることから, n-gramベースの推定 STS
スコアにはある程度相関があることが予想される.
強化学習時の傾向として, 学習が進む毎に Cross-entropy Lossの値が上昇していった. これは, 報
酬が推定 STSスコアだった場合もGLEUだった場合も見られた傾向である. Cross-entropy Lossが
悪化しても, 開発データに対する BLEUスコアが向上していったことから, Cross-entropy Lossは精
度を重視する上で, 学習に最適な評価指標ではないことが改めて確認できた.
推定 STSスコアを報酬とする学習によって, 出力が変化したと思われるケースがいくつか見られ
た. 例えば, 表 3.4の例では RL-STSの出力でのみいくつかのトークンが足されているのがわかる.
これらのトークンの付加はとくに出力文の意味を変えてしまうとは考えられないが, Cross-entropy
LossやGLEUによる評価は明らかに悪化する. 意味が変わっていないのに評価が悪くなってしまう
のは望ましくないので, この変化は推定 STSスコアによる評価の柔軟性を示していると考えられる.
このように出力トークンが変化した例は, 全体では数はあまり多くなかった. その原因のひとつとし
て考えられるのが本研究で用いたデータセットの特性である. 画像のキャプション文 (multi30k)や
TEDTalkの字幕 (WIT3)は比較的短い文が多く, 句の並び替えなどによるパラフレーズの余地があ
まりなかった可能性がある. また, 提案手法はあくまで, 出力の変化が意味に影響を及ぼさなければ
許容するというものなので, 事前学習の時点ですでに意味的に正しい翻訳を出しているような例では,
パラフレーズするように学習が誘導されるわけではない.
また, もうひとつ興味深い点として, 推定 STSスコアを利用したモデルの出力の中には文末トー
クンをうまく生成できていないものが, Cross-entropy Lossによる学習のみのものよりも多く存在し
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た. これは, STSスコア推定モデルのベースとして BERTを利用したことの弊害であると考えられ
る. BERTへの入力は予め用意された wordpieceでトークン化が必要がある. したがって, BERTの
事前学習時で考慮されていない特別トークン (文頭トークン, 文末トークンなど) を新たに定義して
用いることができない. 本実験では, 翻訳モデルの出力から文頭トークンと文末トークンを除いた後,
参照文とともに BERTと特有の<cls>と<sep>を付加して STSスコア推定モデルの入力としてい
た. このような設計では, 文が終了していないことが必ずしも評価の悪化に繋がらないため, 文末トー
クンが出ない出力文が増えてしまった可能性が高い.
3.5 関連研究
文生成の精度の向上を目的として強化学習を利用する研究は過去にも存在する. その大半は学習アル
ゴリズムとして REINFORCEを利用し, 報酬として BLEUら ROUGEなど目的に合わせた n-gram
ベースの自動評価指標を使うものである [28, 29]. ベースラインについては, 本研究のように予測モ
デルを使うもの [28]や, 現在の文生成モデルによる推論時の出力に対する評価値を使う [29]ものが
存在する. より高度な強化学習アルゴリズムであるActor-critic [35]を文生成に適用した研究 [36]も
あるが, 他に複雑な強化学習のアルゴリズムを適用した例はあまり多くない.
本研究のように, 学習時に出力文を意味的に参照文と比較することで出力の質の向上を目指した研
究として挙げられるのが, 出力評価に SIMILEを用いて文生成を学習させるWietingらの手法 [37]
である. SIMILEとは SIM [38]と呼ばれる評価指標を, 文生成の出力評価のために改良したもので
ある. SIMは 2つの文をそれぞれ学習済みの Encoderに入力し, 得られる分散表現のコサイン類似
度を計算することによって得られる値である. Wietingらの手法では出力文と参照文から計算した
SIMをそれらの意味的類似度として扱い, SIMに補正を加えた SIMILEが最適化されるように文生
成モデルを学習させている. この手法が本研究と異なるのは最適かに使うアルゴリズムである. 本研
究がベースライン付きの REINFORCEを用いるのに対して, WietingらはMinimum Risk Training
(MRT) [39]を利用している. 強化学習の報酬を rとすると, MRTは [0; 1]の範囲で正規化された r
について, 1  rを最小化するように学習させる. これは rを最大化することと等価なので, MRTは
ベースラインのない REINFORCEと同じである. ベースラインのない REINFORCEでは, 式 (3.6)
のように報酬を各出力トークンに対して分割することができない. つまり, 学習の基準となるのが文
全体に対しての報酬のみで, 各トークンがどのぐらい報酬に貢献したかを全く考慮しないで学習する
ことになる. さらに, ベースラインがないことで, 誤差の分散も大きくなってしまう.
3.6 課題
結果の節でも述べたように, 本実験で扱ったデータセットは比較的短い文が多く, それが原因で出
力文にパラフレーズなどがあまり見られなかったことが考えられる. したがって, より長い文が出
現するデータセットを利用した実験をする必要がある. 長文が存在するデータセットで学習するに
は, より表現力の高いモデルを使う必要がある. LSTMのスタック数や語彙を増やすことでモデルの
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表現力を高めるという手段もあるが, 今や生成タスクの主流は LSTM等の再帰的ネットワークから
Transformerに変わりつつある. 小規模とはいえ LSTMに対してはあるていど提案手法の効果があ
ることがわかったため, 本実験のような手法をより大きなデータセットで Transformerにも適用して
その効果を見ることが課題となる.
提案手法のように強化学習を用いた文生成モデルの学習をそのまま Transformer等の大規模なモ
デルに適用するのは困難である. これは, 大きなモデルほど推論速度が遅くなり, 強化学習のような
推論の速度が直接学習時間にも効いてくるような手法では学習の収束に長い時間がかかってしまう
からである. 次章では, Transformerの推論速度の問題をある程度緩和した上で, さらに学習時に推
論時の挙動を再現しやすい改良を施す手法について提案する.
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4.1 Transformerと推論時間
Vaswaniらにより Transformer [3]が考案されて以来, 機械翻訳を始めとする文生成タスクのモデ
ルの主流は LSTMから Transformerに移っている. Teacher Forcingを用いることを前提とすれば,
学習時の Transformerは並列にトークンを生成することができ, 自己回帰的生成が必要な LSTMと
比べ, 高速に学習ができるというメリットがある.
一方でTransformerは推論速度が遅いことが知られている. Transformerの構成要素であるTrans-
formerブロックは 1つならそれほど大きな計算量にはならないが, 標準的な Transformerでは最低
でも 6つの Transformerブロックを重ねたネットワークにするのが一般的である. したがって, モ
デルが巨大になってしまい, 1トークンあたりの計算量が大きくなってしまう. LSTM等の再帰的な
ニューラルネットワークでも, スタックを積み上げることで, 1トークンあたりの計算時間が長くな
ることはあるものの, Transformerと異なり, 6層以上の Stack LSTMを用いることは稀である.
さらに, Attentionは系列長が増えるのに対してトークンあたりの計算量が大きくなるという特徴が
ある. それに対して, LSTMではトークンあたりの計算量は系列長に関係なく一定である. Transformer
のDecoderがTransformerブロックの数だけ Self-attentionと Source-target attentionを持つのに対
して, 一般的なAttention付きの LSTM Decoderは Source-target attentionを 1つしか持たない. し
たがって,多くの場合, 1トークンのあたりの計算量ではLSTMベースのDecoderの方がTransformer
の Decoderよりも小さく, したがって推論速度でも優れる.
Transformerの推論時間が問題になってくるのは, Teacher Forcingが使えず, 学習時にも自己回帰
的にトークン 1つずつを出力する必要がある場合である. 例えば, Scheduled Samplingや強化学習な
ど, 学習時にも推論時のモデルの動作を再現しなければいけない手法を用いるときなどがこれに当て
はまる.
4.2 非自己回帰的文生成モデル
Transformerの推論速度の問題を解決するにはいくつかの手法が考えられる. 実際の製品などに
も使われることのあるアプローチとしては, 教師モデルとして高性能の Transformerを利用し, より
パラメータの少なく推論が高速 LSTMなどで構成した生徒モデルに Transformerの出力を学ばせる
Knowledge Distillation [40]が挙げられる.
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一方で, Knowledge Distillationとは異なり, 復号の仕方そのものを変えることで, Transformerの
推論の高速化を目指すのが, 非自己回帰的文生成モデル [41]である.一口に非自己回帰的文生成モデ
ルと言っても様々な手法が存在するが, それらに共通するのは, 従来の Transformerと異なり, 推論
時にも並列にトークンを生成する点である.
非自己回帰的文生成モデルでは, 従来の Encoder-Decoderモデルとはモデリングの仕組みが大き
く異なる. まず前提として, 出力系列 Y = (y1; y2; :::)の各要素は互いに依存せず, 入力系列X によっ
て定まるとする. また, 順番にトークンを出していく場合と異なり, 復号の過程で出力文の長さを決
定することはできないため, 復号の前に予め出力長を決めておく必要がある. このような設定の言語
モデルは式 (4.1)によって定義できる.
p (Y j X) = pL (L j X)
LY
i=1
pY (yi j X;L) (4.1)
ただし, pL ()は出力長の予測モデル, pY ()はトークンの予測モデルである. 出力トークンが互い
に完全に独立に決まるという仮定は実際の自然言語では必ずしも成り立たない. そのため, 式 (4.1)
をそのまま再現したようなモデルではなかなか出力の精度を上げることは困難であることが報告さ
せている [41]. そのため, 実際の非自己回帰的文生成モデルでは, 様々な工夫を凝らして復号機構に
出力を絞り込むための情報を与えている.
4.2.1 Conditional Masked Language Model (CMLM)
Conditional Masked Languge Model (CMLM) [42]は BERTのMasked LMを参考に考案された
Encoder-Decoderモデルである. CMLMの復号は, BERTのトークン予測と同様に, 一部マスクがか
かった入力系列に対してマスクがかかった位置のトークンを予測することによって行われる. CMLM
とMasked LMの違いは, モデルの出力が Decoder側の入力系列だけでなく, Encoder側の, すなわ
ち翻訳元の入力系列による条件付きの確率分布となることである.
CMLMの構造は, 基本的に一般的なTransformerベースの Encoder-Decoderモデルと同じである.
違うのは, Decoderにおいて, 現在の復号位置に対して未来のに相当するトークンを隠すための機構
が存在しないことで, これによりDecoderはすべての入力系列全体に対して計算を行うことができる.
CMLM のトークン予測の仕組みを説明する. 翻訳元つまり, Encoder への入力系列を X とし,
Decoderへの入力系列を Y とする. このとき, Y はマスクがかかっているトークン列 Ymaskとかかっ
ていないトークン列 Yobsの集合であり, Y の長さが jY j = N のとき, N = jYmaskj+ jYobsjが成り立
つ. CMLMでは Y のうち Ymask に対応する位置のトークンを予測する. このとき, 予測するトーク
ンは互いに独立であり, X と Yobsによって決まるものと仮定する. この仮定は, 必ずしも正しくない
が, 式 (4.1)における仮定と比べると Yobs による条件付き確率となる分, 予測を絞り込みやすくなっ
ている. 学習時には, ランダムに <msk>トークンに置き換えられた参照文を Decoderの入力とし,
<msk>の位置に対してのみ Cross-entropy Lossで誤差を計算する.
出力長予測については, トークン予測とは別に行う. 具体的には, BERTにおける <msk>トーク
ンのように, 長さトークン (<len>)を Encoderへの入力系列の先頭に付加し, そのトークンに対応
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表 4.1: Mask-Predictによる復号の例 (T = 3の場合)
入力文 primarii din localitatile de la granita , chestionati privind locurile de cazare
出力長予測 <msk> <msk> <msk> <msk> <msk> <msk> <msk> <msk> <msk>
t = 0 the <msk> of <msk> <msk> <msk> asked <msk> <msk>
t = 1 the mayors of the <msk> <msk> asked about <msk>
t = 2 the mayors of the border towns asked about accommodation
する Encoderの分散表現から出力長を予測する. 学習はトークン予測のように Cross-entropy Loss
で行う.
CMLMによる推論時の復号アルゴリズムは Mask-Predict [42]と呼ばれる. Mask-Predictでは,
マスキングと復号の２つの操作を繰り返し行うことで, 出力系列を精製していく. まずは, 予め復号
回数 T を決め, 出力長 N を予測する. 予測された出力長を N , 復号ステップ tのときの出力系列を
y
(t)
1 ; y
(t)
2 ; :::; y
(t)
N

, 各出力トークンの確率を

p
(t)
1 ; p
(t)
2 ; :::; p
(t)
N

とすると, <msk>トークンに置き換
えるトークンの集合 Y (t)mask は式 (4.2)のように決定される.
Y
(t)
mask = arg min
i
(pi; n) (4.2)
Y
(t)
obs = Y n Y (t)mask (4.3)
ただし, t = 0のときは, n = N , すなわちすべてのトークンを <msk>とする. マスクと入れ替える
トークンには, 最も確率の低い n個を選ぶ. また, マスクをかけるトークン数 nは,式 (4.4)のように
線形に減少させていき, 最後の復号ステップが終えた時点でゼロとなるようにする.
n = N  T   t
T
(4.4)
例えば, T = 10のときは, t = 1で出力の 90%, t = 2で 80%, t = 3で 70%, ...のように少しずつ
<mask>トークンの数が減っていく.
マスキングの後は, マスクがかけられたトークンの集合 Y (t)mask にたいして, 翻訳元文X と, マスク
のかかっていないトークンの集合 Y (t)obs によって条件付けされたトークン予測を行う. yi 2 Y (t)mask に
対しては,式 (4.5), 式 (4.6)のように最も確率の高いトークン・確率を選択する.
y
(t)
i = arg max
w
P

yi = w
 X;Y (t)obs (4.5)
p
(t)
i = maxw
P

yi = w
 X;Y (t)obs (4.6)
一方で, yi 2 Y (t)obs については, 式 (4.7), 式 (4.8)に示すように次の復号ステップにも同じものを引き
継ぐ.
y
(t)
i = y
(t 1)
i (4.7)
p
(t)
i = p
(t 1)
i (4.8)
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CMLMの出力長予測は, 翻訳元系列X から得られる情報のみによって決められてしまうため, 高
精度は期待できない. そこで, Mask-PredictではひとつのX に対して, あらかじめ, 複数の出力長候
補出しておき, それらの候補すべてに対して出力トークン系列を計算する. その後, 計算された複数
の出力文についてトークン確率の幾何平均を取り, 最もその値が高かったものを最終的な出力文とし
て選ぶ. 実際, 複数の出力長に対して文を出すことで, 精度が向上することがわかっている. またこれ
らの, 並列で実行することができるため, 復号速度の低下は最小限に抑えられる.
複数の出力長候補を出す以外にも精度を上げる工夫として, 学習時に Knowledge Distillation [40]
が行われている. これは, 予め自己回帰的 Transformerによる Encoder-Decoderモデルを学習させ
ておき, その自己回帰的 Transformerの翻訳出力を参照文として CMLMの学習に用いるというもの
である. 前述のとおり, CMLMによるトークン予測は Ymask が互いに独立に決まるという仮定を敷
いているため, これが成り立たないような条件下では性能の劣化してしまう可能性がある. 例えば
\Thank you"をドイツ語に翻訳するとき, \Danke", \Danke schn", \Vielen Dank"などの翻訳例が
考えられる. 後者 2つの例は, それぞれ 2つのトークンからなるので, CMLMでこれらを出力する場
合, \Danke"と \schn", \Vielen"と \Dank"の組は独立に予測される必要がある. しかし, 独立に予測
するのを良しとする場合, 翻訳として間違った \Danke Dank"や \Vielen schn"が出てこないことを
保証することはできない. Knowledge Distillationには, このような言葉や句の言い換えを減らし, 参
照文の複雑性を下げる効果があるとされている [43].
Mask-Predictによる復号では, 複号ステップの数を増やせば, 複号時間が長くなる一方で, 翻訳精
度は向上する. したがって, 複号時間と翻訳精度がトレードオフの関係にあり, 復号ステップの数を
調節することで両者のバランスを取ることができる. 例えば, 複号回数を 4回 (出力長候補数 2)とす
れば, 自己回帰的な Transformerと比較して, 3倍ほど高速になる代わりに, BLEUが 2ほど低下す
る, 複号回数を 10回 (出力長候補数 2)とすれば, 同様に速度 1.3倍ほどだが, BLEUの劣化は 1未満
になるなどの結果が報告されている [42].
CMLMのようなモデルに強化学習を用いるときに問題となるのは, 出力文を精製するために複数
回復号が行われることである. 自己回帰的な生成を行うモデルであれば, 報酬の分配を考える際には
トークンの系列方向の系列方向に対する分配のみを考えればよい. しかし, 複数回の復号があり, 復
号の度に複数のトークンが並列に生成される場合は, 復号毎のトークン選択が微分不可能なため, 復
号ステップの方向についても報酬の分割を考える必要がある. 自己回帰的な生成をするモデルと比べ
て, 式 (3.6)のような報酬分配の役割を兼ねるベースラインの設定も難しいことを考えると, CMLM
にそのまま強化学習を適用するのは非常に困難だと言える.
4.3 提案手法
本稿では, CMLMのようにヒューリスティックで復号時のトークンにかけるマスクを決めるので
はなく, マスキングもモデルの一部として学習する手法を提案する. マスク予測は各トークンに対す
るマスクをかけるか否かの分類問題として学習させる. さらに, gumbel-softmaxをトークン予測と
マスク予測の両方に適用することで, 学習時にも微分可能な形で複数回の復号を行い, その結果得ら
れた出力に対する誤差を使ってパラメータを更新することができる.
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4.3.1 モデル構造
本章での提案モデルはトークン予測モデルとマスク予測モデルにわかれる. トークン予測モデルは
CMLMのものと概ね同じである. マスク予測モデルは, トークン予測モデルから出力トークン系列
を受け取り, トークン毎にマスクをかけ直すべきか否かを判定するためのモデルである.
4.3.1.1 トークン予測モデル
Transformerを用いた Encoder-Decoderモデルを用いる. 通常の Transformerではなく, CMLM
の Decoderであるため, Decoderの入力系列にはマスクをかけない. また出力長予測は, 絶対値を予
測していた CMLMとは異なり, Guら [44]および Shuら [45]に習って, 翻訳元文との相対的な長さ
を予測するモデルで行った. また, 出力長予測モデルの入力についても, CMLMのように<len>トー
クンに対応した Encoderの隠れ状態ではなく, Encoderのすべての出力に対して平均プーリングを
行った結果を利用した.
4.3.1.2 マスク予測モデル
マスク予測モデルは, TransformerのDecoderと同じ構造のものを用いる. Transformerブロックの
数を通常のDecoder程度の数にしてしまうと,推論速度が遅くなることが考えられるため,ブロック数
は 1とする. 入力は直前にトークン予測モデルによって出力されたトークン系列とする. したがって,
マスク予測モデルはトークン予測モデルのDecoderと共通の埋め込み層を持つ. パラメータ数を考え
ると埋め込まれたトークン系列の情報のみから, 適切なマスキング予測をするには, Transformerブ
ロック 1つでは不十分に思える. そこで, 入力トークン系列に加えて, トークン予測モデルのDecoder
の隠れ状態をマスク予測モデルに入力として渡す. このDecoderの隠れ状態は, マスク予測モデル中
では, 従来の Source-target Attentionにおけるソース側の入力のように扱う. トークン予測モデルの
隠れ状態には出力トークンに関する情報が含まれているはずであるから, 実際に選ばれた出力トーク
ン系列の情報と合わせれば, 1ブロックの Transformerでも十分に適切なマスク予測が可能であろう
と考えた. マスク予測の Transformerの先はトークン予測と同様の形で, マスクをかけるか否かの確
率分布となるようにした. したがって, マスク予測モデルはマスクか否かの one-hotを教師信号とし
た Cross-entropy Lossによる学習が可能である.
4.3.2 学習
本実験の目的は, 非自己回帰的文生成モデルにおいて, 学習時にも推論時の挙動を再現することに
ある. したがって, 推論時と同じような複号の仕方かつ複号の過程の微分の計算が可能な方法を考え
た. 理想的にはいきなり推論時と同じように複数回の複号を伴った学習をするのが好ましいが, それ
では学習がうまく収束しなかった. そこで, 複号 1回のみで事前学習を行うことで, 学習を安定させ
ることを試みた. 本章節では, 事前学習を目的とした複号 1回のみの学習と推論時を再現した複数回
の複号を伴う学習の両方について説明する.
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4.3.2.1 複号 1回のみの学習 (single-step)
複号 1回のみの学習において, トークン予測モデルは CMLMと全く同じ方法で学習を行う. つま
り, トークン予測モデルの Decoderへの入力は, ランダムに一部を <msk>トークンに置き換えた参
照文とし, <msk>トークンに対応する出力トークンに対してのみ参照文との Cross-entropy Lossを
計算してパラメータを更新する.
マスク予測モデルについては,直前にトークン予測モデルから出力されたトークン列と,そのDecoder
の隠れ状態を入力とし, トークン予測の参照文と異なる出力トークンに対して, マスクをかけるよう
Cross-entropy Lossで学習する. 例えば, トークン予測モデルの出力が \when it it started had no
hope"で参照文が \when we started we had high hopes"だった場合, 1, 2, 6番目のトークンが一致し
ていて, その他は異なっている. よって, マスク予測モデルに対する教師データは \<no msk> <no
msk> <msk> <msk> <no msk> <msk> <msk>"となる.
4.3.2.2 複数回の複号を伴う学習 (multi-step)
推論時の挙動に学習時にも再現し, 複数回の複号のあと最終的に得られた出力でもって損失を計算
する手法を説明する. Mask-Predictにおいて, トークン予測モデルによって計算されたトークンの確
率分布は, その最大点 (argmax) を取る形でトークンに変換される. この argmaxによるトークン選
択は微分不可能な操作である. このトークンを選ぶ過程を微分可能にするため, 本来は argmaxを取
るところで gumbel-softmaxによるサンプリングを利用する [46].
gumbel-softmaxはカテゴリ分布から擬似的に微分可能な形でサンプリングする際に用いられる手
法である. 語彙数 vの確率分布を とすると, gumbel-softmaxは式 (4.9)のように計算される.
gumbel-softmax (i) =
exp ((log i + gi) =)
vj=1 exp ((log j + gj) =)
(4.9)
ここで, iは の i番目の要素の確率,  > 0は温度パラメータである. また, giは, 式 (4.10)のよう
にサンプリングされる gumbelノイズである.
gi =   log (  log ui) (4.10)
ui = Uniform (0; 1) (4.11)
式 (4.9)で  を小さくすることで, gumbel-softmaxの出力は one-hotに近づくが, それでも完全な
one-hotにはならない. one-hotでない確率分布を下流のモデルの入力としてしまうと, 単一のトーク
ンの埋め込み表現ではなく, 複数のトークンの埋め込み表現の重み付き和を使って計算をすることに
なるため, 推論時と学習時でモデルが受け取る入力の性質が違ってしまう. そこで, Straight Through
Estimator (STE) と呼ばれる手法を用いる. STEは順伝搬のときは, argmaxによって完全な one-hot
を入力し, 逆伝搬のときには one-hotの微分を gumbel-softmaxの微分で近似するという手法である.
これにより, 下流のモデルは常に one-hotを受け取ることができ, モデルへの入力を推論時と学習時
で一致させることができる.
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表 4.2: WMT16ルーマニア語-英語対訳データセットの詳細.
学習 (文) 開発 (文) テスト (文) 合計 (文)
608,319 1,999 1,999 612,317
本研究の手法では, トークン予測モデルの出力系列から gumbel-softmaxによるサンプリングを行
い, 得られたトークン列をマスク予測モデルの入力とする. 同様にマスク予測モデルの出力系列につ
いても, gumbel-softmaxでサンプリングし, 得られたマスキング選択の系列を次の複号ステップでの
マスキングに利用する.
微分不可能な選択操作を gumbel-softmaxで代替することで, 複号の全過程が微分可能となるため,
最後の復号ステップの出力に対する損失値をそれ以前の復号ステップにも逆伝搬させることができ
る. したがって, 推論時の挙動を再現した学習が可能になる. なお, 学習時の復号に使う系列長はトー
クン予測に対する損失計算が複雑になることを避けるため, モデルによる予測ではなく, 参照文の系
列長をそのまま利用した. したがって, この手法による学習は, 出力長予測以外の部分では推論時と
ほぼ同じ計算過程を再現できていることになる. このように gumbel-softmaxを利用して離散値の選
択を擬似的に微分可能にする手法は系列生成 GAN [47]などで使われている.
4.4 実験
4.4.1 データセット
WMT16のルーマニア語-英語対訳データ (wmt16 ro-en)を用いた. データセットの詳細を表 4.2
に示す. データセットのトークン化は CMLMの元論文同様 Leeら [48]トークン化手法に従い, 分割
40,000の BPE [5]で行った. ルーマニア語と英語で語彙は共有している.
4.4.2 学習設定
モデルや最適化のパラメータの設定は Ghazvininejadら [42]の設定に従った. トークン予測モデ
ルの Encoder と Decoder は埋め込み層・隠れ層の次元数を 512 とし, attention の head が 8 つの
Transformerブロックを 6層を重ねたモデルとした. ただし, Transformerブロックの Postion-wise
FFN の次元数は Small CMLM の設定に合わせ, 512 とした. また, 出力長予測モデルの予測幅は
[－ 128; 128]に設定した. マスク予測モデルは attentionの headが 8つの Transformerブロック 1層
のみのモデルとした. 埋め込み層と隠れ層の次元数はトークン予測モデルと同様 512とした. 提案手
法での gumbel-softmaxの温度パラメータは 0.1に固定した. ベースライン (Mask-Predict) のモデ
ルは Small CMLMの設定で再現実装を行った.
モデルのパラメータの初期化は元論文同様 BERT [13]に習った. 重みパラメータの初期値は平均
値が 0, 分散が 0:02の正規分布がサンプリングし, バイアスは 0とした. Layer Normalizationにつ
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表 4.3: 羅英翻訳の BLEUスコア (WMT16 ro-en)
モデル dev test
Mask-Predict (再現実装) 23.86 23.02
提案手法 (single-step) 24.74 24.09
提案手法 (multi-step) 14.12 13.94
表 4.4: 出力文の例
入力文 \a fost o oportunitate pierduta in 2012", a continuat fostul presedinte al nlandei.
Mask-Predict \it was a lost opportunity in 2012," former president of nland continued.
提案手法 (single-step) \it was a lost opportunity in 2012," the former nnish president continued.
提案手法 (multi-step) \it was an missed lost in 2012," the former president of nland.
正解文 \it was a missed opportunity in 2012," continued the former president of nland.
いては,  = 0;  = 1とした. 学習時の正規化については, ドロップアウトを 0:3, L2 weight decayを
0:01, label smoothingの値を 0:1とした.
最適化のパラメータについては, Adam [49]を利用し,  = (0:9; 0:999),  = 10 6 とした. 学習率
については, 最大値を 5 10 4とし, ウォームアップのステップ数を 10; 000, 減衰率はパラメータ更
新ステップ数の平方根の逆数に比例 (inverse squareroot schedule) するよう設定した. バッチサイズ
は, ベースライン (Mask-Predict)と single-stepでは 1バッチが約 30,000トークン, multi-stepでは
1バッチが約 6,000トークンになるよう調整した.Mask-Predictと single-stepは約 1.5日, multi-step
は 3日ほど学習させた. 前者２つについては, パラメータ更新の回数が同じになるようにしている.
4.4.3 結果
ベースラインのMask-Predictの再現実装とふたつの提案手法 (single-step, multi-step)の BLEU
スコアを表 4.3に示す. いずれも, 開発データに対する BLEUスコアが高かった 5つのチェックポイ
ントに対して, 出力長予測の候補数 2, 最大復号回数 10として復号した結果得られた評価値の平均を
取ったものである. 単純なスコアの比較では, single-stepでベースラインよりも若干高い BLEUスコ
アが得られた. 一方で, 忠実に推論時の復号を再現したmulti-stepでは大きく精度が下がってしまっ
た. 特に前者 2つでは選択したバッチサイズと学習時間の都合上, 学習が収束しきっていない可能性
があるため, これらのスコアの差で明確な性能の優劣は判断できない.
single-stepとMask-Predictはトークン予測モデルの学習部分は全く同じなので, 少なくともマス
ク予測モデルを復号に使うことによる明らかな性能劣化は起こらないことがわかった. この結果はそ
れと同時に, Mask-Predictにおける出力トークンの尤度を基準に線形的にマスクを減らしていくと
いう手法は, かならずしも最適なマスキングの手法ではないことも示唆している.
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multi-step学習がうまくいかなかったのにはいくつかの原因が考えられる. ひとつめはバッチサイズ
の問題である. 複数の復号ステップすべての計算グラフを一度にメモリに載せる都合上, Mask-Predict
や single-stepと比較して 1バッチあたりのトークン数は 15 に抑える必要があった. バッチサイズが
小さくなったことで, 1バッチあたりの誤差の分散が大きくなってしまい, 学習が不安定なった可能性
が考えられる. 他には学習率の設定の問題がある. 本実験では multi-stepの学習にもMask-Predict
や single-stepと同じ学習率の設定を用いた. 本研究の設定では, multi-stepはファインチューンにあ
たる工程だったので, Mask-Predictのような学習率を徐々に上げてから下げるような学習は適切で
なかったと考えられる.
復号速度の面では, single-stepとMask-Predictはほぼ変わらず, single-stepの方が若干高速 (1.1倍
未満) だった. 提案手法の方がマスク予測のモデルの分だけ余計に計算手順がかかることを考えると,
復号速度で差がでなかったのは興味深い結果である. この原因として考えられるのは, Mask-Predict
がマスキングにトークン予測の確率を利用することである. 確率を基準としてトークンに順位をつ
ける場合, 比較を行う前に確率を正規化する必要がある. 正規化に使われる softmax関数は, 語彙の
確率分布など次元が大きいベクトルに対しては, 計算量が大きいことが知られている. Mask-Predict
ではトークン予測の度にに softmax演算が必要となるため計算量が増えてしまう. 一方で, 提案手法
ではモデルによって, マスクのかけ方を決定する. モデルによるマスク予測では確率を正規化する必
要がないため, softmaxを使わずとも復号することができる.
出力文の例を表 4.4を示す. いずれの手法でも長文の出力には繰り返しが多く見られたが, これは
特に single-stepで顕著だった. Mask-Predictと異なり, 提案手法では復号の過程で明示的にマスク
の数を減らす機構が存在しない. 特に翻訳が難しい長文に対しては, 復号の後半になっても, マスク
の数が減らず, 広範囲のトークンについて予測を行っていたと考えられる. multi-stepであれば, 直
近の出力に対してではなく, 最終的な出力を基準としてマスク予測も学習されるため, 復号の進行に
合わせマスクの数が減っていくように学習ができる可能性がある.
4.5 関連研究
非自己回帰的文生成モデルには大きく分けて, 1回の復号のみで出力を行うタイプ [41, 45]と, 複
数回復号を行うことによって出力の段階的に精製するタイプ [42, 48, 44]が存在する. 本章の実験で
ベースとした CMLMは後者のタイプに属する. 基本的に復号に時間をかける分, 複数回復号するモ
デルの方が表現力が高く性能がよいとされている [43].
複数回復号するモデルの中でも, 本章での提案手法のように, 再度生成し直すトークンを決める
のにモデルを使うような手法としては, Levenshtein Transformer [44] が挙げられる. Levenshtein
Transformerは他の多くの非自己回帰的文生成モデルと同様 Transformerをベースとした Encoder-
Decoder モデルである. CMLM との違いは, Decoder を 3 種類持っていることである. これらの
Decoderはそれぞれトークンの挿入位置予測,トークン予測,トークン削除の役割を持つ. Levenshtein
Transformerの復号は, これらの 3つのDecoderを使ってトークンの挿入と削除を繰り返すことで行
われる. 挿入と削除により復号の過程で出力長が変化するのは他の非自己回帰的文生成モデルにはな
い特徴である. Levenshtein Transformerは, 各 Decoderに対して異なる形式の入力データを容易し
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て学習させる必要があるなど, 学習時と推論時の挙動が異なるモデルである. また, その復号の仕組
みの複雑さ故に, 提案手法のような比較的簡単な拡張で学習時と推論時のギャップを吸収するのも困
難である.
4.6 課題
一番の課題はmulti-stepの学習を安定させることである. これを安定させることができれば, 非自
己回帰的文生成モデルに第 3章で提案したような強化学習を用いた手法を適用し, 現実的な時間で学
習を収束させることができる可能性がある. また, 一般に学習時と推論時のギャップを解消すること
で, モデルの精度が向上することから, 単純な教師あり学習だけでも精度を挙げることができるかも
しれない.
マスク予測モデルの学習手法については改善の余地がある. とくに復号の後半でも広範囲のトーク
ンにマスクをかけ直してしまうことがある問題については, 徐々にマスクを減らす方向に学習を誘導
するような教師データを single-step時に用意するなどの対策が考えられる. さらに, multi-stepの学
習が安定しなかった一因として, 計算グラフが大きくなりすぎていたことが考えられたため, よりパ
ラメータの数が少ない Transformerベースのモデルを使うことも検討している.
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5.1 本稿のまとめ
本稿では主にふたつの研究を扱った. ひとつ目は研究では, Cross-entropy Lossを文生成モデルの
学習に使うことのデメリットに注目し, それに替わる学習手法として, 正解文と出力文の意味的類似
性を報酬として文生成モデルを学習させる手法を提案した. 提案手法による細かい出力の変化を一部
で確認できたものの, データセットには長文があまり含まれていなかったためか, 句の並べ替えのよ
うな大きな変化はほとんど見られなかった.
ふたつ目の研究では, ひとつ目の研究で提案したような手法を Transformerでもにも適用するため
に, 必要なモデルの改良手法を提案した. この研究では, Transformerの推論時間の問題を解決し得る
復号の手法である非自己回帰文生成モデルに注目し, 復号を繰り返す上で再生成するためにマスクを
かけ直す機構をモデル化する手法を提案した. この手法を用いれば, 学習時に推論時の同じような仕
組みで復号を行うことが可能になる. 提案手法のマスク予測モデルによって, ベースラインのモデル
よりも若干生成の精度は向上したが, 複数回復号を行う学習手法では逆に精度が下がってしまった.
5.2 今後の課題
今後の課題としては, まず複数の復号を伴う学習の手法を安定させることが挙げられる. これが
成功すれば, Transformerをベースとしたモデルに対しても比較的に用意に強化学習によるファイン
チューンを用いることができるようになると考えられる.
長期的な目標としてはファインチューンとしてではなく, 一から強化学習を文生成に適用すること
が挙げられる. これは, 最近の研究によって機械翻訳などにおけるファインチューン手段としての強
化学習はあまり有効ではないことが確認されたからである [50]. これを実現するには, 強化学習で扱
う行動空間として大きすぎる語彙空間を減らす手法 [51]や広く離散的な行動空間の元でエージェン
トを学習させる手法 [52]などを組み合わせる必要があると考えられる.
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