Abstract. It is shown that when parallel pre x is used to compute the leading principal minors of a tridiagonal matrix T within a bisection algorithm to compute the eigenvalues of T the relative error in the computed eigenvalues can be as great as 3 , where is machine precision and is the condition number for the problem of computing the eigenvalues of T . An ideal algorithm, like serial bisection, would have forward error . Forward and backward error bounds for the computed leading principal minors are given. Also, error bounds for the parallel pre x computation of the partial products of a sequence of matrices are given and some applications to other related problems in numerical linear algebra, including the parallel implementation of the di erential qd algorithm, are presented.
1. Introduction. The parallel pre x operation allows one to parallelize many apparently sequential numerical linear algebra algorithms. In this paper we give a general analysis of the forward error in parallel pre x and apply it to the problems of computing the leading principal minors of a symmetric tridiagonal matrix. This analysis shows that parallel pre x can be much less accurate than serial computation. In fact, when parallel pre x is used to compute the leading principal minors within a bisection algorithm to compute the eigenvalues, the resulting eigenvalues can be much less accurate than if the leading principal minors were computed serially; This resolves a question raised by Demmel in 2]. We also give an a posteriori bound on the backward error in parallel pre x computations. We present some numerical results but leave careful and e cient implementation for future work.
In Section 2 we give a general forward error analysis for the parallel pre x operation (when used to compute the partial products of a sequence of matrices). In Section 3 we give some inequalities for singular values, eigenvalues and determinants that are used in the following sections. In Section 4.1 we give a realistic 1 forward error bound on the relative errors in each of the leading principal minors of a symmetric tridiagonal matrix computed by parallel pre x. This bound is practical to compute only in the positive de nite case. None-the-less it does show how to construct a matrix T for which the eigenvalues computed by bisection with parallel pre x have errors as large as 3 while bisection implemented sequentially computes the eigenvalues to an accuracy of ( is the condition number of the problem and is the machine precision). In Section 5 we give some other applications of these techniques { the backward error in linear fractional recurrences evaluated by parallel pre x, parallel computation of triangular factorizations of tridiagonal matrices (the QR factorization is discussed in detail) and the parallel implementation of the di erential qd algorithm of Fernando and Parlett 6] . Let 1 (A) 2 (A) n (A) denote the ordered eigenvalues of a symmetric n n matrix A. Let 1 (B) 2 (B) minfm;ng (B) denote the ordered singular values of an m n matrix B. Let kCk 2 denote the spectral norm of the matrix C, i.e., kCk 2 = 1 (C). We always use jAj to mean the entry-wise absolute value of the matrix A and always use A B to mean that each of the entries of A is no less than the corresponding entry of B. Additional notation is de ned at the beginning of the subsection in which it is rst used.
We use the following model of arithmetic with precision :
fl(a b) = a b(1 + 1 ) = or = (1.1) fl(a b) = a(1 + 2 ) b(1 + 3 ) (1.2) where j i j . Here fl( ) denotes the computed value. Replacing (1.2) by fl(a b) = (a b)(1+ 4 ) does not allow us to strengthen our results. We say that an error bound for a computation (or algorithm) is realistic if for any input we can choose the i 's in each arithmetic operation performed (subject to (1.1-1.2)) so that the error in the resulting output is within a modest factor of the error bound. In the case that we are bounding the entries of a vector or matrix we consider each entry separately { i.e., we allow the choice of di erent i 's for each entry. In serial one can compute these products in time O(n). However, in parallel one can compute them in time O(log 2 n) by using the parallel pre x operation, which we describe below. The only associative operation that we shall be interested in is matrix multiplication. Given N N matrices M i ; i = 1; : : : ; n we de ne In the Section 2.1 we derive forward error bounds for the parallel pre x multiplication of matrices. We now describe parallel pre x in the case that n = 2 k . The case for general n is similar, but not so regular. One way to deal with this case is to reduce it to the case of n a power of 2 by appending arbitrary M i ; i = n + 1; : : : ; 2 blog 2 nc+1 to the sequence of matrices. However, there are many other equally e cient ways of dealing with the general case. Given any two of these methods, say A and B, one can always construct a sequence of matrices M i ; i = 1; : : : ; n for which A gives more accurate results than B. There are various ways to describe parallel pre x; the presentation we give is not necessarily how one would implement parallel pre x, but this description is easily stated and makes the analysis simpler.
General Results for
Suppose that at the beginning of the ith step 2.1. Error Analysis for General Parallel Pre x. Let us consider the forward error in the partial products of a sequence of matrices when computed by parallel pre x. The analysis is a component-wise analysis{this also gives a norm-wise bound if we require it. Component-wise bounds are essential for the applications in this paper because we are interested in particular entries of M 1:i rather than the matrix itself. The techniques used here also apply to the error in the computation of the matrix products in serial, although the bound would be di erent. See 10] for an instance where this idea is useful in bounding the error in the product of matrices computed serially.
Our analysis is a rst order analysis and so we drop second order terms. Consequently, the error made in any particular multiplication has a linear e ect on the error in the nal result. We bound each of these errors separately, and sum the bounds to obtain an overall bound. We only consider the error in the product M 1:n in detail, but indicate how the bound generalizes to M 1:r for general r 2 f1; : : : ; n ? 1g.
Suppose that all the computations are done exactly except for the multiplication of M i+1:j and M j+1:l , and that the error in this calculation is E i+1:l fl(M i+1:j M j+1:l ) ? M i+1:j M j+1:l = fl(M i+1:j M j+1:l ) ? M i+1:l : (2. 2) Now let us assume that i > 1 and l < n. This is the general case, the special cases that we are ignoring are essentially the same; indeed if we use the convention (2.1) then they are included in this analysis. As the algorithm proceeds all the computed matrix productsM p:q will be exact unless p i and q l, that is, unless the product`contains' M i+1:j . (In general a^over a quantity indicates that it is the computed value of the quantity). In this casê M p:q = M p:iMi+1:l M l+1:q = M p:i (M i+1:l + E i+1:l )M l+1:q = M p:q + M p:i E i+1:l M l+1:q : (2.3) So in particularM 1:r = M 1:r + M 1:i E i+1:l M l+1:r : (2.4) The error in M 1:r can be bounded jE 1:r j jM 1:i j jE i+1;l j jM l+1:r j: (2.5) In order to proceed further we need a bound on jE i+1:l j. This depends on the details of the method used to compute the product M i+1:j M j+1:l . Let us assume that we use an`obvious' method (i.e., using inner products or outer products), in which case jE i+1:l j 2(N ? 1) jM i+1:j j jM j+1:l j:
Thus we obtain the bound jE 1:r j 2(N ? 1) jM 1:i j jM i+1:j j jM j+1:l j jM l+1:r j: (2.6) It is easy to check that we can choose the errors made in the multiplication M i+1:j M j+1:l so that any particular component of jE 1:r j = jM 1:i E i+1:j M j+1:r j is within a constant of the corresponding component in the right hand side of (2.6). Thus (2.6) is a realistic error bound. Now returning to the case where all the multiplications are done with precision the error in the computed value of M 1:r is bounded, at least up to rst order, by the sum of r ? 1 terms of the form of the right hand side of (2.6), with di erent values of i; j; l.
To summarize { we have proved the following bound jM 1:n ? M 1:n j 2(N ? 1) n?1 X j=1 jM 1:i j j jM i j +1:j j jM j+1:k j j jM k j +1:n j + O( 2 )
where the indices i j < j < k j for j = Now suppose that we want to evaluate the rst order bound on the error in M 1:r given in (2.8). Each of the terms M 1:i j ; M i j +1:j and M j+1:k is evaluated by the parallel pre x algorithm in the course of evaluating M 1:r . The nal term M k+1:r is not. However, we can compute all the products M 1:r ; M 2:r ; : : :; M r:r by parallel pre x in O(log 2 r) time. So we can compute the bound (2.8) in of about the same time as it took to compute M 1:r . However, if we want to compute the corresponding forward error bound for each M 1:j , j = 1; : : :; n, it appears that it is not possible to do it in O(log 2 n) time on O(n) processors in general. The reason is that we have to compute O(n 2 ) products of the form M i:j with i < j, but we only have O(n) processors. Of course, if the M i are nonnegative then it is easy to check that each term on the right hand side of (2. 3. Some Useful Inequalities. In this section we give some inequalities for tridiagonal matrices that are useful in the analysis in the next section. Given a symmetric tridiagonal n n matrix T and indices i j 2 f1; : : : ; n ? 1g we de ne T i 1 ; : : :; i k ] to be T with the i j ; i j + 1 and i j + 1; i j entries set to 0 for j = 1; : : : ; k. We de ne T(i : j) to be the principal submatrix of T lying in rows and columns i; i + 1; : : : ; j. It will be convenient to use d(i : j) to denote the more cumbersome det(T (i : j)), and to further abbreviate det(T (1 : i)) to and that the right hand side is the di erence of two rank one positive semide nite matrices. By analogy one can write 
Proof. It is su cient to prove this result in the case that j = n?1 since the general case follows by a simple induction. The inequality (3.4) is now equivalent to det(T (i : n ? 1)) det(T (i : n)) det(T (1 : n ? 1)) det(T (1 : n)) (3.5) since all the determinants are positive. Let k = n ? i + 1. The left hand side of (3.5) is det(T (i : n ? 1)) det(T (i : n)) = (T (i : n)) ? 
Furthermore, this bound is realistic.
Proof. The inequality (3.7) is essentially just 5, Theorem 2.3]. Combine Lemma 3.3 and (3.7) to get (3.8). The inequality (3.9) follows easily from (3.8) . To show that (3.9) is realistic one can use 5, Proposition 2.10], which says that the bound (3.7) is realistic for at least one eigenvalue.
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Lemma 3.5. 1, Corollary 1] Let B be any bidiagonal n n matrix and let E be such that jEj jBj, and < 1. Then
(1 ? ) ?(2n?1) : (3.10) 4. Determinants of Symmetric Tridiagonals. We now consider the accuracy of parallel pre x for computing the leading principal minors of a symmetric tridiagonal matrix. Section 4.1 gives some basic facts. In Section 4.2 we give forward error bounds and examples to show that the error bounds are attainable, we compare the bounds for parallel pre x and serial computation and nally discuss the implication for bisection using parallel pre x to compute the leading principal minors. In Section 4.3 we give backward error bounds and suggest how to proceed if the backward error is too large. If we assume that the b 2 i 's are computed once and for all and are stored (a reasonable assumption if we are using bisection to nd an eigenvalue, since then we will be computing the leading principal minors of T ? I for several values of ), then evaluating the d i ; i = 1; : : : ; n serially will required time proportional to 3n while evaluating them by parallel pre x using (4.3) on n processors will take time proportional to 12 log 2 n (this is an approximate gure only since the rst multiplication involves a structured matrix and so will be faster than the others). (4.5) where j i j . Thus the relative component-wise backward error ind i ; i = 1; : : : ; n is at most 2 . Typically we will not be computing the leading principal minors of T but of T ? I for various values of . None-the-less, one can still use this to show that bisection, with serial computation of the d i can compute the eigenvalues of a tridiagonal matrix with close to optimal relative accuracy.
Forward Error Bounds for Parallel Pre x.
We already have an expression for the forward error in each of the computed d i from Section 2.1, but it is too expensive to evaluate it for each i = 1; : : : ; n in general. We show that in the case that T is positive de nite the bound on the relative error in d n is also a bound on the same quantity for all the other d i . This is not surprising since the largest relative condition number of the d i ; i = 1; : : : ; n is that of d n .
The rst step is to note that We now bound the 1; 1 element of P = jM 1:i j jM i+1:j j jM j+1:k j jM k+1:r j (4.7)
since it is matrices of this form that appear on right hand side of (2.6), and we are only interested in the 1; 1 element. The following lemma deals with the case r = n; we extend this result to general r once we have proved the special case. Proof. The left hand inequality is easily proved: P 11 = jM 1:i j jM i+1:j j jM j+1:k j jM k+1:n j jM 1:i j 11 jM i+1:j j 11 jM j+1:k j 11 jM k+1:n j 11 = det(T (1 : i)) det(T (i + 1 : j)) det(T (j + 1 : k)) det(T (k + 1 : n)) = D:
Now we prove the right hand inequality. To do this we bound the rst row of jM 1:i jjM i+1:j j and the rst column of jM j+1:k jjM k+1:n j and then multiply these two bounds.
First We have used an inequality analogous to (4.8) for the second inequality.
Combining errors due to all the multiplications we have the overall bound on the relative error in the computed value of d n :
Thus we have a bound on the computed value of d n .
Let us show that is a realistic bound in the sense de ned at the end of the introduction. Since 8D is no more than 8 times larger than P 11 and because P 11 is a realistic bound on the error in the computed value of (M 1:n ) 11 assuming all the multiplications but one are exact, times the bound on P 11 is a also realistic bound under the same assumption.
As mentioned in Section 2, the terms d ( We show that each term in this sum is no larger than the corresponding term in (4.10).
There are two cases; k j > k where the indices i j ; k j ; k (r) j are de ned implicitly in Section 2.1. Furthermore in the case r = n (4.12) is a realistic bound.
As we have already observed the bound (4.12) can be evaluated if we are prepared to compute the determinants d(i : n); i = 1; : : : ; n, and that these determinants can also be computed by parallel pre x at the same cost as computing the d i . Now let us compare (4.12) with the error bound for the determinants when they are computed serially.
Theorem 4.3. Let T be a symmetric tridiagonal positive de nite n n matrix. Letd i be the leading principal minors of T computed serially using arithmetic with precision , and let 1 r n. Let Furthermore, this is a realistic bound for r = n.
Proof. Combine the backward error bound (4.5) with the bound (3.9) to get (4.13). To see that it is realistic use the corresponding fact for (3.9).
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Because the right hand sides of (4.12) and (4.13) are of rather di erent forms it is not easy to compare them. So we bound (4.12) by an expression involving the smallest eigenvalues of the scaled version of T.
Corollary 4.4. Let T be a symmetric tridiagonal positive de nite n n matrix. Letd i be the leading principal minors of T computed by parallel pre x using arithmetic with precision , and let 1 r n. Let Proof. By Lemma 3.3, 1 (A) 2. Using this and the right hand inequality (3.3) shows that the right hand side of (4.14) is a bound on the right hand side of (4.12).
The bound in (4.14) can be larger than that in (4.12) by an arbitrary factor, so (4.14) is not always realistic. None-the-less, this bound suggests (correctly as we shall see later in the section) that the error in computing the determinants by parallel pre x can be signi cantly greater than that for serial computation, and that if the largest n?1 eigenvalues of A are clustered then parallel pre x is not much less accurate than serial computation. If the three smallest eigenvalues of A are approximately equal then the right hand side of (4.14) is approximately the cube of the right hand side of (4.13). In 11, equation (4.26)] it was shown that the (norm-wise) relative error in the solution to a lower triangular system Lx = b computed in parallel is bounded by (L) 3 while for the serial solution the bound is merely (L). In both cases the reason for cubing the condition number is the essentially the same.
So far we have only considered positive de nite tridiagonal matrices. The reason is that our results depend on the inequalities like (4.9), which in turn depend on the positive de niteness of T. In the inde nite case we can still fall back on the general bound (2.8) which bounds the error in the entries ofM 1:r , and the fact that (M 1:r ) 11 = det(T (1 : r)), from (4.6). However, as observed in Section 2.1 one cannot evaluate (2.8) for each r = 1; : : : ; n in O(log 2 n) time on O(n) processors, so this approach is computationally too expensive. In Section 4.3 we consider a backward error approach for possibly inde nite matrices that is much cheaper. Now we construct a family of examples where the relative error in the value of d n computed by parallel pre x is O( ?3 n (A)). Note that any term on the right hand side of (4.12) can be expressed
Each of these terms is at most 1 (A)= n (A) 2= n (A), by Lemma 3.2. In order to make the rst term large we must take b i j to be large, but no so large that T is not positive de nite, and similarly for the other two terms. By setting certain of the b i to 0 we can ensure that changes to b i j do not a ect the second and third terms, and similarly for b j ; b k j . Using these ideas we obtain the family of 16 16 matrices for which the bound on the relative error in d 16 This example also shows that the eigenvalues of a symmetric positive de nite tridiagonal matrix computed by bisection, using parallel pre x to compute the leading minors, can have much larger absolute and relative errors than if we used serial bisection or other standard methods. For example, if we take T to be the matrix given in (4.15) with = 10 ?6 and and setT = T=19, then using MATLAB ( 2 10 ?16 ), with our own matrix multiplication routine, parallel pre x gives a negative value for d 16 . 2 . If we were using bisection we would infer that T has at least one negative eigenvalue. Thus our estimate of the smallest eigenvalue 3 would have a relative error of more than 1. However, Jacobi's method or the di erential qd algorithm 6, Algorithm 5] applied to the Cholesky factor ofT would give all the eigenvalues ofT with a relative error of at most about = = 2 10 ?16 =10 ?6 = 2 10 ?10 . Even the QR algorithm applied toT would give its eigenvalues to within a relative accuracy about 2 10 ?10 because it computes the eigenvalues to an absolute accuracy of about n kTk.
One may object that this example is merely a direct sum of 1 1 and 2 2 blocks and that any real algorithm would detect this and solve the smaller problems, which would pose it no problem. One reason for presenting this example is to show that parallel pre x does not automatically detect direct sums. Also, one can set b i = 10 ?7 6 = 0; i = 1; 3; : : : ; 15 and observe similar results.
Such examples seem to be rare and need to be constructed carefully. The role of the triples b i j ; b j ; b k j is crucial. For example, if we take the closely related 16 16 matrix that is any multiple of the direct sum of 8 copies of Matlab computes inner products in extended format and then rounds the result to 8 bytes and hence Matlab's command for multiplying matrices is more acurate than (1.1-1.2) would suggest. Matrices of the form (4.16) will still give poor results when using Matlab on such computers provided one implements matrix multiplication by explicitly computing each element of the product rather than by using Matlab's multiplication . 3 This phenomenon is not restricted to the smallest eigenvalue. If we take the 64 64 version ofT and use parallel pre x to compute its leading principal minors the resulting sequenced 0 ;d 1 ; : : : ;d 64 has 7 sign changes, suggesting that the 64 64 matrix has 7 negative eigenvalues. So the relative error in the smallest 7 eigenvalues will be larger than 1. Demmel (personal communication) has constructed an example for which even the larger eigenvalues have large relative errors. the relative error in the minors computed by serial evaluation of (4.1), to be of the order of . Thus in all these examples the forward error for parallel pre x cannot be much greater that the error bound for serial computation, which we know to be a realistic bound.
Backward Error in Determinantal
Computations. We have just considered how one can estimate and bound the forward error in the computed leading principal minors. Although the results helped us to understand the positive de nite case, they were not entirely satisfactory. For one the bound in the inde nite case was very expensive to compute. Also, a large forward error is inevitable if the problem is ill-conditioned, and without knowledge of the conditioning of the problem it is hard to know how to interpret a large forward error. For these reasons we now consider the component-wise relative backward error. In particular, we show that it is easy to compute it, even in the inde nite case, and that even if it is large it does not mean that all the work in computing d 1 ; : : : ; d n has been wasted.
Letd i ; i = 1; : : :; n denote the computed values of the leading minors. It does not matter how they were computed. We determine, up to rst order, the smallest such that up to rst order thê d i ; i = 1; : : :; n are the exact leading minors of T + E where jEj jTj. Strictly speaking, we must add 3 to this to account for the rounding errors in forming D i in oating point arithmetic.
Note that each of the i can be computed in parallel in O(1) time on O(n) processors. However, computing = max i i requires O(log 2 n) time. Alternatively, instead of computing max i i we may merely wish to check whether i tol ; i = 1; : : : ; n, for some preset tolerance tol . This may be much quicker on some architectures. The time required to evaluate i ; i = 1; : : : ; n and then = maxf i g using n processors, assuming that it takes as long to compute maxfx; yg as to do a oating point operation, is proportional to 9 + log 2 n, as compared to 12 log 2 n for the computation of the d i ; i = 1; : : : ; n. So for large n the cost of computing the backward error is about 8% of that of computing the d i 's themselves.
When thed i are evaluated serially using (4.1) it was show in Section 4.1 that the componentwise relative backward error is at most 2 . The family of examples presented at the end of the previous subsection together with the forward error bound (3.9) show that the relative errors in thê d i 's computed by parallel pre x can be as large as n (A) ?3 . Since the relative condition number for d n , with respect to component-wise perturbations, is approximately n (A) ?1 , by Lemma 3.4, it follows that thed i 's may contain component-wise relative backward errors as large as n (A) ?2 . It is useful to be able to detect these large backward errors.
In the context of bisection it would be useful if somehow we had an upper bound on the condition number of each of the d i , since then if < 1 then we would know that even though the computed d i 's may be rather inaccurate at least their signs are correct and this is all that is required for bisection. had large backward error because we are working on T(i 0 : n) rather than T, and as was illustrated by an example at the end of the previous subsection, the errors in parallel pre x computations depend on the multiplications performed, and not on gross properties of the matrix that may be inherited by submatrices. For example, let us suppose that we takeT as in Section 4.2, and tol = 10 ?15 and we do the computations using MATLAB (with 2 10 ?16 ). Then we must recompute 3 times{ rst with i 0 = 5, then i 0 = 9 and nally with i 0 = 13. If however, we allow a larger backward error, taking tol = 10 ?10 , then only one recomputation is required, and this is su cient to get the signs of all thed i 's correct. However, without prior knowledge of we would not have known that tol = 10 ?10 was su cient to get the signs of thed i correct. This shows that recomputation can involve quite a lot of extra work, especially if tol is small. However, as we argue two paragraphs on, one rarely needs to do this recomputation.
Another possibility in the case that i 0 is not close to n is to iteratively re ne d i 0 ; : : :; d n noting that the recurrence (4.1) can be rewritten as a lower triangular linear system the solution of which gives the d i . According to Higham 7 , Theorem 2.1] this will give a backward stable solution provided that the original estimates are not too inaccurate. This idea needs to be tested in practice.
It should be noted that Swarztrauber 12] has obtained reasonably accurate results for the eigenvalues of symmetric tridiagonal matrices computed by bisection using parallel pre x to compute the leading minors. So we do not expect that the computed minors will often have a large backward error. So even though the steps we have proposed to correct these errors, once they have been detected, may be expensive, we will not have to use them often. 4 Our approach ts into the paradigm of computing a quantity by a fast though possibly unstable method, checking for stability, and if necessary recomputing by a slower stable method if necessary. See, for example, 3] for further discussion and other methods of this type.
Another application of the formula (4.18) for the relative component-wise backward error is in verifying the accuracy of a computed eigenvalue. Suppose that we use bisection combined with parallel pre x evaluation of the d i (but no checks for backward stability) to obtain as an estimate of an eigenvalue of T, a symmetric tridiagonal matrix. Then, as shown in Section 4.2, could be quite inaccurate, so we would like have some measure of its reliability. We can compute an upper bound on the smallest such that T ? I + E is singular for some E with jEj jT ? Thus we have component-wise backward error bounds on the ratiosû i =v i , and these ratios are within a factor of (1 + ) of the computed value ofẑ i . Again, if U i and V i are computed in nite precision arithmetic then one must add 2 to these bounds.
As in the case of evaluating nested determinants, if the relative backward error is too large we can determine the point at which we must restart our computations.
The utility of this a posteriori backward error bound is somewhat limited as we are assuming that the a i ; b i ; c i ; d i are independent and are the data of the problem. Neither of these assumptions is true in the case of the shifted di erential qd algorithm discussed in Section 5.3.
5.2. Triangular Factorizations of Tridiagonal Matrices. We have already seen how parallel pre x can be used to compute the leading minors of a symmetric tridiagonal matrix. Much the same method works if the matrix is not symmetric. Given the leading principal minors of a tridiagonal matrix one can compute the LU, LDL T (in the symmetric case) or Cholesky (in the positive de nite case) factorization in time O(1) using O(n) processors. Parallel computation of the QR factorization of a tridiagonal matrix is more complicated. We give the details in the symmetric case as it arises when one wants to parallelize the QR algorithm for a symmetric tridiagonal T { observe however that we do not actually use the symmetry of T in any essential way. The example given at the end of Section 4.2 shows that any of these parallel algorithms based on the computation of the leading principal minors can be very unstable. The discussion in Section 4.3 shows how one can detect and correct this instability.
If we can compute the diagonal of R and the 2 2 rotations used to upper triangularize T then we can compute R in time O(1) in parallel. If we are not so much interested in Q and R but in performing one step of the QR algorithm, this also can also be done in time O (1) This takes O(log 2n) time. Now, the R ii can be computed independently from (5.5) . This is precisely the algorithm proposed by Kuck and Sameh 9] , but derived in a di erent way. To obtain their algorithm from this replace d i and R ii by w i and p i respectively.
Notice that the matrix in (5.7) is nonnegative and so from the discussion in Section 2.1 we know that the component-wise relative errors in the computation of the z i from the d i and b i will be small. In 9, Lemma 3] Kuck and Sameh show that the vector of z i 's is computed to high norm-wise relative accuracy, but it is important to bound the component-wise relative error since we divide by z 2 i in ( in parallel by parallel pre x (using the linearization in (5.2) ). Once the i are computed then compute the a (1) i and the b (1) i independently by a (1) i = q 2 i + b 2 i ; b (1) i = b i a i+1 =a (1) i : (5.9) 5 Actually they de ne = kSk 2 , but that is incorrect.
Actually one can de ne a square root free algorithm by squaring (5.9) . This is computationally cheaper and is proposed in 6]. The error analysis is essentially the same.
It can easily be shown from 6, Corollary 1] that the serial version of this algorithm computes all the singular values of a bidiagonal matrix to high relative accuracy. It would be useful to know whether the parallel implementation given above also does. The 2 2 matrices M i that we need to multiply are M i = a 2 i ? t 2 1 ?b 2 i t 2 b 2 i ! :
If the shift t is 0, which corresponds to parallelizing Algorithm 2 in 6], then the M i are nonnegative and so the i are computed to high relative accuracy, and hence so are the entries of B (1) , and by Lemma 3.5 the singular values of theB (1) , the computed value of B (1) are close in the relative sense to those of the B (1) which are the same as those of B.
The more interesting case is where the shift t is not 0, then the matrix M i is no longer nonnegative and so we cannot be sure, at least not from this analysis, that the i 's are computed to high relative accuracy. D. Wisniewski and the author have recently proved a bound similar to (4.11) for parallel pre x implementation of the qd algorithm with shifts and have an example (closely related to (4.16)) that shows that the parallel pre x implementation of the qd algorithm with shifts can be considerably less stable than the serial implementation.
