We present a simple and powerful method for extrapolating nite-volume Monte Carlo data to innite volume, based on nite-size-scaling theory. W e discuss carefully its systematic and statistical errors, and we illustrate it using three examples: the two-dimensional three-state Potts antiferromagnet on the square lattice, and the twodimensional O(3) and O(1) -models. In favorable cases it is possible to obtain reliable extrapolations (errors of a few percent) even when the correlation length is 1000 times larger than the lattice.
Quantum eld theorists are interested primarily in innite systems; but Monte Carlo simulations must perforce be carried out on lattices of nite linear size L, limited by computer memory and speed. This raises the problem of extrapolating nite-volume data to L = 1. W e present here a simple and powerful method for performing this extrapolation, based on nite-size-scaling theory [1] ; and we discuss carefully its systematic and statistical errors. We illustrate the method using three examples: the two-dimensional threestate Potts antiferromagnet on the square lattice [2] , and the two-dimensional O(3) and O(1) -models [3, 4] . We h a v e found | much to our surprise | that in favorable cases it is possible to obtain reliable extrapolations (errors of a few percent) at =Las large as 10{1000. More details can be found in [5] .
Consider, for starters, a model controlled by a renormalization-group (RG) xed point h a ving one relevant operator. Let us work on a periodic lattice of linear size L. Let (;L) b e a suitably dened nite-volume correlation length (we use the second-moment correlation length dened by equations (4.11){(4.13) of [6] ), and let O be any long-distance observable (e.g. the correSpeaker at the conference. lation length or the susceptibility). Then nitesize-scaling theory [1] 
where f O is a universal function and ! is a correction-to-scaling exponent. Hence, if s is any xed scale factor (usually we take s = 2),
where F O can be expressed in terms of f O , f . Our method proceeds as follows [7] : Make Monte Carlo runs at numerous pairs (;L) and [5] , but the power p can be either positive or negative. I f p > 0, there is an optimum value of 1 =L; this determines the best lattice size at which to perform runs for a given . I f p < 0, it is most ecient to use the smallest lattice size for which the corrections to scaling are negligible compared to the statistical errors. Our rst example [2] is the two-dimensional three-state Potts antiferromagnet on the square lattice, which is believed to have a critical point at = 1 [11] . We used the Wang-SwendsenKoteck y cluster algorithm [12] , which appears to have no critical slowing-down ( int;M 2 stagg < 5 uniformly in and L) [2] . We ran on lattices L = 3 2 ; 64; 128; 256; 512; 1024; 1536 at 153 dierent pairs (;L) in the range 5 < 1 < 20000. Each run was between 2 10 5 and 2: 2 10 7 iterations, and the total CPU time was modest by our standards (about 2 years on an IBM RS-6000/370). We t o o k min = 1 0 a n d L min = 128 and used a quintic t in (3); the result for F is shown in [2, 5] (resp. 2%, 3%, 5%) at 1 1000 (resp. 2000, 5000, 10000).
Next let us consider [3, 4] the two-dimensional O(3) -model (see Caracciolo's talk for more details). We used the Wol embedding algorithm with standard Swendsen-Wang updates; again critical slowing-down appears to be completely eliminated. We ran on lattices L = 32; 48; 64; 96;128; 192; 256; 384; 512 at 180 dierent pairs (;L) in the range 20 < 1 < 10 5 . Each run was between 10 5 and 5 10 6 iterations, and the total CPU time was 7 years on an IBM RS-6000/370. We t o o k min = 20 and used a tenth-order t. There appear to be weak corrections to scaling (of order < 1:5%) in the region 0:3 < L =L < 0:7 for lattices with L < 64{96. We therefore chose L min = 128 for L =L 0:7, and L min = 64 for L =L > 0:7. The result for F is shown in [4, 5] ( 2 = 7 2 : 91, 73 DF, level = 48%). The result for G is shown in [5] ; at large 1 =L it decreases sharply, with a power p 2 in agree-3 ment with theory [5] . In practice we obtained 1 to an accuracy of about 0.2% (resp. 0.7%, 1.1%, 1.6%) at 1 10 2 (resp. 10 3 , 1 0 4 , 1 0 5 ).
We also carried out a \simulated Monte Carlo" We used min = 20 and L min = 64 (in fact much smaller values could have been used, as corrections to scaling are here very small) and a ninth-order t; for two dierent data sets we get 2 = 114 (resp. 118) with 166 DF. In practice we obtain 1 with an accuracy of 0:6% (resp. 1:2%, 2%, 3%) at 1 35 DF. Only 6 (resp. 9) points dier from the exact value more than one standard deviation, and none by more than two. Details on all of these models will be reported separately [2, 4] .
The method is easily generalized to a model controlled by a n R G xed point h a ving k relevant operators. It suces to choose k 1 dimensionless ratios of long-distance observables, call them R = ( R 1 ; . . . ; R k 1 ); then the function F O will depend parametrically on R(;L). In practice one can divide R-space into \slices" within which F O is empirically constant within error bars, and perform the t (3) within each slice. We h a v e used this approach to study the mixed isovector/isotensor -model, taking R to be the ratio of isovector to isotensor correlation length [3, 4] .
The method can also be applied to extrapolate the exponential correlation length (inverse mass gap). For this purpose one must work in a system of size L d 1 T with T exp (;L) (cf. [8] ).
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