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1
Introduction générale
« However, my personal reason
for working on one-dimensional
problems is merely that they are
fun. A man grows stale if he
works all the time on the
insoluble and a trip to the
beautiful work of one dimension
will refresh his imagination better
than a dose of LSD. »
F. Dyson
Ces trois dernières décennies ont vu l’émergence puis les avancées spectaculaires de la physique des
atomes ultra-froids [1]. Les techniques de piégeage et de refroidissement d’atomes à l’aide de lasers (prix
Nobel 1997) [2–4], combinées au refroidissement par évaporation [1], ont permis d’atteindre expérimen-
talement la condensation de Bose-Einstein (prix Nobel 2001) [5, 6]. Dans ce régime, des centaines de
milliers d’atomes occupent un même état quantique permettant de traiter le nuage à l’aide d’une unique
fonction d’onde [7, 8]. Le gaz d’atomes présente alors des propriétés de cohérence pouvant être obser-
vées au travers de ﬁgures d’interférence [9]. Cette fonction d’onde macroscopique a été mise à proﬁt
en optique atomique, et notamment pour la réalisation de lasers à atomes guidés quasi-continus [10] et
monomodes [11], analogues à leur pendant optique.
La maîtrise expérimentale que l’on peut avoir aujourd’hui de ces gaz d’atomes ultra-froids, en fait
un objet de choix pour la réalisation de systèmes présentant un comportement quantique à une échelle
macroscopique. Le façonnage des lasers, y compris dynamiquement, permet de créer une grande variété
de potentiels conservatifs, dont les paramètres peuvent être contrôlés précisément [12]. Ces systèmes
peuvent être décrits par des hamiltoniens similaires à ceux rencontrés dans d’autres domaines de la
physique. Ceci fait actuellement des atomes ultra-froids un système de choix pour la réalisation de si-
mulateurs quantiques [13].
Les systèmes à basses dimensions bénéﬁcient d’un attrait particulier depuis ces dernières années, non
seulement parce qu’ils permettent une première approche d’un problème en réduisant sa complexité, mais
surtout parce que, souvent, une nouvelle physique émerge de ces systèmes [14]. Les récentes démons-
trations expérimentales de la localisation d’Anderson [15, 16] (1D), la transition superﬂuide-isolant de
Mott [17] (2D), la réalisation de gaz de Tonks-Girardeau [18] (1D), ou encore la transition Berezinskii-
Koterlitzs-Thouless [19] (2D), en sont des exemples.
La condensation de Bose-Einstein ne pouvant être obtenue qu’à trois dimensions (cf. Fig. 1.1), ces
réalisations expérimentales ont en commun une réduction eﬀective de la dimension du système. Un
condensat est initialement relâché de son potentiel harmonique de manière adiabatique, puis évolue
dans un espace de plus basse dimension. Ainsi relâché dans un guide, tous les atomes composant le
gaz se comportent comme une onde de matière monodirectionnelle de longueur d’onde de de Broglie :
λdB = h/(mv), où v est la vitesse moyenne de l’onde de matière. On peut construire l’équivalent d’élé-
ments d’optique comme, par exemple, une lame séparatrice. Dans ce contexte, le groupe de recherche
d’atomes froids de Toulouse a mis en exergue le comportement chaotique de ce système [20]. De par
leur nature ondulatoire, la diﬀraction d’ondes de matière sur un potentiel périodique local conduit à une
11
(a) (b) (c)
Figure 1.1
Condensat de Bose-Einstein de N = 150 × 103 atomes de Rubidium 87 obtenu pas le groupe de Da-
vid Guéry-Odelin (mai 2015). On représente la densité d’atomes obtenue à l’aide d’une imagerie par
absorption pour (a) un nuage thermique, (b) un nuage partiellement condensé (présentant une partie
thermique significative) et (c) un condensat pur.
diffraction de Bragg [21]. Dans cette conﬁguration, le réseau optique agit comme un miroir de Bragg
dont le coeﬃcient de réﬂexion dépend de la longueur d’onde de de Broglie et des caractéristiques de la
structure périodique.
J’ai bénéﬁcié durant ma thèse d’un double encadrement issu de la collaboration entre Bertrand
Georgeot du Laboratoire de Physique Théorique et de David Guéry-Odelin du Laboratoire Collision
Agrégat et Réactivité, dont les thématiques ont été dans la continuité naturelle des expériences réalisées
par l’équipe atomes froids. Dans ce cadre, j’ai approfondi l’étude d’une cavité de Bragg pour onde de
matière. Ces travaux ont été stimulés par une réalisation expérimentale. L’un des objectifs que s’est
assigné l’équipe est de réaliser l’atom blockade, et de contrôler le déplacement d’une onde macroscopique
par un objet microscopique (un atome). En pratique, un laser à atomes entre en interaction avec une
cavité (murs répulsifs) atomique nourrie de zéro ou un atome. De telles cavité présentent des résonances
dont les largeurs énergétiques sont bien plus petites que celles d’un condensat de Bose-Einstein. Pour
contourner cette diﬃculté, on propose d’exploiter la monochromaticité locale de l’onde de matière. Nous
avons développé un formalisme basé sur des grandeurs dynamiques locales qui, contrairement à leurs
homologues globales, ne sont pas limitées par le principe d’incertitude d’Heisenberg. Dans ce cas de
ﬁgure, les interactions répulsives jouent un rôle essentiel, en renforçant les corrélations opérant dans
l’espace des phases. Sonder les états liés d’un potentiel attractif peut aussi se faire au moyen d’un gaz
d’atomes en interaction attractive. Le nuage peut alors déposer, lors d’une diﬀusion, une partie de ses
atomes dans ces états, de sorte à réaliser une cartographie énergétique du potentiel. L’avantage de ce
type d’expérience est de pouvoir peupler des états du spectre pourtant diﬃcilement atteignables car se
situant dans des gaps en énergie comme, par exemple, les états de surface lorsque le potentiel est de
taille ﬁnie.
Ce manuscrit sera composé de quatre chapitres groupés en deux thématiques, la première concernant
l’étude de gaz d’atomes dans des réseaux optiques et la seconde concernant l’utilisation des interactions
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inter-atomiques comme outil pour sonder les états d’un potentiel local :
• Chapitre 2 : Après avoir introduit le formalisme général permettant de caractériser la propaga-
tion d’une particule quantique dans un potentiel périodique inﬁni à une dimension, je montrerai
l’émergence de barrières tunnel lorsque la profondeur dépend de la position. Je présenterai une
application expérimentale : la cavité de Bragg, qui a été mise en œuvre expérimentalement à l’aide
d’un réseau optique de taille ﬁnie. Enﬁn, l’extension de ces concepts à des réseaux de plus grandes
dimensions et à des réseaux modulés temporellement sera discutée. Ces travaux ont fait l’objet
d’une lettre dans EuroPhysics Letters [22] en 2013, et d’un article publié dans Physical Review A
en 2015 [23].
• Chapitre 3 : Je détaillerai, dans un premier temps, le comportement d’une particule chargée dans
un réseau cristallin à deux dimensions, soumis à un champ magnétique normal au réseau. Ce
contexte théorique est celui dans lequel se manifeste le spectre fractal de Hofstadter, mais qui
est très diﬃcilement accessible avec une expérience de type eﬀet Hall quantique entier, justiﬁant
l’utilisation d’un simulateur quantique pour l’observer. De nombreuses propositions ont été faites
dans le cadre d’une expérience d’atomes froids. Ici, nous nous concentrerons sur l’une d’entre elles
nécessitant l’emploi d’un réseau optique quasi-périodique à une dimension.
• Chapitre 4 : Je présente, ici, le formalisme permettant la prise en compte des interactions inter-
atomiques dans un gaz à température nulle. La réduction du système à une dimension spatiale
conduisant à diﬀérentes formes de l’équation d’évolution en fonction des hypothèses liées au sys-
tème, je me concentrerai sur l’une d’entre elles, l’équation de Gross-Pitaevskii. Cette équation a
une solution propagative particulière, lorsque les interactions sont attractives : le soliton. J’utili-
serai cet objet comme réservoir d’énergie d’interaction pour sonder les états liés et résonants d’un
puits de potentiel, dans une situation de diﬀusion d’intérêt expérimental. Enﬁn, dans le cas d’un
réseau optique à enveloppe carrée et à enveloppe lisse, je montrerai qu’il est possible de peupler
des états de surface avec un grand taux d’occupation.
• Chapitre 5 : Le cas d’un gaz d’atomes interagissant répulsivement peut aussi être utile expérimen-
talement pour sonder les états d’un potentiel local. Un condensat de Bose-Einstein dans le régime
de Thomas-Fermi, relâché initialement de son piège, développe une corrélation position-vitesse
lors de sa propagation libre, pouvant être évaluée au moyen d’une loi d’échelle sur la distribution
de Wigner. Je montrerai que l’utilisation de grandeurs dynamiques locales permet de sonder des
résonances d’un potentiel dont la largeur énergétique est de l’ordre de grandeur du pico-Kelvin.
Ces travaux ont fait l’objet d’un article dans Physical Review A en 2014 [24].
Les annexes sont découpées en 3 parties distinctes. La première concerne les programmes qui ont
été développés principalement pour résoudre les équations aux valeurs propres et celles de la dynamique
des diﬀérents systèmes étudiés au cours de cette thèse. La deuxième partie traite en détail le cas d’une
particule dans un potentiel bi-périodique, dont le rapport entre les deux fréquences est de 2. Ce cas de
ﬁgure est particulièrement intéressant [25, 26] et pourra être étudié plus en détail par l’équipe atomes
froids dans un futur proche. Enﬁn, la dernière partie de cette annexe décrit la résolution de l’équation
de Schrödinger en présence d’un potentiel fractal. Plusieurs travaux ont été menés sur cette thématique,
mais jamais de manière analytique. On se place ici dans un cas de ﬁgure particulier où le potentiel est
déﬁni par la fonction de Weierstrass, pour laquelle la méthode de Hill s’applique.
13

Bibliographie
[1] C. Cohen-Tannoudji et D. Guéry-Odelin, Advances in Atomic Physics, (World Scientiﬁc, 2011).
[2] S. Chu Rev. Mod. Phys. 70 685 (1998).
[3] C. N. Cohen-Tannoudji Rev. Mod. Phys. 70 707 (1998).
[4] W. D. Phillips Rev. Mod. Phys. 70 721 (1998).
[5] K. B. Davis, M. -O. Mewes, M. R. Andrews, N. J. van Druten, D. S. Durfee, D. M. Kurn et W.
Ketterle, Phys. Rev. Lett. 75 3969 (1995).
[6] M. H. Anderson, J. R. Ensher, M. R. Matthews, C. E. Wieman et E. A. Cornell,
Science 269 198 (1995).
[7] L. Pitaevskii et S. Stringari, Bose-Einstein Condensation, (Claderon Press, Oxford, 2003).
[8] F. Dalfovo, S. Giorgini, L. P. Pitaevskii et S. Stringari Rev. Mod. Phys. 71 463 (1999).
[9] M. R. Andrews, C. G. Townsend, H.-J. Miesner, D. S. Durfee, D. M. Kurn et W. Ketterle,
Science 275 637 (1997).
[10] I. Bloch, T. W. Hänsch et T. Esslinger, Phys. Rev. Lett. 82 3008 (1999).
[11] G. L. Gattobigio, A. Couvert, M. Jeppesen, R. Mathevet et D. Guéry-Odelin,
Phys. Rev. A 80 041605(R) (2009).
[12] O. Morsch et M. Oberthaler, Rev. Mod. Phys. 78 179 (2006).
[13] M. Lewenstein, A. Sanpera et V. Ahuﬁnger, Ultracold Atoms in Optical Lattices - Simulating quan-
tum many-body systems, (Claderon Press, Oxford, 2012).
[14] Thierry Giamarchi, Quantum Physics in One Dimension (Claderon Press, Oxford, 2003).
[15] J. Billy, V. Josse, Z. Zuo, A. Bernard, B. Hambrecht, P. Lugan, D. Clément, L. Sanchez-Palencia,
P. Bouyer et A. Aspect, Nature 453 891 (2008).
[16] G. Roati, C. D’Errico, L. Fallani, M. Fattori, C. Fort, M. Zaccanti1, G. Modugno, M. Modugno et
M. Inguscio, Nature 453 895 (2008).
[17] M. Greiner, O. Mandel, T. Esslinger, T. W. Hänsch et Immanuel Bloch, Nature 415 39 (2002).
[18] B. Paredes, A. Widera, V. Murg, O. Mandel, S. Fölling, I. Cirac, G. V. Shlyapnikov, T. W. Hänsch
et I. Bloch, Nature 429 277 (2004).
[19] Z. Hadzibabic, P. Krüger, M. Cheneau, B. Battelier et J. Dalibard, Nature 441 1118 (2006).
[20] G. L. Gattobigio, A. Couvert, B. Georgeot et D. Guéry-Odelin, Phys. Rev. Lett. 107 254104 (2011).
[21] C. M. Fabre, P. Cheiney, G. L. Gattobigio, F. Vermersch, S. Faure, R. Mathevet, T. Lahaye et D.
Guéry-Odelin, Phys. Rev. Lett. 107 230401 (2011).
[22] P. Cheiney, F. Damon, G. Condon, B. Georgeot et D. Guéry-Odelin,
Eur. Phys. Lett. 103 50006 (2013).
[23] F. Damon, G. Condon, P. Cheiney, A. Fortun, B. Georgeot, J. Billy et D. Guéry-Odelin,
Phys. Rev. A 92 033614 (2015).
[24] F. Damon, F. Vermersch, J. G. Muga et D. Guéry-Odelin, Phys. Rev. A 89 053626 (2014).
[25] M. Atala, M. Aidelsburger, J. T. Barreiro, D. Abanin, T. Kitagawa, E. Demler et I. Bloch,
Nature Physics 9 795 (2013).
[26] T. Salger, C. Grossert, S. Kling et M. Weitz, Phys. Rev. Lett. 107 240401 (2011).
Bibliographie 15

2
Gaz ultra-froids dans un réseau
optique
« Il y avait à Montmartre, au
troisième étage du 75 bis de la
rue d’Orchampt, un excellent
homme nommé Dutilleul qui
possédait le don singulier de
passer à travers les murs sans en
être incommodé. »
M. Aymé
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2.1 Introduction
La dualité onde-corpuscule est, probablement, un des paradigmes les plus emblématiques de la mé-
canique quantique et est parfaitement illustré par l’eﬀet tunnel. Une particule diﬀusant, de par son
caractère ondulatoire, a une probabilité non nulle de traverser une barrière de potentiel classiquement
impénétrable. Ce phénomène est en général observable à l’échelle de l’atome, par exemple lors de la
désintégration du noyau d’un atome [1], ou de son ionisation par eﬀet tunnel [2], car la probabilité de
transmission au travers d’une barrière dépend essentiellement de sa largeur et de sa hauteur. En pa-
rallèle, lors de la diﬀusion d’une particule sur un puits de potentiel on s’attend classiquement à ce que
la particule soit toujours transmise et ce, quelle que soit son énergie. Quantiquement il n’en n’est rien.
Les états résonants du puits entrent en jeu dans la dynamique et la particule est transmise lorsque son
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énergie est égale à l’énergie de ces états, et est réﬂéchie dans le cas contraire. Cette réﬂexion quantique,
qui prend place à basse énergie, est au centre de l’étude que l’on mènera par la suite.
Pour des atomes froids placés dans un réseau optique, l’eﬀet tunnel est représenté par un paramètre
de couplage entre deux puits adjacents du réseau, déterminant la dynamique du système [2–4] et pou-
vant être contrôlé expérimentalement en amplitude et en phase [5–7]. L’étude de l’eﬀet tunnel au travers
d’une unique barrière est, cependant, diﬃcile à observer. Plusieurs travaux ont été réalisés dans ce sens
dans le cadre de l’eﬀet Josephson alternatif et continu [8], ou encore par l’utilisation de lithographies de
Silicium [9]. Néanmoins, le concept d’eﬀet tunnel ne se limite pas à l’espace des positions. Une particule
dans un réseau peut faire, sous l’eﬀet d’une force, une transition non adiabatique d’une bande d’énergie
à une autre, qui peut être interprétée comme un eﬀet tunnel dans l’espace des quasi-moments [3]. Un
autre type d’eﬀet tunnel peut aussi se produire entre deux îlots de stabilité [10] dans l’espace des phases.
La présence d’un espace des phases mixte (i.e. présentant une mer chaotique et des îlots de stabilité)
conduit à un eﬀet tunnel assisté par le chaos et a été observé, pour la première fois, dans des réseaux
optiques modulés temporellement [11, 12].
Inspiré par les avancées réalisées dans le domaine des métamatériaux [13] et de la nanophoto-
nique [14, 15], concernant la réalisation de composants optiques capables de guider, de courber ou
encore de ﬁltrer la lumière, plusieurs études ont vu le jour dans le domaine de l’optique atomique.
Un élément a été la réalisation d’un miroir de Bragg, composé d’une succession périodique de couches
brillantes et sombres, de tailles sub-micrométriques issues de l’interférence d’un laser [16–20]. En re-
vanche, contrairement à l’optique, les interférences d’ondes de matière multiples ne sont pas utilisées
dans le but d’améliorer la réﬂectivité mais pour gagner en sélection en vitesse et réaliser des ﬁltres en
vitesse très ﬁns et modulables [18, 19].
De tels miroirs ont pu être mis en œuvre expérimentalement par l’étude de la diﬀusion de condensats
de Bose-Einstein sur un réseau optique, de taille ﬁnie, à une dimension [21] : la structure de bande qui
a été sondée a révélé une grande richesse en termes de ﬁltres sélectifs en vitesse (passe bande, coupe
bande, passe haut et passe bas). L’enveloppe projette le diagramme de bande et, a fortiori, les gaps en
énergie dans l’espace des positions. Il en résulte une distribution de gaps spatiaux générant un nouveau
type de barrière tunnel pour ondes de matière. Traverser de telles barrières revient à faire une transition
Landau-Zener entre deux bandes adjacentes [22]. Du fait de la symétrie spatiale que peut avoir un réseau
optique, celui-ci peut créer un cavité pour les atomes [23].
Le formalisme sous-jacent à l’étude d’un nuage d’atomes dans un réseau optique périodique est la
théorie des bandes. Nous verrons que les solutions données par la théorie de Bloch peuvent se généraliser,
dans le cadre de l’équation de Mathieu résolue par la méthode de Hill. La diﬀusion d’une particule sur
un réseau de taille ﬁnie à enveloppe carrée, présente des particularités spectrales qui seront mises en
regard avec le cas d’un réseau inﬁni. On abordera, dans une deuxième partie, un autre type de potentiel
ﬁni pour les atomes qui est celui d’un réseau optique à enveloppe gaussienne. Dans ce cadre, l’enveloppe
donne lieu à des gaps spatiaux pouvant générer des barrières tunnel pour les atomes. Le réseau permet
dans ce cas de réaliser une cavité de Fabry-Perot pour ondes de matière, que l’on peut caractériser
numériquement à l’aide d’un modèle semi-classique. Cette cavité a été réalisée expérimentalement et a
montré que les gaps spatiaux peuvent être considérés comme des lentilles convergentes pour ces ondes
de matière. Une généralisation de ces cavités à des super-réseaux et à des dimensions supérieures à 1
est discutée.
Dans une dernière partie, on propose l’utilisation d’une modulation temporelle de l’amplitude du ré-
seau, dans le but de réaliser des transitions cohérentes et locales, d’un état à un autre et ce, de manière
à peupler des cavités latérales [24]. Contrairement aux systèmes utilisés en optique, un réseau optique
peut être modulé en amplitude au cours du temps. Ce degré de liberté oﬀre la possibilité de réaliser
des ﬁltres sélectifs en vitesse et des miroirs modulables, comme cela a été démontré expérimentalement
dans l’article [25]. De tels outils pourraient se révéler très utiles dans le champ de recherche émergeant
qu’est l’atomtronique [26–33]. Nous discuterons, dans ce chapitre, de nouvelles applications de cette
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modulation temporelle aux transferts d’atomes dans diﬀérentes cavités.
2.2 Particules quantiques dans un potentiel périodique
Cette section est un rappel sur le traitement d’une particule quantique dans un réseau périodique et
inﬁni. Après avoir exposé la théorie de Bloch, on montrera l’intérêt d’exploiter les solutions complexes
de l’équation de Schrödinger stationnaire (équation de Mathieu).
2.2.1 Théorie des Bandes
Énoncée en 1928 par Felix Bloch, la théorie des bandes caractérise les solutions d’un système pério-
dique inﬁni [34, 35]. On fait ici le choix de se placer dans un système à une dimension. L’approche que
l’on fait ici peut se généraliser à des dimensions supérieures.
États de Bloch
On considère un potentiel périodique, de période d, statique : U(x) = U(x + d). L’équation de
Schrödinger stationnaire s’écrit :
Hˆψ(x)=ˆ
(
Pˆ 2
2m + U(x)
)
ψ(x) = Eψ(x). (2.1)
Les solutions de cette équation sont une superposition d’états propres de l’hamiltonien, qui sont données
par le théorème de Bloch :
ψn,k(x) = eikxun,k(x), (2.2)
avec n ∈ N l’indice de la bande et k une constante, homogène à un vecteur d’onde, la fonction un,k(x) ∈ R
est périodique de période d. Remarquons que exp(ikx) est une phase dynamique qui dépend de la
position, de sorte que pour k 6= 0 les solutions de l’équation (2.1) sont propagatives, avec k le vecteur
d’onde de la fonction d’onde. La fonction un,k(x) se développe dans la base de Fourier, vk,ℓ :
un,k(x) =
∑
ℓ∈Z
vk,ℓe2iπℓx/d.
Dans cette base, la fonction d’onde ψn,k(x) s’écrit :
ψn,k(x) =
∑
ℓ∈Z
vk,ℓei(k+2πℓ/d)x. (2.3)
Les solutions de Bloch se décomposent donc en somme inﬁnie d’ondes planes propagatives (sauf lorsque
k = 0) de moment k′ = k+2πℓx/d. Tout vecteur d’onde k′ peut se ramener à un vecteur d’onde k prenant
des valeurs dans la première zone de Brillouin déﬁnie par l’intervalle [−kR/2, kR/2], avec k′ = k+ℓkR, où
kR = 2π/d est le vecteur d’onde associé au réseau qui satisfait la relation de réciprocité : exp(ikRd) = 1.
La quantité k est appelée pseudo-moment. En insérant la solution (Eq. 2.2) dans l’équation (2.1), on
obtient après simpliﬁcation l’équation aux valeurs propres suivante :
Hkun,k(x) =
(
(p+ ~k)2
2m + U(x)
)
un,k(x) = En,kuk(x). (2.4)
On peut déﬁnir alors n valeurs propres réelles En,k associées au moment k.
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Équation aux valeurs propres
L’hamiltonien eﬀectif Hk peut être réécrit sous forme matriciel en réalisant une décomposition du
potentiel dans l’espace de Fourier :
U(x) =
∑
p∈Z
U˜peipkRx,
avec Up les coeﬃcients de Fourier associés. En combinant ce développement et celui de l’équation (2.3)
dans (2.1), on trouve l’équation dite centrale :
~2
2m (k + ℓkR)
2 vℓ +
∑
p∈Z
U˜pvℓ−p = Evℓ. (2.5)
C’est un système linéaire de la forme M~v = E~v, avec M une matrice hermitienne de dimension inﬁnie.
Considérons pour le moment le cas particulier d’un réseau périodique sinusoïdal de la forme :
U(x) = −U0[cos(kRx) + 1]/2, (2.6)
avec U0 > 0 la profondeur du potentiel. Pour résoudre numériquement l’équation aux valeurs propres
(2.5), il est nécessaire de réduire la dimension de la matrice à 2N +1 en tronquant la matrice à |p| ≤ N ,
ce qui revient à considérer les N premier états du systèmes. Dans ce cadre, la matriceM est tridiagonale
et prend la forme :
M =

b−N u
u b−N+1 u
. . . . . . . . .
u bN−1 u
u bN
 , (2.7)
avec u = U0/4, bℓ = ER (k/kR + ℓ)2 − U0/2. On déﬁnit ici l’énergie relative au réseau ER = ~2k2R/2m,
nommée énergie de recul. On verra par la suite qu’il est possible de généraliser cette approche à des
potentiels ayant de multiples composantes dans l’espace de Fourier.
On peut procéder numériquement à la diagonalisation de cette matrice (cf. Annexe A). On représente
sur la ﬁgure 2.1.a le diagramme de bande calculé pour un potentiel de profondeur nulle (ligne pointillée)
pour les trois premières énergies propres. On retrouve la dispersion de la particule libre E0 = ~2k2/(2m),
dont le spectre est replié dans la première zone de Brillouin. Lorsque la profondeur du réseau est non
nulle, une levée de dégénérescence (séparation en bandes d’énergies) se produit en bord de zone de
Brillouin (Fig. 2.1.a ligne continue). Les zones en énergies pour lesquelles il n’y a aucune valeur propre
sont appelées gaps. Lorsque k ≃ kR, la dérivée de En(k) devient nulle. Les états de Bloch associés à ces
énergies peuvent être calculés à partir des états propres vk,ℓ et de la relation (Eq. 2.3). On les représente
sur les ﬁgures 2.1.b. et c.
Ici, les états de Bloch sont une superposition des 2N+1 états propres deM . Dans le cas d’un potentiel
symétrique, la symétrie de ces états alterne entre paire lorsque n ∈ 2N et impaire pour n ∈ 2N+ 1. Cet
eﬀet est à mettre en regard avec les états propres dans le cas d’un système dans une boîte symétrique
(on verra par la suite que lorsque le potentiel n’est plus inﬁni, le nombre d’états dans chaque bande
correspond au nombre de sites du réseau).
Profondeur faible : approche perturbative
Dans la limite où la profondeur du réseau est petite devant l’énergie de recul (U0 ≪ ER), une
particule est quasi-libre et sa dynamique est très faiblement perturbée par le potentiel périodique. À
l’ordre le plus bas, il est possible de réduire le système d’équation (2.5) pour ℓ = 0, 1, à [7] :{
Ekvk − (U0/4)vk−kR = Evk
−(U0/4)vk + Ek−kRvk−kR = Evk−kR
, (2.8)
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Figure 2.1
(a) Représentation graphique des premiers niveaux d’énergie En(k) pour U0 = 0 (ligne pointillée) et
U0 = 2ER (ligne continue). Fonction de Bloch de l’état fondamental (b) et du premier état excité (c)
pour k = 0 (lignes continues) et pour k = kR (lignes pointillés).
qui a pour valeurs propres :
E
(±)
k =
1
2(Ek + Ek−kR)±
√(Ek − Ek−kR
2
)2
+ U
2
0
16 , (2.9)
avec Ek = ~2k2/(2m). En introduisant la notation K = k/kR − 1/2 et q = U0/ER, on peut réécrire
l’équation (2.9) comme :
E
(±)
K
ER
= 14 +K
2 ±
√
K2 + q
2
16 . (2.10)
Avec comme vecteurs propres associées : vk = (4E(−)K /U0, 1) et vk−kR = (4E
(+)
K /U0, 1). La fonction de
Bloch perturbative ψ˜n,k est une superposition de ces états propres et prend la forme :
ψ˜n,k(x) = eikx
(
vk + vk−kRe−ikRx
)
. (2.11)
Le développement à l’ordre 1 du potentiel réduit le système à deux bandes et un gap en énergie. La
largeur du gap est dans ce régime de l’ordre de grandeur de q/2 (cf. Fig. 2.2). Ce développement peut
être eﬀectué à des ordres plus élevés et adaptés aux bandes supérieures [35].
Régime liaisons fortes
Il existe un autre régime dans lequel il est possible d’obtenir analytiquement les solutions de l’équation
(2.1). Ce régime est celui des liaisons fortes pour lequel U0 ≫ ER. Contrairement au cas précédent, la
particule a une très faible probabilité de se déplacer par eﬀet tunnel d’un site du réseau à un autre [36,37].
On peut considérer que le potentiel périodique est un assemblage périodique d’une inﬁnité d’oscillateurs
harmoniques indépendants. La pulsation propre ω0 de ces oscillateurs est donnée par le développement
au deuxième ordre du potentiel autour des minima des puits (xj = jd avec j ∈ Z) :
ω0 =
1
2m
d2V
dx2
∣∣∣∣
xj=jd
= U0π
2
2md2 .
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Bords des 5 premières bandes (lignes continues) en fonction de la profondeur du potentiel U0.
Ce comportement se traduit dans le diagramme de bande par des niveaux d’énergies qui se rapprochent
et se séparent d’un gap ~ω0 (cf. Fig. 2.2). Les premiers états du spectre d’énergie se comportent comme
un ensemble discret d’état propres En correspondant aux bande ∗ En,k. Ces valeurs propres sont celles
de l’oscillateur harmonique équivalent (dans chaque puits du réseau) :
En =
U0
2 + ~ω0
(
n+ 12
)2
,
qui est indépendant de k (ce qui traduit le fait que la largeur de bande est très petite, sans toutefois
être nulle). Le fondamental (n = 0), ψ0,k est alors proche d’un état gaussien dont la largeur dépend de
ω0. Ainsi, comme précédemment, l’état de Bloch peut être construit comme une combinaison linéaire
de ces états propres. Ces états sont déﬁnis à partir de la fonction de Wannier w(x) [35, 38] :
ψn,k(x) = k1/2R
∑
j∈Z
w(x− jd)eikjd . (2.12)
On peut montrer qu’à l’instar des états de Bloch, cette base des fonctions de Wannier forme une base
orthonormale et est invariante par translation d’un site j à un autre x → x + jd. Par la suite, on ne
considérera que les états de Wannier de la bande fondamentale, localisés en xj , que l’on notera wj .
Dans ce régime, les états propres étant localisés en chaque site du réseau de position xj = jd, il est
possible de réécrire l’hamiltonien en utilisant un modèle de saut au premier voisin :
Hˆ = −t
(
Tˆ + Tˆ †
)
, (2.13)
où l’on déﬁnit l’opérateur translation discret par Tˆ =
∑
j w
∗
j+1wj et la constante de couplage tunnel, t,
d’un site à l’autre, est déﬁnie uniquement par la profondeur du réseau q [37] :
t = 4ER√
π
q3/4 exp (−2√q) .
Le calcul de la valeur moyenne de Hˆ sur les états (2.12) donne, pour le fondamental :
Ek = −2t cos(kd). (2.14)
Seule la bande fondamentale rentre en jeu dans la dynamique, et elle oscille avec une amplitude de 4t
dans la première zone de Brillouin. Ce modèle est un cas particulier du modèle de Hubbard pour lequel
le terme d’interaction est très petit devant le terme cinétique (régime métallique).
∗. Lorsque la profondeur est grande, les bandes perdent leur dépendance en k en s’affinant.
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Relations semi-classiques
On peut déﬁnir, dans le cas général, des relations semi-classiques permettant de relier les dérivées
successives des bandes d’énergies à des grandeurs classiques comme la vitesse de groupe ou la masse
eﬀective d’une particule dans le réseau. Pour ce faire, on utilise le théorème de Hellmann-Feynman [39].
Celui-ci stipule que si les états propres |ψ(σ)〉 et les énergies propresE(σ) d’un hamiltonien Hˆσ dépendent
d’un même paramètre σ, alors on peut écrire que :
〈ψ(σ)|∂Hˆσ
∂σ
|ψ(σ)〉 = ∂E(σ)
∂σ
. (2.15)
L’approximation semi-classique (usuellement associée au petites longueurs d’ondes) permet d’associer à
la particule quantique considérée une onde plane, lorsque sa dispersion en moment ∆k reste très petite
devant kR. On déﬁnit l’opérateur vitesse par vˆ = ∂Tˆ /∂pˆ. Pour σ ≡ k et en prenant les états propres de
l’équation (2.1), l’équation (2.15) devient :
v¯k =
1
~
〈un,k|Hˆn,k
∂k
|un,k〉 = 1~
∂En,k
∂k
. (2.16)
D’un autre côté, un calcul perturbatif au deuxième ordre conduit à la masse eﬀective dans le réseau
[35] :
1
m∗
= 1
~2
∂2En,k
∂k2
. (2.17)
L’avantage de l’utilisation du théorème de Hellmann-Feynman est qu’il permet de généraliser la vitesse
semi-classique à un formalisme de Floquet-Bloch, pour lequel l’hamiltonien est aussi périodique en
temps.
2.2.2 Formalisme de Mathieu
Nous avons jusqu’à présent considérer des solutions de l’équation de Schrödinger pour lesquelles le
vecteur d’onde k est un nombre réel. Les solutions associées sont des ondes propagatives. Il est légitime
de se demander si ces solutions, sont les seules solutions physiques associées à ce système. Dans cette
sous-section, nous verrons qu’il est possible d’étendre le vecteur d’onde au plan complexe au travers
d’une réécriture de l’équation de Schrödinger stationnaire comme une équation de Mathieu. On verra
que l’utilisation de ce formalisme présente la possibilité d’explorer la physique de ce système lorsque
l’énergie E de la particule se situe dans un gap.
Passage de l’équation de Schrödinger à celle de Mathieu
Repartons de l’équation (2.1) :
− ~
2
2m
d2ψ
dx2 − U0 sin
2
(πx
d
)
ψ(x) = Eψ(x). (2.18)
Grâce à un changement d’échelle x˜ = πx/d, l’équation précédente prend la forme d’une équation de
Mathieu :
d2ψ
dx˜2 + [a+ 2q cos(2x˜)]ψ(x˜) = 0. (2.19)
avec :
a = 4E/ER + 2U0/ER et q = U0/ER. (2.20)
Dans ce formalisme, le couple (a, q) constitue les paramètres sans dimension du système.
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Solutions de Floquet
Le théorème de Floquet [40,41] nous apprend qu’il existe toujours une solution à l’équation linéaire :
d2ψ
dx2
+ f(x)ψ = 0,
avec f(x+d) = f(x). Il indique, dans ce cas, que les solutions non triviales ψ(x) de l’équation précédente
ont la propriété de pseudo-périodicité :
ψ(x+ d) = eiκxφ(x), (2.21)
où φ(x) est une fonction périodique de même période d. Dans le cas particulier où κ = 0, la solution est
périodique. L’exposant κ ∈ C est l’exposant de Floquet [40–42] (ou encore exposant caractéristique).
Méthode de Hill pour l’équation de Mathieu
Le théorème de Floquet est, à l’instar du théorème de Bloch, général à toutes les fonctions f(x) pério-
diques. On choisit ici de se placer dans le cadre de l’équation de Mathieu où f(x) = a−2q cos(2x) (l’an-
nexe B traite du cas plus général de l’équation de Whittaker-Hill pour laquelle f(x) = a− 2q(cos(2x) +
ǫ cos(4x))). Un développement en série de Fourier des fonctions φ(x) conduit à l’expression générale des
solutions de Floquet :
ψ(x) =
∑
r∈Z
c2rei(κ+2r)x. (2.22)
Les c2r ayant les propriétés de convergence suivantes [40] :∑
r∈Z
|c2r|2 <∞ et lim
n→±∞ |c2r|
1/|r| = 0.
En introduisant ces solutions dans l’équation de Mathieu (2.19), on obtient le système d’équations
linéaires suivant : ∑
r
c2r
[
(κ+ 2ir)2 − a− q (e2rx + e−2irx)] ei(κ+2ir)x = 0. (2.23)
Après simpliﬁcation on obtient pour tout r et a 6= (κ+ 2r)2 :
q
a− (κ+ 2r)2 c2r−2 − c2r +
q
a− (κ+ 2r)2 c2r+2 = 0.
La condition nécessaire et suﬃsante pour que l’équation (2.19) ait une solution, est alors [40–42] :
∆(κ, a) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
. . . . . . 0 . . . 0
. . . 1 γ−2
. . .
...
0 γ−2 1 γ2 0
... . . . γ2 1
. . .
0 . . . 0 . . . . . .
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= 0, (2.24)
où l’on a déﬁni
γ2r = − q
a− (κ+ 2r)2 .
À noter que le changement simultané r → −r et κ→ −κ laisse le déterminant ∆(κ, a) invariant. Ainsi,
l’équation (2.24) est paire vis-à-vis de µ : ∆(−κ, a) = ∆(κ, a). Cette matrice étant de dimension inﬁnie,
on trouve une périodicité ∆(κ+ 1, a) = ∆(κ, a) [43].
Cherchons maintenant à déterminer la convergence de ce déterminant inﬁni. Nous savons qu’un
déterminant est absolument convergent si :
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1. le produit des éléments diagonaux est absolument convergent,
2. la somme des éléments non-diagonaux est absolument convergente.
La première condition est trivialement vériﬁée :
∏∞
r=−∞ |1| = 1. Et la deuxième consiste à démontrer
que la somme :
S =
∞∑
r=−∞
|γ2r| = 14
∞∑
r=−∞
∣∣∣∣ 1r2(a/4r2 − (1 + κ/2r)2)
∣∣∣∣ , (2.25)
est convergente. On suppose que : 2r+κ 6= ±√a. Puisque |1/[a/4r2−(1+κ/2r)2]| < |r|−p pour 1 < p < 2
et que
∑∞
r=1 1/rp converge (Riemann) alors S et par conséquent ∆(κ) convergent absolument pour a et
µ ﬁnis. Excepté aux pôles, c’est-à-dire pour µ 6= √a−2r, les γ2r sont analytiques (fonction méromorphe).
La méthode de Hill utilise la fonction auxiliaire :
δ(κ, a) = 1cos(2πκ)− cos(2π√a) , (2.26)
qui a les mêmes pôles que le déterminant ∆(κ, a). Il est donc possible de déﬁnir une fonction C(k) telle
que la fonction :
Θ(κ, a) = ∆(κ, a)− C(κ)δ(κ, a), (2.27)
ne soit pas singulière. La fonction C(κ, a) est choisie de sorte à ce qu’elle soit bornée pour κ → i∞,
lorsque ∆(κ, a) = 1 (car γ → 0). Ainsi, on a la convergence Θ(κ→ i∞, a)→ 1 car δ(κ→ i∞, a)→ 0. De
plus, Θ n’a pas de pôle dans le plan complexe lorsque κ =
√
a, et comme c’est une fonction périodique
paire, alors on en déduit qu’elle n’a pas de pôle lorsque κ =
√
a − 2r. Ainsi, comme Θ(κ, a) est une
fonction périodique (donc bornée) de κ, d’après le théorème de Liouville C est constante, telle que :
C = ∆(κ, a)− 1
δ(κ, a) . (2.28)
Dès lors, dans le cas particulier où κ = 0, on a δ(0, a) = 1/(1− cos(2π√a) et par suite : C = (∆(0, a)−
1)(1−cos(2π√a)). En injectant cette constante dans l’équation (2.28) on obtient dans le cas où ∆(κ, a) =
0 la solution analytique de l’exposant de Floquet-Mathieu :
κ(a) = 1
π
arccos
[
1−∆(0)(1 − cos(2π√a))] . (2.29)
Il est possible de calculer ∆ en utilisant ses propriétés de symétrie [43]. En pratique on peut extraire
numériquement l’exposant de Mathieu et, en particulier, sa partie réelle (Fig. 2.3.a) et sa partie ima-
ginaire (Fig. 2.3.b) qui déterminent les régimes de paramètres pour lesquels les solutions de Floquet
sont respectivement stables et instables. La partie imaginaire nous informe que les zones pour lesquelles
l’équation est stable forment des bandes. Celles-ci peuvent être identiﬁées à partir des calculs réalisés
dans le cadre du formalisme de Bloch (lignes vertes). Les zones d’instabilité se situent au niveau des gaps
dans le spectre (partie imaginaire non nulle). La valeur de la partie réelle dans ces gaps alterne entre 0
et 0.5 en unité recul. Ceci provient du fait que l’algorithme utilisé induit un repliement du spectre (cf.
Annexe A).
La méthode présentée jusqu’à présent est générale. Nous avons vu précédemment qu’il est possible
de résoudre ce système dans la limite perturbative, ici lorsque q ≈ 0. Voyons ce qu’il en est en pratique.
Développement perturbatif
Reprenons le calcul réalisé lors de la section précédente (Eq. 2.10). Nous avons pu extraire d’un calcul
perturbatif les deux premières bandes E(k). Il est possible d’inverser ce développement pour calculer
l’exposant de Mathieu κ(E) associé. On peut montrer que l’on a :
κ(±)(E′) = ±12
1−
√
1 + 4 E
′
ER
−
√
16 E
′
ER
+ q2
 , (2.30)
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Figure 2.3
Valeurs des parties réelles (a) et imaginaires (b) de l’exposant de Mathieu κ en fonction de a et de q.
Les lignes continues vertes représentent les bords de bandes obtenues à partir des énergies propres de
l’équation de Schrödinger correspondantes (pour U0 > 0). Elles sont issues du calcul de la figure 2.1
après application des transformations (2.20).
avec E′ = E − q/2. On obtient à partir de cette formule sa partie réelle et imaginaire (lorsque les argu-
ments des racines prennent des valeurs négatives). Ce calcul perturbatif peut être comparé au résultat
exact (Fig. 2.4). On constate que pour une profondeur de seulement U0 = ER, il y a une diﬀérence
visible entre les deux résultats. Il est donc nécessaire à ces profondeurs de réaliser un développement à
un ordre supérieur [42]. De façon à quantiﬁer cette diﬀérence on déﬁnit l’erreur relative suivante :
ǫ = max
0≤E′≤ER
(
κexact(E′)− κ(±)(E′)
κexact(E′)
)
. (2.31)
On reporte dans le tableau 1 cette erreur en fonction de la profondeur de potentiel. La contribution
principale est donnée par les énergies proches des gaps.
q = U0/ER 0.1 0.3 0.5 1
ǫ 0.008 0.042 0.089 0.276
Table 1 : Valeurs numériques de ǫ pour différentes profondeurs de potentiel U0.
Un tel développement perturbatif de l’exposant de Mathieu sera donc utile lorsque l’on aura besoin
d’estimer des grandeurs dynamiques analytiquement, mais il faudra toujours tenir compte du fait que
celui-ci s’éloigne rapidement de sa valeur exacte lorsque q > 1.
2.2.3 Propagation d’une particule
On vient de voir qu’il est possible de caractériser des solutions instables de l’équation de Mathieu et
qu’elles correspondent à des énergies se situant dans les gaps. Ces solutions représentent une extension
du vecteur d’onde pour des valeurs complexes. Ces solutions n’entrent pas dans le formalisme de Bloch
qui ne considère que des ondes propagatives. Néanmoins, ces solutions ont une réalité physique et cor-
respondent à des ondes évanescentes, exponentiellement décroissantes avec la position. On verra, par la
suite, qu’elles entrent en jeu lors de la dynamique d’une particule dans un potentiel dont la profondeur
dépend de la position.
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Figure 2.4
Partie réelle (lignes en pointillés) et partie imaginaire (lignes continues) de l’exposant de Mathieu exact
κ(E) (vert) et perturbatif κ(±) (noir) issus du calcul numérique de l’exposant (Eq. 2.29).
Nous avons vu précédemment que l’équation de Schrödinger, pour un potentiel périodique inﬁni
(Eq. 2.18), avait pour unique paramètres la profondeur U0 et l’énergie E de la particule considérée. On
se place donc naturellement dans cet espace des paramètres. La ﬁgure 2.5 représente les parties réelles
et imaginaires de l’exposant de Mathieu en fonction de ces paramètres. Une fois encore les zones de
stabilité se distribuent en bandes.
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Figure 2.5
Valeurs (a) des parties réelles et (b) imaginaires de l’exposant de Mathieu κ en fonction de la profondeur
U0 et du vecteur d’onde k =
√
E/ER, dans le cas où φ = π/2. Les lignes continues vertes représentent
les bords de bandes obtenus à partir des énergies propres de l’équation de Schrödinger stationnaire cor-
respondantes (pour U0 > 0). Elles sont issues du calcul de la figure 2.1.
Dans cette sous-section, on étudie la diﬀusion d’ondes planes sur un potentiel périodique pour sonder
la structure de bandes. L’approche proposée ici consiste à étudier un potentiel avec un nombre de sites
ﬁni, que l’on fera tendre vers l’inﬁni. Il sera nécessaire de caractériser, en parallèle, le spectre du potentiel
qui sera discret du fait de la taille ﬁnie. Enﬁn, le diagramme en transmission lié à la diﬀusion d’ondes
planes permettra la caractérisation des résonances.
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Figure 2.6
Représentation schématique du potentiel (Eq. 2.32) pour N = 5 et ϕ = π/2. Transmission d’une onde
plane d’énergie E au travers d’un potentiel périodique, de profondeur U0, dont la largeur est (b) N = 5
et (c) N = 100. Les lignes vertes à la figure (b) représentent les valeurs propres discrètes obtenues par
résolution de l’équation de Schrödinger pour ce potentiel. L’effet de moiré présent à la figure (c) provient
de la résolution finie de la figure, et n’a pas de réalité physique.
Effet de taille
Partons d’un potentiel périodique de taille ﬁnie, composé de N puits espacés d’une distance d (cf.
Fig. 2.6.a). On déﬁnit pour cette sous-section le potentiel suivant :
U(x) = −U0 sin2
(πx
d
+ ϕ
)
[H(x+Nd/2)−H(x−Nd/2)]/2, (2.32)
où ϕ est une phase et H(x) est la fonction de Heaviside. PourN = 1 on est dans le cas du simple puits de
potentiel. Son spectre est composé d’un nombre ﬁni d’états liés (dont le nombre dépend de la profondeur
du puits) et d’un nombre inﬁni d’états à énergie positive. Lorsque l’on ajoute un autre puits au premier
(N = 2), chacun des puits va participer au spectre et, du fait du couplage tunnel, il se produit une levée
de dégénérescence entre les niveaux liés. Ce raisonnement peut se généraliser pour un grand nombre de
sites et, dans cette limite, le spectre est, comme dans le cas d’un réseau inﬁni, composé d’une inﬁnité de
bandes mais, cette fois-ci, ces bandes sont elles-mêmes composées de N niveaux discrets. Chaque puits
contribue au spectre de chaque bande en apportant un niveau supplémentaire à celles-ci.
Illustrons ce phénomène en prenant un potentiel de largeur N = 5 sites. On s’attend à ce que, dans
ce cas, les bandes se composent de 5 valeurs propres. C’est ce que l’on observe à la ﬁgure 2.6.b (lignes
vertes). On observe, de plus, un phénomène intéressant qui est le regroupement des deux niveaux de
plus basses énergies de chaque bande. Qui plus est, ces deux niveaux passent d’une bande à une autre
lorsque l’on augmente la profondeur du réseau. On peut montrer que, plus la largeur N est grande,
plus l’on voit apparaître ce comportement. On verra, par la suite, que l’on peut associer à ces niveaux
d’énergie des états de surface (cf. chapitre 4).
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Transmission d’une onde plane
Réalisons une comparaison quantitative de ce spectre avec la probabilité de transmission d’une onde
plane au travers de ce potentiel (2.32). Une méthode consiste à réaliser la diﬀusion d’ondes planes d’éner-
gie E et de mesurer la transmission en sortie. Ce calcul numérique peut être fait à l’aide d’un algorithme
présenté à l’annexe A. On obtient dans le cas d’un potentiel de largeur N = 5 la transmission repré-
sentée à la ﬁgure 2.6.b. Ce diagramme montre qu’à basse vitesse v/vR =
√
E/ER ≪ 1 , la transmission
peut être quasi-nulle. C’est le phénomène de réﬂexion quantique. À vitesse élevée et à profondeur faible,
on retrouve une transmission unité : la dynamique peut être traitée classiquement (cf. Fig. 2.6.b et
c). Cette transmission est en très bon accord avec les niveaux d’énergie calculés précédemment, i.e. les
zones de transmission maximales sont pour des énergies proches des valeurs propres de l’équation de
Schrödinger. On observe que la diﬀusion ne rend pas compte des états de surface, lorsque ceux-ci ont
des énergies se situant dans un gap.
Ces niveaux d’énergies peuvent être qualiﬁés de résonance (car E > 0). Du point de vue de la diﬀu-
sion, ces résonances sont issues de réﬂexions multiples à l’intérieur du potentiel et dont les contributions
s’additionnent de manière constructive. La forme de ces résonances sera discutée à la section 2.3, à
l’aide d’un modèle semi-classique. À titre d’exemple, la ﬁgure 2.6.c représente la transmission pour un
nombre de N = 100 sites. On observe graphiquement que, lorsque N → ∞, on retrouve les bandes
(stables) obtenues plus haut lors du calcul à l’aide de l’exposant de Mathieu (Fig. 2.5.b). Les zones de
réﬂexion sont beaucoup plus contrastées que dans le cas où N est petit. Ceci est une des conséquences
des réﬂexions multiples se sommant, de manière cohérente, à l’intérieur de ce potentiel et qui ont pour
eﬀet d’augmenter le contraste des résonances en transmission.
Effets de bord
Pour conclure cette sous-section, on propose de réaliser cette même étude, mais dans le cas où les
bords du réseau sont abrupts. Pour ce faire, on choisit de prendre une phase pour le potentiel qui est
ϕ = 0. Dans cette conﬁguration, la discontinuité est maximale. On la représente sur la ﬁgure 2.7.a.
Le potentiel reste symétrique et est toujours composé de N sites mais, cette fois, l’un d’entre eux est
« coupé » en deux parties. Cette géométrie a pour eﬀet de changer la distribution des résonances dans
le diagramme de transmission-énergie (Fig. 2.7.b). Chaque bande paire est maintenant composée de
N +1 niveaux et de N − 1 pour les bandes impaires. De plus, les résonances se situant dans une bande
paire ont une largeur plus petite que celle se situant sur une bande impaire. La géométrie du potentiel
à pour eﬀet de changer la topologie des états propres et donc change la distribution des niveaux. Dans
la limite où N est grand, on observe une résurgence de la réﬂexion quantique à des vitesses élevées (cf.
Fig. 2.7.c). La largeur des résonances dépend fortement de leur appartenance à une bande paire ou
impaire.
2.2.4 Effet d’une profondeur locale sur la dynamique
Considérons désormais un potentiel dont l’enveloppe varie en fonction de la position mais, de façon
continue. Nous verrons que, dans ce cas, l’enveloppe du potentiel crée des barrières tunnel eﬀectives.
Critère d’adiabaticité
De manière à illustrer la dynamique d’un gaz de particules dans un tel potentiel, on fait le choix
d’associer au gaz une représentation particulaire, semi-classique, de sa dynamique. Une particule dans
un réseau a une énergie constante durant sa propagation par conservation de l’énergie, soit :
dE(x; t)
dt = 0. (2.33)
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Figure 2.7
Valeurs (a) des parties réelles et (b) imaginaires de l’exposant de Mathieu κ en fonction de la profondeur
U0 du potentiel (Eq. 2.32) et du vecteur d’onde k =
√
E/ER, dans le cas où φ = 0. Les lignes continues
vertes représentent les bords de bandes obtenus à partir des énergies propres de l’équation de Schrödinger
correspondantes (pour U0 > 0). Les effets de Moiré présentés sur cette figure sont des artefacts graphiques
provenant de la résolution numérique que l’on a choisis lors des simulations.
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On nomme cette constante, pseudo-énergie ∗ que l’on note E0. En revanche, la particule voit un potentiel
dont la profondeur dépend de la position (Fig. 2.8.a). Il est possible d’associer à chaque position de
l’espace x un diagramme de bande pour un réseau de taille inﬁnie et de profondeur q(x). Cette hypo-
thèse d’enveloppe lentement variable semble valable, si la variation du potentiel est faible en regard de
la période du réseau et sera testée quantitativement plus après.
Considérons une particule initialement à une position x1 du réseau (cf. Fig. 2.8.a). Pour une pro-
fondeur q(x1), la pseudo-énergie se situe sur la bande II du diagramme de bande Fig. 2.8.b. Durant sa
propagation le diagramme de bande descend relativement à la pseudo-énergie. Ainsi, le moment k est
modiﬁé. On peut montrer, en vertu de la conservation de l’énergie (Eq. 2.33), [35] que la force appliquée
sur la particule s’écrit :
F
~
= k˙ = −1
~
∂En,k(x)
∂x
. (2.34)
Les états propres |un,k(q)〉 et les énergies propres En,k(q) dépendent maintenant d’un autre para-
mètre : la profondeur locale q(x). Un système est dit adiabatique si, partant de son état propre initial
|un,k(q, t = 0)〉, il demeure dans cet état |un,k(q, t)〉 pour tout temps t. On peut montrer de manière
exacte que [44, 45] :
〈ψn′,k|∂H
∂t
|ψn,k〉 = (En′,k − En,k)〈ψn′,k(q, t)| ∂
∂t
|ψn,k(q, t)〉 (2.35)
et donc que la condition à satisfaire est donnée par [46] :
~
∣∣∣∣〈un′,k(q)| ∂∂t |un,k(q)〉
∣∣∣∣≪ |En′,k − En,k|, (2.36)
Pour deux états diﬀérents n et n′, et pour tout t. L’état |un,k(q)〉 dépendant du temps de manière
implicite (au travers de la profondeur de potentiel q et de la position), on peut réécrire ce critère en
prenant :
∂
∂t
≡ ∂k
∂t
∂
∂k
= −1
~
∂En,k(x)
∂x
∂
∂k
.
La projection de l’état 〈un′,k(q)| sur l’équation aux valeurs propres portant sur |un,k(q)〉, combinée à
l’équation (2.36) permet d’écrire [46] :
~
m
∂En,k(x)
∂x
|〈un′,k|Pˆ |un,k〉| ≪ [En,k(x) − En′,k(x)|2, (2.37)
avec Pˆ , l’opérateur impulsion. Si ce critère est satisfait, durant la propagation, les particules resteront
sur la bande n. En supposant maintenant que la particule à une position x0 ait une pseudo-énergie pour
laquelle k = kR/2 (bord de zone de Brillouin) et que q(x0) ≪ 1, l’ordre de grandeur des conditions à
réunir pour satisfaire le critère d’adiabaticité est donné par le développement perturbatif (Eq. 2.10). La
levée de dégénérescence entre les niveaux n = 0 et n′ = 1, c’est-à-dire la diﬀérence des énergies en bord
de bande, est alors ERq(x0)/2.
Transition de Landau-Zener
Supposons qu’après propagation cette même particule se retrouve à une position x2 du réseau pour
laquelle la profondeur est q(x2) > q(x1), par exemple. Le diagramme de bande à cette position est
diﬀérent : les bandes se sont séparées et se sont déplacées en énergie relativement à la pseudo-énergie,
de sorte à ce que celle-ci se situe maintenant sur la bande III. Il y a donc eu, durant la propagation,
un transfert non-adiabatique de population de la bande II à la bande III. Ce transfert correspond à une
transition de Landau-Zener [22].
∗. On différencie la pseudo-énergie qui est l’énergie d’une particule dans un potentiel de son énergie E = ~2k2/(2m)
qui est son énergie en l’absence de potentiel.
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Dans l’approximation où l’on considère un système à deux niveaux, la probabilité de transition
Landau-Zener ∗ s’écrit :
P = exp(−2πΓ) avec : Γ = ∆E
2
4~
∣∣∣∣ ddt (En − En±1)
∣∣∣∣−1 , (2.38)
avec ∆E la largeur du gap entre les deux niveaux. Ce raisonnement, mené dans la première zone de
Brillouin, doit être aﬃné lorsque l’on considère une variation en fonction de la position de la largeur
du gap. La non homogénéité de l’enveloppe du réseau projette les bandes et les gaps dans l’espace
réel formant des gaps spatiaux. Ainsi, pour un intervalle de positions donné, la pseudo-énergie est dans
un gap (représenté par une densité verte sur la ﬁgure 2.8.a). Dans cette zone, l’exposant de Mathieu
associé à la pseudo-énergie prend des valeurs imaginaires : la particule peut être associée à une onde
évanescente. Les gaps spatiaux peuvent être considérés comme des barrières tunnel étant donné la
décroissance exponentielle de l’onde évanescente.
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Figure 2.8
(a) Représentation schématique de la propagation d’une particule le long d’un potentiel périodique à
enveloppe variable. La densité verte représente les positions pour lesquelles la pseudo-énergie E0 de la
particule se situe dans un gap. (b) Diagrammes de bandes pour U0(x1) (ligne verte) et U0(x2) (ligne
noire). La particule durant sa propagation passe du niveau II au niveau III par transition Landau-Zener
(flèche en pointillées).
Analyse semi-classique
Aﬁn de caractériser une particule quantique dans un potentiel variant avec la position, on peut utiliser
l’approximation WKB. On peut montrer que la probabilité de transmission au travers du potentiel est
∗. Qui est la probabilité de transfert non-adiabatique d’une bande à une autre en suivant le chemin en pointillés sur la
figure 2.8.
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donnée par [47] :
T (E0) = exp
(
−2
∫ x2
x1
Im[κ(x;E0)]dx
)
, (2.39)
où κ(x;E0) est le coeﬃcient de Mathieu local. Ce résultat est valable dans la limite semi-classique c’est-
à-dire lorsque l’énergie de la particule est grande relativement à ER. On testera la validité de cette
approximation lors de l’étude d’une cavité pour ondes de matière.
À l’échelle de la largeur du potentiel, il est justiﬁé de considérer que l’enveloppe varie linéairement
autour d’une position x1 telle que : q(x) = U0(x)/ER ≈ q(x1) + (x− x1)(∂xq(x))x1 . On en déduit que :
T (E0) = exp
(
−2 f(E0)(∂xq(x))x1
)
, (2.40)
où f(E) est une fonction dépendant uniquement de l’énergie telle que :
f(E0) =
∫ q(x2)
q(x1)
Im[κ(q;E0)]dq.
Cette fonction peut être calculée en prenant l’intégrale de la ﬁgure 2.5.b le long d’un segment vertical.
Cette forme de la transmission, issue de l’approximation WKB, nous permet de conclure que la trans-
mission décroît exponentiellement avec le gradient le l’enveloppe. Autrement dit, plus ce gradient sera
petit plus le gap spatial sera étendu dans l’espace. Nous verrons que ce gradient de potentiel peut être
considéré comme un paramètre expérimental ajustable.
Enﬁn, ce formalisme général peut être appliqué au cas perturbatif (q(x)≪ 1 ∀x) obtenu précédem-
ment (cf. Eq. 2.9), de sorte à avoir une expression explicite de la probabilité de transmission. Dans cette
limite perturbative, on montre que la partie imaginaire de l’exposant de Mathieu devient [24] :
Im[κ(x;E0)] =
√
q2 − (4E0/ER − 1 + 2q)2/2.
On cherche à calculer l’expression analytique de l’intégrale (2.40). On choisit la profondeur de potentiel
q(x1) de manière à ce que la pseudo-énergie E0 corresponde au bord inférieur du gap, et q(x2) de manière
à ce que E0 soit au bord supérieur. Ces critères conduisent à : q(x1) = (1−4E0/ER)/3 et q(x2) = 3q(x1).
De plus, comme nous considérons les deux premières bandes du diagramme, on doit se restreindre aux
valeurs 0 < E0 < ER/4. Dans ce cas, on trouve :
f(E) = π
12
√
3
(
1− 4E
ER
)2
. (2.41)
La dépendance en énergie de la transmission est une gaussienne de largeur 33/4
√
2/π, centrée en
E = ER/4. Elle est assez diﬀérente de celle obtenue dans le cas d’une barrière de potentiel répulsive. Un
des avantages de ces barrières tunnel est de pouvoir atteindre des régimes de transmission relativement
élevées (ici supérieure à 30%), pour des largeurs relativement petites qui sont de l’ordre de quelques sites.
On vient de démontrer que les gaps spatiaux peuvent être identiﬁés à des barrières tunnel pour des
particules se propageant dans un réseau. Leurs caractéristiques spatiales et énergétiques sont modu-
lables sur une large gamme de paramètres. Évaluons maintenant la faisabilité de leur mise en œuvre
expérimentale.
Barrière tunnel équivalente : ordres de grandeurs
Il peut être intéressant d’estimer la largeur de la barrière tunnel carrée équivalente à celle formée
par un gap spatial. La théorie WKB stipule [47] que, dans la limite semi-classique, la probabilité de
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transmission, par eﬀet tunnel, d’une onde plane d’énergie E0 = mv2/2 au travers d’une barrière de
potentiel carrée, est donnée par :
T (E) = 1
1 + U20 sinh
2(KL)/4E(U0 − E)
, (2.42)
avec K =
√
2mU0(1− E/U0)/~2. Un changement de variable, x ≡ E/U0 et y ≡ 2mU0L2/~2 permet
d’exprimer une largeur caractéristique y, en fonction d’une énergie E :
y(x) = 11− x argsinh
2
[
4x(1− x)
(
1
T (E) − 1
)]
, (2.43)
pour une probabilité donnée T (E) (Eq. 2.39). Donc, pour une énergie cinétique forcément telle que :
E0 < U0, on obtient une valeur de y∗ = y(x∗), qui permet de remonter à une largeur de :
L = ~
mv
√
y∗
x∗
(2.44)
Ainsi, la largeur de la barrière tunnel sera la valeur maximale que prendra L. On présente, ci-dessous,
la tabulation de ces largeurs tunnel en fonction de la probabilité de transmission :
T (E) (%) 3 10 20 30 40 50 75
ℓ(Π0)(µm) 1.29 0.69 0.46 0.35 0.28 0.23 0.13
Supposons que la probabilité de franchir, par eﬀet tunnel, le gap spatial est d’environ 30%. On peut
alors assimiler ce dernier à une barrière de potentiel d’une largeur de 0.35 µm. Autrement dit, la largeur
de la barrière est de l’ordre d’une demi-oscillation du réseau. Une expérience [9] menée par le groupe
de Ketterle et Pritchard a démontré la réﬂexion de condensats en présence d’un potentiel périodique de
paramètre d = 1 µm, mais elle est réalisée à partir d’une lithographie de Silicium. Ainsi, on dispose ici
d’un potentiel optique pouvant être assimilé à une barrière de potentiel répulsive équivalente de taille
sub-micrométrique, pour certaines classes de vitesse bien déﬁnies.
2.3 Cavités optiques pour ondes de matière
Nous avons développé précédemment le formalisme nécessaire pour aborder l’étude de la dynamique
de gaz d’atomes dans un réseau périodique. Après une présentation schématique du dispositif expé-
rimental, on verra comment on peut déﬁnir un modèle de cavité pour ondes de matière ainsi que sa
réalisation pratique. Plusieurs extensions possibles de ce système seront discutées. Ce nouveau type de
cavité pourra être ensuite utilisé pour manipuler de manière cohérente les atomes composant le gaz, à
l’aide d’une modulation temporelle de l’amplitude du réseau optique.
2.3.1 Dispositif expérimental
Les gaps spatiaux étudiés précédemment peuvent être assimilés à des barrières tunnel dont la lar-
geur et la hauteur sont ajustables. Nous allons voir comment il est possible de réaliser de tels objets
expérimentalement, de sorte à créer à l’aide de réseaux optiques symétriques des cavité pour ondes de
matière guidées.
Le dispositif expérimental mis en place par l’équipe atomes froids du Laboratoire Collision Agrégat
Réactivité de Toulouse, permet la réalisation de la diﬀusion de condensats de Bose-Einstein sur des po-
tentiels périodiques, de taille ﬁnie, à une dimension (cf. Fig. 2.9.a). Cette expérience a permis de réaliser
une diﬀraction de Bragg par diﬀusion d’ondes de matière [21], ainsi que la réalisation d’un ﬁltre sélectif
en vitesse [25]. Les travaux présentés ici s’inscrivent dans la continuité de ces expériences, dans l’objectif
d’améliorer le contrôle dynamique de condensats par utilisation des propriétés du réseau optique, en
temps et en espace.
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(a) Schéma du croisement de deux ondes planes progressives dans le plan. (b) Représentation schéma-
tique d’une onde de matière (bleu) se propageant le long d’un guide unidimensionnel sur un potentiel
périodique 1D à enveloppe gaussienne créée par deux faisceux laser.
Le réseau optique est créé par l’intersection de deux faisceaux laser gaussiens cohérents entre eux,
de longueur d’onde λ = 852 nm. Cette longueur d’onde est choisie de sorte à ce que la fréquence optique
correspondante soit décalée vers le rouge, par rapport aux résonances des atomes composant le gaz. Il
résulte de ce croisement une onde stationnaire créant un potentiel attractif pour les atomes. Aﬁn de
déterminer l’expression de ce potentiel, partons des expressions des champs électriques ~E1,2 créés par
ces deux laser de moments ~k1,2, polarisés verticalement (cf. Fig. 2.9.b) :
~E1,2(x, y) = E(0, 0) exp
(
i~k1,2 · ~r −
R21,2
2w˜2 − iω1,2t
)
~ez, (2.45)
où R1,2 est la distance radiale au centre du faisceau et w˜ est la largeur du faisceau gaussien. Aﬁn
d’extraire cette expression on a fait l’hypothèse que la longueur de Rayleigh est bien plus grande que la
largeur des faisceaux, de sorte à ce que l’on puisse négliger les eﬀets liés au proﬁl gaussien sur la phase et
sur l’amplitude. Il est possible de réécrire le terme de phase en prenant ~k1 = k cos(θ/2)~ex+ k sin(θ/2)~ey
et ~k2 = k cos(θ/2)~ex − k sin(θ/2)~ey, avec k = 2π/λ et en supposant que ω1 = ω2. Le champ électrique
(Eq. 2.45) peut se réécrire :
~E1,2(x, y) = E(0, 0) exp [ik(± sin(θ/2)x+ cos(θ/2)y)] exp
(
−2[sin(θ/2)y ± cos(θ/2)x]
2
w˜2
)
~ez.
On peut montrer que le potentiel résultant de l’interaction dipôle/champ électrique est le long de l’axe
x :
U(x) = ζ
〈||E1 + E2||2〉 = ζE(0, 0)2 exp(−2x2 cos2(θ/2)
w2
)
[1 + cos(2k sin(θ/2)x)], (2.46)
où ζ est le light shift pour la longueur d’onde λ = 852 nm.
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Loi de Bragg. Les conditions pour les-
quelles deux ondes de matière monochro-
matiques interfèrent destructivement lors
d’une diﬀusion sur un réseau optique,
sont : 2k sin(θ/2) = π (mod π), soit :
xn = 2π(1+2n)/(k sin(θ/2)). La diﬀérence
entre deux zéros s’écrit :
d = xn+1 − xn = 2π/[kR sin(θ/2)],
qui déﬁnit le pas du réseau et kR = 2π/d,
le vecteur d’onde de recul. Ici les rôles des
atomes et de la lumière sont inversés par
rapport à une expérience de diﬀusion de
Bragg.
Le potentiel ressenti par les atomes est alors un réseau périodique de période d et de largeur
w = w˜/ cos2(θ/2) (cf. Fig. 2.10). Autrement dit, il est possible de déﬁnir expérimentalement, pour
un angle de croisement θ, un couple de paramètres (d,w). Pour la suite de ce manuscrit (sauf cas indi-
qué), on prendra le paramètre expérimental qui est θ ≈ 81°.
 0
 5
 10
 15
 20
 0  20  40  60  80  100  120  140  160  180
θ (Degré)
w
/w˜
,d
(k
/(
2π
))
Figure 2.10
Représentation graphique des deux paramètres expérimentaux liés à la géométrie du potentiel (Eq. 2.46)
en fonction de l’angle de croisement θ des deux faisceaux laser gaussiens.
On résume, dans le tableau ci-dessous, les diﬀérents paramètres liés au réseau que l’on gardera
constant par la suite :
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Paramètres Symbôles Valeurs
Longueur d’onde du laser λ = 2π/k 854 nm
Demi-angle entre les 2 faisceaux θ 81°
Light-shift ζ −7.7× 10−36 J.W−1.m−2
Période du réseau d 650 nm
Waist w 145 µm
Vecteur d’onde de recul kR = 2π/d 9.7× 106 m−1
Vitesse de recul vR = ~kR/m 7.05 mm.s−1
Énergie de recul ER 3.6× 10−30 J (≃ 262 kB.nK)
2.3.2 Potentiel à enveloppe gaussienne
Nous venons de montrer qu’il est possible de réaliser, expérimentalement, un potentiel optique pé-
riodique attractif de taille ﬁnie. L’objectif est maintenant de voir s’il est possible, dans les régimes de
paramètre imposés par l’expérience, de réaliser une expérience de cavité pour onde de matière et si cette
cavité peut être utilisée pour piéger des atomes de manière cohérente.
En reprenant les notations déﬁnies plus haut et l’expression (2.46), on écrit le potentiel à enveloppe
gaussienne telle que :
U(x) = −U0 sin2
(πx
d
)
exp
(
−2x
2
w2
)
. (2.47)
On représente ce potentiel sur la ﬁgure 2.11.a. La profondeur du réseau peut s’écrire alors, à partir
des paramètres liés au champ : U0 = ζE(0, 0)2/2 = ζI0, avec I0 étant l’intensité des deux laser pris
indépendamment. On choisira, par la suite, cette intensité de sorte à ce que la profondeur associée reste
de l’ordre de grandeur de l’énergie de recul. De plus, comme on peut considérer (cf. plus haut) que
w ≫ d, on supposera que la profondeur varie lentement et est peu diﬀérente d’un site à un autre. Dans
ces conditions, réalisons un premier test du modèle semi-classique et, en particulier, de la probabilité de
transmission (Eq. 2.39).
Nous avons vu qu’il est possible d’extraire la probabilité de transmission à partir de la partie ima-
ginaire de l’exposant de Mathieu. On peut donc calculer cette intégrale numériquement, le long du
potentiel gaussien pour diﬀérentes vitesses
√
E/ER et diﬀérentes profondeurs de potentiel U0. Le ré-
sultat est présenté à la ﬁgure 2.11.b. L’eﬀet principal de l’enveloppe gaussienne, comparativement à la
transmission pour une enveloppe carrée (Fig. 2.6), est « de tronquer » les bandes. L’interprétation que
l’on peut faire est que, lors de sa diﬀusion, une particule commence par explorer des régions à profon-
deur faible et ce, jusqu’à rencontrer une profondeur pour laquelle son énergie E soit dans un gap ∗. La
probabilité de traverser ce gap n’étant pas nulle, on retrouve à énergie plus élevée une résurgence de
la transmission. Ainsi, plus le potentiel est profond, plus l’on est susceptible, à une vitesse donnée, de
rencontrer un grand nombre de gaps spatiaux.
Aﬁn de vériﬁer (dans un premier temps qualitativement) si ce modèle semi-classique est pertinent, on
propose de résoudre numériquement la propagation d’une onde plane au travers de ce potentiel. La ﬁgure
2.11.c présente la transmission ainsi obtenue. On observe que celle-ci est très similaire à celle obtenue
dans le cas du calcul semi-classique. La diﬀérence principale réside dans les résonances apparaissant
au sein de chaque bande en transmission. Nous avons vu précédemment que celles-ci provenaient d’un
eﬀet de taille, et leur nombre est ici d’approximativement NGauss ≈ 2w/d ≈ 400 qui est le nombre de
sites de réseau à l’intérieur de l’enveloppe gaussienne. Ces résonances sont issues (à l’instar du potentiel
à enveloppe carrée) d’un cumul de phases à l’intérieur du potentiel (cf. plus bas). Aﬁn de pouvoir les
quantiﬁer, on propose d’étendre le modèle semi-classique.
∗. C’est-à-dire dans une zone pour laquelle l’exposant de Mathieu prend une valeur imaginaire.
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Figure 2.11
(a) Représentation graphique du potentiel à enveloppe gaussienne (2.47). Les droites vertes représentent
les frontières pour lequelles la transmission revêt un caractère quantique à gauche de celles-ci (cf. texte).
(b) Calcul de la transmission basée sur la formule semi-classique (2.39) et (c) obtenue à l’aide de la
diffusion d’ondes planes progressives.
2.3.3 Construction de la cavité
La géométrie de l’enveloppe gaussienne produit un exposant de Mathieu dont la distribution est
symétrique par rapport au centre du réseau. Par conséquent, on s’attend à ce que les gaps spatiaux
soient, eux aussi, parfaitement symétriques. Il résultera d’une telle distribution l’équivalent d’une double
barrière tunnel, pour certaines valeurs en énergie. Ce système présentant une disposition proche de
celle d’une cavité Fabry-Perot en optique, on étudiera les eﬀets de cohérence induisant l’apparition des
résonances observées plus haut. Enﬁn, on discutera comment elles peuvent être modélisées, toujours à
l’aide de l’approche semi-classique.
Exposant de Mathieu local
Nous avons vu lors de l’étude de l’exposant de Mathieu (section 2.2.4) que les gaps pouvaient se
projeter dans l’espace des positions créant localement une barrière tunnel. On utilise, ici, ce concept
pour réaliser une distribution symétrique à l’aide d’un potentiel périodique à enveloppe gaussienne. Le
calcul de la partie imaginaire de l’exposant de Mathieu peut se représenter en fonction de la position x
et de l’énergie E d’une particule de vitesse
√
E/ER. Cette distribution (Fig. 2.12) reﬂète le caractère
gaussien de l’enveloppe, ce qui se traduit par une disparition rapide de cette partie imaginaire aux bords
du réseau. Pour cette gamme d’énergies et de paramètres, la distribution présente diﬀérentes topologies
selon l’énergie :
• Lorsque E ≫ ER l’eﬀet des gaps est négligeable.
• Pour E/ER ∈ [0.25, 0.8] la distribution des gaps spatiaux produit deux barrières symétriques.
38 Gaz ultra-froids dans un réseau optique
• Pour E/ER ∈ [0, 0.25] c’est une distribution de trois barrières dont une centrale plus grande.
• Pour E < 0, les états sont stationnaires et les barrières sont, par déﬁnition, infranchissables. On
peut, néanmoins, déﬁnir l’équivalent de trois puits inﬁnis dont un central est plus large.
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Figure 2.12
Partie imaginaire de l’exposant de Mathieu en fonction de l’énergie de la particule E et de la position
x pour un potentiel (Eq. 2.47) de largeur w = 140 µm et de profondeur U0 = 2ER.
Il est possible d’ « ajouter », pour une énergie ﬁxée, d’autres barrières en augmentant la profondeur
de potentiel. Ainsi, il est toujours possible de trouver une gamme d’énergies et de profondeurs pour
laquelle on a un nombre de barrières donné (supérieur à 2).
Analogue d’une cavité Fabry-Perot
Considérons maintenant une gamme d’énergies pour laquelle la distribution de l’exposant de Mathieu
déﬁnit une double barrière formant une cavité. Le calcul de transmission proposé ici est réalisé en analogie
avec celui de l’optique. Il se calcule par un cumul de phases à l’intérieur de la cavité. Considérons A
l’amplitude complexe de l’onde plane à la sortie du potentiel. On peut l’écrire en sommant tous les
chemins possibles formés par les réﬂexions multiples à l’intérieur de la cavité (Fig. 2.13.a) :
A = t2eiδϕ1 + t2r2eiδϕ2 + t2r4eiδϕ3 + ... (2.48)
avec δϕ1 = 2ϕt+ϕ, δϕ2 = 2ϕt+3ϕ+2ϕr . . . On désigne ici t et r respectivement les amplitudes (réelles)
en transmission et en réﬂexion dont les phases associées sont ϕt et ϕr. La transmission totale de cette
cavité Fabry-Perot peut donc être directement obtenue en prenant le module carré de l’amplitude A et
on trouve :
TFP(E) = |A|2 =
∣∣∣∣∣t2e2iϕteiϕ(E)
(
1 +
∞∑
n=1
r2ne2in(ϕ(E)+ϕr)
)∣∣∣∣∣
2
=
[
1 + 4
(
1
T 2(E) −
1
T (E)
)
sin2(ϕ(E) + ϕr)
]−1
. (2.49)
On remarque que cette probabilité de transmission dépend uniquement ∗ du coeﬃcient en transmission
au travers d’un gap spatial T (E) = t2 déﬁni plus haut (Eq. 2.39) et d’une phase cumulée à l’intérieur de
la cavité. La phase semi-classique déﬁnie le long d’un demi chemin fermé dont on prend un aller simple,
entre les deux barrières s’écrit :
ϕ(E) = 12
∮
k dx =
∫ x1
−x1
Re[κ(x;E)] dx. (2.50)
∗. Comme attendu, la phase ϕt en transmission n’apparaît pas une fois le module carré effectué.
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Figure 2.13
(a) Représentation d’une cavité composée de deux gaps spatiaux (se situant dans les intervalles x ∈
[−x2, x1] et x ∈ [x1, x2] pour une onde plane incidente d’énergie E, issue d’un réseau optique ayant
une enveloppe gaussienne. (b) Partie imaginaire de l’exposant local de Mathieu (densité verte) pour
un potentiel de profondeur U0 = 0.5ER, en fonction de la position et de l’énergie. Les lignes noires
représentent la position en énergie des résonances obtenues à partir du modèle semi-classique.
Néanmoins, cette phase doit être corrigée par une phase acquise lors de la réﬂexion ϕr qui ne se simpliﬁe
pas avec le module carré.
On utilise la méthode de Hill aﬁn de calculer l’exposant de Mathieu en fonction de l’espace et de
l’énergie dont on représente la partie imaginaire à la ﬁgure 2.13.b. Le calcul semi-classique nous permet
d’extraire une distribution de résonances que l’on représente directement sur le diagramme. La forme
de l’enveloppe combinée à la variation de l’exposant induit une répartition non périodique en énergie de
ces résonances. La distribution se densiﬁe à haute énergie, lorsque les gaps spatiaux s’éloignent, tout en
diminuant en amplitude.
La ﬁgure 2.14 fait une comparaison entre la transmission calculée à l’aide de la formule (2.49) et celle
obtenue à l’aide de la résolution directe de l’équation de Schrödinger, TOP(E) (Onde Plane). On observe
une bonne correspondance entre ces résultats, ce qui valide l’approche semi-classique. Pour obtenir un
tel accord nous avons posé une phase de π/4 (analogue à l’indice de Maslov). On représente dans le
sous-graphique de la ﬁgure 2.14 la correction en énergie que l’on doit eﬀectuer pour avoir un accord
parfait et on note que celle-ci est de l’ordre de 1% (0.03 rad par pic).
Aﬁn de réaliser une comparaison directe entre la phase acquise en transmission durant le passage
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Figure 2.14
Transmission exacte TOP(E) obtenue par intégration directe de l’équation Schrödinger pour une onde
plane d’énergie E (ligne verte) comparée à la transmission TFP(E) provenant de l’approche semi-
classique (Eq. 2.49) (ligne noire) en ayant pris une phase globale ϕr = π/4. (Inset) Différence de
phase entre le calcul exact et le modèle semi-classique.
dans la cavité, on procède en plusieurs étapes :
• On identiﬁe chaque pic issu de la transmission obtenue à l’aide de la simulation de l’équation de
Schrödinger.
• On assigne une valeur de π supplémentaire à chaque pic.
Les ﬁgures 2.15.a et b comparent la phase cumulée correspondant à celle obtenue par les relations
semi-classiques, utilisant l’exposant de Mathieu κ calculé par la méthode de Hill. La distribution des
résonances dépend fortement de la géométrie de la cavité, mais peu de la profondeur du potentiel. Plus la
largeur est petite plus les résonances sont espacées. On trouve un excellent accord entre ces phases pour
diﬀérents régimes de paramètres, et même lorsque la largeur du potentiel est très petite (w → w/32).
Ceci vient valider l’approximation d’enveloppe lentement variable dans un régime pour lequel le poten-
tiel ne contient que 6 périodes de réseau ! Dans ce cas de ﬁgure, on observe que la cavité ainsi déﬁnie ne
contient plus que 3 résonances.
Contrairement à une cavité Fabry-Perot optique, la cavité basée sur deux gaps spatiaux a une ﬁnesse
qui dépend fortement de l’énergie :
F(E) = ∆E
σE
= π2
[
arcsin
(
1
2
√
1/T 2(E)− 1/T (E)
)]−1
, (2.51)
où ∆E est la diﬀérence d’énergie entre deux pics consécutifs et σE est la largeur du pic apparaissant
à l’énergie E. On représente à la ﬁgure 2.16 cette ﬁnesse calculée à partir du modèle semi-classique
comparée au calcul ab initio. L’inverse de celle-ci, que l’on nomme le facteur de qualité, augmente
(quasi)exponentiellement avec l’énergie. On peut évaluer quantitativement l’écart entre le modèle et le
calcul exacte à l’aide de l’erreur relative ∆F entre ces deux quantités. L’inset de la ﬁgure 2.16 montre
que celle-ci reste inférieure à 2% dans cette gamme d’énergie, et tend à augmenter légèrement lorsque
E diminue ∗.
L’expression semi-classique pour la transmission (2.49) permet d’évaluer simplement le temps de
décroissance, τ , d’un paquet d’onde piégé dans la cavité à une énergie moyenne correspondant à une
∗. Dans cette gamme d’énergies les résonances deviennent extrêmement fines, et l’évaluation numérique de la largeur
devient beaucoup plus difficile. Ainsi ∆F est l’erreur numérique dans ces régimes d’énergie.
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Figure 2.15
Comparaison entre la phase calculée à l’aide du modèle semi-classique et de la méthode de Hill et celle
obtenue par l’indentification des pics de la transmission exacte TOP(E), pour (a) différentes profondeurs
de potentiel (Eq. 2.47), et (b) différentes largeurs w.
résonance ∗. En eﬀet, le développement du terme de phase autour de la résonance (ϕ(E) ≃ π) peut
s’écrire :
sin(ϕ(E) + δϕ(E)) ≈ − ∂ϕ
∂E
δE = τδE
~
,
avec τ le temps semi-classique correspondant au temps nécessaire au paquet d’onde pour faire un aller-
retour dans la cavité qui, pour une énergie E, est :
τ = 2~
∫ x1
−x1
∂Re[κ(z;E)]
∂E
dx = −2
∫ x1
−x1
dz
v(z;E) ,
où l’on utilise ici la vitesse semi-classique v(z;E) discutée plus haut (sous-section 2.2.4). Le développe-
ment de la transmission devient alors :
TFP(E) ≃
[
1 + 41− T (E)
τ2
~2
(δE)2
]−1
, (2.52)
d’où l’on en déduit le temps de décroissance τdc de l’état résonant (en prenant autour de celle-ci TFP(E) ≃
1) :
τdc ≃ ~2δE
√
1− T (E). (2.53)
Ce temps est d’autant plus petit que la transmission est grande, comme attendu. De manière plus
générale, la taille de la cavité donne une échelle d’énergie reliée à la diﬀérence d’énergie entre deux pics
successifs ∆E . La ﬁnesse d’une résonance donnée a une largeur en énergie de ~/τdc. La possibilité de
modiﬁer la géométrie de ces cavités optiques oﬀre la possibilité de créer une cavité dont les résonances
ont une largeur et un espacement (donc une ﬁnesse) contrôlables.
2.4 Réalisation expérimentale
Nous venons de démontrer numériquement qu’il est possible de créer une cavité de Bragg pour ondes
de matière, en utilisant un réseau optique attractif à enveloppe gaussienne. Nous avons vu précédem-
ment qu’il est nécessaire, pour réaliser une expérience de cavité, de disposer d’un gaz quantique dont
∗. En supposant que la largeur en énergie du paquet d’onde soit suffisamment petite pour que celui-ci soit sur une
unique résonance.
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Comparaison entre l’inverse de la finesse obtenue à partir du calcul en transmission d’ondes planes au
travers du potentiel (Eq. 2.47) et la formule (Eq. 2.51) obtenue par la transmission semi-classique
(Eq. 2.39). Inset : erreur relative entre ces deux finesses.
la dispersion en vitesse est faible (relativement à l’écart entre mode) et dont la dispersion en position
est bien inférieure à la taille de la cavité. Ainsi, pour réaliser une telle expérience, un condensat de
Bose-Einstein de rubidium 87 relâché adiabatiquement de son piège harmonique au centre du réseau
gaussien semble idéal. Dans ce cadre, l’utilisation d’une technique de refroidissement appelé δ-kicked
cooling pourrait permettre d’atteindre des régimes pour lesquels la dispersion en vitesse est de l’ordre
du pico-Kelvin [2].
On considérera par la suite que, du fait de la dilution importante du gaz, les eﬀets liés aux interactions
seront négligeables. Une simulation de l’équation de Schrödinger pour un paquet d’onde gaussienne
permettra de faire une comparaison directe avec les résultats expérimentaux. On précisera une méthode
permettant de contrôler la dispersion en position, en optimisant la forme de l’enveloppe. Enﬁn, on
discutera l’utilisation de gaps spatiaux pour la simulation de modèles de matière condensée.
2.4.1 Chargement adiabatique
La première étape d’une expérience de cavité consiste à éteindre le potentiel harmonique dont est issu
le condensat de Bose-Einstein, tout en allumant le réseau. L’objectif étant d’éviter, durant cette étape,
que des états d’énergie plus élevés ne soient peuplés. En eﬀet, comme le hamiltonien dépend du temps,
le système n’est plus conservatif et il est possible que le réseau transmette de l’énergie aux atomes. Il
est donc nécessaire de réaliser une étude préalable, de sorte à certiﬁer que les conditions expérimentales
d’adiabaticité sont bien satisfaites.
Considérons un proﬁl d’allumage décrit par une fonction f(t) qui a la propriété d’être nulle à t = 0
et de valeur 1 à t = τ . Le choix le plus simple est de prendre une fonction linéaire telle que :
f(t) =
{
t/τ si 0 ≤ t ≤ τ
1 si t ≥ τ . (2.54)
Ce type d’allumage a été testé la première fois expérimentalement par le groupe de Phillips [50]. Leur
protocole consiste à charger un condensat de Bose-Einstein de sodium, dans l’état |n = 0, k = 0〉
d’un réseau inﬁni de profondeur 14 ER. L’allumage est suivi d’une fermeture linéaire symétrique, et
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ils comparent la population initiale à la population ﬁnale. Cette mesure permet d’extraire un temps
à partir duquel la population reste inchangée durant le processus. Inspiré par ces travaux on propose,
ici, d’étendre cette étude à des populations initialement dans des états pour lesquels k 6= 0. En eﬀet,
le cas k = 0 est celui pour lequel le critère d’adiabaticité est le moins drastique dans le sens où l’écart
énergétique entre deux niveaux est le plus élevé. À l’inverse, lorsque k = kR/2, on s’attend à ce qu’il
y ait une diﬀraction de Bragg en bord de zone de Brillouin, amenant à une superposition d’états. On
étudie, ici, un cas proche des conditions expérimentales pour lesquelles le paquet d’onde a une largeur
en vitesse (pseudo-moment) non négligeable relativement à celle de la zone de Brillouin. Dans ce cas, il
est nécessaire de garantir l’adiabaticité pour une large gamme de vitesses.
À partir de la formule (2.35), on peut écrire que :
df
dt ≪
∆E2
ER~
. (2.55)
En d’autres termes, seule la diﬀérence d’énergie entre les états n et n′ compte. Le calcul perturbatif
(2.10) permet d’exprimer cette inégalité en fonction du pseudo-moment k :
df
dt ≪
4ER
~
[(
k
kR
− 12
)2
+ (U0f)
2
16E2R
]
, (2.56)
dans la limite où U0 ≪ ER. Cette inégalité peut être résolue de manière générale en prenant comme
condition initiale f(0) = 0. On obtient un comportement pour la fonction f(t) telle que :
f(t)≪ 4
q
(
k
kR
− 12
)
tan
[
ERq
~
(
k
kR
− 12
)
t
]
.
L’impossibilité de remplir les conditions d’adiabaticité en bord de bande se traduit ici par le fait que
la fonction doit être inférieure à zéro, quelles que soient les valeurs de t et de q. Pour k de l’ordre de
grandeur de kR, et ER/~ ≃ 2π · 5.4 kHz, l’ordre de grandeur de τ pour que le processus soit adiabatique
est inférieur à la milliseconde.
Étude numérique
Nous allons maintenant réaliser une étude numérique dont le protocole est celui suivi par [50] de
manière à vériﬁer si l’ordre de grandeur obtenu plus haut est valide. Considérons un paquet d’onde
gaussien de largeur ∆v ≪ vR chargé dans un potentiel périodique inﬁni. On procède à un allumage
linéaire du réseau en un temps τ immédiatement suivi d’une fermeture elle aussi en un temps τ . La
vitesse moyenne v¯ du paquet d’onde est ici un paramètre et la profondeur maximale q = 1 est ﬁxée. On
mesure la population dans l’état initial après la fermeture, c’est-à-dire au temps t = 2τ (cf. Fig. 2.17.a).
Expérimentalement, la méthode employée consiste à faire une expansion libre du paquet d’onde (temps
de vol) qui, à temps long, permet de mesurer la distribution en vitesse. Numériquement, on calcule
simplement la transformée de Fourier de la fonction d’onde dont le module carré permet de mesurer
la densité de population. La comparaison de cette population ﬁnale à celle du paquet d’onde initial en
fonction du temps de montée est représentée à la ﬁgure 2.17.b, pour diﬀérentes vitesses moyennes du
paquet d’onde.
La première observation que l’on peut faire est que la population tend vers 1 lorsque τ tend vers 0
et ce, quelle que soit la vitesse de groupe. Il existe un temps de latence pour que la population puisse
être transférée d’un état à un autre. Lorsque τ augmente, la population diminue rapidement, avec une
pente indépendante de la vitesse avant d’atteindre un minimum local. Ce minimum apparaît pour un τ
qui est d’autant plus grand que la vitesse est petite. Dans le cas où la vitesse est très proche du bord de
zone (courbe rouge pour E = 0.26ER), la diﬀérence d’énergie ∆E est très petite. La population oscille
périodiquement en fonction de τ avec une large amplitude. Pour des vitesses plus grandes (de centre
de bande), ces oscillations augmentent en fréquence et présentent un amortissement plus prononcé qui
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Figure 2.17
(a) Diagramme de bande à profondeur nulle. (b) Population dans l’état initial en fonction du temps
d’allumage τ pour différentes valeurs de la vitesse de groupe v¯ (représentées à la figure (a)). Le code
couleur est choisi de manière à faciliter l’identification des différentes classes de vitesse étudiées ici (cf.
texte).
permet d’extraire un temps pour lequel on peut considérer le processus comme adiabatique. Par exemple
pour des particules ayant une énergie dans le réseau de E = 0.8ER, ce temps est d’environ 200 µs (courbe
bleu foncée). Enﬁn, lorsque l’énergie est très proche de l’énergie de recul on retrouve de larges oscilla-
tions (courbe rose foncée). Dans les cas limites de bord et de centre de la zone de Brillouin, il n’existe
pas de τ à partir duquel on peut considérer que l’adiabaticité est garantie. De fait, le paquet d’onde
est en superposition d’états et le processus de séparation et de recombinaison crée l’équivalent d’un
interféromètre en temps pour les atomes. En eﬀet, du fait des transitions Landau-Zener la population
se répartit sur (au moins) deux niveaux dont l’évolution temporelle est diﬀérente. La phase accumulée
durant le processus est diﬀérente selon le chemin. Ce schéma se rapproche de celui d’un interféromètre
de Landau-Zener-Stückelberg multi-passages [51].
Par la suite, on considérera un paquet d’onde dont la dispersion en vitesse fait que la population se
distribuera sur plusieurs bandes. L’approximation adiabatique ne pourra pas être satisfaite pour toutes
les classes d’énergie notamment près des gaps. Néanmoins, pour une distribution dont l’énergie moyenne
est au centre d’une bande, on pourra considérer qu’un temps de montée de τ = 1 ms est suﬃsant pour
considérer le chargement dans le réseau comme adiabatique.
2.4.2 Propagation d’un nuage d’atomes
L’expérience réalisée par l’équipe atomes froids du laboratoire LCAR, consiste à produire un conden-
sat de Bose-Einstein de N = 3 × 104 atomes et de dispersion en vitesse ∆v = 1.9 mm/s. Ce nuage
d’atomes est accéléré à une vitesse moyenne v¯ = 9.4mm/s au moyen d’une impulsion magnétique. Puis,
il est chargé en un temps τramp = 1ms au centre du réseau (2.47) d’une profondeur U0 = 2.5ER. Pour
cette distribution de vitesse, le paquet d’onde, après chargement, est majoritairement sur la troisième
bande et la quatrième bande. Si l’on transpose cette densité dans l’espace des positions, du fait de sa
largeur en vitesse, le paquet est initialement dans deux cavités de géométries diﬀérentes (cf. Fig. 2.18.a).
Ainsi, on s’attend à ce que, durant la propagation, celui-ci donne lieu à deux paquets en transmission,
que l’on note α et β (cf. Fig. 2.18.a). La transmission de ces paquets peut se calculer en utilisant la
formule calculée plus haut (Eq. 2.49) pour un seul aller, et en prenant une onde initialement au centre
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du réseau, l’amplitude de transmission est simplement égale à la transmission au travers d’un seul gap
spatial T (E). Après une oscillation, cette transmission est réduite d’un facteur lié à la réﬂexion tel que :
T2(E) = T (E)(1 − T (E)). La ﬁgure 2.18.b représente ces amplitudes de transmission en fonction de
la vitesse. On constate qu’après une seule oscillation, l’amplitude a fortement diminué, spécialement à
haute énergie pour chaque cavité. Ceci provient simplement du fait que, la transmission étant plus élevée
pour ces énergie seules les parties à basse énergie sont réﬂéchies. Il est donc possible d’identiﬁer deux
paquets d’onde : α et β, comme les produits d’une première réﬂexion sur un gap spatial, suivi d’une
transmission au travers d’un autre gap spatial (symétrique du premier), et d’une propagation libre à
l’extérieur du réseau optique.
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Figure 2.18
(a) Partie imaginaire de l’exposant de Mathieu en fonction de la position et de la vitesse pour le potentiel
(Eq. 2.47). Les flèches représentent schématiquement les deux classes de vitesse mises en jeu dans les
paquets d’onde α et β.(b) Probabilité de transmission au travers d’un unique gap spatial T (E) (courbe
bleue) et après un aller-retour dans la cavité T2(E) (courbe verte) en fonction de la vitesse.La courbe
en pointillés rouges représente le calcul de la transmission tunnel au travers d’une barrière gaussienne
de largeur 387 nm. Cette barrière tunnel est l’équivalent du gap spatial (de largeur ≃ 10 µm) créant le
paquet d’onde β.
On eﬀectue la propagation d’un paquet d’onde ayant les mêmes caractéristiques que le condensat
décrit plus haut, à l’aide d’un schéma de résolution de l’équation de Schrödinger (cf. Annexe A) que l’on
compare aux données expérimentales. Les ﬁgures 2.19.a et b représentent la densité selon l’axe longitudi-
nal au cours du temps. Le paquet d’onde va de droite à gauche sous l’eﬀet de l’impulsion magnétique. On
observe, sur les deux graphiques, qu’une grande partie des atomes est transmise sans jamais rencontrer
de barrière tunnel. La densité obtenue montre que cette partie transmise est composée, en réalité, de
deux paquets de vitesses moyennes diﬀérentes. Ces atomes sont ceux ayant une vitesse comprise entre
6.7 et 7.2 mm/s et supérieure à 9 mm/s (cf. Fig. 2.18.a et b).
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En parallèle, on observe qu’une partie des atomes reste piégée à l’intérieur des cavités, ce qui se
traduit par des oscillations de la densité. Les périodes d’oscillation peuvent être calculées à partir de la
vitesse semi-classique intégrée sur le chemin parcouru :
Tosc(E) = 2~x1(E)
(
∂En
∂k
∣∣∣∣
E
)−1
.
On peut estimer la période d’oscillation moyenne à 50 ms. À noter que l’amplitude d’oscillation x1
dépend de l’énergie. Les atomes ayant une vitesse plus élevée parcourent une distance plus grande, ce
qui provoque l’apparition de caustiques au bord des cavités. On verra, par la suite, qu’il est possible
d’optimiser la forme du potentiel pour que la période d’oscillation ne dépende plus de l’énergie.
Du fait que ces cavités ont un certain taux de fuite on observe, à chaque rebond sur les parois,
qu’une partie de la densité s’échappe par eﬀet tunnel. Ces paquets d’onde peuvent être identiﬁés par
leur vitesse (autant que par le temps auquel il s’échappe), aux paquets d’onde α et β identiﬁés sur le
diagramme (Fig. 2.18.a). Il est possible d’évaluer par interpolation leur vitesse moyenne : v¯α = 7.9
mm/s et v¯β = 5.9 mm/s.
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Figure 2.19
(a) Distribution en densité d’atomes obtenue expérimentalement pour différents temps de propagation
(unités arbitraires) dans le potentiel (Eq. 2.47) de profondeur U0 = 2.5ER. Chaque ligne horizontale
résulte de la moyenne de 4 images de la densité optique intégrée transversalement. (b) Densité obtenue
par intégration de l’équation de Schrödinger pour un paquet d’onde ayant les mêmes caractéristiques que
celui du condensat utilisé lors de l’expérience. Les lignes tiretées verticales représentent les limites des
trois zones permettant de faire une comparaison quantitative de la probabilité de présence. Les résolutions
numériques spatiales et temporelles ont été choisies de sorte à être identiques à celles de l’expérience.
Une comparaison quantitative peut être eﬀectuée en considérant la densité d’atomes totale dans trois
zones de l’espace déﬁnies par rapport à la largeur w du réseau (Fig. 2.19.a et b). Cette proportion de
densité au cours du temps, à droite du réseau optique (dans la zone où x > w), est représentée à la
ﬁgure 2.20.a. On constate un très bon accord entre les données numériques et expérimentales malgré
l’absence de paramètres ajustables. La densité dans la zone de droite montre clairement l’apparition des
deux paquets d’onde α et β et permet de mesurer à la fois leurs nombre d’atomes, respectivement 3.2%
et 3.0% du nombre d’atomes total (soit un peu moins d’un millier d’atomes), et les temps pour lesquels
ils s’échappent du potentiel, respectivement tprop ≃ 25 ms et tprop ≃ 50 ms (Fig. 2.20.a).
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Figure 2.20
(a) Densité d’atomes totale, obtenue expérimentalement, dans la zone à droite du potentiel gaussien en
fonction du temps (points noirs) comparée à la densité obtenue à partir de l’intégration de l’équation
de Schrödinger (ligne continue verte). (b) Dispersion en position du paquet d’onde α calculée à partir
d’un fit gaussien. Les données expérimentales (points noirs) sont mises en regard avec celles obtenues
par la simulation (ligne vert foncé). Une intrapolation de la dispersion théorique (ligne vert clair) est
superposée numériquement à ces résultats.
Une observation attentive des données numériques montre que ces paquets se refocalisent durant
leur propagation. Cet eﬀet n’étant pas visible clairement sur les données expérimentales, une deuxième
expérience à été réalisée aﬁn de vériﬁer ce phénomène avec, cette fois-ci, un paquet d’onde de vitesse
moyenne v¯ = 8.2 mm.s−1, de dispersion ∆v = 1.9 mm.s−1 (les autres paramètres expérimentaux restant
inchangés). Les conditions initiales étant très proches de la première expérience, on observe les mêmes
oscillations et deux paquets d’onde α′ et β′ quittant le réseau après un rebond. La résolution spatiale
étant cette fois-ci suﬃsamment petite, nous pouvons extraire, à partir des densités d’atomes du paquet
d’onde α′, une largeur ∆x(t) à partir d’un ﬁt gaussien. Dans ces conditions, l’eﬀet est clairement visible
et on observe numériquement et expérimentalement (Fig. 2.20.b) un minimum de la largeur du paquet
d’onde α pour tprop ≈ 75 ms. Étant donné la qualité des résultats obtenus nous sommes en mesure
d’extraire, par interpolation, le minimum de dispersion en position de ce paquet d’onde. Pour ce faire,
on fait ici l’hypothèse qu’à tprop > 25 ms l’eﬀet du potentiel est négligeable et que les interaction ne
jouent pas de rôle. Dans ce cas, on peut associer à ces paquets d’onde une forme gaussienne, dont la
dispersion en position au cours du temps s’écrit :
∆x(t) =
√
∆x2(0) + ∆v2(0)(t− t0)2.
L’interpolation (courbe vert clair de la ﬁgure 2.20.b) donne les valeurs ∆x(t0) ≃ 13 µm (±3%) et
∆v(t0) ≃ 330 µm/s(±4%), pour t0 ≈ 70 ms. Cette sélectivité en vitesse est très grande et peut être
comparée à celle que l’on a lors d’une diﬀusion de Bragg ou d’une transition Raman sélective en vi-
tesse [52]. On peut calculer à l’aide de la dispersion en vitesse à ∆v(t0) une température de l’ordre de
10 pK.
Cet eﬀet de pulse compressé (chirped pulses) provient du fait que, à cause de la distribution des gaps
spatiaux, les atomes ayant les vitesses les plus élevées se situent en amont de ceux ayant les vitesses
les plus basses lors de leur sortie du potentiel. La ﬁgure 2.21 schématise la propagation et la réﬂexion
du paquet d’onde α sur le spatial gap entre les bandes III et IV. La pente dans l’espace des phases
(
√
E/ER, x) permet de rendre compte de la refocalisation du paquet d’onde. Le spatial gap peut être
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vu ici comme une lentille couplée à un miroir concave pour le paquet d’onde, dont la distance focale est
évaluée à 500 µm (pour une vitesse de 8.2 mm.s−1). Ceci constitue un nouvel outil pouvant être utilisé
dans le cadre de l’optique atomique.
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Figure 2.21
Exposant de Mathieu en fonction de la vitesse
√
E/ER et de la position x (densité de vert). Les atomes
composant le paquet d’onde α sont représentés par une ellipse initialement au centre du réseau x = 0
avec une vitesse dirigée vers la gauche. Après un rebond sur le spatial gap, de pente surlignée en tiret,
ceux-ci sont transmis au travers du gap spatial de droite et quittent le potentiel.
En conclusion, la réalisation expérimentale de la propagation d’un condensat de Bose-Einstein dans
un réseau gaussien a permis de mettre en évidence l’existence des cavités créées par les gaps spatiaux.
Une comparaison entre les coeﬃcients en transmission semi-classique et ceux obtenus à partir de la
densité d’atomes est venue appuyer expérimentalement le modèle proposé. Des simulations numériques
ont permis de conﬁrmer et d’interpréter plus ﬁnement les résultats expérimentaux. Ainsi, nous avons
par exemple constaté qu’une partie de la densité a pu s’échapper de la cavité par eﬀet tunnel et que
ces paquets d’onde étaient des pulses compressés avec une dispersion en vitesse très petite. Ces cavités
ouvrent la voie pour un contrôle de la dispersion du nuage in situ, ainsi que de la période d’oscillation
et du taux de transmission tunnel.
2.4.3 Design de l’enveloppe
Nous venons de voir que l’enveloppe est à l’origine de la forme de la cavité et que contrôler celle-ci
permet de modiﬁer les propriétés énergétiques des résonances. Plusieurs expériences ont démontré qu’il
était possible, à l’aide de techniques holographiques, de réaliser des réseaux optiques dont l’enveloppe
peut être choisie et contrôlée [53]. On discute, ici, certaines formes particulières permettant de contrôler
la dispersion d’un paquet d’onde, ou d’implémenter certains modèles de physique du solide.
Optimisation de l’enveloppe
Nous avons constaté que la forme gaussienne induit des tailles de cavités en fonction de l’énergie
qui ne compensent pas le temps de parcours, de sorte qu’il apparaît un déphasage entre les diﬀérentes
composantes du paquet d’onde. Cette limitation réduit fortement la visibilité des oscillations à l’intérieur
du réseau. Les ﬁgures 2.19.a et b mettent en exergue cet eﬀet de brouillage des oscillations de la densité.
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On propose, ici, de compenser cet eﬀet en façonnant l’enveloppe. On redéﬁnit le potentiel (Eq. 2.47)
en prenant l’ansatz :
U(x) = −U0 sin2
(πx
d
)
exp
(
−2x
2
w2
)[
1 + x
2
D2
]
, (2.57)
où D est une largeur ajustable. Ainsi, lorsque D > 0 le potentiel prend une forme plus aplatie au mini-
mum de l’enveloppe ce qui crée des gaps spatiaux plus abrupts en fonction de l’énergie.
L’optimisation se fait par synchronisation des temps de parcours de chaque composante du paquet
d’onde à l’intérieur de la cavité. Les calculs numériques des trajectoires semi-classiques peuvent se faire
à l’aide des relations (2.16) et peuvent être comparés à la propagation d’un paquet d’onde composé des
mêmes classes de vitesse (Fig. 2.22 a, b, c et d). Les détails de cette étude sont présentés dans la thèse
de Pierrick Cheiney [54].
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Figure 2.22
Trajectoires semi-classiques de particules initialement au centre d’un potentiel (x = 0) ayant (a) une
enveloppe gaussienne et (b) optimisée selon (Eq. 2.57) avec D = 0.75w = 112 µm. Les vitesses
initiales de ces particules sont prises de manière homogène entre v¯−∆v/2 = 8.8 mm.s−1 et v¯+∆v/2 =
10 mm.s−1. Propagation d’un paquet d’onde gaussien, de dispersion en vitesse ∆v = 1.2 mm.s−1,
initialement chargé au centre d’un réseau optique (c) à enveloppe gaussienne et (d) à enveloppe optimisée.
Assemblage périodique de barrière tunnel : effet du cumul de phase
Enﬁn, une des perspectives serait de réaliser l’implémentation expérimentale d’un assemblage de
cavités de ce type, identiques, et couplées entre elles. Ceci passerait par la réalisation d’une distribution
périodique de gaps spatiaux, ce qui nécessite simplement d’avoir une enveloppe elle-même périodique.
Un tel super-réseau peut en principe être créé expérimentalement. Une méthode déjà mise en pratique
utilise des technique d’holographie et, en particulier, un modulateur spatial de lumière [53]. Une autre
manière serait, à l’instar du réseau optique gaussien, de réaliser l’interférence de trois faisceaux. Deux
sont contrapropageants et de vecteurs d’onde ±kR~ex ayant la même amplitude E1. Le troisième a un
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vecteur d’onde (kR+δk)~ex et une amplitude E2. On considère alors le cas spéciﬁque d’un réseau optique
modulé en amplitude, de la forme :
U(x) = −U0 sin
(πx
d
) [
1 + ǫ cos
(
2πx
D
)]
. (2.58)
Cette conﬁguration donne lieu à deux périodes spatiales d = 2π/kR et D = 2π/δk (avec δk ≪ kR).
L’amplitude de modulation est alors ǫ = 2E1/E2 > 0. Ici, le paramètre D ≥ d traduit le caractère
périodique de l’enveloppe et ǫ correspond à l’amplitude de la modulation spatiale (voir Fig. 2.23.a pour
le cas où ǫ = 0.25 et D = 5d.). Cette périodicité doit être choisie bien plus grande que le pas du réseau
(D ≫ d), de sorte à ce que l’on satisfasse le critère d’enveloppe lentement variable.
Figure 2.23
(a) Potentiel modulé en amplitude (Eq. 2.58) avec ǫ = 0.25 et D = 5d. (b) Partie imaginaire de
l’exposant de Mathieu local (densité verte). Les bandes grises représentent les gaps calculés à l’aide de
la diagonalisation de l’hamiltonien et sont indépendantes, de fait, de la position.
Une approche naïve consisterait à considérer l’enveloppe localement et à faire le calcul de la trans-
mission, à partir de la somme de la partie imaginaire de l’exposant de Mathieu sur tout l’espace. Ainsi,
du fait de la taille inﬁnie du réseau, la somme de la partie imaginaire de l’exposant de Mathieu donnerait
lieu à une transmission de 1 pour toutes les énergies. À l’inverse, pour des énergies se situant dans des
gaps elle serait de 0.
En réalité, ce potentiel modulé en amplitude est composé de 4 périodes : d, D et dD/(D ± d). À
condition que D = nd avec n ∈ N, la zone de Brillouin est désormais de largeur 2π/D, car D > d. Les
levées de dégénérescence en bords de zone peuvent être calculées en utilisant la méthode de Hill généra-
lisée, ou par diagonalisation de l’hamiltonien. On trouve, alors, que le diagramme pour ce réseau inﬁni
présente de nouveaux gaps là où il n’y en avait pas auparavant (cf. zones grisées de la ﬁgure 2.23.b).
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En revanche, les gaps spatiaux sont périodiquement espacés d’un facteur 2π/D (densité de vert). Cet
exemple met en avant le rôle primordial que jouent les processus cohérents à l’intérieur du réseau. Il n’y
a donc pas de modulation spatiale des gaps dans ce cas de ﬁgure. La formule de transmission obtenue
précédemment (Eq. 2.49) rend compte des eﬀets interférentiels. Dans le cas d’un ensemble de cavités
couplés, les résonances obtenues précédemment deviennent des bandes. Il est possible d’extraire un ex-
posant de Mathieu propre aux super-réseaux.
En dehors de ce cas particulier, les gaps spatiaux à une dimension oﬀrent la possibilité de réaliser
des cavités dont la géométrie peut être modulée en modiﬁant la forme du réseau optique. L’utilisation
d’une enveloppe périodique crée une série de cavités couplées pour une onde de matière dont les pro-
priétés peuvent être, elles aussi, modiﬁées avec l’enveloppe. Le réseau optique pouvant a priori avoir
une enveloppe quelconque, une application serait l’implémentation d’une distribution aléatoire de gaps
spatiaux qui pourrait être utilisée pour étudier la localisation d’Anderson à l’instar d’un potentiel ta-
velure (speckle en anglais) [55]. À noter qu’en comparaison de ces travaux, l’investigation de cet eﬀet
nécessite des énergies bien plus petites que la dispersion en énergie du condensat de Bose-Einstein, du
fait de la largueur relativement grande de la distance moyenne entre les barrières tunnel. Ces régimes
sont accessibles en utilisant des techniques de refroidissement dans l’espace des phases [2].
2.4.4 Cavités à deux dimensions
Les cavités que nous avons jusqu’à présent étudiées en dimension 1 peuvent être généralisées à des
dimensions spatiales supérieures. On se place ici en dimension 2, à titre d’exemple. Dans ce cadre, la
théorie des bandes présentée plus haut pour une dimension peut se généraliser. La diﬃculté réside dans
la déﬁnition que l’on fait de l’exposant de Mathieu. En eﬀet, le vecteur d’onde d’une particule dans
le plan est désormais vectoriel. Il est de ce fait impossible de représenter un spatial gap local, comme
précédemment, au moyen d’un scalaire. On procédera donc à la résolution de l’équation de Schrödinger
stationnaire dont on extraira les gaps. Puis, après avoir déﬁni le réseau optique à deux dimensions, on
calculera pour une particule les zones pour lesquelles son énergie se situera dans un gap. Ceci déﬁnira
de nouvelles cavités bidimensionnelles.
Réseau infini
Le théorème de Bloch, énoncé à la section 2.2.1 est en réalité général à toutes les dimensions de
l’espace. En particulier, à deux dimensions, l’équation de Schrödinger pour un potentiel périodique
possède des solutions elles aussi périodiques avec la périodicité du réseau. On considère ici l’exemple d’un
potentiel périodique de symétrie carrée (mais l’étude qui va suivre peut se généraliser immédiatement à
d’autres types de symétries) s’écrivant :
V (x, y) = U0
[
cos2
(
2πx
d
)
+ cos2
(
2πy
d
)]
. (2.59)
Pour un réseau carré (Fig. 2.24.a), le pas de réseau d est le même selon l’axe x et y, on peut déﬁnir un
moment kR lié au réseau et une énergie de recul ER.
Prenons le cas d’une particule ayant un pseudo-moment s’écrivant comme un vecteur à deux di-
mensions : ~k = kx~ex + ky~ey. La pseudo-énergie associée (qui elle, par déﬁnition, est scalaire) s’écrit
E0 = ~2
√
k2x + k2y/(2m). Contrairement au cas du réseau à une dimension, les gaps en énergie ne peuvent
être déﬁnis de manière isotrope. Il existe des valeurs d’énergie qui, pour un |~k|, peuvent correspondre
à une bande ou un gap selon la direction. Pour déﬁnir la théorie des gaps spatiaux, il est nécessaire
de généraliser les gaps comme l’ensemble des pseudo-énergies ne correspondant à aucune valeur propre
et ce, quels que soient kx et ky. La ﬁgure 2.24.b représente les 3 premières bandes obtenues dans le
cas d’un réseau carré. La lecture de ce diagramme pouvant être compliquée (notamment pour identi-
ﬁer la position des gaps), il est possible d’utiliser la représentation (Fig. 2.24.c) qui est la distribution
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Figure 2.24
(a) Représentation graphique du potentiel périodique carré (Eq. 2.59) de profondeur U0 = 0.25ER.(b)
Diagramme de bandes pour ce potentiel avec une profondeur de U0 = 0.1ER (seules les trois premières
bandes sont représentées) dans la première zone de Brillouin. Les axes de symétrie (A,B,Γ) sont introduit
ici de manière à simplifier la représentation du diagramme de bande en projetant les valeurs propres
dans un plan. (c) Valeurs propres se distribuant selon les axes de symétrie introduits à la figure (b).
des niveaux d’énergie selon les trois axes principaux de symétrie du réseau (A,B,Γ) déﬁnies à la ﬁgure
2.24.b. Cette ﬁgure montre que la levée de dégénérescence dûe au réseau crée un gap entre les deux
premières bandes. On observe, par ailleurs, un point de dégénérescence triple pour E = ER selon l’axe
Γ. Celui-ci donnera lieu à un autre gap en énergie pour une profondeur de réseau plus élevée (cf. plus bas).
Malgré le fait qu’il est impossible d’associer au réseau un exposant de Mathieu qui est un scalaire
complexe, le calcul des bandes à deux dimensions permet donc de déﬁnir des profondeurs de potentiel
pour lesquelles la pseudo-énergie appartiendra à un gap. Ceci ouvre la voie à une généralisation de la
déﬁnition des gaps spatiaux à deux dimensions et à leur implémentation expérimentale.
Réseau optique à deux dimensions.
Considérons un réseau optique réalisé par l’intersection de deux paires de faisceaux gaussiens contra-
propageants et cohérents entre eux (on suppose qu’il n’y a pas de phase relative entre deux faisceaux
orthogonaux). Une intersection à 90 degrés de ces faisceaux crée un potentiel périodique carré pour les
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atomes ayant une enveloppe gaussienne :
U(x, y) = − U0
1 + y
2
y2R
exp
− 2x2
w20
(
1 + y
2
y2R
)
 sin2 (πyd )
− U0
1 + x
2
x2R
exp
− 2y2
w20
(
1 + x
2
x2R
)
 sin2 (πxd ) , (2.60)
où xR et yR sont ici les longueurs de Rayleigh associées aux faisceaux. On représente ce potentiel à la
ﬁgure 2.25.a. De la même manière que pour le cas à une dimension, on suppose que l’enveloppe varie
lentement de sorte à pouvoir appliquer le modèle développé plus haut. Les ﬁgures 2.25.b-e représentent
diﬀérents types de cavités pour ondes de matière que l’on a pour ce potentiel délimitées par des gaps
spatiaux pour diﬀérentes pseudo-énergies et profondeurs de potentiel. Pour obtenir ces formes de cavité
nous avons procédé de la manière suivante : (i) à chaque position on calcule le diagramme de bande 2D
(cf. Fig. 2.24) associé à la profondeur locale à la position (x, y), (ii) on ﬁxe la pseudo-énergie E0, et (iii)
on représente par un point noir les positions pour lesquelles cette pseudo-énergie est dans un gap. Cette
représentation permet de donner un aperçu direct des cavités pouvant être modélisées à deux dimensions.
On peut distinguer plusieurs type de cavités avec des topologies diﬀérentes :
• En forme d’étoile à 4 branches ayant une barrière quasi-circulaire au centre (Fig. 2.24.b). Ce type
de topologie rappelle celle d’un billard de Sinaï [56] (mais avec des bords dont le coeﬃcient de
réﬂexion n’est pas de 1). La ﬁgure 2.24.e est un autre exemple de ce type de cavité avec un obstacle
central proche d’un carré.
• La ﬁgure 2.24.c est un autre exemple de cavité avec un obstacle central circulaire.
• Une cavité simple de forme proche d’un carré avec des sommets arrondies (cf. 2.24.d). Ce type de
billard est proche d’un billard intégrable. Pour autant, l’inﬂuence des sommets sur la dynamique
pourrait conduire aussi à un système chaotique.
Ce type de cavité pourra faire l’objet d’une étude plus détaillée dans le but de vériﬁer si elle présente
des dynamiques mixtes.
En conclusion, nous avons démontré qu’il émerge de l’enveloppe d’un réseau périodique optique des
barrières tunnel modulables en largeur et en intensité. Les propriétés de symétrie du réseau se retrans-
crivant dans la distribution des gaps spatiaux, nous avons pu construire et caractériser des cavités pour
ondes de matière à une et deux dimensions. Ce travail peut s’inscrire dans un cadre plus large : l’atom-
tronique [57]. Ce domaine de recherche à pour but de créer l’équivalent de composants électroniques pour
des gaz d’atomes ultra-froids [58], et exploitant la cohérence des ondes de matière. Dans la continuité
de cette étude, nous allons maintenant utiliser un autre degré de liberté en ajoutant une modulation
temporelle, de manière à réaliser des transitions inter-bandes cohérentes.
2.5 Manipulation cohérente d’ondes de matière
La propagation de condensats de Bose-Einstein dans des réseaux optique modulés en temps est
au cœur de la simulation de nombreux modèles de matière condensée comme par exemple la récente
implémentation du modèle de Haldane [48], l’eﬀet tunnel assisté par le chaos [11] ou encore la transition
métal-isolant dans l’espace des impulsions [59]. En 2013, le groupe atomes froids de Toulouse a démontré
expérimentalement que l’on pouvait manipuler une densité d’atomes dans l’espace des phases à l’aide
d’une modulation temporelle périodique d’un réseau optique, qui dans ce cas agit comme un ﬁltre en
vitesse pour les atomes [25]. Dans cette section, on propose d’étendre ces travaux dans le but de réaliser
un contrôle dynamique de la population d’atomes à l’intérieur des cavités déﬁnies précédemment. Après
avoir introduit certains éléments liés au formalisme de Floquet-Bloch pour des potentiels périodiques
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Figure 2.25
(a) Représentation schématique du potentiel (Eq. 2.60) pour un réseau carré réalisé à partir de deux
couples de faisceaux gaussiens contrapropageants (flèches rouges). Les paramètres des gaussiennes sont
ici xR/w0 = yR/w0 = 20. (b-e) Les zones en noir représentent les gaps spatiaux pour différentes valeurs
de la pseudo-énergie E0 et de la profondeur de potentiel U0 : (b) E0 = 0.05ER et U0 = ER/2, (c)
E0 = 0.25ER et U0 = ER/2, (d) E0 = 0.35ER et U0 = ER, (e) E0 = 0.5ER et U0 = ER/2.
en temps, on illustrera au moyen de deux exemples un protocole permettant d’adresser une partie du
nuage d’atomes, dans des cavités sélectionnées au préalable.
2.5.1 Transitions induites par modulation temporelle
On considère désormais un potentiel périodique inﬁni U(x) = −U0 sin2(kRx) modulé périodiquement
dans le temps, de la forme :
Umt(x, t) = [1 + α sin(2πνt)] U(x), (2.61)
où α désigne l’amplitude et ν la fréquence de modulation. Les solutions de l’équation de Schrödinger
peuvent s’écrire en termes de fonctions de Floquet-Bloch. On peut montrer, dans ce cadre, que la mo-
dulation temporelle crée de nouveaux gaps d’énergie dans le diagramme de bande, pouvant être sondés
expérimentalement à l’aide de la diﬀusion d’un condensat de Bose-Einstein [25]. Ce formalisme est dé-
veloppé en détail dans la thèse de Pierrick Cheiney [54]. Ici nous présentons une approche pour laquelle
la modulation est considérée comme perturbative i.e. α≪ 1.
Soit |ψn,k〉 l’onde de Bloch (2.2), solution de l’équation de Schrödinger stationnaire pour un potentiel
périodique inﬁni. La probabilité Γn
′,k′
n,k de transition d’un état initial |ψn,k〉 vers un état ﬁnal |ψn′,k′〉,
sous l’eﬀet de la modulation temporelle (inﬁnie dans le temps) du réseau, est donnée par la règle d’or
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de Fermi [60] :
Γn
′,k′
n,k =
2π
~
|〈ψn,k|U |ψn′,k′〉|2δ(ν), (2.62)
avec δ(ν) le delta de Dirac. Le terme de couplage hors diagonal est ici le potentiel périodique U(x).
Ainsi, dans l’espace des x :
|〈ψn,k|x〉〈x|U |ψn′,k′〉|2 =
∫
u∗n′,k sin2(kRx)un,kei(k−k
′)xdx. (2.63)
À résonance (ν = ν0), comme les fonctions propres un,k et un′,k′ sont orthogonales (en l’absence de
couplage entre k et k′), la probabilité de transition (2.62) est nulle si k 6= k′ ± 2kR. En d’autres termes,
il ne peut y avoir une transition entre deux états que si le quasi-moment k est conservée ∗.
Lorsqu’une transition a lieu, la particule passe d’un état d’énergie En,k à un autre état d’énergie
En′,k, de sorte à ce que la diﬀérence ∆E soit :
∆E = hν = |En,k − En′,k|. (2.64)
Ce quantum d’énergie peut être associé à une pseudo-particule, le phonon, provenant d’un apport d’éner-
gie due à la modulation temporelle du réseau. Lors de la transition phononique, la particule voit sa vitesse
(semi-classique) changer, à pseudo-moment constant. Si les indices n et n′ n’ont pas la même parité, le
signe de cette vitesse est changé et la particule est réﬂéchie. On peut associer cette réﬂexion à l’émission
d’un phonon. À l’inverse, lorsque la parité est la même, la particule absorbe un phonon et est accélérée
(ou ralentie).
Ce raisonnement, fait pour un potentiel périodique, inﬁni, de profondeur donnée, peut être utilisé
lorsque l’on considère un réseau dont l’amplitude est déﬁnie localement. Dans ce cas, il viendra s’ajouter
un critère supplémentaire lié à la position. Ces transitions ne pourront avoir lieu qu’à certaines valeurs
de x que l’on pourra choisir en ayant connaissance du diagramme de bande local.
2.5.2 Cavités en présence de modulation temporelle
Nous venons de montrer qu’une modulation du réseau permettait de faire des transferts de population
cohérents entre bandes. Maintenant, nous reprenons un réseau U(x) dont l’enveloppe est gaussienne
(2.47). Les transitions déﬁnies plus haut pourront avoir lieu pour une profondeur donnée, c’est-à-dire
à une position donnée. En choisissant la fréquence de manière appropriée, on pourra donc peupler
localement des cavités durant la dynamique d’un paquet d’onde.
Paquet d’onde initialement à l’extérieur du réseau optique
Considérons un paquet d’onde de vitesse moyenne v¯ = 0.6vR et de largeur ∆v = 2.34×10−4 m/s (i.e.
∆v ≪ v¯, vR), venant diﬀuser sur un réseau optique d’enveloppe gaussienne (Fig. 2.26.a) de profondeur
U0 = 2ER. Pour ces paramètres le paquet d’onde est totalement réﬂéchi (probabilité de transmission
inférieure à 1%), en l’absence de modulation temporelle (α = 0 ou ν = 0). Une fois encore, nous allons
utiliser, pour schématiser la dynamique du paquet d’onde, l’image semi-classique représentée par le dé-
placement d’une particule ﬁctive ayant la même vitesse et la même position que le centre de masse du
paquet d’onde.
Loin du potentiel, l’énergie moyenne de cette particule ﬁctive est purement cinétique et est égale à
E0 = mv2/2, qui ﬁxera la valeur de la pseudo-énergie une fois dans le réseau. L’évolution adiabatique de
cette particule durant sa propagation est représentée par des ﬂèches tiretées (Fig. 2.26.a, b et c). Pour
cette pseudo-énergie et la position x = −104 µm, le diagramme de bande (Fig. 2.26.b) nous enseigne
∗. La conservation du quasi-moment peut aussi être obtenue en partant de la commutativité de l’hamiltonien et l’opé-
rateur de translation dans le temps [37].
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plusieurs choses : en prenant une valeur de la fréquence de modulation ν1 = 0.3 kHz, on peut promouvoir
la particule sur la bande supérieure de manière à peupler la cavité principale, centrée par rapport au
minimum du potentiel (ligne verticale en pointillées sur la ﬁgure 2.26.c). Par ailleurs, en utilisant une
fréquence plus élevée (ν2 = 3 kHz) il est possible de peupler cette fois-ci la bande inférieure notée I. Cette
bande donne lieu à une cavité latérale localisée autour de x = −100 µm, dont la largeur est relativement
petite, en comparaison avec la cavité centrale. Les transitions résonantes entre bandes ont lieu à des
positions bien déﬁnies (elles sont représentées par des lignes continues noires sur les diagrammes 2.26.b
et c) et déterminent la population dans les cavités seulement dans le cas d’une vitesse négative i.e., une
fois que les atomes ont été réﬂéchis par un gap ∗.
La probabilité de transition augmente avec le module de l’amplitude α. Nos simulations dynamiques
montrent que, pour ν1 = 0.3 kHz et α = 0.5, 10 % des atomes sont couplés dans la cavité principale
délimitée par les bandes II et III. La largeur de la cavité est de 200 µm dans notre régime de paramètres.
La ﬁgure 2.26.d montre clairement des oscillations ayant une large amplitude à l’intérieur de la cavité
principale. On observe que ces oscillations sont accompagnées d’un eﬀet de reconcentration de la densité
(eﬀet déjà observé lors de l’étude expérimentale), provenant du couplage avec la cavité qui dépend de la
vitesse. Pour un même paquet d’onde incident, en prenant une fréquence ν = 3 kHz, on peut transférer,
cette fois-ci, une partie des atomes dans la petite cavité en périphérie de la première provenant de la
bande I (cf. Fig. 2.26.b, c et e). Nous observons une perte périodique de la population provenant du
fait que la modulation est présente durant toute la dynamique et que les transitions sont réversibles (à
la position où elles ont lieu). Par contre, il est possible de garder l’intégralité de la population si l’on
coupe la modulation après qu’il y ait eu le transfert (à t ≃ 75 ms). Ce faisant, comme la bande I est à
cette profondeur à une énergie négative, la probabilité de transmission au travers des gaps spatiaux est
nulle. La densité présente dans la cavité restera constante pour le reste de la dynamique.
Nous venons de démontrer numériquement que, grâce à la modulation, il est possible de piéger une
partie de la densité provenant d’un paquet d’onde diﬀusant sur un potentiel à enveloppe lentement
variable. On peut choisir la cavité à peupler en choisissant la fréquence de modulation et la proportion
de la densité qui est piégée, en changeant l’amplitude de modulation.
Paquet d’onde initialement à l’intérieur du réseau optique
Jusqu’à présent nous avons étudié une expérience de diﬀusion. Désormais, considérons un paquet
d’onde (Fig. 2.27.a) initialement au centre d’un réseau modulé en amplitude (2.61) ayant une enveloppe
gaussienne et ayant une vitesse moyenne v¯ telle que l’énergie cinétique se situe au centre de la seconde
bande (dans la limite où le potentiel a une profondeur quasi-nulle) : E0 = mv2/2 = 0.5625ER. Le
potentiel est allumé adiabatiquement (en suivant le protocole présenté plus haut) jusqu’à une valeur de
U0 = 2ER (A→ A’ sur la ﬁgure 2.27), de sorte à ce que la pseudo-énergie de la particule ﬁctive soit
proche de -0.3ER (Fig. 2.27.b, ﬂèches en pointillés).
En l’absence de modulation, le paquet d’onde oscille dans la cavité délimitée par les gaps spatiaux
entre les bandes I et II (Fig. 2.27.d). En présence de modulation, le paquet d’onde se propage dans
la cavité avec une pseudo-énergie constante jusqu’à atteindre une position pour laquelle la modulation
permet une transition vers une autre bande (cf. Fig. 2.27.e). Par exemple, avec une modulation de ν = 5
kHz, la transition se fait en B. Quasiment 20 % de la fonction d’onde fait la transition de B vers B’. En
fait, une étude plus attentive révèle que la densité suit deux chemins distincts :
• elle est transférée dans la cavité délimitée par le gap séparant les bandes III et IV. Ces atomes
oscillent avec la même amplitude mais ont une période plus petite puisque leurs énergies sont plus
grandes (et, a fortiori, avec une vitesse plus grande que lorsqu’ils étaient sur la bande II)
• il y a un transfert vers la bande III et les atomes continuent leur propagation jusqu’au point C où
une nouvelle condition de résonance est satisfaite.
∗. Car une transition ne peut se faire si les pentes entre les deux bandes sont opposées dans la représentation semi-
classique.
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Une conséquence de cette résonance est qu’une partie des atomes peut être transférée (de C à C’) vers
une cavité latérale sur la bande fondamentale I. La partie non transférée des atomes continue sa propa-
gation (C vers D) quittant le potentiel avec une vitesse de 1.2vR = 8.49 mm/s, supérieure à la vitesse
initiale moyenne v¯.
Les transitions résultant de la modulation temporelle de l’enveloppe oﬀrent donc une large variété
de possibilités pour manipuler un paquet d’onde se propageant. Nous avons vu, lors d’une expérience
de diﬀusion, comment les voies de sortie peuvent être choisies (le paquet d’onde est à la fois réﬂéchi et
transmis). Pour un paquet d’onde placé initialement au centre du réseau optique avec une vitesse ﬁnie,
nous avons montré de quelle manière il est possible de charger une partie des atomes dans des cavités
latérales et/ou centrales délimitées par des gaps spatiaux. Le couplage entre les cavités peut être modiﬁé
en changeant les paramètres de la modulation, à savoir la fréquence et l’amplitude. Qui plus est, un
paquet d’onde, avec une vitesse non nulle, piégé dans un réseau de taille ﬁnie peut être considéré comme
un réservoir d’atomes. Les atomes peuvent être relâchés en choisissant une fréquence de modulation
appropriée. Un tel système permettrait de réaliser une source d’atomes modulable avec des propriétés
dynamiques bien déﬁnies.
2.6 Conclusion et perspectives
La théorie des bandes et de l’équation de Mathieu-Hill oﬀre un formalisme approprié pour l’étude de
particules dans des potentiels périodiques. Une variation de la profondeur locale de ces potentiels, crée
des barrières tunnel eﬀectives pour toutes particules se propageant à pseudo-énergie constante, dont les
propriétés peuvent être déterminées à partir de la partie imaginaire de l’exposant de Mathieu. Ces gaps
spatiaux permettent de réaliser de nombreux systèmes utilisant des barrières tunnel modulables pour
onde de matière.
Nous avons étudié plus spéciﬁquement le cas d’un réseau optique, à une dimension, crée par l’inter-
férence de deux faisceaux contrapropageants. Celle-ci crée un potentiel à enveloppe gaussienne pour un
gaz d’atomes ultra-froids. Un tel système permet de réaliser une cavité de Fabry-Perot, qui est l’analogue
de celles rencontrées en optique, et dont les paramètres peuvent être ajustés expérimentalement. Nous
avons montré que ses propriétés spectrales pouvaient être calculées à partir d’un modèle semi-classique.
Le chargement et la mise en mouvement de condensat de Bose-Einstein à l’intérieur de ce réseau op-
tique ont été réalisés expérimentalement. Le bon accord entre les données numériques et expérimentales
valide notre approche semi-classique, ainsi que l’hypothèe d’enveloppe lentement variable. La cavité la
plus haute en énergie ayant des pertes, nous avons pu observer en particulier l’émission périodique de pa-
quets d’atomes. Une étude détaillée de ces paquets d’atomes a montré qu’ils étaient issus de la réﬂexion
sur un spatial gap dont la distribution dans l’espace des phases modiﬁe celle du paquet d’onde diﬀusant.
De tels paquets présentent, une fois à l’extérieur du réseau, une refocalisation spatiale. Cet eﬀet assi-
mile les gaps spatiaux à des lentilles pour onde de matière. L’avènement de dispositifs expérimentaux
permettant de moduler spatialement l’enveloppe du réseau optique oﬀre la possibilité de réaliser des
cavités optimisées, aﬁn que les oscillations intra-cavités soient synchronisées pour toutes les classes de
vitesse en jeu.
Le concept de gaps spatiaux pouvant être généralisé à de plus grandes dimensions, nous avons montré
qu’ils rendent possible la création de guides et de cavités dont la géométrie peut être modiﬁée. Nous
avons vu, dans le cas d’un réseau carré à deux dimensions, que ces cavités présentent des propriétés
spatiales similaires à des billards quantiques. Une étude complémentaire pourrait mettre en évidence le
comportement chaotique attendu de certaines de ces cavités.
La modulation temporelle du potentiel optique ajoute la possibilité de charger, de manière cohérente,
des atomes dans une cavité, ou encore de faire un transfert de population d’une cavité à une autre. Ceci
permettrait un meilleur contrôle des paquets d’onde de matière et ouvrirait la possibilité de réaliser des
58 Gaz ultra-froids dans un réseau optique
sources modulables d’atomes ayant des vitesses spéciﬁques.
Les gap spatiaux permettent, a priori, de tester le rôle de la dimensionnalité et des interactions
sur l’eﬀet tunnel [61, 62]. En particulier, l’eﬀet tunnel est très diﬀérent à plus haute dimension, en per-
mettant de sonder des dynamiques complexes et des eﬀets tunnel comme l’eﬀet tunnel assisté par le
chaos ou l’eﬀet tunnel chaotique, phénomènes n’existant pas à une dimension (en l’absence de modu-
lation temporelle). L’eﬀet des interactions a fait l’objet de très peu d’études et pourrait déboucher sur
l’émergence de nouveaux eﬀets physiques. On pourrait dans ce cadre de réseau de taille ﬁnie retrouver
les instabilités qui ont été observées dans le contexte d’un condensat de Bose-Einstein dans le régime
de Thomas-Fermi, se déplaçant dans un réseau [63]. Cette instabilité peut être expliquée en termes de
mélange à quatre ondes [64], déclenché par une relation de dispersion à l’intérieur du réseau. Ainsi,
un atome peut être transféré dans la partie supérieure d’une bande d’énergie plus petite, tandis qu’en
même temps un autre est promu dans la partie inférieure d’une bande supérieure (par conservation
de l’énergie) [65–67]. Puisque l’eﬀet tunnel est favorable à plus haute énergie, un refroidissement par
collisions cohérentes pourrait être observé de cette manière. Une autre perspective serait d’étudier les
nouvelles possibilités oﬀertes par les gaps spatiaux en utilisant un réseau dépendant en spin [68–70]. Ces
études s’inscriraient dans la construction de nouveaux systèmes basés sur les structures émergeant des
gaps produits par les réseaux optiques oﬀrant un contrôle cohérent d’ondes de matière.
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Figure 2.26
(a) Représention de la diffusion d’un paquet d’onde (de vitesse moyenne v¯ = 0.65vR) sur un potentiel
gaussien (Eq. 2.47) modulé en amplitude de profondeur U0 = 2ER. (b) Diagramme de bande lorsque
le potentiel a une profondeur quasi-nulle (ligne verte) et lorsque la profondeur locale est 0.9ER pour
x = −104 µm (ligne noire). Les points noirs représentent la « contamination » de la bande induite par
la propagation en présence d’une modulation. L’énergie moyenne du paquet d’onde est v¯ = mv¯2/2 =
0.45ER. (c) Partie imaginaire locale de l’exposant de Mathieu. Le paquet d’onde diffuse sur le gap spatial
(II→III). (d-e) Propagation d’un paquet d’onde, en l’abscence d’interaction, issue de l’intégration de
l’équation de Schrödinger (de vitesse moyenne v¯ et de dispersion ∆v = 2.34 × 10−4 m/s) initialement
à la position z = −400 µm : (d) avec une modulation de fréquence ν1 = 0.3 kHz et (e) ν2 = 3 kHz
(d’amplitude α = 50 %).
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Figure 2.27
(a) Représentation schématique de la propagation d’un paquet d’onde (de vitesse moyenne v¯ = 0.75vR)
initialement à l’intérieur d’un réseau périodique à enveloppe gaussienne (Eq. 2.47) de profondeur
U0 = 2ER. (b) « Position » du paquet d’onde sur le diagramme de bande pour différentes profondeurs de
potentiel (i.e. différentes positions x). Chargement adiabatique : de U0 = 0 (ligne tiretée verte) jusqu’à
U0 = 2ER (ligne tiretée noire) en τ = 1 ms. Propagation : profondeur locale 1.7ER pour x ≃ 40 µm
(ligne noire) et V0(x ≃ 100 µm = 0.9ER(ligne verte). Les flèches en pointillés représentent l’évolution de
la pseudo-énergie durant la propagation pendant le chargement adiabatique du paquet d’onde. Les flèches
tiretées représentent la propagation du paquet d’onde à une pseudo-énergie constante, et la ligne continue
noire les transitions possibles entre deux bandes induites par la modulation. (c) Partie imaginaire locale
de l’exposant de Mathieu. Propagation d’un paquet d’onde non interagissant (de vitesse moyenne v¯ et de
dispersion ∆v = 2.34×10−4 m/s) initialement au centre du réseau x = 0 : (d) en absence de modulation
et (e) en présence de modulation à une fréquence ν = 5 kHz, avec α = 33%.
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Simuler le papillon d’Hofstadter avec
un potentiel quasi-périodique
« Hofstadter’s Law : It always
takes longer than you expect, even
when you take into account
Hofstadter’s Law. »
D. Hofstadter
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3.1 Introduction
Les systèmes quantiques cristallins à deux dimensions représentent aujourd’hui une des pierres an-
gulaires en physique de la matière condensée. Récompensés par un prix Nobel en 2010 pour leurs études
portant sur le graphène, A. Geim et K. Novoselov ont montré que ces cristaux hexagonaux d’atomes de
carbone, quasi-parfaits, ont des propriétés quantiques non triviales, comme l’eﬀet tunnel de Klein causé
par une relation de dispersion linéaire au voisinage des cônes de Dirac [1]. Dans ce cristal, les électrons
peuvent se comporter comme des particules relativistes sans masse.
Ces systèmes ont déjà fait l’objet de nombreuses études dans le cadre de l’eﬀet Hall quantique.
D’abord prédit théoriquement par Ando, Matsumo et Uemura [2], puis ensuite observé par K. von Klit-
zing en 1980 [3], cet eﬀet met en avant le fait qu’un électron dans un cristal à deux dimensions, soumis à
un champ magnétique perpendiculaire au cristal, ne peut avoir que certaines énergies quantiﬁées. À basse
énergie, c’est-à-dire lorsque l’énergie cinétique de l’électron est bien plus petite que son énergie d’inter-
action avec le cristal, ses niveaux électroniques présentent une structure fractale. Ce comportement très
particulier du spectre d’énergie a, pour la première fois, été étudié par Douglas R. Hofstadter [4]. Dans
le cas d’un réseau d’atomes, dont la distance interatomique est de l’ordre de l’angström, il est nécessaire
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d’appliquer des champs magnétiques supérieurs au millier de Tesla pour espérer observer cette distribu-
tion spectrale.
Néanmoins, plusieurs expériences ont été réalisées dans le but de simuler la physique sous-jacente
au modèle de Hofstadter. La première fut celle de Grenoble [5] et utilise des réseaux carrés de ﬁls
supraconducteurs d’aluminium de paramètre de maille de quelques micromètres, soumis à un champ
magnétique ∗. Une décennie plus tard, Stöckmann et Kuhl [6] ont réalisé un simulateur utilisant des
micro-ondes. L’expérience consiste, cette fois-ci, à faire une diﬀusion de micro-ondes sur 100 sites diﬀu-
sants de hauteur ajustable. La périodicité de cette hauteur détermine une valeur de ﬂux eﬀective, et la
transmission au travers de ce système permet de rendre compte, indirectement, du spectre de Hofstadter.
Au début de l’année 2013, de nouvelles expériences ont été menées sur ce sujet. Un réseau composé
d’un couplage entre une couche de graphène et un cristal hexagonal de nitride de bore [7, 8] permet
d’ajuster l’angle entre les deux couches et, ainsi, par un eﬀet de moiré, de changer la longueur d’onde ty-
pique du motif selon un axe donné. Dans [7], le pas du super-réseau se situe entre 10 et 40 nm. Combinés
à de forts champs magnétiques, ces dispositifs ont permis d’atteindre le régime du modèle d’Hofstadter
et de mesurer son spectre en énergie.
Comme les niveaux d’énergies ne peuvent être mesurés qu’à partir de la conductance de Hall, il n’est
pas possible, avec ce type d’expérience, de faire une mesure directe de la dimension fractale du spectre
ou de faire des transitions d’un niveau à un autre dans le spectre. Dans le contexte des atomes froids,
plusieurs groupes ont démontré qu’il était possible de simuler expérimentalement des champs magné-
tiques intenses pour des atomes neutres dans des réseaux optiques [9]. Ces champs magnétiques eﬀectifs
imposent ces atomes à se propager selon des orbites circulaires, de la même manière qu’un électron dans
un champ magnétique uniforme [10,11]. La réalisation expérimentale de ce système ne permet pas pour
autant de faire une spectroscopie.
Dans ce chapitre nous proposons, dans un premier temps, de faire une étude détaillée du modèle de
Hofstadter. Après avoir établi l’équation de Harper régissant l’évolution d’un électron dans un réseau
carré bidimensionnel, nous verrons de quelles manières il est possible d’obtenir le spectre de Hofstadter.
Nous montrerons que sa dimension fractale peut être calculée numériquement et que ce spectre suit
des règles de construction issues de la théorie des nombres. Le lien entre ce modèle et l’eﬀet Hall
quantique entier sera ensuite discuté. La deuxième partie de ce chapitre sera consacrée à plusieurs études
expérimental impliquant des atomes froids dans des réseaux optiques. Nous verrons que la distribution
des niveaux d’énergie d’un gaz d’atomes, sans interaction, dans un potentiel quasi-périodique, a la
même structure que celle du modèle d’Hofstadter, lorsque la profondeur de ce potentiel est grande. Une
première approche de ce système peut se faire à l’aide de la diﬀusion d’une onde plane monochromatique
sur un potentiel quasi-périodique de taille ﬁni. Nous verrons que le coeﬃcient en transmission au travers
de ce potentiel permet de retrouver une trace indirecte du spectre fractal de Hofstadter.
Enﬁn, nous discuterons de deux méthodes expérimentales permettant de faire une spectroscopie
locale d’un potentiel quasi-périodique inﬁni.
3.2 Électrons dans un réseau 2D soumis à un champ magnétique
La première partie a pour but d’introduire les éléments permettant de réaliser l’étude d’une particule
quantique chargée, plongée dans un cristal atomique à deux dimensions. Ce système pourra être traité
dans le régime des liaisons fortes pour lequel les interactions entre les électrons et les atomes du réseau
dominent. Le modèle rendra compte de la compétition entre le fait que les électrons sont liés au potentiel
périodique, ce qui tend à distribuer leurs énergies en bandes, mais contraint par un champ magnétique,
qui tend à distribuer leurs énergies en niveaux discrets.
∗. Le spectre est obtenu au moyen des oscillations de la température critique de transition superfluide lorsque l’on varie
le champ magnétique dans le cadre de l’effet Little-Parks.
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3.2.1 Niveaux de Landau
Considérons un électron de masse me et de charge e, dans un champ magnétique uniforme ~B. La
force de Lorentz s’applique sur la particule :
me
d~v
dt = −e~v ×
~B.
Nous prendrons le champ magnétique selon l’axe (Oz), ~B = B~uz et la vitesse dans le plan (xOy).
Classiquement, tout électron dans un plan soumis à un champ magnétique uniforme et perpendiculaire
à ce plan a une trajectoire circulaire dont le rayon prend des valeurs continues, et est donné par Rc =
mev/eB = v/ωc où :
ωc = eB/me,
est la fréquence cyclotron. Quantiquement, le hamiltonien de cette particule s’écrit :
Hˆ =
(
~ˆp− e ~ˆA
)2
2me
= ~ωc2 (Λˆ
2
x + Λˆ2y), (3.1)
avec Λˆx = (px − eAx)/
√
me~ωc, Λˆy = (py − eAy)/
√
me~ωc et [Λˆx, Λˆy] = i. Le potentiel vecteur ~A
est déﬁni par ~B = ∇× ~A. Cette expression autorise plusieurs géométries de potentiel vecteur pour un
même champ magnétique. Il est donc possible de faire un choix, dit de jauge, lors de la déﬁnition du
hamiltonien. Les opérateurs Λˆx et Λˆy, sont dits de translation (en impulsion), provenant de la présence
de champs magnétiques. Une réécriture et la diagonalisation du hamiltonien montrent que les énergies
sont quantiﬁées en niveaux de Landau :
En = ~ωc
(
n+ 12
)
.
Le rayon cyclotron est désormais quantiﬁé et s’écrit :
Rc =
√
~
eB
√
2n+ 1 (où n ∈ N).
qui est indépendant de la vitesse de l’électron, contrairement à son homologue classique. Le champ
magnétique conﬁne la particule dans une portion de l’espace dont l’ordre de grandeur typique est donné
par la longueur magnétique lB =
√
~/(eB). Le champ magnétique a donc pour eﬀet de discrétiser le
continuum énergétique auquel appartenaient les électrons. À l’instar d’une particule dans un potentiel
harmonique, les niveaux d’énergie sont séparés d’un quantum ~ωc de sorte que, plus le champ magnétique
est intense, plus les niveaux sont espacés.
3.2.2 Électrons de Bloch dans un champ magnétique uniforme
Maintenant que nous avons caractérisé le comportement d’une particule quantique en présence d’un
champ magnétique, regardons l’eﬀet de l’introduction d’une périodicité spatiale sur les niveaux de Lan-
dau.
Réseau à deux dimensions
Considérons un électron dans un réseau à deux dimensions, inﬁni, et ayant une périodicité en x et
en y : Vˆ (x+ ax, y + ay) = Vˆ (x, y) (cf. Fig. 3.1). En l’absence de champ magnétique, les solutions sont
données par des bandes de Bloch à deux dimensions (cf. section 2.4.4).
Hˆ = pˆ
2
2me
+ Vˆ (x, y), (3.2)
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dans ce cas, les solutions sont de la forme de Floquet-Bloch. On déﬁnit la base des vecteurs du ré-
seau bi-dimensionnel par ~ax = ax~ex et ~ay = ay~ey. Tout vecteur du réseau peut s’écrire sous la forme
~R = m~ax + n~ay avec m,n ∈ Z. L’élément de surface élémentaire du réseau cristallin est donné par le
produit vectoriel : ~S = ~ax × ~ay.
La présence d’un champ magnétique externe homogène nous conduit à introduire le ﬂux magnétique
φ =
∫
~Bd~S et le quantum de ﬂux φ0 = h/e. Pour un réseau rectangulaire (~ax ⊥ ~ay), la phase magné-
tique prend donc la valeur φ = Baxay. Dans la suite du chapitre on considérera α, le rapport du ﬂux
électronique et du ﬂux magnétique :
α = φ
φ0
= Baxay
h/e
, (3.3)
déﬁni par tous les paramètres et les constantes physiques du système (exceptée la masse de l’électron).
Ultérieurement, on pourra distinguer deux régimes, celui de Harper pour lequel axay/B ≪ 1 où les
bandes sont étendues dans le spectre, et celui de Hofstadter pour lequel axay/B ≫ 1 où les bandes sont
resserrées. Remarquons que α est proportionnel au rapport de la surface élémentaire du réseau axay et
de la surface décrite par l’orbite cyclotron πR2c (cf. Fig. 3.1).
Le régime qui nous intéresse est celui pour lequel α est de l’ordre de 1, pour un pas typique du réseau
cristallin de l’ordre de ax = ay ∼ 1 angström, cela donne un champ magnétique de l’ordre de 400 000
T ! De tels champs magnétiques sont bien sûr inatteignables en laboratoire, d’où l’intérêt de trouver
d’autres moyens permettant d’étudier de tels régimes.
~B
Rc
ax
ay
Figure 3.1
Un électron soumis à un champ magnétique externe a des niveaux d’énergies quantifiés, correspondant à
des orbites circulaires perpendiculaires au champ ~B. Lorsque cet électron se situe aussi dans un potentiel
périodique, les niveaux sont représentés dans un diagramme de Bloch. La physique émergeant de la
combinaison de ces deux potentiels fait l’objet de l’étude menée dans ce chapitre.
Point de vue de l’opérateur de translation
L’opérateur de translation est déﬁni par Tˆ~aψ(~r ) = ψ(~r + ~a ) et a pour vecteurs propres les ondes
planes : Tˆ~aψ(~r ) = ei~k.~aψ(~r ). On peut le réécrire en termes d’opérateur de dérivation : ψ(~r + ~a ) =
exp(~a.∂~r)ψ(r). Si le hamiltonien est spatialement périodique, de période ~a alors [Tˆ~a ,ˆH ] = 0.
Nous avons vu lors du chapitre 2 que, dans le cas d’un potentiel périodique, les valeurs propres En
se distribuent en bandes périodiques, dont on peut écrire le développement sous la forme d’une série de
Fourier :
En(~k) =
∑
ℓ
En[~aℓ]ei
~k·~aℓ . (3.4)
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L’application de l’opérateur de translation conduit alors à
En[~aℓ]Tˆ~aℓψ(~r ) = En[~aℓ]ei
~k.~aℓψ(~r ), (3.5)
soit encore : ∑
ℓ
En[~aℓ]Tˆ~aℓψ(~r ) =
∑
ℓ
En[~aℓ]ei
~k·~aℓψ(~r) = En(~k)ψ(~r). (3.6)
Cette écriture opératorielle suggère d’écrire le hamiltonien sous la forme :
Hˆ =
∑
ℓ
En[~aℓ]Tˆ~aℓ =
∑
ℓ
En[~aℓ]ei
~k.~aℓ = En(−i∂~r). (3.7)
Par exemple, dans le cas d’un réseau sinusoïdal périodique à une dimension, nous avons vu que dans le
régime des liaisons fortes, la bande fondamentale prend la forme (2.14) : E = −2t cos(kxa) et, par suite :
Hˆ = −2t cos (−ipˆxa/~) . (3.8)
Sous l’eﬀet d’un champ magnétique, la substitution de Peierls [12] consiste à remplacer ~p par ~p − e ~A.
L’opérateur de translation s’écrivant à partir de l’opérateur impulsion Tˆ~a = exp (i~p~a/~), un facteur de
phase supplémentaire vient s’ajouter à la fonction d’onde translatée :
ψ(~r + ~a) = exp
(
− ie
~
∫ ~r+~a
~r
~A · d~ℓ
)
Tˆ~aψ(~r). (3.9)
En particulier, pour un chemin fermé, la fonction d’onde acquiert une phase de la forme :
exp
(
− ie
~
∮
~A · d~ℓ
)
= exp
(
−2πi φ
φ0
)
. (3.10)
Le facteur (3.10) est celui qui intervient dans l’eﬀet Aharonov-Bohm [13]. Nous verrons, par la suite,
que l’opérateur de translation pourra se généraliser en présence d’un champ magnétique.
Approximation de liaisons fortes
Reprenons le formalisme introduit à la section 2.2.1, et étendons-le au cas bidimensionnel. Le ha-
miltonien d’un électron à un potentiel périodique à deux dimensions, s’écrit dans le régime des liaisons
fortes [14] :
Hˆ = −tx
(
Tˆx + Tˆ †x
)
− ty
(
Tˆy + Tˆ †y
)
, (3.11)
où tx et ty représentent les énergies nécessaires pour passer d’un site au site voisin, par eﬀet tunnel,
respectivement suivant x et y (cf. Fig. 3.2.a). On peut montrer de manière similaire à (Eq. 2.14) que
la bande fondamentale s’écrit :
Ek = −2 (tx cos(axkx) + ty cos(ayky)) . (3.12)
L’introduction de la composante liée au champ magnétique se faisant à l’aide de la substitution de
Peierls (3.8), on peut écrire le hamiltonien sous la forme d’un hamiltonien de Harper :
HˆH = −2
(
tx cos(Kˆxax) + ty cos(Kˆyay)
)
, (3.13)
avec Kˆx et Kˆy des variables conjuguées vériﬁant la relation de commutation [Kˆx, Kˆy] = i~eff où
~eff = ~/(eB) est la constante de Planck eﬀective du système.
Au voisinage du minimum de bande, le hamiltonien de Harper (tx = ty = t > 0, ax = ay = a) peut
s’approximer par :
HˆH ≃ −4t+ ~
2
2m˜ (Kˆ
2
x + Kˆ2y) = −4t+ tK2,
avec m˜ = ~2/(2ta2). Lorsque le ﬂux α, déﬁni à l’équation (3.3), est petit, les niveaux de Landau peuvent
se réécrire [14] :
En = −4t+ 4πt
(
n+ 12
)
α, avec : n ∈ N.
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(a) Représentation schématique du réseau carré et de ses grandeurs associées. (b) Représentation sché-
matique de la jauge de Landau qui conduit après approximation au (c) réseau à une dimension. Le
paramètre g est le paramètre géométrique du modèle de Harper. Il est modulé par une sinusoïde de
période α. On définit ici : ~ax = ax~ex et ~ay = ay~ey (cf. texte).
Retour de l’opérateur translation
Nous avons vu que la substitution de Peierls ajoute un terme de phase supplémentaire dans l’opéra-
teur de translation. On déﬁnit ici une généralisation de cet opérateur qui est l’opérateur de translation
magnétique introduit par Luttinger [15] :
Uˆxψ(x, y) = exp
(
ie
~
∫ x+ax
x
~A · d~ℓ
)
ψ(x+ ax, y), (3.14)
Uˆyψ(x, y) = exp
(
ie
~
∫ y+ay
y
~A · d~ℓ
)
ψ(x, y + ay). (3.15)
Ces opérateurs vériﬁent la relation UˆxUˆy = e2iπαUˆyUˆx, avec α le rapport de ﬂux (3.3), et permettent de
faire la transition d’un site du réseau à un autre, en présence d’un champ magnétique.
Les nombres entiers m et n introduits à la sous-section 3.2.2 ne sont désormais plus de bons nombres
quantiques. Il est nécessaire de déﬁnir une nouvelle base pour le réseau magnétique, à l’aide de la base
du réseau périodique. Comme le ﬁt Hofstadter [4], on prend ∗ : ~R′ = mq~ax + n~ay, avec q ∈ N. Il n’y a
plus d’invariance par translation selon m~ax (m 6= 0). Pour pouvoir diagonaliser le hamiltonien, il faut
maintenant se placer dans ce que l’on nomme la première zone de Brillouin magnétique (ou réduite),
déﬁnie par ~k = (kx ≤ π/qax, ky ≤ π/ax). Cette nouvelle zone de Brillouin ne peut donc être déﬁnie que
si α est un nombre rationnel. Nous verrons que, dans le cas contraire, l’impossibilité de représenter le
spectre dans une zone de Brillouin magnétique conduit à la fractalisation de la distribution d’énergie.
Modèle de Harper : dérivations discrètes
La formulation discrète du modèle de Harper s’obtient dans deux contextes opposés : (i) le cas d’une
seule bande de Bloch en présence d’un champ magnétique et (ii) le cas d’un seul niveau de Landau plus
∗. La notation q est inopportune car se heurte à celle de la profondeur du potentiel q. Sauf mention contraire, q sera
associé à un nombre entier dans ce chapitre.
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un potentiel périodique. L’article [16] oﬀre une introduction pédagogique où est expliquée la validité du
modèle de Harper dans ces deux cas limites.
Nous avons vu que le point de départ est la relation de dispersion pour une bande unique associée à
un réseau carré (Eq. 3.12) auquel on applique la substitution de Peierls. Plusieurs choix de potentiels
vecteurs s’oﬀrent à nous. On prend la jauge de Landau ~A = eB(0, x, 0) (cf. Fig. 3.2.b). Le potentiel
vecteur étant linéaire en x la substitution de Peierls, vue précédemment, introduit un déphasage, ν,
uniquement selon y. Autrement dit, la jauge de Landau réalise une translation magnétique compensant
la phase selon x, ce qui conduit à un système eﬀectif à une dimension (cf. Fig. 3.2.c). On peut réécrire
dans cette jauge les opérateurs translations (3.15) comme :
Uˆxψ(x, y) = ψ(x+ ax, y) et Uˆy = eiνψ(x, y + ay). (3.16)
Le hamiltonien (3.13) peut se réécrire sous la forme :
HˆH = −tx
(
eipˆxax/~ + e−ipˆxax/~
)
− ty
(
ei(pˆy−eBx)ay/~ + e−i(pˆy−eBx)ay/~
)
. (3.17)
Les exponentielles contenant les opérateurs pˆx et pˆy étant des opérateurs de translation, l’équation de
Harper s’écrit en fonction des opérateurs de translation magnétique :
HˆH = −tx
(
Uˆx + Uˆ−1x
)
− ty
(
Uˆy + Uˆ−1y
)
. (3.18)
En posant x = max, y = nay et ψ(x, y) = eiνmψm où l’on exploite l’invariance par translation selon y,
il vient ∗ :
ψm+1 + ψm−1 + g cos(2πmα− α0)ψm = εψm , (3.19)
avec ε = E/tx et α0 un terme de phase. Le facteur g = ty/tx renferme donc la géométrie bi-dimensionnelle
du système, qui se réduit maintenant à une équation selon un axe représenté à la ﬁgure 3.2.c. Plusieurs
articles [17, 18] mentionnent le fait que g = 2 est un cas critique à la frontière entre un régime localisé
(g > 2) et un régime étendu (g < 2) pour la fonction d’onde. Nous verrons qu’à l’interface entre ces
deux régimes le spectre est fractal.
Géométrie du système
La ﬁgure 3.3 représente le hamiltonien (3.13) dans la première zone de Brillouin. On remarque
que les points (0, 0) [2π] sont des minima, les points (π/2, π/2) [2π] sont des maxima et les points
(π, 0), (0, π) [2π] sont des cols. Il est intéressant de noter que l’on obtient des orbites ouvertes à condition
que −2|ty − tx| < E < 2|ty − tx|. Cette condition énergétique permet de faire le lien avec le transport
semi-classique d’électrons d’un site à l’autre. Ainsi, dans le cas du réseau carré (tx = ty), toutes les
orbites sont fermées.
Dual du hamiltonien
Considérons la transformation suivante :
ψm =
∑
n
ψ˜nein(2πmα+α0)eiβm, (3.20)
que l’on insère dans l’équation d’Harper (3.18). Les ψ˜n vériﬁent :
ψ˜n+1 + ψ˜n−1 +
2
g
cos(2παn+ α0)ψ˜n = Eψ˜n, (3.21)
∗. Le hamiltonien est parfois rencontré sous la dénomination de almost Mathieu operator et a fait l’objet de nombreuses
études mathématiques concernant la caractérisation de son spectre. Nous donnerons par la suite quelques éléments de
théorie spectrale permettant de mieux appréhender la physique du système sur lequel repose cet hamiltonien.
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Courbes de niveau pour le hamiltonien de Harper (3.13), pour tx = 1 (Gauche), tx = 2 (Centre), et
tx = 5 (Droite) avec ty = 1 fixé (ou de façon équivalente pour ty = 1 (Gauche), ty = 1/2 (Centre), et
ty = 1/5 (Droite) avec tx = 1 fixé). Les valeurs les plus hautes sont données par les couleurs les plus
sombres (ici pour (x, y) = (π, π)).
pour la même énergie propre E. Ainsi, les régimes où g = 2ty/tx → 0 et g → ∞ sont spectralement
équivalents (cf. plus bas, section 4.3.3). L’interprétation physique est que la jauge de Landau utilisée
précédemment est équivalente à celle où ~A = (−yB, 0, 0). La transformation (5.5) réalise le passage
m → n (i.e. x → y), autrement dit d’une jauge à l’autre. En résumé, l’auto-dualité du spectre, pour
g = 2 est une conséquence de la géométrie du réseau sous champ magnétique.
3.2.3 La matrice de Harper
Représentation matricielle du hamiltonien de Harper
L’écriture matricielle du système (3.19) est :(
ψm+1
ψm
)
=
(
ε− g cos(2πmα− α0) −1
1 0
)(
ψm
ψm−1
)
. (3.22)
Notons H(m) la matrice de Harper, et prenons le cas particulier où g = 2. Le vecteur (ψm+1, ψm) se
déduit de (ψ1, ψ0) par m applications de la matrice H(m) sur ce vecteur ∗. Une solution physiquement
acceptable requiert la ﬁnitude des ψm, autrement dit une périodicité enQ ≡ H(m)...H(1). Si les matrices
H(m) sont des matrices périodiques en m, Q consistent en la répétition de blocs de matrices dont la
longueur est donnée par la période en m. Si q représente cette période, la condition sur α est :
2πα(m+ q)− α0 = 2παm− α0 + 2πp, (3.23)
soit encore α = p/q. Cette condition signiﬁe que les deux valeurs propres de la matrice de Harper doivent
être de module unité ou encore que |TrQ(ε, ν)| ≤ 2. La trace de Q est un polynôme de degré q en ε.
La condition sur la trace est réalisée en q régions autour des q racines de Q. Si α = p/q, la bande
fondamentale de Bloch se divise en q bandes d’énergies distinctes, dégénérées p fois. Si α est irrationnel,
le spectre d’énergie se « dissocie » en une inﬁnité de sous-bandes dont la structure est fractale. Par la
suite, on se placera souvent dans le cas particulier où la phase α0 n’a pas d’incidence sur le spectre,
c’est-à-dire dans la limite où α est irrationnel.
∗. Ici, la matrice de Harper peut être vue comme une matrice de transfert.
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Représentation de Luttinger
Reprenons le hamiltonien de Harper écrit en fonction des translations magnétiques ux,y [15]. Dans
le cas où α = p/q (et α0 = 0), le théorème de Bloch s’applique et l’on peut écrire :
Uj(kx, ky) = eikjuj avec j = x, y
et les uj satisfont les relations :
uqj = I, uxuy = e2iπp/quyux. (3.24)
Et, dans le cas particulier de q applications successives de cette dernière relation, on obtient uqxuy =
exp(2iπp)uyuqx, soit :
uqxuy = uyuqx. (3.25)
Ainsi, les opérateurs uqx et uy commutent entre eux et, avec le hamiltonien, déﬁnissant ainsi des bons
nombres quantiques.
Un exemple de ui est donné dans [19] par :
ux =

0 1 0 · · · 0
· ·
· 0
1
1 0
 et uy =

1
e2iπp/q
·
·
e2iπ(q−1)p/q
 .
On rappelle que les solutions complexes de q
√
z = 1 sont toutes les exp(2iπk/q) telles que 0 ≤ k < q. Qui
plus est, de par la forme de leur argument, les éléments diagonaux sont déﬁnis modulo q. Donc, comme
(p, q) ∈ N2∗, alors la présence des produits (q − n)p (avec 0 ≤ n < q) dans la phase, implique que les
éléments diagonaux de la matrice uy, sont des racines qème de l’unité.
Comme uy + u−1y = 2Re(uy), le hamiltonien de Harper peut s’écrire sous la forme de la matrice de
Luttinger [14] :
HˆH=ˆ

2ty cos(ky − 2πp/q) txe−ikx 0 · · · txeikx
txeikx 2ty cos(ky − 4πp/q) txe−ikx . . .
...
0 txeikx 2ty cos(ky − jπp/q) . . .
...
...
. . . . . . . . . txe−ikx
txe−ikx · · · 0 txeikx 2ty cos(ky − πp)

.
(3.26)
Les matrices ux et uy sont de dimension q donc le spectre a q valeurs propres et, par conséquent, q
bandes. L’obtention du spectre se fait par diagonalisation de HˆH (Eq. 3.18). Les bandes d’énergie pou-
vant être déﬁnies par leurs ensembles de déﬁnition, c’est-à-dire les valeurs du spectre en bord de bande,
on peut se restreindre au calcul de ce dernier pour ~k = (0, 0) et ~k = (π/q, π/q).
Dans le cas général, rien ne nous oblige à choisir les opérateurs de translation tels qu’ils satisfassent
les relations (3.2.3). Par exemple, on peut choisir [20] :
Uˆx = eikxux,
Uˆy = eiπp/qeikyeikxuyux.
La matrice de Luttinger prend la forme anti-symétrique suivante :
H˜H =

0 a1 0 · · · a∗q
a∗1 0 a2 · · · 0
0 a∗2 0
. . . 0
...
... . . . . . . aq−1
aq 0 a∗q−1 0
 ,
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mais ici avec :
aj =
(
1 + exp
[
i
p
q
(
j + 12
)
+ iky
])
eikx .
Analyse du modèle de Harper
Déﬁnissons F , une fonction à valeur réelle ∗, comme le déterminant séculaire de la matrice de Harper :
F (E, kx, ky;α) = det(HH − EI) = 0.
De par la périodicité dans l’espace des (kx, ky) et de par la dualité entre x et y (cf. sous-section 3.2.2) on
peut montrer [21,22] que F (E, kx, ky;α) s’écrit comme la somme d’un polynôme de degré q indépendant
de ~k [23] et d’une fonction périodique en kx et en ky :
F (E, kx, ky;α) = F (E, 0, 0;α) + 2tqx(1− cos(qkx)) + 2tqy(1− cos(qky)). (3.27)
En combinant les deux dernières équations on retrouve l’équation aux valeurs propres, qui permet de
déﬁnir la fonction G(E) rendant compte de la distribution des valeurs propres dans l’espace (E,α) :
G(E;α) = F (E, 0, 0;α) + 2tqx + 2tqy = 2tqx cos(qkx) + 2tqy cos(qky). (3.28)
Ainsi, F (E, 0, 0;α) est une fonction paire de E lorsque q est impair et inversement. Cela conduit au fait
que E = 0 est un axe de symétrie de la fonction et un centre de symétrie, car le polynôme caractéristique
ne contient que des puissances de Eq−2n.
Enﬁn, à l’aide de la forme H˜H (3.2.3) de la matrice de Luttinger, on peut montrer que pour ~k =
(0, π(1 + p/q)), on a à la fois 2tqx cos(qkx) + 2tpy cos(qkx + qky) = 0 et ar = 0. On peut extraire alors une
forme tridiagonale de H˜H conduisant à une relation de récurrence donnant le polynôme G de degré q :
G(0)(E) = 1
G(1)(E) = −E
...
G(n)(E) = −EG(n−1)(E)− 4 sin2 (πnp/q)G(n−2)(E) avec : n = 1, 2, ..., q.
Le hamiltonien (3.13) est une fonction sinusoïdale oscillant entre -4 et 4. Ainsi, la fonction G est bornée
par ces valeurs. Seules les valeurs prises dans cet intervalle sont pertinentes en ce qui concerne le spectre.
L’intervalle de déﬁnition des bandes peut donc se déduire des points d’intersection entre la fonction F
et les axes horizontaux 0 et 4. Prenons l’exemple de α = p/q = 1/4 et tx = ty = 1. La ﬁgure 3.4
représente la fonction F (E, 0, 0; 1/4) dans ce domaine de déﬁnition. Le spectre est alors composé de 4
bandes d’énergies, dont deux dégénérées en E = 0. Nous allons voir, tout de suite, que ce point conduit
à une forme particulière de la relation de dispersion.
La matrice de Luttinger (3.26) s’écrit dans ce cas particulier :
Hˆ
(kx,ky)
H (α = 1/4) =

2 1 0 1
1 0 1 0
0 1 −2 1
1 0 1 0
 . (3.29)
Les valeurs propres sont :
E(±,±)(~k) = ±
√
4±√2
√
(6 + cos(4kx) + cos(4ky)). (3.30)
Ces valeurs propres vont se traduire dans le spectre par 4 bandes d’énergie séparées par deux ou trois
∗. Car la matrice HH est hermitienne.
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Figure 3.4
Représentation graphique du spectre correspondant à l’équation séculaire pour α = 1/4. La courbe en
trait plein correspond au polynôme caractéristique pour (kx, ky) = (0, 0). Les droites en bleu sont les
énergies à ±4. Les zones bleues contituent les bandes d’énergies.
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(a) Représentation graphique des 4 valeurs propres dans le cas où α = 1/4 dans une région quatre fois
supérieure à la première zone de Brillouin (π/4, π/4). (b) Agrandissement de la zone de contact entre
les bandes.
gaps selon les cas. Ainsi, pour ~k = (0, 0) et ~k = (π/4, π/4) on obtient respectivement : E(0) = ±2√2 et
E(π/4) = ±
√
2(2±√2), ces valeurs correspondent aux minima et aux maxima de la dispersion repré-
sentée à la ﬁgure 3.5.
Les deux bandes centrales E(+−) et E(−+) calculées présentent une zone de contact conique pour
des valeurs multiples de π/4. Ce résultat (qui a été abordé par exemple dans la thèse de A. Barelli pour
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α = 1/2 [14]) est une conséquence du développement limité ∗ de ces valeurs propres autour du point de
contact que l’on nomme dans ce cas cône de Dirac. Ainsi, on peut montrer que la relation de dispersion
est de la forme approchée : E(~k ≃ (mπ/2, nπ/2)) ≈ ±2
√
1∓ 2− k2x/2− k2y/2.
En réalité, cette propriété du spectre de Harper † est générale à tous les q pairs [24]. En eﬀet, quand
tx = 0, l’équation séculaire (3.28) devient G(E) = F (E) − 2tqy cos(qky). Ainsi, lorsque l’on se place à
E = 0 après utilisation du pivot de Gauss, le calcul du déterminant se réduit à F (0) = 2(−1)q/2tqy. Mais
comme la dualité doit être conservée, on a aussi F (0) = (−1)q/2(tqx+ tqy). Finalement, en injectant cette
relation dans (3.28) :
(−1)q/2(tqx + tqy) = 2tqx cos(qkx) + 2tqy cos(qky)⇔
{
q = 4n⇒ (kx, ky) = (2πm/q, 0)
q = 4n+ 2⇒ (kx, ky) = ((2m+ 1)π/q,±π/q).
La relation de dispersion autour de chaque cône de Dirac est de la forme :
E ∝ ±q
√
tqxk2x + t
q
yk2y.
3.2.4 Analyse spectrale du modèle de Harper
On procède à présent à un calcul systématique des valeurs propres E du hamiltonien de Harper
(3.26) en fonction du paramètre α = p/q, pour des valeurs de kx et ky prises dans la première zone de
Brillouin. Pour g = 2, ces valeurs propres se distribuent selon la forme dite de papillon de Hofstadter
(Fig. 3.6).
Décomposition du spectre d’un opérateur
Soit Hˆ un opérateur d’un espace de Hilbert H. Soit EH(λ ∈ R) l’ensemble des λ tel que Hˆ−λI n’est
pas inversible. On appelle le spectre σ(Hˆ) de Hˆ, l’ensemble fermé des points de EH(λ) tels que [25] :
σ(Hˆ) = {λ ∈ R : EH(λ+ ǫ)− EH(λ− ǫ) 6= 0 pour tout ǫ > 0}.
L’ensemble de toutes les valeurs propres de Hˆ est nommé spectre ponctuel σp(Hˆ).
On note Hp le sous-espace linéaire fermé généré par tous les sous-espaces P (λ)H avec λ ∈ σp(H) et
P (λ), la projection orthogonale de l’espace propre associée aux valeurs propres λ. Si H = Hp on dit que
le spectre est purement ponctuel. Si Hp = 0 on dit que le spectre est purement continu.
En général H peut être écrit comme la somme de deux sous-espaces H-invariants : Hp et Hc. Le
spectre associé à ce dernier est le spectre continu σc(Hˆ). Enﬁn, Hc peut lui aussi être écrit comme la
somme de deux sous-espaces orthogonaux Hac et Hsc, dont les spectres associés sont nommés respec-
tivement absolument continu σac(Hˆ) et singulièrement continu σsc(Hˆ). In fine, l’espace et le spectre
peuvent être décomposés tels que :
H = Hp ⊕Hac ⊕Hsc (3.31)
σ(H) = σ¯p(H) ∪ σac(H) ∪ σsc(H). (3.32)
Propriétés de symétrie et de construction récursive du spectre
Les propriétés de symétrie de cette distribution ont été, pour la première fois, énoncées dans l’article
de Hofstadter [4]. On énumère ici quelques unes des caractéristiques de ce spectre.
∗. Les cosinus et la racine sont quadratiques par développement limité lorsque l’on approche ~k = (mπ/2, nπ/2) avec
m,n ∈ Z.
†. Qui n’apparaît pas dans le cas d’un réseau bi-dimensionnel sans la présence d’un champ magnétique.
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1. Soit N ∈ Z, alors ∀α ∈ R : σ(α +N) = σ(α). Le spectre est périodique de période 1 selon α.
2. Pour tout α ∈ R : σ(−α) = σ(α), ce qui traduit la parité du spectre, que l’on peut déduire
directement de l’équation (3.19).
3. E ∈ σ(α)⇔ −E ∈ σ(α), qui traduit la parité du spectre selon l’axe E = 0.
4. Si E ∈ σ(α) pour tout α alors −4 ≤ E ≤ 4.
Toute l’information concernant le spectre est contenue dans la cellule élémentaire ∗ (α,E) ∈ ([0, 1], [−4,−4]).
Ainsi, on peut assigner à chaque cellule du spectre une valeur locale d’énergie et de α notées respecti-
vement ǫ = {E} et β = {α}, où les {} représentent la partie fractionnaire. On peut voir, par ailleurs,
que le hamiltonien est (3.19) identique à lui-même si l’on intervertit α = p/q et 1/α = q/p.
Figure 3.6
Le spectre du modèle de Harper pour g = 2 est couramment appelé papillon d’Hofstadter à cause de son
aspect. Ce spectre présente de nombreuses symétries.
∗. Par la suite, nous considérerons implicitement que nous sommes dans cette cellule lorsque les axes ne sont pas
indiqués.
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Caractéristiques du spectre pour différentes valeurs de g et résumé des propriétés
g = 0 g < 2 (= 1) g > 2 (= 5) g ≫ 2 (= 80)
Spectre
purement
ponctuel σp
vide ∀α, α0 vide ∀α, α0 vide ∀α, α0 non vide ∀α, α0
Spectre
singulier σs
vide ∀α, α0 vide ∀α, α0 non vide ∀α, α0 non vide ∀α, α0
Spectre
absolument
continu σac
α /∈ Q et
non vide
∀α, α0 avec
|σac(α, g)| =
|σ(α, g)| ≥
4− 2g
non vide ∀α non vide ∀α, α0
non vide ∀α, α0
Liouville (cf.
plus bas)
Représentation
graphique
3.2.5 Rationalité de α et construction du spectre
Dans cette sous-section, on procède à une description complémentaire à celle de Hofstadter concer-
nant la construction du spectre à partir des propriétés numériques du paramètre α.
Approximations de nombres irrationnels par des nombres rationnels
Hofstadter a montré que les propriétés du spectre du modèle de Harper sont étroitement liées à la
rationalité de α. Dans la limite irrationnelle, les valeurs propres se décomposent en une inﬁnité de sous
bandes. On présente ici diﬀérentes façons d’approximer un nombre irrationnel par un nombre rationnel.
Cette question a été un important problème de théorie des nombres. D’abord Liouville, puis Roth, ont
donné une façon quantitative pour déﬁnir un bon approximant d’un nombre irrationnel.
Théorème de Thue-Siegel-Roth. Soit α /∈ Q et ǫ ∈ R+∗, l’équation :
0 <
∣∣∣∣α− pq
∣∣∣∣ < 1q2+ǫ , (3.33)
où (p, q) ∈ (N,N∗) a un nombre fini de solutions à condition que p et q soient co-premiers.
Autrement dit, mesurer l’irrationalité d’un nombre α revient à trouver le ǫminimum tel que l’équation
(3.33) est satisfaite (parfois appelée constante de Liouville-Roth), on le note ǫ(α) = infǫ∈R ǫ.
Calcul du degré d’irrationalité
Le calcul de ce minimum permet de distinguer plusieurs cas :
• ǫ(α) = −1, alors α est rationnel,
• ǫ(α) = 1, alors α est algébrique de degré >1,
• ǫ(α) > 1, alors α est transcendant.
Une manière de calculer ǫ(α) est de prendre le développement en fraction continue de α = [a0, a1, a2, ...]
et de calculer :
ǫ(α) = −1 + lim
n→∞ sup
ln an+1
ln an
= lim
n→∞ sup
ln qn+1
ln qn
. (3.34)
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Ainsi, dans le cas où α = φ = (1 − √5)/2 on obtient ǫ(φ) = 1, car an+1 = an = 1 et aussi parce que
φ = limn→∞ un/un+1, où les un proviennent de la suite de Fibonacci. On retrouve alors le fait que le
nombre d’or est algébrique (issu d’un polynôme de degré 2).
Un cas particulier très important concerne les nombres que l’on appelle nombres de Liouville. Ce
sont les irrationnels α tels qu’il existe une séquence de couples (pn, qn) de sorte que |qnα− pn| < q−qnn ;
leur mesure d’irrationalité ǫ est inﬁnie. Dans ce sens, les nombres de Liouville sont très bien approximés
par un nombre rationnel. A contrario, on appelle nombres diophantiens les irrationnels s’approximant
très mal par un nombre rationnel.
Développement en fraction continue
On peut facilement se convaincre que tout nombre réel admet un unique développement en fraction
continue. Pour son approche WKB du modèle de Harper, Azbel’, dans un article fondateur [26], fait
l’hypothèse que si l’on écrit le développement en fraction continue suivant :
α ≈ a0 + 1
a1 + p1/q1
,
≈ a0 + 1
a1 + 1a2+p2/q2
,
≈ a0 + 1
a1 + 1a2+ 1a3+···
,
le spectre va se scinder en |a1| bandes qui, elles-mêmes, vont se scinder en |a1a2+1| bandes, etc. L’avan-
tage de ce raisonnement est qu’il permet de comprendre intuitivement de quelle façon le spectre se
regroupe en agrégats de bandes de plus en plus petites. Hofstadter fait la critique de cette intuition dans
son article [4], en disant que c’est approximativement le cas mais pour des valeurs de |ai| ≫ 1 (validité
de l’approche WKB). Des travaux plus récents ont montré que ce raisonnement reste valable pour des
valeurs |ai| ≈ 1 [27].
On rappelle que pour un nombre rationnel α ≈ pn/qn = [a0, a1, ..., an] on a les relations :
pn = det

a0 −1 0 · · · 0
1 a1 −1 . . . 0
0 1 a2
. . . 0
0 0 1 . . . −1
0 0 0 . . . an−1

et qn = det

a1 −1 0 · · · 0
1 a2 −1 . . . 0
0 1 a3
. . . 0
0 0 1 . . . −1
0 0 0 . . . an

. (3.35)
À l’inverse, il est possible de construire un développement en fraction continue à partir d’un nombre
irrationnel donné. Pour ce faire, il suﬃt d’implémenter l’algorithme d’Euclide.
Règle d’Hofstadter
Dans son article [4], Hofstadter présente une règle permettant de construire le spectre du hamiltonien
du modèle de Harper de manière récursive. La méthode repose sur des règles de décomposition des
bandes, et plus particulièrement sur l’hypothèse que chaque bande se sépare en sous-bandes, mises
à l’échelle, regroupées en trois agrégats séparés par deux gaps principaux. Autrement dit, à chaque
itération, il est toujours possible de découper le spectre en 2 agrégats de bord et un agrégat central.
Pour les agrégats de bord on peut écrire que la mise à échelle s’écrit à l’aide d’une fonction R(α) telle
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que ∗ :
R(α) = {1/α} 0 < α < 1/2,
= {1/(1− α)} 1/2 < α < 1,
où {x} représente la partie fractionnaire de x. Et pour l’agrégat central la mise à l’échelle s’écrit à l’aide
de la fonction S(α), telle que :
S(α) = {α/(1− 2α)} 0 < α < 1/2,
= {1− α/(2α− 1)} 1/2 < α < 1.
Ces fonctions peuvent être obtenues de manière analytique, à partir d’un calcul basé sur une récurrence
portant sur les diﬀérents ordres de la théorie des perturbations [28]. Ce que traduisent ces relations est
que les bandes suivent des lois d’échelles. Par exemple, α→ R(α) et de la même façon pour les bandes
centrales α → S(α). En revanche, le vecteur d’onde (dans la première zone de Brillouin) se transforme
comme : k → k/α.
Loi d’échelle
Comme nous l’avons vu précédemment, la périodicité du système, à chaque approximant rationnel,
(Eq. 3.35) est donnée alors par q1 = |a1|, puis q2 = |a1a2+1|, puis q3 = |a1a2a3+a1+a3| etc. Un article
de Thouless et Niu [29] propose une loi d’échelle sur la fonction d’onde permettant de rendre compte
de la façon dont est partitionné le spectre, pour g quelconque. Ils reprennent la limite de Hofstadter
ai ≫ 1 et considèrent que le spectre est composé de sous-parties, de blocs dont les tailles sont proches
de qn. C’est-à-dire qu’ils partent d’un bloc de taille a1 séparé en |a2| blocs. Le spectre est alors découpé
en |a1a2 + 1| bandes.
On peut vériﬁer, par la même occasion, qu’il n’est pas possible de choisir un α tel que le développe-
ment en fractions continues produise une décomposition de chaque bande du spectre en deux lors d’un
passage à un approximant supérieur. En eﬀet, une telle décomposition impliquerait que l’on ait qn = 2n.
Or, si q1 = |a1| = 2 alors q2 = |a1a2 + 1| = | ± 2a2 + 1| = 4, qui a pour solutions ±5/2,±3/2 /∈ N.
Autrement dit, il semble impossible de construire un ensemble de Cantor stricto sensu se découpant en
2n sous ensembles à chaque ordre n.
En revanche, il est toujours possible de choisir un α de sorte à ce que la bande centrale se découpe
en M bandes à chaque ordre. La procédure consiste simplement à itérer jusqu’à l’ordre n [29] :
pn+1 =Mpn ± pn−1 avec p0 = 1 et p1 = N,
qn+1 = Npn+1 + pn,
pour un développement en fraction continue de pn/qn = [M,N, ..., N ]. Qui plus est, dans le cas parti-
culier où M = 0 et N = n, on peut écrire † : α = (
√
n2 + 4 − n)/2 = [0, n, n, ...]. Il est démontré que,
dans ce cas, le spectre est auto-similaire [28].
Pour s’en convaincre, prenons le cas du nombre d’or, φ, pour lequel n = 1, et du nombre d’argent
pour lequel n = 2. Dans le premier cas, on peut écrire la règle de Hofstadter (3.2.5) comme :
R(φ) =
{
1
φ
}
= {φ+ 1} = φ− 1,
S(φ) =
{
φ
1− 2φ
}
=
{
φ
φ2 − φ
}
=
{
1
φ− 1
}
=
{
−1− 1
φ
}
= −{1 + φ} = 1− φ,
car φ2 + φ− 1 = 0. On peut montrer que l’on obtient les mêmes relations avec le nombre d’argent. En
fait ces deux nombres sont les seules valeurs de α pour lesquelles nous avons ces règles de construction
∗. Le passage d’une partie à l’autre se fait par la transformation α→ 1− α.
†. Résultat que l’on peut mettre en regard avec le théorème de Lagrange concernant les fractions continues périodiques.
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auto-similaires. À l’instar de la loi d’échelle sur α à laquelle nous venons de procéder, nous pouvons
écrire une loi d’échelle concernant le vecteur d’onde k′ = bk qui est couplé à g′ = gb (dans le cas du
nombre d’or b = 1/φ) [28].
3.2.6 Dimension fractale du spectre dans la limite irrationnelle
Nous présentons ici plusieurs manières de caractériser la fractalité du spectre auto-similaire du mo-
dèle de Harper, basées sur diﬀérentes grandeurs physiques complémentaires, permettant de calculer
directement la dimension fractale.
Structure fractale du spectre
Avron et Simon ont démontré que le spectre de Hofstadter est un ensemble de Cantor lorsque
α /∈ Q [30]. L’article [31] propose une méthode asymptotique permettant d’extraire la dimension frac-
tale du spectre de Harper-Hofstadter basée sur les règles de construction de Hofstadter vu précédemment.
Nous proposons dans cette sous-section d’utiliser les caractéristiques d’autosimilarité du spectre pour
extraire numériquement une valeur de sa dimension fractale.
On pose α0 = 0 sachant que, dans la limite irrationnelle, le spectre est indépendant de α0. Comme
le calcul analytique de la dimension de Hausdorﬀ semble inaccessible, on propose ici une première
approche au moyen d’une méthode numérique dite de box-counting (aussi nommée dimension de Min-
kowski–Bouligand). L’avantage de cette méthode est que, dans le cas présent d’un ensemble type en-
semble de Cantor, la dimension de box-counting est égale à la dimension fractale.
Exemple de l’ensemble de Cantor
Les ensembles de Cantor sont historiquement les premiers objets fractals qui ont été étudiés. Leurs
constructions sont essentiellement basées sur un schéma itératif, qui consiste à prendre un ensemble
continu et borné de points, à une ou plusieurs dimensions, et à enlever à chaque étape plusieurs intervalles
de points selon une règle déﬁnie. À titre d’exemple, prenons l’ensemble de Cantor triadique C à une
dimension. La règle de construction consiste à prendre un ensemble [0,1] et à le subdiviser en 3 morceaux
identiques, puis à enlever le morceau central. À la première itération il reste alors [0, 1/3] ∪ [2/3, 1].
Ensuite, on réitère cette subdivision/concaténation pour les deux morceaux restants, et ainsi de suite.
Autrement dit, la masse initiale M0 de longueur L0 se retrouve doublée et d’une longueur triple, soit à
la n-ième itération Mn = 2M0 masses, pour une longueur totale de Ln = 3L0. Ainsi, la relation de loi
d’échelle se note simplement :
M(L) = 2M(L/3).
De la sorte, à chaque itération n on retire une fraction 2n/3n+1 supplémentaire, d’où le total restant
(cf. ﬁgure 3.7) :
1−
∞∑
n=0
2n
3n+1 = 1−
1
3
(
1
1− 2/3
)
= 0.
Figure 3.7
Ensemble de Cantor pour les 5 premiers ordres.
La dimension fractale, dF d’un objet peut être vue comme un paramètre d’échelle. En eﬀet, pour
mesurer un objet, prenons un segment. Le nombre de segments N , de taille ǫ, nécessaire pour mesurer
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cet objet croit comme : N ∝ 1/ǫdF . La dimension fractale s’écrit :
dF = lim
ǫ→0
logN
log(1/ǫ) . (3.36)
Le cas pour lequel dF /∈ N, correspond à celui où l’objet considéré est fractal. Dans le cas particulier
de l’ensemble de Cantor, nous avons vu qu’à chaque étape on enlève une fraction de 1/3 de l’ensemble.
Ainsi, la dimension fractale peut être calculée exactement car la loi d’échelle sur les masses est connue
et donne 1 = 2/3dF, soit : dF = log 2/ log 3 ≈ 0.6309.
Le spectre d’Hofstadter comme un ensemble de Cantor
Nous avons développé, dans la section précédente, la construction itérative du spectre à partir des
règles d’Hofstadter. Voyons maintenant de quelle façon nous pouvons faire un lien direct entre ce spectre
et un ensemble de Cantor. Calculons les fonctions R et S pour un ordre d’approximation du nombre
d’or, en sachant que l’on peut déﬁnir φn = Fn−1/Fn où les Fn sont les diﬀérents termes de la suite de
Fibonacci Fn+1 = Fn + Fn−1 avec initialement F0 = F1 = 1. Comme, par déﬁnition, 1/2 < φn < 1, on
obtient [28] ∗ :
R(φn) =
{
1
1− φn
}
=
{
1
1− Fn−1/Fn
}
=
{
Fn−1 + Fn−2
Fn−2
}
=
{
1 + Fn−1
Fn−2
}
=
{
1 + Fn−2 + Fn−3
Fn−2
}
= {2 + φn−2} = φn−2,
S(φn) =
{
φn
2φn − 1 − 1
}
=
{
Fn−1/Fn
2Fn−1/Fn − 1
}
=
{
Fn−1
Fn−1 − Fn−2
}
=
{
Fn−1
Fn−3
}
=
{
1 + Fn−2 + Fn−3
Fn−3
}
=
{
1 + Fn−3 − Fn−4
Fn−3
}
= {2 + φn−3} = φn−3.
Ainsi, lorsque l’on passe à la limite où n→∞, le rapport R(φn)/S(φn)→ 1. Autrement dit, le facteur
d’échelle entre les bandes centrales et périphériques tend à s’uniformiser.
Une autre conséquence de cette récurrence est que le calcul numérique du rapport entre la largeur
des agrégats placés sur les côtés, pour φn, et la largeur totale du spectre, pour φn−2, tend vers une
constante β = 7.59 (β = 5.77 pour le nombre d’argent). D’un autre côté, le rapport entre la largeur
de l’agrégat central pour φn et la largeur totale pour φn−3 tend vers une autre constante δ = 13.74
(δ = 39.59 pour le nombre d’argent). Ainsi, dans le cas particulier du nombre d’or, à chaque itération
chaque masse du spectre passe à 2M pour les bandes de bord, et à M pour les bandes centrales. On
peut écrire la loi d’échelle [28] :
M(L) = 2M(L/β) +M(L/δ). (3.37)
Le spectre est alors un ensemble de Cantor à deux paramètres d’échelle †. Et on peut écrire alors :
1 = 2
βdF
+ 1
δdF
.
On trouve pour le nombre d’or dF ≈ 0.497 et 0.496 pour le nombre d’argent. L’article [28] ne démontre
pas l’universalité de cette dimension fractale mais argumente que si φn = pn/qn, les qn bandes auront
une largeur moyenne de 1/q2. La formule générale (3.36) pour q = N et ǫ = q2 conduit à un exposant
fractal d’exactement dF = 0.5. Cette valeur doit être conﬁrmé par une étude numérique. On propose,
dans un premier temps d’utiliser une méthode itérative de calcul de la dimension fractale.
∗. Attention : la définition de S de cet article diffère de celle employée ici.
†. On retrouve un ensemble de Cantor triadique, comme défini précédemment, dans la limite où β = 3 et δ →∞.
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Box-counting
La méthode numérique la plus universelle pour mesurer la dimension fractale d’un objet est le box-
counting [32]. Cette méthode consiste à subdiviser l’espace (ﬁni) en un nombre n de boîtes de largeur
δ. Ici, on prend un espace à une dimension, mais le raisonnement reste valable à un nombre arbitraire
de dimensions. Dans ce cas, la dimension fractale de box-counting est donnée par (3.36)
Prenons, par exemple, un vecteur composé de N nombres 0 ou 1. Si l’on prend une distribution
aléatoire de ces 0 ou 1 on s’attend à ce que le box-counting tende (n→ N) vers la probabilité d’avoir 0
ou 1 (N →∞).
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Figure 3.8
(a) Calcul de la dimension de box-counting pour différents ordres d’approximation rationnelle de (a)
√
2
et pour (b) le nombre d’or φ. La droite en pointillés a une pente de -1, qui permet de faire la comparaison
visuelle avec la pente des courbes.
Le protocole utilisé ici consiste à calculer la dimension de box counting pour plusieurs approximants
rationnels d’un irrationnel comme, par exemple,
√
2 et le nombre d’or φ = (1 +
√
5)/2 (cf. ﬁgure 3.8 a
et b). On choisit plusieurs ordres d’approximation δ :
δ 10−3 10−4 10−5 10−6 10−7
p 89 233 610 1597 4181
q 55 144 377 987 2584
Le calcul de la dimension fractale du spectre de (3.18) pour des valeurs de p et q approchant le
nombre d’or, montre une convergence numérique de la dimension telle que :
dF = (σ(α = φ)) = lim
δ→0
lim
ǫ→0
ln(nδ(ǫ))
ln(1/ǫ) ≈ 0.4. (3.38)
On peut calculer cette dimension fractale pour d’autres valeurs de α et on trouve, par exemple, une
dimension fractale de dF(σ(e)) < 0.3 et dF(σ(
√
2)) ≈ 0.2. Cette méthode a l’avantage d’être applicable
à n’importe quel type de distribution mais, dans ce cas, la convergence se fait diﬃcilement. On préférera
utiliser une autre méthode reposant sur le caractère autosimilaire de la distribution des valeurs propres.
Notions concernant l’invariance d’échelle
L’exemple précédent a montré que, par construction, l’ensemble présentait les mêmes caractéristiques
à toutes les échelles. Cette propriété est commune à tous les ensembles fractals et peut être quantiﬁée. De
manière générale, tout ensemble présentant une similarité d’échelle peut s’écrire à l’aide d’une fonction
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de la forme [33] :
f(x) = f0(x) +
1
b
f(ax), (3.39)
où f0(x) est une fonction initialement déterminée, et a et b sont deux paramètres ∗. Par exemple dans
le cas de l’ensemble de Cantor, la fonction initiale étant l’intervalle [0,1], et les paramètres d’échelles
a = 3 et b = 2.
La solution générale de l’équation (3.39) peut s’écrire [33] comme :
f(x) =
∞∑
n=0
b−ng(anx),
avec g(x) étant une fonction périodique de période unité †. De manière générique, la dimension fractale
de l’ensemble déﬁni par f est donnée par le rapport :
dF =
ln a
ln b . (3.40)
Par exemple, pour l’ensemble de Cantor, on retrouve le résultat dF = ln 2/ ln 3.
De la densité d’état...
Une autre grandeur permettant de caractériser le spectre d’un opérateur (3.19) est la densité d’état.
On appelle N(E) le nombre d’états d’énergie inférieure à E. La densité d’état ρ(α,E) est une fonction
donnant le nombre d’états compris entre E et E+dE. Par exemple, pour un gaz d’électron libre à deux
dimensions, la densité d’état
ρ2D =
m
π~2
, (3.41)
est indépendante de l’énergie. ‡
Dans notre cas, cette fonction peut se calculer analytiquement à partir de la fonction G (cf. Eq.
3.28) issue du déterminant du hamiltonien de Harper :
ρ(α,E) = ρ0(G)
∣∣∣∣∂G(α,E)∂E
∣∣∣∣ .
Ici ρ0(G) est la densité d’état déﬁnie par [21] : ρ0(G)dG = d2k/(2π)2. Dans le cas isotropique (où
tx = ty = t, cf. Eq. 3.26) :
ρ0(G) =
1
2π2qt8K
[√
1− k
2
16
]
,
où K est le fonction elliptique complète de première espèce, qui peut s’écrire comme K(k)=F(π/2, k),
avec F la fonction elliptique de première espèce déﬁnie par F(φ, k) =
∫ φ
0 dφ/
√
1− k2 sin2 θ [34]. La fonc-
tion K présente une singularité en 0 qui diverge de façon logarithmique. Comme la fonction G(E,α) est
un polynôme, les seules divergences que rencontrera la densité d’état, ρ, proviendra de ρ0 et auront lieu
au centre des bandes. Ces divergences sont nommées singularités de van Hove. À noter que la fonction
ρ0 est déﬁnie sur l’intervalle E ∈ [−4, 4].
Reprenons l’exemple du modèle de Harper pour α = 1/4 et g = 2 (Eq. 3.29). Le polynôme caracté-
ristique, qui est la fonction G de l’équation (3.27), est alors : G(E, 1/4) = E4−8E2 et |dG/dE| = |4E3−
∗. Toutes les fonctions répondant à ce critère n’ont pas forcément une dimension fractale non entière, f(x) = xn en est
un contre-exemple.
†. L’annexe C présente le cas correspondant à g(x) = cos(x), c’est-à-dire où f(x) est une fonction de Weierstrass. On
montre que, dans ce cas, le spectre peut être calculé analytiquement dans le régime perturbatif et numériquement grâce
à la méthode de Hill.
‡. On peut aussi définir la densité d’état comme ρ(E) =
∑
n
δ(E − En) (avec δ étant la fontion delta de Dirac).
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16E|. Les zones bleues de (Fig. 3.4) correspondent aux valeurs d’énergie prises lorsque |F (E, kx, ky)| < 4.
Ces énergies déﬁnissent les bandes (cf. 3.10. a), délimitées toujours par les valeurs propres (Eq. 3.30). Le
calcul analytique de ρ(E, 1/4) = ρ0(G)|dG/dE| peut être fait. Sa représentation graphique est donnée
à la ﬁgure 3.9.
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(a) Densité ρ0 calculée à partir de l’équation ci-dessus. (b) Densité d’état pour le spectre de Hofstadter
(isotrope avec t = 1) pour α = 1/4.
La ﬁgure représentant la densité d’état rend donc compte des bandes et des gaps où ρ = 0. On observe
des singularités de van Hove pour la bande la plus basse et la plus haute en énergie. En revanche, les
bandes centrales présentent un comportement tout autre : pour E → 0 on constate que la densité tend
vers 0 avec une asymptote verticale. Ce comportement est la trace de la relation de dispersion, étudiée
précédemment, qui présente des cônes de Dirac et qui se traduit donc par un trou dans la densité.
... vers la densité d’état intégrée
Maintenant, considérons la densité d’état intégrée N déﬁnie par :
N (α,E) =
∫ E
−∞
ρ(α,E′)dE′.
On peut montrer que, puisque le spectre est borné, alors la densité l’est aussi, et on a : 0 ≤ ρ(α,E) ≤ 1
pour tout α.
À titre d’exemple, on représente la densité d’état intégrée pour plusieurs approximants du nombre
d’or (Fig. 3.10.b). On remarque une symétrie centrale de la fonction par rapport au point (0,0.5), qui
est une conséquence de la symétrie du spectre de Hofstadter vis-à-vis de l’axe E = 0. Qui plus est, à
chaque valeur de α, l’intégrale de la densité prise entre -4 et 4 est toujours égale à 1 et on remarque
que, plus les approximants p et q sont élevés, plus la fonction est discontinue. Ceci est une conséquence
du fait que d’un ordre à l’autre, il s’opère une séparation des bandes, et donc une augmentation de la
densité d’états intégrée. Une fois intégrée, la densité d’état a un comportement similaire à un escalier
du diable dans la limite irrationnelle [35].
Comme le spectre peut s’écrire sous la forme (Eq. 3.39), la diﬀérence des densités d’état intégrées
locales, en Eu et Eu +∆E peut se réécrire à partir de la propriété en loi d’échelle :
N (Eu +∆E)−N (Eu) = N (Eu + b∆E)−N (Eu)
a
. (3.42)
On peut montrer que si l’on déﬁnit la densité d’état intégrée décalée par N˜Eu(E) = N (E)−N (Eu),
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(a) Densité d’état intégrée pour α = 1/4 (courbe bleue) comparée aux bandes. (b) Densité d’état intégrée
pour plusieurs approximants du nombre d’or.
alors les solutions de l’équation précédente ont la forme [36] :
N˜Eu(E) = |E − Eu|dFF
(
ln |E − Eu|
ln b
)
, (3.43)
où F est une fonction périodique de période unité. Ce résultat permet donc d’exprimer la densité d’état
intégrée comme le produit d’une fonction oscillante et d’un terme en loi de puissance de la dimension
fractale. Dans ce cadre, calculer la dimension fractale locale revient à déterminer la pente moyenne de
la densité intégrée en échelle log-log.
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Figure 3.11
Densité d’état intégrée décalée en fonction de l’énergie pour (a) α =
√
2 et (b) le nombre d’or, tous
les deux approximés par un nombre rationnel proche à 10−6. Les valeurs de Eu et Erenorm sont prises
toutes les deux égales à 0.5.
Les ﬁgures 3.11 représentent le calcul de cette fonction pour diﬀérentes valeurs du ﬂux α dans la
limite irrationnelle. L’échelle logarithmique en énergie et en densité intégrée, révèle une périodicité
d’échelle validant l’hypothèse d’auto-similarité du spectre. De plus, cette périodicité dépend de la valeur
du ﬂux, plus particulièrement de son développement en fractions continues (cf. plus bas). Enﬁn, à partir
de l’équation (3.43), on peut identiﬁer la pente moyenne obtenue graphiquement (droites bleues) et à
la dimension fractale locale qui, ici, est la même pour tout le spectre. Ce résultat est propre au spectre
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de Hofstadter, et non pas aux opérateurs quasi-périodiques, par exemple. Dans le cas de
√
2 on trouve
une valeur dF(
√
2) ≈ 0.54, et pour le nombre d’or φ on trouve dF(φ) ≈ 0.47.
En parallèle, il est possible numériquement de changer artiﬁciellement la densité d’état intégrée (pour
un approximant de α = p/q ﬁxé), en changeant la valeur numérique de dE lors du calcul de l’intégrale de
la densité ∗. On constate que l’échantillonnage de cette densité d’état joue un rôle prépondérant quant
à la détermination précise de dF. En eﬀet, si l’on multiplie par un facteur 100 le taux d’échantillonnage
(courbe turquoise de la ﬁgure 3.11.a) par rapport à une référence donnée (courbe noire), on perd un
facteur 10 sur la densité intégrée. La résolution en densité est un critère important déterminant la
ﬁabilité numérique de la dimension fractale.
Gap labelling
On peut démontrer, dans le cadre de la théorie de l’étiquetage de lacune (gap labelling), élaborée par
Belissard [19] que, pour toute énergie se situant dans un gap, il existe des nombres entiers ℓ satisfaisant
la relation :
αℓ = N (α,E) mod 1, (3.44)
ou encore :
N (α, ǫ) = m+ n = n mod 1. (3.45)
Dit autrement, à chaque fois que la densité d’état intégrée est constante et diﬀérente de 0 ou de 1, on
peut associer à celle-ci un multiple entier de α. Nous verrons que, dans le cadre physique du modèle de
Hofstadter, ℓ est étroitement liée à la conductance de Hall. Par ailleurs, on peut montrer que le label
des gaps est un invariant topologique. C’est-à-dire que chaque couple [m,n] est indépendant de tous
les paramètres liés au modèle initial, comme la profondeur du potentiel déﬁnissant le réseau. Seul α
détermine les labels.
3.2.7 Effet Hall quantique et invariants topologiques
Aﬁn de contextualiser un peu plus la physique sous-jacente du modèle de Hofstadter, on procède ici
à quelques rappels concernant l’eﬀet Hall classique et quantique entier.
Interprétation physique de l’effet Hall
L’effet Hall classique, formulé pour la première fois par Edwin Hall en 1879 dans le cadre de sa thèse,
survient lorsque l’on considère les eﬀets de bord dans un conducteur bidimensionnel. Une plaque, de taille
finie selon une direction y, soumise à un potentiel V selon une direction x, voit les électrons se propager
selon cette direction x, créant ainsi un courant Ix. Appliquer un champ magnétique B perpendiculaire
à la plaque (homogène et selon l’axe z) a pour eﬀet de dévier les trajectoires des électrons selon l’axe
perpendiculaire y à leurs trajectoires (par la force de Lorentz). Ce faisant, les électrons vont s’accumuler
sur un bord et dépeupler l’autre conduisant à une diﬀérence de charge et donc de potentiel, que l’on
nomme tension de Hall VH. Lorsque le régime stationnaire est atteint, les équations de Lorentz (du
mouvement des électrons) en présence de forces de frottement conduisent, par le biais de la formule de
Drude, à l’expression :
σDrude =
Ix
VH
= B
ene
, (3.46)
où ne est la densité de porteur de charge e.
L’effet Hall quantique entier, observé pour la première fois par von Klitzing [3], provient de la
subdivision des bandes du réseau cristallin bi-dimensionnel, due à l’apparition de niveaux de Landau
discrets lors de l’application d’un champ magnétique perpendiculaire au réseau. Nous savons qu’en
l’absence de réseau, tous les électrons soumis à un champ magnétique ont leurs énergies quantiﬁées en
∗. Ce qui revient à imposer une résolution minimale à la densité d’état.
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niveaux de Landau (3.2.1). Ainsi, ces électrons bi-dimensionnels ont une densité d’état donnée par la
formule (3.41), ce qui donne une dégénérescence par niveau de Landau :
nB = ~ωcρ2D = eB/h,
avec ρ2D, la densité d’état déﬁnie à l’équation (3.41), qui permet d’exprimer un facteur de remplissage :
ν = ne/nB = ρh/eB, (3.47)
où ici intervient ρ(6= ρ2D), la densité d’état par bande de Bloch. Cette grandeur permet de décrire la
conductance de Hall σH sous la forme :
σH = Ix/VH =
eρ
B
= νe
2
h
.
Dans ce cas, la conductance de Hall peut s’interpréter comme l’ouverture des orbites cyclotrons emprun-
tées par les électrons en bord du réseau, créant une diﬀérence de charge locale et quantiﬁée. Lorsque
les niveaux de Landau sont complètement remplis par les électrons, on a : ne = jnB (avec j ∈ N). On
observe un plateau dans la résistance de Hall ∗ pour B/(ene) = h/(je2).
Équation TKNN
L’article [37] de 1982 de Thouless, Kohmoto, Nightingale et den Nijs (TKNN), donne une expression
analytique de la conductance de Hall pour le hamiltonien (3.2) dans le régime de Harper (g 6= 2). Ils
utilisent la formule de Kubo pour caractériser la conductance de Hall [38] :
σB→∞H =
ie2
2π~
∫
Tr
(
P (~k)[∂kxP (~k); ∂kyP (~k)]
)
dkxdky,
avec P le projecteur spectral associé au hamiltonien de Harper. Cette intégrale prend des valeurs dans
Z et déﬁnit le (premier) nombre de Chern C1(P ) [39]. Les nombres de Chern sont des invariants to-
pologiques, indépendants de la géométrie du réseau. On peut montrer que le résultat du calcul de
l’intégrale est un entier fois k, de sorte que l’on retrouve la quantiﬁcation de la conductance de Hall :
σB→∞H = ke2/h.
Cet article fait le lien entre la conductance de Hall dans le régime de Harper σB→∞H = tk et le nombre
de Chern dans le régime de Hofstadter σB→0H = sk, pour le gap labellisé k au travers de l’équation de
TKNN :
k = qsk + ptk, (3.48)
qui est l’équation diophantienne obtenue précédemment. En fait, le théorème de Darboux stipule que,
pour tout q, p, r ∈ N∗, l’équation (3.48) est satisfaite à condition que : |tk|(∈ Z) < q/2 et 0 ≤ r(∈ N) ≤ q.
Il est possible de calculer directement, dans la limite thermodynamique, la conductance de Hall à partir
de la formule de Streda [22, 40] :
σH =
e2
h
1
axay
∂ρ
∂B
, (3.49)
et le facteur de remplissage par bande :
sk = −(axay)2 ∂ρ
∂(axay)
, (3.50)
qui ont des valeurs entières quand l’énergie de Fermi EF est dans un gap [40]. Si E = EF, alors la densité
d’états des bandes occupées est exactement égale au nombre de bandes occupées r par le nombre total de
bandes q, tel que : ρ = r/q = sk+ptk/q. On a, en reprenant l’équation (3.48) : ρ = sk+(Baxay/(2π))tk.
Ainsi, on retrouve la résistance de Hall associée :
RH =
h
tke2
. (3.51)
∗. Ces plateaux ont permis une mesure très précise de la constante de von Ktizing, h/e2, qui dépend uniquement de
ces deux constantes fondamentales [3].
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Facteur de remplissage
Maintenant que nous connaissons la conductance de Hall, cherchons à exprimer le facteur de remplis-
sage ν en fonction de α. On rappelle que ce rapport de ﬂux peut être exprimé comme α = eB/(axayh).
En reprenant la déﬁnition (3.47) :
dν = h
e
d
(
ρ(axay;B)
B
)
= h
e
[
∂ρ
∂B
− ρ
B
]
dB + haxay
e
∂ρ
∂(axay)
d(axay),
et les équations (3.49 et 3.50), on obtient :
dν =
(
h
e2
σH − ν
)
dB
B
− αsd(axay)(axay) .
On peut écrire la diﬀérentielle sur α, telle que :
dα = −α
(
dB
B
+ d(axay)
axay
)
.
Ainsi, à α constant, l’avant-dernière équation peut se factoriser en :
dν = (σH − ν + αs)dB
B
,
et, puisque le facteur de remplissage est constant à α constant, on obtient la relation :
ν = σH + αs, (3.52)
qui est une équation diophantienne lorsque α = p/q est rationnel et lorsque l’énergie de Fermi se situe
dans un gap. Dans ce cas, toutes les valeurs de ν pour lesquelles un gap apparaît pourront s’écrire sous
la forme d’un rationnel ν = tk/p, où p est la dégénérescence des niveaux de Landau. Ainsi, les ν(α) sont
toutes les droites générées par l’équation (3.52), lorsque σH et s décrivent les entiers naturels.
Diagramme de phase
Osadchy et Avron [41] ont développé un modèle permettant de calculer la conductance de Hall de
façon systématique, à partir du gap labelling du spectre. La méthode est essentiellement basée sur la
théorie des nombres. Prenons un nombre rationnel α = p/q, tel que p et q soient premiers entre eux. Les
q − 1 gaps découpant le spectre peuvent être labellisés (cf. Eq. (3.44)) tels que, à partir de l’équation
TKNN (3.48) le j-ème gap suive la relation :
pk = j mod q.
Nous avons vu, précédemment, que ce gap labelling pouvait être déduit directement de la densité d’état
intégrée. On représente à la ﬁgure 3.12.a, cette densité intégrée en fonction de α. La renormalisation
implique que sa valeur moyenne est de 0.5. On peut démontrer que, pour un couple (p, q) et j donnés, il
existe une unique solution pour chaque gap ouvert telle que |k| < q/2. Pour un q donné, toutes les valeurs
entières non-nulles de k apparaissent une fois entre ⌊−q/2⌋ et ⌊q/2⌋. Et, pour q impair, la valeur centrale
du gap peut prendre de facto uniquement la valeur ±q/2. L’algorithme permettant de calculer les indices
k, pour un α = p/q donné, consiste alors, en un premier temps, à calculer ∗ PGCD(p, q), d’extraire les
nombres entiers (l,m) tels que g = lp+mq. Ensuite, on calcule le vecteur k = ⌊s× [0 → q] + 0.5⌋, où
[0→ q] est un vecteur faisant l’énumération de tous les entiers entre 0 et q compris. Finalement, l’indice
du gap est donné par s× [0→ q]− k + q.
Ainsi, à partir de la ﬁgure 3.12.a, et par application de la méthode modulaire décrite plus haut, on
obtient le spectre de Hofstadter coloré (Fig. 3.12.b). Cette représentation graphique montre le compor-
tement de l’indice k dans le cas particulier du spectre de Hofstadter pour des valeurs d’indice modulo
16. On retrouve les propriétés de symétrie de la conductance de Hall :
k(α,E) = −k(1− α,E) = −k(α,−E),
décrite plus haut dans l’étude du spectre de Hofstadter.
∗. Plus Grand Commun Dénominateur
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Figure 3.12
(a) Densité d’état intégrée pour le spectre de Hofstadter en fonction de α. (b) Spectre de Hofstadter
coloré, les couleurs représentent différentes valeurs de la conductance de Hall. Les valeurs inférieures
à 8 sont en fait des nombres entiers négatifs et, par opposition, celles supérieures à 8 sont les entiers
positifs.
3.2.8 Diagramme de Claro-Wannier
Dans cette sous-section, on présente une autre manière de représenter le spectre de Hofstadter à
partir de la densité d’état et de l’équation diophantienne (3.48).
Construction à partir du spectre de Hofstadter
Deux années après l’article de Hofstadter [4], son directeur de thèse Wannier, écrivit un article [42]
dans lequel il représente le spectre du modèle de Harper indépendamment de l’approximation rationnelle
de α. Nous avons fait précédemment une brève introduction à la théorie de gap labelling et nous avons
constaté qu’à chaque gap du spectre, nous pouvions associer un nombre entier. Dans cet article, Wannier
fait le choix (comme nous précedemment) de ﬁxer la densité d’état totale à 1. Les q bandes composant
le spectre d’énergie se voient attribuer un poids statistique W égal à 1/q.
Par ailleurs (cf. sous-section 3.2.4), nous avons identiﬁé plusieurs propriétés de périodicité conduisant
à déﬁnir des variables locales pour chaque cellule du spectre. Ici, reprenons la déﬁnition de la règle
d’Hofstadter (3.2.5) pour un ﬂux α :
R(α) =
{
1
α
}
, pour : 0 < α ≤ 1/2,
S(α) =
{
1
1− α
}
, pour : 1/2 ≤ α < 1,
où les symboles {} représentent la partie décimale. De la sorte, β = α−N (où N est la partie entière de
la cellule) varie continûment. En d’autre termes on peut dénombrer, dans chaque cellule, p bandes (de
poids statistique 1/q). Le poids total de la zone de gauche dans une cellule est donc la somme p/q qui est
aussi égale à α. En conclusion, le poids statistique de Wannier est une grandeur qui varie continûment
en fonction de α et est indépendant du fait que α soit un nombre rationnel. Un des objets de l’article [42]
est de déﬁnir récursivement les zones de poids constant,Wn, à chaque ordre n. Nous présentons ici cette
construction récursive.
Ordre 0. Il n’y a qu’une seule zone, et le calcul du poids statistique est constant et égal à 1, comme
chaque cellule du spectre.
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Ordre 1. On prend, à cette étape, les quatre régions principales (cf. couleurs Fig. 3.13) et on associe
un poids statistique à chaque zone du spectre tel que :
Zones Jaune Rouge Bleu Vert
Poids statistique α 2α− 1 1− α 1− 2α
Ainsi, lorsque l’on somme les diﬀérentes contributions, on obtient deux droites W1 et W ′1 (cf. diagonales
principales de la ﬁgure 3.13), telles que :
W1(α) = α⇐
{
Wvj = α
Wrb = (2α− 1) + (1− α) = α,
W ′1(α) = 1− α⇐
{
Wrj = 1− α
Wvb = (1− 2α) + α = 1− α.
W1
W ′1
E
α
Figure 3.13
(a) Le spectre de Hofstadter superposé aux zones de poids cumulé W . Les couleurs font référence aux
zones définies dans le tableau.
Ordre n + 1. Enﬁn, on peut démontrer par récurrence que, si Wn−1 et Wn sont linéaires en α, alors
Wn+1 l’est aussi [42]. Autrement dit, les Wn délimitent linéairement des frontières mais ceci, de manière
arbitraire. C’est-à-dire que c’est uniquement de manière a priori que l’on isole des régions du spectre.
On représente aux ﬁgures 3.14, la relation géométrique liant le diagramme de Wannier (a) au spectre
de Hofstadter (b) à l’aide de quatre exemple (zones de couleur).
En conclusion, les poids statistiques doivent satisfaire l’équation diophantienne :
W = m+ αn avec : (m,n) ∈ Z2. (3.53)
Cette relation traduit le fait que les lignes que forment W ne peuvent pas croiser de bande du spectre.
Qui plus est, si PGCD(p, q) = 1 pour un α donné, l’intersection des lignes se fait à k/q, avec k un entier
quelconque. Ce type de diagramme peut également être obtenu à partir du facteur de remplissage ν(α)
des niveaux de Landau calculé précédemment (Eq. 3.52). Le lien avec l’équation TKNN (3.48) et la dis-
tribution des niveaux de Landau en fonction de α est directe. C’est cette correspondance qui est exploitée
expérimentalement lors de la réalisation du spectre de Hofstadter avec des super-réseaux de graphène [7].
On peut montrer, à cette occasion, que les droites se coupent pour des valeurs (n,m) = (n0−kq,m0+kp).
Dans ce cadre, la conductance de Hall a pour valeur σxy = e2ν/h, aux intersections des lignes avec la
droite α = 0.
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Figure 3.14
(a) Diagramme de Wannier pour des valeurs de m,n ≤ 5 et sa comparaison avec (b), le spectre de
Hofstadter. Les couleurs représentent différentes zones prises de manière à illustrer la correspondance
entre les deux représentations.
Lien avec les diagrammes de Farey et l’arbre de Stern-Brocot
Une approche du diagramme de Wannier et de sa construction peut se faire avec un diagramme
de Farey. À l’origine, le but de ce type de diagramme est de construire itérativement l’ensemble des
p/q où p et q sont deux nombres entiers premiers entre eux. Pour ce faire, la méthode repose sur une
construction géométrique simple. On part d’un ensemble composé de deux segments, dont les minima et
maxima sont les valeurs 0/1 et 1/1. Autrement dit, la séquence de Farey à l’ordre 1 donne : F1 = { 01 , 11}.
On relie les valeurs qui s’opposent par des droites (cf. Fig. 3.15) qui donc se coupent en 1/2. Puis, on
projette cette valeur sur le segment du bas (rouge). On obtient ainsi la séquence de Farey au premier
ordre F2 = { 01 , 12 , 11}. Puis, partant de ce point, on trace des droites allant au bord du segment supérieur.
Celles-ci interceptent les droites tracées précédemment en deux points d’abscisses 1/3 et 2/3. Ainsi, on
construit F3 = { 01 , 13 , 12 , 23 , 11}. Les ordres suivants sont :
F4 =
{
0
1 ,
1
4 ,
1
3 ,
1
2 ,
2
3 ,
3
4 ,
1
1
}
et F5 =
{
0
1 ,
1
5 ,
1
4 ,
1
3 ,
2
5 ,
1
2 ,
3
5 ,
2
3 ,
3
4 ,
4
5 ,
1
1
}
. (3.54)
En résumé, le diagramme de Wannier peut être vu comme un arbre de Stern-Brocot [43] dont la
construction permet de générer récursivement l’ensemble des nombres rationnels Q. Cette analyse du
spectre permet de mettre en exergue le lien rare qui existe entre ce modèle physique et la théorie des
nombres.
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Figure 3.15
Diagramme de Farey à l’ordre 5. Les lignes noires continues représentent les droites principales à l’ori-
gine des intersections de la forme 1/n et (n−1)/n, tandis que les lignes noires en pointillés représentent
des intersections permettant d’écrire l’ensemble des nombres rationnels à l’ordre n. On peut les voir
comme reliant les points (1/n, 1/n) (ou de manière équivalente (n, n)) aux points ((n−1)/n, (n+1)/n).
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« In physics we have dealt hitherto
only with periodic crystals. To a
humble physicist’s mind, these are
very interesting and complicated
objects ; they constitute one of the
most fascinating and complex
material structures by which
inanimate nature puzzles his wits.
Yet, compared with the aperiodic
crystal, they are rather plain and
dull. »
E. Schrödinger
Nous avons discuté précédemment le fait qu’il semble diﬃcile de réaliser le modèle d’Hofstadter
en pratique, parce qu’il nécessite des champs magnétiques très intenses, pour une maille atomique de
l’ordre de l’angström. Malgré cela, la réalisation expérimentale d’un double réseau de graphène créant un
Moiré modulable a permis de contourner cette diﬃculté et, les expériences récentes [7], ont montré une
conductance de Hall répondant à l’équation diophantienne (3.48). En revanche, même s’il est possible
d’extraire de ces mesures la position des gaps, leur caractère fractal n’a pu être mesuré.
Dans cette section, on propose les prémisses d’une méthode expérimentale permettant la mesure
directe de l’exposant fractal du spectre, au moyen d’une expérience d’atomes froids dans des réseaux
bi-chromatiques. Plusieurs approches sont présentées ici. La première est basée sur une expérience de
diﬀusion d’un nuage d’atomes au travers d’un potentiel de taille ﬁnie.
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3.3.1 Lien avec les réseaux optiques
Nous avons développé dans le cadre du chapitre 2 une des thématiques principales du groupe atomes
froids de Toulouse qui consiste en l’étude du comportement de condensats de Bose-Einstein dans un
guide d’onde, soumis à un potentiel périodique à une dimension spatiale. Dans ce cadre, nous nous
sommes tournés vers une proposition faite par Holthaus consistant à utiliser un réseau optique ayant
deux longueurs d’onde diﬀérentes [44]. Il montre que, lorsque la profondeur de potentiel des réseaux est
suﬃsamment grande, tout atome plongé dans un tel réseau a une dynamique régie par l’équation de
Harper. Ce simulateur quantique du modèle de Harper-Hofstadter n’a toujours pas été réalisé expéri-
mentalement.
La proposition expérimentale faite dans [44], de cet hamiltonien, nécessite la superposition de deux
réseaux optiques de nombres d’ondes respectifs k1 = kR et k2 = αkR (avec k1 ≥ k2). Le hamiltonien de
ce système est alors, sous sa forme générale :
Hˆ(α) = pˆ
2
2m − U0 sin
2(kRx)− U0ǫ sin2(αkRx+ α0), (3.55)
où α = k2/k1 ∈ R le rapport des fréquences entre les potentiels et α0 leur déphasage ∗. On choisit une
période d de référence permettant de déﬁnir un vecteur d’onde de réseau kR = 2π/d indépendant de α
et on introduit un paramètre libre ǫ associé à la profondeur relative du deuxième réseau optique.
Identification selon un modèle type liaisons fortes
L’hypothèse des liaisons fortes présuppose ici que U0 soit suﬃsamment grand devant l’énergie de
recul ER = ~2k2R/2m, c’est-à-dire supérieur à 10ER1 . On peut montrer que, dans le régime des liaisons
fortes, il est possible de réécrire ce hamiltonien à l’aide des fonctions de Wannier, que l’on note ici |w〉.
La partie cinétique s’écrit (cf. Eq. 2.13) :
Hˆ0 = −t
∞∑
ℓ=−∞
|ℓ〉〈ℓ+ 1|+ |ℓ+ 1〉〈ℓ|, (3.56)
où t caractérise le taux de transmission tunnel d’un état de Wannier |ℓ〉 à l’un de ses plus proches voisins.
Le super-réseau crée dans ce régime une modulation de l’énergie sur site :
Hˆ1 =
∞∑
ℓ=−∞
J cos (2παℓ+ α0) |ℓ〉〈ℓ| (3.57)
Ainsi, le hamiltonien Hˆ = Hˆ0 + Hˆ1 de ce système est équivalent à celui du modèle de Harper (Eq.
3.19) [44] dans ce régime. Le paramètre α qui sera pour la suite de ce chapitre le rapport entre les deux
fréquences du potentiel, joue le même rôle que précédemment dans le modèle. L’identiﬁcation dans cette
limite entre les deux hamiltoniens réside dans la transformation [44]
t = U0ǫ/ER = ǫα2, (3.58)
J ≈ 1.43(U0/ER)0.98 exp(−2.07
√
U0/ER). (3.59)
À noter que l’on peut étendre ce modèle au cas où l’on se trouve en présence d’un seuil de mobilité
(mobility-edge) pour lequel J prend la valeur [44] :
J ≈
√
π
2(U0/ER)3/4
exp
(
−2
√
U0/ER +
α2√
U0/ER
)
. (3.60)
∗. Pour des raisons de simplicité on prendra par la suite α0 = 0. Fixer expérimentalement le α0 nécessite un asservisse-
ment ou, pour le moins, un contrôle en phase relative des lasers générant les deux réseaux optiques. On peut répertorier une
autre méthode dont le spectre d’application est limité mais, qui est potentiellement très puissante et qui a été démontrée
expérimentalement dans le groupe de M. Weitz. Cette méthode est baptisée Fourier-synthetize shaped periodic potentials.
Elle repose sur les propriétés dispersives de l’absorption Raman multiphotonique [45,46] et générant un réseau doublement
périodique pouvant être contrôlé en phase.
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Remarquons que la propriété d’auto-dualité (cf. sous-section 3.2.2) du hamiltonien résulte ici de l’ap-
proximation des liaisons fortes [44]. Pour U0 petit devant ER, cette propriété disparaît. L’objet de
l’article de Holthaus est précisément l’étude de cette disparition. Il regarde, pour ce faire, la variance
spatiale des états propres en diagonalisant H sur la base de Wannier. À relativement faible profondeur
cette variance en fonction de l’intensité de U0 exhibe des plateaux, lorsque ǫ varie, rendant compte
indirectement de la distribution du spectre d’énergie.
3.3.2 Calcul du diagramme de bande du super-réseau
Nous avons développé, dans le chapitre 2, le formalisme traitant le cas d’une particule quantique
dans un milieu périodique (spatialement ou temporellement). Nous cherchons ici à appliquer ce forma-
lisme dans la limite où le milieu devient non périodique. Pour ce faire, nous procédons de façon similaire
au traitement du hamiltonien, c’est-à-dire que chaque potentiel non périodique sera approximé par un
potentiel périodique proche. On prend ici un hamiltonien composé de deux potentiels périodiques (Eq.
3.55). Dans l’annexe B, on propose deux méthodes permettant la diagonalisation de ce hamiltonien
(3.55) pour n’importe quelle valeur de α = p/q ∈ Q, dont les valeurs propres se distribuent dans la
première zone de Brillouin k ∈ [−kR/2q, kR/2q).
À l’instar du spectre de Harper, toute l’information concernant le spectre de (3.55) réside dans les
positions des bords de bande. Ainsi, la diagonalisation du hamiltonien en k = 0 et k = 1/2q suﬃt à
caractériser l’ensemble du spectre. De plus, pour une gamme d’énergie donnée, et pour un α tel que
p et q soient petits, il n’est pas nécessaire de prendre une taille de matrice grande. Réaliser un cut-off
énergétique consiste à prendre une taille de matrice n telle que n = nombre de bandes min× q.
Discussion du spectre
Figure 3.16
(a) Spectre du hamitonien bichromatique (3.55) dans un régime perturbatif où U0 = 0.5ER pour diffé-
rentes valeurs de α. (b) Zoom de la partie du spectre pour laquelle les énergies sont proches de ±ER.
Chaque point représente un bord de bande dans la première zone de Brillouin.
Régime perturbatif. À titre d’exemple, on peut choisir de prendre ǫ = 1, α0 = 0 et U0 = 0.5ER (Fig.
3.16.a). Pour un α donné, il est toujours possible de découper le spectre en plusieurs parties [47] : à
haute énergie, le spectre admet des bandes très étendues et, par opposition, des gaps petits. Plus l’énergie
est élevée, plus le spectre se comporte comme un continuum d’énergie. À l’inverse, pour des énergies
proches de ER, le spectre est très discontinu et les bandes sont très étroites. Lorsque la profondeur du
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potentiel est proche de ER, la zone où le spectre fait apparaître des gaps n’est visible qu’à basse énergie.
Néanmoins, il est toujours possible de se placer dans une région où α < 1 et E/ER < 2 (Fig. 3.16.b)
aﬁn d’observer une structure similaire à celle du spectre de Hofstadter. Les bandes se décomposent en
sous-bandes, de plus en plus ﬁnes à l’approche d’un nombre irrationnel mal approximé par des nombres
rationnels. En accord avec [44], le régime pour lequel on s’attend à observer un spectre de type Hofstadter
est bien celui des liaisons fortes pour lequel U0 ≫ ER.
Régime liaison forte. On cherche à obtenir une zone pour laquelle le spectre a une structure type
Hofstadter pour une large gamme d’énergies. Pour ce faire, on utilise le fait que, plus la profondeur
du potentiel U0 est grande, plus les gaps sont importants. La ﬁgure 3.17 représente le diagramme de
bande (rouge) pour un potentiel monochromatique auquel on ajoute un deuxième potentiel perturbatif
aﬁn de composer le hamiltonien (3.55). Tout d’abord, on observe une séparation des bandes qui est
d’autant plus importante que le potentiel perturbatif est grand. Enﬁn, on peut remarquer que, lorsque
ǫ augmente, il s’opère un recouvrement partiel des bandes. Le modèle d’Hofstadter est un modèle à une
bande. On doit donc se placer dans une domaine d’énergie pour lequel le « recouvrement » est nul, i.e.
pour lequel les bandes sont séparées quelle que soit la valeur de ǫ.
Figure 3.17
Spectre du hamitonien bichromatique (3.55) dans le cas où U0 = 10 ER pour (a) ǫ = 0.1 et (b) ǫ = 0.3.
Les bandes rouges représentent le spectre dans le cas où ǫ = 0, c’est-à-dire le spectre de l’opérateur
monochromatique.
Densité d’état intégrée
À l’instar du spectre de Hofstadter, on peut réaliser le calcul de la densité d’état intégrée pour le
spectre obtenu lors de la diagonalisation de (3.55). Le théorème de gap labelling nous informe que, pour
toute énergie Egap qui se situe dans un gap, il existe un unique couple d’indices (n1, n2) ∈ Z2, tel que
la densité d’état intégrée s’écrit [47] :
N (α,Egap) = n1
α
+ n2. (3.61)
Par exemple, dans le cas particulier du nombre d’or φ, on a la relation ∗ : 1/φ + 1 = φ qui conduit au
fait que N (φ,Egap) = n2 − n1 + φn1, qui n’est autre qu’une équation diophantienne identique à celle
de Wannier (3.53) lorsque l’on pose m ≡ n2 − n1 et n ≡ n1. On représente à la ﬁgure 3.18.a la densité
d’état intégrée et les labels correspondants.
∗. Qui est directement issue du fait que φ est une solution de l’équation x2 − x− 1 = 0.
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Figure 3.18
(a) Densité d’état intégrée du hamitonien bichromatique (3.55) dans le cas où α = φ, U0 = ER et
ǫ = 1. La matrice diagonalisée pour obtenir le spectre, pour 10 valeurs différentes de k, a une taille
de 5q = 4935 soit autant de bandes. (b) Calcul de la dimension fractale au moyen de la densité d’état
intégrée. Ici la pente de la droite rouge est de dF = 0.516 avec une incertitude de ±0.03%.
Cette densité d’état intégrée peut être renormalisée, puis représentée en échelle log-log de manière à
pouvoir mesurer la dimension fractale à partir d’un ajustement linéaire. Le coeﬃcient de la droite donne
la valeur de cette dimension, et on trouve une valeur proche de celle obtenue dans le cas du modèle de
Harper, pour cette même valeur de α (cf. Fig. 3.18.b).
3.3.3 Transport : spectre de diffusion d’ondes planes
L’article de Stöckmann et Kuhl [6] présente une réalisation expérimentale de la diﬀusion de micro-
ondes sur 100 sites diﬀusant, de hauteur réglable, visant à simuler l’équation de Schrödinger discrétisée
avec un terme de potentiel dont la fréquence spatiale variable, et dont l’équation stationnaire est don-
née par l’équation de Harper. Ainsi, le coeﬃcient en transmission en onde plane d’impulsion k permet,
lorsque l’on fait varier α, de remonter au diagramme de Wannier. La physique de la propagation et
la diﬀusion des micro-ondes ne relève pas directement de la résolution de l’équation de Schrödinger
contrairement à une expérience avec atomes froids, par exemple.
De manière similaire à cette expérience on propose, ici, de réaliser un calcul numérique impliquant la
diﬀusion d’une onde plane au travers du potentiel (3.55) aﬁn d’en extraire un coeﬃcient en transmission
de manière à avoir une trace indirecte du spectre.
À l’instar de la référence [6], commençons par vériﬁer la séparation des bandes pour des fréquences
commensurables. Ce résultat peut être retrouvé de plusieurs manière : lors d’un calcul de stabilité de
l’équation de Hill pour ces harmoniques, ou pour un calcul de bande. On s’attend à ce que chaque bande
du premier réseau se sépare en deux, par leur milieu, lorsqu’on ajoute un deuxième réseau avec une
commensurabilité en α = 1/2n. Les ﬂèches noires de la ﬁgure 3.19 représentent les gaps apparaissant
lors de l’ajout du deuxième réseau. Ces gaps proviennent d’une levée de dégénérescence en bord de zone
de Brillouin pour k = ±kR/2n.
Ce calcul de transmission peut se généraliser à d’autres valeurs de α. On représente sur les ﬁgures
3.20.a et 3.20.b le résultat de cette transmission pour deux valeurs de ǫ. On remarque que les bandes
provenant du premier potentiel (indépendant de α) se séparent en plusieurs sous-bandes pour des valeurs
non rationnelles de α, et se retrouvent pour des valeurs entières de α. En revanche, on observe à k et
α petit un regain de la réﬂexion quantique qui a pour eﬀet de déformer les gaps de transmission. Ces
gaps ont des largeurs qui dépendent de ǫ, donc provenant du deuxième potentiel. Dans ce régime, les
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Figure 3.19
Transmission d’une onde plane de vecteur d’onde k au travers d’un potentiel bichromatique de fréquence
commensurable de rapport α = 1/2n et de ǫ = 0.5. Les flèches représentent les valeurs de k pour
lesquelles le coefficient en transmission prend des valeurs différentes de 1 à cause de la présence du
deuxième potentiel perturbatif.
bandes se découpent et se rejoignent pour des valeurs commensurables de α (cf. Fig. 3.20.b). Lorsque
α est rationnel, les bandes sont déﬁnies de manière générale dans une zone de Brillouin de largeur égale
à PGCD(k1, k2). Nous rappelons ici que la normalisation est faite par rapport à kR = kR1 , ce qui n’est
pas pertinent ∗ quand kR1 < kR2 .
Un agrandissement du spectre en transmission (Fig. 3.21) permet de mieux apprécier sa structure
en fonction de α. La première chose que l’on peut constater est que les gaps se rejoignent de façon
symétrique par rapport à un axe (k = 1.024 kR) qui est la valeur moyenne des deux premiers gaps. Les
droites d’intersections sont de la forme † : α = k/n et α′ = −(k− 1)/n′ où (n, n′) ∈ N2. Elles se coupent
alors pour α = α′ ⇔ k = n/(n′ + n) ≤ 1. Il est très étonnant de constater, pour un k donné de cette
forme et α ≤ 1/2, que la valeur de α supérieure telle que α soit un nombre rationnel est l’inverse d’un
nombre premier :
sup
α∈Q≤1/2
k(α)
kR
= 1
p
p ∈ ensemble des nombres premiers. (3.62)
Par exemple, la droite d’équation k/kR ≈ 1.148 a une valeur de p de 3. k/kR ≈ 1.10 a une valeur de 5
etc. À l’inverse, la valeur 1/6 arrive après la valeur 1/2 d’un côté et après la valeur 1/3 de l’autre, car
6 est un multiple de 2 et de 3. Dans ce sens, on peut alors aﬃrmer que les croisements de ces bandes
forment une sorte de crible d’Ératosthène dans l’espace (k, α). La ﬁgure 3.22 représente la construction
de ce crible.
∗. Ceci pourrait être à l’origine du déplacement non-linéaire des bandes à k petit.
†. On prend une convention qui nous permet de définir la première bande comme étant l’origine des k et l’écart à la
deuxième bande étant l’unité.
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Figure 3.20
Transmission, en échelle logarithmique, d’une onde plane monochromatique au travers d’un potentiel
bichromatique de profondeur V0 = ER, pour le cas (a) où ǫ = 0.05 et (b) où ǫ = 0.25. Les zones en
rouges représentent une transmission de 1 et les zones bleues une transmission de 0. (L’effet de moiré
provient ici d’une résolution finie de la transmission.)
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Figure 3.21
Agrandissement de la zone définie par un rectangle blanc sur la figure 3.20.b. Chacune des intersections
(cercles) correspond à des valeurs de α rationnelles. Ceci peut être constaté pour n’importe quelle valeur
de U0 et de ǫ, seule l’ouverture des bandes dépend de ces paramètres.
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Figure 3.22
Schéma représentant la construction d’un crible de type de celui d’Ératosthène à partir du diagramme de
Wannier obtenu lors du calcul en transmission d’une onde plane au travers d’un potentiel bichromatique
dans l’espace α, k˜ qui est une normalisation du vecteur d’onde. Les lignes continues noires représentent
les lignes de transmission nulle reliant les points (0, 1/n) et (1, 1/n) (et inversement) avec n un nombre
entier. Partons d’une valeur de α = 1/2. On trace une ligne verticale rouge partant du point (α =
1/2, k˜ = 0.5) (cercle rouge). Si cette ligne intersecte deux droites continues noire ayant une même
valeur de 1/n on trace une ligne rouge en pointillés. On réitère le même processus en partant du point
(α = 1/3, k˜ = 2/3) puis pour tous les points de la forme (1/n, 1/n) n’étant pas encore intersectés par
une ligne en pointillées (cercle rouge). Lorsque n → ∞ les points marqués par des cercles rouges sont
tous les points de la forme (1/p, 1/p), avec p premier.
3.3.4 Autres approches possibles
Jusqu’à présent nous avons considéré une expérience de diﬀusion d’un paquet d’onde sur un potentiel
bichromatique. Ce type de système présente plusieurs limitations concernant l’observation du spectre.
Le paquet d’onde diﬀusant n’ayant qu’une partie cinétique il est, de fait, impossible de sonder des états
liés (cf. chapitre 4). Or, c’est précisément ces états qui nous intéressent lorsque l’on souhaite faire une
spectroscopie du potentiel. Par ailleurs, une mesure du spectre énergétique d’un potentiel périodique, au
moyen d’un coeﬃcient en transmission, ne peut se faire que si celui-ci est de taille ﬁnie (cf. plus haut).
Dans le régime où α tend vers un irrationnel il peut être diﬃcile, en pratique, de réaliser un calcul nu-
mérique, la taille de la boîte numérique devant contenir plusieurs périodes du super-réseau. Plus encore,
on peut montrer numériquement que le contraste des gaps en transmission dépend du caractère abrupt
de l’enveloppe.
On présente, ici, plusieurs pistes pouvant amener à une spectroscopie locale des états liés du réseau
bichromatique. Le but étant, in fine, de réaliser une mesure directe de la dimension fractale du spectre
au moyen d’une mesure de la densité d’atomes. Ainsi, l’objectif de ces méthodes consiste à permettre
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de projeter la densité d’état dans l’espace réel.
Oscillation de Bloch
Nous avons vu dans le cadre du chapitre 2 que toute particule plongée dans un potentiel pério-
dique, de profondeur U0, voit son énergie se distribuer en bandes. En présence d’une force constante,
pouvant être créée, par exemple, par un champ magnétique ou un champ de gravité, cette particule va
subir une accélération se traduisant par un changement de son pseudo-moment k. De par la périodi-
cité de la première zone de Brillouin, k va explorer toutes les valeurs comprises entre −kR/2 et kR/2.
Cette dynamique, dans l’espace des k, conduit à une oscillation de sa densité de probabilité de présence
dans l’espace des positions appelée oscillation de Bloch. L’amplitude et la fréquence de ces oscillations
donnent une trace directe de la distribution des bandes d’énergie par l’intermédiaire de la vitesse de
groupe semi-classique (Eq. 2.16).
Le principe de la méthode consiste à charger adiabatiquement, initialement, un nuage d’atomes dans
un réseau optique de taille inﬁnie soumis à une force constante. La dynamique dans l’espace des k peut
se résumer en 3 étapes (cf. Fig. 3.23.a) :
A À cause de la force les particules explorent le diagramme de bande d’un bord de la zone de Brillouin
à l’autre.
B Les particules ont une certaine probabilité de réaliser une transition non adiabatique de Laudau-
Zener entre deux bandes, lors de leurs oscillations de Bloch. La probabilité de transition dépend
de la largeur du gap entre ces deux bandes [48].
C Les particules ayant été transférées sur une bande d’énergie supérieure ont une plus grande am-
plitude d’oscillations dans l’espace des positions du fait de leur vitesse dans le réseau plus élevée.
Une mesure de la proportion d’atomes ayant transité d’une bande à l’autre permet de faire une mesure
indirecte de la largeur du gap.
La réalisation expérimentale d’oscillations de Bloch avec un gaz d’atomes froids dans un potentiel
bichromatique a été réaliser en l’absence d’interaction [49]. Les oscillations présentes un amortissement
lorsque les deux fréquences sont très proches. En revanche il a été prédit que la présence d’interactions
dans le système contrecarre l’amortissement induit par le désordre, augmentant ainsi la durée de vie des
oscillations [50, 51].
Band Mapping
La méthode de spectroscopie, dite de band mapping, a été démontrée pour la première fois expéri-
mentalement, par le groupe de I. Bloch [52] dans le cadre d’un gaz de rubidium 87 bosonique dans un
réseau optique 2D et, plus récemment, avec un gaz de fermions et de bosons par le groupe de K. Seng-
stock [53] dans un réseau à une dimension. Dans cette dernière expérience, le principe de la spectroscopie
se décompose en plusieurs étapes (cf. Fig. 3.23.b) :
1 Le chargement adiabatique dans un réseau optique d’un nuage d’atomes, dont la vitesse moyenne
est nulle. La largeur en vitesse du nuage étant suﬃsamment petite, toute la population est chargée
sur la bande fondamentale.
2 Une modulation temporelle est appliquée de sorte à réaliser un transfert de population sur des
bandes supérieures (cf. chapitre 2). Les atomes ayant été excités ont une vitesse supérieure après
transfert.
3 Après avoir éteint le réseau, la distribution en énergie des atomes dans l’espace libre est une
projection (à pseudo-énergie constante) de la distribution en énergie lorsque le réseau était allumé,
dans la première zone de Brillouin.
Lorsque la fréquence de modulation balaye l’ensemble des écarts énergétiques entre deux bandes adja-
centes, cette méthode permet de retrouver une trace directe du diagramme de bande après un temps
de vol du nuage d’atomes. Cette méthode est, a priori, applicable à n’importe quel type de potentiel
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k/kR
E/ER
1○ 1○
2○ 2○
3○ 3○
k/kR
E/ER(a) (b)
A○
B○
C○
Figure 3.23
(a) Représentation schématique d’un oscillation de Bloch. Un paquet d’onde (point rouge) initialement
en k = 0 vient explorer, sous l’effet d’une force la première zone de Brillouin. Une partie des atomes
peut être transférée, par transition Landau-Zener, d’une bande à une autre durant le processus. (b)
Représention schématique du processus de band-mapping (voir texte).
périodique et devra être testé dans la limite d’un potentiel quasi-périodique. Néanmoins, la thèse [54]
met en avant le fait que, expérimentalement, le contraste sur la densité d’atomes obtenue dans le cas
d’un nuage d’atomes bosoniques est bien inférieur au cas d’un nuage de fermions.
Ces méthodes devront être testées numériquement aﬁn de déterminer leur eﬃcacité dans le cas d’un
réseau bichromatique dans la limite où le rapport des deux fréquences tends vers un nombre irrationnel.
3.4 Conclusion et perspectives
Tout électron plongé dans un réseau cristallin à deux dimensions a une distribution d’énergie qui se
répartit selon des bandes de Bloch. Lorsque ce système est plongé dans un fort champ magnétique homo-
gène et uniforme selon un axe normal au réseau, ces bandes se séparent en sous-bandes. Le hamiltonien
d’un tel système ne dépend que de deux paramètres, l’un rendant compte de l’aspect géométrique du
réseau et l’autre du ﬂux magnétique au travers du réseau. Nous avons vu que dans le régime des liaisons
fortes, pour lequel l’énergie cinétique de l’électron est bien inférieure à l’énergie potentielle du réseau,
cette distribution pouvait s’interpréter dans le cadre du modèle de Hofstadter. Une analyse spectrale
détaillée a révélé que la distribution énergétique dépend fortement du ﬂux magnétique normalisé par le
quanta de ﬂux. Et notamment du fait que ce rapport soit rationnel ou non. Lorsque celui-ci est rationnel,
le spectre se distribue en bandes pouvant donner lieu à des cônes de Dirac dans la première zone de
Brillouin. Dans la limite irrationnelle, la distribution suit des règles de construction donnant lieu à une
structure autosimilaire et fractale du spectre.
Une méthode numérique de calcul de la dimension fractale, basée sur la fonction densité d’état
intégrée, a permis d’extraire une valeur avec une faible incertitude (relativement à la méthode de box-
counting). Par ailleurs, cette densité d’état intégrée est au cœur de l’analyse de gap labelling : chaque
gap du spectre d’énergie se voit assigner une valeur entière pouvant être interprétée physiquement en
termes d’une conductance de Hall quantiﬁée. Les labels de ces gaps peuvent être décrit par une équation
diophantienne permettant de représenter le spectre fractal du modèle de Hofstadter sous la forme d’un
diagramme de Wannier, composé de segments dont les intersections décrivent l’ensemble des nombres
rationnels.
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Dans une deuxième partie, nous avons présenté notre étude de la distribution spectrale d’un système
d’une particule soumise à un potentiel composé de deux périodes spatiales. Ce système est un simulateur
quantique du modèle de Hofstadter, dans la limite où la profondeur du potentiel est grande devant
l’énergie de recul. Nous avons montré, par le calcul du diagramme de bande (lorsque le rapport des
fréquences est commensurable), que la distribution de ce spectre est fractale et qu’elle est, de par sa
construction, similaire à celle de Hofstadter. Par ailleurs, le calcul numérique de la transmission d’une
onde plane, au travers d’un potentiel bichromatique, à enveloppe carrée a révélé une distribution des
gaps proche de celle du diagramme de Wannier. La réalisation expérimentale d’un tel système est très
diﬃcile car elle nécessite un double réseau optique de taille ﬁnie dont l’enveloppe doit être très abrupte.
Nous avons également discuté de deux approches permettant une spectroscopie locale d’un potentiel
périodique. Ainsi, la possibilité de réaliser une mesure de la densité d’état à l’aide de la densité d’atomes
dans l’espace des positions pourrait, lorsque le rapport des longueurs d’onde tend vers un nombre
irrationnel, conduire à une mesure directe de la dimension fractale du spectre de Hofstadter.
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Les solitons comme sonde pour des
potentiels locaux
« Ne dites jamais : "c’est naturel"
afin que rien ne passe pour
immuable. »
B. Brecht
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4.1 Introduction
Sonder des états stationnaires et résonants d’un potentiel, de manière à observer directement les
états propres, demeure un vrai déﬁ. Un tel objectif implique de pouvoir peupler ces états aﬁn d’obtenir
une image directe de ceux-ci, grâce à la densité d’atomes. L’énergie des états liés que l’on souhaite sonder
étant négative, il semble impossible par conservation de l’énergie de peupler de telles énergies avec un
gaz en interaction répulsive. On prendra ici un gaz en interaction inter-atomique attractive, traité en
champ moyen au travers de l’équation de Gross-Pitaevskii [1, 2]. Dans ce cas nous verrons que, lors de
la diﬀusion de ce gaz, qu’une partie des atomes peut se déposer dans un état lié du potentiel. Un gaz
d’atomes à trois dimensions, en interaction attractive, doit remplir certaines conditions de stabilité que
l’on discutera. On procédera à une réduction de la dimensionnalité du système qui conduira à une solu-
tion particulière d’équilibre : le soliton. Cette solution apparaît dans de nombreux milieux non linéaires,
comme en hydrodynamique, dans le cadre de l’équation de Korteweg-de Vries [3], en optique lorsque les
non-linéarités de Kerr jouent un rôle important [4], ou encore lors de l’étude de l’équation de sine-Gordon.
Dans le domaine des atomes ultra-froids, l’étude de ce type de non-linéarité a gagné un regain d’in-
térêt, ces dernières années, avec la production expérimentale de solitons sombres [5–7] (trou dans la
densité d’atome) et de solitons brillants [8–11] (forte densité locale). L’utilisation des résonances de
Fano-Feshbach permet de changer le signe des interactions inter-atomiques en modiﬁant un paramètre
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extérieur (qui est ici le champ magnétique) [2], et a pu être exploitée pour produire des solitons brillants
avec du lithium [8] et du rubidium 85 [9–11].
La mise en mouvement des solitons ainsi produits a permis à l’équipe de L.S. Cornish de réaliser,
en 2013, une expérience de diﬀusion sur une barrière répulsive créée par un faisceau laser gaussien [12]
et, plus réçemment, sur une barrière attractive [11]. Dans ce chapitre, nous proposons d’utiliser des
solitons brillants comme une sonde à énergie négative pour un puits de potentiel et un réseau optique
de taille ﬁnie. Nous verrons, au moyen de simulations numériques que, dans le cas du puits de potentiel,
il est possible de peupler eﬃcacement les diﬀérents niveaux d’énergie du puits, correspondant à des
états liés ou résonants (ces états sont toutefois renormalisés par les interactions). Une application de
cette technique sera de peupler les états de surface apparaissant dès que l’on considère un potentiel
périodique de taille ﬁnie. Nous verrons que la topologie de cette interface joue un rôle prépondérant
dans la distribution des niveaux d’énergie.
4.2 Équation de Schrödinger à N corps
Lorsqu’on souhaite réaliser l’étude d’un gaz de Bose réel (sans spin), nous nous trouvons confrontés à
la nécessité de prendre en compte les interactions entre chacune des particules de ce gaz. Ce problème à
N corps est hautement non trivial dans le cas général. Il est néanmoins possible de réaliser une approche
de l’équation de Schrödinger à N corps basée, par exemple, sur des méthodes du type de celle de Hartree-
Fock [13]. Ces méthodes sont très robustes (notamment à température élevée) mais aussi très coûteuses
numériquement. Une autre approche consiste à considérer qu’à température nulle, le hamiltonien à N
particules peut se réduire à un hamiltonien à une particule. Cette approche, dite de champ moyen, fait
l’hypothèse que toutes les particules interagissent avec un potentiel d’interaction résultant de l’ensemble
des interactions avec les N − 1 autre particules.
4.2.1 Équation de la dynamique du gaz
Pour un gaz suﬃsamment dilué on peut faire l’approximation de ne prendre en compte que des
interactions à 2 particules, les détails des interactions entre ces deux particules ne jouant pas de rôle
direct lors d’une diﬀusion. En eﬀet, dans cette limite de basse énergie, la diﬀusion est entièrement déduite
d’un unique paramètre scalaire a, appelé longueur de diﬀusion. En seconde quantiﬁcation la fonction
d’onde à N corps Ψˆ est quantiﬁée. L’hamiltonien de ce champ de bosons est alors donné par la relation
(dans le cas d’un gaz dilué de densité n, tel que |a| ≪ n−1/3, pour lequel les corrélations entre atomes
à courte distance sont négligées) :
Hˆ =
∫ (
~2
2m∇Ψˆ
†∇Ψˆ + Ψˆ†Vext(~r)Ψˆ
)
d~r + 12
∫
Ψˆ†(~r)Ψˆ(~r′)†V (~r′ − ~r)Ψˆ(~r′)Ψˆ(~r)d~r′d~r,
avec V (~r′ − ~r) le potentiel à 2 corps. Comme dans le cas de bosons les relations de commutation sont :
[Ψˆ(~r), Ψˆ†(~r′)] = δ(~r − ~r′) et [Ψˆ(~r), Ψˆ(~r′)] = 0. L’opérateur du champ en représentation de Heisenberg
obéit à une équation de type Schrödinger :
i~
∂
∂t
Ψˆ(~r, t) = [Ψˆ(~r, t), Hˆ ] (4.1)
=
[
−~
2~∇2
2m + Vext(~r, t) + (N − 1)
∫
Ψˆ†(~r′, t)V (~r′ − ~r)Ψˆ(~r, t)d~r′
]
Ψˆ(~r, t), (4.2)
où Vext(~r) est généralement un potentiel de conﬁnement harmonique et V (~r′ − ~r) est un potentiel
d’interaction à 2 particules. Dans le cas d’un gaz de bosons où presque tous les atomes sont condensés,
il est possible d’écrire l’opérateur champ en deux composantes :
Ψˆ(~r, t) = Ψ0(~r, t) + δΨˆ(~r, t) (Ψ0 ∈ C). (4.3)
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La première Ψ0(~r) est traitée classiquement et rend compte du mode du condensat, c’est la fonction
d’onde macroscopique (paramètre d’ordre de Landau-Ginzburg), tandis que la seconde δΨˆ(~r) est celle
du nuage thermique qui peut être négligée en première approximation.
Pseudo-potentiel. Aﬁn d’interpréter les
expériences de ses collègues portant sur
l’excitation d’un gaz d’atomes de Rydberg
[14], Enrico Fermi proposa un modèle d’in-
teractions inter-atomiques à basse énergie.
Ici u(r) (cf. ﬁgure) est solution de l’équa-
tion de Schrödinger, dans le cas d’un po-
tentiel type noyau dur dont la largeur est
de l’ordre de grandeur de a. C’est la dis-
tance de collision. Elle peut être négative
et dépend de la distance typique de varia-
tion de la fonction d’onde.
Le potentiel de diﬀusion en onde-s est de type sphère dure en δ de Dirac tel que (l’interprétation
physique de ce pseudo-potentiel de contact est donnée dans l’encadré ci-dessus) :
V (~r′ − ~r) = N 4π~
2a
m
δ(~r′ − ~r) = Ngδ(~r′ − ~r), avec la constante de couplage : g = 4π~
2a
m
. (4.4)
En insérant (4.3) dans (4.2) et en considérant (4.4), l’équation de la dynamique du champ classique
devient :
i~
∂
∂t
Ψ0(~r, t) =
[
−~
2∇2
2m + Vext(~r, t) +Ng|Ψ0(~r, t)|
2
]
Ψ0(~r, t), (4.5)
qui est l’équation de Gross-Pitaevskii [1]. On déﬁnit, à partir de cette équation, une action de la forme :
S =
∫
dt d~r Ψ∗0(~r, t)
[
i~
∂
∂t
+ ~
2
2m∇
2 − U(~r)− 12gN |Ψ0(~r, t)|
2
]
Ψ0(~r, t). (4.6)
Par la suite, on utilisera cette action aﬁn de dériver des équations de propagation eﬀectives d’un gaz à
basse dimension lorsque l’on souhaite prendre en compte certaines contraintes physiques liées au système.
Solution stationnaire
L’obtention de l’équation stationnaire se fait en posant une solution de la forme : Ψ0(~r, t) =
ψ0(~r) exp(−iµt/~). En insérant cette ansatz dans l’équation (4.5), on obtient l’équation aux valeurs
propres suivantes :
µψ0(~r) =
(
− ~
2
2m∇
2 + Vext(~r) +Ng|ψ0(~r)|2
)
ψ0(~r), (4.7)
Dans ce cadre µ tient le rôle de l’énergie propre et est analogue à un potentiel chimique : c’est la variation
d’énergie du système lorsque l’on ajoute à celui-ci un atome (dE = µdN).
Particule libre
On peut mentionner, à titre d’exemple, qu’il est possible d’extraire la relation de dispersion d’un gaz
de N particules en prenant un ansatz propagatif de la forme (solution de Hartree) :
ψ0(~r) =
√
N
V
ei~k·~r,
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dans le cas simple où il n’y a pas de potentiel extérieur Vext(~r) = 0. En insérant cette solution dans
l’équation (4.7), on obtient la relation de dispersion suivante :
µ
√
N
V
ei~k·~r =
(
~2k2
2m + g
N
V
)√
N
V
ei~k·~r ⇒ µ(~k) = ~
2~k2
2m + g
N
V
.
Cette relation de dispersion correspond à celle que l’on peut obtenir dans le cas de l’équation de Schrö-
dinger pour une particule libre, plus un terme d’énergie d’interaction ∗ gN/V .
4.2.2 Bilan énergétique
On peut aussi considérer µ comme le multiplicateur de Lagrange associé à un nombre ﬁxé de parti-
cules aﬁn d’extraire de (4.7) une intégrale fonctionnelle sur l’énergie totale du système [2] :
Etot[Ψ0(~r);N ] = N
∫
d~r Ψ∗0(~r)
[
− ~
2
2m∇
2 + Vext(~r, t) +
(N − 1)g
2 |ψ0(~r)|
2
]
Ψ0(~r). (4.8)
Par là-même, il est possible de déduire de (4.8) que :
µ(N) = ∂Etot[Ψ0]
∂N
,
on retrouve la déﬁnition de µ en tant que potentiel chimique. Plus encore, cette dernière relation nous
conduit à décomposer, après dérivation, l’équation (4.8) en trois contributions :
µ = Ecin + Epot + 2Eint
N
,
qui sont : l’énergie cinétique † :
Ecin = N
~2
2m
∫
d~r
∣∣∣~∇Ψ(~r, t)∣∣∣2 , (4.9)
l’énergie potentielle :
Epot = N
∫
d~rVext(~r, t) |Ψ(~r, t)|2 , (4.10)
et l’énergie d’interaction :
Eint =
N(N − 1)
2 g
∫
d~r|Ψ(~r, t)|4. (4.11)
On peut, par invariance en loi d’échelle, retrouver le théorème du viriel [16] :
2Ecin − 2Epot + 3Eint = 0.
Par la suite, on considérera un potentiel harmonique anisotrope à trois dimensions de la forme :
Vext ≡ 12mω
2(ǫx2 + y2 + z2), (4.12)
avec ǫ un paramètre géométrique.
∗. Ce terme venant s’ajouter provoque une levée de dégénérescence du spectre d’énergie lorsque a < 0, ce qui fait l’objet
du théorème de Hugenholtz-Pines [15].
†. En pratique, on préfèrera calculer cette énergie dans l’espace des k.
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Interactions répulsives : approximation de Thomas-Fermi
On considère ici, à titre d’exemple, une solution de l’équation (4.5) lorsque les interactions sont
répulsives (a > 0) et dans la limite où gN ≫ 1 i.e. lorsque l’énergie d’interaction est bien plus grande
que l’énergie cinétique (cf. 4.7). Il s’agit du régime de Thomas-Fermi. On peut écrire :
µψ(~r) ≈ (Vext(~r) + g|ψ(~r)|2)ψ(~r).
Lorsque Vext(~r) est un potentiel harmonique et comme µ est une constante, la solution est un proﬁl de
densité, dit de Thomas-Fermi, en parabole inversée :
n(~r) = 1
g
(
µ− m2 ω
2
0~r
2
)
. (4.13)
Par normalisation, on obtient l’expression du potentiel chimique :
µ = ~ω02
(
15Na
aoh
)2/5
. (4.14)
Ce cas de ﬁgure, où les interactions répulsives dominent, sera discuté plus en détail dans le cadre du
chapitre 5. Dans ce chapitre on s’intéresse, en particulier, au cas où les interactions sont attractives,
ce qui nécessite d’être plus prudent quant au domaine de stabilité du gaz dans un régime d’interaction
forte.
Interactions attractives : nuage gaussien à 3D
On cherche maintenant les solutions de l’équation stationnaire de Gross-Pitaevskii à 3 dimensions
de sorte à identiﬁer le domaine de stabilité d’un nuage d’atomes dans le cas où les interactions sont
prises comme attractives. On fait l’hypothèse que le potentiel extérieur appliqué au nuage est celui d’un
oscillateur harmonique tridimensionnel anisotrope (cf. Eq. 4.12) selon la direction x avec ǫ 6= 1. Dans
ce cas on pose, par extension de la solution sans interaction, une fonction d’onde gaussienne de forme
générale :
Ψ0(~r) =
1√
π3/2w2σa3oh
exp
[
− x
2
2a2ohσ2
− y
2 + z2
2a2ohw2
]
, (4.15)
où aoh est la longueur caractéristique de l’oscillateur harmonique déﬁni par relation aoh =
√
~/mω0.
Les grandeurs sans dimension σ et w, sont les paramètres géométriques associés à l’extension spatiale
du nuage selon l’axe x et selon y, z respectivement.
En insérant l’ansatz (4.15) dans l’équation fonctionnelle (4.8), et après intégration sur tout l’espace,
on obtient l’expression générale pour l’énergie suivante :
Etot[σ,w,N ] = N~ω0
[
1
4σ2 +
1
2w2 +
ǫ2σ2
4 +
w2
2 +
χ√
2πσw2
]
. (4.16)
En l’absence d’interaction, le minimum de cette fonction est obtenu pour w = σ = 1, qui est le cas de
l’oscillateur harmonique à 3 dimensions, où l’on a déﬁni le paramètre d’interaction :
χ = Na
aoh
,
qui permettra de faire la distinction entre le cas de faible interaction χ≪ 1 et le régime de forte inter-
action χ≫ 1.
On choisit de prendre le cas d’un condensat rubidium 85 dont la longueur d’interaction attractive
est de a = 0.34 nm. Lorsque l’on représente l’énergie totale en fonction de la largeur caractéristique de
conﬁnement transversal w et du paramètre d’interaction χ on observe que, pour des χ > 0.65, l’énergie
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totale n’admet plus de minimum. Autrement dit, la partie cinétique (aussi nommée terme de pression
quantique) ne compense plus le terme d’interaction. Ainsi, le condensat n’est plus stable pour une valeur
de w 6= 0 : on dit que le condensat s’eﬀondre (bosanova). Ceci a lieu lorsque le nombre d’atomes (dans
le cas où σ = w) est, d’après l’ansatz gaussien de :
Nc =
8π2
9
~5/2√
ω|g|m3/2 =
2π
9
aoh
a
≈ 0.698aoh
a
. (4.17)
Cette valeur de Nc n’est pas prise en compte lorsque l’on traite de l’équation de Gross-Pitaevskii à
une dimension, d’où l’importance de faire une étude préliminaire de manière à connaître les domaines
de validité du modèle. La ﬁgure 4.1.a représente l’énergie d’un condensat de Bose-Einstein en fonction
des paramètres géométriques w et σ. Cette surface d’énergie nous informe que pour le potentiel (4.12)
(pris isotrope i.e. ǫ = 1), un nuage initialement isotrope (σ = w = 2) va minimiser son énergie vers un
minimum local, à condition que χ < χc. Dans le cas contraire (Fig. 4.1.b), ce minimum local disparaît
si bien que le nuage s’eﬀondre.
Il est également possible de faire disparaître ce minimum local en changeant la valeur du paramètre
d’anisotropie ǫ. On peut montrer que pour ǫ > 7, il n’y a plus de minimum local. Autrement dit, lorsque
la fréquence du piégeage longitudinal est 7 fois plus grande que la fréquence de piégeage transverse, il y a
collapse. La manière la plus naturelle de caractériser la stabilité d’un condensat est de calculer l’énergie
totale du système dans le plan (σ,w). De cette façon, c’est la géométrie du piège qui dicte le choix du
nombre d’atomes que l’on peut condenser dans celui-ci pour une longueur d’interaction donnée. Ainsi,
on peut déﬁnir Nc comme étant la valeur maximale d’atomes pour laquelle il existe encore un minimum
local dans le plan (σ,w).
σ σw w
E
to
t
E
to
t
(a) (b)
Figure 4.1
Représentation graphique de l’énergie totale d’un condensat de (85Rb) avec interactions attractives, en
fonction de sa largeur w et du nombre d’atomes N , plongé dans un potentiel harmonique isotrope (Eq.
4.12). On part, par exemple, d’un condensat isotrope σ = w = 2, et on fait évoluer son énergie au
cours du temps (trajectoires noires). Dans le cas où χ ≈ 0.32 < χc (a), le condensat est à l’équilibre
au minimum pour w ≈ 1 et σ ≈ 1.7. Dans le cas où χ ≈ 0.77 > χc, il n’y a plus de minimum et
le condensat originellement isotrope devient infiniment petit (effondrement), passant par un équilibre
instable à w ≈ 0.7 et σ ≈ 2.
La recherche du minimum peut se faire en calculant directement :
∂Etot
∂σ
= 0 et ∂Etot
∂w
= 0 (4.18)
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Que l’on peut réécrire sous la forme du système suivant :
ǫ2σ4 − 12 +
Cσ
w2
= 0
w4 − 1 + C
σ
= 0,
où C = χ/
√
2π. À défaut de solution analytique, un calcul numérique nous permet de déterminer, dans
le cas où N = Nc, l’unique solution : σ ≈ 0.861 et w ≈ 0.759, pour ǫ = 1.
4.3 Équations de Schrödinger non linéaires à basses dimensions
On s’intéressera, par la suite, à des systèmes physiques à une dimension. Il est donc nécessaire de
procéder à une réduction de dimensionnalité. On présente, dans cette section, trois méthodes permettant
de réduire l’équation générale de Gross-Pitaevski à une équation eﬀective à une dimension, tout en
conservant une empreinte du système réel à trois dimensions.
4.3.1 Gross-Pitaevskii 1D
Nous procédons à une réduction de dimensionnalité en considérant un nuage à l’équilibre, dans un
piège harmonique anisotrope, pour lequel la fréquence du piège transverse est bien plus grande que la
fréquence longitudinale, i.e. ǫ≫ 1. Le condensat adopte alors la forme d’un cigare allongé. On cherche
une solution de (4.5) de la forme : Ψ0(~r, t) = φ(y, z)f(x, t) avec :
φ(y, z) = 1√
2πw2a2oh
exp
[
−y
2 + z2
2w2a2oh
]
,
qui correspond à l’état fondamental du potentiel harmonique induisant le conﬁnement transverse. Rap-
pelons que aoh =
√
~/(mω0) est la largeur typique de ce potentiel harmonique de fréquence ω0. En
introduisant cet ansatz dans l’équation de Gross-Pitaevskii à trois dimensions, l’équation diﬀérentielle
vériﬁe pour f :
i~
∂f
∂t
φ = − ~
2
2m
(
∂2f
∂x2
φ+ f∇2y,zφ
)
+ V (~r)fφ+ gN |f |2f |φ|2φ. (4.19)
Si l’on multiplie des deux côtés par φ∗ puis si l’on intègre l’équation selon y et z on a :
i~
∂f
∂t
=
[
− ~
2
2m
(
1
f
∂2f
∂x2
+
∫
R2
∇2y,zφdydz
)
+ mω
2
2
∫
R2
(y2 + z2)|φ|2dydz + gN |f |2
∫
R2
|φ|4dydz
]
f.
Ici, la fonction φ est solution d’une équation de Schrödinger stationnaire pour un potentiel harmonique
à deux dimensions. Dans ce cas, la fonction f est multipliée par une phase : exp
[
it
~
∫
R2 ∇2y,zφdydz
]
, ce
qui permet de simpliﬁer le deuxième terme de la contribution cinétique. Cette approximation ne prend
pas en compte les degrés de liberté transverses. Nous verrons, par la suite, qu’il est possible de réduire
la dimension tout en gardant cette information.
Ainsi, il ne reste plus que le calcul du terme :∫
R2
|φ|4dydz = mω2π~ ,
pour obtenir l’équation de Gross-Pitaevskii à une dimension, eﬀective sur f :
i~
∂
∂t
f(x, t) =
(
− ~
2
2m
∂2
∂x2
+ V (x) + g1DN |f(x, t)|2
)
f(x, t) (4.20)
où nous avons déﬁni le paramètre d’interaction à une dimension : g1D = 2a~ω.
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De manière similaire, on peut extraire une équation stationnaire à une dimension et il est possible,
dans le cas particulier où Vext(x) = 0 de trouver une solution d’équilibre. Cette solution s’écrit pour
x > 0 [17] :
ψ(x) =
√
n0
N
tanh
(
x√
2ξ
)
, (4.21)
où ξ = ~/
√
2mn0g est la longueur de cicatrisation (healing length), avec n0 la densité à x → ∞. On
reviendra, plus loin, sur l’obtention de cette solution.
4.3.2 Équation de Schrödinger non polynomiale
Une réduction de dimensionnalité s’accompagne toujours d’hypothèses sur les degrés de liberté ré-
duits. Plus haut, nous n’avons pas pris en compte les degrés de liberté transverses de sorte à simpliﬁer
leurs contributions cinétiques. Cette approximation n’est pas toujours valide et notamment lorsque l’on
ne peut plus considérer, lors d’une diﬀusion par exemple sur un potentiel d’énergie typique ER, que :
~ωǫ≫ ER. Il est donc parfois utile de garder une information quant à la dynamique eﬀective des états
transverses. C’est précisément ce que font les équations eﬀectives présentées ici.
Obtention de l’équation
Une autre façon de réduire l’équation de Gross-Pitaevskii à une dimension est de prendre un ansatz
où, cette fois-ci, la fonction d’onde s’écrit [19] : Ψ0(~r, t) = φ(y, z;w(x, t))f(x, t), avec :
φ(x, y;w(x, t)) = 1√
2πw(x, t)2a2oh
exp
[
− y
2 + z2
2a2ohw(x, t)2
]
. (4.22)
On remarque que, en l’occurence, la fonction d’essai est une fonctionnelle dont la largeur typique lon-
gitudinale du gaz est w(x, t). L’idée sous-jacente est de prendre en compte la possibilité d’exciter des
niveaux transverses, lors de la dynamique longitudinale au travers de cette fonction. Dans ce cadre, on
peut écrire que la partie cinétique est une composante principale transverse ∇ ≈ ∇⊥. Ainsi, l’action
(4.6) s’écrit :
S =
∫
dtdx f∗
[
i~
∂
∂t
+ ~
2
2m
∂2
∂x2
− Vext − gN2
1
2πw2 |f |
2 − ~
2
2m
1
w2
− mω
2
2 w
2
]
f. (4.23)
Les équations d’Euler-Lagrange :
∂S
∂f∗
− ddt
∂S
∂f˙∗
= 0 et ∂S
∂w
− ddt
∂S
∂w˙
= 0
conduisent au système :
i~
∂
∂t
f =
[
− ~
2
2m
∂2
∂x2
+ Vext +
gN
2πw2 |f |
2 + ~
2
2mw2 +
mω2w2
2
]
f
0 = ~
2
2mw2 −
mω2w
2 +
gN
4πw3 |f |
2
La dernière équation permet d’exprimer la largeur typique w2(x, t) = a2oh
√
1 + 2aN |f |2 que l’on insère
dans la première qui donne l’équation de Schrödinger non polynomiale, proposée par Salasnich [18,19] :
i~
∂
∂t
f =
[
− ~
2
2m
∂2
∂x2
+ Vext + g1DN
|f |2√
1 + 2aN |f |2 +
~ω
2
(
1√
1 + 2aN |f |2 +
√
1 + 2aN |f |2
)]
f.
(4.24)
Cette équation eﬀective peut être résolue aisément numériquement à l’aide d’un schéma de type split-
step Fourier (cf. annexe A) à une dimension, en ajoutant au potentiel ces termes non polynomiaux en |f |2.
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Formulation hydrodynamique
Cette approche est obtenue en insérant dans l’équation (4.24) une fonction d’onde dont la forme est
celle de Madelung (à une dimension) :
ψ(x, t) =
√
n(x, t)eiS(x,t) avec |ψ(x, t)|2 = n(x, t). (4.25)
Après insertion dans l’équation (4.24), simpliﬁcation et identiﬁcation de la partie imaginaire et de la
partie réelle on obtient, respectivement :
∂tn+ ∂x(nv) = 0 (4.26)
−m∂tv = ∂x
[−~2
2m
∂xx
√
n√
n
+ mv
2
2 + Vext +
~ω + (g1D + ~ωa)Nn√
1 + 2aNn
]
, (4.27)
où l’on a déﬁni v(x, t) = (~/m)∂xS(x, t) la vitesse du « ﬂuide ». La première est l’équation de continuité
de la densité, tandis que la seconde a la forme de l’équation d’Euler en mécanique des ﬂuides. Par la
suite, on déﬁnit la fonction ǫ(n) = [2~ω + (g1D + ~ωa)Nn]/
√
1 + 2aNn.
On considère une petite ﬂuctuation au premier ordre de la densité et de la vitesse autour de son
équilibre stationnaire n0(x), de la forme :
n(x, t) = n0(x) + δn(x, t)
v(x, t) = v0(x) + δv(x, t).
Dans le régime de Thomas-Fermi (approximation de densité locale), on peut négliger le premier terme
(cinétique) de (4.27) et obtenir, dans le cas statique :
µ = Vext(x) + ǫ(n0(x)) et v0(x) = 0. (4.28)
À partir des deux équations (5.2) et (4.27) on obtient une relation générale pour l’évolution de δn(x, t) :
m∂ttδn(x, t) = −∂x
[
n0(x)∂x
(
δn(x, t) ∂ǫ
∂n
∣∣∣∣
n0
)]
. (4.29)
Ainsi, la vitesse du son locale est donnée par :
c2(x) = 1
m
n0
∂ǫ
∂n
∣∣∣∣
n0
(4.30)
Avec :
∂ǫ
∂n
∣∣∣∣
n0
= N (g1D + a~ω)(1 + an0N)− a~ω(1 + 2an0N)3/2 . (4.31)
Obtention de l’équation avec quantification des vortex
Une autre proposition d’équation eﬀective a été faite par Munoz Mateo et Delgado dans un contexte
un peu plus général d’un condensat mono et bi-dimensionnel et contenant des vortex axisymétriques de
charge q. Le premier article [20] fait le calcul du potentiel chimique transverse d’un tel objet :
µ⊥(n1)
~ω
= (|q|+ 1) +
√
β2q + 4an1 − βq, (4.32)
avec :
βq =
22|q|(|q|!)2
(2|q|)! ,
et n1 étant la densité locale transverse déﬁnie par :
n1(x, t) = N
∫
dzdy|Ψ(x, y, z, t)|2.
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Ainsi, lorsque l’on sépare les termes transverses et longitudinaux de l’équation de Gross-Piatevskii (4.5)
elle prend la forme :(
i~
∂f
∂t
+ ~
2
2m
∂2f
∂z2
− Vextf
)
φ(y, z;n1) =
(
− ~
2
2m∇
2
y,zφ+ V (y, z)φ+ gn1(x, t)|φ|2φ
)
f(x, t). (4.33)
en multipliant cette dernière expression par φ∗(y, z;n1) on obtient l’équation longitudinale :
i~
∂f
∂t
= − ~
2
2m
∂2f
∂x2
+ Vext(x)f + µ⊥(n1)f. (4.34)
Dans la limite où la longueur de cicatrisation est bien plus petite que la variation spatiale de f selon x,
on peut insérer (4.32) dans (4.34) aﬁn d’obtenir l’équation [21, 22] :
i~
∂f
∂t
= − ~
2
2m
∂2f
∂x2
+ Vext(x)f + ~ω
√
β2q + 4aN |f |2f,
avec un paramètre d’interaction prenant ici la forme : g1D = 2a~ω/βq.
L’avantage d’utiliser cette méthode est que, en plus d’être plus ﬁdèle que l’équation de Schrödinger
non-linéaire (4.24) vis-à-vis de l’équation de Gross-Pitaevskii à trois dimensions, elle est aussi valable
dans le régime de Thomas-Fermi c’est-à-dire, ici, dans la limite où 4an1 ≫ β2q . Enﬁn, en l’absence de
vortex, il est possible de généraliser cette équation à des condensats bidimensionnels.
Équation d’un gaz de Fermions effective
Nous verrons au chapitre (5) qu’un autre système peut être traité au moyen d’une équation de
Schrödinger non polynomiale, qui est celui d’un gaz de bosons impénétrables et en interaction répul-
sive, souvent appelé gaz de Tonks-Girardeau. Dans ce cas particulier, l’équation (4.5) se réduit à une
dimension à [23] :
i~
∂f
∂t
= − ~
2
2m
∂2f
∂x2
+ Vext(x)f +
π2~2
2m |f |
4f. (4.35)
Lors d’une dynamique, le terme non linéaire crée une répulsion quantique plus forte que pour l’équation
de Gross-Pitaevskii à une dimension, ce qui tend à diluer plus rapidement le nuage d’atomes.
Le point commun à toutes ces équations de Schrödinger non linéaires, est qu’elles admettent une
solution stationnaire (en l’absence de potentiel). Le choix que l’on fait dans ce chapitre est de traiter le
cas de l’équation de Gross-Pitaevskii à une dimension (4.20) uniquement. Implicitement on supposera
donc que la dynamique longitudinale de la fonction d’onde n’a aucune conséquence sur ses composantes
transverses. Une étude plus approfondie utilisant l’équation (4.24) ou (4.34) pourra être envisagée dans
l’optique de tester cette hypothèse.
4.3.3 Solution propagative : le soliton
Dans la suite de ce chapitre nous allons particulièrement nous intéresser à une solution analytique
de l’équation de Gross-Pitaevskii (4.20), le soliton. On peut montrer que l’équation de Gross-Pitaevskii
à une dimension, dépendante du temps, admet des solutions propagatives de la forme [24] :
ψ(x, t) = A(x, t)
cosh
(
x−vt
l
) ,
où A(x, t) ∈ C est une amplitude qui reste à déterminer. On peut montrer, par ailleurs, que le soliton
est aussi solution de l’équation de Schrödinger non linéaire (4.24) et de l’équation (4.34).
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Calcul analytique
Si l’on insère cet ansatz dans (4.20), on obtient l’équation portant sur A suivante :
i~
(
∂tA
cosh(s) +
c
l
sinh(s)
cosh(s)
A
cosh(s)
)
= ~
2
m
[
− ∂
2
xxA
2 cosh(s) + ∂xA
sinh(s)
cosh(s)2 +
A
2l2 cosh(s)
(
2
cosh(s)2 − 1
)]
+Ng1D
|A|2
cosh(s)2
A
cosh(s) ,
où l’on a posé s = (x − vt)/l. Il est nécessaire d’annuler chaque terme de 1/ coshn(s) de cette équation
qui, pour n = 3, conduit à la relation : ~2/ml2 = −2N0aω|A|2. Par ailleurs, les termes en 1/ cosh(s) et
en 1/ cosh2(s) donnent respectivement :
i~
∂A
∂t
= − ~
2
2m
∂2A
∂x2
− ~
2A
2ml2 et i~
v
l
A = ~
2
ml
∂A
∂x
.
La deuxième relation donne, après intégration, un terme de phase : exp(imv(x − x0)/~). Ainsi, en
insérant une solution de la forme A = λ exp(iφ(t)) exp(imv(x− x0)/~) on obtient, après intégration sur
le temps, une phase :
φ(t) = i
[
Nωλ2|a| − mv
2
2~
]
(t− t0).
La normalisation de la fonction d’onde i.e. de la détermination de λ donne ﬁnalement l’équation générale
d’un soliton ∗ brillant :
ψ(x, t) =
√
N |a|
2σ2
exp
[
imv2~ (2(x− x0) + (v −Naω)(t− t0)
]
cosh
[
N |a|
σ2 ((x − x0)− v(t− t0))
] , (4.36)
avec σ =
√
~/mω. On peut montrer que la variance ∆x de cette solution est indépendante du temps et
égale à [24] :
∆x = π
2
√
3
~2
am2Nω2
,
ce qui en fait une solution d’équilibre de l’équation (4.20).
Soliton dans le vide
En l’absence de potentiel extérieur Vext = 0 (ω = 0), le calcul de l’énergie totale se fait en introduisant
(4.36) dans (4.9) et (4.11), on trouve :
Etot = Ecin + Eint =
a2mN2ω2
3 −
a2mN2ω2
6 ,
Il transparaît de cette relation que le soliton est une solution d’équilibre du gaz en interaction car, en
eﬀet, les diﬀérentes énergies entrant en jeu sont indépendantes du temps. La forme solitonique du gaz
minimise l’énergie totale de celui-ci. Une application numérique de cette formule avec les caractéris-
tiques suivantes : N = 1000 atomes, a = 6.5aB, ω = 2π × 200 Hz et v = 0 donne une énergie totale
Etot = −1.253× 10−3ER.
On peut montrer à partir d’un calcul des énergies (Eq. 4.9) et (Eq. 4.10) portant sur la fonction
d’onde (4.36) que, dans le cas d’un soliton immobile (v = 0), on a la relation [25] :
Eint/Ecin = −2. (4.37)
Il est souvent utile de vériﬁer le caractère « solitonique » d’une fonction d’onde directement à l’aide du
calcul de ce rapport.
∗. On peut aussi retrouver l’équation du soliton à partir de la conservation de ψ par translation x− vt.
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Réalisation expérimentale
Plusieurs groupes dans le monde ont réalisé la production de solitons brillants à une dimension à
partir de condensats de Bose-Einstein [26]. On répertorie ici leurs caractéristiques :
Equipe Atome N a m (kg)
Paris [8] 7Li 6000 −3.97aB 1.165 034× 10−26
Houston [9] 6Li 5000 −3aB 9.988 339× 10−27
Durham [10] 85Rb 1000 −6.5aB 1.409 993× 10−25
où l’on a introduit aB, le rayon de Bohr. On choisit de prendre, pour toutes les simulations numériques à
venir, des solitons de rubidium 85, proches de ceux obtenus par l’équipe de Durham. On ﬁxe la longueur
d’interaction à a = −5 aB pour la suite de ce chapitre.
4.4 Diffusion d’un soliton sur un potentiel de taille finie
Le soliton s’avère être un objet très intéressant pour les expériences de diﬀusion. Cette solution
a une dynamique classique dans le sens où la collision de deux solitons a un caractère élastique [27].
Par ailleurs, il a été démontré numériquement, au-delà d’un traitement des interactions de type champ
moyen, que la diﬀusion sur une barrière permet de réaliser une superposition d’états [28, 29].
Une première étude menée ici traite de la diﬀusion sur un puits. Le soliton se comporte comme un
réservoir d’énergie négative et peut ainsi peupler des états liés ou quasi-liés du continuum (E & 0).
Récemment, le groupe de S. L. Cornish a réalisé la diﬀusion d’un soliton brillant d’environ N = 6000
atomes (avec a = −3.5 nm) sur un puits de potentiel de largeur 1.9 µm [11]. Lors de cette diﬀusion, le
soliton se sépare en trois parties : une réﬂéchie, une transmise et une conﬁnée dans le puits de potentiel.
Dans ce cadre, ils observent une réﬂexion quantique à hauteur de 25 %, et un conﬁnement induit par
les interactions de plus de 7 %. Dans cette section, on réalise une étude numérique visant à sonder les
états liés au moyen de la densité d’atomes conﬁnés après diﬀusion.
4.4.1 Puits de potentiel et ordres de grandeur
Un des objectifs de ce chapitre est de montrer que les solitons peuvent servir de sonde des états de
surfaces d’un potentiel périodique d’extension ﬁnie. On choisit un puits de potentiel issu de la restriction
d’un potentiel sinusoïdal à une période du réseau (Fig. 4.2.a) :
U(x) = −U0 cos2
(πx
d
)
pour − d/2 ≤ x ≤ d/2. (4.38)
Le paramètre de réseau d est pris égal à 0.65 µm pour tout le reste du chapitre.
Un des avantages d’utiliser un tel puits de potentiel est qu’il garantit la continuité de sa première
dérivée en tous points. Il est possible de calculer numériquement les valeurs et les états propres en
fonction de la profondeur du puits (cf. Fig. 4.2). On peut d’ailleurs vériﬁer que, dans le cas où U0 est
grand devant ER, l’état fondamental converge vers l’état fondamental de l’approximation harmonique
(états gaussiens) de ce puits de potentiel :
État Profondeur d’entrée U0/ER
0 0.35
1 1.85
2 4.65
3 8.65
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Figure 4.2
(a) Représentation du potentiel (4.38) (trait plein noirs), de son approximation harmonique (traits tiretés
noirs) et des vecteurs propres correspondant à des valeurs propres de plus basses énergies : n = 0 et
n = 1 (traits turquoise). (b) Nombre d’états liés (E < 0) en fonction de la profondeur du puits de
potentiel.
Le tableau ci-dessus montre que, pour des profondeurs de puits croissantes, il y a un nombre d’états
liés disponibles croissant (cf. Fig. 4.2). Ces états nous permettrons, par la suite, de déterminer, par
projection, quels sont les états qui entrent en jeu lors de la diﬀusion de solitons sur ce puits de potentiel.
Dynamique du soliton
On réalise ici la diﬀusion d’un soliton sur ce puits de façon à peupler des états liés. Plusieurs para-
mètres doivent être pris en compte. Un choix raisonnable est de prendre un gaz en interaction attractive
dont les caractéristiques sont celles de l’expérience de Durham. En revanche on peut, lors de cette étude
numérique, prendre le nombre d’atomes N comme paramètre variable. Malgré le fait qu’il est en pratique
diﬃcile de créer des solitons composés d’un nombre arbitrairement grand d’atomes, on peut néanmoins,
de manière prospective, regarder la dynamique de solitons composés de N < 10 000 atomes.
Plusieurs phénomènes apparaissent lors de la diﬀusion du soliton (cf. Fig. 4.3). Une partie est réﬂé-
chie (quantiquement) par le puits, et celle-ci entre en expansion, car la densité n’est pas suﬃsante pour
contrecarrer les eﬀets du terme de pression quantique. Une deuxième partie est transmise et semble se
propager sans se déformer. Pour N ≥ 4000 (Fig. 4.3.b), on observe qu’une partie des atomes du soliton
est piégée dans le puits. Plus le soliton initial a d’atomes, plus le nombre d’atomes dans le piégé est
grand. Le proﬁl logarithmique de densité, à un temps ﬁnal t = 20 ms, montre l’apparition d’un pic
centré sur le potentiel.
On déﬁnit trois zones de l’espaces aﬁn de quantiﬁer les densités au cours du temps de la façon
suivante :
R(t) =
∫ −d/2
−∞
dx|ψ(x)|2, C(t) =
∫ d/2
−d/2
dx|ψ(x)|2 et T (t) =
∫ ∞
d/2
dx|ψ(x)|2, (4.39)
avec R(t) + C(t) + T (t) = 1. On prend, à titre d’exemple, deux cas représentatifs : N = 1000 et
N = 10000. Un calcul numérique de ces grandeurs, au cours du temps, permet d’établir les proportions
d’atomes piégés d’un soliton dont la vitesse de centre de masse est ﬁxée initialement à vCdM = 0.4vR,
pour un puits de profondeur U0 = ER pour C(t → ∞). Ainsi, pour N = 1000, cette proportion est de
l’ordre de 10−6, tandis qu’elle est de 11.7% pour N = 10000. De plus, la partie réﬂéchie R(t) n’excède
pas les 10% de la norme totale.
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Figure 4.3
Effet du nombre d’atomes lors de la diffusion d’un soliton sur le puits de potentiel (4.38) dans la cas où :
(a) N = 1000, (b) N = 4000, (c) N = 7000 et (d) N = 10000. Ici U0 = ER et le soliton a une vitesse
de centre de masse de vCdM = 0.4vR. L’inset représente la densité à t = 20 ms en échelle logarithmique.
Par exemple à la figure b, l’échelle logarithmique permet d’observer l’apparition d’un pic de densité piégé
dans le puits noté (1) invisible en échelle linéaire.
Projection sur des états stationnaires du puits sans interaction
La première chose que l’on peut faire consiste à vériﬁer la stabilité de la solution stationnaire obtenue
par diagonalisation du hamiltonien sans interaction, au moyen d’un calcul dynamique de la fonction
d’onde. On prend, par exemple, un puits de profondeur U0 = ER : nous avons donc un état fondamental,
et un état excité disponible (sans interaction). On déﬁnit la ﬁdélité associée au deux premiers niveaux
du puits par ∗ :
Fn=0,1(t) =
∣∣∣∣∫ ∞−∞ ψ∗n=0,1(x)ψ(x, t)dx
∣∣∣∣ . (4.40)
On s’attend alors à ce que (si les interactions ne jouent pas un rôle trop important) cette grandeur reste
constante au cours du temps et égale à 1. Ici on prend toujours a = 5 nm.
On observe (Fig. 4.4) que la ﬁdélité du niveau fondamental oscille autour d’une valeur constante mais
inférieure à 1, tandis que le niveau excité a une ﬁdélité qui oscille fortement entre 0 et 1. Ainsi, on peut
en conclure que, dans ce régime de paramètre d’interaction (loin du régime dilué), les états stationnaires
du puits ne sont pas ceux du hamiltonien avec interaction. L’objectif est alors de caractériser les états
∗. À noter que la fidélité utilisée ici est définie comme la racine carée de la fidélité usuelle.
122 Les solitons comme sonde pour des potentiels locaux
 0
 1
 2
 3
 4
 5
 6
 7
 0
 1
 2
 3
 4
 5
 6
 7
0 1
-2 -1.5 -1 -0.5  0  0.5  1  1.5  2
F0
t
(m
s)
(a)
D
en
site´
(N
/n
m
)
|ψ(x)|2
x (nm)
 0
 0.2
 0.4
 0.6
 0.8
 1
 1.2
 1.4
 0
 1
 2
 3
 4
 5
 6
 7
0 1
-2 -1.5 -1 -0.5  0  0.5  1  1.5  2
F1
t
(m
s)
(b)
D
en
site´
(N
/n
m
)
|ψ(x)|2
x (nm)
Figure 4.4
Dynamique des deux premiers états stationnaires du puits (4.38) donc pour n = 0 (a) et n = 1 (b).
On représente dans les sous-graphiques la densité initiale (lignes pleines bleues) et finales (lignes en
pointillés noirs) et le calcul temporel de la fidélité (4.40).
stationnaires du puits. On s’attend à ce que le potentiel d’interaction abaisse les énergies de ces états
liés, ce qui pourrait se traduire par des états propres plus « localisés » sur le site.
Calcul des états liés du puits en présence d’interactions
La méthode que nous avons utilisée pour calculer le fondamental d’un puits de potentiel en pré-
sence d’interactions repose, essentiellement, sur le changement de variable : t → it (rotation de Wick),
qui transforme l’équation de Gross-Pitaevskii 1D en une équation de diﬀusion. Ainsi, lors d’une dyna-
mique, le niveau fondamental qui, par déﬁnition, a l’énergie la plus basse (donc le plus grand coeﬃcient
exp(−Ent)) sera la dernière à disparaître (cf Annexe A). La méthode du split-Fourier est très adaptée
à ce calcul en temps imaginaire, l’algorithme propageant la fonction d’onde est similaire. La ﬁgure 4.5.a
permet de vériﬁer la stabilité numérique de la fonction d’onde du fondamental (avec interaction) dans
le puits de potentiel (Eq. 4.38), lors d’une dynamique de 2 ms, pour 1− F = 10−6.
Ayant connaissance de la fonction d’onde de l’état fondamental du puits (pour un N donné), nous
pouvons projeter cet état sur la fonction d’onde, après la diﬀusion d’un soliton de N = 10000 atomes
sur ce puits. La ﬁgure 4.5.b représente le taux de population dans l’état fondamental en fonction de la
vitesse de centre de masse du soliton incident. On constate que, pour N = 10000, ce taux est supérieur à
90% pour des vitesses 0.5vR. En revanche, il montre un minimum autour de vCdM = 0.2vR : ce résultat
devra être corroboré par le calcul de la population du niveau excité. Il faut garder à l’esprit que ce
taux est à mettre en regard avec le pourcentage de la densité piégée (ici, autour de 15% des atomes
composants le soliton diﬀusant, soit une fraction totale de 13.5 %.).
Une étude systématique du taux de population dans le niveau fondamental en fonction de N et
vCdM (Fig. 4.6.a), montre que les taux les plus élevés dans l’état fondamental sont obtenus lorsque N
et vCdM sont grands. Qui plus est, le pourcentage de la densité totale au centre C(t) prend aussi ses
valeurs maximales dans ces régimes.
Il est donc nécessaire de pouvoir projeter la fonction d’onde sur l’état excité pour conclure que l’on
a bien aﬀaire à une superposition d’états stationnaires dans le puits. Le calcul de cet état, à partir de
la méthode décrite précédemment, se révèle plus compliqué que celui de l’état fondamental. En eﬀet, la
méthode repose sur le fait que la fonction d’onde la plus stable, lors de la diﬀusion, est celle qui a la
valeur propre la plus petite. Ainsi, même lorsque l’on déﬁnit initialement une fonction d’onde avec une
parité identique à celle du premier niveau excité, son instabilité fait que l’on réobtient, ﬁnalement, le
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(a) Densité du niveau fondamental (noir) pour N = 10000, et après un calcul dynamique (t = 2 ms) en
prenant une fonction d’onde initialement localisée dans un puits de potentiel (Eq. 4.38) de profondeur
U0 = ER (turquoise). (b) Taux de peuplement dans l’état fondamental après la diffusion d’un soliton de
N = 10000 atomes sur un potentiel de profondeur U0 = ER pour différentes vitesses de centre de masse.
La courbe bleue représente la fraction de la densité totale localisée dans le puits.
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(a) Taux de population en fonction de N et de la vitesse de centre de masse du soliton incident vCdM
(graphique du bas), et C(tfin) en fonction de ces mêmes paramètres (graphique du haut). (b) Diffusion
en temps imaginaire et calcul de la partie paire P (noire) et impaire I (bleue). Le graphique du bas
représente la fonction d’onde initiale (bleue) et finale (noire).
niveau fondamental (Fig. 4.6.b). Le calcul de la parité (+) et de l’imparité (-) se fait à l’aide du calcul
de :
P, I(t) =
∫ d/2
−d/2
|ψ(x, t) ± ψ(−x, t)|2
4 dx. (4.41)
Pour it ≈ 1.2, la fonction d’onde bascule d’un état impair à un état pair (4.6.b).
Une façon de résoudre ce problème consiste à redéﬁnir, à chaque pas de temps, la fonction d’onde
de façon à ce qu’elle respecte cette parité en faisant la transformation ψ(x, t)→ (ψ(x, t) − ψ(−x, t))/2.
Cette méthode conduit à une fonction d’onde antisymétrique (Fig. 4.7.b) pour le puits de potentiel.
Lorsque l’on projette cet état sur la fonction d’onde, après diﬀusion, on obtient le résultat montré à la
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ﬁgure 4.7.a. On constate que la somme des projections est complémentaire, à quelques pourcents près,
les pourcentages restants provenant de la contributions des autres états résonants.
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(a) Taux de projection sur l’état fondamental (gris) et sur l’état excité (bleu) en fonction de vCdM , après
renormalisation des fonctions d’ondes. (b) Diffusion en temps imaginaire et calcul de la partie paire P
(noire) et impaire I (bleue). Le graphique du bas représente la fonction d’onde initiale (bleue) et finale
(noire).
Population d’états résonants
Maintenant que nous connaissons les deux premiers états du puits, calculons leur projection après
diﬀusion. On restreint ici l’espace des paramètres à U0 et N , en ﬁxant la vitesse à vCdM = 0.3vR. Lorsque
l’on calcule la proportion de la fonction d’onde dans le potentiel, après la diﬀusion d’un soliton de N
atomes sur un potentiel de profondeur U0, on constate que celle-ci n’est pas monotone en fonction de ces
deux paramètres (cf. Fig. 4.8.a). En eﬀet, bien que pour une profondeur donnée le taux de peuplement
augmente toujours avec le nombre d’atomes initial, lorsque la profondeur augmente, on observe au moins
deux seuils pour lesquels on dépose plus de 50% des atomes du soliton initial.
Par ailleurs, lorsque l’on calcule la densité dans le potentiel à un temps ﬁnal, on constate qu’en
fonction de la profondeur (pour N = 9000) la parité de la fonction d’onde change après un seuil à
U0 ≃ ER (cf. Fig. 4.8.b). On peut donc supposer que l’on peuple des états supplémentaires lorsque l’on
augmente la profondeur. Les états résonants jouent un rôle majeur dans la dynamique de cette densité
et il est nécessaire de pouvoir les caractériser [25, 30].
La lecture des ﬁgures 4.9 montre la projection de la fonction d’onde sur les états stationnaires avec
interaction et indique que l’on peuple majoritairement les deux premiers états liés, dans ce domaine de
profondeur et de nombre d’atomes. Le paramètre U0 modiﬁe drastiquement le résultat de la diﬀusion.
Il est par ailleurs, étonnant de voir que, même pour un petit nombre d’atome, on obtient un grand taux
de peuplement de ces états. Ces profondeurs doivent être mises en regard avec celles obtenues à la ﬁgure
4.8.b. Nous concluons donc qu’il est possible de peupler un état cible en prenant une profondeur de
puits adéquat.
Stabilité des états en l’absence d’interaction
Une manière de vériﬁer la stabilité des états liés ainsi peuplés, consiste à annuler les interactions
adiabatiquement (ici à t = 36 ms) durant un temps de 1 ms. La dynamique à temps long de la densité
montre que le taux de peuplement de l’état choisi (ici l’état fondamental, cf. Fig. 4.10.a) demeure in-
changé durant le processus adiabatique. La ﬁgure 4.10.a montre, en échelle logarithmique, cette densité
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Figure 4.8
(a) Densité finale dans le puits après la diffusion d’un soliton de vitesse initiale arbitrairement égale à
vCdM = 0.3 vR et de N atomes, sur un puits de potentiel de profondeur U0. (b) Profil de densité d’atomes
dans un puits de profondeur U0, après la diffusion d’un soliton de N = 9000 atomes et de vitesse initiale
vCdM = 0.3 vR (encadré noir de la figure a). Les lignes horizontales en pointillés représentent les
profondeurs pour lesquelles un nouvel état stationnaire sans interaction entre dans le puits.
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Projection de la fonction d’onde sur (a) l’état fondamental et (b) excité après diffusion d’un soliton
de vitesse initiale arbitrairement égale à vCdM = 0.3 vR et de N atomes, sur un puits de potentiel de
profondeur U0.
au cours du temps. La stabilité de l’état provient maintenant uniquement du fait que les particules, dans
le puits, ont des énergies négatives et sont donc piégées.
La comparaison, à tfin, entre le module carré de l’état fondamental du puits en l’absence d’interaction
et la densité d’atomes renormalisée dans le puits montre un bon accord (cf. Fig. 4.10.b). La légère
diﬀérence existant peut provenir du fait qu’une partie des atomes se trouve dans l’état excité. À noter
la diﬀérence entre cette densité ﬁnale et celle obtenue lorsque les interactions sont maintenues (courbe
bleu foncé Fig. 4.10.b obtenue lors d’une dynamique en temps imaginaire d’un paquet d’onde pour
le potentiel (4.38). Voir annexe A.). De plus, on constate qu’après la coupure des interactions le taux
d’émission de la densité d’atomes hors du potentiel est bien supérieur. Ceci explique le fait qu’à tfin
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une partie de la norme dans le potentiel est inférieure aux ≈ 50% de la ﬁgure 4.8. La renormalisation
de la densité au centre par le nombre de particules (Fig.4.10.b) dans le puits C(tfin) donne une bonne
comparaison avec l’état propre en l’absence d’interactions. Ceci conﬁrme que l’on peuple bien les états
propres du puits lorsque l’on réalise la diﬀusion d’un soliton et ce, avec un taux de remplissage susceptible
d’être très élevé.
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(a) Diffusion d’un soliton de vitesse de centre de masse initiale vCdM = 0.3vR et de N = 9000 atomes
sur un potentiel de profondeur U0 = 0.5ER. L’inset représente l’agrandissement du logarithme de la
densité autour du puits après la diffusion (on constate une variation de la densité pour t > 45 ms, elle
provient de l’interaction avec le paquet de droite qui est en expansion). (b) Logarithme de la densité
d’atomes, C(t), à t = 50ms dans le puits (ligne bleu clair continue) comparée au module carré de
l’état fondamental sans interaction (ligne noire) et à l’état fondamental avec interaction (bleu foncé).
La ligne bleu clair en pointillés représente la densité renormalisée par la densité finale C(tfin) = 0.275.
L’inset représente la variation du pourcentage de la densité d’atomes dans le puits au cours du temps
(on remarque la décroissance exponentielle de la densité après la coupure des interactions à t = 36 ms.).
4.4.2 Paquets transmis après diffusion
Nous avons vu précédemment que, lorsque l’on réalise une expérience de diﬀusion sur un puits de
potentiel quelconque, on obtient trois voies de sortie possibles : une partie réﬂéchie, une piégée et une
transmise. C’est à cette dernière partie que nous nous intéressons maintenant. Nous allons voir qu’il
est possible d’extraire des informations liées aux énergies des états du puits à partir de cette densité.
La diﬀérence spatiale que l’on peut obtenir entre le centre de masse du paquet transmis avec et sans
potentiel permet de rendre compte des caractéristiques énergétiques du potentiel diﬀusant.
Le délai de Wigner
Cette sous-section a pour but de caractériser numériquement les états du puits au moyen d’une
grandeur liée à la dynamique de la partie transmisse lors de la diﬀusion d’un soliton.
Lors de la propagation d’un paquet d’onde ∗ : ψ(x, t) =
∫∞
0 dk ψ˜(k, k0) exp[i(k(x− x0)−E(k)t/~)],
de vitesse de groupe k0 au travers d’une barrière (ou d’un puits) de potentiel, la partie transmise de
∗. En l’absence d’interaction, car sinon le principe de superposition ne s’applique plus.
4.4 Diffusion d’un soliton sur un potentiel de taille finie 127
celui-ci acquiert une phase θ(E) et une vitesse de groupe vg. On la note alors :
ψ(x, t) = t
∫ ∞
0
dk ψ˜(k, k0) exp[i(k(x − x0) + θ(E) − Et/~)].
La distance de propagation moyenne est donnée par :
〈x〉 = x0 + vg(t− τw),
où vg est la vitesse de groupe après diﬀusion et τw est le temps de Wigner ∗ déﬁnis respectivement par :
vg = dE/dk et τw = ~dθ/dE. (4.42)
Ainsi, en l’absence de potentiel le délai de Wigner est nul. La phase θ est diﬃcile à exprimer analyti-
quement dans le cas général. Malgré cela il est toujours possible de caractériser le délai de Wigner au
moyen d’une étude numérique. On étend ici cette grandeur au cas d’un paquet d’ondes interagissant.
Ce délai rendra compte de la position énergétique des résonances pour diﬀérents régimes de paramètre.
E0
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Figure 4.11
(a) Représentation des grandeurs entrant en jeu dans le calcul du délai de Wigner. (b) Délai spatial,
∆x, en fonction de l’énergie (cinétique) incidente du soliton pour différentes valeurs de U0/ER. (Le
maximum du délai pour U0/ER = 0.2, qui n’est pas visible sur la figure, est d’environ 9.45 µm et a lieu
en E0/ER ≈ 0.022.)
Le calcul du délai † se fait en prenant la diﬀérence entre le temps de parcours dans le vide τ0 et le
temps de parcours τ après diﬀusion sur un puits de potentiel de profondeur U0 (Eq. 4.38). La ﬁgure
4.11 rend compte de ce temps pour diﬀérentes profondeurs et vitesse initiales de paquet d’onde. Ce
calcul montre qu’il y a une résonance de ce délai qui apparaît pour des vitesses de plus en plus petites
au fur et à mesure que l’on diminue la valeur de la profondeur. Enﬁn, à grande vitesse, on retrouve la
valeur x0 = 4.8 µm, qui correspond à la position du maximum de la densité d’un soliton libre de vitesse v.
On constate que la position du maximum du décalage v0τw varie en fonction de U0. Pour des pro-
fondeurs de potentiel croissantes, on observe des énergies, E0, croissantes jusqu’à la valeur U0 = 1.5ER.
Pour cette valeur, il se produit un « retour » du maximum à des énergies petites, puis lorsque l’on
∗. Le pendant de ce délai dans le cas d’une barrière de potentiel est une avance du maximum du paquet transmis par
rapport au déplacement de centre de masse. C’est l’effet Hartman.
†. Pour des raisons de temps de calcul numérique, on prend en pratique une distance de parcours fixée à Lprop = 10
µm (sachant que la position initiale est xini = −8d = −5.2 µm), donc pour une vitesse vCdM le temps final est variable
tfin(v) = Lprop/vCdM . Pour chaque vitesse, on mesure la position du maximum de la densité après diffusion (6= 〈x〉).
Cette position est ensuite comparée systématiquement à celle d’un soliton libre x0 = v0tfin(v) = cte.
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augmente la profondeur on retrouve une comportement similaire à celui que l’on avait pour des valeurs
de U0 < 1.5ER. L’interprétation que l’on peut faire est que lorsque l’on dépasse cette valeur de potentiel
une deuxième résonance, plus haute en énergie, entre en jeu. Ainsi, le Wigner time delay appliqué à la
diﬀusion d’un soliton sur un puits de potentiel permet d’observer l’entrée de nouvelles résonances dans
le puits.
Limite des grandes énergies cinétiques incidentes. Pour des énergies cinétiques initiales E0 ≫ ER, on
peut interpréter l’avancement spatial (donc temporel) classiquement. En eﬀet, dès lors que l’on considère
l’interaction entre un paquet d’onde (ou un soliton en particulier) et un potentiel attractif, ce dernier a
pour eﬀet d’accélérer le paquet. Ainsi, un soliton qui a interagi faiblement avec le puits a malgré tout
subi une accélération qui implique que comparativement au cas du soliton libre, celui qui a traversé le
puits se trouvera en avance (bien qu’ayant la même vitesse ﬁnale par conservation de l’énergie).
Le calcul de ce décalage temporel peut être fait classiquement et correspond à celui d’une balle
roulant dans un puits de potentiel. La conservation de l’énergie conduit à :
mv20
2 =
mv2
2 + V (x),
soit encore :
dt = dx√
v20 − 2V (x)/m
.
Ainsi, le décalage temporel correspond à :
τ =
∫ ∞
−∞
(
1
v0
− 1√
v20 − 2V (x)/m
)
dx.
Dans le cas de notre puits potentiel sinusoïdal centré en 0 de largeur d et de profondeur U0, on peut
réécrire cette intégrale comme :
τ =
∫ d/2
−d/2
(
1
v0
− 1√
v20 − 2U0 sin2(πx/d)/m
)
dx.
Cette intégrale est une intégrale elliptique notée K, on peut donc réécrire le décalage spatial comme :
∆x(v0 ≫ vR) = v0τ = d
1− 2K
[
c
c+v20
]
π
√
c+ v20
 , (4.43)
avec c = 2U0/m. En conclusion, lorsque l’on considérera un diﬀusion sur une chaîne de puits de po-
tentiel, on trouvera dans ce régime des décalages temporels multiples de ce ∆x. Un calcul numérique
visant à comparer le ∆x analytique à celui obtenu avec la propagation d’un soliton montre une bonne
correspondance asymptotique (Fig. 4.12.a).
Limite des petites énergies cinétiques incidentes. Dans le cas inverse de celui étudié précédemment,
on peut se placer dans le régime où v / vR. Ici, plusieurs eﬀets sont à prendre en compte. Tout d’abord,
on peut montrer que dans ce régime les interactions jouent un rôle prépondérant et impliquent une
augmentation du taux de réﬂexion [25]. De même, on a montré que ceci permet de piéger une partie
de la densité dans des états résonants [30]. Ainsi, le taux de transmission est le reﬂet de ces deux
phénomènes simultanément (Fig. 4.12.b).
4.5 Sonder des états de surface
Nous venons de démontrer qu’il est possible de peupler des états liés d’un puits de potentiel à
partir de la diﬀusion d’un soliton. On souhaite étendre cette expérience à un potentiel comprenant un
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Figure 4.12
(a) Comparaison entre le calcul de la fonction (4.43) (lignes en pointillés) et le calcul du décalage
numérique issu de la diffusion d’un soliton (lignes continues) pour différentes valeurs de profondeur. (b)
Coefficient en transmission d’ondes planes (pw : lignes en pointillés) et de soliton (sol : lignes continues)
au travers d’un potentiel pour différentes valeurs de profondeur.
assemblage ﬁni et périodique de puits. Nous avons déjà observé à la section 2.2.3 du chapitre concernant
les gaps spatiaux que le calcul des valeurs propres, pour ce type de potentiel, diﬀérait de la transmission
d’une onde plane et que certaines valeurs propres de l’hamiltonien apparaissaient dans des gaps en
transmission (cf. Fig. 2.5). Ces valeurs propres peuvent être associées à des états de surface à énergie
positive. Dans cette section, nous nous attacherons plus particulièrement aux états de surface liés. Nous
verrons, avec l’appui d’un calcul analytique, qu’il est possible de caractériser ces états de surface pour
un potentiel à enveloppe carrée et de les sonder lors d’une expérience de diﬀusion.
4.5.1 Approche analytique
De manière à mieux appréhender la physique des états de surface, on considère de nouveau un
potentiel périodique de période d, à enveloppe carrée (Fig. 4.13), de forme générale :
U(x) = −U0
[
sin2
(
π(x− x0)
d
)
[H(x− x0 +Nd)−H(x− x0)]/2−Υ
]
, (4.44)
où H(x) est la fonction de Heaviside, N le nombre de sites et Υ est un terme d’oﬀset supplémentaire. On
considérera (sauf mention contraire) que le nombre de sites N est grand. Le hamiltonien de l’équation de
Schrödinger étant réel, les ondes de Bloch sont dégénérées, et on a l’égalité ψn,k(x) = ψ∗n,−k(x). Ainsi,
la solution générale à l’intérieur du réseau peut s’écrire comme une combinaison linéaire de ces deux
solutions :
ψbulk(x) = Aun,k(x)eiκx +Bun,−k(x)e−iκx, (4.45)
où A et B sont deux constantes à déterminer, κ est l’exposant de Mathieu et un,k(x) sont les fonctions
de Bloch, états propres du hamiltonien. La fonction d’onde à l’extérieur du potentiel prend la forme
d’une onde évanescente, dont la décroissance dépend de l’écart en énergie entre la barrière de potentiel
à franchir et l’énergie considérée (cf. section 2.2.3). Nous allons voir que seule une décroissance expo-
nentielle à l’intérieur et à l’extérieur du réseau permet de caractériser un état de surface, et de localiser
spatialement la fonction d’onde. Par la suite, on utilisera le formalisme de Bloch aﬁn de caractériser
les états de surface de ce potentiel. Pour autant, il est possible d’obtenir les mêmes résultats dans le
formalisme de Mathieu [31].
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États de surface
Dans un réseau de profondeur constante seuls des exposants de Mathieu κ réels sont autorisés. Nous
avons vu au chapitre 2 que ce n’est pas le cas lorsque la profondeur du potentiel dépend de la position.
En particulier, à la surface Im[κ(x = x0)] 6= 0, ce qui permet d’écrire à l’interface avec le vide (x < x0)
une solution de la forme :
ψvide(x) = Ce−κ0x avec : κ0 = kR
√
(U0Υ− E)/ER, (4.46)
où C est une constante à déterminer. Cette solution est exponentiellement décroissante à condition que
U0Υ < E.
Le raccordement de ces solutions et de leurs dérivées en x = x0 conduit à écrire le système d’équations
suivant :
Aun,k(x0) + Bun,−k(x0) = C (4.47)
A[u′n,k(x0) + iκun,k(x0)] +B[u′n,−k(x0)− iκun,−k(x0)] = Cκ0. (4.48)
On doit considérer deux cas de ﬁgure :
• Im[κ] = 0 : l’énergie est valeur propre du hamiltonien pour le réseau inﬁni E = En,k. Le système
(4.48) est linéaire et on peut le résoudre pour n’importe quelles valeurs des coeﬃcients A, B et C.
Ainsi, les valeurs propres du hamiltonien pour le réseau inﬁni sont aussi valables à la surface.
• Im[κ] > 0 : l’énergie est dans un gap. Pour conserver une norme ﬁnie de la fonction d’onde on
déduit, pour qu’elle soit décroissante lorsque x → +∞, que A = 0. Le système (4.48) se réduit à
une équation dont l’intégration sur x donne une solution :
un,−k(x ≈ x0) = D exp [−x0(Im[κ]− κ0)] , (4.49)
avec D une constante d’intégration.
Cet état est localisé à la surface car étant doublement exponentiellement décroissant des deux côtés
de l’interface (à condition que Im[κ] > κ0), i.e. dans le vide et dans le réseau. La fonction d’onde à
l’intérieur du réseau est accompagnée d’un partie oscillante de même période que le réseau. Le coeﬃcient
de décroissance à l’intérieur du réseau permet de mesurer la valeur de la partie imaginaire de l’exposant
de Mathieu connaissant κ0, c’est-à-dire l’énergie E.
États de Shockley et de Tamm
Le traitement de la continuité de la fonction d’onde à l’interface conduit à l’apparition d’un état
doublement exponentiellement décroissant. Dans un article de 1939 [32], William Shockley caractérisa
les propriétés de tels états localisés dans le régime où la profondeur du potentiel U0 est petite, on se
place ici dans ce régime. Ces états ont depuis été observés dans des métaux simples comme Ag, Al, Au,
Be, Cu, ou Mg [33].
Loin de la surface (x ≪ x0), le potentiel peut être abordé comme un potentiel périodique inﬁni.
Nous avons vu au chapitre 2 qu’il est possible de résoudre l’équation de Schrödinger si l’on considère le
potentiel inﬁni comme perturbatif (U0 ≈ 0). Prenons le premier gap se situant entre les deux premières
bandes d’énergie pour k = ±kR/2. Au bord de la zone de Brillouin, la fonction d’onde (4.45) devient :
ψbulk(x) = Aun,k(x)eiκx +Bun,−k(x)e−i(κ−kR)x. (4.50)
La partie réelle de l’exposant peut se développer en Re[κ] = kR/2 + δκ, où δκ est petit devant kR. La
solution stationnaire (4.50) devient alors [34, 35] :
ψsurf (x) = A′eiδκx
[
eikRx/2 + 4
q
E(±)
ER
e−ikRx/2
]
, (4.51)
4.5 Sonder des états de surface 131
-10
-8
-6
-4
-2
 0
 2
 0  2  4  6  8  10
U0/ER
E
/E
R
-0.2
-0.1
 0
 0.1
 0.2
 0.1  0.15  0.2  0.25  0.3  0.35  0.4
Υ
U0
Nd
T
R
S
x0
(b)
(a)
Figure 4.13
(a) Potentiel à enveloppe carrée (4.44) pour N = 20 sites. La valeur de φ est choisie de sorte à ce que la
discontinuité soit maximale entre le vide et le potentiel périodique, afin de favoriser l’apparition d’états
de surface. (b) Valeurs propres de l’équation de Schrödinger pour ce potentiel avec N = 30 en fonction
de U0. La valeur Υ = 0.5 étant fixée. Les états fléchés par les lettres R, S et T, sont respectivement des
états de surface résonants, de Shockley et de Tamm.
où A′ est une constante à déterminer et E(±) sont les valeurs propres du système (2.8).
Nous avons vu précédemment que, proche de la surface, l’exposant de Mathieu pouvait prendre des
valeurs imaginaires. Prenons maintenant δκ→ iδκ. Une réécriture de (4.52) conduit à [34] :
ψsurf (x) = F eδκx∓iα
[
exp
(
i
2(kRx± α)
)
∓ exp
(
− i2(kRx± α)
)]
, (4.52)
où l’on a posé
√
2 sin(2α) = 4δk/(qkR) et F une constante. Dans le cas d’un réseau à enveloppe carrée,
le traitement de l’interface doit être fait de chaque côté du réseau. Il en résulte deux états de surface
dégénérés, pair et impair. On représente à la ﬁgure 4.14 un état de Shockley impair. La diﬀérence avec
un état de Bloch du massif (bulk) est remarquable de par la décroissance exponentielle à l’intérieur
du réseau. A l’extérieur du réseau, en revanche, la décroissance est comparable, car cette partie de la
fonction d’onde ne dépend pas de la partie imaginaire de l’exposant de Mathieu.
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Les valeurs propres obtenues plus haut lors du calcul perturbatif (2.10) deviennent :
E
(±)
δκ
ER
= 14 −
(
δk
kR
)2
± q4
√
1−
(
4δk
q2kR
)2
. (4.53)
Il est surprenant de constater que ces deux valeurs propres ne dépendent pas de la hauteur supplémen-
taire Υ du potentiel ∗. Ainsi, on le verra par la suite, il est possible d’observer dans le spectre des états de
surface même dans le cas où Υ = 0 (à condition que l’énergie E soit négative.). Ces états sont représentés
à la ﬁgure 4.13.b et décroissent lorsque la profondeur du potentiel, U0, augmente. On observe, dans le
régime de Shockley, i.e. à faible profondeur, que les états de surface apparaissent (pour U0 ≈ 0.2ER)
à l’intérieur des gaps et émergent de la bande inférieure dans le modèle à deux bandes (hypothèse de
liaisons faibles). Le modèle présenté ici n’étant valable que pour le premier gap, il ne rend pas compte
du fait que ces états de surface n’apparaissent que pour les gaps pairs. En eﬀet, aucun état n’est présent
dans les gaps 1 et 3.
ψsurf ψsurfψbulk
Tamm
Shockley
Résonance
Bulk
Potentiel
Figure 4.14
On représente ici les différents types de topologies obtenus lors du calcul des états propres de l’équation
de Schrödinger pour le potentiel (4.44).
Nous avons vu précédemment que, lorsque la profondeur du potentiel U0 est grande devant ER, les
états se regroupent en bandes séparées d’une diﬀérence d’énergie ~ω0 (où ω0 est la pulsation propre de
chaque puits pris individuellement). Les états de surface demeurent dans ce régime et ont été carac-
térisés, pour la première fois, par Tamm [36]. Contrairement au cas précédent, les états de Tamm ne
sont pas symétriques vis-à-vis du centre du réseau (ou anti-symétriques). Ceci n’est possible que si les
deux états symétriques sont dégénérés. Un couplage eﬀet tunnel même très faible induit une levée de
∗. En fait, la hauteur Υ décale toutes les valeurs propres vers des énergies plus basses.
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dégénérescence entre ces états et crée un état symétrique et un état anti-symétrique, mais la résolution
numérique ne permet pas de le voir ici. Pour autant, la partie de la fonction à l’intérieur du réseau est
oscillante de période d, malgré le fait qu’il est impossible de distinguer ces oscillations en échelle linéaire
(Fig. 4.14). Cette ﬁgure montre que ces états restent quasi-dégénérés, même lorsque la profondeur U0
est grande devant ER. Une observation de la fonction d’onde associée à ces états propres montre qu’ils
se dissymétrisent progressivement jusqu’à se localiser sur chaque discontinuité (Fig. 4.14, état de Tamm).
Enﬁn, on relève un autre type d’état propre dont l’énergie propre associée repose dans un gap mais,
contrairement aux états de surface, à énergie positive. Ce sont des résonances dont la fonction d’onde
associée décroît aussi exponentiellement à l’intérieur du réseau (cf. Fig. 4.14), car l’exposant de Mathieu
associé a une partie imaginaire non nulle. Ces états ne sont pas liés et donc pas stationnaires et, a fortiori,
ne sont pas stables [37].
4.5.2 Diffusion de solitons
Lors de la section précédente, nous avons démontré numériquement qu’il était possible de peupler à
l’aide de la diﬀusion d’un soliton, les états résonants et liés d’un puits de potentiel. Ici nous souhaitons
faire le même type de diﬀusion, mais dans le but de peupler des états de surfaces du potentiel (4.44).
Nous rappelons qu’un soliton est déﬁni par sa vitesse vCdM et son nombre de particules N (pour un
paramètre d’interaction g1D ﬁxé). De la même manière que pour le cas du puits de potentiel, on réalise
une étude systématique du peuplement des états liés du potentiel.
Cette première étape d’exploration de l’espace des paramètres a révélé la très grande richesse du
système. En eﬀet, pour ce type de diﬀusion, de nombreuses voies de sortie sont possibles pour le soliton :
• son énergie totale se situe dans une bande et est transmis,
• son énergie totale se situe dans un gap et est réﬂéchie,
• son énergie totale se situe dans un gap mais correspond à un état de surface.
Nous allons nous intéresser au troisième cas plus précisément dans cette sous-section.
Étude préliminaire
Prenons ici le cas du potentiel (4.44) dont la profondeur est ﬁxée à 0.25ER. La phase peut être
choisie de sorte qu’à l’interface, le potentiel présente une discontinuité (i.e. φ = π/2). Aﬁn de connaître
les régimes de paramètres pour lesquels il est possible de peupler un état de surface par diﬀusion d’un
soliton, on ﬁxe la valeur du nombre de particules, N , à 6000 atomes ∗ et on fait varier la vitesse de
groupe. On observe que, pour une vitesse d’environ 0.1 vR, une grande partie de la densité est ﬁgée sur
les premiers sites du réseau.
On souhaite maintenant vériﬁer que cette densité peuple bien l’état de surface recherché, c’est-à-dire
que la fonction d’onde correspondante est celle de l’état propre (Eq. 4.52). Nous sommes ici en pré-
sence d’un état propre du hamiltonien avec interaction, il est donc nécessaire, comme précédemment,
d’éteindre adiabatiquement les interactions de manière à réaliser cette comparaison. De plus, la diﬀusion
amène, a priori, à une superposition d’états stationnaires. On fait alors, en parallèle, une diminution
de la profondeur du potentiel dans le but « d’éliminer » ces états supplémentaires. Le résultat de cette
diﬀusion est représenté à la ﬁgure 4.15.a. On observe qu’une grande partie de la densité est piégée dans
l’état de surface. Après un long temps de propagation (tprop =1 s) et après coupure des interactions,
la densité est ﬁgée et l’on peut faire une comparaison directe avec l’état cible calculé au moyen de la
résolution exacte de l’équation de Schrödinger. La ﬁgure 4.15.b nous montre un bon accord entre ces
deux densités, sur plusieurs ordres de grandeur. Du fait que la diﬀusion ait eu lieu de la gauche vers la
droite, l’on ne peut avoir une densité symétrique par rapport au centre du réseau. Ainsi, contrairement
∗. On choisit ce nombre d’atomes suffisamment élevé pour que l’énergie d’interaction soit relativement importante
relativement à l’énergie cinétique.
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Figure 4.15
(a) Logarithme de la densité d’atomes au cours du temps. La position du bord correspondant au 0 en
position. La coupure adiabatique des interactions se fait à tprop = 20 ms et la diminution adiabatique
du potentiel jusqu’à une valeur de 0.25ER se fait à tprop = 150 ms. (b) Densité d’atomes finale après
un temps de propagation tfin = 1 s (ligne bleue), comparée au module carré du premier état de surface
(situé dans le premier gap) du potentiel sondé (courbe noire).
au puits de potentiel, la diﬀusion amène à une solution quasi-stationnaire ∗ brisant les symétries du
potentiel. Ce cas de ﬁgure ne se présente pas lorsque l’on a aﬀaire à un état lié du puits qui est dans
une bande (cf. Fig. 4.10.b).
Ici, la comparaison entre les diﬀérentes énergies (Eq. 4.10 et Eq. 4.9) amène à une diﬀérence relative
qui est négligeable (≃ 0.3% pour l’énergie potentielle et ≃ 2.5% pour l’énergie cinétique). La ﬁgure 4.15.b
montre les deux décroissances exponentielles, à l’intérieur et à l’extérieur du potentiel, caractéristiques
de l’état de surface. En échelle logarithmique ces décroissances donnent lieu à des pentes pouvant être
directement comparées à la formule de l’état de Shockley (Fig. 4.52). On trouve un très bon accord
avec les données numériques †.
Potentiel à enveloppe lentement variable
Les états de surface se manifestant dès lors que l’on considère un potentiel périodique de taille ﬁnie
présentant une discontinuité, il est légitime de se poser la question de leur existence en l’absence de
discontinuité abrupte. En eﬀet, les états de surface sont des états dont l’énergie se situe dans un gap du
spectre en énergie d’un potentiel périodique équivalent et inﬁni. Dans le cadre du chapitre 2, nous avons
discuté du fait qu’une variation de l’enveloppe pouvait être à l’origine de gaps spatiaux, dont l’énergie
peut être positive, ou négative. Dans le deuxième cas, on peut supposer que ces gaps présentent des
états de surface. Calculons la distribution d’énergie d’un potentiel de la forme :
U(x) = −U02 sin
2
(
2πx
d
+ φ
)[
1− tanh
(
x− x0
ς
)]
, (4.54)
∗. Le terme quasi-stationnaire est employé pour marquer le fait que la fonction d’onde n’est pas exactement égale à
l’état stationnaire. Des effets tunnels entre puits adjacents peuvent entrer en jeu durant la dynamique. L’inverse de la
différence énergétique entre cet état propre et la fonction d’onde finale donne le temps typique de relaxation de la fonction
d’onde dans cette état stationnaire.
†. L’emploi de cette formule trouve sa justification dans le fait que la profondeur du potentiel est relativement petite
par rapport à ER.
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où ς est un paramètre de pente, et φ est une phase arbitraire. On représente cette fonction à la ﬁgure
4.16.a. Cette forme de l’enveloppe du potentiel oﬀre l’avantage de tendre vers la fonction d’Heaviside
lorsque ς tend vers 0.
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Figure 4.16
(a) Représentation schématique du potentiel (4.54). (b) Distribution des niveaux d’énergie pour le po-
tentiel (4.54) en fonction du paramètre de pente ς, pour une profondeur fixée à 2ER. Pour faciliter la
lecture graphique on prend x0 = 0.
Aﬁn de comprendre la dépendance des niveaux d’énergie en fonction de ce paramètre, on représente
à la ﬁgure 4.16.b leur distribution pour une profondeur ﬁxée à U0 = 2ER. Lorsque l’enveloppe est
discontinue ς → 0, on retrouve la distribution obtenue à la ﬁgure 4.13, c’est-à-dire un spectre composé
d’un seul état lié de surface d’énergie environ égale à −0.5ER. En revanche, dès que la pente (en x0)
diminue, on observe l’apparition d’états de surface supplémentaires et ce, dans les deux gaps présents à
énergie négative. Leur évolution en fonction de la pente est particulièrement riche :
• L’état de surface déjà présent à pente inﬁnie ne dépend pas de la pente.
• Le nombre d’états dans le premier gap augmente lorsque la pente diminue et tend à uniformiser
leur répartition.
• La valeur ς ≃ d voit l’apparition d’un état de surface dans le gap entre la deuxième et la troisième
bandes.
• Les états présents dans le deuxième gap montrent un comportement du type « croisement évité ».
Ainsi, plus la pente est faible, plus il y a d’états de surface. Ce résultat semble alors très favorable pour
espérer observer le peuplement de tels états, au moyen de la diﬀusion d’un soliton, dans le cas d’un
réseau optique gaussien (cf. sous-section 2.3.2).
Nous avons vu que l’état de surface présent dans le cas de l’enveloppe carrée demeure inchangé (d’un
point de vue de son énergie) lorsque l’on fait varier la pente. On suppose donc que la diﬀusion du même
soliton (de N = 6000 atomes et de vitesse de groupe vCdM = 0.27vR) permettra de sonder ce même
état de surface. La ﬁgure 4.17.a représente la densité d’atomes au cours du temps. La dynamique de
la densité révèle un battement entre deux états localisés autour de x0. L’état ﬁnal |ψ〉 est alors une
superposition de deux états de surface |ψ1〉 et |ψ2〉, d’énergie propre E1 et E2. On peut alors écrire la
dynamique de cet état à partir de ces grandeurs telle que :
|ψ(t)〉 = eiE1t/~|ψ1〉+ eiE2t/~|ψ2〉.
Le fait que ces deux énergies propres ne soient pas dénégérées conduit à un battement de la densité que
l’on retrouve à la ﬁgure 4.17.b. La fréquence de ce battement est comparable à la diﬀérence entre les
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deux énergies |E1−E2|/~. Ce type de superposition d’état avait déjà été observé lors de la diﬀusion d’un
soliton sur un puits de potentiel (cf. sous-section 4.4.1). Ici, nous utilisons le fait que l’écart énergétique
entre les états peut être supérieur à la résolution énergétique du soliton, de sorte à ne peupler que
quelques niveaux, et non pas un grand nombre comme ça pourrait être le cas dans une bande d’énergies.
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Figure 4.17
(a) Diffusion d’un soliton de N = 6000 atomes et de vitesse moyenne vCdM = 0.27vR sur le potentiel
(4.54) de profondeur U0 = 5ER et de pente ς = 2d. (b) Agrandissement de la densité autour du maximum
des états de surface. Le contraste est plus grand pour la figure (a) de manière à mieux distinguer les
oscillations.
4.6 Conclusion et perspectives
Nous avons démontré numériquement que la diﬀusion d’un soliton sur un potentiel attractif permet-
tait de peupler des états liés et résonants du puits. Cette sonde, à énergie négative, oﬀre la possibilité
d’imager avec une grande ﬁdélité les états internes d’un système. Dans le cas du puits de potentiel, en
faisant varier la profondeur de potentiel, on observe l’entrée d’états virtuels dans le spectre. Ces états
correspondent à des états liés en l’absence d’interaction mais apparaissant à plus grande profondeur.
Il est possible de peupler une fraction macroscopique des atomes dans ces états lors de la diﬀusion.
De manière complémentaire, nous avons revisité le concept de Wigner time delay dans le cadre de la
diﬀusion de solitons permettant de retrouver les profondeurs de potentiel pour lesquelles on observe
l’entrée dans le puits d’une nouvelle résonance.
Un potentiel périodique de taille ﬁnie a diﬀérents types de niveaux d’énergie de par leurs topologies
et leurs distributions dans le spectre. Nous nous sommes particulièrement intéressés aux états de surface
qui apparaissent comme le résultat de l’extension ﬁnie du potentiel. Leur particularité est, qu’à énergie
négative, ils sont décroissants exponentiellement à l’intérieur et à l’extérieur du potentiel. On peut donc
facilement les reconnaître de par leur forme. D’un point de vue énergétique, ils se placent dans un gap
entre deux bandes d’énergie du potentiel périodique inﬁni équivalent. La diﬀusion d’un soliton ayant une
énergie d’interaction et une énergie cinétique bien choisie, a montré qu’il était possible de peupler ces
états avec une très grande eﬃcacité. Modiﬁer l’aspect de l’enveloppe du potentiel périodique oﬀrirait la
possibilité de changer le nombre et la distribution spectrale de ces états de surface et, ainsi, de réaliser
des superpositions d’états de surface.
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Sonder ce type d’états avec un nuage d’atomes froids reste un challenge expérimental pour plusieurs
raisons. Tout d’abord, la réalisation d’un soliton ayant les propriétés requises nécessite des techniques
poussées de contrôle des interactions et ne peut se faire qu’avec quelques types d’atomes. La deuxième
diﬃculté consiste à réaliser un réseau optique dont l’enveloppe est assez abrupte pour exhiber des états
de surface bien résolus énergétiquement. Des techniques holographiques basées sur les modulateurs de
lumière spatial (Spatial light modulator) pourraient être utilisées à ces ﬁns.
Une des perspectives de cette étude pourrait être d’étudier la diﬀusion d’un soliton sur un potentiel
local mais dans un formalisme plus général où la dynamique du nuage d’atomes est calculée à partir
de la résolution de l’équation de Schrödinger à N corps [38, 39]. Il a été montré que dans ce cas, les
solutions solitoniques présentent des instabilités amenant à la création spontanée de paquets appelés
fragmentons [40] contrairement à une dynamique calculée à partir de l’équation de Gross-Pitaevskii. Ces
instabilités apparaissent lorsque l’énergie d’interaction dépasse un certain seuil. Il pourrais être intéres-
sant d’étudier cet eﬀet lorsqu’une partie de la densité d’atome est conﬁnée par un potentiel local.
Nous verrons, dans le prochain chapitre (5), que la diﬀusion d’un gaz d’atomes en interaction ré-
pulsive sur un potentiel permet aussi de sonder des résonances ultra-ﬁnes en énergie. Les interactions
répulsives, venant s’ajouter à l’énergie cinétique, augmentent la pression quantique du gaz et accroissent
les corrélations position-vitesse. Cette technique permettra de mesurer, avec une bonne résolution, les
énergies propres d’un puits de potentiel.
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5
Réduction de vitesse locale par un
potentiel linéaire
« On ne peut vaincre la nature
qu’en lui obéissant. »
F. Bacon
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5.1 Introduction
Un des enjeux de la physique des gaz d’atomes ultra-froids est de diminuer la dispersion en vitesse aﬁn
de réaliser des interféromètres très contrastés comme, par exemple, dans le cadre des horloges atomiques.
Une autre application est d’utiliser un gaz d’atomes ultra-froids guidé aﬁn de sonder des résonances très
résolues en énergie lors d’une expérience de diﬀusion. Dès lors, l’observation d’une unique résonance
implique que la dispersion soit du même ordre de grandeur énergétique que la résonance étudiée, mais
ceci à la position de l’objet diffusant. À cause des interactions inter-atomiques répulsive, le nuage voit
sa dispersion en vitesse globale augmentée durant sa propagation dans le guide (contrairement au cas
précédemment étudié du soliton). Autrement dit, la caractérisation de résonances ﬁnes implique qu’ini-
tialement, le nuage ait une dispersion globale plus petite encore. Atteindre ces régimes de température
avec une expérience d’atomes froids peut être un vrai déﬁ. Et malgré de nombreuses techniques de
refroidissement [1, 2], il est diﬃcile d’observer un eﬀet lié à une unique résonance de largeur inférieure
au pico-Kelvin [3] à l’aide des grandeurs globales liées au nuage atomique.
Nous présentons ici une méthode à visée expérimentale, permettant de court-circuiter ces diﬃcultés
techniques par l’utilisation de grandeurs dynamiques locales. Les grandeurs globales peuvent être déﬁ-
nies en mécanique classique à partir de la trajectoire englobant toutes les informations sur la position
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et la vitesse. Cependant, en mécanique quantique, du fait que les opérateurs liés à ces deux observables
ne commutent pas, il n’est pas possible d’associer à une position donnée une vitesse donnée. Cela ne
signiﬁe pas pour autant que le concept de vitesse locale soit dénué de sens [4]. Nous verrons dans ce
chapitre qu’un formalisme basé sur l’utilisation de la fonction de Wigner [5,6] permet de déﬁnir un cadre
théorique approprié pour déﬁnir ces vitesses locales.
Durant la propagation libre d’un nuage atomique, la variance locale des vitesses diminue : si l’on
considère un nuage atomique sans interaction et dont la densité dans l’espace des phases initiales ne pré-
sente aucune corrélation position-vitesse, alors les particules les plus rapides vont arriver avant les plus
lentes, avec une vitesse bien déﬁnie, à une position d’observation en aval de la position initiale. Ainsi,
il se crée durant la propagation une corrélation entre la position des particules et leurs vitesses. Si nous
nous intéressons qu’à une partie de la distribution de vitesse, alors la plupart des particules (arrivant
dans « le bon » intervalle de temps de sorte à remplir nos conditions) doivent être écartées en pratique.
On proposera à la place un mécanisme permettant à toutes les particules d’avoir une vitesse bien déﬁnie
en dépit de leur temps d’arrivée. Pour ce faire on aura besoin uniquement d’une force constante qui peut
dans le cas d’une expérience d’atomes froids être simplement la gravité ou encore un gradient de champ
magnétique pour des atomes polarisés. Nous exposerons, à l’aide d’un exemple pratique, la possibilité
de rendre compte expérimentalement de résonances ultra-ﬁnes à l’aide d’un gaz d’atomes dans diﬀérents
régimes d’interactions inter-atomiques.
Ces travaux ont fait l’objet d’une publication dans Physical Review A [7].
5.2 Obtention des lois d’échelle
Dans cette première section, on fait le calcul détaillé des lois d’échelle dans le cas particulier d’un gaz
quantique mono-dimensionnel de N particules, de masse m, en interaction répulsive. On a montré par
ailleurs (cf. chapitre 4) que, sous certaines approximations, la dynamique de ce gaz à température nulle
est décrite par une équation dont le terme d’interaction est un terme de champ moyen fonction de la
densité f(|Ψ(x, t)|). De manière générale, la dynamique de la fonction d’onde est donnée par l’équation
de Gross-Pitaevskii dépendante du temps (cf. chapitre 4) :
i~
∂
∂t
Ψ(x, t) =
(
− ~
2
2m
∂2
∂x2
+ Vext(x, t) + g1Df(|Ψ(x, t)|)
)
Ψ(x, t). (5.1)
Ici f dénote une fonction du module de la fonction d’onde, pouvant prendre diﬀérentes expressions selon
le système physique considéré.
On peut montrer (de manière similaire au chapitre soliton) que, sous l’hypothèse d’une transformation
de Madelung de la forme : Ψ(x, t) =
√
n(x, t) exp(iS(x, t)) avec n(x, t) = |Ψ(x, t)|2, l’équation (5.1)
donne deux équations (l’une issue de la partie réelle et l’autre de la partie imaginaire) :
∂tn+ ∂x(nv) = 0, (5.2)
m∂tv = −∂x
[−~2
2m
∂xx
√
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+ mv
2
2 + Vext + g1Df(
√
n)
]
, (5.3)
avec v(x, t) = ~
m
∂
∂x
S(x, t). (5.4)
Il s’agit de la formulation hydrodynamique de l’équation (5.1). Le terme d’interaction est une fonction
de la densité, ce qui rend l’équation non linéaire. Par conséquent, il est très diﬃcile de trouver une solu-
tion générale de celle-ci. Toutefois, on pourra extraire dans certains cas particuliers des solutions, grâce
à la méthode des lois d’échelle portant, non pas sur la fonction d’onde, mais sur plusieurs paramètres
régissant la dynamique du système. Ces équations seront appelées lois d’échelle.
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Dans cette section, on réalise l’étude de lois d’échelle du gaz libre. On appliquera ces lois d’échelle à
des gaz initialement conﬁnés dans des potentiels harmoniques de pulsation propre ω0, puis abruptement
« relâchés » à t = 0 dans l’espace libre.
5.2.1 Cas général
Le calcul des lois d’échelle repose sur le caractère auto-similaire des équations (5.2) et (5.3). En
eﬀet, un changement de variable en x→ αx laisse ces équations identiques à elles-mêmes (à un facteur
multiplicatif près), à condition que le terme d’interaction soit de la forme f(|Ψ|) = |ψ|2/s où s > 0 est
choisi comme constante. La valeur de cette constante permet de décrire diﬀérents régimes d’interaction
entre atomes composant le gaz quantique :
• g1D = 0 : équation de Schrödinger à une dimension.
• g1D 6= 0 et s = 1 : équation de Gross-Pitaevskii à une dimension (4.20).
• g1D 6= 0 et s = 1/2 : équation de propagation d’un gaz de Tonks-Girardeau (4.35).
Le constat de l’autosimilarité de la dynamique de l’ensemble de ces gaz nous pousse à poser un ansatz
général de la forme :
Ψ(x, t) =
√
n0(x/α)√
α
eiS(x,t), soit : n(x, t) = n0(x/α)
α
, (5.5)
avec n0(x) = |Ψ(x, 0)|2. Le facteur α est une fonction du temps uniquement et rend compte de la dila-
tation spatiale, on a donc α(0) = 1. La normalisation quant à elle, reste préservée grâce au préfacteur
1/α.
À ce stade, nous sommes en mesure de calculer le champ de vitesse en fonction de ce paramètre
d’échelle. En eﬀet, l’équation de continuité conduit à :
∂tn+ ∂x(nv) = 0⇔ ∂xn0
(
− α˙
α
x+ v
)
− n0 (α˙− α∂xv) = 0.
Les deux termes de l’équation conduisent à la même conclusion, à savoir que le champ de vitesse est de
la forme :
v(x, t) = α˙
α
x. (5.6)
En utilisant (5.6), on obtient la forme explicite du facteur de phase :
S(x, t) = m
~
α˙
2αx
2 + S0(t), (5.7)
dans la suite on pose sans perte de généralité S0(t) = 0. À noter qu’aucune hypothèse n’a été faite sur
la nature du gaz faisant l’objet de l’étude i.e., toute l’information concernant le type et la force des
interactions inter-atomiques est implicitement incluse dans la fonction α(t). Nous appliquerons, par la
suite, le formalisme précédent au cas d’un gaz sans interaction puis à celui d’un gaz pour lequel les
interactions sont prises en compte sous la forme d’un champ moyen.
5.2.2 Cas d’un gaz d’atomes non interagissant
Considérons ici un gaz de particules sans interaction. Sa dynamique est régie par les équations
hydrodynamiques avec g1D = 0. Nous savons que, dans ce cas, le paquet d’onde gaussien est solution
de l’équation de Schrödinger. C’est donc, naturellement, que nous posons un ansatz pour la densité de
la forme :
n(x, t) = n0
(x
α
)
= 1
ασ
√
π
exp
(
− x
2
α2σ2
)
. (5.8)
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Lorsque l’on insère cette solution dans l’équation hydrodynamique on obtient l’équation diﬀérentielle
qui permet de déterminer l’évolution du facteur d’échelle :
α¨ = ω
2
0
α3
, (5.9)
avec ω0 = ~/(2mσ2). Par déﬁnition, on a α(0) = 1 et α˙(0) = 0. Cette équation étant une équation
d’Ermakov-Pinney, elle s’intègre directement :
2α˙α¨ = 2α˙ω20/α3 ⇔ α˙2 = 2ω20
(
1− 1
α2
)
⇔ α(t) =
√
1 + ω20t2. (5.10)
Le champ de vitesse prend donc la forme :
v(x, t) = ω
2
0t
1 + ω20t2
x. (5.11)
Cette solution analytique est à mettre en regard avec la solution bien connue de l’expansion d’un
paquet d’onde gaussien dans le vide [8]. L’expression du paramètre d’échelle est connue de manière
analytique tout comme le champ de vitesse. Mais qu’en est-il du cas plus complexe où l’on est en
présence d’interactions entre atomes ?
5.2.3 Cas d’un gaz interagissant
On se place dans le cas d’un gaz pour lequel les interactions entre atomes sont modélisées par un
terme [9] en f(n) = n(x, t)1/s mais, ici, avec s ﬁni. L’obtention de l’équation de Schrödinger stationnaire
se fait en réalisant une séparation des variables temps et position i.e. en posant une fonction d’onde de
la forme : Ψ(x, t) = ψ0(x) exp(iµt/~). L’équation (5.1) devient :
µψ0 =
(
− ~
2
2m∂xx +
1
2mω
2x2 + g1D|ψ0|2/s)
)
ψ0,
où µ est le potentiel chimique. Dans ces conventions le nombre de particules est N =
∫ |Ψ|2dx. Lorsque
χ = Nasc/a0 ≫ 1, on est dans un régime d’interaction forte, et on peut considérer que le terme
d’énergie cinétique dans l’hamiltonien est négligeable. Dans ce régime, dit de Thomas-Fermi, l’équation
stationnaire se réduit à :
ψ0(x) =
√
C(s)
[(
1− x
2
R2TF
)]s/2
, (5.12)
avecRTF =
√
2µ/(mω2) = 3
√
3g1DN/(2mω2), le rayon de Thomas-Fermi, et où C(s) = (N/(
√
πR))Γ(s+
3/2)/Γ(s+ 1) est une constante de normalisation [9], avec Γ(z) la fonction gamma d’Euler.
Il est désormais possible de faire le même traitement que pour le cas d’un gaz non interagissant. On
peut, en eﬀet, insérer cette solution dans l’équation hydrodynamique (5.3) et il vient :
α¨ = ω
2
0
α1+1/s
. (5.13)
À ma connaissance, il n’est pas possible de résoudre cette équation diﬀérentielle analytiquement dans
le cas général (nous avons déjà vu que pour certains cas particuliers comme par exemple s = 1/2, cette
équation est intégrable). On peut toutefois toujours intégrer cette dernière équation pour obtenir une
formulation en termes d’intégrale première :
α˙ =
√
2sω0
√
1
α1/s
+ 1
α(0)1/s ⇔
∫ α(t)
α(0)
dα√
1/α(0)1/s + 1/α1/s
=
√
2sω0t. (5.14)
144 Réduction de vitesse locale par un potentiel linéaire
 1
 1.5
 2
 2.5
 3
 3.5
 0  0.5  1  1.5  2  2.5  3
ω0t
α
(t
)
Figure 5.1
Solution numérique de l’équation (5.13), pour s = 0.5 (bleu clair) correspondant au cas d’un gaz sans
interaction ou à un gaz de Tonks-Girardeau, pour s = 0.75 (bleu) un régime intermédiaire, et pour un
gaz avec interaction atome-atome répulsive s = 1 (bleu foncé). Les conditions initiales étant α(0) = 1
et α˙(0) = 0. On compare ces solutions à la fonction f(x) = 0.5x2 (courbe noire tiretée), c’est-à-dire la
solution triviale du cas où s→∞.
Qu’en est-il maintenant du cas où l’exposant du terme d’interaction est s = 1 (ce qui correspond au cas
de l’équation de Gross-Pitaevskii à une dimension) ?
L’intégration du terme de gauche permet d’écrire α(t) sous la forme d’une équation paramétrique
implicite : √
2ω0t =
√
α(α− 1) + 12 ln
(
2α− 1 + 2
√
α(α− 1)
)
. (5.15)
En résumé, on représente sur la ﬁgure 5.1 la fonction α(t) pour diﬀérentes valeurs du paramètre d’inter-
action s. Pour ω0t≪ 1 la solution admet un développement limité de la forme α(t→ 0) ≃ 0.5(ω0t)2+1
qui est indépendant de s. Pour t ≫ 1 on observe que la fonction décroit linéairement. En eﬀet, d’après
l’équation (5.14), α˙ ∼ 2√sω0 lorsque t→∞.
Le comportement global de la densité peut être ainsi connu de manière analytique asymptotiquement,
et ce, pour n’importe quel type d’interaction en champ moyen. On testera ce modèle par la suite à l’aide
d’une intégration numérique de la dynamique d’un paquet d’onde.
5.3 Distribution de Wigner et grandeurs locales
Dans ce paragraphe, l’on procède à de brefs rappels sur le formalisme de la transformation (distribu-
tion) de Wigner que l’on l’utilisera ensuite pour introduire plusieurs grandeurs locales dont l’évolution
sera discutée en regard de leurs équivalents globaux.
5.3.1 Définitions et propriétés
La distribution de Wigner d’une fonction d’onde à une dimension ψ(x) s’écrit :
W (q, p) = 1
π~
∫ ∞
−∞
dy ψ∗(q + y)ψ(q − y)e2ipy/~. (5.16)
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Le préfacteur garantit la normalisation
∫
dp
∫
dqW (q, p) = N , où N est le nombre de particules. Cette
distribution est le pendant de la fonction de Liouville en mécanique classique, mais prend en compte le
fait que la position et l’impulsion sont des observables quantiques qui ne commutent pas et que l’espace
des phases est quantiﬁé par le quantum d’action h. Cette fonction est réelle et peut prendre des valeurs
négatives, contrairement à son homologue classique. De plus, elle a de nombreuses propriétés, notamment
celle d’être invariante sous les transformations de Galilée et par réﬂexions spatiale et temporelle : si
ψ(q) → ψ(−q) alors W (q, p) → W (−q,−p), et si ψ(q) → ψ∗(q) alors W (q, p) → (p,−q). On peut
montrer que toute l’information associée aux densités de probabilité dans l’espace des positions et
des moments peut être obtenue par projection de cette distribution selon leurs grandeurs conjuguées
respectives : ∫ ∞
−∞
W (q, p)dp = |ψ(q)|2 et
∫ ∞
−∞
W (q, p)dq = |ψ˜(p)|2.
Cette fonction très utilisée pour représenter la fonction d’onde d’un système quantique dans son espace
des phases, sera largement utilisée par la suite pour caractériser de nouvelles grandeurs dynamiques.
5.3.2 Grandeurs globales et locales
Dans cette section, nous faisons l’étude d’un gaz quantique initialement piégé dans un potentiel
harmonique puis, relâché dans un potentiel linéaire (Fig. 5.2). Ce cas de ﬁgure se présente couramment
dans de nombreux systèmes tels que les horloges atomiques, dans les gravimètres à atomes froids où
encore dans la préparation de lasers à ondes de matière guidées. De façon à simpliﬁer le problème,
l’étude qui suit est réalisée à une dimension, mais peut se généraliser sans complication à un plus grand
nombre de dimension. Le but est ici de déﬁnir puis d’utiliser des grandeurs dynamiques telles que la
vitesse moyenne ou la dispersion, mais de façon locale. Ces nouvelles grandeurs pourront être calculées
grâce au formalisme de la fonction de Wigner. Ce traitement particulier sera utilisé par la suite pour
sonder des résonances dont la résolution en énergie peut a priori sembler inaccessible si l’on considère
uniquement les grandeurs dynamiques globales usuelles.
x0 q
Figure 5.2
Propagation d’un paquet d’ondes soumis à un potentiel linéaire (ici x0 = 0). La région d’interaction est
localisée à la position q = x.
Notre étude est basée sur l’utilisation d’une double moyenne, l’une sur les positions q = x de l’espace
et l’autre sur le moment p pour un temps t donné. De la sorte, le champ de vitesse rencontré plus
haut (cf. formulation hydrodynamique) peut s’écrire comme l’intégrale de la distribution de Wigner
renormalisée par la densité de particules divisée par le nombre d’atomes N (dénominateur) :
vx(t) =
∫
dp vW (x, p; t)∫
dpW (x, p; t) , (5.17)
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où v = p/m. Ce champ de vitesse n’a de sens que si l’on sonde la vitesse des particules entre x et x+dx
de façon simultanée.
En pratique, lors d’une expérience impliquant un détecteur situé à une position q = x (cf. Fig. 5.2),
les particules arrivent avec un certain ﬂux (dépendant du temps) tel que la grandeur d’intérêt n’est
plus le nombre de particules compris dans une petite portion de l’espace dx, mais plutôt le nombre de
particules arrivant en x avec une vitesse comprise entre v et v + dv. Cette quantité n’est autre que le
produit NvW (x, p; t)dvdt. La vitesse locale à une position x peut alors être écrite comme le rapport :
v¯x(t) =
∫
dp v2W (x, p; t)∫
dp vW (x, p; t) =
1
Jx(t)
∫
dp v2W (x, p; t), (5.18)
ici le dénominateur est la densité de courant (ﬂux de particule) que l’on écrira par la suite Jx(t). De
même, on supposera que les particules arrivent de gauche à droite (cf. Fig. 5.2). De façon générale, on
a : Jx(t) ≥ 0 et
∫
Jx(t)dt = 1.
Déﬁnissons la fraction d’atomes d2N (v)x (t), telle que leurs vitesses soient comprises entre v et v+dv,
lorsqu’elles croisent la position q = x entre t et t+ dt :
d2N (v)x (t) =W (x, p; t)dpdt ≡ Px(v, t)dvdt. (5.19)
Ici on introduit la distribution de probabilité Px(v, t)dvdt représentant la densité de probabilité de
trouver une particule avec la vitesse v passant par la position x à un temps t, normalisée à 1 tel que∫
dvdt Px(v, t) = (
∫
dtJx(t) =)1. Par conséquent, on peut exprimer le ﬂux Jx(t) comme le ﬂux atomique
local, qui normalisé par le nombre d’atomes N :
Jx(t) =
dNx(t)
dt =
∫ d2N (v)x (t)
dt =
∫
W (x, p; t)vdp, (5.20)
où Nx est la probabilité de trouver une particule à q > x. Désormais, on peut déﬁnir un ensemble de
grandeurs dynamiques que l’on peut regrouper en deux catégories. La première concerne les grandeurs
issues d’une moyenne spatiale de sorte que celles-ci soient déﬁnies pour tout temps t. A l’inverse, la
deuxième catégorie concerne les grandeurs issues d’une moyenne temporelle, et donc étant déﬁnies pour
chaque point de l’espace : elles sont dites locales.
Aﬁn de déﬁnir ces grandeurs moyennes locales, nous avons besoin d’introduire une densité de pro-
babilité conditionnelle Px(v|t), de sorte que Px(v|t)dv soit la probabilité de trouver une particule dont
la vitesse est comprise entre v et v + dv, sachant qu’elle a traversé la position x dans un intervalle de
temps compris entre t et t + dt ; probabilité que l’on peut normaliser à 1 :
∫
Px(v|t)dv = 1. La loi de
Bayes nous permet de relier cette densité de probabilité conditionnelle à la densité de probabilité dans
l’espace des vitesses déﬁnie plus haut, par l’intermédiaire de la densité de particule :
Px(v, t) = Px(v|t)Jx(t). (5.21)
Cette densité de probabilité conditionnelle permet de réécrire la vitesse moyenne locale et de déﬁnir
la vitesse quadratique moyenne locale, à une position x et à un temps t, respectivement comme :
vx(t) =
∫∫
vPx(v|t)dv et v2(t) =
∫∫
v2Px(v|t)dv.
Dès lors, il est possible d’intégrer temporellement ces grandeurs aﬁn de calculer les vitesses moyennes
locales :
〈v〉x =
∫∫
vPx(v, t)dvdt =
∫∫
v2W (x, p; t)dpdt =
∫
v¯x(t)Jx(t)dt.
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Figure 5.3
Représentation schématique de la distribution de Wigner à deux instants de la dynamique d’un paquet
d’ondes soumis à un potentiel linéaire, ainsi que les grandeurs lui étant associées.
De la même manière, on peut calculer la variance locale de la vitesse :
(∆vx)2 ≡ 〈(v − 〈v〉x)2〉x =
∫∫
(v − 〈v〉x)2Px(v, t)dvdt
=
∫∫
(v − v¯x + v¯x − 〈v〉x)2Px(v, t)dvdt
=
∫∫ [
(v − v¯x)2 + (v¯x − 〈v〉x)2
]
Px(v, t)dvdt
=
∫ [∫
(v − v¯x)2Px(v|t)dv + (v¯x − 〈v〉x)2
]
Jx(t)dt
=
∫ [
σ2v|x(t) +D2v|x(t)
]
Jx(t)dt, (5.22)
où :
σ2v|x(t) ≡
1
Jx(t)
∫
(v − v¯x)2Px(v, t)dv et D2v|x(t) ≡ (v¯x − 〈v〉x)2, (5.23)
étant respectivement les variances locales en vitesse et le carré de la déviation à la vitesse moyenne
locale. D’après l’équation (5.22), la variance de la vitesse à une position x a une forme similaire à
celle de son homologue la variance en vitesse globale ∆v. Mais, elle est la somme de deux termes : la
moyenne temporelle de la variance locale instantanée et de la variance de la vitesse moyenne instantanée.
La ﬁgure 5.3 résume schématiquement les diﬀérentes grandeurs déﬁnissant la fonction de Wigner
d’un paquet d’ondes. Quelque soit le temps d’observation, les variances en vitesse et en position sont
reliées par le principe d’Heisenberg tel que ∆x(t)∆v(t) ≥ ~/(2m). En revanche, les grandeurs locales tel
que ∆vx que l’on a déﬁni ici ne sont pas liées par une telle contrainte. Plus encore, on montrera par la
suite que ∂x∆vx ≤ 0. Ce qui nous conduit à dire que plus la position x est choisie loin de la position
initiale du paquet plus cette grandeur sera susceptible d’être utilisable pour sonder de petits domaines
en énergie.
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Figure 5.4
Distribution de Wigner pour une fonction gaussienne après une propagation libre dans l’espace des
phases (densité bleue). On représente ses 4 premiers moments issus des intégrations selon p définies à
l’équation (5.24). Ces moments sont représentés en unités arbitraires à l’instar des unités en position
et moment. Ici on se place dans le référentiel de centre de masse x′. On retrouve par intégration selon
x la densité de population |ψ˜(p; t)| dans l’espace des p.
5.3.3 Moments en vitesse
Jusqu’à présent, nous avons déﬁni des grandeurs globales et locales à partir des distributions de
probabilité. Ces grandeurs peuvent également être exprimées à partir de la distribution de Wigner
dans l’espace des phases. On peut donc naturellement se demander quelles sont les expressions de ces
grandeurs dans le formalisme de la fonction de Wigner.
Pour ce faire, on commence par déﬁnir les moments en vitesse d’ordre n associés à la fonction de
Wigner, que l’on exprime sous la forme générale :
Vn(x; t) =
∫ ( p
m
)n
W (x, p; t)dp, (5.24)
Le moment d’ordre 0 n’est autre que la densité d’atome V0(x; t) = |ψ(x; t)|2 = n(x; t), d’après la
déﬁnition de la distribution de Wigner. Le moment d’ordre 1, quant à lui, peut être identiﬁé au ﬂux de
particules : V1(x; t) = Jx(t), en vertu de l’équation (5.20). Le moment d’ordre 2 est le produit du ﬂux
Jx(t) et de la vitesse moyenne locale v¯x(t) :
v¯x(t) =
1
Jx(t)
∫
v2W (x, p; t)dp = V2
V1
. (5.25)
De la même façon, on peut démontrer les relations suivantes impliquant les grandeurs locales déﬁnies
plus haut :
v2x(t) =
1
Jx(t)
∫
v3W (x, p; t)dp = V3
V1
,
σ2v|x(t) =
V3
V1
−
(
V2
V1
)2
,
〈v〉x =
∫∫
v2W (x, p, t)dpdt =
∫
dtV2(x, t),
D2v|x(t) =
(
V2(x, t)
V1(x, t)
−
∫
V2(x, t′)dt′
)2
.
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Enﬁn, la variance en vitesse globale indépendante de la position (celle rentrant en jeu dans l’inégalité
d’Heisenberg) s’écrit dans ce formalisme :
∆v(t) =
√∫
V2(x, t)dx −
(∫
V1(x, t)dx
)2
. (5.26)
En résumé, il est possible de dériver toutes les grandeurs d’intérêt uniquement à partir des trois
premiers moments en vitesse de la fonction de Wigner. La ﬁgure 5.4 montre ces moments pour une
fonction d’onde gaussienne après une propagation libre durant un temps t. Dans le référentiel du centre de
masse, l’intégrale des moments impairs s’annulent par symétrie. Ainsi, aﬁn de caratériser analytiquement
ces variables dynamiques, on utilisera donc systématiquement par la suite ce formalisme basé sur les
moments en vitesse de la fonction de Wigner.
5.3.4 Dynamique d’un gaz initialement confiné
L’étape initiale de toute expérience impliquant un gaz d’atome ultra-froids est celle d’un gaz conﬁné
spatialement par un potentiel (quasi-)harmonique (cf. chapitre d’introduction). Aﬁn de rester ﬁdèle à la
réalité de ces expériences, on s’impose une fonction de Wigner initiale W0 dont les propriétés tiennent
compte de ce piégeage. Dans un premier temps on exploite le formalisme développé plus haut pour un
gaz quantique en l’absence d’interaction. Puis, dans un deuxième temps, on étudie la dynamique de
cette fonction de Wigner en prenant en compte les interactions entre atomes.
Exemple du gaz d’atomes non interagissants
On cherche à modéliser la dynamique d’un gaz d’atomes initialement dans un piège harmonique de
fréquence angulaire ω0. Pour un gaz sans interaction, la distribution de Wigner W0(x, p) associée à la
fonction d’onde stationnaire obéit à l’équation diﬀérentielle [7] :
p
∂W0
∂x
= m2ω20x
∂W0
∂p
,
qui n’est autre que l’équation de Liouville dans le cas d’un gaz classique [10]. L’intégration de cette
équation permet de retrouver la relation associée à l’oscillateur harmonique classique :〈
p2
〉
0 = m
2ω2
〈
x2
〉
0 . (5.27)
Intéressons-nous maintenant à la dynamique de ce gaz, dans le cas où l’on relâche abruptement
le conﬁnement harmonique initial. On peut montrer que, si ce gaz est soumis à un potentiel linéaire
U(x) = −mγx (cf. Fig. 5.2), l’équation régissant la dynamique revêt la forme :
∂W
∂t
= − p
m
∂W
∂x
−mγ∂W
∂p
. (5.28)
Aﬁn de trouver une solution à cette équation dynamique, on pose une fonction d’essai (ansatz) en
loi d’échelle de la forme :
W (x, p; t) =W0(X,P ), (5.29)
où l’on impose la transformation linéaire (cf. Fig. 5.5) :(
X
P
)
=
(
1/α 0
−mα˙ α
)(
x− η
p−mη˙
)
, (5.30)
avec α(t) une fonction dépendant uniquement du temps à déterminer, et η(t) le déplacement du centre
de masse obéissant à la loi de Newton η¨ = γ. Pour un gaz initialement conﬁné, les conditions initiales
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s’écrivent : η(0) = 0, η˙(0) = 0, α(0) = 1, et α˙(0) = 0. Ainsi, P (t = 0) = p et X(t = 0) = x. En faisant
ce changement de variables, les diﬀérents termes de l’équation (5.28) peuvent se réécrire :
∂W
∂t
= X˙ ∂W0
∂X
+ P˙ W0
∂P
,
∂W
∂x
= X ′ ∂W0
∂X
+ P ′ ∂W0
∂P
,
∂W
∂p
= ∂P
∂p
∂W0
∂P
.
En insérant ces relations dans l’équation de la dynamique, on obtient :
P
mα2
∂W0
∂X
− [mα(η¨ − γ) +mXαα¨]∂W0
∂P
= 0. (5.31)
x
p
X
P
Figure 5.5
Schéma de principe de la transformation (5.30). On considère initialement une distribution définie dans
les coordonnées (x, p). Puis, on applique la transformation et on définit de nouvelles coordonnées (X,P ),
ce qui nécessite de réaliser une interpolation (linéaire) entre la grille déformée (lignes continues) et la
nouvelle grille (lignes pointillées).
L’intégration de l’équation (5.31) selon X et P permet de retrouver l’équation du centre de masse
η¨ = γ, et l’intégration de (5.31) multipliée par le produit XP , conduit à l’équation diﬀérentielle portant
sur le paramètre d’échelle :
α¨ =
〈
P 2
〉
0
m2 〈X2〉0
1
α3
≡ ω
2
0
α3
,
en utilisant la relation concernant les conditions initiales (5.27). Ainsi, la dynamique de la distribution
de Wigner d’un gaz quantique en l’absence d’interaction est entièrement gouvernée par les lois d’échelles
énoncées à la section précédente.
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Cas général
Le formalisme développé plus haut dans le cas particulier d’un gaz sans interaction n’est pas propre
à celui-ci. En eﬀet, on peut montrer que le même raisonnement peut se faire dans le cas où l’on introduit
des interactions répulsives entre atomes. Dans ce cas l’équation portant sur le paramètre d’échelle prend
la forme (cf. sous-section 5.2.3) :
α¨ = ω
2
0
αp
, (5.32)
où p = 1 + 1/s prend diﬀérentes valeurs selon le type de gaz considéré (cf. plus haut).
Ainsi, tous les moments en vitesse liés à la fonction de Wigner peuvent s’écrire en combinant les
relations (5.24) et (5.29) dans les coordonnées (X,P ), tels que :
Vn(x, t) =
∫ [
P
mα
+ u(X, t)
]n
W0(W,P )
dP
α
, (5.33)
avec u(X, t) = η˙+ α˙X . On peut exprimer les quatre premiers moments à partir de la relation (5.33) en
fonction des moments initiaux V (0)0 (X) et V
(0)
2 (X), et de α(t) et u(t) :
V0(x, t) = V (0)0 (X)/α, (5.34)
V1(x, t) = uV (0)0 (X)/α, (5.35)
V2(x, t) = V (0)2 (X)/α3 + u2V
(0)
0 (X)/α, (5.36)
V3(x, t) = 3uV (0)2 (X)/α3 + u3V
(0)
0 (X)/α. (5.37)
Ces résultats ont été obtenus par utilisation de la propriété de symétrie de la fonction de Wigner :
W0(x, p) = W0(x,−p). De fait, pour tout t, tous les moments d’ordre inférieur à 3 peuvent s’écrire
uniquement à partir des moments initiaux 0 et 2 et du paramètre d’échelle α, ce qui simpliﬁe fortement
le traitement analytique du problème. Enﬁn, la dispersion en vitesse peut être calculée en utilisant ces
expressions et la relation (5.26). Elle prend la forme générale :
∆v2(t) = ∆v
2(0)
α2
+ 2ω
2
0
p− 1
(
1− α1−p)∆x2(0). (5.38)
On remarque qu’elle ne dépend que des variances en position et vitesse initiales et du paramètre d’échelle.
Par exemple, dans le cas d’un gaz sans interaction pour lequel p = 3, cette dispersion est constante,
résultat bien connu de l’expansion libre d’un paquet d’ondes.
Au contraire, dans le cas avec interaction, on a ∆v(t) > ∆v(0). Il y a transfert d’énergie d’interaction
en énergie cinétique durant la propagation (voir ci-après) et lorsque p = 2, c’est-à-dire pour le cas d’un
condensat de Bose-Einstein dans le régime de Thomas-Fermi, asymptotiquement, on trouve :
∆v(t→∞) = √2ω0∆x(0), (5.39)
qui est en accord avec le théorème du viriel.
5.4 Domaines de validité
Le traitement des moments de la fonction de Wigner décrit précédemment est valable dans le régime
de Thomas-Fermi. En pratique, il n’est possible d’atteindre ce régime idéal que dans la limite où χ =
Nasc/a0 → ∞ (avec la longueur de collision a0 =
√
~/mω0). Nous étudions ci-après le domaine pour
lequel l’erreur associée à cette approximation est négligeable. Pour ce faire, on réalise une série de
comparaisons numériques entre la résolution temporelle de l’équation de Gross-Pitaevskii et notre modèle
analytique qui ne requiert la connaissance que des moments en vitesse initiaux.
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5.4.1 Application à un gaz sans interaction
Une fois encore, partons du cas analytique d’un paquet d’ondes gaussien qui est le fondamental d’un
puits de potentiel harmonique, correspondant au minimum de la relation d’incertitude de Heisenberg,
soit ∆x(0)∆p(0) = ~/2. La fonction de Wigner s’écrit :
W0(x, p) =
1
2π
1
∆x(0)∆p(0)e
−x2/2∆x2(0)ep
2/2∆p2(0). (5.40)
On pose ∗ σ ≡ ∆x(0). Les moments initiaux d’ordre 0 et 2 s’écrivent :
V
(0)
0 (x) =
1√
2πσ
e−x
2/2σ2 et V (0)2 (x) =
(
~
2mσ
)2
V
(0)
0 (x),
avec ici (cf. Eq. 5.10) :
α(t) =
√
1 + ω20t2 et u(x, t) = γt+
(x− γt2/2)ω2t
1 + ω2t2 ,
où ω0 = ~/(2mσ2). On suppose de nouveau qu’après une ouverture instantanée du piège, le paquet
d’ondes est soumis à une force constante F = γm.
Ayant connaissance de V (0)2 et V
(0)
0 , on peut déterminer l’expression de, par exemple : v¯x(t), v2x(t) et
σ2x|v(t). En eﬀet, ces grandeurs ne dépendent que de rapports de la forme Vn>1(x, t)/V1(x, t). Par ailleurs,
nous avons démontré (Eq. 5.37) que ces rapports ne sont fonction que du rapport V (0)2 (X)/V
(0)
0 qui est
une constante dans le cas du paquet d’ondes gaussien. Finalement, on obtient les relations :
v¯x(t) =
u2 + (u2t2 + σ2)ω20
u(1 + ω20t2)
, (5.41)
v2x(t) = uv¯x(t) +
2σ2ω20
1 + ω20t2
. (5.42)
Et, par ailleurs, on trouve les moyennes globales :
〈v〉(t) =
∫
V1(x, t)dx = gt, (5.43)
〈v2〉(t) =
∫
V2(x, t)dx =
~2
4m2σ2 + g
2t2. (5.44)
Ainsi, on retrouve bien les grandeurs moyennes que l’on peut calculer par ailleurs à l’aide de l’intégration
directe de l’équation de Schrödinger. Ceci permet donc de valider de manière analytique, dans le régime
sans interaction, notre approche basée sur la fonction de Wigner. Voyons maintenant ce qu’il en est dans
le cas avec interactions.
5.4.2 Application à un condensat de Bose-Einstein dans le régime de Thomas-Fermi
On fait ici le choix de se placer dans le cadre d’un régime d’interaction répulsive entre les atomes
constituant le condensat de Bose-Einstein. Contrairement au cas précédent, il n’est pas possible dans
ce cas de résoudre la dynamique analytiquement. Par conséquent, on propose de faire ici une double
étude numérique. La première basée sur une intégration dynamique de l’équation de Gross-Pitaevskii.
La deuxième approche numérique repose sur les lois d’échelles déﬁnies plus haut. À titre d’exemple,
on représente à la ﬁgure 5.6.Gauche, la fonction de Wigner calculée pour un gaz dans le régime de
Thomas-Fermi initialement conﬁné dans un potentiel harmonique et, à la ﬁgure 5.6.Droite, la fonction
de Wigner calculée après une propagation de 2 ms.
∗. Attention, ici σ représente la variance globale en position qui ne doit pas être confondue avec σv|x, la variance locale.
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Figure 5.6
Calcul numérique de la fonction de Wigner pour un gaz de 5000 atomes de Rubidium 87 en interaction
répulsive (Gauche) initialement dans un potentiel harmonique de fréquence ω0 = 2π×150 Hz et (Droite)
après une expansion libre de 2 ms.
À la sous-section 5.2.3, nous avons démontré que, en régime d’interactions fortes, la densité ato-
mique a un proﬁl parabolique (s = 1) et l’évolution temporelle peut s’écrire à l’aide d’une loi d’échelle
(Eq. 5.13). Nous nous posons ici la question de la validité de cette approche pour la détermination des
moments locaux du champs de vitesse, dans le cas où χ est ﬁni. Les paramètres numériques sont pris
pour un gaz de N atomes de rubidium 87, de longueur de diﬀusion a = 5 nm, piégés dans un potentiel
harmonique de pulsation ω0 = 2π× 150 Hz. On représente la fonction de Wigner à la ﬁgure 5.6.Gauche.
Avec ces choix, la valeur pour laquelle χ = 1 correspond à N ≈ 176 atomes.
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(Gauche) Variation temporelle des énergies d’un condensat de Bose-Einstein lors de sa propagation le
long d’un potentiel linéaire (ces énergies sont renormalisées par l’énergie totale Etot = Ecin+Epot+Eint).
La fonction d’onde initiale est un condensat 1D de rubidium 87 dans le régime de Thomas-Fermi avec
N = 17600 atomes (χ = 100). On suppose que celui-ci est initialement à l’équilibre dans un potentiel de
fréquence angulaire ω = 2π × 150 Hz et que ce piège est éteint brutalement à t = 0, de sorte que le gaz
soit uniquement soumis ensuite à une force constante. (Droite) Évolution temporelle de la dispersion en
vitesse globale renormalisée par rapport à sa valeur initiale, pour un condensat de Bose-Einstein ayant
trois valeurs différentes du nombre d’atomes N = 8800 (χ = 50), 17600 (χ = 100) et 35200 (χ = 200).
En trait plein est représentée la valeur obtenue à l’aide des lois d’échelle, en pointillé celle issue de
l’intégration numérique de l’équation de Gross-Pitaevskii à une dimension. Les asymptotes verticales
correspondent à leurs valeurs théoriques (Eq. 5.39) à temps long.
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La première conséquence de la valeur ﬁnie de χ est la modiﬁcation de la fonction d’onde par rapport
au proﬁl de parabole inversée pour les régions où le potentiel chimique est du même ordre de grandeur
que le potentiel harmonique. En eﬀet, il n’est plus possible de négliger le terme lié à l’énergie cinétique
en regard de l’énergie d’interaction. Ceci a pour conséquence de faire apparaître des « ailes » exponen-
tielles aux bords de la fonction d’onde [11]. C’est précisément à ce niveau que l’approche en loi d’échelle
diverge par rapport à la la dynamique attendue. Nous évaluerons, ci-après, l’impact sur les moments
locaux en vitesse.
La méthode de comparaison employée ici consiste à calculer dans un premier temps la fonction d’onde
initiale en résolvant numériquement l’équation de Gross-Pitaevskii 1D (4.20), à l’aide d’une propagation
en temps imaginaire par une méthode de split-step Fourier (cf. Annexe A). On considère ensuite sa
dynamique dans un potentiel linéaire V (x) = mγx de pente γ = 0.6 m/s2. Dans ce paragraphe, on
suppose que le potentiel de conﬁnement est abruptement éteint initialement. On verra, par la suite, le
cas d’une ouverture progressive du potentiel de piégeage.
Au cours de sa propagation, l’énergie d’interaction dominant initialement est convertie en énergie
cinétique. On constate sur la Fig. 5.7.Gauche qu’après 5 ms, l’énergie d’interaction du condensat a été
réduite de plus de 80 %. En parallèle, on peut calculer la dispersion globale des vitesses en fonction
du temps, pour 3 valeurs diﬀérentes de N (Fig. 5.7.Droite). On observe pour tous les cas étudiés ici
qu’à des temps supérieurs à 5 ms, cette dispersion a atteint 90 % de sa valeur asymptotique. Ainsi,
on fera pour la suite l’approximation que l’on est dans un régime quasi-asymptotique à t = 5 ms. On
remarque le très bon accord entre le calcul basé sur les lois d’échelle (Eq. 5.38) et l’intégration numérique.
Réalisons maintenant une comparaison directe, cette fois-ci, des distributions de Wigner associées à
ces fonctions d’onde. Pour ce faire, on se place à t = 5 ms et on intègre de façon à obtenir les moments
V0(x, t) et V2(x, t) (cf. Fig. 5.8) dans le référentiel de centre de masse. On observe, dans le cas où N est
grand, un très bon accord entre les moments obtenus par intégration des deux distributions de Wigner,
même pour des régions de l’espace se situant autour des bords de la fonction d’onde.
Un dernier test, plus quantitatif, consiste à déﬁnir la grandeur :
ǫ(N) =
∣∣∣∣1− ∆v2(t = 5 ms)∆v1(t = 5 ms)
∣∣∣∣ , (5.45)
où ∆v1 et ∆v2 sont les dispersions en vitesse globale, respectivement pour la fonction de Wigner obte-
nue par intégration directe et la fonction de Wigner déterminée par la transformation en loi d’échelle.
Cette grandeur ǫ, déﬁnit l’erreur relative entre ces deux modes de calcul. Le résultat de ces calculs est
résumé dans le tableau 1. On constate que plus le nombre d’atomes est grand, plus l’accord est bon. La
description en loi d’échelle est exacte dans le régime de Thomas-Fermi pour N →∞.
N 176 880 1760 8800 17600 35200
χ 1 5 10 50 100 200
ε 0.278 0.0741 0.0397 0.0132 0.0104 0.009
Tableau 1 : Valeurs numériques obtenues pour ε(N).
En conclusion de cette analyse numérique, on peut retenir que les lois d’échelle sont d’autant plus
pertinentes que l’on approche le régime où χ(N) est grand devant 1. Ce résultat est d’autant plus
important que c’est précisément dans ce régime où le temps de calcul lié à l’intégration numérique de
l’équation de Gross-Pitaevskii devient un facteur limitant. Par la suite, on utilisera, dans ce régime,
l’approche des lois d’échelle appliquée à la fonction de Wigner dans le but de déﬁnir une grandeur
nécessaire à la mesure de résonances très ﬁnes en énergie.
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Figure 5.8
Moment en vitesse V0(x′, t = 5 ms) et V2(x′, t = 5 ms) pour un condensat de N = 32500 atomes, où
les positions sont exprimées dans les coordonnées de centre de masse x′ = x − η. Sont représentés,
en pointillés, les moments provenant de l’intégration de la fonction de Wigner obtenu à partir des lois
d’échelle et, en lignes pleine, ceux provenant de l’intégration numérique de l’équation de Gross-Pitaevskii
à une dimension.
5.5 Application : sonder des résonances inférieures au pico-Kelvin
Nous avons vu dans le cadre du chapitre 2 que l’on peut, avec certains types de potentiels, voir appa-
raître des résonances dont la largeur en énergie est inférieure (parfois de plusieurs ordres de grandeur) à
la dispersion en énergie d’un condensat de Bose-Einstein. Il est donc nécessaire de trouver une nouvelle
méthode pour sonder de telles résonances ultra-ﬁnes. Puis, on pourra en tester l’eﬃcacité à l’aide d’un
système simple faisant intervenir des résonances : la double barrière de potentiel.
5.5.1 Paramètre de monochromaticité locale
Usuellement, lorsque l’on souhaite caractériser la largeur relative en moments d’un condensat de
Bose-Einstein ou, plus généralement, d’un gaz d’atomes, on calcule le rapport entre sa variance et
sa moyenne en vitesse. De la même manière, l’on peut déﬁnir un équivalent local à ce paramètre de
monochromaticité en vitesse à une position x donnée :
Mx = ∆vx〈v〉x
=
√∫∞
0 V3(x, t)dt−
(∫∞
0 V2(x, t)dt
)2∫∞
0 V2(x, t)dt
. (5.46)
En d’autres termes, le paramètre de monochromaticité locale permet d’évaluer la largeur relative en
vitesse du nuage de particules arrivant à une position x. Celle-ci peut être réécrite à partir des moments
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Paramètre de monochromaticité locale (Eq. 5.46) en fonction de la distance x, calculée pour un gaz
de N = 32500 atomes en interactions répulsives préparée initialement dans un piège harmonique de
fréquence ω0 = 2π × 150 Hz. La position x est la distance à la position initiale du centre du gaz.
en vitesse de la fonction de Wigner et donc peut être calculée à l’aide des lois d’échelle. C’est ce qui
est eﬀectué à la ﬁgure 5.9. On remarque que, plus l’on s’éloigne de la position initiale, plus le para-
mètre de monochromaticité ∗ décroît, de sorte qu’elle perd un ordre de grandeur en quelques centaines
de micromètre. Ceci traduit le fait que, lors de la propagation d’un condensat, celui-ci s’étale de sorte
que les atomes le composant sont des vitesses relativement proches à des positions données, loin de leur
position initiale. Ainsi, simplement à l’aide d’une expansion libre (qui est d’autant plus importante que
les interactions répulsives sont grandes) et d’une accélération, il est possible d’utiliser cette grandeur
comme une sonde pertinente pour des résonances ultra-ﬁnes.
Le paramètre de monochromaticité locale dépend donc essentiellement de la préparation du gaz, de
son nombre d’atomes et de la force des interactions. Plus le paramètre χ va être grand, plus les variances
∆v(t) et ∆x(t) augmenteront vite avec le temps. De la sorte, l’extension dans l’espace des phases de la
fonction de Wigner, à un temps donné, est d’autant plus grande que χ est grand (cf. Fig. 5.3). Ainsi,
comme il y a conservation de la densité dans l’espace des phases, on s’attend à ce que le paramètre
de monochromaticité locale décroisse asymptotiquement plus rapidement pour de grandes valeurs de
χ. Une autre possibilité permettant de minimiser ce paramètre de monochromaticité serait de relâcher
progressivement le nuage.
5.5.2 Gain d’un découplage progressif lors de la diffusion d’un nuage d’atomes sur
un potentiel local
Jusqu’à présent nous avons considéré le cas d’un nuage d’atomes initialement dans un potentiel
harmonique que l’on éteint en un temps inﬁniment court. Réaliser un découplage progressif permet de
diluer le nuage plus rapidement. En eﬀet, à chaque intervalle de temps, durant cette étape, une partie
des atomes peut s’échapper du puits de sorte à ce que, in fine, l’extension spatiale globale du gaz soit
supérieure au cas d’un découplage instantanée [12]. Dans cette sous-section, on réalise la diﬀusion de
paquets d’onde au travers d’une double barrière répulsive, et on compare les transmissions tunnel asso-
ciées à : (i) un paquet d’onde ayant une vitesse de groupe donnée en l’absence de potentiel extérieur,
(ii) une onde de matière issue d’un découplage progressif, en présence d’une force constante.
∗. À noter que, par définition, plus le paramètre de monochromaticité est petit plus la variance en vitesse locale est
petite.
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Figure 5.10
(a) Représentation schématique de la propagation d’un paquet d’onde sur le potentiel (5.47) en l’absence
de potentiel extérieur. (b) Probabilité de réflexion d’une onde plane (ligne continue), d’un paquet d’onde
gaussien de dispersion en vitesse ∆v = 20 µm (ligne en pointillés) et de dispersion ∆v = 600 µm (ligne
tiretée). (c) Représentation schématique de la propagation d’une onde de matière issue d’un découplage
adiabatique d’un puits de potentiel (lignes pointillées) sur une pente, et diffusant sur le potentiel (5.47).
(d) Probabilité de transmission d’une onde plane (ligne continue) d’une onde de matière issue d’un nuage
piégé de dispersion initiale ∆v = 600 µ/s relâché durant un temps τ = 80 ms (ligne tiretée) ; d’une onde
de matière découplée adiabatiquement à partir d’un condensat de Bose-Einstein de dispersion de l’ordre
de 2 mm/s durant un temps τ = 100 ms (ligne en pointillés).
L’objet diﬀusant que l’on considère ici est une double barrière composée d’une unique période d’un
potentiel sinusoïdal se situant à une position q = x0, tel que :
UDB(x) = 2U0
[
1− cos
(
2π(x− x0)
d
)]
H(x− x0 + d)H(x0 + d− x), (5.47)
où U0 est la hauteur du potentiel, d le pas du réseau et H la fonction de Heaviside (déﬁnie par
H(x < 0) = 0 et H(x ≥ 0) = 1). Ce potentiel, qui est une cavité Fabry-Perot pour onde de matière
de largeur d, est représenté schématiquement sur les ﬁgures 5.10.a et 5.10.c. Par la suite, on choisira
les paramètres numériques suivant : x0 = 201 µm et d = 0.48µm, soit : vR = h/(md) = 9.565 µm. Ce
potentiel présente plusieurs résonances et nous en étudierons une en particulier, se situant à une énergie
E0 = mv20/2 avec v0 = 1.62vR = 15.53 mm/s, pour une barrière dont la hauteur est 16.08ER = 6.13E0.
La largeur de cette résonance est 1000 fois plus petite que E0 soit, en unités de température, égale à 0.36
pK, ou encore à une dispersion de vitesse de 8.3 µm/s. À titre de comparaison, il est possible d’atteindre
avec un condensat de Bose-Einstein de rubidium une dispersion de l’ordre du mm/s (à noter qu’il est
toutefois possible d’améliorer cette dispersion par des techniques de delta-kicked cooling [1, 2]).
De manière à estimer la probabilité de transmission au travers de ce potentiel, en fonction de la
hauteur du potentiel, on peut réaliser la diﬀusion d’ondes planes de vecteur d’onde k0 = mv0/~ ﬁxé (cf.
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Annexe A). Le résultat obtenu est représenté par la ligne continue du graphique 5.10.b, et on observe
que cette vitesse coïncide avec une résonance lorsque U0 = 4.02ER. La variance en termes de profon-
deur de cette résonance peut être obtenue à l’aide d’un ﬁt et est de ∆U0 ≃ 0.008ER. Cela signiﬁe que
pour réaliser expérimentalement une telle double barrière à l’aide d’un système optique, il est nécessaire
de pouvoir stabiliser l’intensité des lasers à mieux de 1 pour mille, et non pas de plus que la largeur
de la résonance qui est de : ER/1000. Ceci a pour conséquence de faciliter la détection de cette résonance.
Plaçons-nous maintenant dans le cas de la diﬀusion d’un paquet d’onde sur ce potentiel en l’absence
d’interaction. La ﬁgure 5.10.b représente le résultat obtenu numériquement pour un paquet d’onde d’une
largeur ∆v = 20 µm (ligne en pointillés). On observe que la largeur et le contraste de la résonance sont
inférieurs à ceux obtenus dans le cas de l’onde plane car, à résonance, 38% des atomes sont transmis
(on rappelle que l’ordre de grandeur typique de la dispersion d’un condensat de Bose-Einstein est 100
fois plus grande). Plus encore, lorsque la dispersion excède 200 µm (ligne tiretée) la résonance devient
impossible à résoudre par transmission.
Considérons maintenant le cas d’un paquet d’onde initialement piégé dans un potentiel harmonique,
puis relâché dans un potentiel linéaire. Celui-ci subit une accélération due à la pente γ et le potentiel
ressenti par les atomes s’écrit :
U(x, t) = mγ(x− x0)− U0e−t/τ exp
(−2x2
w20
)
+ UDB(x), (5.48)
où w0 est la largeur à mi-hauteur du piège. La position initiale x = 0 est choisie de sorte que sa vitesse
moyenne soit égale à v0 lorsqu’il arrive à la position q = x0, c’est-à-dire γ = v20/(2d) = 0.6 m/s
2, qui
correspond à l’énergie de la résonance que l’on étudie. Le temps de fermeture du piège τ (qui tend
vers 0 dans le cas de la fermeture instantanée discuté plus haut), est désormais un paramètre. Nous
avons démontré plus haut que l’utilisation des corrélations moment-position qui apparaissent durant la
propagation permet de réduire considérablement la dispersion en vitesse locale. L’ouverture progressive
du piège permet de bénéﬁcier de ces corrélations car, classiquement, les atomes qui ont la probabilité la
plus grande de sortir sont ceux qui ont la plus grande énergie cinétique ∗. Ainsi, grâce à cette ouverture
lente on dispose d’un nuage d’atomes ayant une dispersion en vitesse locale très petite après propagation.
Aﬁn d’illustrer cette idée, on réalise à la ﬁgure 5.10.d la propagation d’une onde de matière en
l’absence d’interaction, issue d’un découplage progressif en un temps τ = 80 ms, avec initialement une
dispersion de 600 µm/s. On observe ici plus de 40 % de réﬂexion lorsque l’on fait varier la hauteur du
potentiel, ce qui est comparable au cas précédent en l’absence de pente, mais avec une dispersion qui
était elle 30 fois plus petite. Ceci démontre que les corrélations améliorent nettement le contraste.
Maintenant, voyons ce qu’il en est dans le cas réaliste d’un condensat de Bose-Einstein en interaction
atome-atome répulsive, de dispersion initiale ∆v = 2 mm/s. La ﬁgure 5.10.d (ligne en pointillés) repré-
sente la transmission obtenue après un découplage de temps τ = 100 ms. On observe un contraste de
30% comparable à celui obtenu dans cas précédent. La conversion de l’énergie d’interaction en énergie
cinétique tend à diminuer la dispersion en vitesse locale (cf. paragraphe précédent), qui est d’autant plus
petite à la position q = x0 que τ est grand. À titre de comparaison, un découplage instantané conduit à
un contraste de 10 % sur la transmission (qui, en l’absence d’interaction, correspond à un paquet d’onde
de dispersion égale à 50 µm/s, soit 40 fois plus petite que celle d’un condensat). On remarque que la
forme de la transmission en fonction de la hauteur du potentiel est diﬀérente de celle obtenue dans le
cas sans interaction. Ceci provient de la forme du proﬁl de Thomas-Fermi et, plus particulièrement,
des ailes brusquement décroissantes au bords de la densité, ce qui change la conversion des corrélations
position-vitesse durant la propagation.
∗. C’est d’ailleurs cette stratégie qui est mise à l’œuvre dans la création d’ondes de matière guidées.
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5.6 Conclusion
Nous avons montré que grâce aux interactions répulsives d’un gaz d’atomes sur une pente, il est
possible de diminuer la dispersion en vitesse locale. Une analyse du système basée sur une loi d’échelle,
a rendu possible le calcul analytique de la dynamique de sa fonction de Wigner dans diﬀérents régimes
d’interactions inter-atomiques. À partir de cette distribution de Wigner il a été possible de déﬁnir une
distribution en vitesse locale, dont la dispersion décroît avec la position à laquelle on réalise la mesure
contrairement à son homologue global. Une étude numérique a permis de déterminer le domaine de
validité du modèle, et a montré que celui-ci se situe dans des régimes accessibles par des expériences
d’atomes froids actuelles. Ainsi, on a pu démontrer dans le cadre de ce formalisme, la possibilité de
sonder des résonances inférieures au pico-Kelvin, par l’intermédiaire d’un condensat de Bose-Einstein
en régime d’interactions fortes découplé initialement de son piège.
Cette étude peut être directement étendue à des systèmes de dimensions supérieures à un, ainsi qu’à
la diﬀusion sur d’autres types de potentiels comportant des résonances [3]. Dans l’article [13], l’auteur
propose de réaliser un eﬀet de blocage atomique dans le cadre d’une cavité de Fabry-Perot. Le principe
est de piéger un atome unique entre une double barrière ayant très peu de résonance qui se situe à des
énergies diﬀérentes si l’atome est présent dans la cavité ou non. En pratique, il est diﬃcile de sonder
avec un gaz d’atomes de telles résonances de par leur ﬁnesse en énergie. En revanche, l’utilisation des
corrélations position-vitesse permettrait, à l’aide de la transmission d’un gaz d’atome lors de sa diﬀusion
sur ce complexe atome-cavité, de conclure quant à la présence de l’atome.
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Conclusion Générale
« L’avenir, c’est du passé en
préparation. »
P. Dac
Dans ce manuscrit, j’ai développé les travaux que nous avons réalisés durant ma thèse concernant
l’étude de l’interaction de condensats de Bose-Einstein avec des potentiels façonnés. Plusieurs théma-
tiques se sont dégagées durant ces recherches. La première consistait à utiliser un réseau dont la pro-
fondeur dépend de la position, comme objet générant des barrières tunnels modulables pour les atomes.
Le formalisme qui a été utilisé est l’extension de la théorie des bandes aux ondes évanescentes, ce qui a
permis dans ce cas de déﬁnir un nouveau type de barrière tunnel. Dans les expériences, l’enveloppe du
réseau optique provient du croisement de deux faisceaux lasers gaussiens. Ce réseau peut être vu comme
une cavité de type Fabry-Perot pour des atomes initialement au centre de celle-ci. Les résonances de
cette cavité peuvent être calculées à l’aide d’un modèle semi-classique qui a révélé que la ﬁnesse de la
cavité dépend fortement de l’énergie.
Cette étude théorique a été mise en regard avec les expériences menées par le groupe atomes froids
du laboratoire collisions agrégats et réactivité en 2013. Un condensat de Bose-Einstein, préalablement
mis en mouvement, a été initialement chargé adiabatiquement au centre d’un réseau optique, de manière
à ce que celui-ci soit, en même temps, dans plusieurs cavités de propriétés diﬀérentes. Les barrières tun-
nels créées par l’enveloppe ont permis l’observation d’oscillations de la densité ainsi que de l’émission de
plusieurs paquets d’atomes. Une étude plus détaillée de ces paquets a montré qu’ils proviennent d’une
première réﬂexion sur un des bords de la cavité, avant d’être transmis au travers de l’autre bord. Cette
réﬂexion a pour eﬀet de re-focaliser le nuage d’atomes durant sa propagation. Ce type d’eﬀet lentille
pourrait être utilisé pour créer une source d’atomes cohérente et focalisée. Un nouveau design de la forme
de l’enveloppe pourrait également être mis en place expérimentalement, de manière à synchroniser les
oscillations de toutes les classes de vitesse à l’intérieur de la cavité, le but étant de réaliser l’équivalent
atomique d’un laser pulsé mode-locked. Les études théoriques que j’ai menées ont aussi porté sur la
possibilité de réaliser des cavités à l’aide d’un réseau optique à deux dimensions. La topologie des cavi-
tés, créées par le réseau, est alors proche de celle de billards dont le dynamique pourrait présenter un
caractère non-ergodique et chaotique. Enﬁn, l’ajout d’une modulation temporelle (périodique) de l’enve-
loppe du réseau permet de réaliser des transitions résonantes d’une bande à une autre. Utiliser ce degré
de liberté, dans le cas d’un potentiel périodique avec une enveloppe, permet de réaliser des transitions
locales. J’ai pu montrer qu’un choix judicieux de la fréquence de modulation permet de déplacer une
partie de la densité dans des cavités latérales et/ou centrales. Lorsque la fréquence permet de faire une
transition entre un état résonnant et un état lié, la cavité créée par cet état lié n’a aucune perte car la
probabilité de transmission est, par déﬁnition, nulle. Piéger des atomes dans ce type de cavité, pourrait
permettre la réalisation de réseaux de cavités dont la transmission tunnel est assistée par la modulation.
Dans la continuité de ces travaux, nous avons fait une étude spectroscopique d’un potentiel quasi-
périodique à une dimension. Composé de deux fréquences spatiales, il a été démontré que ce système,
dans le régime des liaisons fortes, a le même spectre d’énergie que le papillon d’Hofstadter. Celui-ci
peut s’observer dans un système d’un électron plongé dans un réseau cristallin bidimensionnel, soumis à
un fort champ magnétique uniforme et perpendiculaire au plan du réseau. Les propriétés de ce spectre
sont nombreuses, mais la plus fascinante est, sans doute, sa fractalité. Une mise à l’échelle de cette
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distribution d’énergie nous a permis d’établir une mesure précise de sa dimension fractale. De nombreux
travaux expérimentaux ont vu le jour récemment dans le but de simuler ce système, sans pour autant
être parvenus à mesurer directement cette dimension. Dans le cadre d’atomes froids dans un réseau
bichromatique, le diagramme de bande se découpe en une inﬁnité de bandes lorsque les fréquences de-
viennent incommensurables. Un de nos objectif est de réaliser une expérience rendant compte de cette
complexité et permettant de faire une spectroscopie avec une grande résolution en énergie. Les travaux
menés jusqu’à présent ont permis d’éliminer quelques pistes et d’autres sont encore à l’étude.
Une deuxième partie de cette thèse a été consacrée au rôle des interactions inter-atomiques dans un
expérience de diﬀusion sur un potentiel local. Lorsque l’on considère un condensat de Bose-Einstein, on
peut faire l’approximation que tout le nuage atomique est régi par une seule et unique fonction d’onde à
N corps. À température nulle, les interactions peuvent être décrites par un seul terme de champ moyen
dans l’équation de la dynamique du nuage d’atomes, dite de Gross-Pitaevskii. Nous avons vu que cette
équation diﬀérentielle non-linéaire admet une solution particulière (en l’absence de potentiel extérieur)
dans le cas où les interactions sont attractives : le soliton. Cette solution d’équilibre est aujourd’hui
observée dans des expériences d’atomes froids, par plusieurs groupes et avec diﬀérents types d’atome.
Nous avons démontré qu’il est possible d’exploiter l’énergie d’interaction de ce soliton, lors d’une diﬀu-
sion sur un potentiel local, aﬁn d’en sonder les états stationnaires et résonnants. Une étude numérique
a mis en évidence qu’au passage du soliton, une partie de ses atomes est déposée dans le puits, puis y
reste piégée. Une étude systématique dans l’espace des paramètres a conduit à l’observation numérique
d’états de surface localisés à l’interface entre un potentiel périodique et l’espace libre.
Enﬁn, nous avons développé un formalisme permettant d’exploiter les interactions répulsives d’un
gaz d’atomes monodimensionnel, lors de son expansion dans un champ de force constant, dans le but
de sonder des résonances très ﬁnes en énergie. L’étude est basée sur l’emploi de grandeurs dynamiques
locales qui, contrairement à leurs homologues globales, décroissent au cours de la dynamique. Celles-ci
peuvent être calculées à partir des moments en vitesse de la distribution de Wigner du nuage. Nous
avons pu valider l’application d’une loi d’échelle sur cette distribution, pour le cas d’un gaz d’atomes
non interagissants et d’un gaz réel, en la comparant directement à l’intégration numérique de l’équation
de Schrödinger (resp. Gross-Pitaevskii) dépendante du temps. Une application directe de ce formalisme
concerne le découplage progressif d’un gaz initialement piégé. Nous avons montré, lors de sa diﬀusion
sur un potentiel local ayant une résonance en énergie, que la pente du potentiel joue un rôle crucial sur
le contraste de cette résonance au travers du coeﬃcient en transmission. L’exploitation des corrélations
position-vitesse mises en jeu lors de la propagation du gaz induit une nette décroissance de la disper-
sion en vitesse locale. Ce type de méthode expérimentale pourrait être utilisée de manière à sonder des
résonances en énergie de largeur inférieure au pico-Kelvin.
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« I have questions to all your
answers. »
W. Allen
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A.1 Introduction
Nous présentons dans ce chapitre quelques-uns des programmes qui ont été développés durant cette
thèse. On peut grouper ces programmes en deux thématiques. La première concerne la résolution de
l’équation de Schrödinger (linéaire et non-linéaire) dépendant du temps. La méthode présentée ici repose
sur une décomposition d’un hamiltonien général que l’on détaillera. Une deuxième partie concerne un
résolution itérative de l’équation de Schrödinger stationnaire.
A.2 Propagation d’une fonction d’onde dans le temps
Notre but est de simuler des gaz d’atomes ultra-froids dans des réseaux optiques et dans de larges
régimes d’interaction inter-atomique, l’objectif étant de pouvoir réaliser ensuite des comparaisons di-
rectes avec les expériences menées au sein de l’équipe atomes froids du laboratoire collisions agrégats et
réactivité. L’algorithme présenté ici permet de propager une fonction d’onde dans un potentiel général
à une dimension.
A.2.1 Algorithme du Split-Step Fourier
Deux étapes seront nécessaires à la réalisation d’une simulation, à savoir : la déﬁnition d’une fonction
d’onde initiale Ψ(x, t0) = 〈x|ψ(t0)〉, suivie d’un calcul de la fonction d’onde à un instant t en résolvant
la dynamique de l’équation de Schrödinger linéaire et non linéaire, l’objectif étant toujours d’avoir une
grande précision numérique à moindre coût. Dans ce cadre, le choix d’une méthode split-step Fourier
s’est fait naturellement. En eﬀet, c’est une méthode d’ordre 3 mettant en jeu des transformées de Fourier
rapides (Fast Fourier Tranform) qui ont une complexité algorithmique seulement en N logN (pour un
vecteur de taille N).
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Utilisation du split operator
On déﬁnit un hamiltonien sous sa forme standard : Hˆ = Tˆ + Vˆ , tel que :
i~
∂Ψ(x, t)
∂t
=
(
Pˆ 2
2m + Vˆ
)
Ψ(x, t). (A.1)
L’intégration directe de l’équation conduit à la relation ∗ :
Ψ(x, t) = U(t, t0)Ψ(x, t0) = e−i(t−t0)HˆΨ(x, t0). (A.2)
Dans ce sens, si l’on considère une propagation de pas de temps ∆t, cette dernière équation nous fournit
l’information sur la fonction d’onde au temps t+∆t à partir de la fonction d’onde au temps t, soit :
Ψ(x, t+∆t) = e− i~ (t+∆t−t)HˆΨ(x, t) = e−
i
~∆t
(
Pˆ2
2m+Vˆ
)
Ψ(x, t). (A.3)
D’après le théorème de Baker-Campbell-Hausdorff et puisque : [Pˆ 2, Vˆ ] = 0, on obtient la forme symé-
trique du split operator à l’ordre 3 à partir de l’équation (A.3) :
Ψ(x, t+∆t) = exp
(
− i
~
∆t
2 Tˆ
)
exp
(
− i
~
∆tVˆ
)
exp
(
− i
~
∆t
2 Tˆ
)
Ψ(x, t) +O(∆t3), (A.4)
où le terme d’ordre 3 est donné par : O(∆t3) = 124
[
Tˆ + 2Vˆ , [Tˆ , Vˆ ]
]
∆t3. Par la suite, on montrera qu’à
cet ordre, l’algorithme produit des résultats dont la précision est satisfaisante pour des temps de calcul
raisonnables. Il est néanmoins possible de développer à un ordre plus élevé de sorte à obtenir [1] :
Ψ(x, t+∆t) = exp
(
−γ i
~
∆t
2 Tˆ
)
exp
(
−γ i
~
∆tVˆ
)
exp
(
−(1− γ) i
~
∆t
2 Tˆ
)
× exp
(
−(1− 2γ) i
~
∆tVˆ
)
exp
(
−(1− γ) i
~
∆t
2 Tˆ
)
× exp
(
−γ i
~
∆tVˆ
)
exp
(
−γ i
~
∆t
2 Tˆ
)
Ψ(x, t) +O(∆t5),
où γ = 1/(2− 21/3) est une constante (solution d’un polynôme d’ordre 3).
Cet algorithme présente de nombreux avantages :
• l’opérateur de propagation étant unitaire, la conservation de la norme est immédiate,
• on peut considérer le cas d’un potentiel dépendant du temps V0(x, t) en redéﬁnissant le potentiel à
chaque itération. En eﬀet, même si l’équation (A.2) a été obtenue par l’intégration d’un hamiltonien
stationnaire, la discrétisation en temps justiﬁe le fait que l’on propage la fonction d’onde soumise
à un potentiel non statique,
• il est possible de considérer le cas où le potentiel n’est pas linéaire. En eﬀet, jusqu’à présent aucune
hypothèse n’a été faite quant à la déﬁnition de Vˆ .
Cette méthode garantit donc une robustesse de la norme qui est un avantage à comparer avec
des schémas basés sur des diﬀérences ﬁnies comme l’algorithme de Crank-Nicholson. Il existe d’autre
méthodes spectrales comme celle basée sur la décomposition de la fonction d’onde dans la base des
polynômes de Tchebychev ou de Legendre, par exemple.
Algorithme
Dans un premier temps, il faut déﬁnir la fonction d’onde à l’instant initial. Dans une première partie,
en l’absence d’interaction, on considère un paquet d’ondes qui est la fonction propre du fondamental de
∗. A condition que l’hamiltonien soit indépendant du temps.
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l’oscillateur harmonique à une dimension, que l’on multiplie par un terme de phase exp(ik0x) qui contient
l’information de l’impulsion initiale p0 = ~k0. Le schéma itératif entre deux pas de temps consécutifs se
base sur une triple propagation de la fonction d’onde numérique Ψ : d’abord dans l’espace des k, puis
dans l’espace des x et enﬁn, une dernière fois, dans l’espace des k (cf. Fig A.1). Ce calcul s’accompagne
donc de transformations de Fourier discrètes. Le choix de la fonction d’onde, initiale ne nécessite pas de
condition sur ses dérivées (comme cela peut être le cas pour certaines méthode de diﬀérences ﬁnies).
La première propagation libre dans l’espace des k, se fait à partir de l’ajout d’une phase dynamique
à la fonction d’onde après une première transformation de Fourier.
Ψ˜(1)(k, t+∆t) = exp
(
− i~∆t4m ∆k
2
)
Ψ˜(k, t), (A.5)
où ∆k = 2π/L est le pas minimal de la transformation de Fourier discrète (cf. plus bas). On note Ψ˜ la
transformée de Fourier de la fonction d’onde Ψ. Ensuite, après une transformée inverse, on ajoute une
phase liée à la propagation dans un potentiel :
Ψ(2)(x, t+∆t) = exp
(
− i∆t
~
V (x)
)
Ψ(1)(x, t+∆t). (A.6)
Enﬁn, après une dernière transformée de Fourier, on propage la fonction d’onde dans l’espace des k de
sorte que :
Ψ˜(3)(k, t+∆t) = exp
(
− i~∆t4m ∆k
2
)
Ψ˜(2)(k, t+∆t). (A.7)
Cet algorithme présente une itération dans le temps et a besoin de l’utilisation d’une FFT à chaque
itération. Ainsi plusieurs discrétisations sont à déﬁnir. On verra par la suite comment doivent être déﬁnis
ces pas de discrétisation.
A.2.2 Domaine de validité du programme
Le choix du nombre de points pour discrétiser l’espace et le temps est déterminé par le problème
que l’on cherche à résoudre. Le critère essentiel, en ce qui concerne l’espace, est de bien déﬁnir à la fois
le potentiel et la fonction d’onde initiale. Dans le cas du temps, la condition doit être déterminée en
regard des domaines énergétiques à explorer durant la propagation.
Repliement du spectre
La méthode de résolution de la dynamique de l’équation de Schrödinger présentée ici se fait à la fois
dans l’espace réel et dans l’espace réciproque. La fonction Ψ˜(k, t), calculée numériquement à partir d’une
transformation de Fourier Rapide (FFT), est déﬁnie sur un intervalle allant de 0 jusqu’à ks = 2π/δx
(où δx = L/(nx − 1) est le pas de discrétisation de la boîte dans laquelle se déroule le calcul). Cette
fréquence est appelée fréquence de coupure et doit être supérieure à toutes les fréquences entrant en
jeu dans la dynamique. L’utilisation d’une FFT induit un repliement de l’espace de Fourier autrement
dit : Ψ˜(k +Nks, t) = Ψ˜(k, t), pour tout N ∈ N. Enﬁn, la taille ﬁnie de la boîte implique une fréquence
spatiale minimale dans le spectre de 2π/L. À chaque simulation, on fait donc implicitement l’hypothèse
qu’aucune excitation dont la largeur est inférieure à celle-ci participe à la dynamique. Qui plus est, il
faut toujours veiller à ce que cette fréquence soit suﬃsante pour échantillonner la fonction d’onde dans
l’espace de Fourier.
En pratique, on peut donc a priori s’aﬀranchir de ce problème en considérant une discrétisation
telle que le pas spatial dx soit supérieur à la distance typique de variation du potentiel V (x) et de
la fonction d’onde initiale Ψ(x, 0). Ce raisonnement est correct mais à condition de considérer un état
stationnaire. Or, on cherche ici à réaliser la dynamique d’un paquet d’ondes, il faut donc prendre en
compte le moment k0 du paquet (voire k0(t) si celui-ci est accéléré durant sa propagation). Ainsi un
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Déﬁnition de la fonction d’onde initiale : ψ(x, 0)
FFT ⇒ Ψ˜(k, t0)
Évolution libre dans l’espace réciproque
FFT−1 ⇒ Ψ(x, t)
Évolution dans l’espace réel
Itération
tem
porelle
FFT ⇒ Ψ˜(k, t)
Évolution libre dans l’espace réciproque
FFT−1 ⇒ ψ(x, tf )
Figure A.1
Schéma de l’algorithme Split Fourier.
dernier critère dynamique de discrétisation de l’espace est : k0(t) < ks, ∀t. Si ce critère n’est pas satisfait
alors le paquet d’ondes se retrouve « transporté »à une position opposée par rapport au centre de la
boîte (cf. section concernant les conditions aux limites).
Résolution temporelle
En ce qui concerne le temps, le choix est un peu plus subtil. Un article [2] montre en utilisant un
raisonnement qualitatif basé sur des considérations spectrales que le pas de temps doit être tel que :
∆t < π~3∆V , (A.8)
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où ∆V est la hauteur (profondeur) maximale que prend le potentiel V (x, t) durant la durée de la propa-
gation. Ainsi, on doit choisir un nombre de points en temps en fonction de ce critère. Ce critère doit être
étendu lorsque l’on considère le cas où le potentiel a une partie dépendant du temps et/ou dépendant
de la fonction d’onde (comme c’est le cas dans le cas de l’équation de Schrödinger non linéaire). Aucun
critère n’est connu à ce jour pour déﬁnir une limite supérieure pour le pas de temps dans ce cas. En pra-
tique, il est nécessaire de prendre un pas de temps plusieurs ordres de grandeur en dessous de cette limite.
À noter que si l’on considère la propagation libre d’un paquet d’ondes i.e. ∆V = 0, alors le pas de
temps peut être pris arbitrairement grand : la dynamique peut se calculer en une seule récursion de
l’algorithme. On est dans un cas analytique pouvant servir à tester la validité du programme.
Tests
Un des premiers tests que l’on peut eﬀectuer est donc celui de l’étalement d’un paquet d’ondes.
L’étude dynamique se réalise dans un cas très simple qui est la dynamique d’un paquet d’ondes gaussien,
état fondamental d’un oscillateur harmonique déﬁni par la relation :
Ψ(x, 0) =
(mω
π~
) 1
4 exp
(
−mω2~ (x− x0)
2
)
e−ik0x. (A.9)
L’évolution temporelle de cette fonction d’onde peut se résoudre analytiquement [3]. On pose σ2 =
4~/mω :
Ψ(x, t) =
(
4
πσ2
) 1
4 eiφ( 4
σ4 +
4~2t2
m2
)1/4 eik0x exp
{
−
[
x− ~k0tm
]2
2
σ2 +
2i~t
m
}
, (A.10)
et on note : φ = −θ − ~2k20t2m avec tan 2θ = ~σtm . Soit, la densité de probabilité suivante :
|Ψ(x, t)|2 =
√
2
πa2
1√
1 + 4~2t2m2a4
exp
(
−2a
2 (x− x0 − ~k0tm )2
a4 + 4~2t2m2
)
(A.11)
où : a =
√
2~
mω = σ/
√
2. Il est donc aisé d’implémenter cette relation aﬁn de réaliser plusieurs compa-
raisons avec la fonction d’onde calculée à l’aide de la méthode split-step Fourier (Fig. A.2.a). Dans le
but d’eﬀectuer une comparaison quantitative, on calcule la ﬁdélité suivante :
F =
N∑
n=1
|〈ψnum(t)|xn〉〈xn|ψthéo(t)〉| (A.12)
On choisit ici des paramètres dont les ordres de grandeur sont typiques de ceux que l’on rencontre dans
le domaines des gaz d’atome ultra-froids : ∆v = 2 mm/s, v = 10 mm/s, nx = 216 et nt = 16300. Le
calcul mené à t = 80 ms, donne une valeur de F = 99.86, ce qui est tout à fait satisfaisant. Calculer
la ﬁdélité, compte tenu de sa déﬁnition, présente l’avantage de prendre en compte la diﬀérence de phases.
On vériﬁe, en parallèle, la conservation de la norme. Le split operator étant composé de produits
d’exponentielles complexes, il en découle la conservation théorique de la norme. On peut vériﬁer la
non-variation de cette norme à chaque itération temporelle (Fig. A.2.b). Une étude ﬁne montre une
décroissance linéaire de cette norme au cours du temps que l’on peut interpréter comme le signe d’une
« perte »numérique. L’ordre de grandeur de cette non-conservation étant inférieur à 10−12, elle pourra
être négligée. Dans un deuxième temps, vériﬁons que l’on ait bien un étalement du paquet d’ondes et
que celui-ci soit bien en accord avec la théorie. Pour ce faire, on représente l’évolution temporelle suivant
l’axe des abscisses et l’espace en ordonnée. Il y a une très bonne adéquation entre les données numériques
et théoriques dans ce cas simple. Ceci conclut un premier test de l’algorithme.
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Figure A.2
(a) Étalement du paquet d’ondes gaussien Ψ0(x, t) dans l’espace libre, de dispersion en vitesse ∆v = 2
mm/s et de vitesse moyenne nulle. (b) Calcul de la norme de la fonction d’onde en fonction du temps.
Le graphique représente l’écart à sa valeur théorique de 1. Une interpolation linéaire de la pente de la
droite nous indique que la perte numérique est de 4.1 × 10−14 à chaque étape de temps, sachant que
l’incertitude numérique, qui est la norme à t = 0, est de 2× 10−15.
Calcul des écarts à la théorie
J’ai pu constater que l’erreur est constante si l’on augmente d’un même facteur à la fois le temps
de propagation T et le nombre de points en temps nt, ou la largeur de la boîte L et le nombre de
points en espace nx (L = 1 mm et T = 300 ms). Ces calculs d’erreur ont été eﬀectués dans le cas de
la propagation d’une superposition d’états dans un oscillateur harmonique (cf. sous-section A.2.2). On
choisit ce système physique car, contrairement au cas d’un réseau de profondeur ﬁnie, le potentiel ne
pose pas de contrainte (Eq. A.8) vis-à-vis du ∆t. L’espace est découpé en nx = 2n − 1 intervalles, du
fait de la subroutine réalisant la FFT, qui n’accepte que des vecteurs ayant une puissance de 2 comme
nombre de lignes.
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Figure A.3
(a) Variation de l’erreur en fonction de ∆x, Dans le cas où : nt = 2000, L = 0.5 mm et T = 40 ms. (b)
Convergence de la fidélité pour des valeurs décroissantes de ∆t. La valeur 1 correspond, dans ce système
d’unité, à ∆t = 3.07× 10−2 ms. Ici ∆x = 6.10× 10−6 mm.
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Les données récoltées (Fig. A.3.a) nous informent que, logiquement, l’erreur absolue :
ǫ =
N∑
n=1
|Ψnum(x, t)−Ψthéo(x, t)|2δx,
moyennée sur tout l’espace et le temps, est décroissante avec ∆x. Qui plus est, on observe que pour
n > 9, malgré une diminution d’un facteur 2 du pas ∆x, l’erreur reste la même à 10−14 près (Fig. A.3).
Temps de calcul
Lorsque l’on eﬀectue des calculs numériques, un des critères in fine qui induit le choix des para-
mètres de discrétisation, n’est pas l’erreur que l’on souhaite avoir, car celle-ci peut être aussi petite que
l’on veut, mais le temps de calcul. Celui-ci croît avec le nombre de points que l’on a déﬁni lors de la
discrétisation. On réalise le récapitulatif de ces temps (Fig. A.4). Aﬁn d’être d’une utilité pratique, ces
calculs ont été réalisés par un ordinateur de bureau.
U0/ER = 1 U0/ER = 2 U0/ER = 3 U0/ER = 4 U0/ER = 5 U0/ER = 6
28 3” 5” 6” 8” 9” 12”
29 6” 8” 12” 16” 18” 23”
210 7” 15” 22” 30” 35” 42”
211 17” 30” 45” 1’00” 1’16” 1’27”
212 30” 1’02” 1’31” 2’00” 2’32” 3’00’
213 1’03” 2’05” 3’09” 4’12” 5’15” 6’17”
214 2’07” 4’13” 6’16” 8’59” 10’24” 12’47”
215 4’30” 8’54” 13’20” 17’31” 21’54” 26’34”
216 9’35” 18’53” 27’59” 36’33” 48’28” 53’28”
217 21’11” 41’14” 60’06” 81’01” 102’10” 127’58”
Figure A.4
Temps de calcul en fonction du nombre de points en temps nt = (ligne) et en espace nx (colonne). Ces
valeurs de nt = 3U0/π~T + 1 (avec T = 200 ms) ont été choisies pour satisfaire exactement le critère
théorique (Eq. A.8), dans le cas de potentiels de profondeurs maximales allant de 1 à 6 ER.
La lecture de ce tableau montre que le critère qui est limitant du point de vue du temps de calcul
est le pas de temps. En eﬀet, l’élément de l’algorithme nécessitant le plus de ressources est le FFT. Mais
cette dernière a une complexité en nx lognx, qui est quasi-linéaire. En revanche, augmenter nt consiste
à augmenter le nombre de FFT. Le schéma présentant l’algorithme (Fig. A.1) montre que celui-ci est
linéaire en temps et que le nombre de FFT durant la dynamique est donné par : 2×nt+1. Finalement, le
choix de ces paramètres doit se faire en réalisant un compromis entre une erreur numérique satisfaisante
et un temps de calcul raisonnable. Ainsi, pour un grand nombre des simulations de thèse, ces paramètres
furent de l’ordre nx = 216 et nt = 20000 points, soit un temps de calcul maximum de seulement un
quart d’heure.
A.2.3 Conditions aux limites
Jusqu’à présent nous avons considéré des simulations dont la dynamique ne concernait qu’une petite
partie de l’espace, car soit le paquet était conﬁné, soit le temps eﬀectif de simulation était trop court
pour une expansion importante. Le but de cet algorithme est d’être utilisé aﬁn de simuler à temps long la
diﬀusion d’un paquet d’ondes sur un potentiel localisé. Une grande partie de cette thèse constitue l’étude
de la diﬀusion de paquets d’ondes sur des potentiels locaux. Il sera donc nécessaire de s’aﬀranchir, dans
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LV0
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Figure A.5
Représentation schématique du potentiel imaginaire (Eq. (A.13)). Les absorptions ont lieu pour x =
L− d et x = d.
le cadre de ces études, des parties réﬂéchies et transmises à temps long. Ainsi, il se pose naturellement la
question de la déﬁnition des conditions aux limites. Dans un premier temps, on étudiera les conditions
aux limites propres à l’algorithme, puis on réalisera des bords absorbants à l’aide de l’ajout d’un potentiel
eﬀectif imaginaire.
Conditions aux limites « naturelles »
Nous avons vu précédemment que l’utilisation d’une FFT lors de la propagation libre implique un
repliement du spectre. Ainsi, lorsqu’un paquet d’ondes arrive aux bords, du fait de ce repliement de la
fonction inverse de Ψ˜(k, t), il y a une périodicité dans l’espace réel qui correspond à la taille de la boîte :
Ψ(x, t) = Ψ(x−L, t). On peut se servir de cette périodicité pour réaliser des propagations à temps long
avec une petite taille de boîte par exemple, mais son utilisation pratique est limitée. En eﬀet, dès lors que
le potentiel V (x) aura pour conséquence de séparer la fonction d’onde en deux, les conditions périodiques
entraîneront la possibilité d’une interférence entre les deux bras. Aﬁn de pallier ce problème, on pourrait
choisir d’imposer à la fonction d’onde de s’annuler au bord telle que : Ψ(x = 0, t) = Ψ(x = L, t) = 0
(conditions de Dirichlet). Or, imposer de telles conditions est similaire à déﬁnir un mur de potentiel
inﬁni aux bords conduisant à des interférences et à une réﬂexion partielle. Ainsi, aﬁn de limiter ces
réﬂexions, on utilise des bords absorbants.
Implémentation de bords absorbants
Lors d’une expérience de diﬀusion (à une dimension) d’un paquet d’ondes non interagissant sur
un potentiel localisé, deux voies de sorties sont possibles : une transmise et l’autre réﬂéchie. Ainsi il
est nécessaire de conserver leur séparation spatiale au cours du temps. Pour ce faire, on utilise dans
l’algorithme un artefact numérique absorbant la fonction d’onde aux bords de sorte à annihiler les eﬀets
liés à la périodisation. Ceci se réalise en ajoutant un potentiel imaginaire ayant la forme :
VI(x) =

iVI0
d−x
d si : 0 ≤ x ≤ d
iVI0
L−d−x
d si : L− d ≤ x ≤ L
0 sinon.
(A.13)
On représente ce potentiel à la ﬁgure A.5. Le choix de sa largeur d et de sa hauteur VI0 > 0 doit être
fait de sorte que l’absorption soit la plus eﬃcace possible. On peut eﬀectuer un test de l’eﬃcacité de
l’absorption en réalisant la diﬀusion d’un paquet d’ondes de vitesse moyenne donnée sur ce potentiel et
en regardant la densité restante dans la boîte, après la diﬀusion.
La vitesse et la position initiale du paquet d’ondes étant ﬁxées, on observe que, naturellement, le
temps à partir duquel la norme totale commence à diminuer, est plus court lorsque d est grand. Les
résultats de la ﬁgure A.6.a, montrent que la norme après diﬀusion est d’autant plus petite que la largeur
est grande. De la même manière, lorsque l’on augmente la hauteur, on absorbe plus eﬃcacement (Fig.
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A.6.b). La diﬃculté est ici de trouver le bon compromis entre la largeur (donc la taille de boîte) et
la hauteur (donc le pas de temps). Par ailleurs, on observe que lors de sa diﬀusion, une partie non
négligeable de la fonction d’onde est réﬂéchie. Cet eﬀet du potentiel imaginaire peut être minimisé
en prenant des largeurs de potentiel plus grandes relativement à sa hauteur. En résumé, le domaine
d’énergie cinétique Ec pour lequel ces bords absorbants sont eﬃcaces [4], correspond à :
d
√
Ec
~
√
8m
< VI0 < E
3/2
c d(~
√
8m). (A.14)
La minoration de la hauteur déﬁnit la condition pour obtenir un bord absorbant eﬃcace, tandis que la
majoration garantit une faible réﬂexion.
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Figure A.6
Norme de la fonction d’onde (de vitesse initiale v = 0.7vR et de dispersion en vitesse ∆v = 1 mm/s)
au cours du temps en fonction des deux paramètres du potentiel imaginaire : (a) sa largeur d (pour
V = ER) et (b) sa hauteur V pour d = 8 µm.
A.2.4 Résolution de la dynamique de l’équation de Schrödinger non-linéaire
L’équation de Schrödinger non-linéaire dépendant du temps permet de modéliser de nombreux sys-
tèmes physiques comme, notamment, la dynamique de gaz d’atomes interagissant à basse température
(cf. chapitre 4 et chapitre 5). Elle se diﬀérencie de l’équation linéaire par un terme dépendant du module
carré de la fonction d’onde. Ainsi le potentiel peut s’écrire :
V (x, t) = V0(x, t) + gN |Ψ(x, t)|2.
Nous avons établi plus haut qu’un des avantages d’utiliser un schéma de split-step Fourier est de pouvoir
traiter la dynamique même dans le cas où le potentiel dépend du temps. L’ajout d’un terme dépendant
de la fonction d’onde à l’instant t ne modiﬁe pas le schéma de l’algorithme. En revanche, il est nécessaire
maintenant de déﬁnir un pas de temps satisfaisant une contrainte énergétique supplémentaire liée à la
fonction d’onde. Le potentiel est désormais susceptible de prendre des valeurs arbitrairement grandes
au cours de la propagation et ainsi un pas de temps variable semble plus adapté.
Avant de réaliser tout calcul dynamique il est nécessaire de commencer avec une fonction d’onde
initiale dont les caractéristiques sont propres au système que l’on souhaite étudier. Dans le cas sans
interaction, nous partons de l’état fondamental d’un oscillateur harmonique dont la solution est connue.
Il est possible d’utiliser la schéma split-step Fourier en faisant une propagation en temps imaginaire :
∆t→ i∆t, pour trouver l’état fondamental de ce système. L’équation (A.4) devient alors :
Ψ(x, t+ i∆t) = exp
(
−1
~
∆t
2 Tˆ
)
exp
(
−∆t
~
Vˆ
)
exp
(
−1
~
∆t
2 Tˆ
)
Ψ(x, t) +O(∆t3).
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Figure A.7
Fonction d’onde initiale Ψ(x, 0) (fondamental d’un potentiel harmonique) (ligne noire), et fonction
d’onde après propagation en temps imaginaire pour le même potentiel harmonique mais en présence
d’interaction répulsive (ici gN > 0) (ligne bleue).
La propagation en temps imaginaire n’est plus conservative. Il est donc nécessaire de renormaliser la
fonction d’onde à chaque pas de temps. La propagation en temps imaginaire permet de converger vers
l’état fondamental de tout potentiel. En eﬀet, si l’on considère les énergies liées En < 0, associées
aux états liées |ψn〉 de du hamiltonien Hˆ , alors toute fonction d’onde |ψ(t)〉 peut s’écrire comme une
combinaison linéaire de ces valeurs propres tel que :
|ψ(t)〉 = c0eiE0t/~|ψ0〉+ c1eiE1t/~|ψ1〉+ c2eiE2t/~|ψ2〉+ . . . ,
avec cn ∈ C (n ∈ N). Si E0 < E1 < E2 < . . . alors, après une propagation en temps imaginaire, on a la
convergence (t→∞) :
|ψ(it)〉 ∼ e−E0t/~|ψ0〉.
Seule la valeur propre la plus petite en énergie demeure. Ainsi, cette méthode permet de converger
vers l’état fondamental de tout potentiel Vˆ en partant d’une fonction d’onde initiale arbitrairement
choisie ∗. La ﬁgure A.7 représente la fonction d’onde initiale et ﬁnale que l’on peut obtenir dans le cas
d’un potentiel harmonique.
A.3 Diffusion d’une onde plane
Aﬁn de mettre en exergue des phénomènes de transmission liés non pas à des valeurs propre d’un
hamiltonien mais à ses résonances, ou à des eﬀets de tailles et de bords, il est possible de réaliser une
expérience de diﬀusion. On cherche ici à avoir la meilleure résolution en énergie possible, c’est pourquoi
on choisit de réaliser une nouvelle méthode mettant en jeu la diﬀusion d’onde plane monochromatique
de vecteur d’onde k0.
∗. En pratique, on peut partir de l’état propre du potentiel en l’absence d’interaction, mais ce choix n’influence pas en
général le résultat final de la propagation en temps imaginaire.
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A.3.1 Principe de la méthode
La résolution de l’équation de Schrödinger stationnaire ∗ :(
− ~
2
2m
∂2
∂x2
+ V (x)
)
ψ(x) = Eψ(x),
peut se faire en propageant dans l’espace des x la fonction d’onde ψ(x) = A exp(ik0x) (où A est une
constante de normalisation). On discrétise l’espace en nx = L/dx+1 points de sorte à obtenir l’équation
de Schrödinger discrétisée en diﬀérence ﬁnie :
− ~
2
2m
ψ(xj) + ψ(xj+2)− 2ψ(xj+1)
∆x2 + V (xj+1) = Eψ(xj+1). (A.15)
Le principe de la méthode repose sur une intégration récursive partant de la fonction d’onde après
diﬀusion peut s’écrire exp(ik0x) où t est le coeﬃcient complexe en transmission (Fig. A.8.a).
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Figure A.8
(a) Représentation schématique de la diffusion d’une onde plane sur un potentiel quelconque. (b) Com-
paraison de la réflexion sur le potentiel (Eq. A.18) entre la solution analytique (Eq. A.19) et le calcul
numérique pour différentes valeurs du pas spatial ∆x.
Par soustraction, la fonction d’onde en amont du potentiel est alors (eik0x + re−ik0x)/t, où r est le
coeﬃcient complexe en réﬂexion satisfaisant |r|2 + |t|2 = 1. Ainsi, connaissant la valeur de la fonction
d’onde après diﬀusion à la position xn et xn−1 respectivement teik0xn/t et teik0xn−1/t (Fig. ??), on peut
calculer sa valeur à la position xj en inversant la relation (Eq. A.15) :
ψ(xj) =
2m
~2
[V (xj+1)− E]ψ(xj+1)∆x2 + 2ψ(xj+1)− ψ(xj+2). (A.16)
Ainsi, nous sommes en mesure de calculer la fonction d’onde à la position x0, x1 et x2. L’astuce du
calcul repose sur le fait que la dérivée au point x1 est :
ψ′(x1) = [ψ(x3)− ψ(x0))]/(2∆x)
= ik0
t
(eik0x1 + re−ik0x1).
∗. Il est possible d’étendre ce calcul à des paquets d’ondes en prenant la transmission pour différentes valeurs du
moment k0 et en pondérant par l’amplitude du paquet.
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Une réécriture de cette équation donne le coeﬃcient de réﬂexion :
|r|2 =
∣∣∣∣2∆x k0ψ(x1) + ψ(x0)− ψ(x3)2∆x k0ψ(x1)− ψ(x0) + ψ(x3)
∣∣∣∣2 . (A.17)
Ce calcul ne présuppose pas de condition particulière en ce qui concerne le potentiel. Malgré tout, il
faut relever que, lorsque t = 0, il y a une divergence. En pratique, on doit isoler ce cas particulier lors
du calcul de la fonction d’onde au point xj . On résume cet algorithme à la ﬁgure A.9
Déﬁnition de ψ(xn) et ψ(xn−1)
ψ(xj) à partir de (Eq. A.15)
Itération
spatiale
Calcul de ψ′(x1)⇒ r
Figure A.9
Schéma de l’algorithme de calcul de la transmission d’une onde plane au travers d’un potentiel quelconque
V (x) dans le cadre de la résolution de l’équation de Schrödinger.
A.3.2 Comparaison avec quelques solutions analytiques
Pour tester la validité du programme, on peut eﬀectuer une comparaison quantitative avec des
solutions analytiques que l’on peut obtenir pour certains potentiels. Par exemple, dans le livre Landau
et Lifshitz de Mécanique Quantique [5], on peut trouver le calcul exact de la transmission d’une onde
plane au travers d’un potentiel de la forme :
V (x) = U0
cosh2(x/d)
, (A.18)
avec d > 0 et on pose U0 > E0 > 0. On peut, dans ce cas, intégrer l’équation de Schrödinger pour
trouver une transmission si (U0 < ER) :
T (k0) =
sinh2(πk0/kR)
sinh2(πk0/kR) + cosh2[0.5π
√
4U0/ER − 1]
. (A.19)
Ici, l’utilisation de l’énergie de recul ER n’a pas de signiﬁcation particulière, même si l’ordre de grandeur
reste valable. Le seul paramètre numérique limitant dans cet algorithme est le pas spatial ∆x. On procède
alors à une comparaison pour diﬀérents pas spatiaux (Fig. A.8.b). La comparaison entre les valeurs
analytiques et numériques montre pour certaines valeurs de ∆x petites (= 8d) une bonne correspondance.
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Ceci est un leurre numérique. En eﬀet, lorsque l’on diminue le pas, on se retrouve loin du résultat attendu.
L’erreur relative change de signe lorsque l’on augmente le nombre de points. Il faut donc faire attention
à ce que la convergence soit satisfaite. Le critère principal est de résoudre spatialement le potentiel ∗
(i.e. dx≪ d dans ce cas particulier). Le choix du pas en moment ∆k peut être aussi un facteur limitant
lorsque l’on souhaite résoudre par exemple, des résonances ultra ﬁnes en énergie.
∗. Lorsque l’on traite de potentiel périodique ce critère rejoint celui de Shannon.
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Code Fortran 90 : calcul de transmission
1 PROGRAM trans_onde_planes
2 IMPLICIT NONE
3 ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! !
4 ! D e f i n i t i o n des v a r i a b l e s e t des cons tantes
5 ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! !
6 double p r e c i s i o n : : hbar , m, p i
7 parameter ( hbar=1.d0 )
8 parameter (m=1.d0 )
9
10 i n t e g e r ∗8 : : cx
11 i n t e g e r ∗8 : : ck
12 i n t e g e r ∗8 : : cv
13 i n t e g e r ∗8 : : nk
14 i n t e g e r ∗8 : : nx
15 i n t e g e r ∗8 : : nv
16
17 ! Nombre de po ints des e c h an t i l l i o n a g e s
18 parameter ( nx=2000)
19 parameter ( nk=20)
20 parameter ( nv=1)
21
22
23 double p r e c i s i o n : : k , kmin , x , xpot , E0 ,L , dx ,V0 ,Vmax, kmax , dk , d , x0
24 double complex : : i , ps i , ps i1 , ps i2 , psid , r e f
25 double p r e c i s i o n : : V
26 i =(0. d0 , 1 . d0 )
27
28 ! Largeur de l a bo i t e
29 L=40.d−6
30 xpot=L/2 . d0
31
32 ! Valeur min et max du moment k0
33 kmin=0.d0
34 kmax=0.25d0
35
36 ! Parametre du po t e n t i e l
37 d=1d−6 ! (m)
38 Vmax=−1d0 ! ( un i te r es eau )
39
40
41 ! conver s i on dans l e s un i t e s propr es au r es eau
42 kmax=kmax/(d / (2 . d0∗ p i ) )
43 kmin=kmin/(d / (2 . d0∗ p i ) )
44 dk=(kmax−kmin ) / dble ( nk )
45 dx=L/dble (nx−1)
46 Vmax=Vmax/(2 . d0 ∗(d / (2 . d0∗ p i ) ) ∗∗2 . d0 )
47
48
49
50 OPEN(1 , f i l e=’ t ransmi s s i on . txt ’ )
51 ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! !
52 ! Implementation de l ’ a l gor i thme
53 ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! !
54 DO ck=1,nk
55
56 ! D e f i n i t i o n du pseudo moment et de l a pseudo ene r g i e
57 k=kmin+dble ( ck ) ∗dk
58 E0=(hbar∗k ) ∗∗2 . d0 / (2 . d0∗m)
59
60 ! I n i t i a l i s a t i o n de Ps i
61 ps i 2=zexp ( i ∗k∗L)
62 ps i 1=zexp ( i ∗k∗(L−dx) )
63
64 DO cx=nx−2,1 ,−1
65 x=dble ( cx ) ∗dx
66 V=Vmax/( dcosh ( ( x−xpot ) /d ) ) ∗∗2 . d0
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67 ps i =(2. d0∗m/hbar ∗∗2 . d0 ) ∗(V−E) ∗ ps i 1 ∗dx ∗∗2 . d0+2.d0∗ ps i1−ps i 2
68
69 ! Condit ion pour e v i t e r l a d ivergence a transmi s s i on nu l l e
70 IF ( cx>1)THEN
71 ps i 2=ps i 1
72 ps i 1=ps i
73 ENDIF
74 ENDDO
75 ps id=(ps i2−ps i ) / (2 . d0∗dx )
76 r e f =(ps i1−ps id /( i ∗k ) ) /( ps i 1+ps id /( i ∗k ) )
77
78 wr i te (10 , ∗) r e a l (k ∗(d / (2 . d0∗ p i ) ) ) , r e a l ( 1 . d0−cdabs ( r e f ) ∗∗2 . d0 )
79 ENDDO
80 CLOSE(1)
81 END PROGRAM trans_onde_planes
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Système à deux fréquences
commensurables
« Citer les pensées des autres,
c’est regretter de ne pas les avoir
trouvées soi-même. »
S. Guitry
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Le réseau bichromatique monodimensionnel à fréquence double [1,2] s’est avéré être un système très
intéressant dans le contexte des simulateurs quantiques à atomes froids. Il a été démontré qu’un contrôle
en phase de ce double réseau permet d’observer l’eﬀet tunnel de Klein [3] ou encore l’implémentation
d’une lentille de Veselago à indice négatif [4]. Pour certaine valeur de profondeur et de phase, un tel
système peut être considéré comme un assemblage périodique de dimères. Dans ce type de système, le
groupe de I. Bloch a été en mesure d’observer la phase de Zak [5] (l’équivalent de la phase de Berry
pour un réseau monodimensionnel).
La première section de cette annexe est destinée à présenter le calcul analytique perturbatif des
solutions de l’équation de Mathieu faite au chapitre 2 et à développer une généralisation de cette théo-
rie au cas à deux harmoniques. Puis, on détaillera les méthodes numériques permettant le calcul des
domaines de stabilité des solutions de Floquet, que l’on comparera à leurs développements perturbatifs
au troisième ordre. Ce formalisme n’étant applicable qu’au cas particulier où le rapport entre les deux
fréquences spatiales sont commensurables d’un facteur 2, on présentera dans une seconde section deux
méthodes permettant de résoudre numériquement le spectre pour un potentiel où les fréquences peuvent
être prises de manière arbitraire.
B.1 Spectre du réseau bichromatique
Considérons une particule quantique de vitesse v et de massem, en présence d’un potentiel périodique
inﬁni à deux fréquences spatiales dont le rapport est commensurable (d’un facteur 2). Ce système à une
dimension est décrit par l’équation de Schrödinger :
− ~
2
2m
d2ψ
dx2 − U0
[
sin2
(πx
x
)
+ ǫ sin2
(
2πx
d
)]
ψ(x) = mv
2
2 ψ.
Cette équation peut se réécrire sous la forme d’un équation de Whittaker-Hill [6] :
d2ψ
dx˜2 + [a+ 2q(cos(2x˜) + ǫ cos(4x˜)]ψ = 0, (B.1)
183
où l’on a posé :
a = 4(v/vR)2 + 2(1 + ǫ)q et q = U0/ER.
Comme la périodicité du réseau est donnée par la fréquence spatiale la plus petite, la valeur du vecteur
d’onde de recul est toujours de kR = 2π/d.
B.1.1 Calcul perturbatif des solutions de l’équation de Whittaker-Hill
L’idée directrice de ce calcul est de réaliser un développement de a en fonction de n tel que les
solutions de (B.1) soient de la forme cosnx ou sinnx [7]. Nous avons vu au chapitre (2) que les valeurs
pour lesquelles on avait une ouverture des domaines de stabilité étaient les entiers tel que a = n2 avec
n ∈ N . Le développement de a peut s’écrire sous la forme :
a = n2 + α1q + α2q2 + α3q3 + · · ·
lorsque q ≃ 0. Dans le cas particulier où a = 1 (correspondant au premier gap), on pose comme solution
de l’équation générale [7] :
ψ(x) = cosx+ qc1(x) + q2c2(x) + q3c3(x) + · · · (B.2)
Si l’on insère ψ dans (B.1), on obtient :
− cosx+ qc′′1 + q2c′′2 + q3c′′3 + · · · =− cosx− q(c1 + α1 cosx)− q2(c2 + α1c1 + α2 cosx)
− q3(c3 + α1c2 + α2c1 + α3 cosx) + · · · − 2q(cos 2x+ ǫ cos 4x)ψ.
Avec :
(2q cos 2x)ψ = q cosx+ q cos 3x+ 2q2c1 cos 2x+ 2q3c2 cos 2x+ · · ·
(2q cos 4x)ψ = q(cos 2x+ cos 6x)− 2q2c1 cos 4x− 2q3c2 cos 4x+ · · ·
Lorsque l’on égalise les coeﬃcients de chaque puissance de q on obtient :
− cosx+ cosx = 0
c′′1 + c1 + α1 cosx+ cosx+ cos 3x+ ǫ(cos 2x+ cos 6x) = 0 (B.3)
c′′2 + c2 + α1c1 + α2 cosx+ 2c1 cos 2x− ǫ2c1 cos 4x = 0. (B.4)
L’équation (B.3) comporte un terme (α1 + 1) cosx qui s’intègre comme (α1 + 1) sinx. Puisque ψ doit
être périodique, ce terme doit s’annuler, d’où :
α1 = −1.
On a alors :
c′′1 + c1 − cos 3x− ǫ(cos 2x+ cos 6x) = 0.
De façon usuelle, on cherche, dans un premier temps, la solution de l’équation homogène c′′1 + c1 = 0.
Les racines, du polynôme caractéristique associé sont ±i donc :
c1c(x) = λ1 cosx+ λ2 sinx, avec : λ1, λ2 ∈ C.
L’équation (B.3) se décompose en 3 sous-équations diﬀérentielles :
1. c′′1 + c1 − ǫ cos 2x = 0, dont on cherche les solutions sous la forme : c(1)1p = λ3 cos 2x+ λ4 sin 2x.
2. c′′1 + c1 − cos 3x = 0, dont on cherche les solutions sous la forme : c(2)1p = λ5 cos 3x+ λ6 sin 3x.
3. c′′1 + c1 − ǫ cos 6x = 0, dont on cherche les solutions sous la forme : c(3)1p = λ7 cos 6x+ λ8 sin 6x.
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On insère la solution particulière de la forme : c(tot)1p = c
(1)
1p + c
(2)
1p + c
(3)
1p , dans l’équation (B.3). Après
simpliﬁcation et identiﬁcation, on trouve :
λ3 = −ǫ/3, λ4 = −1/8, λ5 = −ǫ/35 et λ6 = λ7 = λ8 = 0.
Soit la solution générale de (B.3) ∗ :
cp1(x) = −
ǫ
3 cos 2x−
1
8 cos 3x−
ǫ
35 cos 6x. (B.5)
En procédant de manière similaire, après insertion de cp1 dans l’équation portant sur c2, on peut
déduire de l’équation (B.4) la forme :
c′′2 + c2 + (α2 − 1/8 + ǫ2/16) cosx+ a cos 2x+ b cos 3x+ c cos 4x+ d cos 5x+ e cos 6x+
f cos 7x+ g cos 8x+ h cos 10x− ǫ/3 = 0, (B.6)
avec :
a = ǫ/3 + ǫ2/6− ǫ3/70, b = 1/8, c = −38ǫ/105, d = 1/8,
e = ǫ/35− ǫ3/6, f = ǫ2/16, g = −ǫ/35 et h = −ǫ3/70.
Pour les mêmes raisons que l’équation sur c1, le terme en cosx doit s’annuler c’est-à-dire que :
α2 = −1/8− ǫ2/16.
Une fois encore, on cherche des solutions particulières de la forme :
c
(a→h)
2p (x) = λ
(a→h)
1 cosnx+ λ
(a→h)
2 sinnx. (B.7)
Après avoir injecté et identiﬁé, on trouve :
λ
(a)
1 = −a/3, λ(b)1 = −b/8, λ(c)1 = −c/15, λ(d)1 = −d/24,
λ
(e)
1 = −e/35, λ(f)1 = −f/48, λ(g)1 = −g/63, λ(h)1 = −h/99
et λ(a)2 = · · · = λ(h)2 = 0.
Finalement, une solution particulière autour de q = 0 de l’équation de Whittaker-Hill s’écrit :
ψPaire(x) = cosx− q
(
ǫ
3 cos 2x+
1
8 cos 3x+
ǫ
35 cos 6x
)
+ q2
([
ǫ
3 +
ǫ2
18 −
ǫ3
210
]
cos 2x+ 164 cos 3x+
38ǫ
1575 cos 4x
+
[
ǫ
1225 +
ǫ3
210
]
cos 6x− ǫ
2
768 cos 7x+
ǫ
2205 cos 8x+
ǫ3
6930 cos 10x
)
+O(q3).
Pour un nombre caractéristique :
a ≃ 1 + q − q2
(
1
8 −
ǫ2
16
)
+O(q3). (B.8)
Pour les solutions impaires, le traitement reste le même et, de façon similaire à (B.2), on pose le
développement suivant :
ψ(x) = sin x− qs1(x) + q2s2(x) + q3s3(x) + · · · (B.9)
∗. On remarque que pour ǫ = 0 on retrouve la solution de McLachlan pour l’équation de Mathieu ( [7] p.13), au signe
près provenant de la définition de l’équation différentielle.
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La solution particulière impaire est :
ψImpaire(x) = sin x+ q
[(
1
8 −
ǫ
24
)
sin 3x+ ǫ24 sin 5x
]
(B.10)
+ q2
[
2ǫ
15 cos 4x+
1
64
(
sin 3x+ 13 sin 5x+
ǫ
1152 sin 7x
)]
+O(q3). (B.11)
Pour un nombre caractéristique :
b ≃ 1− q + q2
(
ǫ
24 −
1
8
)
+O(q3) . (B.12)
De même que pour les solutions particulières, on retrouve pour ǫ = 0, le résultat de McLachlan ( [7] p.13).
B.2 Stabilité de l’équation de Whittaker-Hill
Nous avons vu lors du chapitre 2 que la méthode de Hill permettant de déterminer, en particulier,
les domaines de stabilité de l’équation (B.1), repose sur le calcul d’un déterminant de Hill. On propose
ici un calcul itératif de celui-ci.
Levée de dégénérescence
Le phénomène de levée de dégénérescence des valeurs propres intermédiaires est tabulé dans le
Handbook du NIST [8]. Celui-ci stipule que si ν ∈ R (ou C) est une constante, alors l’équation de
Mathieu admet des solutions non triviales de la forme :
w(z + π) = eiπνw(z),
si, et seulement si, eiπν est valeur propre de la matrice wronskienne :
W =
∣∣∣∣wI(a, q) wII(a, q)w′I(a, q) w′′II(a, q)
∣∣∣∣ ,
où wI et wII sont deux solutions basiques [8] de l’équation de Mathieu (cf. 2.19). Dans ce cas, pour un
ν et un q donnés, les valeurs propres de cette matrice forment un ensemble inﬁni de valeurs discrètes de
a noté λν+2n(q) (n ∈ Z). Pour des valeurs non-entières, ces valeurs propres ont la propriété ∗ :
λν+2n(0) = (ν + 2n)2. (B.13)
Cette relation nous montre que chacune de ces valeurs propres d’ordre intermédiaire se situe entre deux
valeurs propres d’ordre entier. En conclusion, lorsque l’on traite l’équation de Whittaker-Hill et non pas
l’équation de Mathieu, l’ordre de ces valeurs propres λν+2n passe de demi-entières à entières, et on voit
apparaître une levée de dégénérescence aux valeurs de ν attendues (cf. Fig. B.1).
∗. On rappelle que les valeurs propres de l’équation de Whittaker-Hill notées ont aussi la propriété d’être dégénérées
pour q = 0, telles que : an(0) = bn(0) = n2.
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Figure B.1
Calcul des valeurs propres pour des valeurs entières (courbes noires) (Gauche) tiers-entières (courbes
rouges) et (Droite) demi-entières (courbes rouges).
B.2.1 Calcul itératif de ∆(0)
La méthode employée par Sträng [9] pour calculer ce déterminant se base essentiellement sur une
astuce provenant des symétries de la matrice suivante (réécrite dans les notations de Sträng) :
∆(0) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 ǫξ0i ξ0i
ǫξ0i−1
. . . . . . . . .
ξ0i−2
. . . . . .
. . . . . . ξ0i−2
. . . . . . . . . ǫξ0i−1
ξ0i ǫξ
0
i 1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(B.14)
Cette matrice est centrosymétrique. Il existe de nombreux articles relatifs aux propriétés du déter-
minant de ces matrices mais aucun, à ma connaissance, ne donne de relation d’itération pour calculer
ce déterminant dans notre cas particulier. Malgré tout, en s’inspirant d’un article [10] faisant le calcul
d’une relation d’itération dans le cas de matrice penta-diagonale circulaire, on peut extraire une relation
de récurrence plus générale :
∆i =(1− ǫξi−2ξi−4/ξi−3)∆i−1
− ξi−2(ξi−1 − ǫξi−3/ξi−4)∆i−2
− ǫξi−2ξi−4(1− ǫ2ξi−2)∆i−3
+ ǫ2ξ2i−2ξi−4ξi−5(ξi−3 − 1)∆i−4
+ ǫ3ξ2i−4ξi−5ξi−6∆i−5
Ainsi, il est nécessaire de connaître l’expression des déterminants initiaux ∆1, ∆2, ∆3, ∆4 et ∆5. Pour
ce faire, on a simplement à les calculer à l’aide d’un logiciel de calcul formel comme Mathematica.
∆0 = 1
∆1 = 1 + 2ǫξ1ξ0 − ξ21
· · ·
De la sorte, on obtient un algorithme de calcul du déterminant qui scale en O(n2) au lieu de O(n!).
En revanche, il faut noter que, de manière standard ∆5 comporte plus de 30000 termes, on préférera
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donc utiliser une méthode numérique, comme par exemple un décomposition LU, pour le calcul des
déterminants ∆4 et ∆5.
Cette décomposition LU de la matrice en deux matrices triangulaires rend possible le calcul du dé-
terminant en faisant le produit des éléments diagonaux après décomposition. Cette méthode permet de
calculer rapidement le déterminant d’une matrice de taille n car on peut montrer que sa complexité est
en n2.
Une fois que la valeur de ∆(0) est connue, il est possible de calculer les zones de stabilité ∗ en fonction
des paramètres a et q. On représente à la ﬁgure (B.2.a) les résultats obtenus pour le calcul de l’exposant
de Mathieu pour ǫ = 0. L’accord entre les données issues de la récurrence et celle provenant de la
résolution de l’équation de Schrödinger (cf. chap. 2) est parfaite.
B.2.2 Comparaisons numériques
On peut réaliser une comparaison directe entre le calcul des zones de stabilité de l’équation de
Mathieu et le coeﬃcient de transmission obtenu lors de la diﬀusion d’une onde plane sur un potentiel
bichromatique à enveloppe carrée. Cependant, il faut avoir à l’esprit que le passage de la représentation
(U0, k) à la représentation (a, q) n’est pas bijective mais surjective. Seuls les couples (a, q) correspondant
à des pseudo-énergies et à des pseudo-moments positifs peuvent être calculés. La droite d’équation
a = 2(1+ ǫ)q délimite la frontière entre ces valeurs permises et interdites. On observe un très bon accord
entre le calcul basé sur la méthode de Hill et celui de la transmission d’un onde plane qui valide le
modèle présenté ci-dessus (Fig. B.2 et B.3).
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Figure B.2
(Gauche) Comparaison entre le calcul numérique de la stabilité de Whittaker-Hill et le calcul numé-
rique des valeurs propres de l’opérateur ci-dessus (courbes blanches), pour ǫ = 0. (Droite) Compa-
raison entre les mêmes valeurs propres et le calcul de la transmission au moyen d’ondes planes de
k = kR
√
a/4− (1 + ǫ)q/2. La ligne blanche en pointillés représente la droite délimitant les valeurs de k
réelles des valeurs imaginaires (pour lesquelles il ne peut y avoir d’onde plane).
B.3 Diagramme de bande
Dans cette section, on présente deux méthodes permettant de calculer le spectre pour le cas d’une
particule dans un réseau bichromatique.
∗. Les zones de stabilité de l’exposant de Mathieu sont définies comme les zones pour lesquelles l’exposant a une partie
imaginaire nulle.
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Figure B.3
Mêmes résultats que pour la figure B.2 mais pour ǫ = 0.5. On peut observer pour q grand un léger décalage
qui est dû à une sous-détermination numérique du potentiel. L’espace est discrétisé en nx = 100 000
points.
B.3.1 Résolution dans l’espace des x
La première méthode numérique consiste à résoudre l’équation de Schrödinger :[
− ~
2
2m
d2
dx2 + V0 (2 + cos(2πx/d) + ǫ cos(4πx/d))
]
ψ(x) = Eψ(x), (B.15)
par l’utilisation du théorème de Bloch dans l’espace des x. L’avantage de cette méthode est qu’elle
permet de calculer le spectre pour n’importe quel type de potentiel et en particulier un potentiel bi-
périodique. Le critère à satisfaire est celui de Shannon, c’est-à-dire que la résolution spatiale doit être
suﬃsante pour résoudre les deux fréquences. De plus, la taille de la boîte va jouer le rôle du facteur
limitant la résolution en pseudo-moment tel que ∆k ≥ 2π/L.
Soit k0 le vecteur d’onde associé à la particule, l’écriture de (B.15) sans dimension donne :[
− d
2
dx˜2 +
V0
ER
(2 + cos(2πx˜/d) + ǫ cos(4πx˜/d))
]
ψ(x˜) = E
ER
ψ(x˜).
Une discrétisation de cette dernière équation conduit à :
− ψi−1 − 2ψ1 + ψi+1∆x2 +
V (x˜i)
ER
ψi =
E
ER
ψi, (B.16)
avec ∆x = k0d/N , x˜i = i∆x, pour i ∈ [[1;N ]]. Comme on se situe dans le cas d’un réseau périodique
inﬁni, on est conduit à imposer des conditions aux limites périodiques :
ψ0 = ψNe−ikd et ψN+1 = ψ1eikd.
Ainsi, le système (B.16) s’écrit sous la forme matricielle :
b1 a ae−ikd
a
. . . . . .
. . . . . . a
aeikd a bN


ψ1
...
...
ψN
 = E

ψ1
...
...
ψN
 , (B.17)
avec a = −1/∆x2 et b = 2/∆x2 + V (x˜i)/ER. Les termes ae±ikd proviennent des conditions aux limites
périodiques (de Born-von Karman). L’inconvénient de cette méthode numérique est que sa complexité
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croît comme le carré du nombre de points en espace. Sachant que ce nombre doit être nécessairement
grand lorsque les deux fréquences du réseau sont diﬀérentes, il sera préférable d’utiliser une autre mé-
thode de diagonalisation, cette fois-ci dans l’espace réciproque.
B.3.2 Résolution dans l’espace des k
Une fois encore, partons de l’équation de Schrödinger mais dont l’hamiltonien s’écrit cette fois-ci
dans l’espace des impulsions :
H = − ~
2
2m
d2
dx2 + V0 [1 + ǫ− cos(kRx+ φ)− ǫ cos(kRxP/Q)] ,
avec : (P,Q) ∈ N2 et kR = 2π/d. Le potentiel est ici de périodes d et Qd. On pose kQ = 2π/(Qd) = kR/Q.
Dans ce cas, la première zone de Brillouin est k ∈]− kQ/2; kQ/2]. On impose des solutions périodiques
de Floquet-Bloch, de période 2πQ :
ψ(x) = eikx
∞∑
n=−∞
eikQnxϕ(n)k .
D’un autre côté :
cos(kQPx)ψ(x) =
eikx
2
∑
n
eikqnx(ϕ(n−P )k + ϕ
(n+P )
k )
cos(kQx)ψ(x) =
eikx
2
∑
n
eikQnx(ϕ(n−Q)k e
iφ + ϕ(n+Q)k e
−iφ)
et
ψ′′(x) = −eikx
∑
n
(kQn+ k)2ϕ(n)k .
Ainsi l’équation de stationnaire de Schrödinger s’écrit sous la forme matricielle :
eikx
∑
n
{[
− ~
2
2m(kQn+ k)
2 + V0
]
ϕ
(n)
k − ǫV0
(
ϕ
(n−P )
k + ϕ
(n+P )
k
)
− V0
(
ϕ
(n−Q)
k e
iφ + ϕ(n+Q)k e
−iφ
)}
= Eψ,
(B.18)
pouvant être diagonalisée dans le but d’obtenir le diagramme de bande d’un potentiel bichromatique de
fréquences commensurables.
Cette méthode présente l’avantage de demander moins de ressource numérique que la précédente.
Le nombre de niveaux étant directement relié à la taille N de la matrice, il sera nécessaire de choisir
cette taille supérieure au nombre de bandes désirées multiplié par Q. Ainsi, la limite de cette méthode
se situe dans la limite où P/Q tend vers un nombre irrationnel (cas incommensurable), pour lequel la
périodicité disparaît.
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C
Étude d’un potentiel fractal
« Sous le masque de la complexité,
la simplicité se questionne. »
M. Keurentjes
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C.1 Motivations
Le concept de fractal a joué un rôle majeur dans l’étude de nombreux systèmes naturels comme
les côtes littorales, les cratères lunaires et même les mondes végétal et animal [1]. Ces objets d’appa-
rence inﬁniment complexes peuvent toujours être caractérisés par un mode de construction sous-jacent
aboutissant à une dimension fractale non entière. Une particularité de ces objets fractals est d’être
auto-similaires c’est-à-dire que leur apparence semble identique à toutes les échelles (cf. chapitre 3) ; la
fonction de Weierstrass en est un exemple [2].
L’étude de la propagation d’ondes électromagnétiques au travers de milieux aux caractères frac-
tals et auto-similaires (comme par exemple les ensembles de Cantor) a mené à de nombreux articles
théoriques [3, 4]. Qui plus est, une des propriétés intéressantes de ces milieux est, qu’à l’instar des
milieux désordonnés, ils présentent des régimes de localisation importante qui ont été démontrés théo-
riquement [5] et expérimentalement [6]. De nombreux articles traitent de la résolution de l’équation de
Schrödinger avec des potentiels ayant les propriétés d’un ensemble de Cantor [7,8]. Leurs études se sont
faites au moyen de matrices de transfert mais, ici, la méthode numérique employée consistera à résoudre
itérativement l’équation de Schrödinger discrète.
Le système que l’on propose d’étudier est la propagation d’une onde de matière dans un potentiel
fractal auto-similaire ayant les propriétés de la fonction de Weierstrass. Il a été démontré analytique-
ment que celle-ci avait une dimension de Hausdorﬀ non entière [9]. Cette fonction présente l’avantage
analytique d’être une somme de cosinus, ce qui permet d’utiliser largement le formalisme de l’équation
de Hill. Ainsi, le spectre de l’opérateur sera directement accessible par le calcul de son déterminant de
Hill.
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(a) (b)
Figure C.1
Représentation graphique de la fonction de Weierstrass pour (a) α = 0.5 et pour (b) α = 1. Dans le
premier cas, la fonction est fractale alors qu’elle ne l’est pas dans le deuxième cas.
C.2 Le modèle
Nous présentons, ici, un potentiel dont les caractéristiques reposent sur une fonction originellement
déﬁnie pour ses propriétés pathologiques : la fonction de Weierstrass [10] :
Wb,α(x) =
∞∑
n=0
b−nα cos(bnx), (C.1)
où α ∈]0, 1[ et b ∈ 1/(2N). Cette fonction, de période 2π, a été originellement introduite comme un
exemple de fonction à la fois continue et non dérivable pour tout x ∈ R. On peut facilement se convaincre
que cette fonction est auto-similaire, i.e. Wb,α(bx) = bWb,α(x). Qui plus est, Hunt [9] a démontré récem-
ment que le graphe de Wb,α (cf. Fig C.1) est fractal et de dimension de Hausdorﬀ dH = 2− α. Ainsi, il
est possible de changer la dimension fractale en changeant simplement le facteur d’échelle entre chaque
amplitude. Voyons de quelle façon il est possible de construire un potentiel partant de cette fonction,
dans le cadre de l’équation de Schrödinger.
Sans perte de généralité, on choisit de prendre une valeur de b = 2 que l’on gardera constante par
la suite. Comme un potentiel est déﬁni à une constante près, une manière pratique de le déﬁnir est de
ﬁxer sa valeur maximale ou minimale à zéro. Dans ce cadre, la fonction de Weierstrass modiﬁée pour
tenir compte de ces contraintes s’écrit :
W˜2,α(x) =
1
Cα
∞∑
n=0
2−nα cos(2nx)− 1, (C.2)
où Cα =
∑∞
n=0 b
nα = 1/(2−α− 1) est une constante de normalisation. L’amplitude de la fonction n’est,
par contre, pas normalisée à 1. On peut montrer que la fonction est bornée avec des valeurs comprises
entre 0 et 2α, ce qui déﬁnit son amplitude de variation.
Considérons l’équation de Schrödinger stationnaire :
− ~
2
2m
∂2ψ
∂x2
+ U(x)ψ(x) = mv
2
2 ψ(x), (C.3)
pour une particule de massem et de vitesse v. Le potentiel U est choisi de sorte que l’on ait une constante
U0, telle que : U(x) = U0W2,α(x). Cette équation peut se réécrire sous la forme :
∂2ψ
∂x2
+ U0
ERCα
[
1−
∞∑
n=0
2−nα cos(2nx)
]
ψ +
(
v
vR
)2
ψ = 0, (C.4)
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où l’on a déﬁni les constantes ER = ~2k2R/(2m) et vR = ~k/m avec kR = 1. Enﬁn, si l’on fait le
changement d’échelle x → x/2, on constate que cette équation diﬀérentielle n’est pas invariante par
changement d’échelle :
∂2ψ
∂x2
+
[
a− 2q
∞∑
n=0
2−nα cos(2nx)
]
ψ = 0, (C.5)
où on a posé
a = 4(v/vR)2 + 2q et q = U0/(ERCα). (C.6)
La somme des coeﬃcients 2−nα converge absolument. Cette équation peut être traitée comme une équa-
tion de Hill [11]. Dans le cas particulier où la somme est arrêtée à un seul terme, on retrouve l’équation
de Mathieu [12] et lorsque l’on considère deux fréquences, on retrouve celle de Whittaker-Hill [13].
Plusieurs méthodes peuvent être utilisées pour résoudre un tel problème. La théorie de Bloch permet
d’extraire de la combinaison linéaire des vecteurs propres dans le cas de l’équation (C.4) une solution
générale. On propose ici d’utiliser un protocole de résolution de cette équation diﬀérentielle qui est, à la
fois, plus général et plus adapté pour l’étude de ce type d’équation : il s’agit de la méthode de Hill [11].
C.3 Méthode de Hill
On peut montrer [12] que les solutions de l’équation (C.5) ont la forme de Floquet :
ψ(x) = eµxφ(x) =
∞∑
r=−∞
c2re(κ+2ir)x, (C.7)
avec κ ∈ C. Les c2r ayant les propriétés de convergence suivantes :∑
r∈Z
|c2r|2 <∞ et lim
r→±∞ |c2r|
1/|r| = 0.
L’insertion de (C.7) dans l’équation (C.5) donne lieu à une inﬁnité d’équations linéaires, couplées, portant
sur les coeﬃcients réels c2r :
∞∑
r=−∞
c2r
[
(κ+ 2ir)2 + a− 2q
∑
p
ǫp
(
eiprx + e−iprx
2
)]
e(κ+2ir)x = 0,
où l’on a introduit la notation ǫp = 2−pα. La factorisation de tous les termes en puissance de r permet
d’écrire, après factorisation des termes exponentiels, la somme :
q
∑
p
ǫpc2r−p + [(κ+ 2ir)2 + a]c2r + q
∑
p
ǫpc2r+p = 0,
qui, en multipliant par −1 et en divisant par [(κ+ 2ir)2 + a] donne :
− q(κ+ 2ir)2 + a
∑
p
ǫpc2r−p + c2r − q(κ+ 2ir)2 + a
∑
p
ǫpc2r+p = 0, (C.8)
à condition que a 6= −(κ+ 2ir)2. De manière à simpliﬁer les notations, on introduit le paramètre :
γ2r =
q
(2ir + κ)2 + a . (C.9)
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Pour que les équations (C.8) soient solubles, il est nécessaire de remplir la condition :
∆(κ) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
. . . . . . . . . . . . . . . . . . . . .
. . . 1 ǫ2γ−4 ǫ4γ−4 0 ǫ8γ−4
. . .
. . . ǫ2γ−2 1 ǫ2γ−2 ǫ4γ−2 0
. . .
. . . ǫ4γ0 ǫ2γ0 1 ǫ2γ0 ǫ4γ0
. . .
. . . 0 ǫ4γ2 ǫ2γ2 1 ǫ2γ2
. . .
. . . ǫ8γ4 0 ǫ4γ4 ǫ2γ4 1
. . .
. . . . . . . . . . . . . . . . . . . . .
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= 0. (C.10)
À noter que l’on a la propriété γ−n = γn. Ainsi, l’équation (C.10) est paire vis-à-vis de κ : ∆(−κ, a) =
∆(κ, a). Comme Re[κ] prend des valeurs entre −∞ et∞, on trouve une périodicité ∆(κ+1, a) = ∆(κ, a)
[12]. Ce comportement est analogue à un repliement dans la première zone de Brillouin. On cherche à
déterminer la convergence de ce déterminant inﬁni. L’algèbre linéaire nous informe qu’un determinant
est absolument convergent :
1. si le produit des éléments diagonaux est absolument convergent,
2. si la somme des éléments non diagonaux est absolument convergente [12].
La première condition est triviale :
∏∞
r=−∞ |1| = 1. La seconde condition consiste à démontrer que la
somme :
S =
∞∑
r=−∞
∣∣∣∣
∑
p ǫp
(2ir + κ)2 + a
∣∣∣∣ ≃ 12α − 1
∞∑
r=−∞
∣∣∣∣∣ 1(1− iκ/2r)2 − a/4r2
∣∣∣∣∣ , (C.11)
est convergente. Nous avons calculé précédemment la somme sur les ǫp, ce qui nous permet de d’évaluer
la convergence de S même lorsque p → +∞, à condition que : (2ir − κ) 6= ±√a pour tout r. Puisque
|1/(1−iκ/2r)2−a/4r2)| < |r|−β pour 1 < α < 2 et que∑∞r=1 1/rβ converge (Riemann), alors S converge
absolument pour a et κ ﬁnis.
Ce déterminant converge donc partout sauf aux pôles de γ2r, c’est-à-dire lorsque (2ir−κ) 6= ±√a. La
méthode repose sur la déﬁnition d’une fonction dont les pôles sont les mêmes que ceux du déterminant :
δ(κ, a) = 1cos(πκ) − cos(π√a) . (C.12)
On représente cette fonction à la ﬁgure C.2. On suppose que a 6= 4r2 de sorte que κ = 0 ne soit pas
un pôle. On déduit de (C.12) que, si C(κ) est une fonction choisie de manière appropriée, la fonction :
Θ(κ, a) = ∆(κ, a)− C(κ)δ(κ, a), (C.13)
n’est pas singulière.La fonction C(κ, a) est choisie de sorte à ce qu’elle soit bornée à l’inﬁni lorsque
∆(κ, a) = 1 (car γ → 0, ce qui implique que seule la diagonale principale demeure). Ainsi, on a la
convergence Θ(κ→ i∞, a)→ 1 car δ(κ→ i∞, a) = 0. De plus, Θ n’a pas de pôle dans le plan complexe
lorsque κ =
√
a, et comme il s’agit d’une fonction périodique paire, alors on en déduit qu’elle n’a pas de
pôle lorsque κ =
√
a− 2r. Ainsi, comme Θ(κ, a) est une fonction périodique de κ, alors C est constante
(fonction bornée holomorphe) d’après le théorème de Liouville et on a :
C = ∆(κ, a)− 1
δ(κ, a) . (C.14)
Dès lors, dans le cas particulier où κ = 0, on a δ(0, a) = 1/(1− cos(2π√a) et par suite : C = (∆(0, a)−
1)(1−cos(π√a). En injectant cette constante dans l’équation (C.14), on obtient, dans le cas où ∆(κ, a) =
0, la solution analytique de l’exposant de Floquet-Mathieu :
κ(a) = 1
π
arccos
[
1−∆(0)(1− cos(2π√a))] . (C.15)
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κa
Figure C.2
Représentation graphique de la fonction (C.12) dans l’espace des paramètres (a,κ). Les courbes noires
représentent les pôles de la fonction.
Où le déterminant de Hill pour κ = 0 prend la forme :
∆(0) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
. . . . . . . . . . . . . . . . . . . . .
. . . 1 qǫ2/(a− 16) qǫ4/(a− 16) 0 qǫ8/(a− 16) . . .
. . . qǫ2/(a− 4) 1 qǫ2/(a− 4) qǫ4/(a− 4) 0 . . .
. . . qǫ4/a qǫ2/a 1 qǫ2/a qǫ4/a
. . .
. . . 0 qǫ4/(a− 4) qǫ2/(a− 4) 1 qǫ2/(a− 4) . . .
. . . qǫ8/(a− 16) 0 qǫ4/(a− 16) qǫ2/(a− 16) 1 . . .
. . . . . . . . . . . . . . . . . . . . .
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(C.16)
C.3.1 Calcul perturbatif
On peut montrer que, perturbativement, c’est-à-dire pour q ≈ 0, le déterminant (C.16) peut se
développer suivant [12] :
∆(0) ≃ 1 + π cot(π
√
a/2)
4
√
a
∑
p
qǫ2p
p2 − a . (C.17)
La somme peut être réécrite en termes des puissances de 2, de sorte que l’on ait :
∑
p
ǫ2p
p2 − a =
∞∑
n=1
2−2α(n−1)
22(n−1) − a . (C.18)
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Figure C.3
Partie imaginaire de l’exposant de Mathieu κ en fonction des paramètres a et q, pour un exposant
α = 0.5, soit une dimension fractale du potentiel DH = 1.5.
Cette somme converge car α ∈ [0, 1] et a est ﬁni. On peut, dans certains cas particuliers, calculer
analytiquement sa valeur comme, par exemple pour α = 1 :
∞∑
n=1
2−2(n−1)
22(n−1) − a = −
3Ψ4
(
− log(a)log(4)
)
+ a log(256) + 3 log(a) + log(216)
a2 log(64)
où Ψ4(z) est la fonction poly-gamma.
C.3.2 Obtention du diagramme de stabilité
La méthode de Hill permet de dégager, à partir du déterminant (C.16) et de l’équation (C.15), les
zones de stabilité de l’équation (C.4). Les zones de stabilité sont identiﬁées aux zones pour lesquelles
la partie imaginaire de l’exposant de Mathieu κ est nulle, et les zones d’instabilité sont identiﬁées aux
zones non nulles. Le développement perturbatif eﬀectué plus haut n’est valide que lorsque q est petit. On
propose ici de réaliser numériquement le calcul de l’exposant mais cette fois-ci, à partir du déterminant
de la matrice (C.16). Comme cette matrice est de dimension inﬁnie, il est nécessaire de la réduire. Nous
avons discuté dans le cadre du chapitre portant sur les réseaux optiques (cf. chapitre 2), que la dimension
NM de la matrice est directement reliée au nombre de zones de stabilités (au nombre de bandes dans
le vocabulaire de l’équation de Schrödinger), qui est égal à 2NM + 1. Plus la taille sera grande, plus le
déterminant sera en mesure de résoudre des zones de a élevées. Ici vient se rajouter la contrainte du
nombre de fréquences. Plus l’on prendra en compte d’harmoniques de la fonction de Weierstrass pour
le calcul, plus il sera nécessaire d’avoir une taille de matrice importante.
De manière à discuter la distribution du spectre, on se place dans le cas d’un potentiel ayant un
nombre d’harmoniques N = 6 (sachant que les ǫp décroissent exponentiellement et, par conséquent,
n’ont pratiquement pas d’impact sur la distribution de κ). La ﬁgure C.3 résulte du calcul de la partie
imaginaire de κ dans ce cas. On observe que la distribution n’est pas symétrique par rapport à l’axe des
q = 0, contrairement au cas de l’équation de Mathieu discuté au chapitre 2. Ceci est une conséquence de
l’ajout d’harmoniques plus élevées qui viennent briser la symétrie q → −q. En parallèle, on peut remar-
quer qu’il se produit un croisement évité pour q = −4 et q = −7. L’apparition de ces croisements est
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discutée dans [14,15]. L’interprétation qui est faite, par les auteurs, est que la création de ces « poches »
d’instabilité proviennent d’un repliement et d’une projection du diagramme. On peut, par ailleurs, les
observer dans le cadre de la diﬀusion d’une onde plane sur un potentiel carré de taille ﬁnie [16] dont les
harmoniques de la série de Fourier sont, elles aussi, paires.
Cette méthode est commune à tous les potentiels périodiques dont le rapport des harmoniques est
de 2. Dans le cas de la fonction de Weierstrass, ces harmoniques sont déﬁnies par des puissances de 2
par déﬁnition. Le calcul de l’exposant de Mathieu au moyen de la méthode de Hill ne repose sur aucune
hypothèse concernant la valeur de α et, par conséquent, concernant la dimension fractale du potentiel (à
condition que la somme des ǫp converge). Le retour à l’équation de Schrödinger peut se faire simplement
en reprenant la transformation (C.6).
C.4 Conclusion
Le calcul du spectre de l’équation de Schrödinger stationnaire dans le cas d’un potentiel fractal est un
problème important de physique car il se rencontre dans de nombreux systèmes de matière condensée.
Les propriétés d’auto-similarité du système ne permettant pas de résoudre, ou du moins de simpliﬁer le
problème, il peut être diﬃcile de calculer le spectre d’un tel opérateur de manière analytique. Les résul-
tats originaux présentés dans cette annexe sont basés sur l’utilisation de la fonction de Weierstrass dont
la dimension fractale peut être modiﬁée à l’aide d’un seul paramètre d’amplitude. Résoudre l’équation
de Schrödinger, dans le cas de ce potentiel, revient à résoudre l’équation de Hill correspondante. Dans la
limite où la profondeur du potentiel est petite devant l’énergie de recul, nous avons montré qu’un calcul
perturbatif permet de résoudre le spectre, quelle que soit la dimension fractale. Dans le cas général, un
calcul numérique du déterminant de Hill a conduit à l’observation d’une brisure de symétrie du spectre.
Il est possible d’étudier la propagation d’un paquet d’ondes dans ce type de potentiel fractal, l’équa-
tion stationnaire permettant d’interpréter (semi-classiquement) la dynamique d’un tel paquet. Il serait
intéressant de comparer sa distribution à celle qu’il aurait dans un potentiel de type speckle autosimilaire,
dont les harmoniques sont aléatoires mais, elles aussi, exponentiellement décroissantes.
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Realization of tunnel barriers for matter waves using spatial gaps
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Odelin
EuroPhysic Letters 103 50006 (2013)
We experimentally demonstrate the trapping of a propagating Bose-Einstein Condensate in a Bragg
cavity produced by an attractive optical lattice with a smooth envelope. As a consequence of the envelope,
the band gaps become position-dependent and act as mirrors of ﬁnite and velocity-dependent reﬂectivity.
We directly observe both the oscillations of the wave packet bouncing in the cavity provided by these
spatial gaps and the tunneling out for narrow classes of velocity. Synchronization of diﬀerent classes of
velocity can be achieved by proper shaping of the envelope. This technique can generate single or multiple
tunnel barriers for matter waves with a tunable transmission probability, equivalent to a standard barrier
of submicron size.
Reduction of local velocity spreads by linear potentials
François Damon, François Vermersch, Juan Gonzalo Muga, David Guéry-Odelin
Physical Review A 89 053626 (2014)
We study the spreading of the wave function of a Bose-Einstein condensate accelerated by a constant
force both in the absence and in the presence of atom-atom interactions. We show that, despite the initial
velocity dispersion, the local velocity dispersion deﬁned at a given position downward can reach ultralow
values and be used to probe very narrow energetic structures. We explain how one can deﬁne quantum
mechanically and without ambiguities the diﬀerent velocity moments at a given position by extension
of their classical counterparts. We provide a common theoretical framework for interacting and non-
interacting regimes based on the Wigner transform of the initial wave function that encapsulates the
dynamics in a scaling parameter. In the absence of interaction, our approach is exact. Using a numerical
simulation of the 1D Gross-Pitaevskii equation, we provide the range of validity of our scaling approach
and ﬁnd a very good agreement in the Thomas-Fermi regime. We apply this approach to the study
of the scattering of a matter wave packet on a double barrier potential. We show that a Fabry-Perot
resonance in such a cavity with an energy width below the pK range can be probed in this manner. We
show that our approach can be readily transposed to a large class of many-body quantum systems that
exhibit self-similar dynamics.
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Spatial gaps correspond to the projection in position space of the gaps of a periodic structure whose
envelope varies spatially. They can be easily generated in cold atomic physics using ﬁnite-size optical
lattice, and provide a new kind of tunnel barriers which can be used as a versatile tool for quantum
devices. We present in detail diﬀerent theoretical methods to quantitatively describe these systems, and
show how they can be used to realize in one dimension matter wave Fabry-Perot cavities. We also provide
experimental and numerical results that demonstrate the interest of spatial gaps structures for phase
space engineering. We then generalize the concept of spatial gaps in two dimensions and show that this
enables to design multiply connected cavities which generate a quantum dot structure for atoms or allow
to construct curved wave guides for matter waves. At last, we demonstrate that modulating in time the
amplitude of the periodic structure oﬀers a wide variety of possible atom manipulations including the
control of the scattering of an incoming wave packet, the loading of cavities delimited by spatial gaps,
their coupling by multiphonon processes or the realization of a tunable source of atoms. This large range
of possibilities oﬀered by space and time engineering of optical lattices demonstrates the ﬂexibility of
such band gap structures for matter wave control, quantum simulators and atomtronics.
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Liste des notations
Paramètres
Grandeurs Symboles Valeurs
Longueur d’onde du laser λ = 2π/k 854 nm
Demi-angle entre les 2 faisceaux θ 81°
Light-shift ζ −7.7× 10−36 J.W−1.m−2
Période du réseau d 650 nm
Waist w 145 µm
Moment de recul kR = 2π/d 4× 1012 m−1
Vitesse de recul vR = ~kR/m 7.05 mm.s−1
Énergie de recul ER 3.6× 10−30 J (≃ 262 kB.nK)
Constantes
Grandeurs Symboles Valeurs
Charge de l’électron e 1.602176× 10−19 C
Constante de Planck h 6, 62606957× 10−34 J.s
Constante de Planck réduite ~ 1.05459× 10−34 J.s
Constante de Boltzmann kB 1.3807× 10−23 J.K−1
Accélération de la gravité γ 9.81 m.s−2
Rayon de Bohr aB 0.529177× 10−10 m
Masse de l’électron me 9, 109× 10−31 kg
Masse du rubidium 87 m 1.45× 10−25 kg
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Variables et Fonctions
Grandeurs Symboles Unité
Champ magnétique ~B T
Densité d’atome n m−1
Déterminant de Hill ∆(κ, a)
Déviation à la vitesse moyenne locale Dv|x m1/2.s−1/2
Dimension de Hausdorﬀ dH
Dispersion globale en position ∆x m
Dispersion globale en vitesse ∆v m.s−1
Dispersion locale en vitesse ∆vx m.s−1
Distribution de Wigner W (q, p) J−1
Exposant de Mathieu κ m
Finesse F(E)
Flux de particule local Jx s−1
Fonction de Bloch ψn,k m−1/2
Fonction de Wannier wn,k m−1/2
Fonction de Weierstrass Wα,b(x)
Fonction gamma de Euler Γ(z)
Hamiltonien H J
Impulsion p kg.m.s−1
Longeur de collision a0 m
Longeur de diﬀusion asc m
Moments en vitesse Vn(x)
Monochromaticité locale Mx
Nombre de sites du réseau N
Nombre de particules N
Paramètre d’interaction χ
Position de centre-de-masse 〈x〉 m
Potentiel U J
Potentiel chimique µ J
Potentiel vecteur magnétique ~A T.m−1
Profondeur relative q
Pulsation propres de l’oscillateur harmonique ω0 rad.s−1
Pulsation cyclotron ωc rad.s−1
Quantum de ﬂux magnétique φ0 J.s.C−1
Rayon cyclotron Rc m
Rayon de Thomas-Fermi RTF m
Résistance de Hall RH Ω
Temps de montée du réseau τ s
Temps d’aller-retour semi-classique dans une cavité τsc s
Transmission WKB T (E)
Transmission semi-classique TFP(E)
Variance en vitesse locale σv|x m1/2.s−1/2
Vitesse moyenne (de groupe) 〈v〉 m.s−1
Vitesse moyenne locale v¯x m.s−1
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Résumé
Ce manuscrit présente les travaux que j’ai effectués au Laboratoire de Physique Théorique durant ma
thèse. Ils portent sur l’interaction d’ondes de matière avec des réseaux optiques modulables en temps et en
espace. L’utilisation de ces réseaux a permis de contrôler de manière cohérente les propriétés dynamiques
d’un gaz d’atomes ultra-froids. Cette étude théorique a été réalisée en collaboration avec le groupe Atomes
Froids du Laboratoire LCAR. Les variations spatiales de l’enveloppe du réseau créent, localement, des
gaps spatiaux créant une cavité de Bragg pour onde de matière, dont nous avons étudié en détail les
propriétés et qui a fait l’objet d’une réalisation expérimentale impliquant la propagation d’un condensat
de Bose-Einstein de rubidium 85 dans un guide d’onde. Nous avons également étudié la propagation d’un
nuage d’atomes dans un réseau bichromatique qui permet de réaliser un simulateur quantique du modèle
de Harper. Le spectre du hamiltonien de ce système a une dimension fractale pouvant être caractérisée nu-
mériquement. Nous avons montré, par ailleurs, qu’il est possible d’exploiter les interactions inter-atomiques
répulsives d’un condensat de Bose-Einstein afin d’amplifier les corrélations position-vitesse lors de sa pro-
pagation dans un guide. Notre étude montre qu’une mesure des grandeurs dynamiques locales du nuage
atomique permet de sonder expérimentalement les résonances d’un potentiel optique jusqu’à l’échelle du
picoKelvin. Enfin, un nuage d’atomes en interaction attractive admet une solution d’équilibre : le soliton.
Nous avons démontré, numériquement, que celui-ci peut être utilisé pour sonder des états liés d’un poten-
tiel de taille finie, en peuplant ces états lors d’une expérience de diffusion comme, par exemple, des états
de surface.
Abstract
This thesis presents the studies that I did at the Laboratoire de Physique Théorique. It concerns
the interaction between matter waves and time and space depandant optical lattices. Using such lattices
allows one to manipulate coherently the dynamical properties of ultra cold atoms. This theoretical study
has been done in collaboration with the Cold Atoms group at the LCAR laboratory. The spatial variations
of the lattice envelope locally create spatial gaps which create a Bragg cavity for matter waves. We have
studied in detail their properties and the cavity has been realized experimentally by using a Rubidium
85 Bose-Einstein condensate in a wave guide. We have also studied the propagation of an atomic cloud
in a bichromatic optical lattice which allows us to make a quantum simulator of the Harper model. The
spectrum of the system Hamiltonian posseses a fractal dimension which can be numerically characterized.
We have also shown that it is possible to use the repulsive interatomic interaction of a Bose-Einstein
condensate in order to amplify the momentum-position correlation during propagation in a guide. Our
study shows that a mesure of local dynamical quantities of the atomic cloud enables one to experimentally
probe resonances of an optical potential down to the picoKelvin scale. At last, an atomic cloud with
attractive interactions admit a stable solution, the soliton. We have numerically demonstrated that this
soliton can be used to probe bound states of a potential by populating those states through a scattering
experiment, for example surface states.
