Introduction {#Sec1}
============

Hand movements towards a target are normally under continuous visual control (Carlton [@CR6]; Keele [@CR19]; Whiting and Sharp [@CR36]). One important source of information for the control of movements is the visually perceived position of the target. Continuous visual control is particularly important when the initially perceived position of the target is incorrect, which is the case if mistakes are made when interpreting the sensory information (as occurs when looking through new corrective glasses) or if the actual target position is altered. The latter is frequently used to study corrections to errors in the perceived target position (Goodale et al. [@CR15]; Pelisson et al. [@CR23]; Georgopoulos et al. [@CR13]). Previous studies have utilized this paradigm to determine which sources of information are involved in the correction of experimentally introduced errors (Bard et al. [@CR1]; Magescas et al. [@CR22]; Prablanc and Martin [@CR24]; Gielen et al. [@CR14]; Sarlegna et al. [@CR27]), to determine which neural areas are involved in the corrections (Day and Brown [@CR7]; Desmurget et al. [@CR8]; Reichenbach et al. [@CR26]) and to characterize the adjustments themselves (Brenner and Smeets [@CR3]; Komilis et al. [@CR20]; van Sonderen and Denier van der Gon [@CR34]; Veerman et al. [@CR35]; Soechting and Lacquaniti [@CR30]). This study examines the properties of movement adjustments to perturbations at different times during or before the movement.

We suggest three different strategies for the control of movement adjustments. These control strategies are defined in terms of the latency of the correction (the time needed to initiate a correction) and the intensity of the correction (the acceleration of the hand to achieve the correction). To control the adjustment of an ongoing movement, the first and most elementary strategy (strategy 1) is to initiate and accomplish the correction as fast as possible, thus with a minimal latency and a maximal intensity (Fig. [1](#Fig1){ref-type="fig"}a). This strategy ensures that there is as much time as possible left to make other adjustments. However, it has frequently been suggested that this is not how corrections are performed. Research indicates that when perturbations occur later in time, either the response latency decreases (Reichenbach et al. [@CR25]) or the response intensity increases (Gritsenko et al. [@CR16]; Liu and Todorov [@CR21]; Shabbott and Sainburg [@CR29]). Following these results, we suggest two other extreme strategies.Fig. 1*Panel***a** shows three different strategies to end on a position-perturbed target and their predictions for responses to two different manipulations. The *continuous lines* indicate the three different target displacement sequences. The *dashed lines* represent the 12 corresponding predicted responses. Response latency (l) is the amount of time that passes before the finger starts deviating. Response intensity (β) is depicted as the slope of the finger movement; in the analysis of the experiment we use a measure based on the peak acceleration to quantify the intensity. *Panel***b** is a schematic representation of the three strategies and all other combinations of latency and intensity that could lead to successful movement adjustments (*grey area*)

The second proposed control strategy (strategy 2) is to gather as much information as possible before the adjustment is initiated and therefore to make corrections as late as possible with a maximal intensity (Fig. [1](#Fig1){ref-type="fig"}a). This strategy ensures that one does not make surplus corrections. The third strategy (strategy 3) is to respond as soon as possible to the perturbation, thus with a minimal latency, and to adjust the speed of the response to the time left to make the correction (Fig. [1](#Fig1){ref-type="fig"}a). The advantage of this strategy is that the responses are not too vigorous and therefore probably also more accurate. These three strategies are the extremes of a set of possible successful strategies (Fig. [1](#Fig1){ref-type="fig"}b). The three strategies differ in the timing and intensity of the responses and are formulated independently of the sources of information that are used to achieve the corrections. To evaluate which strategy is used for controlling movement corrections, we subjected subjects to target perturbations of similar size early, late (Fig. [1](#Fig1){ref-type="fig"}a: Manipulation 1), or both early and late (Fig. [1](#Fig1){ref-type="fig"}a: Manipulation 2) in the movement and compared the latency and intensity of the responses to these perturbations with the predictions outlined in Fig. [1](#Fig1){ref-type="fig"}.

Method {#Sec2}
======

Subjects {#Sec3}
--------

We executed the experiment in two sessions. Most of the experimental set-up and data analysis used was the same for both sessions; the exceptions are explicitly mentioned. Ten naïve subjects (5 women) aged 24--30 years participated in the first session. Seven other naïve subjects (4 women) aged 24--35 years participated in the second session. They were all right-handed and had normal or corrected-to-normal vision. All subjects gave their informed consent. This study is part of a programme that has been approved by the ethics committee of the faculty of Human Movement Sciences.

Experimental set-up {#Sec4}
-------------------

Subjects stood in front of a large back-projection screen (width: 124.5 cm; height: 99.5 cm; tilted backwards by 30°). The coloured stimuli and the white background were back-projected (InFocus DepthQ Stereoscopic Projector; resolution: 1,024 × 768 pixels; screen refresh rate: 100 Hz) on the projection screen (Techplex 150, acrylic rear projection screen). This set-up (see Fig. [2](#Fig2){ref-type="fig"}) provided the subjects with a clear view of the stimuli as well as of their arm, hand and finger. An Optotrak 3020 position sensor located to the left of the screen determined the position of a marker (500 Hz) attached to the left side of the tip of the right index finger.Fig. 2Experimental set-up

The experiment was executed within Matlab. The stimuli were programmed with the Psychophysics Toolbox (Brainard [@CR2]), and the Optotrak system was controlled with the Optotrak Toolbox (Franz [@CR12]). In order to synchronize the appearance of the stimuli on the screen with the start of the trial, a flash in the upper left corner of the screen activated a photodiode connected to the parallel port of the computer at the same time as each stimulus. To ensure that subjects did not see the outline of the photodiode, the white background did not include the top 10 cm of the screen.

Experimental design {#Sec5}
-------------------

We used a single starting position for all trials (pink dot with radius of 1.5 cm) and four different target locations (pink dots with radius of 1 cm). The starting position was located 31 cm to the right of the screen centre. There were two initial target locations, both 62 cm to the left of the starting position but, respectively, 1 cm higher or lower than the starting position. The target perturbation was always 2 cm up or down with respect to the previous target location, resulting in four different final target locations.

In each session, there were four different conditions (Fig. [3](#Fig3){ref-type="fig"}). The only difference between the sessions was the timing of the perturbations. In the single-step condition, the target jumped from the starting position to one of the two target locations and stayed there throughout the trial. In the double-step conditions, the target jumped to one of the two target locations after which it jumped 2 cm up or down, 100 or 300 ms after the trial started (170 or 230 ms after the trial started in the second session). In the triple-step condition, the target jumped to one of the two target locations, jumped 2 cm up or down 100 ms after trial start (170 ms in the second session) and jumped back to the previous location 300 ms after trial start (230 ms in the second session). Thus, in the triple-step condition of the first session, the target was at the perturbed position for 200 ms. In the second session, this was the case for 60 ms. For all conditions, the first target jump could be either up or down, to one of the two target locations. For the double- and triple-step conditions, the next target jumps could also be either up or down. This leads to fourteen different configurations per session (Fig. [3](#Fig3){ref-type="fig"}) that were each repeated 15 times, resulting in 210 trials. The order of the configurations was randomized within blocks of fourteen different trials.Fig. 3The 14 configurations grouped by the 4 conditions of each session. The vertical target location is shown as a function of time. The sessions only differ in the timing of the changes. During the initial step (*t* = 0), the target also moved 62 cm to the left

Procedure {#Sec6}
---------

Subjects were instructed to move their finger to the starting position and wait there for the target and a beep. The beep occurred at a random moment 2.5--3.5 s after the appearance of the starting position. The beep was the trigger to move as fast and as accurately as possible to the target that stepped at about the same moment to the other side of the screen (and 1 cm up or down). Subjects were free to lift their hand off the surface when moving to the target. Due to differences between the delays in generating images and beeps, the target appeared on average 23 ms after the beep.

Before the measurement started, subjects were given 20 practice trials to get familiar with the set-up and the speed with which they could move. Throughout the experiment, subjects received feedback about their performance. If the target was missed, it turned red. If it was hit, it exploded in one of nine colours (from red for slow movements to green for fast movements) and a score was presented. This score indicated the speed with which the trial was completed. A high score list was made to motivate the subjects. They were also encouraged verbally by the experimenter to move faster if they were slow. There was a 10-min break after 105 trials (halfway).

Data analysis {#Sec7}
-------------

From the position information obtained with the Optotrak system, we determined the acceleration in vertical direction by numerical double differentiation. We low-pass-filtered these time series with a second-order recursive, bidirectional Butterworth filter at 50 Hz. The moment of movement initiation was defined as the last moment before the first peak in the speed (measured in three-dimensional space) at which the speed was lower than 0.02 m/s. The reaction time was defined as the time that elapsed between the beep and movement initiation.

Analysis of the reaction times showed that one subject of the second session had an average reaction time of 285 ms. Thus, on average, he initiated his movement after both the perturbations had occurred and after the time at which we would expect a reaction to the first perturbation. We therefore excluded this subject from further analysis. Of the remaining 3,360 trials (16 subjects; 210 trials each), 13 were excluded because the marker did not remain visible throughout the movement, 10 were excluded because the movement was initiated before the beep, and 11 were excluded because the movement was initiated more than 500 ms after the beep.

The method of Schot et al. ([@CR28]) was applied to determine the end of the movement. Four different characteristics of the movement were converted into a 0--1 probability of each data point being the end of the movement: the position in horizontal direction, the position perpendicular to the screen, the speed and the elapsed time. For the horizontal direction, we searched for an endpoint within a range that extends for 4 cm to either side of the target. Positions outside the range were considered to have zero probability of being the end of the movement. Within the range, the most leftward position was considered to have the highest probability and the most rightward position was considered to have the lowest probability of being the end of the movement. For intermediate points, the likelihood scaled linearly. For the position perpendicular to the screen, a binary function was constructed, whereby the probability of being the end position was 1 if the position was 1 cm or closer to the screen and 0 if the position was more than 1 cm away from the screen. The speed was converted into a linear 0--1 probability distribution, whereby the likelihood of the end of the movement was 0 when the velocity was highest and 1 when the velocity was zero. Finally, we defined a probability distribution that depended on the elapsed time. This was a linearly decreasing probability starting at trial start with value 1 and decreasing to 0 over 800 ms. This distribution was necessary to ensure that we took the first moment in time after the hand stopped, because some subjects sustained their end position. The four distributions were multiplied, which resulted in one overall probability distribution. The time of the peak of this distribution was considered to be the end of the movement. The movement time was the difference in time between movement initiation and movement end.

For each subject and each configuration, the average vertical positions and accelerations were computed over the 15 repetitions for each moment in time. These profiles were averaged over the two initial target locations, resulting in 7 average position and acceleration profiles for each subject. To determine the response latency and intensity, we computed the difference between average acceleration profiles for targets that jumped up and targets that jumped down (in the same condition). The intensity of the response was defined as the maximum in this *difference in acceleration* within 200 ms of the perturbation. To determine the response latency, we adapted the method described by Veerman et al. ([@CR35]). A line was drawn through the points at which the *difference in acceleration* reached 45 and 70% of the first peak difference that occurred more than 100 ms after the perturbation. Response latency was defined as the interval between the moment of the perturbation and the moment that this line crossed a difference value of zero. We were not able to define a latency for responses to the first step in the triple-step condition of session 2 (after 170 ms; Fig. [3](#Fig3){ref-type="fig"}) for one subject, because the *difference in acceleration* was very small.

For each subject and condition, we determined two measures of response accuracy. The first measure is the systematic difference in the vertical direction between the endpoints for targets that had jumped up and targets that had jumped down. For all double- and triple-step conditions, we first superimposed the distributions of the endpoints for the two different initial target locations and then computed the difference between the medians of the distributions for targets that jumped up and targets that jumped down. If subjects' average endpoints had been perfectly on the target, the difference between the distributions of endpoint for the double-step conditions would be 4 cm, and there would be no difference for the triple-step condition. We analysed the deviation from this faultless difference for each subject. The second measure for the accuracy of the response is the standard deviation of each of the seven endpoint distributions, which we determined in both horizontal and vertical directions.

To check whether there were differences between the conditions in reaction time and movement time, we executed two Friedman's ANOVAs. We performed paired-samples *t* tests to compare the response latencies to the double-step early perturbation with the response latencies to the double-step late perturbation. Furthermore, we compared the double-step late latency to the triple-step late latency with paired-samples *t*-tests to examine whether there was any influence of the previous perturbation during the trial on the response latency. We performed a Friedman's ANOVA and post hoc Wilcoxon signed rank tests to compare the response intensities in the different conditions. We performed a Friedman's ANOVA to determine whether the difference between up-and-down jumping targets' endpoint distributions of the double-step early, double-step late and triple-step conditions were significantly different from each other and Wilcoxon signed rank tests to determine whether the difference for each condition was significantly different from 0. Another Friedman's ANOVA was performed to check whether there were differences in standard deviation between the seven endpoint distributions. For all statistical tests, *P* \< 0.05 was considered statistically significant.

Results {#Sec8}
=======

Reaction time and movement time {#Sec9}
-------------------------------

Average vertical displacements as a function of time since target appearance are displayed in Fig. [4](#Fig4){ref-type="fig"}. The moments of target perturbation are indicated with vertical lines. The figure shows that subjects make adjustments in response to the early and late perturbations, and that for the triple-step condition they first adjust in one direction and then back. It also shows that the vertical acceleration in response to the early target perturbation is smaller than that to the late perturbation.Fig. 4*Panels***a** and **b** show the average vertical hand position and acceleration for each kind of perturbation. The *continuous lines* are for perturbations up; *dashed lines* for perturbations down. The *greyarea* around the single-step trace represents the standard error of the mean between the subjects. The *vertical lines* indicate the moments of the perturbations. For movements that ended before 600 ms, we used the position at the end of the movement for averaging from that moment. *Panel***c** shows the difference in acceleration between movements to targets that jumped up and targets that jumped down

There were no significant differences in reaction time between the conditions; the median RT was 171 ms (*IQR* = 38 ms) in the first session and 177 ms (*IQR* = 38 ms) in the second session. Thus, the perturbations that occurred during the reaction time did not delay movement initiation. The perturbations did not affect the movement time either; the median MT was 367 ms (*IQR* = 52 ms) in the first session and 355 ms (*IQR* = 60 ms) in the second session. Beside the strategies described in Fig. [1](#Fig1){ref-type="fig"}, subjects could also have adapted their movement times to provide more time for making corrections. They did not do so.

Response latency {#Sec10}
----------------

Most subjects had response latencies of about 100 ms, but for the perturbation at 100 ms, several subjects had longer latencies (open circles in Fig. [5](#Fig5){ref-type="fig"}). A paired-samples*t* test between double-step 100 and double-step 300 ms revealed that the response latency to the early perturbation was significantly longer than the latency to the late perturbation (*t*(9) = 3.0, *P* = 0.016, 25-ms difference). Figure [5](#Fig5){ref-type="fig"} shows that the subjects whose response latency was large for the early perturbation had long reaction times. As the 100-ms perturbation occurred before the onset of the movement of the hand, and our method to determine the latency only enabled us to detect a latency once the subject's hand was moving, subjects who had long reaction times could not have short-latency reactions to the 100-ms perturbations because they had not initiated their movement yet when the response was expected. We therefore interpret the significant difference between the latencies to early and late perturbations as an artefact. The response latencies in the early and the late conditions of the second session were not significantly different (*t*(5) = 0.2, *P* = 0.88, 2-ms difference). Thus, the movement adjustments were initiated as fast as possible, independent of the timing of the perturbation, which is in accordance with strategies 1 and 3.Fig. 5Each subject's response latencies to the different perturbations in relation to their reaction times. The average latencies for the eight kinds of perturbations are displayed in the legend (in ms). The *dashed line* shows the region below which no latencies can be found for the 100-ms perturbation, because the movement has not started

Figure [4](#Fig4){ref-type="fig"}c shows that the responses in the triple-step conditions resemble a combination of the responses to the early perturbations and the responses to the late perturbations. In these averages, the responses to the last step in the triple-step conditions look as if they might occur a little bit later than the corresponding responses in the double-step conditions. We performed a paired-samples t-test between the response latencies to the late perturbations in the double-step and the triple-step conditions to determine whether the preceding jump in the triple-step condition influenced the response latency. The average latency to respond to the double-step 230 perturbations did not differ significantly from the latency to respond to the triple-step 230 perturbation (*t*(5) = 2.2, *P* = 0.08, 10-ms difference). Neither did the average latency for the double-step 300 perturbation differ significantly from that for the triple-step 300 perturbation (*t*(9) = 2.2, *P* = 0.052, 4-ms difference). Thus, the response latency is independent of previous perturbations during the trial.

Response intensity {#Sec11}
------------------

The response intensities for each condition and each subject are plotted in Fig. [6](#Fig6){ref-type="fig"}. Friedman's ANOVAs revealed a significant difference between the conditions both for session 1 (*χ*^*2*^ = 24.2, *P* \< 0.01) and session 2 (*χ*^*2*^ = 15.2, *P* \< 0.01). Post hoc comparisons between all combinations of the double-step early, triple-step early, double-step late and triple-step late conditions showed that for the four combinations in which an early perturbation was compared to a late perturbation, the response intensities to the early perturbations were significantly smaller than the intensities to the late perturbations (session 1, all four comparisons: *Z* = 2.8, *P* = 0.01; session 2, all four comparisons: *Z* = 2.2, *P* = 0.03), whereas for the combinations in which two early or two late perturbations were compared there were no significantly differences. An increased intensity for late perturbations (i.e. when there is less time left to correct) is consistent with strategy 3, according to which the duration of the response is maximized and the magnitude of the correction is minimized.Fig. 6Relationship between the time left to correct the movement and the intensity of the response. Each symbol represents the average time and response intensity for the indicated condition for one subject

In order to determine whether the intensity of the responses is indeed minimized, we need to know how small the responses could have been. Small responses require the adjustments to be smooth, so we computed the intensity for maximally smooth movements (Flash and Hogan [@CR10]). We computed 4-cm minimum jerk trajectories (4 cm is the difference between perturbations up and down) over a range of movement times. The acceleration profiles of these minimum jerk trajectories were calculated, and we took the peak of the acceleration as the intensity of the minimum jerk response (as was done for the data). Since measurement noise leads to an increase in the peak acceleration, we added noise to the minimal jerk trajectories. To get an indication of how much noise to add, we calculated (for each subject) the maximal *difference in acceleration* between the single-step and the double-step late conditions before the correction starts (from 200 to 300 ms after trial start, when any difference must be due to noise). We averaged the obtained *differences in acceleration* and added the resulting 2.9 m/s^2^ to the minimum jerk prediction. The resulting prediction gives a good description of the data (dashed line in Fig. [6](#Fig6){ref-type="fig"}). If we ignore the two cases in which the perturbations occurred when there was only about 170 ms left before the end of the movement, because the deviation of these points from the prediction is more likely to be due to variability in the time left than to variability in the response intensity, 66% of the variance in the data is accounted for by the prediction based on minimizing jerk. Apparently the changes in intensity are well adjusted to reach the target with a smooth movement within the remaining time, which is in accordance with strategy 3.

Response accuracy {#Sec12}
-----------------

On average, subjects were able to hit the target on more than 60% of the trials. The end positions of the movements are shown in Fig. [7](#Fig7){ref-type="fig"}. Friedman's ANOVAs revealed that the vertical differences between endpoint distributions for targets that had jumped up and down in the double-step early, double-step late and triple-step conditions were not significantly different from each other (in either session). We also tested whether the distance between the distributions was significantly different from the distance that would arise from complete adjustments. For the double-step perturbations, the distance between the final target positions was 4 cm, and for the triple-step condition, this was zero. Wilcoxon signed rank tests revealed that the distances between the double-step 300 distributions and between the double-step 100 distributions were significantly smaller than would arise from complete adjustments (resp. *Z* = 2.6, *P* = 0.02; *Z* = 2.6, *P* = 0.01). The endpoint distributions in the second session did not differ significantly from complete adjustments.Fig. 7End positions of all trials for each condition and session.*Vd* indicates the *vertical* distance between the medians for jumps up and down. The standard deviations in *horizontal* (*SDh*) and *vertical* direction (*SDv*) are also given (average values across subjects)

For the standard deviations in the first session, Friedman's ANOVAs revealed significant differences between the seven endpoint distributions in both the horizontal (*χ*^*2*^ = 13.7, *P* = 0.03) and the vertical direction (*χ*^*2*^ = 23.2, *P* \< 0.01). Post hoc Wilcoxon signed rank tests revealed numerous significant differences in both directions, see Table [1](#Tab1){ref-type="table"} for *Z*-scores. All these differences were in the first session, and they all involved target position changes at 300 ms resulting in larger standard deviations. This is probably related to the high (required) response intensity in those conditions, because there was less time to make the correction (Fig. [6](#Fig6){ref-type="fig"}).Table 1*Z*-scores and *P* values for the significant differences between the standard deviations in different conditions, both in horizontal and vertical direction*ZP*Horizontal D300 down \> Single step2.090.04 D300 down \> D100 up2.800.01 D300 down \> D100 down2.090.04 D300 down \> Triple down2.290.02 D300 up \> D100 up2.990.05 Triple up \> D100 up1.990.05Vertical D300 up \> D100 up2.400.02 D300 down \> D100 up2.500.01 Triple up \> D100 up2.800.01 Triple down \> D100 up1.990.05 D300 up \> D100 down2.600.01 D300 down \> D100 down2.290.02 Triple up \> D100 down2.890.01 Triple up \> Single step2.800.01The condition with the larger standard deviation is mentioned first

Discussion {#Sec13}
==========

We aimed at identifying the strategy that is used for controlling movement corrections. To discriminate between different strategies, we perturbed the target position at different phases of the movement and examined the characteristics of the response. We found that the timing of the perturbation did not influence the response latency (about 100 ms) but did affect the response intensity. When there is less time to adjust the movement, the correction is more vigorous. These results are congruent with strategy 3 and thus also with the results of Liu and Todorov ([@CR21]); Gritsenko et al. ([@CR16]) and Shabbott and Sainburg ([@CR29]), although the latencies in the last study were considerably longer (in the order of 300 ms). Our results are also consistent with studies that show responses with the same latencies to target perturbations of different sizes and response intensities that were adjusted to the size of the perturbation (Brenner and Smeets [@CR3]; Gritsenko et al. [@CR16]; Shabbott and Sainburg [@CR29]; Veerman et al. [@CR35]).

Our finding that the response latency is constant is not congruent with Reichenbach et al. ([@CR25]), who found a decrease in response latency when the perturbation occurred later during the movement. We propose that these seemingly contradicting findings are the result of the way in which the latency was analysed. Reichenbach et al. ([@CR25]) determined the response latency with a fixed threshold, which was a deviation away from the average trajectory that was larger than 25% of the amplitude of the displacement. The consequence of using such a method is that if responses are less vigorous, they will be considered to have occurred later in time. Other authors have also used a fixed threshold to analyse response latencies to perturbations in a grasping task with objects of different sizes and found a similar time-dependent latency (Hesse and Franz [@CR17]; van de Kamp et al. [@CR32]). A fixed threshold would not be a problem if corrections were performed in accordance with strategy 2, because then the strength of the correction would always be the same. However, we found an increase in the response intensity for later perturbations. The method of Veerman et al. ([@CR35]) allows us to compare the latencies of responses of different amplitudes.

Our finding that the latency of the response is constant also implies that movements are not controlled by strategy 2, according to which adjustments are postponed to a late stage of the movement, as suggested by many who assume that the initial part of the movement is under open-loop control, with online control emerging during the deceleration phase (Elliott et al. [@CR9]; Komilis et al. [@CR20]; Turrell et al. [@CR31]; van der Meulen et al. [@CR33]; Woodworth [@CR37]). We found movement corrections near movement initiation. Van Sonderen and Denier van der Gon ([@CR34]) measured longer response latencies, but they also reported responses to target perturbations that took place before movement onset. These results strongly suggest that the online use of visual information is already operating before the movement actually begins.

The responses in the triple-step condition were also consistent with strategy 3. For this particular condition, it would have been more efficient to delay the response (as in strategy 2), because there was no need for a response at all. However, to do so, one would have to delay the response to the first target jump. This is not how the task was performed; subjects showed two opposing corrections with appropriate intensities. When saccadic eye movements are made between two targets, the duration of fixations is longer before return saccades than before other fixations (Hooge and Frens [@CR18]). Thus, it takes more time to generate a return saccade compared to other saccades. Our results show that an equivalent delay in movement generation does not occur for corrections of hand movements, since even when the target was only at a perturbed position for 60 ms, the response latency to the second perturbation was 100 ms. These data provide a strong argument for online control with a constant (minimal) delay of 100 ms.

Studies in which the visual representation of the hand is perturbed, instead of the position of the target, reveal corresponding results. Franklin and Wolpert ([@CR11]) found no difference between response latencies to early and late perturbations, and Briere and Proteau ([@CR5]) reported no difference in response latency between back-and-forth perturbations in a paradigm similar to our triple-step condition. Although the response latencies to perturbations of the visual representation of the hand are somewhat longer than to target perturbations, the responses are very similar. This is an indication that the same controller is responsible for corrections to changes in the visual information of the target and the hand (Brenner and Smeets [@CR4]).

Subjects had more variability and ended too far in the direction of the previous target when the perturbation occurred after 300 ms. Liu and Todorov ([@CR21]) also found that subjects made incomplete corrections in a late perturbation condition. They argue that this inadequacy is due to a change in the feedback gain during the movement, with the aim to stably end the movement, if necessary not on the target. Most of our findings are consistent with this, because despite the systematic shift in the median end position in the direction of the previous target position, the variability was also larger, thus, presumably a balance was found between variability and accuracy. However, the model of Liu and Todorov ([@CR21]) cannot explain the slight systematic undershoot that we found for the early perturbation condition, because the variance in this condition was not increased.

In conclusion, the mechanism responsible for online corrections has a minimal response latency of 100 ms and uses an optimal response intensity based on the most recent sensory information to find the most suitable adjustment at each moment, from before movement onset until just before reaching the target.
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