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The probability density functions of net-proton multiplicity distributions are constructed from
the Beam Energy Scan results of the STAR experiment using the Pearson curve method for two
different transverse momentum windows. The 6th and 8th order cumulants of net-proton multiplicity
distributions are estimated from the constructed probability density functions. The beam energy
dependence of C6/C2 and C8/C2 are found to be sensitive to the acceptance window. This method
provides a unique opportunity to study the O(4) criticality near the chiral crossover transition and
estimating the higher-order cumulants. In general, it is useful to determine the probability density
function uniquely of a frequency data if the first four cumulants are known.
I. INTRODUCTION
One of the most intriguing subject in the theory of
Quantum Chromodynamics (QCD) is mapping its phase
diagram. In this context, we have only a schematic pic-
ture of QCD phase diagram. It was first predicted that
at the limit of vanishing quark masses and baryochem-
ical potential (µB = 0), the transition is likely to be a
second order, belonging to the O(4) universality class of
3-dimensional symmetric spin model [1]. Current lattice
QCD calculation has shown that at vanishing µB, the chi-
ral and deconfinement transition is a smooth crossover on
the temperature (T ) axis [2]. But at non-vanishing µB,
the phase transition will be of first order [3–5]. Thus,
various effective field theory models suggest the presence
of a critical point (CP) where the second order phase
transition line ends and first order phase transition line
starts [6–9]. Hence, locating this QCD critical point in
the T − µB plane has drawn much attention in recent
time. Due to fermion sign problem at finite µB, lattice
QCD faces tremendous challenges to establishing the fact
of the presence or absence of such CP.
Meanwhile, various theoretical works have proposed
that if indeed there is a CP in the T − µB plane, it can
be observed experimentally by varying the collision en-
ergy [10]. Event-by-event measurement of fluctuations of
conserved charges multiplicities is an excellent tool for
such study [11, 12]. Then any nonmonotonic behavior
of higher-order cumulants and their ratios as a function
of
√
sNN is proposed as the signature of the presence of
CP [10, 12]. Moreover, measurement of higher-order cu-
mulants are potential probes for pseudo-critical behavior
near the vicinity of chiral crossover phase transition and
determining the freeze-out parameters [13–17]. Various
experiments, like Beam Energy Scan (BES) program at
Relativistic Heavy-ion collision (RHIC) at BNL, the Su-
per Proton Synchrotron (SPS) at CERN and Compressed
Baryonic Matter (CBM) experiment at FAIR, GSI aim
for such study.
∗
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Net-proton multiplicity fluctuations are regarded as a
proxy to the net-baryon number fluctuations. The cou-
pling strength of proton with sigma field is more than
charge particle (pions) [12, 18]. Hence, higher-order cu-
mulants of net-proton multiplicity fluctuations are re-
garded as an excellent tool to search for critical phe-
nomena. Recently, Beam Energy Scan (BES) results
of cumulants of net-proton multiplicity distributions up
to fourth orders are reported by STAR experiments at
RHIC [19, 20]. The C3/C2 and C4/C2 results show signif-
icant deviation from the Skellam expectations at
√
sNN
= 19.6 and 27 GeV. Here Cn (n = 1, 2, 3,....) represents
the nth order cumulant. However, a transport model
(UrQMD[21]) which does not include CP also shows such
deviations. The measurements have also large uncertain-
ties, particularly at
√
sNN < 19.6 GeV. So from the cur-
rent results, it is difficult to locate the CP.
Lattice QCD calculations suggest that ratio of higher-
order cumulants, like C6/C2, C8/C2 will provide con-
straints to determine the freeze-out temperature rela-
tive to the chiral phase transition temperature [14]. It is
shown that the 6th order cumulants largely deviates from
the Skellam expectations near the transition temperature
[22]. Furthermore, criticality belonging to the O(4) uni-
versality class in 3-dimensional symmetric spin model at
zero and non-zero µB can be studied by knowing the
probability distribution of net-baryon (net-proton) num-
ber [23–25]. So Ref. [25] suggests for the construction of
a reference probability distribution, which can reproduce
the first four cumulants, to explore the O(4) criticality.
These demands necessitate the formulation of the exact
form of its probability distribution and study of higher-
order cumulants (n > 6).
However, these studies face following two main chal-
lenges: (i) It is not possible to correct the detector ef-
fect from the experimentally measured net-proton num-
ber probability distribution. Recently, some methods
have been proposed to correct the detector efficiency for
various orders of cumulants of net-proton number distri-
bution [26–28]. Although these methods are very useful
for correcting lower order cumulants, efficiency correction
method becomes very complex for the higher-order cumu-
2lants (n > 6). (ii) Higher-order cumulants are statistic
hunger in nature. The statistical uncertainty depends
on the width (σ) of the net-proton distributions as well
as event statistics (Nevent) as, error(Cn) ∝ σn/
√
Nevent
[29]. So at a given event statistics, higher the order of
cumulants, higher will be the uncertainty.
Owing to the above difficulties, following attempts has
been made by this work to address these issues. For the
first time, Pearson curve method (PCM) is employed for
constructing the probability density function (PDF) of
net-proton multiplicity distributions from its four cumu-
lants (moments). The methodology of approximation of
PDF from first four cumulants of net-proton numbers is
discussed in Section 2. In Section 3, this technique is used
to obtain the probability density functions of net-proton
multiplicity distributions for beam energy scan results.
Then from the obtained probability density functions,
the higher-order cumulants, like C6, C8 are predicted and
their ratios with respect to C2 are estimated as a func-
tion of
√
sNN for most central collision data. The results
are also compared with Skellam and Negative Binomial
distribution expectations. The summary and the outlook
are discussed in Section 4.
II. PEARSON CURVE METHOD
A statistical distribution or frequency data is charac-
terized by mean, sigma (σ), skewness (S), kurtosis (κ) or
alternatively by first four moments (cumulants). In 1895,
English mathematician Karl Pearson devised a method
for deriving the functional form of a PDF from the first
four moments of a given frequency data [30, 31]. He
proposed a family of distributions, also known as a sys-
tem of curves, which includes famous distributions, like
Normal distribution, β, γ and χ2 distributions. Accord-
ing to Pearson, the PDF f(x), of any of this system of
curves can be derived, if it satisfies the following differ-
ential equation [30–32].
1
f(x)
df(x)
dx
= − a+ x
b0 + b1x+ b2x2
, (1)
where a, b0, b1, b2 are constant parameters of the distri-
bution. These constant parameters are specific functions
of first four moments of a distribution. Generally, the
parameters are expressed by central moments as follows
[32, 33].
a =
√
m2
√
β1(β2 + 3)
10β2 − 12β1 − 18 (2)
b0 =
m2(4β2 − 3β1)
10β2 − 12β1 − 18 (3)
b1 = a (4)
b2 =
2β2 − 3β1 − 6
10β2 − 12β1 − 18 , (5)
where β1 = m
2
3/m
3
2, β2 = m4/m
2
2, and m2,m3,m4 are
second, third and fourth central moments, respectively.
There are basically seven types (in total 13 types) of
Pearson family of curves exist. Deciding the type of
curves depends on the types of roots of the quadratic
in the denominator of Eq.(1). A selection criterion called
as Pearson criterion, k, is used to classify the type of
curve, which is defined as below [32].
k =
b21
4b0b2
. (6)
Some examples of different types of Pearson curves with
respect to different values of k can be found in Ref.[33].
To determine the PDF of an experimental frequency
data, the first step is to calculate m2,m3,m4 or first
four cumulants. Once the parameters are estimated us-
ing Eq(2)-(5), the solution of Eq.(1) will yield the PDF.
To be noted that the PCM is applicable only when
β2 − β1 − 1 > 0. Some examples of deriving the PDF
from frequency data using PCM can be found in Ref.[32].
PCM is a very powerful tool to derive the PDF from a
set of frequency data if one doesn’t worry about the jus-
tification of its functional form. It also eliminates the
arbitrariness of using different PDF to same frequency
data. PCM is widely used in Economics, Bio-Science,
Engineering for fitting frequency data and to approxi-
mate the PDF.
The usual caveat of this method is that if the frequency
data don’t belong to any of the distributions of the Pear-
son family, then the higher-order cumulants (n > 5) will
deviate from the actual value of the frequency data. For
example, if one takes frequency data from Skellam dis-
tribution, then PCM only can exactly explain the cumu-
lants up to 4th order, not more than that. But if one
takes frequency data from one the seven Pearson family
of the curves, e.g. Normal distribution or β-distribution,
then PCM can reproduce all order of cumulants exactly.
This is because the higher-order cumulants are sensitive
to the tail of a distribution. PCM can exactly reproduce
the tail of a frequency data if the origin of the latter is
from its family of curves. In reality, one does have prior
knowledge, neither about the origin nor the probabilistic
nature of the data. So in that case, a χ2 test between the
PDF obtained from PCM and any other presumed PDF
which does not belong to Pearson family can tell the ap-
propriateness of one over the other. For general purpose,
PDF obtained from PCM of an unknown frequency data
will always have the advantage over other assumptions as
it can successfully reproduce the first four cumulants of
any frequency data under consideration, which is shown
in the next section.
III. RESULTS AND DISCUSSION
The analysis is carried out by using the beam en-
ergy dependence results of first four cumulants of net-
proton multiplicity fluctuations measured at midrapid-
ity |y| < 0.5, for two different transverse momenta (pT )
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FIG. 1. (Color online) Pearson selection criterion, k, esti-
mated from first four cumulants of net-proton multiplicity
distribution data using Eq.6 at different collisions energies for
0-5% collisions centrality. The filled circles and open squares
represent the k values obtained from the net-proton cumu-
lants data for 0.4 < pT < 0.8 GeV/c and 0.4 < pT < 2.0
GeV/c, respectively.
ranges by STAR experiment at RHIC [19, 20]. The de-
tector efficiency corrected values of first four cumulants
measured in the range 0.4 < pT < 0.8 GeV/c are taken
from Ref. [34]. The efficiency corrected cumulants re-
sults of net-proton multiplicity distributions measured
in wider pT range (0.4 < pT < 2.0 GeV/c) are taken
from the conference proceeding of Ref. [20]. In this ar-
ticle, the analysis is focused only on most central colli-
sion events (0-5% centrality). The derivation of PDFs of
net-proton multiplicity distributions and estimation of
cumulants from the derived PDFs are discussed in the
following sections.
A. Constructing the PDF of net-proton
multiplicity distribution
To apply PCM, first m2,m3,m4 are estimated from
the detector efficiency corrected values of the first four
cumulants of net-proton multiplicity distributions. Then
the constant parameters of Eq.(1) are estimated by in-
voking Eq.2-5. To determine the type of Pearson curve,
the Pearson criterion (k) is calculated by using Eq.6. The
obtained values of k for two different pT ranges for differ-
ent collision energies are shown in Figure.1. The values
of k estimated from the cumulants of net-proton multi-
plicity distribution measured in 0.4 < pT < 0.8 GeV/c
are found negative for
√
sNN ≤ 19.6 GeV and positive
for
√
sNN > 19.6 GeV. It can be seen from Figure 1
that k takes the minimum value at
√
sNN = 19.6 GeV
and maximum value at
√
sNN = 27 GeV. After that the
value of k decreases and comes closer to 0. In the case of
net-proton cumulants data measured at wider pT range
(0.4 < pT < 2.0 GeV/c), the value of k is found negative
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FIG. 2. (Color online) The ratio of C2, C3 and C4 estimated
using PCM to the experimental result of net-proton multiplic-
ity measured in 0.4 < pT < 0.8 GeV/c at different collision
energies.
at
√
sNN = 19.6 and 27 GeV.
From the value of k, the functional form of the PDF,
f(x), is derived using PCM. In this work, x represents the
net-proton numbers, i.e. ∆Np = Np−Np¯, where Np and
Np¯ are the proton and anti-proton numbers, respectively.
The PDFs of net-proton multiplicity distributions mea-
sured in 0-5% centrality in the pT range of 0.4 < pT < 0.8
GeV/c at different collision energies are given below.
(a) 7.7 GeV (Type-I):
f(x) = A(116.22− x)147.651 × (29.3734+ x)36.5699 , (7)
where A = 2.210965× 10−360 is the normalization con-
stant. The PDF is defined for x ∈ [-29.3734, 116.22].
The PDF given in Eq.7 has the mean value zero. How-
ever, the mean (C1) of net-proton distribution for 0-5%
centrality at
√
sNN = 7.7 GeV is rather non-zero. In
such condition, the measured value of C1 can be used to
shift the mean value from 0 by doing the transformation
x → x − C1. By applying this transformation, the PDF
given in Eq.7 will be,
f(x) = A[116.22− (x− C1)]147.651
×[29.3734+ (x − C1)]36.5699. (8)
By putting the measured value of mean of net-proton
multiplicity distribution in this centrality and energy, the
PDF will be, f(x) = A(134.972− x)147.651 × (10.6212 +
x)36.5699; x ∈ [-10.6212, 134.972]. Due to the shift-
invariance property of central moments and cumulants,
Eq.7 and Eq.8 will yield same values of central moments
and cumulants from second order onwards. So, for the
simplicity, the PDFs mentioned further will have mean
value 0 without any loss of generality.
(b) 11.5 GeV (Type-I):
f(x) = A(120.303− x)177.437 × (26.8607+ x)38.8406, (9)
4where A = 2.444367× 10−426 is the normalization con-
stant and defined for x ∈ [-26.8607, 120.303].
(c) 19.6 GeV (Type-I):
f(x) = A(147.71− x)282.362 × (27.1265+ x)51.0384, (10)
where A = 2.213729 × 10−687 and defined for x ∈ [
-27.1265,147.71].
(d) 27 GeV (Type-VI):
f(x) = A
(x+ 40.6459)196.508
(x+ 195.769)952.286
, (11)
with A = 1.992748× 101865, for all x > −40.6459.
(e) 39 GeV (Type-IV):
f(x) = A
e59.9249 tan
−1[0.0158119(2x+31.0066)]
(x2 + 31.0066x+ 1240.29)62.1139
, (12)
where normalization constant A = 2.43268 × 10179 de-
fined for all x.
(f) 62.4 GeV (Type-IV):
f(x) = A
e23.2036 tan
−1[0.0176906(2x+15.204)]
(x2 + 15.204x+ 856.621)44.1345
, (13)
where normalization constant A = 7.81703 × 10125 de-
fined for all x.
(g) 200 GeV (Type-IV):
f(x) = A
e6.93233 tan
−1[0.0196186(2x+5.0788)]
(x2 + 5.0788x+ 655.983)
35.7871 , (14)
where normalization constant A = 4.21451×1099 defined
for all x.
Similarly, the PDFs of net-proton multiplicity distri-
butions measured in 0-5% centrality in the pT range of
0.4 < pT < 2.0 GeV/c at different collision energies are
given below.
(a) 7.7 GeV (Type-IV):
f(x) = A
e18.7815 tan
−1[0.00930806(2x+24.8177)]
(x2 + 24.8177x+ 3039.49)
41.6517 , (15)
where normalization constant A = 1.06844 × 10142 de-
fined for all x.
(b) 11.5 GeV (Type-IV):
f(x) = A
e144.85 tan
−1[0.00662909(2x+86.3565)]
(x2 + 86.3565x+ 7553.31)
127.514 , (16)
where normalization constant A = 4.72244 × 10460 de-
fined for all x.
(c) 19.6 GeV (Type-I):
f(x) = A(210.864−x)373.263×(57.6972+x)101.407, (17)
where A = 6.936838 × 10−1048 and defined for x ∈ [-
57.6972, 210.864].
(d) 27 GeV (Type-I):
f(x) = A(240.065− x)494 × (60.2493 + x)123.23, (18)
where A = 4.887657 × 10−1397 and defined for x ∈ [-
60.2493, 240.065].
(e) 39 GeV (Type-IV):
f(x) = A
e183.258 tan
−1[0.00629868(2x+82.8606)]
(x2 + 82.8606x+ 8017.93)
176.564 , (19)
where normalization constant A = 8.98958 × 10649 de-
fined for all x.
(f) 62.4 GeV (Type-IV):
f(x) = A
e31.7617 tan
−1[0.00868892(2x+24.9914)]
(x2 + 24.9914x+ 3467.52)
74.1335 , (20)
where normalization constant A = 2.50378 × 10258 de-
fined for all x.
(g) 200 GeV (Type-IV):
f(x) = A
e22.9752 tan
−1[0.00750767(2x+16.9542)]
(x2 + 16.9542x+ 4507.22)91.2497
, (21)
where normalization constant A = 1.14188 × 10331
defined for all x.
From the value of k, the PDFs of net-proton multiplic-
ity distributions measured in 0.4 < pT < 0.8 GeV/c are
found to be Type-I family of Pearson curve for
√
sNN ≤
19.6 GeV, which are given in Eq.(7) - Eq.(10). At
√
sNN
= 27 GeV, the PDF is of Type-VI family of Pearson
curve, which is given in Eq.(11). For
√
sNN > 27 GeV,
the PDFs are of Type-IV family of Pearson curve.
In case of 0.4 < pT < 2.0 GeV/c data, the PDFs of net-
proton multiplicity distributions are found to be Type-IV
family of Pearson curve at
√
sNN = 7.7, 11.5, 39, 62.4,
200 GeV, which are given in Eq.(15), (16), (19) - (21).
For
√
sNN = 19.6 and 27 GeV, the PDFs are of Type-I
family of Pearson curve, which are given in Eq.(17) and
Eq.(18).
For 0.4 < pT < 0.8 GeV/c data, the sign reversal of k
and hence change in the form of the PDF of net-proton
multiplicity distributions is taking place at 27 GeV. How-
ever, with wider pT cut, changing in the sign of k and
in the functional form of the PDFs are observed only for√
sNN = 19.6 and 27 GeV. Interestingly, the value of k
and nature of the PDFs remain unchanged for
√
sNN ≥
39 GeV with increasing the upper cut in pT . This change
in types of PDF at the respective energies can be re-
garded as an indication of a change in the thermody-
namics of the system produced in the collisions and sen-
sitive to the kinematic cuts. However, whether the con-
structed PDFs reflect any criticality, like the O(4) criti-
cality at the chiral crossover transition, can be examined
under the Quark-Meson (QM) model as demonstrated in
Ref. [25]. Additionally, the beam energy dependence of
higher-order cumulants, e.g. C6 and C8 can shed more
light on it, which is discussed in the following section.
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FIG. 3. (Color online) Energy dependence of C6/C2 of net-
proton multiplicity distribution estimated from PCM for most
central collisions events in the pT range of 0.4 < pT < 0.8
GeV/c. The PCM results are illustrated by the filled circles.
The Skellam expectation is unity, which is represented by the
dotted line. The results from NBD expectations are shown
by open cross markers.
B. Estimating higher-order cumulants
From the moment generating functions of the PDFs
given in Eq.(7) - (14) and Eq.(15) - (21), cumulants up
to 8th order are calculated for the net-proton multiplic-
ity distributions measured in two different pT ranges. For
cross check, the ratio between the values estimated from
the PDF obtained by PCM and the input experimental
results of 0.4 < pT < 0.8 GeV/c are calculated. In Fig-
ure 2, the ratios of 2nd, 3rd and 4th cumulants are shown
in the panel (a), (b) and (c), respectively, as a function
of different collision energies. The ratios imply that the
PDFs derived using PCM can retain the 2nd, 3rd and 4th
cumulant information of the experimental data very pre-
cisely. In other words, the derived PDFs can perfectly de-
scribe the characteristic parameters, like shape and width
of the experimentally measured net-proton multiplicity
distributions. However, it should be noted here that this
does not guarantee to reproduce the other higher-order
cumulants in all cases. That’s why the PDFs are termed
as approximations. Thus the derived PDFs are regarded
as a model for the net-proton multiplicity distributions.
To estimate the errors of the cumulants obtained by
PCM for Ref.[19] data, either the statistical or system-
atic uncertainty of an input cumulant data is considered,
whichever is the largest at a given centrality and energy.
In case of Ref.[20] results, for
√
sNN = 7.7 and 11 GeV
data a flat 20% and for rest of the collisions energies, a
flat 10% of relative uncertainty of first four cumualnts
data are considered. Then the value of 2nd, 3rd and 4th
cumulants are varied randomly within the 3σc about their
mean values assuming a Gaussian distribution. Here σc
is the uncertainty in the input cumulant. The uncer-
tainty (δCn) in Cn is estimated by calculating standard
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FIG. 4. (Color online) Energy dependence of C8/C2 of net-
proton multiplicity distribution estimated from PCM for most
central collisions events in the pT range of 0.4 < pT < 0.8
GeV/c is illustrated by the filled circles. The Skellam expec-
tation is represented by the dotted line. The results from
NBD expectations are shown by the open cross markers.
deviations of them. Hence, the relative uncertainties of
the higher-order cumulants calculated by PCM depend
on the relative uncertainties of the first four cumulants
of input data. For example, in Figure 3 and 4 it can be
seen that at lower beam energies (
√
sNN ≤ 19 GeV), the
uncertainties are high, which is due to the higher uncer-
tainties in the experimental data.
The ratios of cumulants, C6/C2 and C8/C2 of net-
proton multiplicity distributions are estimated for the
beam energy scan data for two pT windows. The cu-
mulant ratios are compared with Skellam and Negative
Binomial distribution (NBD) expectations. When the
proton and anti-proton probability density distributions
are assumed to be two uncorrelated Poissonian distribu-
tions, the net-proton distribution becomes Skellam dis-
tribution. Skellam distribution is widely used in lattice
QCD calculations and in Hadron Resonance Gas (HRG)
model to estimate the cumulants of conserved charges
[13, 35, 36]. The nth cumulant of Skellam distribution is
defined as Cn = c1(p)+(−1)nc1(p¯). Here c1(p) and c1(p¯)
are the first cumulant of proton and antiproton distribu-
tions, respectively. So the value of C6/C2 and C8/C2 will
always yield unity.
Recently (Negative) Binomial distribution (NBD/BD)
has been proposed as one of the baselines for such study
[37]. In this case, the proton and anti-proton distribu-
tions are assumed individual NBD/BD distributions. For
a given NBD (BD) distribution, one can calculate the
higher-order cumulants like C6 and C8 analytically by
knowing the value of first and second cumulants [37]. If
cn(p) and cn(p¯) are the n
th order cumulants of proton
and anti-proton multiplicity distributions, the cumulants
of net-proton multiplicity distributions are calculated by
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FIG. 5. (Color online) Energy dependence of C6/C2 of net-
proton multiplicity distribution estimated from PCM for most
central collisions events in 0.4 < pT < 2. GeV/c compared
with Skellam and NBD expectations. The PCM results are
illustrated by the filled circles. The Skellam expectation is
represented by the dotted line and the open cross marker rep-
resents the NBD expectation.
using the following relation.
Cn(∆Np) = cn(p) + (−1)ncn(p¯). (22)
The PCM results of net-proton data measured in 0.4 <
pT < 0.8 GeV/c almost become constant for
√
sNN ≥ 39
GeV as shown in Figure 3 and 4. The C6/C2 results of
PCM as a function of
√
sNN show increasing trend up to
27 GeV, however, C8/C2 does not show such increasing
behavior at this energy range. The PCM results of C6/C2
and C8/C2 are close to Skellam and NBD expectations
within the uncertainties for
√
sNN ≤ 19.6 GeV but de-
viate significantly after that. As reported in Ref. [19],
the experimental measurements of ratio of 3rd and 4th
cumulants with respect to 2nd cumulants are reasonably
described by Independent Production (IP) assumption
(which is equivalent to NBD) at all energies. However, at√
sNN > 27 GeV, the PCM results of C6/C2 and C8/C2
deviate significantly from both the statistical models and
have values more than unity. These observations are in
contrast to the observation made in Ref.[19] where the
ratio of 3rd and 4th cumulants with respect to 2nd cumu-
lants are below the Skellam expectations. Moreover, the
mean values of C6/C2 and C8/C2 from PCM are negative
for
√
sNN ≤ 19.6 GeV and become positive for √sNN >
27 GeV. A preliminary result of C6/C2 of net-proton es-
timated in 0.4 < pT < 0.8 GeV/c at 0-40% centrality by
STAR experiment show negative values for
√
sNN ≤ 19.6
GeV [38]. But it has value less than unity for
√
sNN ≥
27 GeV.
The PCM results of C6/C2 and C8/C2 for wider pT
range deviate from Skellam and NBD expectations for√
sNN ≥ 39 GeV, which are shown in Figure 5 and 6.
At 27 GeV, the mean values of C6/C2 and C8/C2 are
negative., whereas the mean value of C6/C2 is negative
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FIG. 6. (Color online) Energy dependence of C8/C2 of net-
proton multiplicity distribution estimated from PCM for most
central collisions events in 0.4 < pT < 2. GeV/c compared
with Skellam and NBD expectations. The filled circles illus-
trate the PCM results. Skellam and NBD expectations are il-
lustrated by dotted line and open cross markers, respectively.
The inset figures show the same results of C8/C2 in log scale,
shifted with a positive constant value (10.) along the y-axis.
only for 19.6 GeV. But at this two energies, the PCM
results are close to Skellam and NBD expectations within
the uncertainty. Then while going from 11.5 GeV to 7.7
GeV, the C6/C2 and C8/C2 values show a rapid rise and
deviate strongly from the Skellam and NBD expectations.
Furthermore, by comparing the PCM results estimated
in two different pT range, one can see that it also exhibits
change in the value of C6/C2 and C8/C2 with different
pT ranges as discussed in [20] for lower moments. For√
sNN ≥ 39 GeV, the C6/C2 and C8/C2 values are in-
creased slightly with increasing the upper pT cut. But the
7.7 GeV and 11.5 GeV energy results show large change
in C6/C2 and C8/C2 values with increasing pT range re-
sulting in a dip around 19.6 and 27 GeV. The dip struc-
ture can be seen clearly in the inset figure of Figure 6,
which is represented in log scale. The C8/C2 result at
27 GeV is negative, so all results are shifted with a posi-
tive constant (10.) to illustrate in log scale. The experi-
mental results of C4/C2 also show development of similar
structure (dip) with increasing kinematic cuts (pT , rapid-
ity). Such dependence of higher-order cumulants on ac-
ceptance cut is also discussed in several works [35, 39, 40].
In Ref. [39], the dependence of higher-order cumulants
on pT windows is demonstrated by taking two-particle
correlator, where it is shown that the correlation is lo-
cal in position space but non-local in momentum space.
So the significant change of higher-order cumulants by
varying the pT window is a consequence of non-locality
of the particle correlations in momentum space. In more
general terms it can be stated that the particles of all
momenta are correlated with each other by critical fluc-
tuations.
It can be observed that the energy dependence of the
7ratio of even order cumulants, i.e. C6/C2 and C8/C2
estimated from the PDFs derived by PCM show a qual-
itatively similar structure to the energy dependence ba-
havior of C4/C2 given in Ref.[19] and [20]. For the energy
range (
√
sNN ≥ 39 GeV), a large deviation of C6/C2 and
C8/C2 from Skellam expectations is observed, which is in-
teresting in terms of locating the freeze-out temperature
with respect to chiral transition temperature [13, 14, 41].
According to Ref.[14, 41], the C6/C2 and C8/C2 may in-
crease with increasing temperature, having the maximum
value close to the transition region and then drop rapidly
and become negative at the chiral limit. The PDFs are
derived from experimental results of first four cumulants.
So one can expect that PDFs may carry some character-
istic feature of the experimental results. Additionally,
higher-order cumulants have a stronger dependence on
correlation length. So higher-order cumulants estimated
from PCM may have amplified signal of possible critical
fluctuations if the input data have any. But it should be
noted here that before interpreting its C6 and C8 results,
it is imperative to establish the critical behavior from
first four cumulants as they are the sole input parame-
ters of this method. Furthermore, the following issues
need to be taken into account: (i) the first four cumu-
lants should be devoid of any experimental artifacts, (ii)
sources having non-critical fluctuations and their contri-
bution to the critical fluctuations, like resonance decay,
van dar Waals repulsion, baryon stopping, participant
fluctuations, etc. need to be addressed [42–44]. The up-
coming RHIC BES-II run aims for studying the C6/C2
in larger acceptance with larger event statistics, which
will be helpful to validate the predictions of C6 and C8
results from PCM.
IV. SUMMARY
In summary, Pearson curve method is used to derive
the PDFs using the first four cumulants of net-proton
multiplicity distributions of the BES results of STAR ex-
periment at RHIC. In general, this method helps to de-
termine the PDF uniquely from frequency data with an
unknown functional form, as long as the data satisfy the
condition β2−β1−1 > 0. This is the first attempt to con-
struct the PDF from the efficiency corrected cumulants.
It is shown that the PDFs derived from PCM can re-
tain the exact information of the first four cumulants. It
must be emphasized here that the PDF constructed from
first four cumulants of the net-proton distributions has
potential importance in the context of the quark-meson
(QM) model within the functional renormalization group
approach to study the O(4) criticality. It is found that
the functional forms of the net-proton multiplicity dis-
tribution at 7.7, 11.5 and 27 GeV change depending on
the pt cut and remain unchanged for
√
sNN ≥ 39 GeV. In
this work, the higher-order cumulants and their ratios are
estimated from the PDFs for the BES energies at most
central collisions for two different pT ranges. The PCM
results of C6/C2 and C8/C2 are found to be sensitive to
the pT range, particularly at lower energies. However, the
lower energy data are associated with large uncertainty.
The C6/C2 and C8/C2 deviate from Skellam expecta-
tions and are larger than unity for
√
sNN ≥ 39 GeV,
which is interesting in terms of locating the freeze-out
temperature with respect to chiral transition tempera-
ture. However, more conclusive information can be gath-
ered after making a quantitative comparison between the
upcoming RHIC BES-II run data and PCM results. In
addition to that, the derived PDFs can be used for model
study and qualitative comparison with other theoretical
predictions. They also provide a useful tool for exploring
other event-by-event physics in heavy-ion collision exper-
iments.
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