Abstract. Many problems that are intractable for general graphs allow polynomial-time solutions for structured classes of graphs, such as planar graphs and graphs of bounded treewidth. In this paper, we demonstrate structural properties of larger classes of graphs and show how to exploit the properties to obtain algorithms. The classes considered are those formed by excluding as a minor a graph that can be embedded in the plane with at most one crossing. We show that graphs in these classes can be decomposed into planar graphs and graphs of small treewidth; we use the decomposition to show that all such graphs have locally bounded treewidth (all subgraphs of a certain form are graphs of bounded treewidth). Finally, we make use of the structural properties to derive polynomial-time algorithms for approximating treewidth within a factor of 1.5 and branchwidth within a factor of 2.25 as well as polynomialtime approximation schemes for both minimization and maximization problems and fixedparameter algorithms for problems such as vertex cover, edge-dominating set, feedback vertex set, and others.
Introduction
The development of algorithms for NP-complete problems on restricted classes of graphs has resulted in structural characterizations of algorithmic utility. For example, algorithms for graphs of bounded treewidth rely on techniques using separator properties resulting from tree decompositions. In this paper we focus on graph classes obtained by excluding a single-crossing graph as a minor. We present a polynomial-time algorithm that determines a clique-sum decomposition of such a graph, a representation of the graph as a collection of planar graphs and graphs of small treewidth (defined formally in Section 3). Our result generalizes previous decomposition results for graphs excluding special single-crossing graphs such as K 3,3 [Asa85] and K 5 [KM92] .
A second structural property is that of locally bounded treewidth which allows a layer decomposition, enabling us to represent a graph as a collection of subgraphs, each of bounded treewidth (formal definitions follow in Section 4). In order to take advantage of the bound on treewidth of the subgraphs, we give a tree decomposition algorithm for this special case, adding to the toolkit of tree decomposition algorithms for small bounds on treewidth [AP86, MT92, San96] and r-outerplanar graphs [ABF + 02] that reduce the prohibitively high constant factors found in algorithms for more general graphs [Lag96, BK96, Bod96] .
Included among the results in this paper are several applications of our structural characterizations and algorithms. Using clique-sum decompositions, we obtain the first constant-factor approximation algorithm for treewidth of nonplanar graphs. Furthermore, we use properties of layer decompositions to form polynomial-time approximation schemes for a range of maximization and minimization problems, as well as fixed-parameter algorithms for dominating set and related problems.
We present decomposition results followed by algorithms for NP-complete problems. Sections 2 through 4 present general results from which applications are derived in Sections 5 through 7. First, in Section 2, we introduce the terminology used throughout the paper. Next, in Section 3, we introduce the concept of clique sums and demonstrate how graphs excluding single-crossing graphs as minors can be characterized using a clique-sum decomposition. The fact that such graphs have bounded local treewidth is established in Section 4, which also gives an algorithm for computing the tree decomposition of a local neighborhood in a graph. The rest of the paper contains results that follow from these properties: an approximation algorithm for treewidth (Section 5), polynomial-time approximation schemes for optimization problems (Section 6), and fixed-parameter algorithms for dominating set and its variants (Section 7). Finally, in Section 8, we summarize our results and present directions for further research.
Background 2.1 Graph terminology
We assume the reader is familiar with general concepts of graph theory such as graphs, trees, and planar graphs. The reader is referred to standard references for appropriate background [BM76] . Here we review a few terms used in this paper; others will be defined in the context of their use.
Throughout this paper, all graphs are finite, simple, and undirected, unless indicated otherwise. A graph G is represented by G = (V, E), where V (or V (G)) is the set of vertices and E (or E(G)) is the set of edges; we use n to denote |V | when G is clear from context. An edge e in a graph G between u and v is denoted by {u, v} or, equivalently, {v, u}. Here, vertices u and v are called the endpoints of e.
In our algorithms we will consider pieces of graphs as well as ways of joining pieces to form larger graphs. A graph G = (V , E ) is a subgraph of G if V ⊆ V and E ⊆ E, and is an induced subgraph of G, denoted by G[V ], if in addition E contains all edges of E that have both endpoints in V . The (disjoint) union of two disjoint graphs G 1 and G 2 , G 1 ∪ G 2 , is a graph G formed by merging vertex and edge sets, so that V (G) = V (G 1 ) ∪ V (G 2 ) and E(G) = E(G 1 ) ∪ E(G 2 ).
We define the r-neighborhood of a set S ⊆ V (G), denoted by N r G (S), to be the set of vertices at distance at most r from at least one vertex of S ⊆ V (G); if S = {v} we simply use the notation N r G (v). The diameter of G, denoted by diam(G), is the maximum over all distances between pairs of vertices of G. An n-clique (K n ) is an n-vertex graph in which every pair of vertices is connected by an edge. The vertices of the graph K n,m can be partitioned into sets V 1 and V 2 such that |V 1 | = n, |V 2 | = m, and the edge set consists of all edges {u, v} such that u ∈ V 1 and v ∈ V 2 . A graph G = (V, E) is k-connected if for any S ⊆ V (G) such that |S| ≤ k, G[V − S] is connected.
A graph is planar if it can be drawn in the plane so that its edges intersect only at their endpoints; such a drawing is called an embedding. An embedding partitions the plane into connected regions called faces; the unbounded region is called the outer face. A graph with all vertices on the outer face is called outerplanar; a k-outerplanar graph has the property that k successive deletions of the vertices on the outer face results in the empty graph. We consider classes of graphs that are associated with single-crossing graphs, as defined by Robertson and Seymour [RS93] . To define this notion, we first need the concept of a minor. A graph G is a minor of a graph H if H can be obtained from a subgraph of G by contracting zero or more edges. To contract an edge e = {u, v} is to replace both u and v by a single vertex w and to form an edge between w and any neighbor of u or v other than u or v. A single-crossing graph can now be defined as a graph that is a minor of one that can be drawn in the plane with at most one pair of edges crossing. Note that a single-crossing graph may itself not be drawable in this fashion. Figure 1 shows to the left three examples of single-crossing graphs; the third one cannot be drawn in the plane with only one crossing, but is obtainable by edge contraction from the graph to the right, which can be so drawn.
We consider classes of graphs that do not contain a particular single-crossing graph as a minor. A graph class C is a minor-closed class if any minor of any graph in C is also a member of C. A graph G is H-minor-free if H is not a minor of G; we will call such a graph single-crossing-minor-free graph when H is a single-crossing graph. The following lemma is a consequence of closure under minors; in contrast, the class of graphs that can be drawn in the plane with at most one pair of edges crossing is not closed under minors, as Figure 1 shows. Lemma 1. If single-crossing-minor-free graph G excludes a single-crossing graph H as a minor, any minor G of G is also a single-crossing-minor-free graph which excludes H as a minor.
The following example demonstrates that single-crossing-minor-free graphs can be considerably more complicated than single-crossing graphs. Form a graph on n = 6k vertices by taking k copies of K 3,3 and adding k − 1 edges to connect them into a path-like structure. This graph has Θ(n) crossings, but is K 5 -minor-free. In fact, any graph can be shown to be a single-crossing-minor-free graph, where the excluded single-crossing graph is a sufficiently large grid. However, our algorithms are really only of interest when the excluded graph is small.
Treewidth and locally bounded treewidth
Treewidth plays an important role in this paper, as a property of inputs as well as the objective of an algorithm. The notion was first defined by Robertson and Seymour [RS84] and served as one of the cornerstones of their lengthy proof of Wagner's conjecture, now known as the Graph Minors Theorem [RS85] . Treewidth has several applications in algorithmic graph theory: a wide range of otherwise-intractable combinatorial problems are polynomially solvable, often linearly solvable, when restricted to graphs of bounded treewidth [ACP87, Bod93, Bod97, Bod98] .
The treewidth of a graph is the minimum k such that the graph can be "decomposed" into a tree structure of bags of at most k + 1 vertices such that each vertex of the graph appears in a connected subtree of bags, and endpoints of any edge appear together in at least one bag.
Definition 1. [RS86]
A tree decomposition of a graph G = (V, E), denoted by T D(G), is a pair (χ, T ) in which T = (I, F ) is a tree and χ = {χ i |i ∈ I} is a family of subsets of V (G) such that:
1. i∈I χ i = V ; 2. for each edge e = {u, v} ∈ E there exists an i ∈ I such that both u and v belong to χ i ; and 3. for all v ∈ V , the set of nodes {i ∈ I|v ∈ χ i } forms a connected subtree of T .
We distinguish between vertices of the original graph G and nodes of T in T D(G), and use the term bag to refer to a set χ i . The maximum size of a bag in T D(G) minus one is called the width of the tree decomposition. The treewidth of a graph G (tw(G)) is the minimum width over all possible tree decompositions of G.
A graph of bounded treewidth is a graph of treewidth at most k, for k a constant independent of the size of the graph. A related notion is that of a k-tree [Ros74] , a graph G such that either G is a k-clique or G has a vertex u of degree k such that u is adjacent to a k-clique, and the graph obtained by deleting u and all its incident edges is a k-tree. It has been shown that for any k, the class of graphs of treewidth at most k is equivalent to the class of partial k-trees, that is, subgraphs of k-trees [vL90] . The idea of treewidth can be generalized to that of locally bounded treewidth [Epp00] , in which each local subgraph has treewidth bounded by a function of r.
Definition 2. The local treewidth of a graph G is the function ltw G : N → N that associates with every r ∈ N the maximum treewidth of an r-neighborhood in G. We set ltw
)}, and we say that a graph class C has bounded local treewidth (or locally bounded treewidth) when there is a function f : N → N such that for all G ∈ C and r ∈ N, ltw G (r) ≤ f (r).
Furthermore, Eppstein [Epp00] showed that a minor-closed graph class C has bounded local treewidth if and only if every graph in C is H-minor-free for some apex graph H, where in any apex graph there exists a vertex whose deletion produces a planar graph. The following lemma proves useful in our results:
Lemma 2. For any graph G and subgraph G of G, ltw
Proof. It is enough to observe that for any v ∈ G and
with width at most that of G.
3 Clique-sum decompositions
Clique sums
The structural properties proved in this paper rely on the operation of graph summation, the formation of a graph by identifying cliques in two smaller graphs, removing zero or more edges from the cliques, and then "gluing" the vertex sets of the cliques. More formally, we consider graphs G 1 and G 2 with disjoint vertex-sets. For each i ∈ 1, 2 and for G i [W i ] a clique of size k ≥ 0, we define G i to be a graph formed from G i by removing zero or more edges from G i [W i ]. For any bijection h : W 1 → W 2 we define a k-sum G of G 1 and G 2 , denoted by G = G 1 ⊕ k G 2 (or, more simply, by G = G 1 ⊕ G 2 ), to be the graph obtained by identifying w with h(w) for all w ∈ W 1 to form the union of G 1 and G 2 and replacing the resultant double edges with single edges. The images of the vertices of W 1 and W 2 in G 1 ⊕ k G 2 form the join set. In the rest of this section, when we refer to a vertex v of G in G 1 or G 2 , we mean the corresponding vertex of v in G 1 or G 2 (or both).
The result of the operation will depend on which (if any) edges are removed from the cliques as well as which bijection is selected, so the operation ⊕ can have a set of possible results, and hence is not well-defined. A series of k-sums (not necessarily unique) that generate a graph G is called a decomposition of G into clique-sum operations. Figure 2 demonstrates an example of a 5-sum operation.
Example of a 5-sum of two graphs.
Relating clique sums to treewidth and local treewidth
The following lemma shows how the treewidth changes when we apply a clique-sum operation, which will play an important role in our approximation algorithms in Section 5.
Lemma 3.
[BvLTT97] For any two graphs G and H, tw(G⊕H) ≤ max{tw(G), tw(H)}.
Proof. We begin by observing that we can form a tree decomposition T D(G) of G of width tw(G) and a tree decomposition T D(H) of H of width tw(H). For W the set of vertices of G and H identified during the ⊕ operation, W is a clique in G and in H. As vertices in a clique must appear together in a bag in any decomposition of the graph [BM93] , there exist a node α in T D(G) such that W ⊆ χ α and a node β in T D(H) such that W ⊆ χ β . Hence, we can form a tree decomposition of width max{tw(G), tw(H)} of G ⊕ H by adding an edge between α in T D(G) and β in T D(H).
To extend the result to graphs of bounded local treewidth in Lemma 6 (Section 4), in Lemma 4 we establish treewidth properties for neighborhoods of graphs.
Lemma 4. For any graph G, any clique R of G, any v ∈ R, and any
Proof. We note that all vertices in R−v are at distance 1 from v. Therefore N
, and the result follows from Lemma 2.
Decomposition algorithm
The main theorem of this section is a constructive version of the following nonalgorithmic result of Robertson and Seymour, itself used in our algorithm.
Theorem 1. [RS93]
For any single-crossing graph H, there is an integer c H ≥ 4 (depending only on H) such that every H-minor-free graph can be obtained by 0-, 1-, 2-or 3-sums of planar graphs and graphs of treewidth at most c H .
In the remainder of the paper we will assume that c H is the smallest integer for which Theorem 1 holds. Although previous algorithms have been developed for decomposing specific single-crossing-minor-free graphs into series of clique sums (Asano [Asa85] gave an O(n)-time construction for K 3,3 -minor-free graphs and Kézdy and McGuinness [KM92] gave an O(n 2 )-time construction for K 5 -minor-free graphs), ours is the first general algorithm. For more examples of graph classes that can be characterized by clique-sum decompositions, see the work of Diestel [Die89, Die91] . Theorem 2 below describes a constructive algorithm to obtain a clique-sum decomposition of a single-crossing-minor-free graph G that satisfies the additional property that the smaller graphs are minors of G. The additional property is crucial for designing approximation algorithms in Section 5.
To form a clique-sum decomposition of graphs that are minors of the original graph, we consider graphs formed by first removing a set of vertices from the graph and then reinserting the removed vertices in each resulting connected component. More formally, we define a subset S ⊆ V to be a k-cut if the induced subgraph G[V − S] is disconnected and |S| = k, and to be a strong k-cut if in addition G[V − S] either has more than two connected components or each component has more than one vertex. For S a strong cut that separates G into components G 1 , . . . , G h , we form the augmented components induced by S, denoted G i ∪ K(S) for 1 ≤ i ≤ h, as the graphs obtained from graphs G[V (G i ) ∪ S] by adding an edge between each pair of nonadjacent vertices in S. Each augmented component will contain as a subgraph a clique on the vertices in S. The influence of strong cuts on augmented components is fundamental in the proof of our theorem. By introducing a less strict definition of strong cuts, we obtain a stronger version of an earlier lemma [KM92] .
Lemma 5. Let S be a strong 3-cut of a 3-connected graph G = (V, E), and let
Proof. We first consider the case in which h ≥ 3. By symmetry, it will suffice to show that G 1 ∪ K(S) is a minor of G by forming the graph by a series of contractions in G. Starting with G, we first contract all edges of G 2 through G h to obtain super-vertices y 2 through y h (we use the term super-vertices to denote vertices that are the result of the contraction of all the edges in specific connected subgraphs of G). Because G is 3-connected, each super-vertex is adjacent to all vertices x 1 , x 2 , and x 3 in S. We now contract the edge {x 2 , y 2 } to form a super-vertex x 2 and contract edges between y 3 through y h and x 3 to form a super-vertex x 3 . Again since each y i was adjacent to each x j , we can conclude that x 1 , x 2 , and x 3 form a clique and hence the resulting graph is the augmented component G 1 ∪ K(S), as needed.
If instead h = 2, then by the definition of a strong cut G 1 and G 2 each contain at least two vertices. As in the previous case, it will suffice to show that G 1 ∪ K(S) is a minor of G, as the argument for G 2 ∪ K(S) is symmetric. Again, we demonstrate a series of contractions that results in G 1 as well as a clique on the vertices x 1 , x 2 , and x 3 of S. We consider separately the cases in which G 2 is a tree and G 2 contains a cycle.
If G 2 is a tree, then because G is 3-connected, there is a vertex y 1 in G 2 that neighbors x 1 , and similarly a vertex y 3 = y 1 in G 2 that neighbors x 3 . We contract edges in G 2 until there remain two super-vertices y 1 and y 3 , connected to x 1 and x 3 respectively. Since G 2 is connected but acyclic, there will be a single edge between y 1 and y 3 . Moreover, since G is 3-connected, there is an edge between x 2 and either y 1 or y 3 , say y 1 . Finally, again because G is 3-connected, y 3 must be adjacent to a vertex of S other than x 3 , that is, either x 2 or x 1 . In either case we can form a clique on the vertices in S, by contracting edges {x 1 , y 1 } and {x 3 , y 3 } if y 3 is adjacent to x 2 or by contracting the edges {x 2 , y 1 } and {x 3 , y 3 } if y 3 is adjacent to x 1 .
Finally suppose that G 2 has a cycle C. We claim that there are three vertexdisjoint paths connecting three vertices of C to three vertices of S in G 2 . By contracting these paths and then contracting edges of C to form a triangle, we have a clique on the vertices of S as desired. To prove the claim, we augment the graph G by adding a vertex v 1 connected to every vertex in S, and by adding a vertex v 2 connected to every vertex in C. Because |S| = 3 and |C| ≥ 3, the augmented graph is still 3-connected. Therefore there exist at least three vertex-disjoint paths from v 1 to v 2 . Each internal vertex on each of these paths must be in G 2 , and each path must contain an edge from v 1 to a vertex of S and an edge from a vertex of C to v 2 . We obtain the desired paths by removing v 1 and v 2 from each path.
Theorem 2. For any graph G excluding a single-crossing graph H as a minor, we can construct in O(n 4 ) time a series of clique-sum operations G = G 1 ⊕G 2 ⊕· · ·⊕G m where each G i , 1 ≤ i ≤ m, is a minor of G and is either a planar graph or a graph of treewidth at most c H . Here each ⊕ is a 0-, 1-, 2-or 3-sum.
Proof. The algorithm proceeds by recursively determining connectivity of subgraphs of the original graph, where different decompositions are used depending on the type of cut. When considering graph G, we first determine whether it is 1-, 2-, or 3-connected. If G is disconnected, each of its connected components is considered separately, and all are joined by 0-sums to form G. If G has a 1-cut, 2-cut, or strong 3-cut S, we recursively apply the algorithm on the augmented components induced by S, applying, respectively, 1-, 2-, or 3-sums. Finally, if G is 3-connected but has no strong 3-cut, then we claim that it is either planar or has treewidth at most c H .
We first prove the correctness of the outline above, and later fill in the algorithmic details and analyze the running time. To show that the recursive application of the algorithm will yield a correct solution, we need to show that each subgraph created is a minor of G (and hence is H-minor-free by Lemma 1). A connected component of a disconnected graph or an augmented component resulting from a 1-cut is a subgraph of G, and hence a minor. For an augmented component formed by a 2-cut, the 2-connectivity of G guarantees that any component must connect to both vertices in the cut, and hence edges can be contracted to yield the edge added in the augmentation. Lemma 5 handles the case in which there is a strong 3-cut.
Finally, we need to prove that if the graph G is 3-connected but has no strong 3-cut, then either the treewidth of G is at most c H or G is planar. Suppose instead that neither of these properties hold. Since G is H-minor-free and 3-connected, by Theorem 1, G can be obtained by 3-sums of a sequence of graphs C, where each graph in C is either planar or of treewidth at most c H ≥ 4. As G has no strong 3-cut, for any join set S in the clique-sum decomposition G−S may contain at most one component with more than one vertex, and hence at most one graph in C can have more than four vertices. If every graph in C has at most four vertices and hence treewidth at most 3 (and hence less than c H ), then by Lemma 3, G would have treewidth less than c H , contradicting our assumption. We can thus conclude that C contains subgraphs of K 4 and one planar graph of at least five vertices and of treewidth greater than c H .
To complete the proof of correctness, we will show that our assumption about C yields a contradiction, that is, that G has a strong 3-cut. Since G is not planar but every graph in C is planar, during the clique-sum operations forming G, there exists a graph J ∈ C and a 3-sum G = G ⊕ J with join set S such that G is planar but G is not planar. It is not possible to form planar embeddings of both J and G such that S forms the outer face, since if this were possible, the two embeddings could be joined to form a planar embedding of G (e.g. J would be embedded inside the triangle and G outside). We can thus conclude that there are at least three components in G −S, which implies that S is a strong 3-cut in G and hence in G, a contradiction.
To analyze the running time of the algorithm, we first recall that any graph G excluding an r-clique as a minor cannot have more than (0.319+o(1))(r √ log r)|V (G)| edges [Tho01] . This implies that for any single-crossing-minor-free graph G,
To run the algorithm, we apply algorithms to obtain all connected components and 1-cuts in linear time [Tar72] , all 2-cuts [HT73, MR92] , and all O(n 2 ) 3-cuts in O(n 2 ) time [KR91] . Checking whether a particular 3-cut is strong can be accomplished in O(n) time using depth-first search. All other operations, including checking if a graph is planar or has treewidth at most c H , can be performed in linear time [Wil84, Bod96] .
To set up recurrence relations, we make the assumption that for each cut we split a graph into two 0-, 1-, or 2-connected components or into at most three 3-connected components at a particular iteration. The running time of one iteration, excluding recursive calls, is O(n). For T (n) the running time on an input of size n, for a 0-sum involving a component of size n 1 we obtain the equation:
The recursive calls for a 1-cut yield the following equation
where n 1 and n − n 1 + 1 are the sizes of the two augmented components. Similarly, for recursive calls for a 2-cut, we have
For recursive calls for a strong 3-cut with exactly two components, we have
Finally, if we have recursive calls for a strong 3-cut with at least three components, we have
where n 1 , n 2 , and n − n 1 − n 2 + 6 are the sizes of the augmented components (the last being the third and all subsequent components taken together). The additive terms (+1, +2, +3, +6) are due to the duplication of the vertices of the cut in the augmented components. Solving this recurrence gives a worst-case running time of O(n 4 ).
Even for excluded graphs H where c H is huge, the value of c H does not contribute to the asymptotic complexity of the algorithm presented above. However, it does contribute heavily to the constant hidden in the order notation. In some contexts, it may make sense to replace Bodlaender's linear-time algorithm for determining treewidth exactly with an approximation. Amir [Ami01] gives an algorithm running in time O(2 4.38c H n 2 c H ) which either returns a tree-decomposition of width at most 4c H or answers that the treewidth is more than c H . This can be used to prove a version of Theorem 2 with c H replaced by 4c H but whose dependence on c H is more reasonable. Similar substitutions will be possible in our approximation algorithms, discussed in Section 6.
Locally bounded treewidth of single-crossing-minor-free graphs
In this section we establish the locally bounded treewidth of single-crossing-minorfree graphs, which provides the structure on which the approximation schemes of Section 6 are built. First we demonstrate how clique sums and local treewidth are correlated. Next, we discuss layer decompositions and present a tree decomposition algorithm for a subgraph induced by a sequence of consecutive layers.
Bounded local treewidth
Lemma 6. If G 1 and G 2 are graphs such that ltw
Proof. To show ltw G (r) ≤ f (r), we prove that for any v ∈ V (G) and for all r ≥ 0,
We use W to denote the join set of G 1 ⊕ k G 2 and without loss of generality, we assume v is from G 1 . As the claim holds trivially for r = 0, in the remainder of the proof we assume r > 0. Moreover, since if N r G (v) contains only vertices originally from G 1 , the result follows from the fact that ltw G 1 (r) ≤ f (r), we assume that N r G (v) contains vertices from G 2 that are not in W . We consider two cases, depending on whether
In addition, since r ≥ 1 and vertices of W form a clique in
] over the join set W . Thus, by Lemmas 2 and 3, we know
We now consider the case in which v ∈ W . Each vertex in N r G (v) is either in G 1 , and hence is in N r G 1 (v), or it is in G 2 , and hence is in N r G (v) − W . To further describe the latter set, we consider the distance between v and any vertex u in the set. Since W is the set of vertices shared by G 1 and G 2 in G, at least one vertex of W is on the shortest path from v to u in G and hence is at distance of at most r − 1 from
We let p be the minimum distance between v and any vertex in the set W ∩ N r−1 G 1 (v) and observe that since v in not in W , we can conclude that 1 ≤ p ≤ r − 1. We further observe that since each vertex u in N r G (v) − W is at distance at most r from v, it must be within distance r − p of some vertex of W , or
To complete the proof, we use the characterization of
(W ) to obtain an upper bound on its treewidth. First we show that
can be formed using the join set W , as W is a subset of each of the constituent graphs (each vertex of W is at distance at most r from v in G 1 since at least one vertex of W is at distance p ≤ r−1 from v and vertices of W form a clique in
, and hence we can apply Lemma 3 to obtain the following result:
(1)
Combining (1), (2), and the fact that tw(
Since W is a clique in G 2 , by Lemma 4,
Finally, as a consequence of (3) and (4), we conclude that
, as needed to complete the proof of the lemma.
Theorem 3 demonstrates our main result on the local treewidth of single-crossingminor-free graphs.
Theorem 3. For any single-crossing-minor-free graph G excluding a single-crossing graph H as a minor and for all r ≥ 0, ltw G (r) ≤ 3r + c H .
Proof. By Theorem 1, we can assume
is either a planar graph or a graph of treewidth at most c H ; we prove the theorem by induction on m. In the base case, if G 1 is a planar graph then ltw 
To prove the general case, we assume the induction hypothesis is true for m = h, and we prove the hypothesis for m = h + 1 by setting
. By the induction hypothesis, ltw G (r) ≤ 3r + c H and ltw G (r) ≤ 3r + c H ; by applying Lemma 6, we conclude that ltw G = ltw G ⊕G (r) ≤ 3r + c H , as needed. Using the fact that K 5 and K 3,3 are single-crossing graphs (Figure 1 ), we observe that K 5 -minor-free graphs and K 3,3 -minor-free graphs are single-crossing-minor-free graphs. Although generalized by Theorem 2 for single-crossing-minor-free graphs, for more precise results we rely on Wagner's characterizations [Wag37] . He proved that a graph is K 3,3 -minor-free if and only if it can be obtained from planar graphs and K 5 by 0-, 1-, and 2-sums and that a graph is K 5 -minor-free if and only if it can be obtained from planar graphs and V 8 (the graph obtained from a cycle of length 8 by joining each pair of diagonally opposite vertices by an edge, shown in Figure 3 ) by 0-, 1-, 2-, and 3-sums. Since both K 5 and V 8 have treewidth four, the value of constant c H in the proof of Theorem 3 is four, and we have:
Local treewidth and layer decompositions
To take advantage of the bound on local treewidth, we define a layer decomposition, prove a bound on the treewidth of a subgraph induced on consecutive layers, and then provide an algorithm that forms a tree decomposition of such a subgraph. The concept of the kth outer face in planar graphs can be replaced by the concept of the kth layer (or level) in graphs of locally bounded treewidth. The kth layer (L k ) of a graph G consists of all vertices at distance k from an arbitrary fixed vertexv of V (G). We denote consecutive layers from i to j by L[i, j] = i≤k≤j L k , and call such a representation a layer decomposition. ] to a vertex v and applying Lemma 1, we obtain another H-minor-free graph G . As all vertices at dis-
Finally by Theorem 3, we have ltw
Theorem 4 gives an upper bound on the treewidth of consecutive layers from i to j, but does not provide a constructive algorithm to obtain a tree decomposition of this width.
Although we can construct a tree decomposition of width 3(j − i) + c H in linear time using Bodlaender's algorithm [Bod96] , again the hidden constant factor will depend on this entire width. Below we show how to reduce the constant to depend only on c H , permitting substitution of approximation algorithms as was done at the end of Section 3.
Before stating the main theorem on construction of a tree decomposition of consecutive layers, we present a simple lemma.
Proof. We use induction on m, the number of G i 's. If m = 1, the basis of induction is clearly true. We assume the induction hypothesis is true for m ≤ h, and we prove the hypothesis for m = h + 1. We suppose G = G ⊕ G , with join set W , where G = G 1 ⊕ G 2 ⊕ · · · ⊕ G h and G = G h+1 . In order to apply the induction hypothesis to G and G , we will need to find vertices v and v in G and G such that each vertex of G is at distance at most r from v and each vertex of G is at distance at most r from v . In order to apply the induction hypothesis to G and G , it will suffice to show that there is a path of length at most r from v to each vertex u in G such that each vertex of the path is in G , that is v = v as defined in the previous paragraph (an analogous argument can be used to show the existence of a path in G to any vertex in G ). Suppose instead that every path of length at most r from v to u passed through at least one vertex w in V (G ) − V (G ), and consider one such path P . Clearly v and u are not both in W , since otherwise there would exist an edge {v, u} in the clique with vertex set W . Without loss of generality we assume u ∈ V (G ) − V (G ), and observe that since the path from v to w and the path from w to u must pass through W , we can define a and b to be the first and last vertices in W on the path in order from v to u (see Figure 4) , where possibly v = a or a = b (or both). We can then form a new path P consisting of the subpath from v to a, the edge {a, b} if a = b (which must exist since the vertices of W form a clique in G ), and the subpath from b to u. The path P has length at most the length of P and is entirely in G , contradicting our assumption and completing the proof.
We are ready to present our algorithm for construction of a tree decomposition for a constant number of consecutive layers. 3 · n + n 4 ) time; for a K 3,3 -minor-free or K 5 -minor-free graph G, the running time can be reduced to 
is a single-crossing-minor-free graph excluding the same H and by the definition of layers each vertex in G is at distance at most j − i + 1 from v . By Theorem 2, we can determine a set of clique-sum operations of graph G in O(n 4 ) time (improved to O(n) for G K 3,3 -minor-free using the result of Asano [Asa85] and O(n 2 ) for G K 5 -minor-free using the result of Kézdy and McGuinness [KM92] ).
After determining a set of clique-sum operations of G = G 1 ⊕ G 2 ⊕ · · · ⊕ G m , we construct a tree decomposition for each G i , 1 ≤ i ≤ m. If G i is a graph of treewidth at most c H , we can easily construct a tree decomposition of constant width in linear time [Bod96] (for the special cases, K 5 or V 8 , a constant time construction is possible). We now consider the case in which G i is a planar graph. By Lemma 7, in each G
Having tree decompositions of G i 's, 1 ≤ i ≤ m, in the rest of the algorithm, we glue together the tree decompositions of G i 's using the construction given in the proof of Lemma 3. To this end, we introduce an array N odes indexed by all subsets of V (G ) of size at most three. In this array, for each subset whose elements form a clique, we specify a node of the tree decomposition which contains this subset. We note that for each clique C in G i , there exists a node z of T D(G ) such that all vertices of C appear in the bag of z [BM93] . This array is initialized as part of a preprocessing stage of the algorithm. Now, for the ⊕ operation between G 1 ⊕ · · · ⊕ G h and G h+1 over the join set W , using array N odes, we find a node α in the tree decomposition of G 1 ⊕ · · · ⊕ G h whose bag contains W . Since we have the tree decomposition of G h+1 , and W is a clique of size at most three that must appear in some bag in any tree decomposition, we can find the node α of the tree decomposition whose bag contains W by brute force search over all subsets of bags of size at most three. Simultaneously, we update array N odes by subsets of V (G ) which form a clique and appear in bags of the tree decomposition of G h+1 . Then we add an edge between α and α . As the number of nodes in a tree decomposition of G h+1 is O(|V (G h+1 )|) and each bag has size at most 3(j − i + 1) (and thus there are at most O((j − i + 1)
3 ) choices for a subset of size at most three), this operation takes O((j − i + 1)
The claimed running time follows from the time required to determine a set of clique-sum operations, the time required to construct tree decompositions, the time needed to glue tree decompositions together and the fact that
Here we note that the only difference between the running times for the general algorithm and those for K 3,3 -minor-free or K 5 -minor-free graphs is the time required to determine a set of clique-sum operations (O(n) time for the former graphs and O(n 2 ) time for the latter graphs). The rest of the algorithm requires linear time for all single-crossing-minor-free graphs.
Finally, we prove that the width of the constructed tree decomposition of G is 3(j − i + 1) + c H . We use induction on m, the number of G i 's, where G = G 1 ⊕ G 2 ⊕ · · · ⊕ G m . For m = 1, G 1 is either a planar graph of treewidth at most 3(j − i + 1) or a graph of treewidth at most c H . In both cases the basis of the induction is true. We assume the induction hypothesis is true for m = h, and we prove the hypothesis for m = h + 1.
. By the induction hypothesis,G and G h+1 each have treewidth at most 3(j − i + 1) + c H . We can then apply Lemma 3 to conclude that the treewidth of G is also at most 3(j − i + 1) + c H , as needed to complete the proof.
Approximating treewidth
A large amount of effort has been put into determining treewidth, which is NPcomplete even if we restrict the input graph to graphs of bounded degree [BT97] , cocomparability graphs [ACP87,HM94], bipartite graphs [Klo96] , or the complements of bipartite graphs [ACP87] . However, treewidth can be computed exactly in polynomial time for chordal graphs, permutation graphs [BKK95] , circular-arc graphs [SSR94] , circle graphs [Klo96] , distance-hereditary graphs [BDK00] , and for graphs of a fixed treewidth [Bod96] .
From the approximation viewpoint, Bodlaender et al. [BGHK95] gave an O(log n)-approximation algorithm for treewidth on general graphs. A famous open problem is whether treewidth can be approximated within a constant factor. Constant-factor approximations are possible on AT-free graphs [BT01,BKMT01] and on planar graphs. The approximation for planar graphs is a consequence of the polynomial-time algorithm given by Seymour and Thomas [ST94] for computing the parameter branchwidth, whose value approximates treewidth within a factor of 1.5. Using the notions of branchwidth and clique-sum decomposition, we demonstrate a polynomial-time algorithm that approximates within a constant factor the treewidth of any singlecrossing-minor-free graph.
Analogous to the relationship between treewidth and tree decompositions, the notion of branchwidth is related to a decomposition based on the edges. A branch decomposition of a graph G is a pair (T, τ ), where T is a tree with vertices of degree 1 or 3 and τ is a bijection from the set of leaves of T to E(G). The order of an edge e in T is the number of vertices v ∈ V (G) such that there are leaves t 1 , t 2 in T in different components of T (V (T ), E(T ) − e) with τ (t 1 ) and τ (t 2 ) both containing v as an endpoint. The width of (T, τ ) is the maximum order over all edges of T , and the branchwidth of G, bw(G), is the minimum width over all branch decompositions of G (if |E(G)| ≤ 1, we define the branchwidth to be 0; if |E(G)| = 0, then G has no branch decomposition; if |E(G)| = 1, then G has a branch decomposition consisting of a tree with one vertex and the width of this branch decomposition is considered to be 0). Figure 5 provides examples of branch decompositions.
We make use of an approximation algorithm for computing treewidth of planar graphs as one of two "base cases" in our algorithm for single-crossing-minorfree graphs. While it remains an open question whether there exists a polynomialtime constant-factor approximation algorithm for computing the treewidth of general graphs, the branchwidth of a planar graph can be computed in polynomial time. 
Proof. The proof is straightforward using O(|E(G)|
2 ) algorithms of Robertson and Seymour [RS91] which convert a branch decomposition of width at most b to a tree decomposition of width at most 3 2 b − 1, and convert a tree decomposition of width at most k to a branch decomposition of width at most k + 1.
The main theorem of this section relies on Theorem 7 as well as clique-sum decompositions.
Theorem 8. For any single-crossing graph H, we can construct an algorithm that, given an H-minor-free graph as input, outputs in O(n 4 ) time a tree decomposition of G of width k where tw(G) ≤ k ≤ 3 2 tw(G) + 1.
Proof. The algorithm consists of the following four steps:
Step 1: Let G be a graph excluding a single-crossing graph H. By Theorem 2, we can obtain a clique-sum decomposition
, is a minor of G and is either a planar graph or a graph of treewidth at most c H . According to the same theorem, this step can be executed in O(n 4 ) time. Let B be the set of the indices of the bounded treewidth components and P be the set of planar components:
Step 2: By Theorem 7, we can construct, for any i ∈ P , a tree decomposition T D(G i ) of G i with width k i and such that
The construction of each of these tree decompositions takes O(|V (G i )| 4 ) time. Because m ≤ n and 1≤i≤m |V (G i )| = O(n), (it is simple to prove this by induction looking at the sizes of the components in the recurrences used in the proof of Theorem 2) the total time for this step is O(n 4 ).
Step 3: Using Bodlaender's algorithm [Bod96] , for any i ∈ B, we can obtain a tree decomposition of G i with minimum width k i in linear time, where the hidden constant depends only on c H . Combining (5) with the fact that tw(G i ) = k i for each i ∈ B, we obtain
tw(G i ) + 1 for all i ∈ {1, . . . , m}.
Step 4: Now that we have tree decompositions T D(G i ) of each G i , we glue them together using the construction given in the proof of Lemma 3, as detailed in Theorem 5. In this way, we obtain a tree decomposition of G that has size k = max{k i | 1 ≤ i ≤ m}. Combining this equality with (6), we have
To see that this step can be executed in O(n 4 ) time, we observe that as described in Theorem 5, for each of the O(|V (G)|) nodes in the tree decomposition, we execute a brute force search in the array N odes, indexed by all O(|V (G)| 3 ) subsets of V (G) of size at most three.
Finally, we prove that the algorithm is a 1.5-approximation. By Lemma 3, we have tw(G) ≤ max{tw(G i ) | i = 1, . . . , m}. By Theorem 2, each G i is a minor of G and therefore tw(G i ) ≤ tw(G) (since the class of graphs of treewidth at most k is minor-closed). Thus, tw(G) = max{tw(G i ) | i = 1, . . . , m} and from (7) we conclude that tw(G) ≤ k ≤ 3 2 tw(G) + 1 and the theorem follows.
Using the same approach as Theorem 8, one can prove a potentially stronger theorem:
Theorem 9. If we can compute the treewidth of any planar graph in polynomial time, then we can compute the treewidth of any single-crossing-minor-free graph in polynomial time.
Proof. We use the polynomial-time algorithm for computing treewidth of planar graphs in Step 2 of the algorithm described in the proof of Theorem 8.
6 Polynomial-time approximation schemes 6.1 General schemes for approximation on special classes of graphs A polynomial-time approximation scheme for a problem is a family {A } of algorithms, where A is a (1 + ) approximation for the problem that runs in time polynomial in the length of its input (for fixed ). Inherent in the design of many polynomialtime approximation schemes for NP-complete graph problems is the restriction of inputs to graph classes that guarantee additional structural properties. Early work in the area demonstrated the possibility of using planarity to obtain approximation schemes [LT80] , later generalized to graphs without a fixed minor [AST90] . These approaches are impractical; a performance ratio of two for the independent set problem is achievable only for planar graphs of at least 2 2 400 vertices [CNS82] . Practical approximation schemes for planar graphs were developed by Baker [Bak94] , who formed a decomposition of G into overlapping k-outerplanar subgraphs. For any planar embedding, vertices can be put into layers by iteratively removing vertices on the outer face of the graph: vertices removed at the ith iteration are assigned to layer i. Since a k-outerplanar graph is decomposed into at most k layers, a k-outerplanar subgraph can be formed by removing vertices with layer number congruent to i mod k. Baker's technique immediately implies (1 + 1/k)-factor approximation algorithms for many problems that can be solved exactly on k-outerplanar graphs (e.g. maximum independent set, minimum dominating set, and minimum vertex cover), as it suffices to solve the problem exactly on each of the k subgraphs (one for each value of i) and return the best of the k results. Consider an optimal answer in the full graph. Since the sets of removed vertices partition the graph, one of these sets removes at most 1/k of the vertices in the answer, and the exact solution on the corresponding subgraph will be a (1 + 1/k)-approximation to the optimal answer for the full graph.
Chen [Che98] later generalized Baker's approach to form approximation algorithms of ratio 1 + 1/log n for problems on K 3,3 -minor-free graphs and K 5 -minorfree graphs; due to the types of layers formed, these results were exclusively for maximization problems. Eppstein [Epp00] showed that Baker's technique can be extended by replacing bounded outerplanarity with bounded local treewidth. As with k-outerplanar graphs, a wide range of NP-complete problems can be solved in linear time on graphs of bounded local treewidth. The decomposition by deleting every kth face is replaced by deleting every kth level of a breadth-first tree of G, keeping in mind the fact that that the treewidth of the resulting graphs is a function of k.
Approximation schemes for single-crossing-minor-free graphs
In this section we use the bound on local treewidth established in Theorem 3 to obtain polynomial-time approximation schemes. Among NP-optimization problems, we mainly focus on those problems which are also hereditary, namely, problems which determine a property that if valid for an input graph is also valid for any induced subgraph of the input. For a property π, the maximum induced subgraph problem MISP(π) is finding a maximum induced subgraph with the property; in the weighted version (WMISP(π)), the input graph has weights on its vertices and the goal is to find a maximum weight induced subgraph with the property. For example, we might search for an induced subgraph of maximum size that is chordal, acyclic, without cycles of a specified length, without edges, of maximum degree r ≥ 1, bipartite or a clique [Yan78] . For exact definitions of various NP-hard problems in this paper, the reader is referred to Garey and Johnson's seminal book [GJ79] .
Yannakakis has shown that for many natural hereditary properties π, MISP(π) is NP-complete even when restricted to planar graphs [Yan78] . Using the results of Section 4, we obtain approximation algorithms for both maximization and minimization problems such as the maximum independent set problem, the minimum vertex cover problem and the minimum dominating set problem on single-crossing-minorfree graphs.
Theorem 10. For G a non-negative vertex-weighted single-crossing-minor-free graph excluding H, k ≥ 1 an integer, and T ime π (w, n) the nondecreasing worst-case running time of WMISP(π) over an n-vertex partial w-tree whose tree decomposition is given, the maximization problem WMISP(π) for a hereditary property π over G admits a polynomial-time approximation scheme of ratio 1 + 1/k with worst-case running
Proof. Our algorithm proceeds by creating k subgraphs of G, solving the problem on each of the subgraphs, and returning the best solution for any of the subgraphs as the solution for all of G. We make use of the locally bounded treewidth of G in order to specify layers from which the subgraphs are derived and to prove that each subgraph has bounded treewidth.
Given an assignment of vertices to layers numbered 1, 2, . . . created by breadthfirst search (layer i is all vertices at depth i), we use L i,j to denote the consecutive layers numbered (j − 1)k + i through jk + i − 2 for 1 ≤ i ≤ k and j ≥ 0 where for convenience a layer is defined to be empty when its number is not between zero and the total number of layers. Furthermore, we let
contains the layer numbered jk + i − 1 and all edges appear between consecutive layers, there are no edges between L i,j and L i,j+1 . Moreover, as no vertices in layer i − 1 appear in L h for h = i mod k, each vertex appears in exactly k − 1 of the L i 's or G i 's, a fact we will use later in the proof.
We next use the bound on the treewidth of each G i to obtain Opt i , the maximum weighted solution of WMISP(π) on each G i , 1 ≤ i ≤ k. In particular, we construct a tree decomposition of width 3(k − 1) + c H for each G i by adding edges between tree decompositions for each G[L i,j ], which in turn can be formed in O(n 4 ) time using Theorem 5 (O(n) for K 3,3 -minor-free graphs or O(n 2 ) time for K 5 -minor-free graphs). The fact that the graphs G[L i,j ] are disjoint means that the process of adding edges to form a single tree is straight-forward. As in Lemma 3, by the definition of T ime π (w, n) as a nondecreasing function, since |V (
Finally, we take Opt m , the solution with maximum weight among the Opt i 's, as our solution for graph G, and prove the ratio bound by showing that
where Opt is the maximum weighted solution on graph G. By observing that Opt m ≥ Opt i for each value of i, we show
Finally, we recall that each vertex appears in exactly k − 1 of the L i 's, from which we can conclude
The claimed running time follows immediately from the time to construct the tree decomposition, the time to solve WMISP(π) for each G i , and the number of G i 's.
Corollary 2. For G a non-negative vertex-weighted single-crossing-minor-free graph excluding H, the maximum independent set problem admits a polynomial-time approximation scheme of ratio 1 + 1/k with running time
Proof. Using dynamic programming on a tree decomposition, this problem can be solved in O(2 w · n) time, over each n-vertex partial w-tree whose tree decomposition is given [AN02] . Thus the result follows from Theorem 10 for T ime π (w, n)= O(2 w ·n).
Below we give examples that show how our result can be applied to NP-minimization problems, e.g., the minimum vertex cover problem and the minimum dominating set problem. The main difference between these two results and the previous one is that the previous construction avoided overlap between the various sets L i,j of consecutive layers, in the minimization setting we need to enforce overlap in order to achieve the approximation guarantee. The ideas of the proofs of Theorems 11 and 12 follow ideas of Grohe [Gro] for general graphs of locally bounded treewidth, which are in fact Baker's ideas for planar graphs. Grohe [Gro] remarks that he "never specified the exponents and coefficients of the polynomials bounding the running times of our algorithms; they seem to be enormous." The exponents are modest in our results; while we have not quantified our constants (coefficients) either, we suspect they will be more reasonable due to the more restricted setting, and can be made even more so by use of approximation algorithms for treewidth, as described earlier.
Theorem 11. For G a single-crossing-minor-free graph and any integer k ≥ 1, the minimum weighted vertex cover problem admits a polynomial-time approximation scheme of ratio 1 + 1/k with worst-case running time
Proof. As in the proof of Theorem 10, we first decompose graph G into induced subgraphs, each of bounded treewidth, on which we will solve the problem. In a slight variation from the definition used in that proof, for 1 ≤ i ≤ k and j ≥ 0, we
The following observations, which will be used later in the proof, are all consequences of the definition: vertices in the layer numbered jk + i appear in both G[L i,j ] and G[L i,j+1 ]; for fixed i, each vertex appears in at most two L i,j 's; for fixed i, each edge of G appears in at least one G i,j ; and each vertex appears in k + 1 (successive) sets L i,j .
As in Theorem 10, we wish to obtain tree decompositions of the subgraphs. By Theorem 5, we construct a tree decomposition of G[L i,j ] of width 3 
We make use of the layers to obtain a set of possible solutions for G. We first solve the minimum vertex cover problem for each G i,j to obtain a solution Opt i,j , and then define Opt i as Opt i = ∪ j≥0 Opt i,j . To see that Opt i is a vertex cover for all of G, we recall that for a fixed i each edge of G appears in at least one G i,j , and thus will be covered by at least one of the partial solutions Opt i,j .
We show that Opt m , the solution with minimum weight among the Opt i 's, yields an approximation ratio of 1 + 1/k, that is, 
weight(Opt i,j ).
We next observe that since Opt∩L i,j is a vertex cover for G i,j and Opt i,j is a minimum vertex cover for G i,j we can conclude that weight(
Finally, since by our earlier observation each vertex of Opt appears in k + 1 L i,j 's,
completing the proof of correctness.
To see that the claimed running time holds, it suffices to show that for a fixed i, the time to compute Opt i is O(2 3k · |V (G)|), the total following from the time to construct tree decompositions and the number of Opt i 's. The minimum vertex cover problem can be solved in O(2 w · n) time over each n-vertex partial w-tree whose tree decomposition is given [AFN01] . Thus, computing Opt ij takes O(2 3k · |V (G[L i,j ])|) time on graph G ij , and hence for fixed i, as each vertex appears in at most two L i,j 's, Opt i can be determined in O(2 3k · |V (G)|) time, as claimed.
To find an approximation algorithm for the dominating set (DS) problem, we first introduce a generalized version of the dominating set problem (Definition 3) and show how we can solve this problem in linear time for graphs of constant treewidth (Lemma 8). Then we use the algorithm for solving this problem to obtain a polynomial-time approximation scheme for the dominating set problem (Theorem 12).
Definition 3. The generalized dominating set (GDS) problem is defined as follows. Given a vertex-weighted graph G and a set I ⊆ V (G), determine a subset W of V (G) of minimum weight with the property that for every u ∈ I − W there is a w ∈ W such that {u, w} ∈ E(G).
The generalized dominating set problem reduces to the standard dominating set problem for I = V (G). In both problems, we say that a vertex v is dominated by a vertex w if there is an edge between v and w and w is in W . Lemma 8. The GDS problem for given graph G and set I can be solved in time O(4 w · |V (G)|) when a tree decomposition of width w for G is given.
Proof. We solve the GDS problem by a reduction to the DS problem, and make use of a solution to the DS problem in time O(4 w · |V (G)|), given a tree decomposition of width w of a non-negative vertex-weighted graph G [AN02] . Given an input G to the GDS problem, we form G as input to the DS problem by first setting G = G and then for each vertex v ∈ V (G) − I, adding another vertex v with weight zero connected to v, forming the vertex set V , as illustrated in Figure 6 . It is then straightforward to verify that if W is a solution to the GDS problem, then W formed by adding all vertices of V to W is a solution to the DS problem of the same weight.
To apply the solution to the dominating set problem, we must provide a tree decomposition of G . We form T D(G ) from T D(G) by adding, for each v ∈ V connected to a vertex v ∈ V (G), a node whose bag contains v and v and an edge from the new node to a node of T D(G) whose bag contains v. As treewidth of G is the same as that of G, and |V (G )| ≤ 2|V (G)|, the GDS problem can thus be solved in O(4 w · |V (G)|) time using the algorithm for the DS problem.
Theorem 12. For G a single-crossing-minor-free graph and any integer k ≥ 1, the minimum weighted dominating set problem admits a polynomial-time approximation scheme of ratio 1+2/k with worst-case running time O(k ·4 3k ·n+k ·n 4 ). The running time improves to O(k · 4 3k · n) for G K 3,3 -minor-free and
Proof. The methodology is similar to that of Theorem 11, but with subtle and important differences. Here the set of layers L i,j contains layers (j − 1)k + i − 1 through jk + i for 1 ≤ i ≤ k and j ≥ 0. The properties we require are: for fixed i, L i,j and L i,j+1 intersect only in two consecutive layers; for fixed i, each vertex appears in at most two L i,j 's; and each vertex appears in at most k + 2 (successive) sets L ij . Using the argument developed in Theorem 11, as a consequence of the properties above and Theorem 5, we construct tree decompositions of all G[L ij ]'s in O(n 4 ) time (O(n) and O(n 2 ) time for K 3,3 -minor-free and K 5 -minor-free graphs G).
To construct solutions Opt i to the problem on G, we make use of generalized dominating set. To this end, the interior I i,j of L i,j is defined as layers (j − 1)k + i through jk + i − 1. For 1 ≤ i ≤ k and j ≥ 0, by Lemma 8 we can obtain in
Opt ij ⊆ L ij of minimum weight that dominates I ij − Opt ij . We then define Opt i = ∪ j≥0 Opt ij and use the property above that for fixed i, each vertex of G appears in at most two L ij 's to compute each Opt i in O(4 3k ·n) time. In addition, since for fixed i, each vertex appears one time in an interior set I ij , we can conclude that Opt i is a dominating set for G.
Finally, we define Opt m to be the solution of minimum weight among the Opt i 's and show that weight(Optm) weight(Opt)
Opt the minimum weight dominating set over G. By the definitions of Opt m and Opt i , we can show the following:
weight(Opt ij ).
We now show that Opt ∩ L ij dominates I ij − Opt ij : since Opt is a dominating set over G, there exists an edge {u, v}, v ∈ Opt, for each u ∈ I ij − (Opt ∩ L ij ), where v ∈ L ij as by construction u has no neighbors outside of L ij . Since Opt ij has minimum weight,
. By noting the property that every vertex appears in exactly k + 2 sets L ij , we obtain the following:
The running time follows immediately from the time needed to construct the tree decompositions, the number of Opt i 's and the time to compute each of them.
Theorem 13. For single-crossing-minor-free graphs, there are polynomial-time approximation algorithms whose solutions converge toward optimal as n increases for maximum independent set, minimum vertex cover and minimum dominating set.
Proof. The running time of algorithms introduced in Corollary 2 and Theorems 11 and 12 is O(c k n + n 4 ) where k is a parameter and c is a constant. Now, by taking k = log n , we obtain polynomial-time approximation algorithms of ratio 1 + 1/(log n) (or 1 + 2/(log n) for dominating set). As both 1/(log n) and 2/(log n) decrease as n increases, the solutions converge toward optimal as n increases.
Further applications
Our techniques are applicable to other problems solved by Eppstein using the adaptation of Baker's approach [Epp99] . For example, there exists an algorithm that determines whether a fixed pattern H is a subgraph of a single-crossing-minor-free graph
The algorithm makes use of locally bounded treewidth; since H is of constant size, if it is a subgraph of G, it is a subgraph of a subgraph of G consisting of a constant number of consecutive layers. The problem reduces to O(n) subgraph isomorphism problems, each solvable in linear time for H fixed and G of bounded treewidth. It is possible to obtain linear-time algorithms on single-crossing-minor-free graphs for problems Eppstein solved by exploiting locally bounded treewidth: these include problems such as determining the diameter of a bounded-diameter graph and determining girth of a bounded-girth graph.
The approaches of Theorems 10, 11, and 12 can be used to adapt Eppstein's algorithms for other problems such as minimum edge dominating set, maximum triangle matching, maximum H-matching and maximum tile salvage to obtain polynomialtime approximation schemes for single-crossing-minor-free graphs [Epp00] . Moreover, for several hereditary maximization problems, the function T ime π (w, n) introduced in Theorem 10 is O(c p(k) · q(n)), where c is a constant and p and q are polynomials of low degree [Bod88,TP93,TP97], hence yielding ratio 1 + 1/k polynomial-time approximation schemes for each such problem.
Fixed-parameter algorithms
By making use of known connections between locally bounded treewidth and fixedparameter tractability, we derive algorithms for variants of dominating set on singlecrossing-minor-free graphs. Downey and Fellows [DF99] introduced the notion of fixed-parameter tractability as a way to categorize the complexity of NP-hard problems based on one or more parameters of a problem. A problem is fixed-parameter tractable if the combinatorial explosion inherent in the problem can be attributed to the parameter(s), so that although the running time may be exponential in the parameter(s), it is polynomial in the problem size. One example is the problem of finding a vertex cover of size k, as k is the parameter and there is an algorithm running in time O(kn + 1.2852 k ) [CKJ01] . In this section, we extend to single-crossing-minor-free graphs a solution to kdominating set on planar graphs, that is, the problem of finding a set S of at most k vertices such that each vertex in V (G) − S has at least one neighbor in S. As a consequence of Lemma 1 and Theorem 3, any problem that is easily solved on minor-closed classes or graphs of locally bounded treewidth can be easily solved on single-crossing-minor-free graphs. In particular, Frick and Grohe demonstrated that for any property definable in first-order logic and for any minor-closed graph class of locally bounded treewidth, there exists a linear-time algorithm that determines whether a graph in the class has the property [FG01] . As k-dominating set is firstorder expressible, the work of Frick and Grohe implies that k-dominating set can be decided in linear time on single-crossing-minor-free graphs.
Unfortunately, the constant hidden in the linear-time algorithm is prohibitively large, due in part to the constants involved in Bodlaender's linear-time tree decomposition algorithm [Bod96] . Alber et al. made use of Baker's approach to solve kdominating set on planar graphs in time O(4 6 √ 34k · n) [ABF + 02]; it makes use of a smaller constant, and hence is practical for small values of k. Using the fact that the exponential term is sublinear in the parameter, this result has been the basis for exponential speedup of fixed-parameter algorithms for many NP-complete problems on planar graphs [CKL01,KLL01,AFN01]. We extend their result to single-crossingminor-free graphs in Theorem 14 below.
Theorem 14. The problem of k-dominating set for fixed k can be solved in O(4 9k · n + n 4 ) time for a single-crossing-minor-free graph G (O(4 9k · n) time for G K 3,3 -minor-free and O(4 9k · n + n 2 ) time for G K 5 -minor-free).
Proof. We show that if G has a k-dominating set, then we can obtain a bound on its treewidth, which in turn can be used to apply an algorithm for finding a dominating set in such graphs. To see that having a k-dominating set implies bounded treewidth, we consider the layers of the vertices of G in the ordering generated by breadthfirst search. Since a particular vertex in the dominating set can dominate vertices in any of three layers (its own, the previous, or the next layer), the k elements of the dominating set can dominate vertices on at most 3k layers. As each vertex of G is dominated, the total number of layers in G is at most 3k. Since G is a single-crossing-minor-free graph, we can use Theorem 5 to form a tree decomposition of G[L[0, 3k]] = G of width at most 3(3k + 1) + c H = 9k + 3 + c H in O(n 4 ) time. A tree decomposition of width at most 3(3k + 1) + 4 = 9k + 7 can be formed in O(n) time for G K 3,3 -minor-free and O(n 2 ) time for G K 5 -minor-free. It has been shown that a minimum dominating set can be found in O(4 w · n) time given a tree decomposition of width w [AN02]; combined with the time to compute the tree decomposition, we obtain the claimed running times. ] to problems on single-crossing-minor-free graphs, proving the following general theorem (the reader is refered to their paper for problem definitions):
Theorem 15. Given the clique-sum decomposition of a single-crossing-minor-free graph G, there are algorithms that in O(2 O( √ k) · n) time decide whether graph G has a subset of vertices of size k which is a dominating set, dominating set with property P , vertex cover, edge-dominating set, maximal matching, maximum independent set, clique-transversal set, kernel, feedback vertex set, or satisfies a series of vertex removal properties.
Applying Theorem 2, we obtain: Corollary 3. There are algorithms that in O(2 O( √ k) ·n+n 4 ) time decide whether any single-crossing-minor-free graph G has a subset of size k with one of the properties mentioned in Theorem 15.
Though this result improves Theorem 14, the technique here is simpler and forms a basis for the newer results.
Conclusions and future work
In this paper, we introduced the class of single-crossing-minor-free graphs, which contains K 3,3 -minor-free graphs and K 5 -minor-free graphs, generalizations of planar graphs, and demonstrated structural properties which gave rise to new algorithms. We showed that single-crossing-minor-free graphs have linear local treewidth and demonstrated how to obtain a tree decomposition of a fixed number of layers. Algorithms obtained using these properties include both approximation algorithms (e.g. a 1.5-approximation algorithm for treewidth and many polynomial-time approximation schemes) and fixed-parameter algorithms (e.g. a k-dominating set algorithm).
Extensions to the structural results could include finding clique-sum characterizations of graphs such as graphs excluding a double-crossing graph (or a graph with a bounded number of crossings) as a minor. For each such class, polynomial-time constructions of the decompositions could be used for further algorithmic development.
Notice that the algorithm of Theorem 2 in Section 3.3 can serve as a general heuristic for the computation or approximation of treewidth in a graph when the resulting 3-connected components without strong 3-cuts are graphs whose treewidth can be computed or approximated efficiently. Additional approximation algorithms might include those which determine graph properties other than treewidth. As a consequence of Theorem 6, treewidth is a 1.5-approximation on branchwidth, which immediately implies the existence of a 2.25-approximation for branchwidth of singlecrossing-minor-free graphs. It might be possible to use a clique-sum decomposition to obtain a better approximation or an exact algorithm for branchwidth. We believe that by using an approach similar to that described by Kezdy and McGuinness [KM92] , it is possible to obtain a polylogarithmic parallel algorithm that constructs a series of clique-sum operations as in Theorem 2; details remain to be worked out.
We suspect that Baker's approach can be applied to obtain practical polynomialtime approximation schemes for other problems, such as variations on dominating sets [ABF + 02] that have been solved on k-outerplanar graphs or graphs of bounded treewidth [BP92,DST96,ABF + 02]. By considering other NP-complete problems that have good algorithms for planar graphs and graphs of bounded treewidth, we may be able to extend the range of problems to which using clique-sum decomposition techniques may be applied; some results in this direction have already been found [DHT02] .
