Summary
The biology of range shifting has assumed considerable importance in recent years. proportion of species to extinction over the next century (Thomas et al. 2004) . 8 Research geared towards predicting the future biogeographic ranges of species is 9 booming and there have been some major advances, not least in the development of 10 increasingly sophisticated climate niche models that project future distributions (e.g. roles played by local adaptation and habitat heterogeneity in determining the rate of 7 spread of invasion; Travis & Dytham (2002) showed that range expansion may be 8 accelerated by the evolution of increased rates of dispersal at the expanding front. In 9 rather similar spatial models to those employed by Travis & Dytham (2002) , 10 Edmonds, Lillie and Cavalli-Sforza (2004) and Klopfstein , Currat and Excoffier 11 (2006) demonstrate that neutral mutations arising on the edge of a range expansion 12 sometimes 'surf' on the wave of advance and can thus reach a larger spatial 13 distribution and higher frequency than would be expected in stationary populations. 14 Klopfstein, Currat and Excoffier (2006) suggest that this surfing phenomenon may 15 increase the rate of evolution of spatially expanding populations. 16 17 In this study, we examine whether the surfing behavior described for neutral 18 mutations is likely to be equally important for the spatial dynamics of non-neutral 19 mutations. Previous work on neutral mutations has highlighted the importance of the 20 initial location of the mutation relative to the edge of the range expansion, and we 21 assess whether this is equally important for mutations that affect fitness. Additionally has much in common with other cellular models used to study invasion dynamics (e.g. We allow for the occurrence of a new mutation exactly as specified by Klopfstein, 24 Currat, and Excoffier (2006) . The <x,y> coordinates of a deme are specified where the new mutation should appear, along with the number of generations elapsed 1 between the initial colonisation of this deme and the occurrence of the mutation. reported in this study, the simulations continue either until the mutation has become 8 extinct or until it has survived for 500 generations. The previous studies by Edmonds, Lillie, and Cavalli-Sforza (2004) values to allow direct comparison. We also use a neutral mutation (bias=1.000). In all 14 these simulations we set K = 10 and r = 1.8 and the probability that an individual 15 disperses (m) is set to 0.1. We record descriptive statistics from as many simulations 16 as it takes to obtain 500 'successful' simulations for each fitness effect. We define a 17 successful simulation as one in which the mutant allele is still present in the gene pool 18 500 generations after its initial arrival in the population. 
Results

1
Surfing behaviour of non-neutral mutations
2
The likelihood that a new mutation survives to a specified time point will clearly 3 depend upon its fitness effect (see Table 1 ). The fitter the mutant relative to 4 individuals with the initial allele, the greater its survival probability. For example, we 5 find that beneficial mutations with a fitness 1.5 times that of the initial allele survive 6 with a probability of 0.639 while mutants with a fitness only 0.667 that of the initial 7 allele survive with a probability of just 0.051. As a proportion of all mutations (i.e. 8 those that survive and those that perish) beneficial mutations are more likely to surf 9 than deleterious mutations (Table 1) . However, if we consider the spatial distribution 10 of only the surviving mutants (i.e. look only at the successful simulations) we find 11 that the lower the fitness of the mutant, the more likely it is to have surfed (Table 1) .
12
In this paper we are, like Edmonds, Lillie, and Cavalli-Sforza (2004) and Klopfstein, This is as a result of each of the three types of mutation exhibiting unequal likelihoods of surfing on the expanding range (see Table 1 the results does reveal some trends (see Table 2 ). The probability of a deleterious 7 mutation surviving is lower when m is higher; for example, for a mutation with Unsurprisingly, mutants with lower r than the initial population are much less likely 23 to survive than those with higher r (fig. 6a) with both a greater survival probability and a greater probability of surfing for those 24 mutants that occur in close proximity to the habitat edge. fig. 9 we present a 13 comparison between two sets of simulations in which the only difference is the status 14 of land above 1000m. Where the high land is unsuitable (Fig 9a) this deleterious 15 mutation obtains much higher mean frequency over a wider spatial extent than where 16 it is unsuitable (Fig 9b) . This example is quite typical, and certainly not extreme. environment it performs just as well as a non-mutant; its growth rate will be good and it will be as likely as a non-mutant to provide a colonist for the next empty cell. 1 However, as ΔT increases there will on average be more individuals in the patch and 2 the patch is less likely to still be right on the wave front. This immediately makes it 3 less likely that the mutant will be the individual that provides a colonist of the next 4 vacant patch (and less likely that when it does provide a colonist, it is the only one).
5
Additionally, competition will begin to become important as the local population 6 reaches equilibrium density and this means selection begins to act against the mutant. It is this second effect that makes ΔT even more important for deleterious mutants 8 than it is for neutral mutants. If ΔT is higher then both within the patch in which they Table 2 ).
17
Increasing r and/or K inevitably lowers the probability that a new mutant goes extinct 18 due to stochasticity and thus mutations have a higher probability of survival when K 19 and r are higher. Surfing of deleterious mutations is somewhat more likely when r is 20 higher and this is result of the increased rate at which the population at the range 21 margin expands into empty space. A deleterious mutant that initially starts to spread at 22 the expanding front has a higher chance of keeping ahead of the fitter individuals 23 behind if r is higher. Dispersal probability has relatively little influence on the 24 outcome. However, it does lead to subtle changes that differ according to whether the mutant is beneficial or deleterious. Deleterious mutations have a higher probability of 1 survival when dispersal is low. On the contrary beneficial mutations survive more 2 frequently with higher rates of dispersal. This pattern can be explained as with lower 3 dispersal probability the spatial population becomes more viscous and drift becomes 4 more influential, favouring the persistence of deleterious mutations.
6
We compared the outcome of simulations using mutations that alter juvenile 7 competitive ability with simulations where mutations altered r, the mean number of 8 offspring produced. Even when the effect of a mutation is to reduce r the mutation 9 sometimes reaches high frequency and spatial extent when it occurs right at the 10 expanding margin. However, this only occurs for mutations that result in a relatively 11 small reduction in r ( fig. 6 ). Whereas mutations impacting competitive ability never 12 alter the rate of spread of a population into an empty region, mutations influencing r 13 will modify the rate of spread if they become abundant at the front. A mutation with 14 reduced r will only be able to persist at an expanding front through the surfing effect 15 when its rate of spread into the empty region is greater than that at which the non- increases. The survival probability of a neutral mutant can be much lower after 1500 2 generations than after 500 (see Table 1 , Klopfstein, Currat and Excoffier 2006), and 3 this trend is most marked when K is high. The probability of a surviving neutral 4 mutant having surfed increases the longer the simulation has run. We anticipate that 5 deleterious mutations will experience a steeper decline in survival over time than 6 advantageous mutations, but that a greater frequency of deleterious mutations to have 7 survived for longer will have surfed. Ibrahim, Nichols and Hewitt, 1996) and there is considerable scope to incorporate 13 some of these ideas in work looking at surfing dynamics, particularly for non-neutral 14 mutants. We have run some simulations to compare the behaviour of models 15 assuming absorbing versus reflective boundary conditions. Qualitatively, we find that There has been no consideration of the potential for dispersal evolution to influence 4 the probability of mutation surfing. Certainly, inter-individual variation in dispersal 5 rate will lead to different propensities for mutations to surf depending upon the 6 individual within which they occur, and this might lead to interesting effects 7 particularly when dispersal itself is likely to evolve during a range expansion. (1) the probabilities that mutations survive to T=500, and in brackets, (2) beneficial mutation (bias=1.500). They confirm that the same surfing effects happen 8 on a real landscape, and highlight the need to take landscape structure into account.
9
These results were generated assuming that land over 1000 m unavailable for to be unsuitable (a) and suitable (b). In both cases the mutation arises at the location 7 indicated by the white arrow in (a). All other details are as described for fig. 8 . 
