Abstract. We present results from a comparison between experimental data and model calculations, in this case represented by the Fritiof model, regarding global and local fluctuations in the distributions of transverse energy and charged particle multiplicity. The results indicate that the observed fluctuations originate predominantly from the distribution of emitting sources, i.e. either the number of participating nucleons or the number of binary collisions. The apparently larger widths of the distributions observed in restricted regions of phase space, are explained to be of purely statistical nature. As a result of the analysis the cross section for events with energy densities much larger than the typical value for a central collision is limited. The very small scales, normally associated with studies of intermittent behaviour, are not within the scope of this paper. The results of the analysis are essentially independent of whether intermittence is of importance in the reactions or not.
" Now at KVI, University of Groningen, NL-9747 AA Groningen, The Netherlands b On leave of absence from the Inst. for Nuclear Studies, Hoza 69, P1-00-681, Warsaw, Poland information about the reaction mechanism as well as the nuclear geometry [4] . Baym et al. [3] discuss the widths of ET-distributions and find that the widths are larger than can be accounted for by a superposition of independent binary collisions, i.e. they have to introduce coherence in order to explain the experimental widths.
When new phenomena, like the creation of a quark-gluon plasma are considered, it is extremely important to understand the behaviour of the tails of the distributions, since these can be strongly influenced by the existence of the plasma. This paper is an effort to clarify how the features of the distributions can be understood, examplified within the framework of one specific model. We have here concentrated on the second moments of the distributions and studied how different contributions add up to the observed widths.
In [3] , the total variance of the distribution of any observable has been shown to be a sum of four terms. The formula can be written
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n=l i=1 P(n) is the probability of having n sources.
The emitting sources can be taken as the binary collisions or subcollisions between nucleons from the two nuclei, as in [3] , but could equally well be taken as the wounded or participating nucleons.
Each of the terms in (i) can be given a physical interpretation in a picture where a nucleus-nucleus interaction is thought of as a sum of the contributions from many sources created in an early stage of the interaction.
Term 1

The fluctuations in each of the sources
If all sources are numbered in the order they are created, the contribution from the n th source in an interaction will fluctuate around the average obtained for the n th source in all the observed interactions.
Term 2
The fluctuation in the number of sources
If interactions at different impact parameters are studied the number of sources can have large fluctuations. Even if the impact parameter window is narrowed, density variations within the nuclei will still make this term non-zero.
Term 3
The fluctuations emerging from differences in the sources due to e.g. energy degradation, i.e. differences between (Xi) and (Xj), i4=j
Generally if there are many sources in an interaction their importance will gradually decrease as a function of their creation number (see term 1).
Term 4
A damping due to an anticorrelation between term 2 and term 3
If an interaction has a large number of sources the importance of each source will generally decrease, and vice versa.
In the derivation of the formula it is assumed that the different sources are independent of each other, i.e. (X i Xj) = (Xi). (Xj), i oej. Generally there will be an anticorrelation between different sources. If the contribution from an early source is exceptionally large the contributions from the following sources will tend to be smaller since the amount of available energy is less than the average.
In this paper we will investigate the multiplicity and transverse energy distributions for central oxygen-gold interactions, obtained with the WA 80 setup [5] . The centrality is determined event-by-event from the forward energy flux measured by the zero degree calorimeter, ZDC. Utilizing the Monte-Carlo code Fritiof (version 1.7) [6] , the terms in (1) are estimated in order to trace the origin of the fluctuations.
It is important to have a good trigger criterion for central events, which does not directly influence the distribution under investigation. Thus triggers like a high-Er trigger or a high multiplicity trigger are not suitable for the purpose. The measurement of the forward energy flow in the WA 80-experiment is, however, ideal for the task, since this flow is strongly correlated to the number of projectile spectators. The emission from each source is only weakly influenced by such a criterion.
In Fig. 1 we show, for different cuts in Ezoc, the rich and ET distributions for oxygen induced interactions at 200 A GeV [-7, 8] . The local pseudo-rapidity interval 2.5<q<3.5 has been chosen, i.e. a region where both multiplicity and energy measurements have good resolution. The region is furthermore symmetric around the nucleon-nucleon center of mass. The curves in the figure show Gaussian fits for the different cases. The average values and the widths of the distributions are rather intensitive to the centrality for Ezo c < 500 GeV.
In order to investigate the importance of the chosen q-range the normalized variance O(X) =V(X)/(X) 2 is studied as a function of q and Aq for the case X = riCh. A purely statistical consideration, assuming that a particle produced by a given source has a fixed probability to fall inside the observed region (see Appendix I), leads to where A7 is a region around 7 with (p)=dX/d7.
In Fig. 2a we show f2, for the nch distribution, as a function of A 7 for bins centered around 7 = 3.0. The data have been compared to the calculations from (3), normalized to the data at A7 = 1. In these calculations the detector inefficiency was taken into account. The data and the calculation agree well except for the smallest values of A 7. A similar trend is seen in Fig. 2b where the same is exhibited for Fritiof. The excess for small AT-bins is mainly due to two-particle correlations and a possible intermittent behaviour. Several methods [9] are devised to deal with these non-statistical effects. The Fritiof model includes neither all final state interactions nor any non-statistical effects, which might explain the larger deviation in Fig. 2a for small rapidity windows. In Fig. 3 a we show f2 as a function of 7 for a fixed A 7-value of 0.1. Equation (3) is normalized at 7= 3.05. Here the calculation agrees well with the data over the whole region studied. The same is shown for Fritiof in Fig. 3 b.
The success of (3) indicates that the observed local fluctuations to a large extent are determined by the underlying global ones. It is possible to generalize the results obtained for the chosen q-range to any other choice of range, provided that the fragmentation regions are excluded, where the fluctuations may be of a different origin. Typical errors are for co 0.01, for the sum of the terms 0.03, and for (n) and Xo, 0.04 and 0.01, respectively, x0 is given in GeV for Er
In order to estimate the relative contributions from the different terms in (1) Fritiof is used. The EzDc-spectrum from Fritiof has been shown to agree well with the experimental one [-7] and the trigger can thus be simulated. After the trigger cut has been applied, the source distribution is calculated, as well as x o, x i and V(Xi) = (X 2) -(Xi) 2. Both participants and binary collisions are separately considered as sources. The findings are summarized in Table 1 . The first column gives the total scaled variance, co = f2. (n), of the distributions and the next five columns give the corresponding contributions from the four terms in (1) and their sum. The last two columns give the average number of sources and the average contribution per source, respectively.
First, it is observed that by using the number of participants or the number of binary collisions, essentially the same trend is obtained, if the larger number of binary collisions as compared to participants in a given interaction is taken into account. Furthermore it is observed that the total scaled variance is identical to the sum of the four terms and that term 3 is rather small compared to the other terms. It is thus possible to conclude that the variations of the sources as a function of their creation number is of minor importance for the shape of the final distributions. This is actually a consequence of the long formation time in the model which makes effects of energy degradation small. Other models assuming a long formation time should give similar results.
Due to the basic assumptions of Fritiof, it is observed that the effects of energy degradation are more pronounced for the binary collision scenario than for the participant scenario. We are thus left with the important terms 1, 2 and 4. Of these three terms the first one is of special interest. If we keep the discussion concerning (3) in mind it was found that the width of a distribution is strongly dependent on the size of the region of observation. The only term which can be influenced by this is term 1, since this is the only term containing the second moments of X i. This can be checked by applying the same kind of analysis on Fritiof data but using the global nch and Er distributions. The results of this analysis are also given in Table 1 . The scaled variances have decreased. All terms are essentially the same as before except for term 1, which has decreased drastically. The sum of the terms and the total scaled variance are still equal.
We can thus conclude that the final shape is basically governed by the shape of the source distribution, although influenced by the damping of term 4. The apparent importance of the fluctuations from each of the sources, in the case when a limited region of phase space is observed, is a consequence of the stochastic nature of the sources, where a random process determines if a given particle will fall inside the studied region or not.
As mentioned earlier the authors of [3] deduced that a certain amount of coherence had to be included in order to explain the large widths observed experi- Typical errors are for 09 0.06, for the sum of the terms 0.09, and for (n) and x0, 0.13 and 0.01, respectively. Xo is given in GeV for Er mentally. Our conclusion is that the limited range under observation gives an apparent broadening of the spectra which has to be considered if this kind of analysis is to be pursued. If we compare the experimental O-value, in the limited range, for the rich distribution with the corresponding one from the Fritiof calculation there is a nice agreement; 2.64x 10 -2 from the data and 2.40 x 10 -2 from the model. For the Er-case the model distribution is even broader than the experimental one. As a last comment to Table 1 , it is worth pointing out that for the local region the Er distribution is the widest, whereas for the global case the rich distribution is the widest. One interpretation is that globally E r is constrained due to energy conservation but locally the constraint is negligible. In a local region the measured E T will be subject to the same fluctuations as the number of particles and in addition the E r of each particle can vary. At some chosen range the widths of the two distributions thus coincide but the exact choice of this range may be very model dependent.
It has since long been established that experimentally obtained nch and ET distributions, where so called minimum bias triggers are used, are almost exclusively influenced by the source distributions, normally referred to as geometrical effects [-10] . For comparison the above analysis is extended also to a minimum bias sample generated from the Fritiof model.
The results of the analysis are given in Table 2 . The general trends are the same as for the central sample in Table 1 . There are, however, a few notable differences. In all the cases the sum of the four terms is somewhat larger than the total scaled variance given in column one, indicating that there is indeed an anticorrelation between the different sources. This difference is however small compared to the total width and can thus be neglected. For central interactions no such anticorrelation was observed presumably due to the large number of sources in each event. In events with only a few active sources the correlations between any two of the sources will be stronger. Term 2 is, as expected, always the dominant one. For participants term 4 is positive (except in one case where the value is close to zero), i.e. we have a positive correlation between the contribution from each source and the number of sources. This can be understood since a minimum bias sample is mainly focusing on interactions with a limited number of participants. In these cases the introduction of a new participant will also mean that an old participant, with which it collides will be further excited. The contribution from the new participant will thus be the sum of the effect on the two nucleons involved. Only when the number of participants is large this effect starts to drop since the energy available in the subcollision is not enough to further excite the nucleons. In the case of binary collisions, however, the probability, that a new binary collision will include two new unexcited nucleons is monotonically decreasing and thus term 4 will always be negative. The exact behaviour of term 4 will probably be very model dependent and the observed behaviour is mainly due to the emphasis that Fritiof places on the participants as compared to the binary collisions.
It is also worth noting that the x0-values and the values of terms 1 and 3, do not change drastically when changing from the central sample to the minimum bias sample, again indicating only a minor importance of the energy degradation.
It should be mentioned that the values in Tables 1  and 2 are quite sensitive to the exact definitions of the trigger cuts applied, the conclusions however are not.
In Fig. 4a both tails of the experimental n~h and E T distributions are plotted as a function of (X --(X))2/(X) 2 for central 160 ~-Au interactions with EzDc<400 GeV, corresponding to about 10% of the minimum bias sample. In this representation a Gaussian distribution will be a straight line, with both tails overlapping. The slope is given by (-2. ~(X)) -1. In Fig. 4b the corresponding results from the Fritiof model are shown and in Fig. 4c the distributions of participants and binary collisions are indicated.
In all the cases there is a difference between the behaviour of the tail extending to large values and the tail extending to small values. For both the participant and binary collision distributions this effect is rather small, and those distributions are well described by Gaussians. One of the most dominant features is that the experimental multiplicity distribution is wider than the E T distribution, whereas in the model the situation is the opposite. As discussed above this might depend on the chosen region and we do not comment on it further. Also the experimental resolutions, for E T and rich, are somewhat different and will give a small contribution to the observed width. In the case of the multiplicity the experimental resolution will contribute with approximately 8% of the total width. For the E T measurements the value is believed to be similar but the exact number is not easily determined. The broadening due to uncertainties in the EzDc-measurements are small and can be neglected.
When we compare the final distributions with the source distributions, we find that the widths have increased. This is, as discussed above, mainly due to the stochastic part of term 1. That there is a difference between the tails on the low and high sides can, furthermore, be understood due to the correlation between EzDc, ET and nch also for a fixed number of sources, and possibly the presence of term 4. The splitting seems to be somewhat larger in Fritiof than in the data.
The Gaussian shape of the experimental ET-distributions also has the following consequence; the distribution of the energy density e ~ ET will also be of Gaussian shape, i.e. P(e)~exp(-(e/~o -1)2/(2.~)). This will almost certainly prevent us from finding events with largely differing energy densities (>> Co), i.e. if no new mechanism is revealed. The situation will, furthermore, not be improved notably by the introduction of harder triggers.
Based on the above discussion we draw the following conclusions:
i) The n~h and ET distributions are mainly determined by the source distributions, also when a hard trigger is applied. ii) When limited regions are considered the stochastic nature of the sources will broaden the distributions in accordance with (3) . The observed local fluctuations are to a large extent determined by the global ones. An intermittent behaviour, if experimentally established, will only marginally change this conclusion.
iii) The shape of the distributions is strongly influenced by the correlations between the number of sources and the gradual decrease in their strength, i.e. term 4 in (1). iv) Either the number of participants or the number of binary collisions can be used to determine the distributions. For a specific model one of the descriptions might be more relevant than the other. v) Gaussian tails of Er-distributions limit the possibility of finding events with energy densities much larger than the typical energy density, e0, in a central event sample.
