Modified extragradient methods for solving variational inequalities  by Bnouhachem, Abdellah et al.
Computers and Mathematics with Applications 57 (2009) 230–239
Contents lists available at ScienceDirect
Computers and Mathematics with Applications
journal homepage: www.elsevier.com/locate/camwa
Modified extragradient methods for solving variational inequalities
Abdellah Bnouhachem a,b,∗, M.H. Xu c, Xiao-Ling Fu d, Sheng Zhaohan a
a School of Management Science and Engineering, Nanjing University, Nanjing, 210093, PR China
b Ibn Zohr University, ENSA, BP 32/S, Agadir, Morocco
c Department of Information Science, Jiangsu Polytechnic University, Chanzhou, Jiangsu Province, 213016, PR China
d Department of Mathematics, Nanjing University, Nanjing, 210093, PR China
a r t i c l e i n f o
Article history:
Received 8 May 2007
Received in revised form 28 September
2008
Accepted 16 October 2008
Keywords:
Variational inequalities
Self-adaptive rules
Extragradient methods
Projection methods
Prediction-correction methods
Monotone operators
a b s t r a c t
In this paper, we propose two methods for solving variational inequalities. In the first
method, we modified the extragradient method by using a new step size while the second
method can be viewed as an extension of the first one by performing an additional
projection step at each iteration and another optimal step length is employed to reach
substantial progress in each iteration. Under certain conditions, the global convergence of
two methods is proved. Preliminary numerical experiments are included to illustrate the
efficiency of the proposed methods.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
A classical variational inequality problem, denoted by VI(T , K), is to find a vector u∗ ∈ K such that
〈T (u∗), v − u∗〉 ≥ 0, ∀v ∈ K , (1.1)
where K ⊂ Rn is a nonempty closed convex subset of Rn and T is a mapping from Rn into itself. When K is nonnegative
orthant Rn+, (1.1) reduces to nonlinear complementarity NCP(T ): Find u ∈ Rn such that
u ≥ 0, T (u) ≥ 0, uTT (u) = 0.
Variational inequality and complementarity problems are of fundamental importance in a wide range of mathematical
and applied sciences problems, such as mathematical programming, traffic engineering, economics and equilibrium
problems, see [1–28]. We now have a variety of techniques to suggest and analyze various iterative algorithms for solving
variational inequalities and the related optimization problems. The fixed-point theory has played an important role in the
development of various algorithms for solving variational inequalities. Using the projection operator technique, one usually
establishes an equivalence between the variational inequalities and the fixed-point problem. This alternative equivalent
formulation was used by Lions and Stampacchia [1] to study the existence of a solution of the variational inequalities.
Projection methods and its variant forms represent important tools for finding the approximate solution of variational
inequalities. It is well known that the convergence of the projection method requires that the operator must be strongly
monotone and Lipschitz continuous. Unfortunately these strict conditions rule out many applications of this method. To
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overcome the weakness of the projection method, Korpelvich [2] first proposed a modification of the method, which is
called extragradient method. It generates the iterates according to the following recursion
uk+1 = PK [uk − ρT (u¯k+1)],
where
u¯k+1 = PK [uk − ρT (uk)],
and ρ > 0 is a fixed number. It is proven that the extragradientmethod is globally convergent if T is monotone and Lipschitz
continuous on K provided the number 0 < ρ < 1/L (L is the Lipschitz constant of T ). When the operator is not Lipschitz
continuous orwhen the Lipschitz constant is not known, Khobotov [3] removed the global Lipschitz andpresented the idea of
choosingρ dynamically in a suitableway, and later the extragradientmethod and its variant forms [4–10] require an Armijo-
like line search procedure to compute the step size with a new projection need for each trial, which leads to expensive
computation. To overcome these difficulties, several modified projection and extragradient-type methods [11–21] have
been suggested and developed for solving variational inequality problems. The main trend being toward the improvement
of the extragradient method by appropriate choices of the step size parameters and removal the Lipschitz constant by using
some line search. Recently, to improve numerical efficiency of the extragradient method He et al. [14] modified the step size
for updating αk and obtained the following iterative scheme.
Algorithm 1.1. For given uk ∈ K and ρk > 0, compute
u˜k = PK [uk − ρkT (uk)], (1.2)
such that
‖ρk(T (uk)− T (u˜k))‖ ≤ δ‖uk − u˜k‖, 0 < δ < 1. (1.3)
And the new iterate is defined by
uk+1(αk) = PK [uk − αkρkT (u˜k)],
where
εk := ρk(T (u˜k)− T (uk)), (1.4)
d(uk, ρk) := uk − u˜k + εk, (1.5)
φ(uk, ρk) := 〈uk − u˜k, d(uk, ρk)〉 (1.6)
and
αk := φ(u
k, ρk)
‖d(uk, ρk)‖2 . (1.7)
Inspired and motivated by the research going in this direction, we propose a modified extragradient method for solving
variational inequalities. We present two methods: The first one can be viewed as an extension of the method proposed by
He et al. [14], by using a new step size and the second one consists of three steps, uses in the step 1 and step 2 the first
method and we propose a new third step. Some preliminary computational results are given to illustrate the efficiency of
the proposed methods.
2. Preliminaries
In this section, we give some results which will be used in latter analysis.
Lemma 2.1. For a given u ∈ K , z ∈ Rn satisfy the inequality
〈u− z, v − u〉 ≥ 0, ∀v ∈ K
holds if and only if u = PK (z).
It follows from Lemma 2.1 that
〈z − PK (z), PK (z)− v〉 ≥ 0, ∀z ∈ Rn, v ∈ K . (2.1)
It follows that
‖PK (z)− v‖ ≤ ‖z − v‖, ∀z ∈ Rn, v ∈ K , (2.2)
‖PK (z)− v‖2 ≤ ‖z − v‖2 − ‖z − PK (z)‖2, ∀z ∈ Rn, v ∈ K . (2.3)
It is well-known that the projection operator PK is nonexpansive, that is,
‖PK (u)− PK (v)‖ ≤ ‖u− v‖, ∀u, v ∈ Rn. (2.4)
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Lemma 2.2. u∗ is a solution of problem (1.1) if and only if u∗ satisfies the relation:
u∗ = PK [u∗ − ρT (u∗)], where ρ > 0. (2.5)
From Lemma 2.2, it is clear that u is a solution of (1.1) if and only if u is a zero point of the function
r(u, ρ) := u− PK [u− ρT (u)].
The next lemma shows that ‖r(u, ρ)‖ is a non-decreasing function with respect to ρ.
Lemma 2.3 ([22–24]). For all u ∈ Rn and ρ ′ > ρ > 0, it holds that
‖r(u, ρ ′)‖ ≥ ‖r(u, ρ)‖. (2.6)
Remark 2.1. (1.3) implies that
|〈uk − u˜k, εk〉| ≤ δ‖uk − u˜k‖2, 0 < δ < 1. (2.7)
For the convergence analysis of the proposed methods, we need the following results.
Lemma 2.4 ([14]). For given uk ∈ Rn and ρk > 0, let u˜k and εk satisfy (1.2) and (1.4), then
φ(uk, ρk) ≥ (1− δ)‖r(uk, ρk)‖2 (2.8)
and
αk ≥ 12 . (2.9)
In what follows, we always assume that the underlying function is continuously differentiable and monotone on Rn and
the solution set of problem (1.1), denoted by S∗, is nonempty.
Remark 2.2. Since u˜k ∈ K , it follows from (1.1) that
〈T (u∗), u˜k − u∗〉 ≥ 0. (2.10)
Under the assumption that T is monotone we have
〈T (u˜k), u˜k − u∗〉 ≥ 0. (2.11)
It follows from (2.11) that
〈T (u˜k), uk − u∗〉 ≥ 〈T (u˜k), uk − u˜k〉. (2.12)
3. Main results
In this section, we suggest and analyze the new modified extragradient methods for solving variational inequality (1.1).
For this purpose, we need the following theorem, which has already been studied in [14].
Theorem 3.1 ([14]). For given uk ∈ K , u∗ ∈ S∗ and ρk > 0, let u˜k and εk satisfy (1.2) and (1.4). Then
Θk(α) := ‖uk − u∗‖2 − ‖uk+1(α)− u∗‖2 ≥ Φk(α) ≥ Ψk(α), (3.1)
where
Φk(α) := ‖uk − uk+1(α)‖2 + 2αρk〈uk+1(α)− u˜k, T (u˜k)〉, (3.2)
Ψk(α) := 2α〈uk − u˜k, d(uk, ρk)〉 − α2‖d(uk, ρk)‖2 (3.3)
and d(uk, ρk) is defined in (1.5).
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Proof. Since u∗ ∈ K and uk+1(α) = PK [uk − αρkT (u˜k)], it follows from (2.3) that
‖uk+1(α)− u∗‖2 ≤ ‖uk − αρkT (u˜k)− u∗‖2 − ‖uk − αρkT (u˜k)− uk+1(α)‖2. (3.4)
Consequently, using the definition ofΘ(α), we get
Θk(α) ≥ ‖uk − u∗‖2 + ‖uk − uk+1(α)− αρkT (u˜k)‖2 − ‖uk − u∗ − αρkT (u˜k)‖2
= ‖uk − uk+1(α)‖2 + 2αkρk〈uk+1(α)− uk, T (u˜k)〉 + 2αρk〈uk − u∗, T (u˜k)〉.
Applying (2.12) to the last term in the right side of the above inequality, we obtain
Θk(α) ≥ ‖uk − uk+1(α)‖2 + 2αρk〈uk+1(α)− uk, T (u˜k)〉 + 2αρk〈uk − u˜k, T (u˜k)〉
= ‖uk − uk+1(α)‖2 + 2αρk〈uk+1(α)− u˜k, T (u˜k)〉
= Φk(α). (3.5)
Using ‖a‖2 ≥ 2〈a, b〉 − ‖b‖2 and the definition of Ψk(α), we have
‖uk − uk+1(α)‖2 ≥ 2α〈uk − uk+1(α), d(uk, ρk)〉 − α2‖d(uk, ρk)‖2
= 2α〈uk − u˜k + u˜k − uk+1(α), d(uk, ρk)〉 − α2‖d(uk, ρk)‖2
= Ψk(α)+ 2α〈u˜k − uk+1(α), d(uk, ρk)〉. (3.6)
Substituting (3.6) into (3.5), we obtain
Φk(α) ≥ Ψk(α)+ 2α〈u˜k − uk+1(α), d(uk, ρk)− ρkT (u˜k)〉. (3.7)
Now, we consider the last term in the right side of (3.7). Setting z := uk − ρkT (u˜k)+ εk and v := uk+1(α) in (2.1), we get
〈uk − ρkT (u˜k)+ εk − PK [uk − ρkT (u˜k)+ εk], PK [uk − ρkT (u˜k)+ εk] − uk+1(α)〉 ≥ 0.
Since u˜k = PK [uk − ρkT (u˜k) + εk] (see (1.2)) and d(uk, ρk) = uk − u˜k + εk (see (1.5)), it follows from the above inequality
that
〈d(uk, ρk)− ρkT (u˜k), u˜k − uk+1(α)〉 ≥ 0. (3.8)
Substituting (3.8) into (3.7) we obtainΘ(α) ≥ Φk(α) ≥ Ψk(α) and the assertion of this theorem is proved. 
Proposition 3.1. Assume that T is continuously differentiable, then we have
(i) Φ ′k(α) = 2ρk〈uk+1(α)− u˜k, T (u˜k)〉.
(ii) Φ ′k(α) is non increasing function with respect to α ≥ 0, i.e., Φk(α) is concave.
Proof. For given ρk, uk, u˜k, T (u˜k), let
h(α, y) = ‖y− [uk − αρkT (u˜k)]‖2 − α2ρ2k‖T (u˜k)‖2 − 2αρk〈u˜k − uk, T (u˜k)〉. (3.9)
It easy to see that the solution of the following problem
min
y
{h(α, y)|y ∈ K}
is y∗ = PK [uk − αρkT (u˜k)]. Substituting y∗ into (3.9) and simplifying it, we have
Φk(α) = h(α, y)|y=PK [uk−αρkT (u˜k)] = miny {h(α, y)|y ∈ K}.
It follows from [25] thatΦk(α) is differentiable and its derivative is given by
Φ ′k(α) =
∂h(α, y)
∂α
|y=PK [uk−αρkT (u˜k)]
= 2ρk〈uk+1(α)− uk + αρkT (u˜k), T (u˜k)〉 − 2αρ2k‖T (u˜k)‖2 − 2ρk〈u˜k − uk, T (u˜k)〉
= 2ρk〈uk+1(α)− u˜k, T (u˜k)〉,
and the first conclusion is proved. We now establish the proof of the second assertion. Let α¯ > α ≥ 0, we will prove that
Φ ′k(α¯) ≤ Φ ′k(α)
i.e.,
〈uk+1(α¯)− uk+1(α), T (u˜k)〉 ≤ 0. (3.10)
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Setting z := uk − α¯ρkT (u˜k), v := uk+1(α) and z := uk − αρkT (u˜k), v := uk+1(α¯) in (2.1), respectively, we have
〈uk − α¯ρkT (u˜k)− uk+1(α¯), uk+1(α)− uk+1(α¯)〉 ≤ 0 (3.11)
and
〈uk − αρkT (u˜k)− uk+1(α), uk+1(α¯)− uk+1(α)〉 ≤ 0. (3.12)
Adding (3.11) and (3.12), we obtain
〈uk+1(α¯)− uk+1(α), uk+1(α¯)− uk+1(α)+ (α¯ − α)ρkT (u˜k)〉 ≤ 0,
i.e.,
‖uk+1(α¯)− uk+1(α)‖2 + (α¯ − α)ρk〈uk+1(α¯)− uk+1(α), T (u˜k)〉 ≤ 0.
It folows that
〈uk+1(α¯)− uk+1(α), T (u˜k)〉 ≤ −1
ρk(α¯ − α)‖u
k+1(α¯)− uk+1(α)‖2 ≤ 0.
Then, we obtain the inequality (3.10) and complete the proof. 
Now for the same kth approximate solution uk, let
α∗k2 = argmaxα {Ψk(α)|α > 0} (3.13)
and
α∗k1 = arg maxα {Φk(α) | α ≥ 0}. (3.14)
In order to make α∗k1 be obtained more easily, we approximately compute α
∗
k1
by solving the following simple
optimization problem:
α∗k1 = argmaxα {Φk(α)|0 < α ≤ m1α
∗
k2}, (3.15)
wherem1 ≥ 1.
From ‖d(uk, ρk)‖ 6= 0 and (1.7), it is clear that α∗k1 and α∗k2 are both defined.
Based on the Theorem 3.1 and Proposition 3.1, the following convergence results can be proved easily.
Proposition 3.2. Let α∗k1 and α
∗
k2
be defined by (3.15) and (3.13) respectively, T be monotone and continuously differentiable,
the we have
(i) ‖uk − u∗‖2 − ‖uk+1(α∗k1)− u∗‖2 ≥ Φk(α∗k1)
(ii) ‖uk − u∗‖2 − ‖uk+1(α∗k2)− u∗‖2 ≥ Ψk(α∗k2)
(iii) Φk(α∗k1) ≥ Ψk(α∗k2).
Furthermore, if Φ ′k(α
∗
k1
) = 0, we have
(iv) ‖uk − u∗‖2 − ‖uk+1(α∗k1)− u∗‖2 ≥ ‖uk − uk+1(α∗k1)‖2.
The Proposition 3.2motivates us that we can improve the extra-gradient method by choosing a more proper step size α based
on finding α∗k1 instead of α
∗
k2
which is used in [14] and extending the step size by solving the following subproblem:
αk = max
α
{α∗k1 ≤ α ≤ m2α∗k1 |Φk(α) ≥ ηΦk(α∗k1)}, (3.16)
where η ∈ (0, 1) and m2 ≥ 2.
We now describe the new algorithm as follows.
Algorithm 3.1. Step 0 : Let ρ0 > 0, ε > 0, 0 < µ < δ < 1, 0 < η < 1, 1 ≤ γ < 2,m1 ≥ 1,m2 ≥ 2, u0 ∈ K and set k := 0.
Step 1. If ‖r(uk, ρk)‖∞ ≤ , then stop. Otherwise, go to Step 2.
Step 2.
u˜k = PK [uk − ρkT (uk)], εk = ρk(T (u˜k)− T (uk)),
rk = ‖ε
k‖
‖uk − u˜k‖ .
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While (rk > δ)
ρk := 0.7× ρk ×min{1, 1/rk}, u˜k = PK [uk − ρkT (uk)],
εk = ρk(T (u˜k)− T (uk)), rk = ‖ε
k‖
‖uk − u˜k‖ .
end While
Step 3. Searching step size α∗k :
Let α¯k = argmax
α
{Ψk(α)|α > 0}, where Ψk(α) is defined by (3.3).
Solve the following optimization problem
α∗k = argmax
α
{Φk(α)|0 < α ≤ m1α¯k}, whereΦk(α) is defined by (3.2).
Step 4. Extending the step size:
αk = max
α
{α∗k ≤ α ≤ m2α∗k |Φk(α) ≥ ηΦk(α∗k )}
and
uk+1 = PK [uk − γαkρkT (u˜k)].
Step 5.
ρk+1 =
{
ρk × 0.9
rk
if rk ≤ µ;
ρk otherwise.
Step 6. k := k+ 1; go to Step 1.
By using Lemma 2.4 and Proposition 3.2 it is easy to prove the following result.
Theorem 3.2. Let u∗ ∈ S∗ be a solution of problem (1.1) and let {uk+1} be the sequence obtained from Algorithm 3.1. Then uk is
bounded and
‖uk+1(α∗k1)− u∗‖2 ≤ ‖uk − u∗‖2 −
1
2
γ (2− γ )(1− δ)‖r(uk, ρk)‖2. (3.17)
The convergence of the proposed method can be proved by similar arguments as in [14]. Hence the proof is omitted.
Let u¯k = PK [uk − γαkρkT (u˜k)]. For a positive constant τ , we consider
uk+1 = uk − τ(uk − u¯k).
Here the positive constant τ can be viewed as a step along the direction−(uk− u¯k). We use the fixed-point formulation to suggest
the following iterative method.
Algorithm 3.2. Step 0 : Let ρ0 > 0, ε > 0, 0 < µ < δ < 1, 0 < η < 1,m1 ≥ 1, 1 ≤ γ < 2,m2 ≥ 2, u0 ∈ K and set k := 0.
Step 1. If ‖r(uk, ρk)‖∞ ≤ , then stop. Otherwise, go to Step 2.
Step 2.
u˜k = PK [uk − ρkT (uk)], εk = ρk(T (u˜k)− T (uk)),
rk = ‖ε
k‖
‖uk − u˜k‖ .
While (rk > δ)
ρk := 0.7× ρk ×min{1, 1/rk}, u˜k = PK [uk − ρkT (uk)],
εk = ρk(T (u˜k)− T (uk)), rk = ‖ε
k‖
‖uk − u˜k‖ .
end While
Step 3. Searching step size α∗k :
Let α¯k = argmax
α
{Ψk(α)|α > 0}, where Ψk(α) is defined by (3.3).
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Solve the following optimization problem
α∗k = argmax
α
{Φk(α)|0 < α ≤ m1α¯k}, whereΦk(α) is defined by (3.2).
Step 4. Extending the step size:
αk = max
α
{α∗k ≤ α ≤ m2α∗k |Φk(α) ≥ ηΦk(α∗k )}
and
u¯k = PK [uk − γαkρkT (u˜k)].
Step 5. For τ > 0, the new iterate uk+1(τ ) is defined by
uk+1(τ ) = PK
[
uk − τ(uk − u¯k)] . (3.18)
Step 6.
ρk+1 =
{
ρk × 0.9
rk
if rk ≤ µ;
ρk otherwise.
Step 7. k := k+ 1; go to Step 1.
How to choose a suitable step length τ > 0 to force convergence will be discussed later.
If τ = 1 Algorithm 3.2 reduces to Algorithm 3.1. We now consider the criteria of τ ,which ensures that uk+1(τ ) is closer
to the solution set than uk. For this purpose, we define
Γ (τ ) := ‖uk − u∗‖2 − ‖uk+1(τ )− u∗‖2. (3.19)
Lemma 3.1. Let u∗ ∈ S∗ and u¯k = PK [uk − γαkρkT (u˜k)]. Then we have
Γ (τ ) ≥ τ {‖uk − u¯k‖2 + Υ (αk)} − τ 2‖uk − u¯k‖2, (3.20)
where
Υ (αk) := ‖uk − u∗‖2 − ‖u¯k − u∗‖2. (3.21)
Proof. It follows from (2.2) and (3.18) that
Γ (τ ) ≥ ‖uk − u∗‖2 − ‖uk − τ(uk − u¯k)− u∗‖2
= 2τ 〈uk − u∗, uk − u¯k〉 − τ 2‖uk − u¯k‖2
= 2τ {‖uk − u¯k‖2 − 〈u∗ − u¯k, uk − u¯k〉} − τ 2‖uk − u¯k‖2. (3.22)
Using the following identity
〈u∗ − u¯k, uk − u¯k〉 = 1
2
(‖u¯k − u∗‖2 − ‖uk − u∗‖2)+ 1
2
‖uk − u¯k‖2,
and the notation of Υ (αk), we obtain (3.20), the required result. 
Using Proposition 3.2, we get
Γ (τ ) ≥ Λ(τ ), (3.23)
where
Λ(τ ) = τ {‖uk − u¯k‖2 + Ψk(α∗k2)} − τ 2‖uk − u¯k‖2. (3.24)
The above inequality tells us how to choose a suitable τk. SinceΛ(τk) is a quadratic function of τk and it reaches itsmaximum
at
τ ∗k =
‖uk − u¯k‖2 + Ψk(α∗k2)
2‖uk − u¯k‖2
and
Λ(τ ∗k ) =
τ ∗k {‖uk − u¯k‖2 + Ψk(α∗k2)}
2
. (3.25)
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From (1.7) and (3.3), we have
Ψk(α
∗
k2) = α∗k2 × φ(uk, ρk).
Then, from Lemma 2.4, we get
τ ∗k ≥
1− δ
2
(‖uk − u¯k‖2 + ‖uk − u˜k‖2
2‖uk − u¯k‖2
)
≥ 1− δ
4
, (3.26)
and
Λ(τ ∗k ) ≥
τ ∗k (1− δ)
4
‖uk − u˜k‖2
≥ (1− δ)
2
16
‖uk − u˜k‖2. (3.27)
We are now in the stage to prove the convergence of Algorithm 3.2.
Theorem 3.3. If inf∞k=0 ρk = ρ > 0, the sequence {uk} generated by Algorithm 3.2 converges to a solution point of problem
(1.1).
Proof. Let u∗ be a solution of problem (1.1). Then, from (3.19), (3.23) and (3.27), we have
‖uk+1 − u∗‖2 = ‖uk − u∗‖2 − Γ (τ ∗k )
≤ ‖uk − u∗‖2 − 1
16
(1− δ)2‖uk − u˜k‖2. (3.28)
Since δ ∈ (0, 1)we have
‖uk+1 − u∗‖ ≤ ‖uk − u∗‖ ≤ · · · ≤ ‖u0 − u∗‖.
Then the sequence uk is bounded. It follows from (3.28) that
∞∑
k=0
‖uk − u˜k‖2 <∞,
which means that
lim
k→∞ ‖u
k − u˜k‖ = 0. (3.29)
Consequently {u˜k} is also bounded. Since ‖r(uk, ρ)‖ is a non-decreasing function of ρ, it follows from ρk ≥ ρ that
‖r(u˜k, ρ)‖ ≤ ‖r(u˜k, ρk)‖
= ‖u˜k − PK [u˜k − ρkT (u˜k)]‖
(using (1.2) and (1.4)) = ‖PK [uk − ρkT (u˜k)+ εk] − PK [u˜k − ρkT (u˜k)]‖
(using (2.4)) ≤ ‖uk − u˜k + εk‖
(using (1.3)) ≤ (1+ δ)‖uk − u˜k‖
and from (3.29), we get
lim
k→∞ r(u˜
k, ρ) = 0. (3.30)
Let u¯ be a cluster point of {u˜k} and the subsequence {wkj} converges to u¯. Since r(u, ρ) is a continuous function of u, it follows
from (3.30) that
r(u¯, ρ) = lim
j→∞ r(w
kj , ρ) = 0.
According to Lemma 2.2, u¯ is a solution point of problem (1.1). Note that inequality (3.28) is true for all solution point of
problem (1.1), hence we have
‖uk+1 − u¯‖ ≤ ‖uk − u¯‖, ∀k ≥ 0. (3.31)
Since {wkj} → u¯ and uk − u˜k → 0, for any given ε > 0, there is an l > 0, such that
‖wkl − u¯‖ < ε/2 and ‖ukl − wkl‖ < ε/2. (3.32)
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Table 1
Numerical results for problem (4.1) with start point u0 = (0, . . . , 0)T .
Dimension of the problem, n The method in [14] Algorithm 3.1 Algorithm 3.2
k l k l k l
100 286 624 224 489 151 324
200 393 855 318 705 234 502
400 394 858 313 696 216 457
500 431 937 353 779 304 666
700 406 884 327 726 247 531
800 347 754 277 616 216 467
1000 370 806 312 669 226 493
Table 2
Numerical results for problem (4.1) with start point u0 = (1, . . . , 1)T .
Dimension of the problem The method in [14] Algorithm 3.1 Algorithm 3.2
k l k l k l
100 250 545 192 429 143 316
200 371 807 295 655 266 577
400 420 913 337 748 233 498
500 464 1011 370 823 249 531
700 447 974 358 796 256 556
800 382 833 309 688 244 520
1000 430 937 344 766 262 570
Therefore, for any k ≥ kl, it follows from (3.31) and (3.32) that
‖uk − u¯‖ ≤ ‖ukl − u¯‖ ≤ ‖ukl − wkl‖ + ‖wkl − u¯‖ < ε
and thus the sequence {uk} converges to u¯. 
4. Preliminary computational results
In order to verify the theoretical assertions, we consider the following problems:
u ≥ 0, T (u) ≥ 0, uTT (u) = 0, (4.1)
where
T (u) = D(u)+Mu+ q, (4.2)
D(u) andMu+ q are the nonlinear part and the linear part of T (u), respectively.
We form the linear part in the test problems similarly as in Harker and Pang [26]. The matrixM = ATA+ B, where A is an
n× nmatrix whose entries are randomly generated in the interval (−5,+5) and a skew-symmetric matrix B is generated
in the same way. The vector q is generated from a uniform distribution in the interval (−500, 500). In D(u), the nonlinear
part of T (u), the components are chosen to be Dj(u) = dj ∗ arctan(uj), where dj is a random variable in (0, 1). A similar type
of problems was tested in [27,28].
In all tests we take δ = 0.9, µ = 0.3, γ = 1, 8,m1 = 3,m2 = 4, η = 0.05 and ρ0 = 1, and stopped whenever
‖r(uk, 1)‖∞ ≤ 10−7.All codes arewritten inMatlab and runon a P4-2.00Gnote book computer. The test results for problems
(4.1) are reported in Tables 1 and 2, k is the number of iterations and l denotes the number of evaluations of mapping T .
The numerical results show that Algorithm 3.2 is attractive in practice. Moreover, it demonstrates computationally that
Algorithm 3.2 ismore effective than themethod presented in [14], Algorithm 3.1 in the sense that Algorithm 3.2 needs fewer
iteration and less evaluations of mapping T .
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