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indices and automated tuning of policy parameters.
Our distributed system comprises a network of interconnected sites, each having private resources (such as CPU and memory) and possibly disks; all sites share the network resource. We assume that the sites are homogeneous in the sense that programs compiled at one site in the system can be executed at any other. We further assume that resources such as network and disks can be shared transparently among the processes at different sites; other resources, such as CPU and memory, can only be accessed by local processes. We do allow for configurational heterogeneity, i.e., sites having different processor speeds, memory space, or disk space. As a result, the load-balancing policy at each site must be tuned with respect to its local configuration information as well as delays that affect the migration and execution of tasks at remote sites.
We assume that our load-balancing policy has no control on the background workload at each site, which may be caused either by operating-system functions or by tasks that, for some reason, cannot be migrated. Our load-balancing policy does not use information on the tasks to be scheduled since such information is usually unavailable before the tasks are executed. Local execution of an incoming task is the reference case, relative to which all load-balancing decisions are evaluated. Since we assume independent tasks, our objective is to maximize the average speed-up, computed on a task-by-task basis, over local execution. We further assume that our loadbalancing policies are dynamic, preemptive, decentralized, given the lack of task information and the dynamic and unpredictable nature of resource usage. Figure 1 shows the parameterized policy considered in this paper. The sender-side rules (SSRs) are evaluated at s, the site of arrival of a task. Reference can be either 0 or MinLoad; the other parameters -δ, θ 1 , and θ 2 -take non-negative real values. A remote destination, r, is picked randomly from Destinations, a set of sites whose load indices fall within a small
SENDER-SIDE RULES(s)
Destinations = {site: Load(site)−Reference(s) < δ(s)} Destination = Random(Possible_destinations) IF Load(s) − Reference(s) > θ 1 (s) THEN Send
RECEIVER-SIDE RULES(r)
IF Load(r) < θ 2 (r) THEN Receive Figure 1 . The load-balancing policy studied neighborhood of Reference. If Destinations is the empty set, or if the last SSR fails, then the task is executed locally at s; otherwise, site r is requested to receive the task. Upon receiving that request, site r applies its receiver-side rule (RSR). If the RSR succeeds, the task is migrated; otherwise, the task is executed locally at s.
Our policy is a generalization of several well-known decentralized dynamic load-balancing policies [2, 7, 15] . It uses primitive workload measures (Load, denoting the load at each site) as well as an abstract measure (MinLoad, denoting the smallest Load value). Our focus in this paper is on methods for tuning the parameters of the policy at each site.
The design of effective load-balancing policies involves three components: measurement and regeneration of low-level resource-utilization information for carrying load-balancing experiments, the design of workload measures that indicate each site's load, and the design of load-balancing policies that determine both the conditions under which tasks are migrated and the destinations of incoming tasks. In this paper, we summarize the design of the first two components [8, 9] and present a population-based learning algorithm for tuning policy parameters. We describe the architecture of SMALL (Systematic Method for Automated Learning of Load-balancing policies), our learning system, in Section 2. Section 3 presents the various phases of SMALL's operation: data collection, load-index learning, policy learning, and application. Our learning system is described in Section 4, and experimental results are shown in Sections 5 and 6. Figure 2 shows our learning system. The three key components of SMALL include a workload generator (DWG), a trainable load-index function (comparator network), and a mechanism for tuning the parameters of given load-balancing policies (TEACHER). DWG resides partly inside the operating-system kernel and partly at the process level, and
ARCHITECTURE OF SMALL
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UNIX OPERATING SYSTEM TEST JOB Figure 2 . Overview of SMALL forms a layer below the given load-balancing system. The learning system is built on top of the load-balancing system, and has access to its inputs and outputs; it can also access and modify various policy parameters.
The functions of DWG, the lowermost layer of SMALL, are: (i) precise measurement of resource-utilization information; (ii) precise generation of recorded loads; (iii) initiation of foreground test jobs at precise times; and (iv) measurement of job-completion time. After the raw measurements supplied by DWG have been preprocessed using filtering and extrapolation, they are used by the local load-index function for computing a load index, a scalar quantity that can be used for comparing alternative destinations for local incoming jobs. The given load-balancing policies use the load indices, along with other policy parameters, in order to determine the most appropriate destination for each incoming job.
Both the load-index function and the parameters of load-balancing policies can be modified based on the completion-time measurements provided by DWG. Such modifications are carried out by the learning system, which has two components: one to learn a new load-index function for each site, and another to tune the parameters of a set of sitespecific policies.
The load-balancing system implements the policy shown in Figure 1 , and converts the primitive measurements provided by DWG's measurement facilities into the more meaningful load indices. This system includes support for communicating the load indices among the sites, as well as for computing abstract performance metrics such as MinLoad, which denotes the minimum predicted load index.
We assume the existence of a job-execution facility at each site, which can be invoked either locally or remotely. In the UNIX operating system [1] , such functions are provided by shells. We also assume that the underlying operating system provides support for initiating processes and for detecting their termination.
OPERATION OF SMALL
SMALL's operation can be broken into phases of data collection, learning, and application. The data-collection phase can be subdivided into collection of background workloads and measurement of task-completion times under these workloads. The learning phase can be subdivided into the learning of indices and the tuning of policy parameters. Figure 3 shows a schematic view of the overall operation of SMALL.
Our method is based on off-line learning, in which data collected ahead of time are used for modifying a load-balancing policy under controlled conditions. The way our experiment is organized, only the data-collection phase requires dedicated use of the distributed system under consideration; therefore, the duration of this phase can be considered 'down time' in system managers' parlance.
Experiments for learning indices and policies depend only upon the data collected during the first phase; these experiments can be performed at a suitable site either on or off the Figure 3 . The five phases of SMALL's operation distributed system whose policies are being tuned. The first learning phase generates load-index functions, one per site; these can be used for converting the multivariate and highly dynamic resource-utilization information collected during the first phase into univariate and slowly-varying load indices. In the second learning phase, these load indices, along with the completion times measured during the second phase of data collection, are used for tuning the parameters of given loadbalancing policies. After this phase, the new parameter values found by the policy-learning system can be plugged into the load-balancing policy. When the systems come back up for the application phase, the effects of earlier phases are visible only in the new load-index functions and modified policy parameters. Off-line learning incurs no run-time overhead! Off-line learning is the right approach when the loading conditions during the learning phase resemble those that occur during the application phase. This is the case when the shortterm characteristics of load patterns are stationary (do not vary with time). Non-stationary environments may require on-line learning, and SMALL's methodology will not be applicable. Just because SMALL operates off line, that does not mean it is a one-time learning system. On the contrary, it can be used for retraining load-balancing policies when new sites are added to the system, and when faster devices or newer operating systems are installed at existing sites.
The rest of this section summarizes the various phases of SMALL's operation.
Data Collection
In the first phase of data collection, background load patterns are recorded for future replay. SMALL supports two kinds of experiments: (i) recording load patterns that occur naturally on a typical system; and (ii) recording load patterns that occur at typical decision points during the application phase. Figure 4 shows the schematic of an experimental set-up for collecting such patterns. The components of DWG are shown highlighted in this figure.
The experiment begins with the measurement of a system-wide log on an idle system (labelled P (0) in the figure). Off line, this log is instrumented by certain trap-insertion routines. These routines make use of global jobfiles (the jobfile for the k'th load pattern is labelled F (k)), which contain information about the arrival times and execution sites of various jobs used in generating the background workload patterns. The global jobfiles are partitioned into local jobfiles (the jobfile for site s is labelled f (k,s)), which are then given to the job-manager processes (labelled J) at each site. Likewise, local instrumented logs (the log for site s is labelled p (0,s)) are given to the generator processes (labelled G), which implement a buffered transfer of data from these logs into the kernel. At precisely the starting times of a site's jobs, its kernel notifies the local job manager, which initiates test jobs using the local job-execution facilities. The resulting system-wide load patterns (labelled p (k,s) for site s) are recorded by the measurement functions of DWG. Periodically, these records are removed from the kernel by a logger process (labelled L), which writes them out into a file. These files constitute a system-wide background-load pattern (the k'th background workload pattern is labelled P (k)).
At the end of the first phase of data collection, there is one system-wide background-load pattern per global jobfile. The second phase of data collection ( Figure 5 ) is similar to the first, except in three aspects: (i) the global jobfile (labelled F (j,s)) contains only one test job, j, to be run at some site s; (ii) instead of using the load pattern of an idle system as a background load, this phase generates background workload using the load patterns collected during the first phase (labelled P (k) in the figure); and (iii) when the test job terminates, the logger records not only the resulting load pattern but also the completion time of the test job (labelled C (j,k,s)).
At the end of the data-collection phase, we have two kinds of records: (i) log patterns, labelled L (k, j,s) in Figure 5 , describing the actual load conditions prevailing when job j is executed at site s under background-load pattern k; and (ii) the completion time, labelled C (j,k,s) in Figure 5 , of job j when it is executed at site s under load pattern k. Figure 6 shows a schematic of SMALL during its index-learning phase. Notice that, at any given instant, the training algorithm simultaneously considers the load-index functions at two different sites. We solve a ''learning-tocompare'' problem rather than a ''learning-to-predict'' problem because we cannot predict the completion time of an incoming task, and we are only interested to find a site that allows the task to be completed sooner.
Off-line Learning of Load Indices
Information flows for a typical learning trial are shown in Figure 6 . Each trial involves a randomly selected job ( j), a randomly selected load pattern (k), and a randomly selected pair of sites (s and r). First, the raw utilization patterns recorded earlier by DWG are smoothed using low-pass filters. Smoothing helps in detection of trend; the smaller the cutoff frequency of the low-pass filter, the greater is the degree of smoothing, and the longer is the interval to which the trend can be extrapolated. Trends are extracted from filtered patterns by means of linear and exponential extrapolation. The former fits a straight line to a recent window of smoothed values, and extrapolates using that line; the latter fits an exponentially growing/decaying function. The extracted trend information is fed into a parameterized load-index function. The outputs of load-index functions are then compared. Based on this comparison, the training algorithm suggests new parameters (weights) for the two functions involved. The training algorithm uses the completion times C (j,k,s) and C (j,k,r), measured by DWG during the data-collection phase; its goal is to drive the difference between the outputs of the two load-index functions toward the
is the completion time of job j on a chosen idle file server. Our configuration, shown in Figure 6 , simultaneously trains multiple comparable functions; we refer to this as the comparator configuration.
Details of the experiments can be found elsewhere [9] . Suffices it to say that after repeated trials with different jobs, sites, and load patterns, the error of comparison between different sites begins to converge. If this error is acceptably small, then the current set of load-index functions is selected. Otherwise, one needs to repeat this phase with a different set of random initial parameters for the load-index functions.
Off-line Tuning of Policy Parameters
By off-line tuning, we mean that the decisions made by a policy are evaluated not by actually sending test jobs to an operational load-balancing system, but by simulating the application of that policy on loading conditions and test jobs. Each loading situation is represented by the load indices of different sites at the time of the test job's arrival. Policy decisions are computed by applying the sender-side and receiver-side rules shown in Figure 1 . Evaluation of decisions requires information about completion times of various test jobs under different loading conditions. All the policy-learning experiments are planned ahead of time so that the completion times necessary for evaluating policy decisions can be measured (ahead of time) using DWG; such measurements are carried out during the Given the large number of parameters and the possibly many values each parameter can take, an uncontrolled search for a good parameter set for the given load-balancing policies could take an exorbitant amount of time. Figure 7 shows the schematic of our policy-learning system, including information flows between it and the scheduling system. Each policy has the form shown in Figure 1 . The next section describes how the policies are instantiated when a new job arrives. Our only concern in this section is with the inputs and outputs of the loadbalancing policy.
The inputs of a load-balancing policy are described by a test-case (Figure 7) , which includes information about the job (j) that needs to be scheduled, the background-load pattern (k) being simulated, and the site (s) at which the job arrives. The different test-cases to be used during this second learning phase are managed by a Test-case Manager.
Before commencing the experiment, the learning system sets all the policy parameters using the corresponding values from a selected parameter set, b. It then uses the information contained in the test-case to compute the load index of each site at the time of job j's arrival. Thus, given the values of policy parameters, as well as the values of primitive and abstract decision metrics, one can determine the policy's decision for the chosen test job. This decision involves the choice of a remote destination (r) where the incoming job j should be executed.
Given the information contained in the test-case, and knowing the decision (r) of the policy, the performance of the policy parameterized by b can be computed as follows. First, the record C (j,k,r) -the completion time of job j at site r under load-pattern k -is consulted. Next, if the chosen destination r is not the same as the site of arrival s, then an overhead of migration is added to the completion time. The total represents the completion time of a job under remote execution, including overhead. From the data collected in the first phase, we also know C (j,k,s), the completion time under local execution. Using these numbers, the speed-up achieved by parameter set b for the given test case can be calculated.
The Evaluator of Policy Performance (Figure 7 ) computes the overall performance of each parameter set on a population of test cases. Using information about the recent performance of different parameter sets, and knowing how much time is available for learning, the Scheduler determines whether to generate new parameter sets or to continue testing from the current pool. The theory and implementation of the Scheduler were developed by Wah, et al. [13, 14] . Parts of our learning algorithm are similar to those used in genetics-based learning except that tests of each population are expensive and that test results are noisy.
Our learning system not only develops new parameter sets by the population-based learning process described above, but also refines existing parameter sets after each learning trial. It does so using point-based learning, a parameter-modification procedure that reduces the likelihood of decisions causing low speed-ups, by suitably altering policy thresholds.
Details of the policy-learning phase are presented in Section 4. At the end of this phase, one can select a (possibly new) parameter set that, with high likelihood, will have the best performance of all parameter sets tested, on future test-cases drawn from the same population as the given pool of test-cases.
Application Phase
With the new load-index functions and the selected policy parameters in place, the scheduling system is now ready for application. Figure 8 
Implementing the application phase requires that the filtering and extrapolation facilities, as well as the computation of the load-index functions, be made on line. Since our present experimental set-up does not implement these functions on line, we can only simulate the application phase by table look-up, as illustrated in the previous subsection. Table I summarizes the times required by the different phases of SMALL. The typical times reported in the rightmost column are based on our experience with data collection on a network of four Sun 3 workstations, and off-line learning on a Sun Sparcstation 10, Model 20.
Overheads in Learning
We now explain briefly our derivation of the formulae for times required. In Phase I, first an idle load pattern needs to be measured and then p others. Since each is l time units long, we get the formula shown. In Phase II, n jobs need to be run on d different sites under p different load patterns. Once again, since each experiment takes l time units, we get the formula Since population-based learning will not go through with evaluation for poor-quality parameter sets, these b sets are likely to be good. Also, the time spent on poor parameter sets is usually negligible as compared to the time for full evaluation of good candidates. The entire learning experiment may need to be repeated if there is a change in the nature of either the migration overheads or the age of the load index; s different delay models are considered. Since the evaluation of each parameter set on one test-case requires t time units, we obtain the formula shown for Phase IV.
Formula for
In the remaining sections of this paper, we present our approach to the automated tuning of load-balancing-policy parameters using integrated (population-based and point-based) learning. Details for the other components are not included due to space limitation [8, 9] . Figure 1 shows the sender-side and receiver-side rules for the load-balancing policies considered in this paper. There is one set of rules per site. The rules are parameterized; the number of parameters depends upon the number of sites in the distributed system. Let N denote the number of sites. The sender-side rules (SSRs) of each site have 3 parameters: two thresholds -θ 1 and δ -and the Reference parameter. The receiver-side rules (RSRs) of each site have 1 parameter: threshold θ 2 . Altogether, there are 4 parameters per site, or 4N parameters for the whole system. In this paper, we use the term heuristic method (HM) [13] to denote a set of system-wide parameters. Figure 9 shows our representation of HMs. Later, we show that genetic operators, such as mutation and crossover, can be applied to such representations in order to generate new HMs from a population of existing HMs.
INTEGRATED LEARNING OF LOAD-BALANCING POLICIES
The Policy-Learning Problem
The load-balancing policies are applied in a distributed fashion. When a job arrives at site s, it triggers that site's SSRs. Using the information about the local and remote load indices, the SSRs determine a set of possible destinations, which includes all sites whose load indices lie within a δ(i)-neighborhood of Reference(i). Out of these, one destination (say, r) is picked at random. Depending upon the value of Reference(s), the SSRs compare either the absolute or the relative value of Load(s) against the threshold θ 1 (s). If Load(s) is large enough, then the rule for sending succeeds, and the SSRs invoke the RSRs at site r; otherwise, the job is executed locally at site s. The RSRs at site r compare Load(r) against threshold θ 2 (r). The request from the SSRs at site s is turned down if Load(r) is too high; in this case, the job is executed locally at site s. Otherwise, the request is accepted, and the remote site (s) is given permission to migrate its job. Thus, successful migration requires, first, that the SSRs at the site of arrival succeed, and, second, that the RSRs at the chosen remote destination also succeed.
Randomization in selection of remote destinations avoids instability in distributed scheduling algorithms [11] . The threshold θ 1 in SSRs prevents migration when the expected gains in completion time are not large enough to offset the overheads of migration. The threshold θ 2 in RSRs is less critical, but it can help counter bad decisions by senders who overestimate their own load.
Reference (1), θ 1 (1), δ(1), θ 2 (1) Figure 9 . Representation of one set of load balancing policies for N sites Because of the measurements conducted during the application phase, the completion time of each incoming test job is known ahead of time for all possible destinations. Further, by applying the load-index functions, we can obtain, for each load pattern, a complete system-wide trace of load indices up to the job's time of arrival. Given the load indices, we can determine the destination of each incoming job by simulating the application of the load-balancing policy. As is described above, first the SSRs are evaluated at the site of arrival; then, if necessary, the RSRs are evaluated for some remote destination. Since measured completion times are already known for both local execution and remote execution, the improvement in completion time due to migration can be determined immediately.
The total completion time of a migrated task equals the sum of the overhead and the remote completion time. The ratio of total completion time to the local completion time gives the speed-up with respect to local execution. Such speed-ups are the basic units of an HM's performance.
We organize the data collected ahead of time into testcases. Each test-case carries information about one incoming job, its time of arrival, and the load indices of different sites at the time of arrival; it also carries information about the measured completion time of that job at each of the d sites. We use the word test in this paper to denote the evaluation of a selected HM on one test-case. Since our experiments are performed off-line, we assume that each test takes unit time.
The test-cases of an application constitute the test database, which represents a sample from the space of problem instances. (For the load-balancing domain, each instance describes the incoming job and the background loading pattern.) Associated with each HM is a population of performance values, one value per test-case. The space of HMs can be viewed as a population of populations. Our goal of optimizing average speed-up over local execution can be reformulated as one of choosing the HM whose population has the highest mean.
Given the large number of parameters, many of them real-valued, the space of possible HMs is quite large. We must search this space intelligently and in limited time (i.e., by performing only a limited number of tests). If we had unlimited time, we could test every HM on every test-case, and then choose the one with the highest mean. In limited time, however, only a limited number of HMs may be tested, and only a few tests can be performed per HM. Therefore, the policylearning system must possess bounded rationality [10] : it must schedule tests intelligently. This scheduling problem is the crux of policy learning; the theory for this problem was developed by Wah, et al. [13, 14] , whose TEACHER (TEchniques for Automated Creation of HEuRistics) system [6, 13] provides a domain-independent approach to rational scheduling of limited learning time between generation and testing.
We use the TEACHER system for the policy-learning phase of SMALL. This section first describes TEACHER and then the interface between it and SMALL.
Architecture and Operation of TEACHER
The architecture of TEACHER as applied to learning load balancing policies is shown in Figure 7 . The key component of TEACHER is the scheduler, which decides whether to generate new HMs or continue testing the ones already in the pool. The advantage of generation is that if a large number of HMs are tested before selecting the HM with the largest sample mean, then the likelihood of missing the population with the largest mean is reduced. On the other hand, when tests are spread across several different HMs, each one can be tested on only a few problem instances; even though the quality (sample mean) of an HM may be high, our confidence in that quality will be low. The advantage of continuing to test existing HMs is that our estimate of their quality improves with the number of tests. TEACHER divides up its total learning time into generations. At the beginning of each generation, it calls the generator to generate new HMs based on the past performance (if any) of the existing HMs. Then, until the end of the generation, it continues to test the new HMs (as well as some old HMs that have been retained from previous generations). At the end of the final generation, the HM with the highest sample mean is chosen for the application phase.
Within each generation, tests need to be allocated rationally between different HMs. The traditional method of solving this problem is to apply decision-theoretic sampling techniques developed for the ranking and selection problems [3, 5, 12] . However, these techniques have several limitations: (i) they only work with a small (and known) number of populations, whereas the number of possible HMs is large and unknown ahead of time; (ii) they do not accommodate generation of new HMs; and (iii) they optimize the probability of finding the best population, rather than finding a population whose mean is within a certain range of the optimal mean. TEACHER offers a suite of test-allocation policies that overcome the aforementioned limitations.
Besides supporting generation and testing of HMs, TEACHER also accommodates point-based methods, in which an HM is refined each time it is tested; such refinement is based on prior knowledge of relationships between the problem solver's inputs and outputs. Since we have only limited prior knowledge of the load-balancing domain, refinement by pointbased learning can only be applied to some of the parameters.
The rest of this section describes the domain-dependent functions of SMALL, which are required by the TEACHER system. These include (i) genetic operators for generation of new candidates; (ii) an algorithm for point-based modification of thresholds; and (iii) mechanisms for simulating the problem solver, thereby providing performance information useful for evaluation of test-cases. Following the customary practice in genetic search [4] , we make the more destructive operators less likely, and, the less destructive ones, more likely. In our experiments, we used the probabilities of 0.1, 0.85, and 0.05, respectively, for the three operators described above.
Operators for Population-Based Learning
Algorithm for Point-Based Learning
Since the completion times and overheads for all possible destinations are known ahead of time, the learning system knows the optimal decision for every decision point. Therefore, it knows whether remote execution was optimal and, if so, then at which site. It can thereby infer what destination should have been included in the set of possible destinations. If the optimal destination was not included in that set, the point-based learning algorithm raises the threshold δ by a small amount. Likewise, if a destination causing sub-optimal speed-up is selected, then the threshold δ is decremented by a small amount provided such a decrement will not exclude the optimal destination as well.
When the destination chosen randomly by the first two SSRs is rejected either by the RSRs or by the third SSR, then the behavior of the point-based learning algorithm depends upon the performance of that destination. If the chosen destination would have given better speed-up than 1, then the threshold of the offending rule is adjusted. If the third SSR caused the rejection, then its θ 1 is lowered; and if the RSR caused the rejection, then θ 2 is raised.
Adjustment of δ:
If optimal destination was not in the set of possible destinations, then let ε 1 be the amount by which δ should be raised at the site of arrival (s) in order to include the optimal site. If some sub-optimal destination having load index higher than that of the optimal site was included in the set of destinations, then let ε 2 be the amount by which δ should be lowered at the site of arrival (s) in order to exclude the sub-optimal site. IF (optimal destination not in set of possible destinations)
Adjustment of θ 1 (s): WHEN (AND send-optimal (NOT send-occurred))
WHEN (AND send-occurred (NOT send-optima))
Adjustment of θ 2 (r) [r was the destination chosen by SSRs(s)]: WHEN (AND receive-occurred (NOT receive-optimal)) θ 2 (r) ← θ 2 (r) + η(Load(r) − θ 2 (r)).
WHEN (AND receive-optimal (NOT receive-occurred)) θ 2 (r) ← θ 2 (r) − η(θ 2 (r) − Load(r)).
Figure 12. Rules for point-based learning
When the destination selected by the SSRs and accepted by the RSRs yields sub-optimal speed-up, then the θ 1 threshold for the offending SSRs is raised, and the θ 2 for the offending RSRs is lowered.
Thus, all the thresholds governing the behavior of the load-balancing policy can be adjusted using the performance information for just the current test-case. The rules of pointbased learning are summarized in Figure 12 .
DATA PREPARATION
The sole purpose of the data-preparation phase of policy learning is to replace an actual problem solver with a tablelookup routine, as is shown in Figure 7 . Given the names of a job and a background load pattern, as well as the job's site and time of arrival, the look-up routine must supply the values of load indices at each of the sites, the completion time of that job at all possible destinations, as well as the respective migration overheads of each destination.
The advantage of off-line data collection is obvious here. The learning system may try hundreds of different policies, but with respect to each given test-case, these policies must fall into N equivalence classes, each corresponding to one destination. All policies within an equivalence class are indistinguishable with respect to the given test-case. Each test-case contains information about one test-job and one backgroundload pattern. In order to have information sufficient for evaluating all possible policies over all the test-cases, we should have data about the completion times of all the test-jobs run under all possible loading patterns and on each of the possible destinations. Such data are collected during the second phase of data collection and can be used for evaluating any set of policy parameters considered by the policy-learning system.
An even greater advantage of our learning method is the facility it affords us for simulating (i) scaled-up systems; (ii) the effect of migration overheads; (iii) the effect of packettransmission delays; and (iv) the effect of periodic computation of load averages. The following subsections address these issues in greater detail.
Cloning for Simulating Larger Systems
All our sites are assumed to be architecturally homogeneous; however, we do allow configurational heterogeneity. As is explained earlier, only configurationally distinct sites need to be measured, for configurationally identical sites behave identically. The load patterns for the same site at different times can be used to simulate a load pattern on multiple copies of that site. This method of simulating new sites is called cloning: it creates load patterns distributed in space from load patterns distributed in time. Test jobs behave identically across different clones under the same loading pattern; therefore, completion-time measurements need not be repeated.
By increasing the scale of systems, cloning creates greater opportunities for load imbalance and, therefore, higher optimal speed-ups. Thus, the ability of the learning system to discover HMs with near-optimal performance can be tested more thoroughly with cloning than without. It is not enough to add ∆4 to the completion time of every test job, for in our (off-line) data-collection phase, we did not run the test job at the remote site starting at T + ∆4; rather, we always started the test job at time T into the experiment. Thus, the job would have run under a slightly different load with an on-line experiment; the difference between on-line (actual) and off-line (simulated) cases is proportional to ∆4. If ∆4 is large, the load could have been very different; if small, then less so. The effect of migration overhead is simulated by adding ∆4 to the age of the remote load index. One final factor that needs to be considered is ∆2, the delay including the time for propagation of load values to remote sites. Assuming that load values are transmitted over the network each time they are computed, the propagation delay can be modeled by half the round-trip time of a short packet. Round-trip times can be measured off-line for a network. Delays in propagation of load indices affect the values of only the remote load indices at any decision point.
Modeling of Overheads and Delays
Since the comparator network at each site gives us a complete trace of the load index at that site up to the decision point, the effects of delays due to computation and communication of load indices can be simulated by using older values of load indices, rather than their values at time T.
In the next section, we discuss results on several learning experiments involving various combination of these factors.
EMPIRICAL RESULTS
Using the data for our four-processor system, we created a total of nine clones (3 each for the two diskless clients, 2 for the diskful client, and 1 for the fileserver). This gave us a total of 13 sites. Policies for this scaled-up system were learned using TEACHER under a variety of assumptions about overheads and delays.
As is indicated in the previous section, three types of delays contribute to the age of a load index. After measuring packet turn-around times on our network, we found it adequate to assume that load information from remote sites can be received within 20 milliseconds (P=20) of being broadcast. We studied four different migration overheads (M): (i) small, 100 milliseconds; (ii) medium, 500 milliseconds; (iii) moderately large, 2000 milliseconds; and (iv) large, 5000 milliseconds. In addition, we considered three different intervals (I) of loadindex computation: (i) small, 100 milliseconds; (ii) medium, 500 milliseconds; and (iii) large, 1000 milliseconds. Table II shows the values of M and I in the left two columns. For each combination of M and I values, a different set of data are prepared as follows. To the age of each load index, we add a random delay uniformly distributed between 0 and I. Only for the remote load indices, we add the factors M and P. The load indices are determined using methods described in Section 3.
TEACHER was allowed 30 minutes learning time for each experiment on a Sparcstation 10, Model 20. Twelve experiments were performed, one for each parameter set described in Table II . The best policy found by TEACHER after 30 minutes was fully evaluated on all the test-cases. The average speed-up of that policy and the corresponding standard deviation are shown in the third and fourth columns of Table II . The best policy is found when both M and I are small. While performance appears to decrease with increasing migration overheads, no such effect is visible for the interval of loadindex computation. Figure 14a shows a contour plot of the best policy learned. This contour plot was created by finding the probability of achieving certain speedup over local execution (represented in the X-axis) for a checkpoint at a specific time in seconds from the start of a job (represented in the Y-axis). A total of 10 jobs and 24 patterns were used in computing these probabilities. 19 contours, each connecting X-Y points having equal cumulative probability of speedup, are shown; they divide up the space into 20 regions of equal (5%) probability. This figure shows that the best speed-up values are achieved for jobs that are neither too long nor too short. The quality of our indices drops with the length of the job; therefore, long jobs cannot be speeded up by one-time placement; they need preemptive process migration. The speed-up of short jobs is adversely affected by the magnitude of migration overheads relative to the gains in completion time achievable using remote execution. Figure 14b shows the behavior of policies learned under high migration overheads but small interval of load-index computation. Relative to Figure 14a , high speed-up values are less probable when migration overhead is significant. Figure 14c shows the case when migration overheads are small but the interval of load-index computation is long. High speed-up values, close to 3.0, for medium-length jobs are not as likely as in Figure 14a , but they are much more likely than in the case of high migration overheads.
CONCLUSIONS
We conclude that (i) TEACHER discovers policies with significant speed-ups over local execution under a variety of assumptions about overheads and delays; (ii) the quality of policies learned by TEACHER is adversely affected by both large migration overheads and long intervals of load-index computation; and (iii) migration overhead is the dominant factor affecting the quality of policies learned. (c) M=100, I=1000, P=20 Figure 14 . Contour plot of cumulative probability of speed-up
We note that the best policy found by pure point-based learning (starting with one randomly generated parameter set) had a speed-up of only 1.37 for the case M=100, I=100. Considering that TEACHER finds a policy with a speed-up of 1.73, we can appreciate the utility of integrated learning.
Parameter sets of load-balancing policies can be generated using genetic operators and modified systematically using point-based learning. Selective breeding of wellperforming parameter sets at the end of each generation, and rational allocation of tests among the generated parameter sets during each generation, are the key functions supported by the TEACHER system. Using our integrated (population-based cum point-based) approach, good parameter sets for loadbalancing policies can be discovered quickly and in an automated fashion.
