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Abstract 25 
Selection is expected to be more efficient in species that are more diverse because 26 
both the efficiency of natural selection and DNA sequence diversity are expected to 27 
depend upon the effective population size. We explore this relationship across a 28 
dataset of 751 mammal species for which we have mitochondrial polymorphism 29 
data. We introduce a method by which we can examine the relationship between 30 
our measure of the efficiency of natural selection, the non-synonymous relative to 31 
the synonymous nucleotide site diversity (piN/piS), and synonymous nucleotide 32 
diversity (piS), avoiding the statistical non-independence between the two quantities. 33 
We show that these two variables are strongly negatively and linearly correlated on 34 
a log scale. The slope is such that as piS doubles piN/piS is reduced by 34%. We show 35 
that the slope of this relationship differs between the two phylogenetic groups for 36 
which we have the most data, rodents and bats, and that it also differs between 37 
species with high and low body mass, and between those with high and low mass-38 
specific metabolic rate. 39 
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Introduction 49 
 50 
Variation in effective population size between species is expected to have two 51 
important effects on molecular evolution. Firstly, the higher the effective population 52 
size (Ne), the greater the efficiency of natural selection in that population (Kimura 53 
1984). This is because with increasing Ne, stochastic changes in allele frequencies 54 
have a proportionally lower impact, and therefore deleterious mutations are more 55 
likely to be removed (Corbett-Detig et al. 2015; Popadin et al. 2007). Secondly, the 56 
greater the Ne, the higher the level of neutral genetic diversity, with the level of 57 
neutral genetic diversity in a population determined by the product of Ne and the 58 
neutral mutation rate (Charlesworth 2009; Kimura 1984). We therefore expect 59 
neutral nucleotide diversity and the efficiency of selection to be correlated, as both 60 
are influenced by Ne. This prediction is well supported by a number of recent studies, 61 
both in nuclear (Galtier 2015) and mitochondrial DNA (Piganeau & Eyre-Walker 62 
2009).  63 
 64 
We can also make a specific prediction about the relationship between neutral 65 
genetic diversity and the efficiency of selection. If all synonymous mutations are 66 
neutral, we expect the nucleotide diversity at synonymous sites, piS, to be equal to 67 
4Neµ. If we assume that all nonsynonymous mutations are deleterious, although 68 
some may be sufficiently weakly selected that they are effectively neutral, we expect 69 
piN, the nonsynonymous nucleotide site diversity, to be influenced by the mutation 70 
rate, the effective population size and the distribution of fitness effects (DFE). 71 
Assuming the DFE is a gamma distribution, we expect piN, to be equal to 4Neµ k Ne-β, 72 
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where β is the shape parameter of the gamma distribution of fitness effects and k is 73 
a constant that depends upon the mean strength of selection (Welch et al. 2008). 74 
Hence piN/piS = kNe
-β
, and log(piN/piS) and log(piS) are expected to be linearly correlated 75 
to each other with a slope of –β if Ne and µ are uncorrelated and if the DFE, and 76 
hence k, remains constant with changing Ne.  77 
 78 
Here we test whether this prediction is upheld in mitochondrial DNA using 79 
polymorphism data from 751 mammals. We explore and quantify the relationship 80 
between neutral genetic diversity (synonymous site diversity, piS) and the efficiency 81 
of selection (the ratio of nonsynonymous to synonymous site diversity, piN/piS) in 82 
mammalian mitochondria, using a new method. We compare the slope of the log-83 
transformed relationship to the shape parameter estimated from the site frequency 84 
spectra under the assumption that the DFE is a gamma distribution. We also 85 
investigate whether the relationship between piN/piS and piS differs between 86 
phylogenetic groups and according to demographic and life history parameters. 87 
 88 
 89 
Materials and Methods 90 
 91 
Dataset 92 
Our dataset was constructed by downloading sequences from MamPol, a database 93 
of mammalian polymorphisms (Egea et al. 2007). Only protein-coding, mitochondrial 94 
DNA was used in this study. Sequences for each species were concatenated where 95 
possible, to produce longer alignments, and then aligned using Geneious. We 96 
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analysed the alignments using our own software to produce polymorphism 97 
estimates, and where available, we added life history and demographic data to the 98 
species in our dataset, using information from the PanTHERIA database (Jones et al. 99 
2009). Our complete dataset contains 751 mammal species for which we have 100 
polymorphism data. 101 
 102 
Relationship between piN and piN/piS 103 
We use piS, synonymous nucleotide site diversity, as a measure of neutral genetic 104 
diversity, and piN/piS, the ratio of nonsynonymous to synonymous nucleotide site 105 
diversity, as a measure of the efficiency of natural selection. These summary 106 
statistics are used, rather than raw counts of numbers of polymorphisms, to correct 107 
for the fact that the species in the dataset had variable numbers of sequenced loci, 108 
and that the sequences used were of different lengths. 109 
 110 
Synonymous polymorphisms are used to calculate both piS and piN/piS, and so we 111 
expect there to be a negative correlation between these variables just through 112 
sampling error. Therefore we removed the statistical non-independence between 113 
the variables by first dividing synonymous polymorphisms into three groups by 114 
randomly sampling from a hypergeometric distribution. We then used each group to 115 
calculate piS1, piS2 and piN/piS3 respectively. This is analogous to dividing each sequence 116 
into thirds (Piganeau & Eyre-Walker 2009; Smith & Eyre-Walker 2002). Since we 117 
were interested in the relationship between log(piN/piS)  and log(piS), we needed to 118 
ensure there were no cases in which either piN or piS were zero, however, removing 119 
species in which piS or piN/piS was 0 would result in biased results. In addition, 120 
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individual measurements of piS and piN/piS will be subject to a large degree of 121 
sampling error. Therefore, to overcome these problems we first ranked species by 122 
piS1, and based on this ranking the species were divided into evenly-sized groups. 123 
Average piS2 and piN/piS3 values were calculated for each group. We then ran ordinary 124 
least squares regression between the log-transformed values of these averages. 125 
 126 
Correcting for phylogenetic non-independence 127 
To ensure that our results are not due to phylogenetic non-independence, we used 128 
paired- independent comparisons (PIC) (Harvey & Pagel 1991). Using DNA-based 129 
phylogenetic literature, we identified 186 sister pairs of species in our dataset, 130 
where sister pairs are defined as sharing a common ancestor to the exclusion of all 131 
other species in the dataset. We then repeated our method as before, using the 132 
ratio of piS1 between species in a pair to rank and group pairs, and calculating the 133 
average ratio of piS2 and piN/piS3 between species in a pair over each group. We then 134 
considered the relationship between the log of the average ratios of piS2 and piN/piS3. 135 
 136 
Simulations 137 
To investigate the performance of our method we ran two sets of simulations. In the 138 
first we used SFS_code (Hernandez 2008) to simulate loci with no intra-locus 139 
recombination, but with free recombination between loci. We ran simulations of loci 140 
of three different lengths: 1, 1000 and 10,000 codons. The number of loci simulated 141 
was reduced as the length of the loci was increased, such that we simulated 100 loci 142 
1 codon long, 10 loci 1000 codons long and 3 loci 10,000 codons long. The 143 
synonymous sites in these codons were assumed to be neutral and the non-144 
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synonymous mutations to be deleterious and drawn from a gamma distribution. In 145 
each simulation the population size was set to 5000 but the arithmetic mean value 146 
of Ns and the value of Nµ were changed to reflect changes in N (i.e. we take 147 
advantage of the fact that increasing s and u x-fold is equivalent to increasing the 148 
population size by x-fold because population genetic behaviour depends on the 149 
product of the effective population size and the other parameters). We set the mean 150 
Ns and Nµ to be 100 and 0.001, 500 and 0.005, 1000 and 0.01, 2000 and 0.02, 4000 151 
and 0.04, 8000 and 0.08, respectively (note that because of background selection the 152 
effective population size was not equal to the census population size). We simulated 153 
data under three different shape parameters for the gamma distribution: 01, 0.3 and 154 
0.5. Each simulation was run for 15N generations for the population to equilibrate 155 
before the population was sampled, and for each combination of parameters a 156 
number of iterations were run, such that for each parameter combination at least 157 
1000 synonymous polymorphisms were sampled (the exception was the set of 158 
simulations with 10,000 codons run with Nµ = 0.08, which were only run once since 159 
they ran so slowly; in these cases at least 100 synonymous polymorphisms were 160 
sampled). 161 
 162 
In the second set of simulations we investigated the statistical properties of the 163 
method, and in particular our scheme for combining data from different species 164 
and/or genes. In each simulation we had 500 species, each of which had 1000 165 
synonymous sites. We sampled effective population sizes from a gamma distribution 166 
with a shape parameter βN, arbitrarily and without loss of generality, setting the 167 
expected value of Ne to one (the absolute value of Ne is not important in this context, 168 
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since what matters is how the proportion of effectively neutral mutations changes 169 
with Ne, and this is independent of the absolute value). The expected number of 170 
synonymous polymorphisms (Ps) and non-synonymous polymorphisms (Pn) for 171 
species i were calculated as  and  where βs is the 172 
shape parameter of the distribution of fitness effects, and k is a constant that 173 
normalises the expected values of Pn such that , approximately the 174 
pattern that is observed in our data. The simulated values of Pn and Ps were 175 
generated by sampling from a Poisson distribution with the expected values as given 176 
above. The method then proceeded as detailed previously. We investigated the 177 
effects of altering the size of the groups, the average number of synonymous 178 
polymorphisms, variation in Ne and the shape parameter of the DFE. For each 179 
combination of parameters, we ran the simulation 100 times. Throughout our 180 
analyses we use ordinary least squares regression, however we also investigated the 181 
use of standard major axis regression in our simulations. 182 
 183 
Calculating the DFE 184 
In order to calculate the DFE of mitochondrial mutations, we combined the 185 
synonymous and nonsynonymous site frequency spectra (SFS) across species.  We 186 
cannot calculate the DFE for individual species, firstly because mitochondria are 187 
inherited in a clonal manner, which can make the SFS highly erratic; and secondly 188 
because the majority of species have too few polymorphisms to allow us to make a 189 
reliable estimate of the DFE. We therefore combined SFS data across species in the 190 
dataset using the method of James et al. (2016); this method weights the data for 191 
	E Psi( ) = E Ps( )Nei E Pni( ) = kNei−βs
E P
n( ) =Ͳ.ʹ	E Ps( )
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each species equally, to produce an overall nonsynonymous and synonymous SFS for 192 
the dataset. We then inferred the DFE by fitting a gamma distribution to the ratio of 193 
nonsynonymous to synonymous polymorphism at each frequency category of the 194 
SFS using least squares. Full details of the method are given in James et al. (2016). 195 
This method required each species in the dataset to have a common number of 196 
sampled individuals: we therefore produced datasets in which the number of 197 
individuals (n) for each species was resampled down to a common number. We 198 
produced two resampled datasets, one in which n = 5 and one in which n = 11, 199 
however the sequence data are otherwise identical to that used in the previously 200 
described methods. Any species that did not have a minimum of n sampled 201 
individuals was excluded from the datasets, therefore our datasets sub-sampled to 5 202 
and 11 individuals contained 564 and 256 species respectively. We again fitted 203 
regression models to the sub-sampled datasets, randomly splitting synonymous 204 
polymorphisms into three groups and calculating average values of piS and piN/piS over 205 
groups of species as before.  206 
 207 
To test whether the shape parameter of the DFE, as inferred from the SFS, was 208 
different from the slope of the regression between log(piN/piS)  and log(piS) we 209 
bootstrapped the data by species 100 times, in each re-estimating the shape 210 
parameter of the DFE using the resultant SFS, and the slope of the relationship 211 
between log(piN/piS)  and log(piS). 212 
 213 
 214 
Results 215 
 10
 216 
We have investigated the relationship between a measure of the efficiency of 217 
natural selection, log(piN/piS),  and diversity, log(piS), in mammalian mitochondria, 218 
using a polymorphism dataset of 751 species. If there is free recombination, the DFE 219 
is gamma distributed and the effective population size, Ne, is uncorrelated to 220 
mutation rate, u, then this relationship is expected to be linear with a slope equal to 221 
the shape parameter of the gamma distribution (Welch et al. 2008). However, it is 222 
not straightforward to investigate this relationship for three reasons. First, for many 223 
of our species either piN or piS is zero and hence one of our two statistics is undefined, 224 
however, to exclude these species will bias our results. Second, there will be a 225 
degree of variable error and ‘noise’ in our individual measurements of piN and piS. 226 
And third, log(piN/piS) and log(piS) are not statistically independent; we therefore 227 
expect there to be a negative correlation between log(piN/piS) and log(piS) simply 228 
because of sampling error in piS, which arises because we have sequences of finite 229 
length. To overcome these problems, we randomly split the synonymous 230 
polymorphisms into three independent groups, using each to calculate a separate 231 
value of piS. We used the first estimate of piS to rank and group species, the second 232 
value as our estimate of piS for the group and the third value to calculate piN/piS. We 233 
ran ordinary least squares regression between the  and  where 234 
the means are for each group of species. Using this method reduces the variance in 235 
our dataset, such that the smaller the number of groups the greater the reduction in 236 
variance.  237 
 238 
log pi
n
/pi
s͵( ) log pi sʹ( )
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Simulating the method 239 
To investigate the properties of the method we ran two sets of simulations. In the 240 
first we investigated the population genetics of the method; in particular, we were 241 
interested in ascertaining whether linkage affected the predictions determined 242 
under the assumption of free recombination. We simulated loci with 1, 1000 and 243 
10,000 codons. There was free recombination between loci but no recombination 244 
within a locus. Synonymous mutations were assumed to be neutral and non-245 
synonymous mutations to be deleterious and drawn from a gamma distribution. We 246 
altered the population size over nearly two orders of magnitude from a mean Ns 247 
value of 100 and an Nµ value of 0.001, to values of 8000 and 0.08 respectively  248 
(where s is the strength of selection and µ is the mutation rate). We simulated data 249 
under three different shape parameters: 0.1, 0.3 and 0.5.  250 
 251 
The results are shown in figure 1, where log(piN/piS) is plotted against log(piS). Despite 252 
the fact that there is considerable background selection in the some of the 253 
simulations, such that BGS reduces synonymous diversity by more than 10-fold in 254 
the simulations with 10,000 codons and high Nµ values, the slope of the relationship 255 
between log(piN/piS) and log(piS) is close to that expected (Figure 1). However, there is 256 
a slight but significant tendency to underestimate the slope. This underestimation 257 
does not depend on linkage. 258 
 259 
In the second set of simulations we sought to investigate the statistical properties of 260 
the method and in particular whether our method of combining data from different 261 
species and/or genes gave biased estimates.  To do this we ran simulations in which 262 
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we generated the number of non-synonymous (Pn	Ȍ	and	synonymous	ȋPsȌ according 263 
to our model, analysing the resulting data according to the method detailed above – 264 
i.e. splitting the synonymous polymorphisms into three groups, and considering 265 
regressing log(PN/PS) against log(PS) using ordinary least squares regression. We 266 
consider the relationship between log(PN/PS) and log(PS) rather than log(piN/piS) and 267 
log(piS) because theory predicts the relationship should be the same (Welch et al. 268 
2008) and simulating the numbers of polymorphisms rather than the diversity is 269 
more straight-forward.  270 
 271 
Our simulations suggest that the method is unbiased when the shape parameter of 272 
the gamma distribution is very small – i.e. when there is no expected relationship 273 
between log(PN/PS) and log(PS) (see Table 1). However, the method can either be 274 
upwardly or downwardly biased when the shape parameter of the gamma 275 
distribution is greater than zero (Table 1). When there is relatively little variation in 276 
Ne (higher values of βNeȌ and relatively few synonymous polymorphisms then the 277 
method tends to estimate the slope to be shallower than it should be. This bias can 278 
be ameliorated by using large groups of species/genes, but was not helped by using 279 
standard major axis regression; this led to a dramatic overestimation of the slope 280 
(data not shown). The bias in underestimating the slope is not surprising; the ability 281 
to estimate the relationship between log(PN/PS) and log(PS) will depend upon the 282 
relative magnitudes of the variation in Ne and the sampling error in PS; when the 283 
latter dominates the former then it is difficult for the method to determine which 284 
species/genes have high or low Ne. Surprisingly the method can also estimate the 285 
slope to be slightly steeper than it should be when there is substantial variation in Ne 286 
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and few synonymous polymorphisms. However, so long as the mean number of 287 
polymorphisms per species/gene is reasonable (on average >8), and there is 288 
moderate variation in Ne then the method is largely unbiased if large groups of 289 
species/genes are used (see Table 1). The bias is not likely to be very large in our 290 
dataset since the average number of synonymous polymorphisms is quite large 291 
(approximately 16) and we have substantial variation in PS (we estimate βNe	to	be	ͳ.ͷ	292 assuming	all	the	variation	in PS is due to variation in Ne).  293 
 294 
Overall relationship between log(piN/piS) and log(piS) 295 
Across the entire mammalian mitochondrial dataset, we find that log(piN/piS) is 296 
almost perfectly linearly related to log(piS) after grouping species into 8 groups 297 
(Figure 2). The correlation is highly significant (Pearson’s R = -0.98, p <<0.001). The 298 
slope of the relationship is -0.60 (SE = 0.050) (Figure 2), which means that if diversity 299 
doubles the proportion of effectively neutral substitutions is reduced by 1- 2
-0.60
 = 300 
34%. Similar results are obtained if we use 10, 20, 30 40 and 50 groups 301 
(supplementary table 1), with the correlation remaining highly significant (p << 302 
0.005) for all numbers of groups. However, as the number of groups increases there 303 
is a trend for the slope of the line to become shallower. This is in accordance with 304 
the results of our simulations: as the number of groups increases, the lower the 305 
number of synonymous polymorphisms per group and the greater the bias in our 306 
method towards underestimating the slope. 307 
 308 
Correcting for phylogenetic non-independence 309 
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The correlation between log(piN/piS) and log(piS) is not due to phylogenetic non-310 
independence between species. Using paired-independent contrasts, we repeated 311 
our analysis (exploring the correlation between the log of the ratio of piN/piS and the 312 
log of the ratio of piS for each species pair, again dividing species into 8 groups) and 313 
found a linear correlation, of slope -0.60 (SE = 0.067), which is identical to that of our 314 
non-paired dataset. The correlation was also highly significant (Pearson’s R = -0.96, p 315 
= 0.00011).  Similar results are obtained when using 10, 20 and 30 groups (results 316 
not shown). 317 
 318 
Taxonomic groups 319 
There are a number of reasons why the relationship between log(piN/piS) and log(piS) 320 
might differ between species. To investigate this question we compared the two 321 
groups represented by the largest number of species in the dataset, bats 322 
(Chiroptera) and rodents (Rodentia) (178 and 226 species respectively). These are 323 
the two most species-rich groups of mammals. Results are shown in Figure 3. While 324 
the correlation remains significant and negative in both bats and rodents, in rodents 325 
the slope of the line is far steeper (slope = -1.13, SE = 0.10; intercept = -2.97, SE = 326 
0.16) than in bats (slope = -0.43, SE = 0.15; intercept = -2.08, SE = 0.26.) a difference 327 
that is statistically significant (p=0.0022). Again this result holds if we use 10 and 20 328 
groups, although the difference is not significant with 30 groups (results not shown).  329 
So although piN/piS is substantially lower in bats than rodents, the efficiency of 330 
selection does not increase as rapidly with increasing piS in bats as it does in rodents.  331 
 332 
Life history and demographic traits 333 
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We also investigated whether we could detect any influence of life history or 334 
demographic traits on the relationship between log(piN/piS) and log(piS). We looked at 335 
three traits: body mass, species range size and mass-specific metabolic rate (i.e. 336 
resting metabolic rate divided by body mass). We ranked the species by the trait in 337 
question, and split the species into two evenly-sized groups depending on the 338 
ranking. We then used the method as described previously (grouping the species 339 
into 8) to investigate the correlation of log(piN/piS) and log(piS) separately for each 340 
group. Therefore we have an estimate of the relationship for those species in which 341 
the life history trait is low, and an estimate for those species in which the life history 342 
trait is high. Results are shown in table 2 and Fig 4. Of the species in our dataset, we 343 
have 567 with body mass estimates, 588 with range area estimates and 157 species 344 
with mass-specific metabolic rate estimates. 345 
 346 
We found that two of the life history traits we considered had a significant effect on 347 
the regression slope of log(piN/piS) and log(piS). The largest difference in regression 348 
slope was found to be between mammals with high and low mass-specific metabolic 349 
rates: the slope was steeper for mammals with high rates, such that piN/piS decreases 350 
more rapidly with increasing piS in mammals with high as opposed to low mass-351 
specific metabolic rates. We also found that the slope of the regression line was 352 
significantly different between mammals with low body mass and mammals with 353 
high body mass, with smaller mammals having a steeper regression line. Range size 354 
on the other hand did not appear to influence the relationship between log(piN/piS) 355 
and log(piS). 356 
 357 
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We also investigated the interaction of body mass and mass-specific metabolic rate 358 
on the regression slope between log(piN/piS) and log(piS). In this analysis we increased 359 
the number of groups used in the regression to 20. The interaction term was not 360 
significant for mass-specific metabolic rate (interaction term = -1.81, p = 0.21, such 361 
that if the value of log(piS) increases by 1, the slope of the interaction between 362 
log(piN/piS) and log(mass-specific metabolic rate) decreases by the value of the term), 363 
but was significant for body mass (interaction term = -0.13, p=0.022). However, using 364 
higher numbers of groups removes the statistical significance of this interaction.   365 
 366 
Comparison of the slope to the shape of the DFE 367 
If the DFE is a gamma distribution then the relationship between log(piN/piS) and 368 
log(piS) should be linear with a slope equal to the negative value of the shape 369 
parameter. Our analysis above suggests that the relationship between log(piN/piS) and 370 
log(piS) is linear, but is the slope equal to the shape parameter? To investigate this 371 
we used an independent method to estimate the shape parameter of the DFE. We 372 
sub-sampled the sequences for each species down to a common number of 373 
sequences (n=5 and n=11) and combined the site frequency spectra in a manner that 374 
weights every species equally, and then estimated the DFE by fitting a gamma 375 
distribution to the ratio of nonsynonymous to synonymous polymorphisms at each 376 
frequency category of the SFS, using the method of James et al. (2016). We then 377 
conducted our analysis of the relationship between log(piN/piS) and log(piS) on the 378 
resampled datasets as before. To test whether the estimate of the shape parameter, 379 
as inferred from the SFSs, was significantly different to the negative value of the 380 
slope of the relationship between log(piN/piS) and log(piS) we bootstrapped the data 381 
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by species 100 times. The results are shown in table 3. We found that our estimates 382 
for the shape parameter of the gamma distribution was considerably and 383 
significantly smaller than the negative value of the slope of the regression line 384 
between log(piN/piS) and log(piS) for both 5 and 11 sample datasets (t-test: p << 0.001 385 
for both datasets, where the alternative hypothesis is that the true difference in 386 
means is less than 0). This is particularly striking considering that simulations indicate 387 
our regression method may estimate the slope to be shallower than it should be.  388 
 389 
 390 
Discussion 391 
 392 
The relationship between piN/piS and piS is of considerable biological interest. There 393 
are few estimates of Ne available, and so piS is commonly used as a proxy for Ne. 394 
However, the extent to which piS is related to measures of selective constraint was 395 
not previously known. Here we show that log(piN/piS) and log(piS) are strongly 396 
negatively and linearly correlated in mammalian mitochondria, so that as neutral 397 
genetic diversity doubles, the efficiency of selection also increases resulting in a 34% 398 
reduction in the number of effectively neutral polymorphisms.   399 
 400 
Life history traits affected the slope of the relationship between log(piN/piS) and 401 
log(piS): we find that the slope of the relationship is greater in species with high as 402 
opposed to low mass-specific metabolic rates; therefore, with increasing genetic 403 
diversity, the increase in selective constraint is greater in species with high metabolic 404 
rates. We also find that the slope of the relationship between log(piN/piS) and log(piS) 405 
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is shallower for species with high as opposed to low body mass. This may be due to a 406 
correlation between the two life history traits: species with low body mass are 407 
known to have higher mass-specific metabolic rates (Schmidt-Nielsen 1984; Suarez 408 
1992). We also find that the relationship between log(piN/piS) and log(piS) is shallower 409 
in bats than in rodents. This does not appear to be driven by differences in life 410 
history traits: the bats and rodents in our dataset have very similar mass-specific 411 
metabolic rates (t-test p-value = 0.88, mean mass specific metabolic rate is 1.45 for 412 
rodents, 1.43 for bats), and whilst bats were found to be significantly smaller than 413 
rodents (t-test p-value < 0.0001, mean mass = 196.7 g for rodents, 30.7 g for bats), 414 
this would have been expected to generate the opposite pattern in terms of the 415 
relationship between log(piN/piS) and log(piS). 416 
 417 
There are a number of reasons why the slope of the relationship between log(piN/piS) 418 
and log(piS) might differ between bats and rodents, and between species with high 419 
and low body mass and metabolic rate. It might be that the DFE differs between the 420 
two groups, or alternatively it might be that the relationship between piS and Ne 421 
differs; for example, in some groups Ne and the mutation rate per generation might 422 
be negatively correlated (Lynch 2010). There might also be differences in how the 423 
strength of selection changes with Ne between different taxonomic groups and 424 
species with different life history traits, i.e., the parameter k in the equation piN/piS = 425 
kNe
-β
, which is related to the strength of selection, may also be a function of Ne. To 426 
differentiate between these possibilities, we estimated the DFE from the SFSs for 427 
each group. The results are presented in Table 4. The estimate of the shape 428 
parameter of the DFE from the SFS is very similar in bats and rodents (although the 429 
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SE associated with the estimates are also large) suggesting that the difference in the 430 
slope between log(piN/piS) and log(piS) is not due to differences in the shape of the 431 
DFE between bats and rodents, but is probably due either to different relationships 432 
between πS and Ne, or to differences in how the k parameter changes with Ne in the 433 
two groups. For example, if k were to increase with increasing Ne in bats but not 434 
rodents, the slope of the relationship between log(piN/piS) and log(piS) would be 435 
shallower for bats.  This might occur because of the metabolic demands of flight, 436 
which could result in a more rapid increase in a higher mean strength of selection on 437 
bat mitochondria with increasing Ne. There is some evidence to support this 438 
possibility: for example, there are signs of adaptive mitochondrial evolution on the 439 
common ancestral lineage of bats, but not rodents (Shen et al. 2010). In addition, 440 
Shen et al. (2009) have found a relationship between flight ability and the strength 441 
of selective constraint in bird mitochondrial DNA. However, there is also evidence to 442 
suggest that patterns of molecular evolution are different between these two 443 
groups, which may suggest a difference in the relationship between piS and Ne. For 444 
example, Nabholz et al. (2008) have found that synonymous substitution rates are 445 
considerably lower in bats than in rodents, which could be due to lower mutation 446 
rates or longer generation times in bats than in rodents. In contrast, the shape 447 
parameter of the DFE estimated from the SFS mirrors the difference in slopes 448 
between high and low body mass and high and low metabolic rate, although in only 449 
the dataset in which n = 5 is the difference significant. It might therefore be that the 450 
DFE differs between groups with different body sizes and metabolic rates.  451 
 452 
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Our results depart from the theoretical prediction that the slope of the relationship 453 
between log(piN/piS) and log(piS) is the same as the (negative) shape parameter of the 454 
DFE, as estimated from the SFS, with the shape parameter of the gamma distribution 455 
being significantly smaller than the slope of the regression line.  There are a number 456 
of possible reasons for this. Firstly, as Welch et al. (2008) note, if the DFE does not 457 
follow a gamma distribution, then the above predictions may not hold. Although the 458 
DFE is most commonly modelled as a gamma distribution (Boyko et al. 2008; Eyre-459 
Walker et al. 2006; Eyre-Walker & Keightley 2007; Piganeau & Eyre-Walker 2003), 460 
some studies have found support for alternative distributions, such as the lognormal 461 
(Loewe & Charlesworth 2006), the normal (Nielsen & Yang 2003), and the bimodal 462 
beta distribution (Kousathanas & Keightley 2013). However, the relationship 463 
between log(piN/piS) and log(piS) is linear, which is consistent with the DFE being a 464 
gamma distribution; if it were log-normal, for example, the relationship should show 465 
curvature (Welch et al. 2008). 466 
 467 
Secondly, it has been suggested that a negative relationship exists between Ne and 468 
µ, the mutation rate per site per generation. This is because in populations with 469 
larger effective population sizes natural selection is more efficient, and so should be 470 
more able to reduce the mutation rate µ (Lynch 2010). This introduces a negative 471 
interaction between genetic diversity and the efficiency of selection, which will tend 472 
to make the slope of the relationship between log(piN/piS) and log(piS) steeper. 473 
However, the importance of this effect remains unclear: although some studies have 474 
found evidence to suggest that there is a negative correlation between Ne and µ 475 
(Cutter et al. 2013; Lynch 2010; Piganeau & Eyre-Walker 2009), the theory predicts a 476 
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relatively small effect of Ne on µ, which could be masked by the impact of other 477 
influences on µ, such as rate of sperm production and exposure to mutagens (Gao et 478 
al. 2016). In addition, the theory suggests that the mutation rate of a species is 479 
reduced as far as possible by selection, with genetic drift preventing selection from 480 
further reducing the rate (Lynch 2011). However, mutation rates vary widely 481 
between species, with some exceeding the upper limit predicted by this theory by 482 
orders of magnitude (Martincorena & Luscombe 2013). 483 
 484 
Thirdly, selection on synonymous codons may influence the slope of log(piN/piS) and 485 
log(piS). Synonymous sites are commonly assumed to be neutrally evolving; however, 486 
codon usage bias in nuclear genes has been reported in a number of species, 487 
including Saccharomyces pombe, Caenorhabditis elegans, Drosophila and 488 
Arabidopsis (Duret & Mouchiroud 1999; Hershberg & Petrov 2008; Kanaya et al. 489 
2011). Selection on synonymous sites is thought to occur in order to maximise 490 
translational efficiency by matching tRNA abundances (Kanaya et al. 2011) and to 491 
improve mRNA stability (Chamary & Hurst 2005). (Although not relevant to mtDNA, 492 
selection on synonymous sites may also maintain accurate splicing of mRNA (Carlini 493 
& Genut 2006)). If selection for optimal codons also reduces the number of 494 
nonsynonymous polymorphisms, this will tend to make the slope of the relationship 495 
between log(piN/piS) and log(piS) steeper than that predicted by the shape of the 496 
distribution of fitness effects. However, if selection on synonymous codons only 497 
affects synonymous polymorphisms then it is expected to affect diversity and the 498 
efficiency of selection equally and therefore will not influence the slope of the 499 
relationship. In addition, the strength of selection in animals with low Ne may not be 500 
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sufficient to select for optimal codon usage, and there is little evidence that selection 501 
acts on synonymous sites in mammals, or indeed vertebrates, which are thought to 502 
have relatively small effective population sizes (Duret 2002; Kanaya et al. 20011; 503 
although see Chamary et al. 2006). Jia and Higgs (2008) found that mitochondrial 504 
codon usage evolution is dominated by mutational effects. 505 
 506 
Fourthly, as was previously mentioned, there could be a relationship between the k 507 
parameter and Ne across species. We make the assumption that the strength of 508 
selection, included in k, and the shape of the DFE remain constant as Ne changes; 509 
however, this is unlikely to be the case (although there is evidence to suggest that 510 
the strength of selection can be nearly independent of Ne in some evolutionary 511 
scenarios (Charlesworth 2013)). It may be that generally there is a negative 512 
relationship between k and Ne across the species in our dataset: this would result in 513 
making the slope of the relationship steeper than that predicted by the shape 514 
parameter of the gamma distribution.  515 
 516 
Finally, hitchhiking may have an important influence on the relationship between 517 
genetic diversity and the efficiency of selection. It has been demonstrated across a 518 
broad range of species that hitchhiking and background selection remove more 519 
neutral diversity in species with larger census population sizes (and hence larger 520 
effective population sizes) (Corbett-Detig et al. 2015). Hitchhiking will result in a loss 521 
of genetic diversity and a reduction in Ne at linked sites. However, not all types of 522 
site will be affected equally by hitchhiking. Deleterious variants segregate at low 523 
frequencies in populations, and therefore are expected to reach their equilibrium 524 
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frequencies relatively rapidly after a linked selection event. Neutral and 525 
advantageous variants on the other hand segregate at higher frequencies in 526 
populations, and so linked selection will result in a proportionally smaller loss of 527 
diversity for deleterious than for neutral or advantageous sites. Because selection on 528 
linked sites reduces both the efficiency of selection and the level of neutral genetic 529 
diversity, we expect the overall effect to be a steeper slope of the relationship 530 
between log(piN/piS) and log(piS) than that predicted by the shape parameter of the 531 
DFE, which is the average taken across all species. This is perhaps the most likely 532 
explanation of our results: mtDNA undergoes minimal recombination, and as such 533 
selection on linked sites will have a large impact on molecular evolution, increasing 534 
the slope between log(piN/piS) and log(piS) (Birky & Walsh 1988; Castellano et al. 535 
2015). Furthermore, it has been recently shown that mtDNA undergoes adaptive 536 
evolution in animals (James et al. 2016). 537 
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Titles and legends to figures 664 
 665 
Figure 1. 666 
The relationship between log(piN/piS) and log(piS) in simulated data when each non-667 
recombining locus contains (A) 1 codon, (B) 1000 codons and (C) 10,000 codons . In 668 
each panel the lines from top to bottom show the results for different shape 669 
parameters of the DFE: 0.1, 0.3 and 0.5.  670 
 671 
Figure 2. 672 
 The relationship between piN/piS and piS in mammalian mitochondrial DNA. Plotted 673 
on a log scale. 674 
 675 
Figure 3. 676 
Comparison of the relationship between piN/piS and piS of bats (Chiroptera) and 677 
rodents (Rodentia). Plotted on a log scale. 678 
 679 
Figure 4. 680 
The influence of life history and demographic traits on the relationship between 681 
piN/piS and piS. We consider whether the relationship is different for species with a 682 
higher value of a given trait as opposed to a lower value. From left to right, the traits 683 
considered are: mass-specific metabolic rate (referred to as ‘metabolic rate’ in the 684 
figure legend, mL.O2/hr/g), body mass (g) and range size (km
2
). Plotted on a log 685 
scale. 686 
 687 
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Tables 688 
 689 
Table 1. The mean slope estimated from 100 simulated datasets under various 690 
parameter combinations 691 
 692 
βs E(Ps) βNe Group Size Mean slope (SE)
0.001 2 1.5 10 -0.04 (0.02) 
 4   0.03 (0.01) 
 8   0.02 (0.01)
 16   0.00 (0.01) 
 32   0.01 (0.01) 
 2  20 0.03 (0.03)
 4   0.01 (0.02) 
 8   0.02 (0.01) 
 16   -0.00 (0.01)
 32   0.01 (0.00) 
 2  50 -0.00 (0.04) 
 4   0.02 (0.02)
 8   0.01 (0.01) 
 16   0.00 (0.01) 
 32   -0.01 (0.00)
 2 0.1 50 0.00 (0.02) 
 4   0.01 (0.01) 
 8   0.00 (0.01)
 16   0.00 (0.00) 
 32   0.01 (0.00) 
 2 10 50 0.08 (0.07)
 4   -0.05 (0.05) 
 8   -0.01 (0.04) 
 31
 16   0.00 (0.00) 
 32   0.01 (0.00) 
0.5 2 1.5 10 -0.26 (0.03)
 4   -0.40 (0.01) 
 8   -0.44 (0.01) 
 16   -0.46 (0.01)
 32   -0.48 (0.00) 
 2  20 -0.33 (0.03) 
 4   -0.45 (0.02)
 8   -0.45 (0.01) 
 16   -0.46 (0.01) 
 32   -0.49 (0.00)
 2  50 -0.54 (0.05) 
 4   -0.53 (0.02) 
 8   -0.48 (0.01)
 16   -0.48 (0.01) 
 32   -0.49 (0.00) 
 2 0.1 50 -0.58 (0.01)
 4   -0.54 (0.01) 
 8   -0.52 (0.01) 
 16   -0.49 (0.00)
 32   -0.49 (0.00) 
 2 10 50 -0.01 (0.07) 
 4   -0.22 (0.06)
 8   -0.36 (0.04) 
 16   -0.44 (0.02) 
 32   -0.47 (0.01)
 693 
Symbols: βs, the shape parameter of the DFE;  E(Ps), the average number of 694 
synonymous polymorphisms; βNe, shape parameter of the gamma distribution 695 
 32
sampled to produce effective population sizes.  The last column gives the mean and 696 
standard error of the slope from simulation run. 697 
 698 
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Table 2. Comparisons of the regression slope and intercept for different life history 720 
traits 721 
 722 
 Low High  
Trait 
 
Slope Intercept Slope Intercept Sig. 
 
 
Mass-specific metabolic 
rate  
-0.49 -2.03 -1.32 -3.36 0.037 
Mass -0.91 -2.81 -0.36 -1.77 0.012  
Range -0.50 -2.09 -0.46 -2.08 0.74 
 723 
The species were always split into 8 groups in this analysis. The slope and the 724 
intercept of the regression line for each life history trait are given. The relationship 725 
between piS and piN/piS was statistically significant for all the above subsets of the 726 
data, with p < 0.05. The linear models for species with high and low values of the life 727 
history trait were compared using an ANOVA test, the significance level of which is 728 
given in the last column. 729 
 730 
 731 
 732 
 733 
 734 
 735 
 736 
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Table 3a. Estimates of the DFE 737 
 738 
No. of 
chromo. 
Shape  Lower CI Upper CI  S 
 
Lower CI Upper CI 
 
5 
 
0.45 0.21 0.56 1120 289 34400 
 
11 
 
0.44 0.34 0.57 1890 574 12200 
 739 
The first column gives the number of chromosomes sampled for each species in the 740 
dataset. The shape parameter of the gamma distribution of fitness effects is given in 741 
the ‘shape’ column, and the estimated strength of selection is given in the S column. 742 
Confidence intervals for each variable are labelled as ‘Lower CI’ and ‘Upper CI’. 743 
 744 
 745 
Table 3b. Regression slope and intercept estimates 746 
 747 
Dataset Slope Upper CI Lower CI Intercept
 
Upper CI Lower CI
 
 
5 
 
-0.63 -0.38 -0.79 -2.34 -1.96 -2.61 
11 
 
-0.74 -0.37 -0.91 -2.54 -2.01 -2.81 
 748 
The first column gives the number of individuals sampled for each species in the 749 
dataset. The slope and the intercept of the regression line are given. Confidence 750 
intervals for each variable are labelled as ‘Upper CI’ and ‘Lower CI’. 751 
 752 
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Table 4. Estimates of the DFE for different taxonomic and life history groups 753 
 754 
Group 
n 
 
Shape Sig. 
 
 
Rodents 
 
5 0.51 (0.25) n.s. 
Bats 
 
5 0.46 (0.13) 
Rodents 
 
11 0.66 (0.11) n.s. 
Bats 
 
11 0.59 (0.35) 
High body mass 
 
5 0.13 (0.095) <0.01 
Low body mass 
 
5 0.73  (0.16)
High body mass 
 
11 0.37 (0.11) n.s. 
Low body mass 
 
11 0.59 (0.19)
High metabolic rate 
 
5 0.71 (0.30) 0.01 
Low metabolic rate 
 
5 0.059 (0.083) 
High metabolic rate 
 
11 0.70 (0.28) n.s. 
Low metabolic rate 
 
11 0.23 (0.076) 
  755 
The group of species for which the DFE was calculated is given in the first column. 756 
The second column gives the number of individuals sampled for each species in the 757 
dataset. The slope of the regression line, calculated by grouping species into 8, is 758 
given in the ‘slope’ column, with the significance level of the regression model given 759 
in brackets. The shape parameter of the DFE, with the standard error of the estimate 760 
in brackets, is given in the ‘shape’ column. The significance level of the difference in 761 
the DFE between the groups is given in the last column. n.s. = not significant.  762 
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