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Abstract
Neural Machine Translation (NMT) has become a popular technology in recent years, and the encoder-
decoder framework is the mainstream among all the methods. It’s obvious that the quality of the
semantic representations from encoding is very crucial and can significantly affect the performance
of the model. However, existing unidirectional source-to-target architectures may hardly produce a
language-independent representation of the text because they rely heavily on the specific relations of
the given language pairs. To alleviate this problem, in this paper, we propose a novel Bi-Decoder
Augmented Network (BiDAN) for the neural machine translation task. Besides the original decoder
which generates the target language sequence, we add an auxiliary decoder to generate back the source
language sequence at the training time. Since each decoder transforms the representations of the
input text into its corresponding language, jointly training with two target ends can make the shared
encoder has the potential to produce a language-independent semantic space. We conduct extensive
experiments on several NMT benchmark datasets and the results demonstrate the effectiveness of our
proposed approach.
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1. Introduction
The encoder-decoder framework has been
widely used in the task of neural machine transla-
tion (NMT) [1, 2] and gradually been adopted by
industry in the past several years [3, 4]. In such a
framework, the encoder encodes a source language
sentence x = {x1, x2, ..., xm} into a sequence of
vectors {h1,h2, ...,hm} where m is the length of
the input sentence. The decoder generates a tar-
get language sentence y = {y1, y2, ..., yn} word by
word based on the source-side vector representa-
tions and the previously generated words, where n
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is the length of the output sentence. To allow the
NMT to decide which source words should take
part in the predicting process of the next target
words, the attention mechanism [1, 5] has been
applied widely in training neural networks, mak-
ing models to learn alignments between different
modalities.
Recently, transforming the text into a language-
independent semantic space has gained signifi-
cant popularity and it is a coveted goal in the
field of natural language processing. Many meth-
ods proposed to learn cross-lingual word em-
beddings by independently training the embed-
dings in different languages with monolingual cor-
pora, and then learn a linear transformation that
maps them to a shared space based on a bilin-
gual dictionary [6, 7]. In this way, the encoder
is given language-independent word-level embed-
dings, and it only needs to learn how to compose
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them to build representations of larger phrases.
However, those methods explored to learn the
representations of the low layers (i.e., the lay-
ers closer to the input words, such as word em-
beddings), while higher layers (farther from the
input) which focus on high-level semantic mean-
ings (similar to findings in the computer vision
community for image features) are usually ig-
nored [8, 9]. Moreover, as the cross-lingual word
embeddings are initially trained on the corpus
of each language, we have to retrain and update
them when we meet a new language case, which
is very time-consuming.
For the encoder-decoder structure, there is an-
other problem to be solved. As the model first en-
codes the source sentence into a high-dimensional
vector, then decodes them into a single target
sentence, it is hard to understand the meanings
of the text and interpret what is going on inside
such a procedure [10]. In the reality when we
are translating a sentence to another language,
we first comprehend it and summarize it into a
language-independent semantic space (sometimes
even an image), and then use the target language
to represent it [11]. The quality of the semantic
space has a direct correlation to the performance
of the translation and is one of the core problems
of the natural language understanding.
In this paper, to avoid the tight dependency
of the specific language pairs, we propose a novel
Bi-Decoder Augmented Network for the task of
the neural machine translation. Given the source
input x, the encoder E firstly encodes it into high-
level space vectors and the decoder D1 generates
the target language sequences based on them. In
addition to D1, we also design an auxiliary de-
coder D2, which composes an autoencoder with E
to reconstruct the input sentence x at the train-
ing time. By simultaneously optimizing the model
from two linguistic perspectives, the shared en-
coder E could benefit from additional information
embedded in a common semantic space across lan-
guages. At test time, we only use the well-trained
D1 to output the target language. Moreover, be-
cause the reference sentence of D2 is the input
sentence itself, we don’t need any additional labor
consumption or training data. To ensure that the
training procedure of the bi-decoder framework
captures the real knowledge of the language, we
use strategies like reinforcement learning and de-
noising to alternately optimize different objective
functions which we called multi-objective learning.
The contributions of this paper can be summa-
rized as follows.
• Unlike the previous studies, we study the
problem of neural machine translation from
the viewpoint of the augmentation of the
high-level semantic space. We propose a bi-
decoder structure to help the model generate
a language-independent representation of the
text without any additional training data.
• We incorporate the reinforcement learning
and denoising for multi-objective learning in
our training process to enable the autoen-
coder structure to learn the deep semantic
knowledge of the language.
• We conduct extensive experiments on sev-
eral high-quality datasets to show that our
method significantly improves the perfor-
mance of the baselines.
The rest of this paper is organized as follows. In
Section 2, we introduce our proposed bi-decoder
framework. In Section 3, we show our training
details of the model. A variety of experimental
results are presented in Section 4. We provide a
brief review of the related work about link pre-
diction in Section 5. Finally, we provide some
concluding remarks in Section 6.
2. The Framework
In this section, as shown in the Figure 1, we
introduce the framework of our Bi-Decoder Aug-
mented Network. The encoder-decoder models
are typically implemented with a Recurrent Neu-
ral Network (RNN) based sequence-to-sequence
structure. Such a structure directly models the
probability P (y|x) of a target sentence y =
{y1, y2, ..., yn} conditioned on the source sentence
x = {x1, x2, ..., xm}, where m and n are the length
of the sentence x and y. For the auxiliary decoder
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Figure 1: Overview of the Bi-Decoder Augmented Network. For each input sentence of the source language, the original
decoder and the auxiliary decoder output the sentence of the corresponding language based on the representations
generated from the shared encoder.
D2, although the real target is still the source sen-
tence x, we will uniformly denote it as y.
2.1. Shared Encoder
Given an input sentence x, the shared encoder
E reads x word by word and generates a hidden
representation of each word:
hs = Fenc(Emb(xs),hs−1) (1)
where Fenc is the recurrent unit such as Long
Short-Term Memory (LSTM) [12] unit or Gated
Recurrent Unit (GRU) [13], xs is the s-th word of
the sentence x, Emb(xs) is the word embedding
vector of xs, hs is the hidden state. In this paper,
we use the bi-directional LSTM as the recurrent
unit. Compared to the word embeddings, the hid-
den states generated by the encoder are a higher-
level semantic representation of the text, which is
the source knowledge of the decoder. Therefore,
a language-independent representation is very im-
portant to the comprehension of the text and di-
rectly corresponds to the quality of the neural ma-
chine translation.
2.2. Bi-Decoder
Initialized by the representations {hs}ms=1 ob-
tained from the encoder, the decoders with an at-
tention mechanism receive the word embedding of
the previous word (while training, it is the previ-
ous word of the reference sentence; while testing,
it is the previously generated word) at each step
and generates the next word.
Although the two decoders D1 and D2 output
different languages and fulfill different responsibil-
ities, their structures are the same, so we will use
uniform symbols to denote them. Specifically, at
step t, the decoder takes the previous hidden state
generated by itself, previously decided word, and
the source-side contextual vector as inputs. The
hidden states of the decoder are computed via:
h¯t = Fdec(Emb(yt−1), h¯t−1) (2)
where Fdec is a unidirectional LSTM, yt is the
t-th generated word, h¯t is the hidden state.
For most attention mechanisms of the encoder-
decoder models, the attention steps can be sum-
marized by the equations below:
αts =
exp(score(hs, h¯t))∑m
s′=1 exp(score(hs′ , h¯t))
(3)
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ct =
∑
s
αtshs (4)
at = ga(ct, h¯t) = tanh(Wa[ct; h¯t] + ba) (5)
Here, ct is the source-side context vector, the at-
tention vector at is used to derive the softmax
logit and loss, Wa and ba are trainable parame-
ters, the function ga can also take other forms.
score() is referred as a content-based function,
usually implemented among different choices:
score(hs, h¯t) =

W[hs; h¯t]
h>sWh¯t
v>tanh(W1hs + W2h¯t)
(6)
where W,v,W1,W2 are trainable parameters,
and we choose the third one as our content-based
function based on the experimental results. The
attention vector at is then fed through the soft-
max layer to produce the predictive distribution
formulated as:
P (yt|y<t, x) ∝ softmax(Wpat + bp) (7)
where Wp,bp are trainable parameters. We don’t
share the parameters of the attention mechanism
between two decoders D1 and D2, and in this pa-
per we regard them as a part of decoder.
3. Training
Denote θ1 as the parameters of the original de-
coder D1, θ2 as the parameters of the auxiliary
decoder D2, θe as the parameters of shared en-
coder E , (Dx, Dy) as the source-target language
pairs of the training dataset. The training process
of the encoder-decoder framework usually aims at
seeking the optimal paramaters that encodes the
source sequence and decodes a sentence as close
as the reference target sentence. For the formula
form, let Θ1 = [θe; θ1], the objective function for
the decoder D1 is the maximum log likelihood es-
timation:
J1(Θ1) =
∑
x∈Dx,y∈Dy
P (y|x; Θ1)
=
∑
x∈Dx,y∈Dy
n∑
t=1
logP (yt|y<t, x; Θ1)
(8)
Nevertheless, in our model we have two de-
coders so there are two different ends for the corre-
sponding reference target sentences, which means
that the final result of the optimization is a combi-
nation of two decoders. For the decoder D2, the
most intuitive objective is similar to the above
one:
J2(Θ2) =
∑
x∈Dx
P (x|x; Θ2)
=
∑
x∈Dx
m∑
t=1
logP (xt|x<t, x; Θ2)
(9)
where Θ2 = [θe; θ2]. However, this objective func-
tion may not be the optimal one because the
training procedure with the same input and out-
put sentences essentially tends to be a trivial copy
task. In this way, the learned strategy for the
model would not need to capture any real knowl-
edge of the languages involved, as there would be
many degenerated solutions that blindly copy all
the elements in the input sequence. To help the
model learn the deep semantic knowledge of the
language, we train our system using the following
strategies.
3.1. Denoising
From the perspective of D2, the model takes an
input sentence x in a given language, encodes it
using the shared encoder E , then reconstructs it
by the decoder D2. In order to make the encoder
truly learn the compositionality of its input words
in a language independent manner, we propose to
introduce random noise in the input sentences.
Inspired by the denoising autoencoders [14, 15]
where the model is trained to reconstruct the orig-
inal version of a corrupted input sentence, we alter
the word order of x on the output side by making
random swaps between contiguous words. More
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concretely, for the reference sentence x (which is
also the input) whose length is m, we make m/4
random swaps of this kind. Denote the disordered
sentence x as x˜, the objective function can be de-
fined as:
JD(Θ2) =
∑
x∈Dx
P (x˜|x; Θ2)
=
∑
x∈Dx
m∑
t=1
logP (x˜t|x˜<t, x; Θ2)
(10)
In this way, the model needs to learn about
the internal knowledge of the languages without
the information of the correct word order. At the
same time, by discouraging the model to rely too
much on the word order of the input sequence,
we can better account for the actual word order
divergences across languages.
3.2. Reinforcement Learning
Different from translating the source language
to the target language, our auto-encoder architec-
ture is more like a subsidiary role, which aims to
capture the main information of the text rather
than transforming each exact word. Many words
have synonyms which may distribute closely in
the word embedding space but regarded as errors
in the cross entropy objectives. To tackle this
problem, inspired by previous works that leverage
the technology of reinforcement learning [16, 17],
we use REINFORCE [18] algorithm to maximize
the expected reward, which is defined as:
JRL(Θ2) = Ex′∼piΘ2 (x′|x)[R(x
′, x)] (11)
where piΘ2(x
′|x) is the previous action policy that
reconstructs the sentence x, x′ is obtained by sam-
pling from the predicted probability distribution
pi(x′|x) from D2, and:
R(x′, x) = cos(x′, x) (12)
is the reward function defined to use cosine func-
tion to measure the overlap of the embedding
space between the predicted text and the input
text. To this end, we maximize the expectation
of the similarity of x and the reconstructed x′ to
ignore the grammatical structure and effectively
pay more attention on the key information.
3.3. Multi-Objective Learning
During training, we alternate the mini-batch
optimization of the three objective functions,
based on a tunable “mixing ratio”: λa, λd, λr,
means that optimizing J2 for λa mini-batches fol-
lowed by optimizing JD for λd mini-batches, fol-
lowed by optimizing JRL for λr mini-batches.
More importantly, instead of directly training
the model until all of its parts converge, we first
jointly train the parameters of the whole model
to the decoder D1 90% convergence, and then fix
θ2 (parameters of the D2) and train Θ1 using J1
until the model fully converges. This is because
that the goal of the neural machine translation is
to accurately transform the source language text
to the target language text, so optimizing the de-
coder D1 is always the most important objective
of the training procedure. By starting from a
90% convergence baseline, we can avoid the model
stucking in a local minimum. Based on that we
propose our training algorithm in Algorithm 1.
4. Experiments
4.1. Implementation Details
We evaluate our proposed algorithms and the
baselines on three pairs of languages: English-to-
German (En→De), English-to-French (En→Fr),
and English-to-Vietnamese (En→Vi). In detail,
for En→De and En→Fr, we employ the stan-
dard filtered WMT 14, which is widely used in
NMT evaluations [1, 5] and contains 1.9M and
2.0M training sentence pairs respectively1. We
test our models on newstest2014 in both direc-
tions for En→De. For En→Vi, we use IWSLT
2015, which is a smaller scale dataset and con-
tains 133k training set and 1.2k testing set2.
We use the architecture from [1] as our base-
line framework to construct our Bi-Decoder Aug-
mented Network (BiDAN). We also employ the
1 http://statmt.org/wmt14/translation-task.
html
2 https://nlp.stanford.edu/projects/nmt/data/
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Algorithm 1: Bi-Decoder Augmented Network
Input: Training data sentence pairs (Dx, Dy); mini-batch size m; mixing ratio λa, λd, λr; the
counting number c = 0;
Output: The model’s parameters θe, θ1, θ2;
1 while D1 not 90% converge do
2 Ramdomly sample a mini-batch of m sentence pairs {x(i), y(i)}m from Dx and Dy;
3 Updating J1(x(i), y(i); Θ1)) via supervised gradient;
4 if c mod (λa + λd + λr) < λa then
5 Optimizing J2(x(i); Θ2) via supervised gradient;
6 end
7 else if c mod (λa + λd + λr) ≥ λa + λd then
8 Optimizing JRL(x(i); Θ2) via policy gradient;
9 end
10 else
11 Optimizing JD(x(i), x˜(i); Θ2) via supervised gradient;
12 end
13 c = c+ 1;
14 end
15 Fix θ2;
16 while D1 not converge do
17 Ramdomly sample a mini-batch of m sentence pairs {x(i), y(i)}m from Dx and Dy;
18 Optimizing J1(x(i), y(i); Θ1)) via supervised gradient;
19 end
GNMT [4] attention to parallelize the decoder’s
computation. When training our NMT sys-
tems, we split the data into subword units us-
ing BPE [19]. We train 4 layer LSTMs of 1024
units with bidirectional encoder, 4 layer unidi-
rectional LSTMs of 1024 units for both D1 and
D2, the embedding dimension is 1024. The mix-
ing ratio λa, λd, λr are set as 5:2:2. The model
is trained with stochastic gradient descent with a
learning rate that began at 1.0. We train for 680K
steps; after 340K steps, we start halving learning
rate every 34K step. For the baseline model, the
batch size is set as 128 and for the BiDAN is 64,
the dropout rate is 0.2. For the baseline and our
BiDAN network, we use beam search with beam
size 10 to generate sentences.
4.2. Results
As shown in the Table 1, our BiDAN model
on all of the datasets performs much better com-
pared to the baseline model. In the medium part,
we conduct an ablation experiment to evaluate
the individual contribution of each component of
our model. At first, we only add the auxiliary de-
coder D2 to the baseline model, and the BLEU
scores on all the test sets rise about 1.4 point,
which shows the effectiveness of our bi-decoder
architecture and the significance of the language-
independent representation of the text. We then
train our model with the process of denoising, in
other words, we take out the objective function
JRL when optimizing our BiDAN model. We ob-
serve that the performance rises around 0.3 point,
which proves that focusing on the internal struc-
ture of the languages is very helpful to the task.
Finally, we use the reinforcement learning with
the original loss to train our auxiliary decoder,
which means we don’t use the objective function
JD. The results show that this leads to about 0.4
point improvement, which indicates that relaxing
the grammatical limitation and capturing the key-
word information is very useful in our bi-decoder
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NMT Models
WMT14 IWSLT15
En→De De→En En→Fr En→Vi
Baseline 22.6 26.8 32.3 24.9
Baseline + AD 24.0 28.2 33.6 26.2
Baseline + AD (Denoising) 24.3 28.4 34.0 26.6
Baseline + AD (RL) 24.4 28.5 33.9 26.8
BiDAN (All modules converge) 24.6 28.7 34.1 27.0
BiDAN 24.7 28.9 34.2 27.1
Table 1: BLEU scores for NMT models on WMT14 English-German and English-French and IWSLT 2015 English-
Vietnamese dataset. “AD” denotes auxiliary decoder, “RL” denotes reinforcement learning.
NMT Models En→De De→En
Transformer 27.5 31.6
Transformer + AD 28.1 32.0
Transformer + AD (Denoising) 28.0 31.9
Transformer + AD (RL) 28.1 32.1
BiDAN (Transformer) 28.1 32.0
Table 2: BLEU scores on WMT14 English-to-French for Transformer results.
architecture. Finally, instead of first jointly train
the parameters of the whole model to the decoder
D1 90% convergence and then fix θ2 (parameters
of the D2) and train Θ1 using J1 until the model
fully converges, we directly training the model un-
til all of its parts converge. The results show that
training from a well-trained model may induce the
local minimum of the optimization.
4.3. Transformer Ablation
We also conduct experiments on the Trans-
former [20], which is another state-of-the-art ar-
chitecture for NMT. We adopt the base model
and setting in the official implementation3. As
depicted in Table 2, we can see that our auxiliary
decoder improves the performance of the Trans-
former as well. However, the improvement from
reinforcement learning is quite modest, while the
denoising part even declines the scores. We con-
3https://github.com/tensorflow/models/tree/
master/official/transformer
jecture that this is because the positional encod-
ing of the Transformer reduces the order depen-
dency capture of the model, thus counteracts the
effects of these approaches.
4.4. Language Independence
In the Table 3, we use encoders trained
by different sources to evaluate the language-
dependence extent of the high-level text repre-
sentation of the models. We train the NMT
model on WMT14 English-to-French dataset, and
then replace the well-trained encoder with differ-
ent sources at the testing time. Since the modified
n-gram precision [21] of BLEU p3 and p4 are all
0 except the original well-trained encoder, we use
BLEU p1 and p2 to evlaute the difference among
all the models. We first replace the encoder with
random parameters and the results drop a lot,
which is not surprising. Then we use the en-
coder trained on the WMT14 English-to-German
dataset to test the performance of cross language
performance. The results improve modestly com-
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Encoder Source BLEU (p1) BLEU (p2)
Random Encoder 7.2 0.1
En→De Encoder 11.1 0.2
En→De Encoder (BiDAN) 27.8 2.5
En→Fr Encoder (Original) 62.4 39.1
Table 3: BLEU scores on WMT14 English-to-French for NMT models with different encoders.
Figure 2: Performance when the model is trained with
different values of λa.
pared to the random encoder but still have a huge
gap to the original model. This indicates that the
coarse cross language training doesn’t work even
though the languages are quite similar. Finally,
we replace the original encoder with the encoder
from our BiDAN framework, which is also trained
on the WMT14 English-to-German dataset. Al-
though the performance is still far away from the
level which is achieved by the original encoder,
it is much better than the previous two meth-
ods. We point out that the only difference among
those models are the parameters of the encoder,
which determine the text representation. Thus
the different performances demonstrate that our
model provides a more language-dependent text
representation, and this may also explain the im-
provement of our structure to the general NMT
model.
4.5. Visualization
We present our model on the all the datasets
with different values of λa to show how the multi-
objective learning affects the performance, as de-
picted in Figure 2. In other words, we keep λd
Figure 3: Performance with different lengths of the source
sentences on WMT14 English→German.
and λr as 2 and change the ratio of the original
objective J2. As we can see, on all of the datasets
the model drops sharply and even worse than the
baseline model when we set λa as 0, which means
we only use the objective functions JD and JRL
without the original one. This indicates that to-
tally ignoring the grammatical structure of the
input text is not helpful to the task. We also
observe that the performance rises with the in-
crease of λa until 5 or 6. Afterwards, the results
get worse when we raise the λa, which means the
multi-objective learning can improve the perfor-
mance. We didn’t conduct more experiments with
larger values of λa because the ablation experi-
ments show that the final results will converge at
the BLEU values on the second row of the Table
1, which is about 0.7 point lower than the best
performance.
Figure 3 shows the performance with differ-
ent lengths of the source sentences on WMT14
English→German. As we can see, our method
performs better than the baseline on all of the
lengths. We also find that the extent of the im-
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Source: Die Ta¨ter hatten Masken getragen und waren nicht erkannt worden.
Reference: The assailants had worn masks and had not been recognised.
Baseline: The perpetrators had borne masks and were not recognized.
BiDAN: The perpetrators had worn masks and had not been recognized.
Source: Zu einem Grillfest bringt Proctor beispielsweise Auberginen, Champignons und auch ein
paar Vegan wu¨rste mit.
Reference: For example, when attending a barbecue party, Proctor brings aubergines, mushrooms
and also a few vegan sausages.
Baseline: Proctor, for example, brings Aubergins, Champignons and a few Vegans.
BiDAN: For example, Proctor brings aubergines, mushrooms and also a few vegan sausages at a
barbecue.
Table 4: Examples of the generated sentences (Baseline and BiDAN) with the source and refenrence sentences
(Source and Reference) from WMT14 German→English dataset.
provement on long sentences is larger than that
in short sentences. We conjecture this is because
that our method is able to deeply understand the
logical relations of the sentences via the language-
independent semantic space, thus performs better
on the long and complex sentences.
4.6. Text Analysis
In order to better understand the behavior of
the proposed model, in the Table 4, we present
some examples of the comparison among the gen-
erated sentences of our model and the baseline
with the reference sentences from the WMT14
German→English dataset.
In the first example, the reference translates the
word “getragen” as “worn” and the word “Ta¨ter”
as “assailants”. Both our method and the base-
line model translate “Ta¨ter” as “perpetrators”,
which is a synonym for the word “assailants”.
However, the baseline model translates the word
“getragen” as “borne”, which is the past participle
form of the word “bear”. Interestingly, the Ger-
man word “getragen” is individually translated as
“carry”, which is very similar to the word “bear”,
but they are not suitable for the object “mask”
in English. This example proves that our model
alleviates the weakness of the original unidirec-
tional source-to-target architecture that is likely
to induce the model to become a simple n-gram
matching, which pays less attention to organizing
natural languages.
For the second example, we can see that the
translation given by the baseline model doesn’t
make sense from the perspective of semantic rela-
tion, while our model accurately translates the
source text. It seems that the baseline is not
good at recognizing the words when their first
letters are capitalized. However, by generating a
language-independent semantic space via the bi-
decoder structure, our model can effectively un-
derstand the meanings of the sentences as the
thinking process of human being.
5. Related Works
Research on language-independent representa-
tion of the text has attracted a lot of attention
in recent times. Many significant works have
been proposed to learn cross-lingual word embed-
dings [6, 7], which have a direct application in
inherently cross-lingual tasks like machine trans-
lation [22], cross-lingual entity linking [23], and
part-of-speech tagging [24, 25], etc. However,
very few works pay attention to the language-
independent representations of the text for the
higher layers of the neural networks, which may
contain higher level semantic meanings and sig-
nificantly affect the performance of the model. In
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this work, focusing on the representations gen-
erated from the encoder, we augment the natural
language understanding of the NMT model by in-
troducing an auxiliary decoder into the original
encoder-decoder framework.
There have been several proposals to improve
the source-to-target dependency of the sequence-
to-sequence models [26, 27, 28, 29, 30, 17]. Closely
related to our work, [28] proposed to reconstruct
the input source sentence from the hidden layer
of the output target sentence to ensure that the
information in the source side is transformed to
the target side as much as possible. However,
their method use the decoder states as the in-
put of the reconstructor and deeply relies on the
hidden states of the decoder, which contributes
less in learning the language-independent repre-
sentations. [29] use monolingual corpera to train
a shared encoder based on the fixed cross-lingual
embeddings. However, this work is proposed to
learn an NMT system in a completely unsuper-
vised manner that remove the need of parallel
data, while our method still aims to augment the
performance of source-to-target model based on
supervised learning.
6. Conclusions
In this paper, we propose Bi-Decoder Aug-
mented Network for the task of the neural ma-
chine translation. We design an architecture
that contains two decoders based on the encoder-
decoder model where one for generating the tar-
get language and another for reconstructing the
source sentence. while being trained to transform
the sequence into two languages, the model has
the potential to generate a language-independent
semantic space of the text. The experimental
evaluation shows that our model achieves signif-
icant improvement on the baselines on several
standard datasets. For the future works, we would
like to explore whether we can extend our idea to
the different target media such as images and text
or the deeper level of the neural networks.
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