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In [9] and [10] Ma¨urer modiﬁes the famous theorem due to Tits that
characterizes the permutation groups PGL2K over commutative ﬁelds
among all sharply triply transitive permutation groups. Ma¨urer’s results are
based upon the concept of symmetry instead of transitivity. The aim of the
present paper is to carry over Ma¨urer’s theorems to the case of a large
class of rings, including the commutative algebras R over a ﬁeld K such
that n = dimKR <∞ and K > 5n.
For the reader’s convenience, in Section 1 we recall the theorems by Tits
and Ma¨urer, respectively. Moreover, we introduce the projective line over
a ring and groups acting on it. We state a generalization of Tits’s theorem
for projective groups over rings due to Herzer.
In Section 2 we ﬁnd appropriate generalizations of the conditions used
by Ma¨urer for his characterization of certain subgroups of PGL2K. The
coordinatization results we are aiming at will require them as axioms. We
are concerned with a permutation group 	 acting on a point set  and
leaving invariant a certain relation on  called “distant.”
1 The results of this paper are part of the author’s Habilitationsschrift [3]. I thank the
referee for his/her valuable suggestions on how to shorten Section 6.
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In Section 3 a class of examples is investigated. In particular, we make
sure that the subgroups of the group PGL2R (over a commutative ring
R) we are interested in satisfy our axioms.
Sections 4–7 are devoted to the proof of the Main Theorem, which is
stated at the end of this paper. In a ﬁrst step we study how the axioms
depend on each other. Then, assuming four of them, we introduce on the
set of points distant to a ﬁxed one the structure of a commutative ring R.
In a third step we coordinatize all points with elements of the ring; i.e., we
show that the point set  is the projective line over R. The last step then
deals with the action of the group 	 on the projective line; the group turns
out to be a certain subgroup of PGL2R.
A slightly more general version of the present results can be found
in [3].
1. TITS’S THEOREM AND GENERALIZATIONS
The projective line over a ﬁeld K is the set K of all one-dimensional
subspaces of the vector space K2. The group GL2K acts (from the right)
on K, and thus induces a group PGL2K of permutations of K.
The pair PGL2K
K is a permutation group.
Let 
 and ′
′ be two arbitrary permutation groups. A pair of
mappings α
β 
 → ′
′ is an isomorphism of permutation groups
if α is an isomorphism of groups and β is a bijection, such that for each
γ ∈  the condition γβ = βγα is satisﬁed.
Tits’s theorem characterizes the permutation groups PGL2K
K.
1.1. Theorem (Tits [16, 17]). Let 	
 be a permutation group with
 ≥ 3. Then the following statements are equivalent:
(i) 	 acts sharply 3-transitively on  and contains no pseudo-
involutions.
(ii) 	
 ∼= PGL2K
K, where K is a commutative ﬁeld.
A pseudo-involution is a permutation that interchanges two points but is
not an involution.
Ma¨urer modiﬁes Tits’s theorem. His approach is inspired from reﬂec-
tion geometry. He uses certain symmetry conditions instead of sharp
3-transitivity, thus characterizing permutation groups that lie between
PS−L2K and PGL2K. Here PS−L2K denotes the subgroup of
PGL2K induced by matrices with determinant 1 or −1.
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1.2. Theorem (Ma¨urer [9]). Let 	
 be a permutation group with
 ≥ 3. Then the following statements are equivalent:
(i) 	
 fulﬁlls the conditions (1)–(3):
(1) For any three different points a
 b
 c ∈  there exists a unique
π ∈ 	 such that aπ = a, bπ = c, and cπ = b.
(2) 	 contains no pseudo-involutions.
(3) 	 contains involutions with two ﬁxed points.
(ii) 	
 ∼= 	′
K, where K is a commutative ﬁeld with
charK = 2, and 	′ is a group with PS−L2K ≤ 	′ ≤ PGL2K.
In [10] Ma¨urer gives another characterization. Here the notion of
Zassenhaus transitivity is needed: A group acts Zassenhaus-transitively on
some set if it acts doubly transitively and any triple of pairwise different
points has a trivial stabilizer.
1.3. Theorem (Ma¨urer [10]). Let 	
 be a permutation group with
 ≥ 3. Then the following statements are equivalent:
(i) 	
 fulﬁlls the conditions (1)–(4):
(1) 	 acts Zassenhaus-transitively on .
(2) 	 contains involutions with two ﬁxed points.
(3) For any p ∈  the stabilizer 	p contains an abelian normal
subgroup acting transitively on \p.
(4) For any two different points p
 q ∈  the group 	pq = 	p ∩	q
is abelian.
(ii) 	
 ∼= 	′
K, where K is a commutative ﬁeld with
charK = 2, and 	′ is a group with PS−L2K ≤ 	′ ≤ PGL2K.
In particular, the conditions (1)–(3) of Theorem 1.2 are equivalent with
the conditions (1)–(4) of Theorem 1.3. The conditions in Theorem 1.3 are
more closely related to the algebraic structure of the group 	, while those
in Theorem 1.2 in the ﬁrst place use the concept of involutions.
In [10, Hilfssatz 2] Ma¨urer mentions that for a permutation group 	

satisfying Theorem 1.3(1–2), condition (3) of Theorem 1.3 is equivalent to
the following condition:
(∗) For any p ∈  the inclusion Ip3 ⊆ Ip holds.
Here I is the set of involutions in 	, and Ip consists of all involutions ﬁx-
ing the point p. Moreover, Ip3 is the set of all products of three elements
of Ip. Analogously, we deﬁne (S)n for any subset S of some group and for
any n ∈ .
Condition (∗) is a version of a well-known axiom from reﬂection geom-
etry, namely the axiom of the three reﬂections (cf. [1], where it is called
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“Satz von den drei Spiegelungen”). According to [14, 1.6.4] we call a con-
dition of this type a 3-reﬂection theorem for short. In Sections 5–7 we shall
require some 3-reﬂection theorem as an axiom for our coordinatization
results.
Tits’s theorem is carried over to the case of (commutative) rings by
Herzer in [7].
We need the notion of the projective line over a ring.
Let R be a ring with 1. Consider the left R-module R2 and its cyclic
submodule R1
 0. The orbit R = R1
 0GL2R under the right action
of the group GL2R is the point set of the projective line over R. In other
words, R = Ra
 b ≤ R2  ∃c
 d ∈ R  (a b
c d
) ∈ GL2R.
The set R is endowed with a symmetric, anti-reﬂexive relation 
(distant) deﬁned by Ra
 bRc
 d ⇐⇒ (a b
c d
) ∈ GL2R. The pair
R
 is called the projective line over R. Note that if the ring R is a
ﬁeld, then R is the ordinary projective line over the ﬁeld R and  is
the relation “different.”
The projective line over a ring can be considered as what we will call a
distance space.
A distance space is a pair 
, where  is a nonempty set (of points)
and  (distant) is a symmetric, anti-reﬂexive relation on .
Obviously this concept corresponds to the one of undirected graphs with-
out loops (where  is the adjacency relation).
Let 
 be a distance space. A permutation γ of  which leaves the
relation  invariant is an automorphism of 
. Isomorphisms between
distance spaces are deﬁned analogously. The group of all automorphisms
of 
 is denoted by Aut
. A subgroup  ≤ Aut
—or, more
precisely, the pair 
 
—will be called a -permutation group. In the
case that  equals =, this is just an ordinary permutation group.
An isomorphism of -permutation groups is a pair α
β, where α → ′
is an isomorphism of groups and β 
 → ′
′ is an isomorphism
of distance spaces, such that, in addition, α
β 
 → ′
′ is an
isomorphism of permutation groups.
We say that a -permutation group  ≤ Aut
 acts (sharply) n--
transitively on 
 if it acts (sharply) transitively on the set of n-tuples
of pairwise distant points of .
One can easily verify that the group PGL2R induced on R by
GL2R is a 3--transitive group of automorphisms of R
. Its action
is sharply 3--transitive exactly if the group R∗ of units of R is contained
in the center ZR (see [6, Proposition 1.3.4]).
In the following we restrict ourselves to commutative rings. In this case
one can use the determinant in order to check whether a matrix belongs to
GL2R. This makes it easy to see that a cyclic submodule Ra
 b belongs
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to R exactly if the pair a
 b ∈ R2 is unimodular; i.e., ax+ by = 1 holds
for suitable x
 y ∈ R (compare [6, 1.4.1]).
Herzer’s generalization of Tits’s theorem is on the so-called stable com-
mutative rings. A ring R is stable if for any unimodular pair a
 b ∈ R2
there is a c ∈ R such that the element ac + b is invertible. Note that
Herzer himself (like other authors in the area of geometry over rings; e.g.,
Veldkamp [18]) calls rings with this property of stable rank 2 (while in alge-
braic K-theory they are often called rings of stable rank 1). Our deﬁnition
is in accordance with that of McDonald [11] (who considers only commu-
tative rings).
In [2] Bartolone states a useful description of the projective line over a
stable ring, which will be needed later.
1.4. Lemma. Let R be a stable ring. Then R = R1 + ab
 a  a

b ∈ R.
Herzer’s theorem is as follows.
1.5. Theorem (Herzer [7]). Let 
 
 be a -permutation group.
Suppose that there exist three pairwise distant points o
 e
w ∈  such that the
following conditions hold:
(1) The group  acts sharply 3--transitively on 
.
(2) Every γ ∈  interchanging two distant points is an involution.
(3) For any two points a
 b ∈  there exists a point c ∈  distant to a
and b.
(4) For all b
 c ∈  distant to w there is a point p distant to o
w such
that p b, pι c. Here ι is the involution in  ﬁxing e and interchanging o
and w.
(5) For the set Iw of involutions in  ﬁxing w and interchanging two
distant points both distant to w, the inclusion Iw3 ⊆ I ∪ id holds.
Then 
 
 is isomorphic to PGL2R
 R
, where R is a com-
mutative stable ring.
Here (1) and (2) are direct equivalents of Tits’s conditions. However,
three—more or less complicated—additional conditions are needed. The
richness conditions (3) and (4) imply that R is stable. Condition (5) is a
version of the 3-reﬂection theorem. In [7] Herzer states two other technical
conditions each of which may serve as a substitute for (5).
The converse of Herzer’s theorem is also true if the ring satisﬁes a certain
richness condition guaranteeing that (3) and (4) are fulﬁlled (see [7]).
For the special case of local rings a generalization of Tits’s theorem was
already proved by Melchior in [12]. Melchior also needs a 3-reﬂection theo-
rem. He gives an example showing that in the case of local rings the action
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of PGL2R on R
 cannot be characterized by 3--transitivity and
the nonexistence of generalized pseudo-involutions alone; an extra condi-
tion like the 3-reﬂection theorem is indispensable (cf. [12, p. 14]).
2. A SERIES OF AXIOMS
In this section we introduce the axioms needed below. Since the aim of
this paper is to generalize Ma¨urer’s theorems, we need appropriate general-
izations of Ma¨urer’s conditions. In addition—taking into account Melchior’s
example mentioned at the end of the previous section—we require some
3-reﬂection theorem.
Let 	
 
 be a -permutation group. As usual, by I we denote the
set of all involutions in 	. We are interested in a special class of involutions.
2.1. Deﬁnition. By Î we denote the subset of I consisting of all involu-
tions σ ∈ 	 which fulﬁll the following.
Whenever σ ﬁxes two distant points u
 v ∈ , then the conditions (I1)
and (I2) are satisﬁed.
(I1) Every point p ∈  with pu, p v, is mapped to a point
pσ p.
(I2) Every point p ∈  with pu, p = v, is mapped to a point
pσ = p.
For p ∈  we set Ip = I ∩ 	p and Îp = Î ∩ 	p. By Ipq and Îpq we
denote the sets of elements of I or Î, respectively, which interchange the
two distant points p and q.
Now we can state our conditions. Note that later on—for the proof of
the coordinatization theorem—we shall only need four of the seven axioms.
2.2. Deﬁnition. We say that the -permutation group 	
 
 sat-
isﬁes the axioms (A1), (A2), ! ! ! , (A7), respectively, if the following hold:
(A1) For pairwise distant points a
 b
 c ∈  there is a unique π ∈ 	
such that aπ = a, bπ = c, and cπ = b.
(A2) For a
 b
 c ∈  with a b, a c, and b  c there is a unique
σ ∈ Î such that aσ = a
 bσ = c, and cσ = b.
(A3) Every π ∈ 	 interchanging two distant points belongs to Î.
(A4) For every p ∈  the equality ̂Ip3 = Îp holds.
(A5) The group 	 acts Zassenhaus--transitively on ; i.e., it acts
2--transitively and only the identity ﬁxes three pairwise distant points.
(A6) The set Î contains involutions ﬁxing two distant points.
272 andrea blunck
(A7) For any two distant points p
 q ∈  the group 	pq = 	p ∩ 	q
is abelian.
Axioms (A1) and (A3) are direct generalizations of Ma¨urer’s conditions
(1) and (2) in Theorem 1.2; (A4) is a 3-reﬂection theorem; and (A5)–(A7)
correspond to Theorem 1.3(1, 2, & 4).
Note that if the action is transitive, then it sufﬁces to formulate (A4) for
one distinguished point p ∈ . Analogously, if the action is 2--transitive,
then it sufﬁces in (A7) to consider one distinguished pair p
 q of distant
points.
In Section 4 we analyze the interrelations between the seven conditions.
In Section 5 we specify two axiom systems each consisting of four of our
axioms, which we then use as conditions in order to prove our Main The-
orem.
Now we introduce some richness conditions on the distance space 
.
Note that, unless otherwise speciﬁed, the points in the axioms below need
not be different or distant.
2.3. Deﬁnition. We say that the distance space 
 satisﬁes the
axioms (R), (R′), (R′′), respectively, if the following hold:
(R) For any p1
 p2
 p3
 p4
 p5
 p6 ∈  there exists a q ∈  distant
to p1
 ! ! ! 
 p6.
(R′) For any p1
 p2
 p3 ∈  there exists a q ∈  distant to p1, p2,
and p3.
(R′′) For any p1
 p2 ∈  there exists a q ∈  distant to p1 and p2.
In Sections 5–7 we mainly use axiom (R). However, already the weaker
axioms (R′) and (R′′) have important consequences (see Sections 3 and 4).
Since the points may coincide, and since  =  by deﬁnition, (R′′)
implies that 
 is nontrivial, i.e., contains at least three pairwise dis-
tant points.
There are many examples of projective lines over rings satisfying these
richness conditions. Analogously to Schaeffer’s statement in [13, State-
ment 2.3], one can prove the following.
2.4. Remark. Let R be a commutative algebra over a ﬁeld K, and let
n = dimKR <∞. Then the following statements hold:
(i) If K > n, then R
 satisﬁes (R′′).
(ii) If K > 2n, then R
 satisﬁes (R′).
(iii) If K > 5n, then R
 satisﬁes (R).
In particular, the projective line over a ﬁnite-dimensional commutative
algebra over an inﬁnite ﬁeld satisﬁes (R).
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3. -PERMUTATION GROUPS OVER RINGS
Now we introduce a new class of distance spaces, which is wider than the
class of projective lines over commutative rings.
3.1. Deﬁnition and Remark. Let R be a commutative ring with 1, and
let A be a subgroup of R∗ with −1 ∈ A.
(1) We deﬁne GAL2R = M ∈ GL2R  detM ∈A ≤ GL2R.
This group acts imprimitively on R2; the sets Ax
 y= ax
 ay  a∈A
are domains of imprimitivity.
(2) We deﬁne the set R
A = A1
 0GAL2R, and the relation A
on R
A by Aa
 bAAc
 d ⇐⇒
(
a b
c d
) ∈ GAL2R.
The relation A is symmetric because −1 ∈ A. Hence R
A
A is
a distance space.
(3) The subgroup of AutR
A
A induced by GAL2R is
denoted by R
A. The subgroups of R
A induced by SL2R and
S−L2R = M ∈ GL2R  detM = ±1 are denoted by $R
A and
$−R
A, respectively.
Obviously for A = R∗ the -permutation group R
A
 R
A
A
is isomorphic to PGL2R
 R
. We shall always identify them.
Then $R
R∗ = PSL2R and $−R
R∗ = PS−L2R (where PS−L2R
is induced on R by S−L2R).
Throughout this section, let R be a commutative ring, and let A be a
subgroup of the multiplicative group R∗ such that −1 ∈ A.
We investigate under which assumptions on R, A, and 	 the -
permutation groups 	
 R
A
A, with $R
A ≤ 	 ≤ R
A,
satisfy the axioms (A1), (A2), ! ! ! , (A7). In particular, we make sure that
all axioms are fulﬁlled if A = R∗, 2 ∈ R∗, and PS−L2R ≤ 	, because this
will turn out to be the case covered by our Main Theorem.
We introduce some terminology: For a point p of an arbitrary distance
space 
 we denote the set of points distant to p by p. Moreover,
we set p
 q = p ∩ q.
The point A1
 0 of R
A will be called∞. One can easily check that
A∞ consists exactly of the points Ax
 1 (with x ∈ R). Sometimes we
identify Ax
 1 with the element x ∈ R. Then of course xA y holds if,
and only if, y − x belongs to A.
First of all, we make the following observation (which can be veriﬁed
easily):
3.2. Remark. (i) The group R
A operates sharply 3-A-transitively
on R
A
A.
(ii) The group $R
A acts 2-A-transitively on R
A
A.
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Now we check whether our axioms hold. We start with the Zassenhaus
A-transitivity (Axiom (A5)). The preceding remark obviously implies the
following.
3.3. Proposition. Let $R
A ≤ 	 ≤ R
A. Then the -permutation
group 	
 R
A
A satisﬁes Axiom (A5).
Next we consider Axiom (A1).
3.4. Proposition. Let $−R
A≤	≤R
A. Then the -permutation
group 	
 R
A
A satisﬁes Axiom (A1).
Moreover, the -permutation group $R
A
 R
A
A satisﬁes
(A1), exactly if −x2 = 1 holds for some x ∈ A.
Proof. Let a
 b
 c ∈ R
A be pairwise distant. We show that a map-
ping π ∈ 	 with aπ = a, bπ = c, and cπ = b already exists in $−R
A ≤ 	.
Then π is unique because 	 is Zassenhaus-A-transitive by 3.3. Since
$−R
A is normal in R
A and R
A acts 3-A-transitively, it suf-
ﬁces to consider the case a = 1, b = 0, and c = ∞. Then the matrix (0 11 0) ∈
S−L2R induces a mapping π ∈ $−R
A as desired.
The -permutation group $R
A
 R
A
A satisﬁes (A1),
exactly, if the element π ∈ 	 from above is induced by a matrix (0 x
x 0
) ∈
SL2R with x ∈ A.
3.5. Proposition. Let $R
A ≤ 	 ≤ R
A. Then the -permutation
group 	
 R
A
A satisﬁes Axiom (A7).
Proof. Since 	 acts 2-A-transitively, we may assume p = 0, q = ∞.
An element of 	pq = 	0∞ is induced by a matrix
(
a 0
0 b
) a
 b ∈ A. The
commutativity of R implies the assertion.
We proceed with those axioms that are on the involutions in Î. First we
consider involutions ﬁxing the two distant points ∞ and 0.
3.6. Lemma. Let σ ∈ R
A be an involution ﬁxing ∞ and 0. Then σ
belongs to Î, exactly if 2 ∈ A and σ is induced by (1 00 −1).
In particular, if 2 ∈ A, then in R
A there is a unique involution σ ∈ Î
ﬁxing ∞ and 0, and this σ belongs to $−R
A.
Proof. Since R is commutative, we may assume that σ is induced by(1 0
0 a
)
, a ∈ A, and a2 = 1. If σ ∈ Î, then A1
 a = A1
 1σ AA1
 1 (by
(I1)). This means a− 1 ∈ A, and hence we conclude from a2 − 1 = 0 that
a = −1 and 2 ∈ A.
Conversely, if 2 ∈ A, then (1 00 −1) induces an involution σ ∈ $−R
A
ﬁxing ∞ and 0. We have to show that σ belongs to Î.
Let p = Ax
 y and q = Au
 v be arbitrary distant points ﬁxed by σ (it
is not clear whether ∞ and 0 are the only ﬁxed points). Consider points r
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and s with rA p
 q and sA p, s A q, s = q. We assert that rσ A r and
sσ = s.
Since p is distant to q, the matrix M = (x y
u v
)
belongs to GAL2R. Let
γ ∈ R
A be induced byM . Then also σ ′ = γσγ−1 is an involution ﬁxing
∞ and 0. We compute that σ ′ is induced by the matrix
1
detM
(
xv + yu −2xy
2uv −xv + yu
)
!
This implies that xy = uv = 0. Moreover, from pσ = p we conclude that
x
 y = ax
−y for a suitable a ∈ A, and hence xv + yu = a detM . So
σ ′ is induced by
(
a 0
0 −a
)
, which means σ = σ ′ = γσγ−1.
Thus we may w.l.o.g. consider rγ
−1 and sγ
−1 instead of r and s. In this
case the assertion is an easy exercise.
The proof above shows that every matrix
(1 0
0 a
)
with a ∈ A, a2 = 1, and
a = ±1 induces an involution not belonging to Î. Such an element a can be
found, e.g., in the ring R = K ×K (with K any ﬁeld of characteristic = 2),
by setting a = 1
−1.
Using the 2-A-transitivity of $R
A one can carry over the result of
Lemma 3.6 to the case of two arbitrary distant points:
3.7. Corollary. Let $−R
A ≤ 	 ≤ R
A. Assume that 2 ∈ A.
Then the following statements hold:
(i) The -permutation group 	
 R
A
A satisﬁes Axiom
(A6).
(ii) For any two distant points p
 q ∈ R
A the set 	pq ∩ Î contains
exactly one element.
With the help of Lemma 3.6 we can also prove Axiom (A3). Note that it
is also true for the case that 	 = $R
A.
3.8. Proposition. Let $R
A ≤ 	 ≤ R
A, and let 2 ∈ A. Then the
-permutation group 	
 R
A
A satisﬁes Axiom (A3).
Proof. Let π ∈ 	 interchange the distant points p and q. We may
assume p = ∞ and q = 0. Then π is induced by a matrix (0 1
a 0
)
with a ∈ A.
In particular, π is an involution. We have to check that π belongs to Î. This
is clear if π does not have two distant ﬁxed points.
Consider the case that π ﬁxes two distant points s and t. Now we assume
that s = ∞ and t = 0 and that π interchanges two other distant points
p and q. Then π is induced by
(1 0
0 a
)
, a ∈ A, a2 = 1. We know that p =
Ax
 y is mapped to Ax
 ya = pπ = qA p. So det
(
x y
x ya
) ∈ A ≤ R∗,
and a − 1 is a unit. Hence a2 = 1 implies a = −1, and Lemma 3.6 yields
the assertion.
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Next we can compute the following.
3.9. Lemma. Let 2 ∈ A, and let σ ∈ R
A. Then σ belongs to Î∞,
exactly, if it is induced by a matrix
(−1 0
x 1
)
with x ∈ R.
Proof. The matrix M = (−1 0
x 1
)
induces an involution θ and is conjugate
to
(−1 0
0 1
)
(via
( 1 0
x/2 1
) ∈ SL2R, so by Lemma 3.6 the mapping θ belongs
to Î∞ (since this set is closed under conjugation).
Let now σ ∈ Î∞. The point 0σ A∞ has the form 0σ = Ax
 1 = x for
some x ∈ R. Obviously the mapping σ ﬁxes the “midpoint” x2 = Ax
 2.
Now Corollary 3.7(ii) yields that σ is uniquely determined and hence that
σ = θ.
The lemma above says, in particular, that for every x ∈ R there is exactly
one σ ∈ Î∞ interchanging 0 and x and that this σ belongs to $−R
A.
Using the 2-A-transitivity of $−R
A, we can directly conclude the fol-
lowing.
3.10. Corollary. Let 2 ∈ A, and let $−R
A ≤ 	 ≤ R
A. Then
the -permutation group 	
 R
A
A satisﬁes Axiom (A2).
Using Lemma 3.9, one can also show the 3-reﬂection theorem (A4).
3.11. Proposition. Let 2 ∈ A and $R
A ≤ 	 ≤ R
A. Then the
-permutation group 	
 R
A
A satisﬁes Axiom (A4).
Proof. Assume that p = ∞, and let σi ∈ Î∞ (for i ∈ 1
 2
 3). Then
by Lemma 3.9 the mapping σi is induced by a matrix
(−1 0
xi 1
)
with xi ∈ R.
We compute that σ = σ1σ2σ3 is induced by a matrix of the same type and
hence belongs to Î∞ (again by Lemma 3.9).
We summarize our results in the following theorem.
3.12. Theorem. Let 2 ∈ A and $−R
A ≤ 	 ≤ R
A. Then the -
permutation group 	
 R
A
A satisﬁes Axioms (A1)–(A7).
We mention an important special case.
3.13. Corollary. Let 2 ∈ R∗, and let PS−L2R ≤ 	 ≤ PGL2R. Then
the -permutation group 	
 R
 satisﬁes Axioms (A1)–(A7).
Finally we consider our richness axioms. Already the weak axioms (R′)
and (R′′) have important consequences for the ring.
3.14. Remark. (i) The distance space R
A
A satisﬁes (R′′),
exactly, if A = R∗ and R is stable.
(ii) If the distance space R
 satisﬁes (R′), then for any uni-
modular pair a
 b ∈ R2 there is a c ∈ R∗ such that ac + b ∈ R∗. In partic-
ular, R is stable and R = R∗ + R∗.
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Proof. (i) Each point distant to ∞ = A1
 0 has the form Ax
 1,
x ∈ R. So for u ∈ R∗\A the pointsAu
 0 and∞ cannot have any common
distant point. Hence (R′′) implies A = R∗.
For R
 the condition (R′′) is equivalent to the stability of R by
[6, Proposition 1.1.3] (recall that the commutativity of R implies that each
unimodular a
 b ∈ R2 yields a point of R).
(ii) Let a
 b ∈ R2 be unimodular. By (R′) there is a point q distant
to∞, R0
 1, and Ra
 b. Hence q has the form q = R1
−c with c ∈ R∗
and ac+ b ∈ R∗. This directly implies stability, and R = R∗ +R∗ is obtained
by taking a
 b = 1
 x for x ∈ R.
Since we need the stronger axiom (R) in Section 5 for our coordinati-
zation, it must necessarily arrive at a distance space where A = R∗, R is
stable, and R = R∗ + R∗.
4. RELATIONS BETWEEN THE AXIOMS
In this section we consider an arbitrary -permutation group 	
 
.
We are going to study in what ways the axioms (A1)–(A7) on the group
action depend on each other.
The ﬁrst assertion is almost obvious.
4.1. Proposition. If  contains at least two distant points and 	
 

satisﬁes (A2), then it also satisﬁes (A6).
Proof. In (A2) the nondistant points b
 c may coincide.
The next statement needs the richness axiom (R′′). We say that a -
permutation group 	
 
 fulﬁlls a certain richness condition, if the
underlying distance space 
 fulﬁlls the condition.
4.2. Proposition. If 	
 
 satisﬁes (A1), (A2), and (R′′), then it
also satisﬁes (A5).
Proof. Any π ∈ 	 ﬁxing three pairwise distant points is the identity,
because otherwise we have a contradiction to the uniqueness statement in
(A1). So it remains to show that 	 acts 2--transitively. Consider arbitrary
points a
 b ∈ . By (R′′) there is a point p distant to a and b. So (A1) or
(A2) yield a mapping π ∈ 	p with aπ = b, and hence 	 acts transitively on
. Again by (A1) and (A2) the stabilizer 	a acts transitively on a.
Before proving the next result on the axioms, we need a lemma. First we
note the following obvious statement.
4.3. Remark. Let 	
 
 satisfy (A1) and (A3). Then the unique
π ∈ 	 appearing in (A1) belongs to Î.
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4.4. Lemma. Let 	
 
 satisfy (A3). Let p
 q ∈  be distant points
such that Ipq = . Then the following hold:
(i) The set Ipq equals Îpq.
(ii) The stabilizer 	pq equals ̂Ipq2.
(iii) For σ ∈ Îpq and π ∈ 	pq, the equation σπσ = π−1 holds.
Proof. Obviously Ipq = Îpq. Consider σ1
 σ2
 σ3 ∈ Îpq. Then also
σ1σ2σ3 interchanges p
 q and hence belongs to Iˆpq. So ̂Ipq2 is a sub-
group of 	pq. Analogously, for π ∈ 	pq, σ ∈ Îpq, the product σπ lies in
Îpq. So π ∈ ̂Ipq2 and, moreover, σπ = π−1σ .
4.5. Proposition. Let 	
 
 satisfy (A1), (A3), and (R′′). Then
	
 
 also satisﬁes (A7).
Proof. Let p
 q ∈  be distant. Consider a point r ∈ p
 q (this
exists by (R′′)). By (A1) and Remark 4.3 there is a σ ∈ Îpq ∩ 	r . So
by Lemma 4.4 the inversion mapping π  → π−1 = σπσ is an (inner)
automorphism of 	pq. In particular, the group 	pq is abelian.
We summarize the results above in the way we need them.
4.6. Theorem. Let the -permutation group 	
 
 satisfy (A1),
(A2), (A3), and (R′′). Then 	
 
 also satisﬁes (A5), (A6), and (A7).
Now we turn to the 3-reﬂection theorem (A4).
4.7. Lemma. Let 	
 
 satisfy (A4). Let p ∈  with Îp = . Then
the set ̂Ip2 is an abelian normal subgroup of 	p.
Proof. By (A4), the set ̂Ip2 obviously is a group, and it is
abelian: σ1σ2σ3σ4 = σ1σ2σ3σ4 = σ1σ2σ3−1σ4 = σ3σ2σ1σ4 =
σ3σ2σ1σ4−1 = σ3σ4σ1σ2. Moreover, it is normal in 	p because Î is
closed with respect to conjugation.
The next lemma will be used several times.
4.8. Lemma. Let 	
 
 be nontrivial, and let it satisfy (A4), (A5),
and (A6). Moreover, let p
 q ∈  be distant. Then there is exactly one σ ∈
Î ∩	pq, and this σ centralizes the set Îpq.
Proof. The existence of an element σ ∈ Î ∩	pq is guaranteed by (A6)
and (A5).
Assume that Î∩	pq contains two different elements. Then the subgroup
̂I ∩ 	pq2 of the abelian group ̂Ip2 (recall Lemma 4.7) contains an ele-
ment α =id.
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Let r ∈  be distant to p and q (this exists since 
 is nontrivial
and 	 acts 2--transitively). Choose σ1 ∈ Î ∩	pq and σ2 ∈ Î ∩	pr . By the
deﬁnition of Î we have qσ2q= qσ1 and hence qqτ for τ=σ1σ2 ∈ ̂Ip2.
Now we consider the element α ∈ ̂I ∩	pq2\id from above. As ̂Ip2
is abelian, we have qτ = qατ = qτα; i.e., qτ ∈ Fixα. This means that α = id
ﬁxes the three pairwise distant points p, q, qτ, a contradiction to (A5).
Thus we have shown that there is exactly one element σ ∈ Î ∩	pq.
If ρ ∈ Îpq, then also ρσρ ∈ Î∩	pq, and hence by the above ρσ = σρ.
4.9. Proposition. Let 	
 
 satisfy (A4), (A5), and (A6). Then
	
 
 also satisﬁes (A1), and the unique element π ∈ 	 appearing in
(A1) belongs to Î.
Proof. Let a
 b
 c ∈  be pairwise distant. Then, in particular, 
 is
nontrivial. By Lemma 4.8 there is a unique ρ ∈ Î ∩ 	bc . Then aρ a, and
there is a π ∈ Î ∩	aaρ . We show that this π maps b to c. Because of (A5)
then π is the only element of 	a interchanging b and c.
The deﬁnition of Î yields bπ  b and hence—applying Deﬁnition 2.1(I2)
to ρ ∈ Î—that bπ = c or bπ = bπρ. But bπρ = bπ , because by Lemma 4.8
the involutions ρ and π commute.
5. CONSTRUCTION OF THE RING
We want to construct a coordinate ring for a -permutation group
	
 
 that satisﬁes some of our axioms. Using the group action, we
ﬁrst introduce an addition and then a multiplication on the set of points
distant to a ﬁxed one. Our line of proof is inspired by Ma¨urer’s in [9, 10].
The following assumptions are supposed to be true for the rest of this
paper. We need the richness axiom (R), while in the preceding section (R′′)
was sufﬁcient. Note that in [3] certain weaker, but much more technical,
richness conditions are used. Then also the resulting coordinatization the-
orems are somewhat weaker (see [3, Theorems 17.6 & 17.7]).
5.1. General Assumptions
We assume that 	
 
 satisﬁes the axioms (R), (A4), (A5), (A6),
and (A7).
Because of Theorem 4.6 we obtain the same results if we require Axioms
(A1)–(A4) instead of (A4)–(A7).
Recall that Melchior’s example ([12]), mentioned in Section 1, suggests
that some version of the 3-reﬂection theorem (such as our axiom (A4)) is
necessary.
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From 4.9 we know that 	
 
 satisﬁes (A1). It is not clear so far
whether (A2) or (A3) holds. This will follow only in retrospective—after
having coordinatized 	
 
—from our Main Theorem.
We start with some consequences of the assumptions.
5.2. Lemma. Let a
 b
 c ∈  be pairwise distant, and let π ∈ 	a ∩ Îbc.
Then π has a second ﬁxed point d a, which is also distant to b and c.
Proof. By Lemma 4.8 there is a ρ ∈ Î ∩	bc , and the involutions π and
ρ commute. Hence we obtain that d = aρ is ﬁxed by π. The deﬁnition of Î
yields that d a. Moreover, b a and c a imply b = bρd and cd.
This means, in particular, that the mapping π appearing in (A1) pos-
sesses a second ﬁxed point (because it belongs to Î by Proposition 4.9).
By Lemma 4.7, the set ̂Ip2 is an abelian normal subgroup of 	p.
We consider its action on p. This action is faithful, because by (A5) an
element of 	p is determined uniquely by its action on two distant points of
p. Two such points exist because of (R).
5.3. Proposition. Let p be a point of . Then the abelian group ̂Ip2
acts sharply transitively on p.
Proof. Consider q
 r ∈p. By (R) there is an s ∈ p distant to
q and r. So by 4.9 we ﬁnd σ ∈ Îp ∩ Îqs and ρ ∈ Îp ∩ Îsr, which means
that σρ∈ ̂Ip2 maps q to r. So ̂Ip2 acts transitively on p. The action
is sharply transitive, because ̂Ip2 is abelian.
Now we ﬁx a point in  which we call ∞. Let R = ∞ be the set
of points distant to ∞. We will introduce the structure of a commutative
ring on R, using the group action. For this purpose, we distinguish a point
0 ∈ R.
By a well-known process, Proposition 5.3 now yields the additive group.
5.4. Deﬁnition. (1) For x ∈ R let τx denote the element of ̂I∞2
with 0τx = x (which is well-deﬁned by Proposition 5.3). Then x  → τx is a
bijection from R onto ̂I∞2.
(2) For x
 y ∈ R deﬁne x+ y = xτy = 0τxτy .
This deﬁnition obviously implies the following.
5.5. Proposition. R
+ is an abelian group with neutral element 0, iso-
morphic to ̂I∞2
 · via x  → τx.
Note that our considerations depend on the choice of the two distant
points ∞ and 0. But 	 acts 2--transitively on , whence different choices
of ∞ and 0 yield additive groups that are isomorphic via conjugation with
an element of 	.
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The subsequent lemmas give some information about the additive struc-
ture and its interplay with the group action.
5.6. Lemma. Let σ ∈ Î∞ and x ∈ R. Then xσ = 0σ − x.
Proof. Let τx = σ1σ2 with σ1
 σ2 ∈ Î∞. Since ̂I∞2 is abelian, στxσ =
σ2σ1 = τ−1x = τ−x, and we obtain xσ = 0τxσ = 0στ−x = 0σ − x.
5.7. Lemma. Let µ ∈ 	0∞. Then µR ∈ AutR
+.
Proof. We only have to show that µR is an endomorphism of R
+.
Consider x
 y ∈ R. Since ̂I∞2 is normal in 	∞ by Lemma 4.7, we obtain
µ−1τyµ ∈ ̂I∞2, and from 0µ
−1τyµ = yµ we conclude µ−1τyµ = τyµ. Hence
xµ + yµ = xµτyµ = xτyµ = x+ yµ.
In the following, we identify µ ∈ 	0∞ with the automorphism µR of
R
+, and thus we also write 	0∞ ≤ AutR
+. This is allowed since
	0∞ acts faithfully on R.
5.8. Lemma. The mapping
−id 
{
R → R
x  → −x
is induced by the unique element of Î ∩	0∞.
Proof. Let σ be the unique element of Î ∩ 	0∞ (cf. Lemma 4.8). For
x ∈ R we conclude from Lemma 5.6 that xσ = 0σ − x = 0− x = −x. Hence
σ R = −id.
The unique element of 	0∞ inducing −id ∈ AutR
+ will also be called
−id.
The elements of R that are distant to 0 will play a major role.
5.9. Deﬁnition. (1) By B = 0
∞ we denote the set of elements
of R distant to 0.
(2) For a ∈ B let ιa denote the involution in Î0∞ ﬁxing a (which is
well-deﬁned by Proposition 4.9).
The following will be used often.
5.10. Remark. Let x
 y ∈ R. Then x y ⇐⇒ x− y ∈ B.
Proof. This is clear because τ−y ∈ 	∞ preserves the distance relation.
In particular we have that B is invariant under −id.
5.11. Lemma. The mapping 2 id x  → 2x = x + x is an automorphism
of R
+. If x ∈ B, then also 2x ∈ B and 12x = x2 id
−1 ∈ B.
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Proof. Obviously 2 id is an endomorphism of the abelian group R
+.
Its kernel is Fix−id ∩ R. But −id belongs to Î∞ by Lemma 5.8, and the
deﬁnition of Î yields Fix−id ∩ R = Fix−id ∩ ∞ = 0. So 2 id is
injective.
Now consider x ∈ R, and ﬁnd a 2 id-preimage of x.
Case 1. x ∈ B. By Proposition 4.9 there is a σ ∈ 	∞ ∩ Î0x, which,
by Lemma 5.2, has a ﬁxed point y ∈ B. With Lemma 5.6 we compute
y = yσ = 0σ − y = x− y, which means x = 2y.
Case 2. x ∈ B. By (R) we ﬁnd a point z∞
 0
 x. Then z
 x − z ∈ B,
and the ﬁrst case yields elements w
 v ∈ R such that 2w = z and 2v = x− z.
Hence x = 2v +w.
If x ∈ B, then the element σ ∈ Î ∩ 	∞x (which exists by Lemma 4.8)
maps 0 ∈ ∞
 x to 0σ  0 (by (I1)). Moreover, by Lemma 5.6 we have
x = xσ = 0σ − x and thus 2x = 0σ ∈ B. In Case 1 above we have already
shown that 12x also belongs to B.
We need several computation rules.
5.12. Lemma. Let σ ∈ Î0∞, x ∈ R, and a ∈ B. Then the following hold:
(i) −xσ = xσ−id.
(ii) τx−id = −idτ−x.
(iii) στaσσ = τaιa−idτa.
Proof. (i) By Lemma 4.8, the involutions σ and −id commute.
(ii) As R
+ is abelian, we may compute yτx−id = −y + x =
−y − x = y−idτ−x for y ∈ R. The assertion follows, because 	∞ acts faith-
fully on R.
(iii) The mappings coincide on the pairwise distant points 0

∞
−a.
5.13. Lemma. Let σ ∈ Î0∞, a
 b ∈ B with a+ b ∈ B. Then aσ + bσσ =
a− a+ bιa and a− b = a+ bιa − a+ bιb .
Proof. The ﬁrst equation is obtained by applying Lemma 5.12(iii) to the
point b (note that a+ bιa ∈ R because a+ b 0). Exchanging a and b, one
obtains aσ + bσσ = b− a+ bιb and thus also the second equation.
By Lemma 5.7, the group 	0∞ is contained in the ring EndR
+ of
endomorphisms of the abelian group R
+.
5.14. Deﬁnition. By 0 we denote the subring of EndR
+ generated
by 	0∞.
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The ring 0 consists exactly of all ﬁnite sums of elements of 	0∞, because
by Lemma 5.8 with π also −π = π−id belongs to 	0∞. Since 	0∞ is
abelian, 0 is a commutative ring. By deﬁnition, R is a faithful 0-module.
The operation of 0 on R will now be used to introduce a multiplication
on R.
5.15. Proposition. Let x ∈ B, y ∈ R. Then there is exactly one λ ∈ 0
such that xλ = y.
Proof. We only have to show the existence of such a λ ∈ 0. The unique-
ness then follows directly from the commutativity of 0.
Case 1. x y and x −y. This means x+ y
 x− y ∈ B. By Lemma 5.11
there are unique elements a
 b ∈ B with a = 12 x + y, b = 12 x − y; i.e.,
we have x = a + b, y = a − b. Since a
 b
 x ∈ B, the mappings ιa, ιb,
ιx (as deﬁned in Deﬁnition 5.9(2)) exist, and ιxιa and ιxιb both lie in
̂I0∞2 ⊆ 	0∞. So λ = ιxιa − ιxιb belongs to 0. Using Lemma 5.13 we
compute xλ = xιxιa − xιxιb = a+ bιa − a+ bιb = a− b = y.
Case 2. x  y or x  −y. Then by Axiom (R) there is a z 0
∞,
x
−x
 y
−y. So Case 1 yields ν
 µ ∈ 0 with xν = z and zµ = y, and λ = νµ
maps x to y.
Now we distinguish a point 1 ∈ B (i.e., 1 is distant to 0 and ∞) and
deﬁne a multiplication.
5.16. Deﬁnition. (1) For x ∈ R let λx denote the element of 0 with
1λx = x (which is well-deﬁned by Proposition 5.15). Then x  → λx is a
bijection from R onto 0.
(2) For x
 y ∈ R we deﬁne x · y = xy = xλy =1λxλy .
Since 1λx+λy = x + y holds for all x
 y ∈ R (by the deﬁnition of the
addition in 0), we have the following.
5.17. Theorem. R
+
 · is a commutative ring, isomorphic to 0 via
x  → λx.
Of course, the distinguished element 1 ∈ R is the multiplicative neutral
element.
The ring R will be the coordinate ring for the point set . It is unique
only up to isomorphism because of the arbitrary choice of 1. But, as we have
just shown, all possible choices of 1 lead to rings that are isomorphic to 0.
Recall that 0 in fact is also determined only up to isomorphism because
R
+ is.
The commutativity of 0 directly implies the following computation rule.
5.18. Remark. For x ∈ R, µ ∈ 0, the equation xµ = 1µ · x holds; i.e.,
λxµ = µλx.
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Now we are able to specify a set of generators for the group 	, which
will be used later. First we make a deﬁnition.
5.19. Deﬁnition. Let ι = ι1 be the unique element in Î0∞ ∩	1.
5.20. Theorem. The group 	 is generated by the set ι ∪ Î∞ ∪	0∞.
Proof. Let π ∈ 	. If π ﬁxes ∞, then πτ ∈ 	0∞ for some τ ∈ ̂I∞2. If
∞π ∞, then πτι ∈ 	∞ for some τ ∈ ̂I∞2.
Let now p = ∞π ∞, p = ∞. By (R) there are points q∞
 p and
s∞
 p
 q. By Proposition 4.9 we ﬁnd an involution σ ∈ Îs with pσ = q, so
πσ maps ∞ to q∞. Together with the cases studied above this implies
the assertion, because σ ∈ Îs = α−1̂I∞α with α = ιτs, τs ∈ ̂I∞2.
Next we will show that the elements of B = 0
∞ are units of the ring
R. To this end, we ﬁrst establish a lemma.
5.21. Lemma. Let a
 b ∈ B with a+ b ∈ B and a− b ∈ B. Then there is
a λ ∈ 0 such that ιλ interchanges a+ b and a− b.
Proof. By Lemma 5.13 we have a− b = a+ bιλ for λ = ιιa − ιιb ∈ 0
and, analogously, a + b = a − bιλ′ for λ′ = ιιa − ιι−b ∈ 0. But ι−b =
ιb because −bιb = −bιb = −b, by Lemma 5.12(i). So λ = λ′, and ιλ
interchanges the points a+ b and a− b.
5.22. Proposition. Every y ∈ B is invertible with y−1 = yι. In particular,
the set B is closed with respect to inversion.
Proof.
Case 1. y 1 and y −1. Let a = 12 1+ y, b = 12 1− y. Then a
 b ∈
B, a+ b = 1 ∈ B, a− b = y ∈ B, and by Lemma 5.21 there is a λ ∈ 0 such
that y = 1ιλ = 1λ and 1 = yιλ = 1λyι = yyι (with Remark 5.18). Hence yι
is the inverse of y.
Case 2. y  1 or y −1. By (R) there is a point z ∈ B, z±1,
z±y. Applying the result of Case 1 to z we obtain zι = z−1. Moreover,
Lemma 5.21 with a = 12 y + z, b = 12 y − z yields a λ ∈ 0 with z = 1λyι
and y = 1λzι. From this we conclude that yιy = zzι = 1.
6. COORDINATIZATION OF THE POINT SET
After having equipped the set of points distant to∞ with a ring structure,
we now use this ring in order to assign coordinates to the points of .
We want to map the elements of  to elements of R, where R is the
commutative ring that we constructed above.
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First we are looking for an appropriate coordinatization mapping. Our
proceeding is inspired by Herzer’s paper [5], where he coordinatizes certain
chain spaces. Herzer himself uses the same method again in [7] for his
generalization of Tits’s theorem.
6.1. Lemma. Every p ∈  has the form p = aιτb with a
 b ∈ R, and we
may always assume that the element b belongs to B.
Proof. Choose bp
 0
∞ (exists by (R)). Then b ∈ B, and p b
implies a = pτ−bι ∈ R.
The idea is to assign the coordinates R1+ ab
 a to the point p = aιτb ∈
. Up to now, it is not clear that this is independent of the choice of b (note
that a depends on b). For proving this assertion, we have to provide several
lemmas.
We want to mention here that R1+ ab
 a is a point of R, because
the matrix
(1+ab a
b 1
)
belongs to SL2R.
First we make a deﬁnition (compare [5, (2.22)]).
6.2. Deﬁnition. For b ∈ B we deﬁne ρb = ιτbιτ−b−1ιτb ∈ 	.
For the proof of the next lemma we need a computation rule: It is
well-known that for invertible elements x
 b of a commutative ring, in-
vertibility of x−1 + b implies invertibility of x−1 + b−1 − b−1, with
x−1 + b−1 − b−1−1 = −b − xb2. This is a commutative version of
Hua’s identity, which—in a more general form, see [8, pp. 2 & 54]—is also
valid in noncommutative rings, in alternative rings, and in Jordan rings.
6.3. Lemma. Let b ∈ B. Then ρb belongs to 	0∞, and ρbR = λ−b2. In
particular, b2 ∈ 1	0∞ ⊆ B; i.e., the set B is closed with respect to squaring.
Proof. Using Proposition 5.22 one can easily verify that ρb ∈ 	0∞. Now
choose x ∈ B with x−b−1 (such an x exists by (R)). Then x−1 + b ∈ B,
and using Proposition 5.22 one easily concludes that also x−1 + b−1 −
b−1 ∈ B. Hence we can calculate as follows: xρbτ−b = xιτbιτ−b−1ι = x−1 +
b−1 − b−1−1 = −b− xb2 = xλ−b2τ−b . This means that both mappings ρb ∈
	0∞ ⊆ 0 and λ−b2 ∈ 0 coincide on x ∈ B. Proposition 5.15 yields that
they are equal (on R).
6.4. Lemma. For b ∈ B, a ∈ R the following statements are equivalent:
(i) a+ b−1 ∈ B.
(ii) aιτbι ∈ R.
Both statements imply that aιτbι = 1+ ab−1a.
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Proof. Using Deﬁnition 6.2 and Lemma 6.3, we can compute aιτbι =
a
ρbτ−bιτb−1 = −ab2 − bιτb−1 = a+ b−1ρbιτb−1 . So aιτbι∞ is equivalent
to a + b−1∞τ−b−1ιρ−1b = 0, which means that aιτbι ∈ R exactly if a +
b−1 ∈ B. Moreover, a+ b−1 ∈ B implies −ab2 − b = a+ b−1ρb ∈ B, hence
aιτbι = −ab2 − bιτb−1 = −ab2 − b−1 + b−1 = b−11+ ab−1−1+ 1+
ab = 1+ ab−1a.
6.5. Lemma. Let a
 b
 c
 d ∈ R such that aιτb = cιτd and w = b− d ∈ B
hold. Then we have that a+w−1 ∈ B and 1+ ab
 a = 1+ aw1+ cd
 c.
In particular, we obtain that R1+ ab
 a = R1+ cd
 c.
Proof. Because of aιτwι = c ∈ R and w ∈ B we can conclude from
Lemma 6.4 that a + w−1 ∈ B and that a = 1 + awc. Moreover, 1 +
aw1+ cd = 1+ aw + 1+ awcd = 1+ aw + ad = 1+ ab.
In the special case where b − d ∈ B, the lemma above implies that the
two different representations p = aιτb and p = cιτd of the point p ∈  lead
to the same set R1+ ab
 a = R1+ cd
 c, which we will interpret as the
coordinate point of p. Now we look at the general case.
6.6. Lemma. Let a
 b
 c
 d ∈ R with p = aιτb = cιτd . Then there are ele-
ments v
 u ∈ R such that b− u ∈ B, d − u ∈ B, and p = vιτu .
Proof. Choose u∞
 p
 b
 d (exists by (R)), and let v = pτ−uι (which
belongs to R because pu).
We can now prove a theorem.
6.7. Theorem. For p = aιτb ∈  a
 b ∈ R, let pζ = R1+ ab
 a. Then
ζ → R is a well-deﬁned injective mapping.
Proof. The mapping ζ is well-deﬁned by Lemmas 6.5 and 6.6. Consider
p
 q ∈  with pζ = qζ . By (R) there is a point b ∈ R with bp
 q. Then
a = pτ−bι and c = qτ−bι are in R, and pζ = R1+ ab
 a, qζ = R1+ cb
 c.
Hence pζ = qζ means that w1 + ab
 a = 1 + cb
 c with a suitable w ∈
R∗. But this already implies w = 1, and thus a = c and p = q.
The injectivity of the coordinatization mapping ζ has a striking conse-
quence:
6.8. Proposition. The set B = b ∈ R  b 0 equals the group R∗.
Proof. Let a ∈ R∗. We show that aι = a−1. This implies a ∈ B, because
a−1ι∞ι = 0. We compute aιζ = aιidζ = aιτ0ζ = R1
 a and a−1ζ =
1ιτa−1−1ζ = R1+ 1a−1 − 1
 1 = Ra−1
 1 = R1
 a. The injectivity of ζ
yields aι = a−1.
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Of course, each R1+ ab
 a a
 b ∈ R belongs to ζ . So we know that
ζ = R1 + ab
 a  a
 b ∈ R ⊆ R. Lemma 1.4 says that this set ζ
coincides with R, if the ring R is stable. It will be shown now that this
requirement is fulﬁlled.
6.9. Lemma. The ring R is stable.
Proof. Let x
 y ∈ R2 be unimodular with xa + yb = 1. By (R) there
is a z ∈ R∗ distant to b and yι, which means z − b ∈ R∗ and z−1 − y ∈ R∗.
This implies R∗ " z−1 − yzb − z−1 = 1 − yzb − z−1 = yb − z +
xab− z−1 = xab− z−1 + y.
Hence ζ equals R, and we can summarize our results as follows.
6.10. Corollary. The mapping ζ is a bijection from  onto R.
7. THE MAIN THEOREM
Our ﬁnal aim is to show that the coordinatization mapping ζ induces an
isomorphism of -permutation groups.
Let 	′ = ζ−1	ζ. Of course the pair ζˆ
 ζ with ζˆ  	→ 	′  π  → ζ−1πζ
is an isomorphism of permutation groups 	
 → 	′
R. We show
that 	′ is contained in the group PGL2R:
7.1. Theorem. For every π ∈ 	 the permutation ζ−1πζ of R lies in
PGL2R.
Proof. Consider the point p = aιτb ∈  with pζ = R1 + ab
 a. We
show the assertion for the generators of 	 (see Theorem 5.20).
Case 1. π = σ ∈ Î∞. By Lemma 5.6, for x ∈ R we have xσ = 0σ − x. We
set d = 0σ ∈R. Then σ = −idτd, and using Lemma 5.12(i & ii) we can
compute as follows: pσ = aιτbσ = aιτb−idτd = aι−idτd−b = −aιτd−b . This
means that R1 + ab
 aζ−1σζ = pσζ = R1 − ad − b
−a, and ζ−1σζ is
induced by the matrix
( 1 0
−d −1
) ∈ S−L2R.
Case 2. π = ι. Because of Lemma 6.1 we can assume that b ∈ B =
R∗. So by Lemma 6.3 we have that ιτbι = ρbτ−bιτb−1 with ρbR = λ−b2.
Hence R1+ ab
 aζ−1ιζ = aιτbιζ = −ab2 − bιτb−1ζ = R−ab
−ab2 − b =
Ra
 1+ ab, and ζ−1ιζ is induced by the matrix (0 11 0) ∈ S−L2R.
Case 3. π = µ ∈ 	0∞. By Remark 5.18 we have µR = λc with c =
1µ ∈ R∗. Using (A5) and Proposition 5.22 one can easily check that τbµ =
µτcb and ιµ = µ−1ι. Hence we can compute R1+ ab
 aζ−1µζ = aιτbµζ =
aµ
−1ιτcbζ = ac−1ιτcbζ = R1 + ac−1cb
 ac−1 = R1 + ab
 ac−1, and
ζ−1µζ is induced by the matrix
(1 0
0 c−1
) ∈ GL2R.
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In Corollary 3.13 we only considered those subgroups of PGL2R
which contain the group PS−L2R. The condition PS−L2R ≤ 	′ is
necessary:
7.2. Theorem. The group PS−L2R is contained in 	′ = ζ−1	ζ.
Proof. Since R is stable, by [11, I.F.6] the group S−L2R is generated
by the matrices
(1 0
y 1
) y ∈ R and (0 11 0). Hence, PS−L2R is generated by
the mappings ζ−1τyζ (y ∈ R) and ζ−1ιζ (see the proof of Theorem 7.1),
which all belong to 	′.
Now we turn to the distance relation on .
7.3. Theorem. For any two points p
 q ∈  the statements p q and
pζ  qζ are equivalent. Hence ζ 
 → R
 is an isomorphism of
distance spaces.
Proof. Using the 2--transitivity of the groups 	 and PSL2R ≤ 	′
we can restrict ourselves to standard pairs of distant points, e.g., to the
pairs ∞
 0 and R1
 0
 R0
 1. We compute ∞ζ = 0ιτ0ζ = R1
 0 and
0ζ = 1ιτ−1ζ = R0
 1.
Altogether we have the following isomorphism theorem.
7.4. Corollary. The pair ζˆ
 ζ 	
 
 → 	′
 R
 is an
isomorphism of -permutation groups.
Actually, this isomorphism is based upon Freudenthal’s descriptions of
so-called ﬂag-homogeneous geometries ([4, Section 6]; confer also [15]).
One can reconstruct the “ﬂag-homogeneous geometry” 	
 
 (com-
pare [3]) from the group 	 and the stabilizers 	p, 	p
q (for two distant
points p
 q). What we showed is nothing else than that 	ζˆ ≤ PGL2R
and that 	pζˆ = 	ζˆpζ and 	p
qζˆ = 	ζˆpζ
qζ.
In conclusion, we state our Main Theorem.
7.5. Main Theorem. Let 	
 
 be a -permutation group satisfy-
ing (R) and (A4)–(A7). Then
	
 
 ∼= 	′
 R


where R is a commutative ring and PS−L2R ≤ 	′ ≤ PGL2R. The ring R
is stable and satisﬁes the conditions 2 ∈ R∗ and R = R∗ + R∗.
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Proof. This is clear by the preceding statements. By Lemma 5.11 and
Proposition 5.22, the element 2 is a unit. By Remark 3.14 we have that
R = R∗ + R∗.
Because of Theorem 4.6 and Corollary 3.13, we have a corollary:
7.6. Corollary. A -permutation group satisﬁes (R) and (A4)–(A7) if,
and only if, it satisﬁes (R) and (A1)–(A4). When these conditions are satisﬁed,
we have the conclusion of Theorem 7.5.
Moreover, Theorem 3.12 shows that one cannot omit the richness con-
dition (R): The -permutation groups of type 	′
 R
A
A (as in
Theorem 3.12, with A = R∗) satisfy all conditions of our Main Theorem
but (R).
As mentioned before, one could weaken Axiom (R). Then one obtains
results similar to the above, where certain substructures of the projective
lines over not necessarily stable rings appear (see [3, Theorems 17.6 &
17.7]).
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