We propose two new self-stabilizing distributed algorithms for proper ∆+1 (∆ is the maximum degree of a node in the graph) colorings of arbitrary system graphs. Both algorithms are capable of working with multiple type of daemons (schedulers) as is the most recent algorithm by Tixeuil [OPODIS'2000, 2000, pp. 55-70]. The first algorithm converges in O(m) moves while the second converges in at most n moves (n is the number of nodes and m is the number of edges in the graph) as opposed to the O(∆ × n) moves required by the algorithm by Tixeuil [OPODIS'2000, 2000, pp. 55-70]. The second improvement is that neither of the proposed algorithms requires each node to have knowledge of ∆, as is required by Tixeuil [OPODIS'2000, 2000, pp. 55-70]. Further, the coloring produced by our first algorithm provides an interesting type of coloring, called a Grundy Coloring [Jensen and Toft, Graph Coloring Problems, 1995].
Introduction
In a distributed system the computing elements or nodes exchange information only by message passing. Every node has a set of local variables whose contents specify the local state of the node. The state of the entire system, called its global state, is the union of the local states of all the nodes. Each node is allowed to have only a partial view of the global state, and this depends on the connectivity of the system and the propagation delay of different messages. Yet, the objective in a distributed system is to arrive at a desir-able global final state, or legitimate state. One of the goals of a distributed system is to function correctly, i.e., the global state of the system should remain legitimate in presence of faults (transient). Often, malfunctions or perturbations bring the system to some illegitimate state, and it is desirable that the system be automatically brought back to a desired legitimate state. Self-stabilization, introduced by Dijkstra [4] , is the most inclusive approach to fault tolerance in distributed systems that brings the system back to a legitimate state starting from any illegitimate state (caused by any transient fault) without any intervention by an external agent. In a self-stabilizing algorithm, each node maintains its local variables, and can make decisions based on the knowledge of its neighbors' states.
In a self-stabilizing algorithm, a node may change its local state by making a move (specification of an action which causes a change of local state). Algorithms are given as a set of rules of the form "if p(i) then M", where p(i) is a predicate and M is a move. A node i becomes privileged if p(i) is true. When a node becomes privileged, it may execute the corresponding move. We assume a serial model in which no two nodes move simultaneously. A central daemon selects, among all privileged nodes, the next node to move. If two or more nodes are privileged, we cannot predict which node will move next. Multiple protocols exist [12, 1, 2] that provide such a scheduler. Our algorithms can easily be combined with any of these protocols to work under different schedulers as well. An execution will be represented as a sequence of moves M 1 , M 2 , . . . , in which M s denotes the sth move. The system's initial state is denoted by s 0 , and for t > 0, the state resulting from M t is denoted by s t .
In this paper we propose two simple, yet very efficient, self-stabilizing algorithms that find proper colorings in an arbitrary graph. Self-stabilizing algorithms for proper colorings of graphs have been studied in the literature [6, 15, 14, 13, 9] . For example, Sur and Srimani [15] give a self-stabilizing algorithm to 2-color any bipartite graph, and in [6] , Ghosh and Karaata describe a self-stabilizing algorithm to 6-color any planar graph. Obviously the bipartite algorithm is optimal and the planar algorithm is close to optimal, given that all planar graphs are 4-colorable. But, the authors do not provide any complexity analysis. Only a recent paper of Gradinariu and Tixeuil [9] gives a selfstabilizing algorithm that finds a (∆ + 1)-coloring in any graph, and which makes O(∆ × n) moves. One drawback of this algorithm is that each node must know the value of ∆. Our first (∆ + 1)-coloring algorithm, Algorithm 2.1, has three advantages:
(1) no node must know the value of ∆ (as opposed to the requirement in the algorithm of [9] ); (2) the algorithm converges in O(m) moves (m is the number of edges in the graph) compared to O(∆ × n) moves of [9] ; and (3) the coloring obtained by the algorithm is always a Grundy coloring [10] of the graph.
We then propose another (∆ + 1)-coloring algorithm, Algorithm 2.2; this algorithm stabilizes in at most n moves. Algorithm 2.2 appears to be faster than all other known self-stabilizing (∆ + 1)-coloring algorithms.
Self-stabilizing coloring algorithms
We model a distributed system with an undirected connected graph G = (V , E), where the node set V represents the set of processors, and the edge set E represents the processor interconnections. Throughout this paper we assume |V | = n and |E| = m. If i is a node, then N(i), its open neighborhood, denotes the set of nodes to which i is adjacent. Every node j ∈ N(i) is called a neighbor of node i. We let d i = |N(i)|, the number of neighbors of node i, or its degree, and A graph G can be properly colored with k colors if and only if its node set can be partitioned into k pairwise disjoint independent sets. The minimum number of colors needed to properly color a graph G is called its chromatic number, denoted χ(G), and is, in general, NP-hard to compute [5, 11] .
Grundy colorings
Given a coloring c : V → {1, 2, . . ., k}, a node i is called a Grundy node if
That is, i is colored with the smallest color not taken by any neighbor. Note that a Grundy node is by definition properly colored. If c(i) = 1, and if i is properly colored, then, trivially, it must be a Grundy node. A Grundy coloring is one in which every node is a Grundy node. While this idea seems to have originated in [8] , a more recent discussion of Grundy colorings, with more references, can be found in [10] . It is shown in [10] that if a Grundy coloring uses k colors, then any node i, colored k, must have at least k − 1 neighbors colored 1, . . . , k − 1 and hence the degree of the node i is at least k − 1.
However, it is known that the number of colors in a Grundy coloring can be arbitrarily larger than χ(G). For example, all trees can be 2-colored, yet for any positive integer k, there exists a tree (whose order is exponential in k) that can be Grundy colored with k colors. Despite this potential worst case behavior, there are good reasons to seek Grundy colorings. First, any graph G has a Grundy coloring which uses χ(G) colors. And on average, a Grundy coloring does fairly well. It is known that for random graphs in which each node pair is assigned an edge with probability 1 2 , a Grundy coloring will use about twice as many colors as are necessary [7] .
We propose a self-stabilizing algorithm, Algorithm 2.1, to produce a Grundy coloring for an arbitrary graph of order n. In this algorithm, each node i maintains a single integer variable c(i), its color, where 1 c(i) d i + 1. Algorithm 2.1 has a single rule, namely if a node's color is different than the first positive integer not taken by any neighbor, then it chooses that color instead.
Note that c(i) is changed whenever node i executes rule R. We say that a move is increasing if c(i) increases, and decreasing otherwise. The following lemma is clear.
Lemma 1. After any move made by node i, 1 c(i) d i + 1.
A main idea in our analysis is to bound the number of decreasing moves that each node can make. In the next lemma, we speak of a node i making a Proof. It is clear that by executing R, i becomes properly colored. That it remains in this condition follows from the fact that by executing rule R, no node can ever destroy the proper coloring of another node. ✷ We mention that although the execution of rule R by node i cannot destroy the proper coloring of another node, it can destroy the Grundy coloring of another node.
Lemma 5. Each node i can make at most one increasing move, and that can only occur on its first move.
Proof. This follows from Lemmas 3 and 4. ✷ 
R: if c(i)
Proof. It is well known that for planar graphs, m 3n − 6. ✷ It should be noted that an algorithm, which at first glance appears similar to Algorithm 2.1, is given in [9] , and has an accompanying worst case analysis of O(∆n). This algorithm properly colors nodes with values in the range {0, 1, . . ., ∆}, always choosing the largest possible color. Our algorithm and analysis have two advantages. First, the bound of n + 2m steps is an improvement. And second, in Algorithm 2.1, nodes are not required to know ∆, as in [9] , nor any other global property.
(∆ + 1)-coloring in n moves
Algorithm 2.1 constructs a Grundy coloring with at most ∆ + 1 colors in at most n + 2m moves. In this section we present a simple algorithm, Algorithm 2.2, that also constructs a proper (∆ + 1)-coloring, but which stabilizes in at most n moves. This appears to be the first O(n) self-stabilizing proper coloring algorithm.
The following lemma is self-evident. Proof. By Lemma 9, each node will move at most once, and clearly this will stabilize in a proper coloring. This coloring must use at most ∆ + 1 colors, or else some node would be privileged. ✷ Remark 1. The bound is tight. Consider a path P n with n nodes, each of which is initially colored 1, is an example of a graph for which Algorithm 2.2 can make n − 1 moves, if the nodes move in order from left to right.
Conclusion
It is interesting to note that the set of nodes colored 1 by Algorithm 2.1 forms a maximal independent set. Unlike Algorithm 2.1, Algorithm 2.2 does not necessarily find a maximal independent set. Algorithm 2.2 is inspired by the well-known Brooks' theorem [3] which asserts that the chromatic number of a graph is at most ∆ + 1, and in fact is at most k = ∆, unless k = 2 and G has a component which an odd cycle, or n > 2 and K n+1 is a component of G. It remains an interesting question whether one can construct a selfstabilizing algorithm for coloring a graph with at most ∆ colors.
Note that in each case the upper bound on the maximum number of moves made by the algorithms in the worst case is tight. Since the algorithms are self-stabilizing and the fault pattern can be arbitrary, the number of moves made by the algorithms for a given fault pattern can be as low as 1 (lower bound). Also, for a given arbitrary graph, the number of colors needed by the algorithms can be as big as ∆ + 1 while the chromatic number of the graph can be as low as 2 (consider the binomial trees for example).
