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Abstract
Let T be an n × n matrix. The Davis–Wielandt shell of T is deﬁned as the set
W(T, T ∗T ) = {(x∗T x, x∗T ∗T x) : x ∈ C × R, x∗x = 1}.
In this paper, we discuss the existence of ﬂat portions on the boundary of the Davis–Wielandt shell of
3-by-3 matrices.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Let T be an n × n complex matrix. The numerical range of T is deﬁned as the set
W(T ) = {ξ∗T ξ : ξ ∈ Cn, ξ∗ξ = 1}.
The numerical range W(T ) provides various informations on the structure and eigenvalues
of T (cf. [11,15]). There are many generalizations of the numerical range. One of the important
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generalizations is the joint numerical range. Suppose that n and m are positive integers and
(H1, H2, . . . , Hm) is an ordered m-tuple of n × n Hermitian matrices. The joint numerical range
W(H1, H2, . . . , Hm) of H1, H2, . . . , Hm is deﬁned as the set
{(ξ∗H1ξ, ξ∗H2ξ, . . . , ξ∗Hmξ) ∈ Rm : ξ ∈ Cn, ξ∗ξ = 1}.
In general, the joint numerical rangeW(H1, H2, . . . , Hm) is not convex. Nevertheless, whenm =
2 or m = 3 and n  3, the joint numerical range W(H1, H2, . . . , Hm) is convex (cf. [2,3,9,10]).
In [10], Hausdorff proved the connectedness of the set {ξ ∈ Cn : ξ∗ξ = 1, ξ∗H1ξ = a} for every
a ∈ R. Using this fact he proved the convexity of the range W(H1, H2). In the case m = 2,
the ordered pair (H1, H2) is identiﬁed with an n × n matrix T = H1 + iH2 via the Cartesian
decomposition. We identify W(H1, H2) with
W(H1 + iH2) = {ξ∗(H1 + iH2)ξ : ξ ∈ Cn, ξ∗ξ = 1}.
This is the classical numerical range which can be generalized to the so called q-numerical range
of a matrix T deﬁned by
Wq(T ) = {ξ∗T η : ξ, η ∈ Cn, ξ∗ξ = 1, η∗η = 1, ξ∗η = q},
where 0  q  1. This set is known to be convex (cf. [16]), and is determined by
Wq(T ) = ∪z∈W(T )
{
ξ ∈ C : |ξ − q z| 
√
1 − q2
√
h(z) − |z|2
}
,
where the height function
h(z) = max{w ∈ R : (z, w) ∈ W(T, T ∗T )}
is deﬁned in terms of the Davis–Wielandt shell of T (cf. [6,7]), namely,
W(T, T ∗T ) = W(H1, H2, (H1 + iH2)∗(H1 + iH2)), (1.1)
Furthermore, if twomatrices S and T satisfyW(T, T ∗T ) = W(S, S∗S), thenWq(T ) = Wq(S)
holds for any 0  q  1. By the relation (1.1), our attention is attracted to the Davis–Wielandt
shell. It is easy to see that the Davis–Wielandt shell satisﬁes the following properties:
(i) W(T +λIn, (T +λIn)∗(T +λIn)) = {(x1 + (λ), x2 + (λ), x3 + 2(λ)x1 + 2(λ)x2 +
|λ|2 : (x1, x2, x3) ∈ W(T, T ∗T )}, λ ∈ C.
(ii) W(exp(iθ)T , T ∗T ) = {(cos θ x1 − sin θ x2, sin θ x1 + cos θ x2, x3) : (x1, x2, x3) ∈ W(T,
T ∗T ), θ ∈ R,
(iii) W(cT , c2T ∗T ) = {(cx1, cx2, c2x3) : (x1, x2, x3) ∈ W(T, T ∗T ), c > 0.
Suppose thatm  2 andW(H1, H2, . . . , Hm) is convex. If there exists a supporting hyperplane
X = {(x1, x2, . . . , xm) ∈ Rm : c1x1 + c2x2 + · · · + cmxm = b}
of W(H1, H2, . . . , Hm) in Rm such that the convex set X ∩ W(H1, H2, . . . , Hm) contains an
interior point inX, we call this intersection a ﬂat portion on the boundary ofW(H1, H2, . . . , Hm).
In this paper, we mainly focus on the joint numerical range of a triple of 3 × 3 Hermitian matrices
which assures the range W(H1, H2, H3) is convex.
In the case of a triple of 3 × 3 Hermitian matrices, Krupnik and Spitkovsky [13, Section 3],
deﬁned that the joint numerical range W(H1, H2, H3) is ﬂattened if there is a projection π of
R3 onto a plane R2 for which the boundary of π(W(H1, H2, H3)) contains a line segment. They
determined the triple (H1, H2, H3) of 3 × 3Hermitianmatrices by its jount numerical range when
it is ﬂattened and non-ﬂattened.
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The main purpose of this paper is to study the existence of ﬂat portions on the boundary of the
Davis–Wielandt shell for n = 3, or the joint numerical range in the case m = n = 3.
2. Flat portions
It is clear that the joint numerical range satisﬁes
W(H1 + λ1In,H2 + λ2In, . . . , Hm + λmIn) = W(H1, H2, . . . , Hm) + (λ1, λ2, . . . , λm),
(2.1)
for every (λ1, λ2, . . . , λm) ∈ Rm. We consider the convex hull conv(W(H1, H2, . . . , Hm)) of the
compact set W(H1, H2, . . . , Hm). By the separation theorem for compact convex sets, we have
that
conv(W(H1, H2, . . . , Hm))
= {(x1, x2, . . . , xm) ∈ Rm : c1x1 + c2x2 + · · · + cmxm  g(c1, c2, . . . , cm),
(c1, c2, . . . , cm) is a unit vector inRm},
where
g(c1, c2, . . . , cm) = max{c1y1 + c2y2 + · · · + cmym :
(y1, y2, . . . , ym) ∈ W(H1, H2, . . . , Hm)}
= max{ξ∗(c1H1 + c2H2 + · · · + cmHm)ξ : ξ ∈ Cn, ξ∗ξ = 1}
= max σ(c1H1 + c2H2 + · · · + cmHm).
The dual set of the convex hull of the joint numerical range is deﬁned by
conv(W(H1, H2, . . . , Hm))
∧
= {(y1, y2, . . . , ym) ∈ Rm : x1y1 + x2y2 + · · · + xmym + 1  0,
(x1, x2, . . . , xm) ∈ W(H1, H2, . . . , Hm)}
= {(y1, y2, . . . , ym) ∈ Rm : ξ∗(y1H1 + y2H2 + · · · + ymHm + In)ξ  0, ξ ∈ Cn}
= {(y1, y2, . . . , ym) ∈ Rm: y1H1 + y2H2 + · · · + ymHm + In is positive semideﬁnite}.
This dual set is a closed convex set. By the translation (2.1), we may choose (λ1, . . . , λm) so
that (0, . . . , 0) is an interior point of conv(W(H1 + λ1In, . . . , Hm + λmIn)) in Rm. Every point
(y1, y2, . . . , ym) on the boundary of conv(W(H1, H2, . . . , Hm))∧ satisﬁes
det(In + y1H1 + y2H2 + · · · + ymHm) = 0.
We introduce a homogeneous polynomial
F(y0, y1, y2, . . . , ym) = F(y0, y1, y2, . . . , ym : H1, H2, . . . , Hm)
= det(y0In + y1H1 + y2H2 + · · · + ymHm) (2.2)
associatedwith them-tuple ofHermitianmatrices (H1, H2, . . . , Hm). The form (2.2) is hyperbolic
with repect to the point (1, 0, 0, . . . , 0) ∈ Rm+1 (cf. [1]), that is,
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(i) F(1, 0, . . . , 0) /= 0.
(ii) Every root of the equation F(t, y1, y2, . . . , yn) = 0 in t ∈ C is real for an arbitrary ﬁxed
(y1, y2, . . . , ym) ∈ Rm.
We consider the open set
 = {(y1, y2, . . . , ym) ∈ Rm : F(1, y1, y2, . . . , ym : H1, H2, . . . , Hm) /= 0}.
The interior of conv(W(H1, H2, . . . , Hm))∧ is contained in  by [1, Corollary 3.23], and
conv(W(H1, H2, . . . , Hm))
∧∧ = conv(W(H1, H2, . . . , Hm)).
This fact provides an algebraic method to determine all supporting hyperplanes of
conv(W(H1, . . . , Hm)). Suppose that
F(y0, y1, y2, . . . , ym) =
p∏
j=1
Fj (y0, y1, y2, . . . , ym)
mj
and
F0(y0, y1, y2, . . . , ym) =
p∏
j=1
Fj (y0, y1, y2, . . . , ym)
are, respectively, the irreducible decomposition of the formF in the polynomial ringC[y0, y1, . . . ,
ym] and the associated multiplicity free polynomial, where Fj are mutually disctinct irreducible
factors and mj are their multiplicities. It is known that each factor Fj has a non-zero scalar cj
for which cjFj is a real polynomial (cf. [1, p. 130]). Hence we may assume that Fj are real
polynomials. It is also known that all factors Fj are also hyperbolic with respect to (1, 0, . . . , 0)
(cf. [1, p. 130]). We consider the algebraic variety
SF = SF0 = {[(y0, y1, . . . , ym)] ∈ CPm : F0(y0, y1, . . . , ym) = 0},
where [(y0, y1, . . . , ym)] is the equivalence class containing (y0, y1, . . . , ym) ∈ Cm+1 − (0, . . . , 0)
under the relation (y0, y1, . . . , ym) ∼ (z0, z1, . . . , zm) if (y0, y1, . . . , ym) = k(z0, z1, . . . , zm) for
some nonzero complex number k.
At ﬁrst, we show that the number of ﬂat portions on the boundary of W(H1, H2, H3) of 3 × 3
triple Hermitian is at most 4.
Theorem 2.1. Suppose that (H1, H2, H3) is a triple of 3 × 3 Hermitian matrices with the irre-
ducible associated form F(y0, y1, y3). If the joint numerical range W(H1, H2, H3) contains an
interior point in R3, then the number of singular points of the cubic surface SF in the complex
projective space CP3 is at most 4. In this case, the number of ﬂat portions on the boundary of the
range W(H1, H2, H3) is also at most 4.
Proof. Suppose that the surfaceSF has inﬁnitelymany singular points inCP3. Then those singular
points lie on a unique complex projective line (cf. [5]). Since F is real, the line is expressed as
{[t (a0, a1, a2, a3) + s(b0, b1, b2, b3)] ∈ CP3 : t, s ∈ C} (2.3)
for some real coordinates aj , bj . We shall show that the Hermitian matrices satisﬁes the equation
α1H1 + α2H2 + α3H3 + α0I3 = 0
for some real coefﬁcients αj with (α1, α2, α3) /= (0, 0, 0) and hence the range W(H1, H2, H3)
lies on a plane.
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At ﬁrst, we consider the case when the line (2.3) lies on the plane y0 = 0. In this case we may
assume that the line is expresed as y0 = 0, y3 = 0 by using a rotation. We introduce a ternary
form G by the equation G(y0, y1, y2) = F(y0, y1, y2, 0). Then the line y0 = 0 is the singularity
of the cubic curve G(y0, y1, y2) = 0, and thus
F(y0, y1, y2, 0) = y20 (y0 + ay1 + by2)
for some real numbers a, b, and the matrix H1 + iH2 has a multiple eigenvalue 0. Hence α1H1 +
α2H2 = 0 for some real numbers αj with (α1, α2) /= (0, 0). Secondly, we consider the case when
the line (2.3) lies on an afﬁne plane ay1 + by2 + cy3 + d = 0 with (a, b, c) /= (0, 0, 0). By a
rotation, we may assume that the line is expressed as y2 − p = 0, y3 − q = 0 for some real
numbers p, q. Then the equation
F(1, y1, p, q) = Fy1(1, y1, p, q) = Fy2(1, y1, p, q) = Fy3(1, y1, p, q) = 0
holds. We setG(y0, y1, y2) = F(y0, y1, py2, qy2). ThenG is hyperbolic with respect to (1, 0, 0).
The cubic curve G(y0, y1, y2) = 0 has inﬁnitely many singular points on the line y2 = 1. Hence
the form G is expressed as
G(y0, y1, y2) = (y0 − y2)2(y0 + ry1 + sy2)
andhence thematrixH1 + i(pH2 + qH3) is essentiallyHermitian and it has amultiple eigenvalue.
Thus cos θH1 + sin θ(pH2 + qH3) + uI3 = 0 holds for some θ, u ∈ R. This proves the ﬁrst
claim.
If the boundary of the range W(H1, H2, H3) has a ﬂat portion on the plane a1x1 + a2x2 +
a3x3 + a0 = 0, then the real point (a0, a1, a2, a3) is a singular point of the surface SF . Thus
the number of the ﬂat portions of the boundary of the range W(H1, H2, H3) is less than or
equal to the number of the singular points of the surface SF . The upper bound number of sin-
gular points follows from the classiﬁcation theory of singular points of cubic surfaces (cf. [5, p.
255]). 
Theorem 2.2. Suppose that T is a 3 × 3 complex unitarily irreducible matrix with the Cartesian
decomposition T = (T ) + i(T ) and
F(y0, y1, y2, y3) = det(y0I3 + y1(T ) + y2(T ) + y3T ∗T )
is the associated hyperbolic form. Then the form F is irreducible in the polynomial ring
C[y0, y1, y2, y3].
Proof. If F is reducible then it has a linear factor, say, F1. Since F(y0, 0, 0, 0) = y30 , we may
assume that
F1(y0, y1, y2, 0) = y0 + a y1 + b y2
for some real numbers a, b. Then there exists a non-zero vector ξ ∈ C3 such that(T )ξ = aξ and
(T )ξ = bξ . Since the orthogonal space of ξ is also invariant under (T ) and (T ), it follows
that the matrix T is unitarily reducible which contradicts the assumption. 
Remark. It is known that an irreducible cubic surface may have inﬁnitely many singular points,
and in such a case the singular points lie on a straight line and the cubic surface is necessarily a
ruled surface (cf. [5, p. 252]). It is unknown whether the boundary of the range W(H1, H2, H3)
for n = 3 has 3 or 4 ﬂat portions.
Together with Theorems 2.1 and 2.2, we obtain the following.
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Corollary 2.3. Suppose that T is a unitarily irreducible 3 × 3 matrix and SF is the cubic surface
associated with W(T, T ∗T ). Then the number of singular points of the surface SF in the complex
projective space CP3 is at most 4.
A relation between ﬂat portions on W(T ) and W(T, T ∗T ) is obtained as follows.
Theorem 2.4. Let T be a 3 × 3 unitarily irreducible matrix. If the boundary of the numerical
rangeW(T ) has a ﬂat portion on the line a1x1 + a2x2 + a0 = 0 for some real numbers a0, a1, a2
with (a1, a2) /= (0, 0), then the boundary of the shell W(T, T ∗T ) has a vertical ﬂat portion on
the plane a1x1 + a2x2 + a0 = 0.
Proof. By a scalar multiplication, addition of a scalar matrix and a unitary similarity, we may
assume that
(T ) =
⎛
⎝0 0 00 0 0
0 0 1
⎞
⎠ , (T ) =
⎛
⎝a 0 p0 b q
p q r
⎞
⎠ ,
where a, b, p, q are real numbers and a /= b. By the unitary irreducibility of T , p /= 0, q /= 0.
Then the plane x1 = 0 supports the convex setW(T, T ∗T ). Denote byP the orthogonal projection
of C3 onto the eigenspace X = {(ξ1, ξ2, 0)t : ξ1, ξ2 ∈ C} of (T ) corresponding to the multiple
eigenvalue 0. For a unit vector ξ ∈ C3, the point (T ξ, T ∗T ξ) lies on the plane x1 = 0 if and only
if ξ ∈ X. To prove the theorem, we consider the matrix P (T ∗T + i(T ))P restricted to X which
is represented by
S =
(
a2 + p2 + ia pq
pq b2 + q2 + ib
)
.
Then the matrix S satisﬁes
(S)(S) − (S)(S) =
(
0 −(a − b)pq
(a − b)pq 0
)
and hence S is non-normal and the numerical rangeW(S) is a non-degenerated elliptical disc. 
Suppose the 3 × 3 matrix T has the upper triangular form
T =
⎛
⎝λ1 a γ0 λ2 β
0 0 λ3
⎞
⎠ , (2.4)
where we may assume a ∈ R, β ∈ R. By shifting a scalar matrix, we also assume λ2 = 0 or
λ2 = −(λ1 + λ3). Similar to the existence of ﬂat portions on the boundary of the numerical range
W(T ), the condition λ1 = λ2 = λ3 is not necessary for the boundary of the shell W(T, T ∗T ) to
have a ﬂat portion under the assumption that T is given in a canonical form (2.4). We may assume
that γ is real by a scalar multiplication and a unitary similarity.
To give a necessary condition for the boundary of W(T, T ∗T ) to have a ﬂat portion, we use
the classiﬁcation theory of cubic surfaces. At ﬁrst, we prove the following result.
Theorem 2.5. Suppose that T is a unitarily irreducible nilpotent matrix given by the form (2.4)
with λ1 = λ2 = λ3 = 0, a = 1, β = b > 0 and γ = c ∈ R. Then the cubic surface SF = 0 has
singular points at
(y0, y1, y2, y3) = (0, 1,±i, c/b)
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and these points are biplanar double points. If b /= 1, then the boundary of the shell W(T, T ∗T )
has no ﬂat portion.
Proof. We have the equation
4b F(y0, 1, i + iy2, c/b + y3)
= a11y20 + a22y22 + a33y23 + 2a12y0y2 + 2a13y0y3 + 2a23y2y3 + cubic terms,
where
a11 = 4c(b2 + c2 + 1), a12 = b(b2 + c2 + 1), a13 = a31 = 2b2c,
a23 = a32 = b3, a22 = a33 = 0
andhence det([aij ]) = 0 anda11a22 − a12a21 = −b2(b2 + c2 + 1)2 /= 0.Thus (y0, y1, y2, y3) =
(0, 1, i, c/b) is a biplanar double point of the surface SF . Since F is a real form, its conjugate
(0, 1,−i, c/b) is also abiplanar double point.Weassume that the boundaryof the shellW(T, T ∗T )
has a ﬂat portion on the plane
px0 + qx1 + rx2 + sx3 = 0
for some (p, q, r, s) ∈ R4\{(0, 0, 0, 0)}. Suppose r /= 0. Since F is invariant under the transfor-
mation y2 
→ −y2, the shell W(T, T ∗T ) has another ﬂat portion on the plane
px0 + qx1 − rx2 + sx3 = 0.
Since T is a unitarily irreducible nilpotent matrix, its eigenvalue 0 is an interior point of W(T )
and (p, q, s) /= (0, 0, 0). Hence the surface has two distinct real singular points at
(y0, y1, y2, y3) = (p, q,±r, s).
The surface SF has two other imaginary singularities (0, 1,±i, c/b). By the classiﬁcation theory
of cubic surface, the 4 isolated singularities of SF must be ordinary (cf. [5, p. 255]), it leads to a
contradiction. Thus, if the boundary of W(T, T ∗T ) has a ﬂat portion, it must lie on the plane of
the form
px0 + qx1 + sx3 = 0
and then the boundary of the numerical range of (T ) + iT ∗T must have a ﬂat portion. But the
curve
G(y0, y1, y3) = det(y0I3 + y1(T ) + y3T ∗T ) = 0
has a unique singular point at (1, 2c, c2 − 1) if and only if b = 1. Hence the boundary of the shell
W(T, T ∗T ) has no ﬂat portion if b /= 1. 
Theorem 2.6. Suppose that T is a unitarily irreducible nilpotent matrix given by the form (2.4)
with λ1 = λ2 = λ3 = 0, a = β = 1 and γ = c ∈ R. Then the boundary of the shell W(T, T ∗T )
has a ﬂat portion on the plane
2cx1 + (c2 − 1)x3 + 1 = 0 (2.5)
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and the ﬂat portion is an elliptical disc{(−c(2c2 + 1) + (1 − c2)r cos θ
2(c4 + c2 + 1) ,
r sin θ
2
√
c4 + c2 + 1 ,
c2 + 1 + r c cos θ
c4 + c2 + 1
)
0  r  1, 0  θ  2π
}
. (2.6)
Proof. We compute that
F
(
y0,− −2c
c2 + 1 , 0,−
1 − c2
c2 + 1
)
= det
(
y0I3 −
(
− 2c
c2 + 1(T ) +
1 − c2
c2 + 1T
∗T
))
=
(
y0 − 1
c2 + 1
)2
(y0 + c2).
Then the inequality
−c2  −2c
c2 + 1x1 +
1 − c2
c2 + 1x3 
1
c2 + 1
holds for every point (x1, x2, x3) of W(T, T ∗T ), and (2.5) is a supporting plane of W(T, T ∗T ).
We show that the intersection of the shellW(T, T ∗T ) and the plane is a non-degenerated elliptical
disc by an algebraic method. The form F = FT is given by
4F(y0, y1, y2, y3) = 4y30 + (4c2 + 8)y20y3 − (c2 + 2)(y0y21 + y0y22 )
− 4c y0y1y3 + 4y0y23 + c (y31 + y1y22 ) − (y21y3 + y22y3).
For every unit vector (p, q, r) ∈ R3 other than (−2c/(c2 + 1), 0, (1 − c2)/(1 + c2)), there exists
a unique point (x(0)1 , x
(0)
2 , x
(0)
3 ) satisfying
px
(0)
1 + qx(0)2 + rx(0)3 = max{px1 + qx2 + rx3 : (x1, x2, x3) ∈ W(T, T ∗T )}
= max{t ∈ R : F(t,−p,−q,−r)},
which is denoted by M(p, q, r). If a point (p, q, r) runs over the unit sphere except for the point
(−2c/(c2 + 1), 0, (1 − c2)/(c2 + 1)), then the corresponding point (x(0)1 , x(0)2 , x(0)3 ) runs over
the boundary of the shell W(T, T ∗T ) except for its intersection with the plane (2.5). Hence, we
may obtain the boundary ofW(T, T ∗T ) except of its intersection of the plane (2.5) as the envelope
of the 2-parameter family of planes
{px1 + qx2 + rx3 = M(p, q, r) : (p, q, r) ∈ R3, p2 + q2 + r2 = 1,
(p, q, r) /= (−2c/(c2 + 1), 0, (1 − c2)/(c2 + 1)}.
The envelope lies on the dual algebraic surface of F(y0, y1, y2, y3) = 0. The equation G(x0, x1,
x2, x3) = 0 of the dual surface can be obtained by eliminations of variables. Indeed, it is given by
G(x0, x1, x2, x3)
= −x30x3 + x20x21 + x20x22 − 4cx0x1x3 + (−2c2 + 6)x20x23
+ 4c(x0x31 + x0x1x22 ) − (2c2 + 22)x0x21x3 + (2c2 − 22)x0x22x3
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− (4c3 + 20c)x0x1x22 − (c4 + 10c2 + 12)x0x33 + (4c2 + 16)x41
+ (4c2 + 32)x21x22 + 16x42 + (4c3 + 20c)(x31x3 + x1x32x3)
+ (c4 + 10c2 + 13)(x21x23 + x22x23 + 2cx1x33 + (c2 + 8)x43 . (2.7)
If c /= 0,we solve (2.5) in x1 and substitute it into (2.7). Thenwe obtain the equation of intersection
of the main part of the boundary of W(T, T ∗T ) and the plane (2.5). The intersection is given by
the ellipse
x20 − (2c2 + 2)x0x3 + 4c2x22 + (c4 + c2 + 1)x23 = 0. (2.8)
We remove the condition c /= 0 byusing a parameter representation. Theﬂat portion is the elliptical
disc bounded by the ellipse (2.8), and it is given by (2.6). 
Remark. In the case λ1 = λ2 = λ3 = 0, a = β = 1, γ = 0, the numerical range W(T ) is a disc
{z ∈ C : |z|  1/2}. In this case the boundary of the shell W(T, T ∗T ) has a ﬂat portion on the
plane x3 = 1. This phenomenon is generalized to the n × n shift matrix (cf. [6]).
3. Examples
Example 1. Motivated by Examples 3 and 4 in [9], we consider the matrices
H1 =
⎛
⎝0 1 01 0 0
0 0 0
⎞
⎠ , H2 =
⎛
⎝0 −i 0i 0 0
0 0 0
⎞
⎠ , H3 =
⎛
⎝1 0 00 1 0
0 0 0
⎞
⎠ .
Then the joint numerical range of H1, H2 and H3 is the conic solid
W(H1, H2, H3) = {(x1, x2, x3) ∈ R3 : 0  x3  1, x21 + x22  x23 }.
The boundary of W(H1, H2, H3) has a ﬂat portion{(x1, x2, 1) : x21 + x22  1}. More examples
and results on ﬂat portions of the (classical) numerical range can be found in [4,8,12,14,17].
Flat portions are closely related with the real singulaities of the surface SF . We give an example
of a joint numerical range W(H1, H2, H3) for which the intersection of a support plane X and
the range W(H1, H2, H3) is a line segment even though the associated form F is irreducible.
Example 2. Let
H1 =
⎛
⎝1 0 00 −1 1
0 1 0
⎞
⎠ , H2 =
⎛
⎝0 0 −i0 0 0
i 0 0
⎞
⎠ , H3 =
⎛
⎝0 0 00 0 0
0 0 1
⎞
⎠ .
Then the form F associated to these Hermitian matrices is given by
F(y0, y1, y2, y3) = y30 + y20y3 − 2y0y21 − y0y22 − y31 − y21y3 + y1y22 .
The cubic surface SF has a biplanar double point at (y0, y1, y2, y3) = (0, 0, 0, 1) and an ordinary
double point at (y0, y1, y2, y3) = (1,−1, 0,−1/2) (cf. [5]). The boundary of the joint numerical
range has a ﬂat portion on the plane
−x1 − 1
2
x3 + 1 = 0
and its projection on the (x1, x2) plane is the elliptical disc bounded by the curve
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20x21 − 32x1 + x22 + 12 = 0.
However the plane x3 = 0 supports the range W(H1, H2, H3) and its intersection with the range
is not a single point, it is a line segment
{(x1, 0, 0) : −1  x1  1}.
We may call it an ‘edge portion’. One end point (1, 0, 0) of the above line belongs also to the ﬂat
portion. The equation of the dual surface of the cubic surface SF is given by
G(1, x1, x2, x3) = 20x43 − 8x1x33 − 24x33 + 4x21x23 + 8x22x23 + 8x1x23
+ 4x23 − 4x1x22x3 − 4x22x3 + x42 .
Since G(1, x1, x2, 0) = x42 , the line x2 = 0 on the plane x3 = 0 is contained in the quartic surface
S∧F (R). Thus this surface contains a point (x1, x2, x3) = (2, 0, 0) /∈ W(H1, H2, H3).
We provide another example of the joint numerical range W(H1, H2, H3) for 3 × 3 Hermitian
matrices for which the boundary of the range has two ﬂat portions.
Example 3. Let
H1 =
⎛
⎝1 0 00 0 1
0 1 0
⎞
⎠ , H2 =
⎛
⎝1 0 00 0 −i
0 i 0
⎞
⎠ , H3 =
⎛
⎝3 1 01 1 0
0 0 −1
⎞
⎠ .
The form F asociated to these Hermitian matrices is given by
F(y0, y1, y2, y3) = y30 + y20 (y1 + y2 + 3y3) + y0(−y21 − y22 − 2y23 ) − y31 − y32
− 3y21y3 − 3y22y3 − y1y23 − y2y23 − 2y33 .
Since this form is invariant under the exchange of y1, y2, the range W(H1, H2, H3) is symmetric
with respect to the plane x2 = x1. The boundary of the rangeW(H1, H2, H3) has two ﬂat portions
respectively on the plane x1 = 1 and on the plane x2 = 1. The latter is the elliptical disc on the
plane x2 = 1:
22
(
x1 − 1
2
)2
− 12
(
x1 − 1
2
)(
x3 − 3
2
)
+ 2
(
x3 − 3
2
)2
 1.
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