I. Introduction
When working with numbers such as real numbers or complex numbers , there are unambiguous notion of a magnitude | | | | of a number, with which to measure which numbers are larger and which are small. One can also use this notion of magnitude to define a distance | | | | between two real numbers x, y , or between two complex numbers z, w , thus giving a quantitative measure of which pairs of numbers are close and which ones are far apart. This situation becomes more complicated however when dealing with objects with more degrees of freedom. Consider for instance the problem of determining the magnitude of a three-dimensional rectangular box. There are several candidates for such a magnitude: length, width, height, volume, surface area, diameter (i.e length of the diagonal), eccentricity, and so forth. Unfortunately, these magnitudes do not give equivalent comparisons: box A may be longer and have more volume than box B, but box B may be wider and have more surface area, and so forth. Because of this one abandon the idea that there should only be one notion of magnitude for boxes, and instead accept that there are instead multiplicities of such notions, all of which have some utility. Thus for some applications one may wish to distinguish the large volume boxes from the small volume boxes, while in others one may want to distinguish the eccentric boxes from the round boxes. Of course, there are several relationships between the different notions of magnitude (e.g. the isoperimetric inequality allows one to obtain the upper bound for the volume in terms of the surface area), so the situation is not as disorganized as it may first appear [5] .
Now we turn to functions with a fixed domain and range (e.g. functions f : [1, 1] R from the interval [1, 1] to the real line R). These objects have infinitely many degrees of freedom, and so it should not be surprising that there are now infinitely many distinct notions of magnitude, all of which provide a different answer to the question "how large is a given function f?", or to the closely related question "how close together are two functions f,g?", in some cases, certain functions may have infinite magnitude by one such measure, and finite magnitude by the another; similarly, a pair of functions may be very close by one measure and very far apart by another. Again this situation may seem chaotic, but it simply reflects the facts that functions have many distinct characteristics -some are tall, some are broad, some are smooth, some are oscillatory, and so forthdepending on the application at hand. One may want to give more weight to one of these characteristics than to others. In analysis, this is embodied in the variety of standard function spaces, and their associated norms, which are available to describe functions both qualitatively and quantitatively. While these spaces and norms are mostly distinct from each other, they are certainly interrelated, for instance, through such basic facts of analysis such as approximability by test functions (or in some cases by polynomials), by embedding such as sobolev embedding, and by interpolation theorems [2] .
More formally, a function space is a class X of functions together with a norm which assigns a nonnegative number ‖ ‖ to every function in X; this function is the function space's way of measuring how large a function is. It is common (though not universal) for the class X of functions to consist precisely of those functions for which the definition of the norm ‖ ‖ makes sense and is finite; thus the mere fact that a function f has membership in a function space X conveys some qualitative information about that function (it may imply some regularity, some decay, some boundedness, or some integrability on the function f ), while the norm ‖ ‖ supplements this qualitative information with a more quantitative measurement of the function (e.g. how regular is f? how much decay does f have? by which constant is f bounded? what is the integral of f?). Typically, we assumed that the function space X and its associated norm ‖ ‖ obey a certain number of axioms; for instance, a rather standard set of axioms is that X is a real or complex vector space, that the norm is non-degenerate (‖ ‖ , for non-zero f), homogeneous of degree 1, and obeys the triangle inequality ‖ ‖ ‖ ‖ ‖ ‖ ; furthermore, the space X when viewed using the metric d(f,g) = ‖ ‖ is a complete metric space [10] . Spaces satisfying all of these axioms are known as Banach spaces, and enjoy a number of good properties [4] . A majority (but certainly not all) of the standard function spaces are Banach spaces. More also, a Banach space which is also closed under multiplication is refers to as a Banach algebra.
The concept of functions of bounded variation has been well-known since Jordan gave the complete characterization of functions of bounded variation as a difference of two increasing functions in 1881. This class of functions immediately proved to be important in connection with the rectification of curves and with the Dirichlet's theorem on convergence of Fourier series. Functions of bounded variation exhibit so many interesting properties that make them a suitable class of functions in a variety of contexts with wide applications in pure and applied mathematics [9] .
Riesz in 1910 generalized the notion of Jordan and introduced the notion of bounded and showed that, for , this class coincides with the class of functions absolutely continuous with the derivative in space . On the other hand, this notion of bounded was generalized by Medvedev in 1953 who introduce the concept of bounded in the sense of Riesz and also showed a Riesz's Lemma for this class of functions [7] .
Korenblum in 1975 introduce the nation of bounded variation. This concept differs from others due to the fact that it introduces a distribution function that measures intervals in the domain of the function and not in the range [1] . in the sense of Riesz-Korenblum, which is a combination of the notions of bounded in the sense of Riesz and bounded in the sense of Korenblum, and proved some properties of this class of functions and it relation with the functions of bounded and bounded in the sense of Riesz. The same study proved that the space generated by this class of functions is a Banach space with a given norm and that the uniformly bounded composition operator satisfies Matkowski's weak condition in this space [9] .
II. Preliminary
In this section we present some definitions and preliminary results related to the notion of functions of bounded -variation in the sense of Riesz -Korenblum. [13] , [14] 
III. Main Results
In this section we present the principal results of this paper. 
] is a normed space, where is the Minkowski functional associated to the set . Proof (see [9] ). Theorem 5. Let be a convex -function, such that -function such that satisfies the condition , then, the space [ ] ‖ ‖ is Banach space. Proof (see [9] ).
IV. The Banach Algebra
. Hence, by definition 9(6) we have
The proof is complete.
V.
The , hence the result follows from the last inequality above.
VI. Conclusion
At the beginning of the paper we followed the laid down steps by Castillo [9] and other authors in the references to introduced the notion of bounded -variation in the sense of Riesz-Korenblum. This is a combination of the notions of bounded -variation in the sense of Riesz and bounded -variation in the sense of Korenblum. We further introduced a norm such that the space generated by this class of functions is Banach algebra. The problems are readily side-stepped by restricting attention to functions of bounded -variation in the sense of Riesz-Korenblum. The submultiplicativity of the norm is obtained and characterization of the composition operator briefly demonstrated. However, other interesting aspects such as inclusion of the space [ ] into [ ] were not touched because of time space. Thus, that may be an interesting task for our readers.
