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FRAME BUNDLE APPROACH TO GENERALIZED MINIMAL
SUBMANIFOLDS
KAMIL NIEDZIA LOMSKI
Abstract. We extend the notion of r–minimality of a submanifold in arbi-
trary codimension to u–minimality for a multi–index u ∈ Nq, where q is the
codimension. This approach is based on the analysis on the frame bundle of
orthonormal frames of the normal bundle to a submanifold and vector bundles
associated with this bundle. The notion of u–minimality comes from the vari-
ation of σu–symmetric function obtained from the family of shape operators
corresponding to all possible bases of the normal bundle. We obtain the vari-
ation field, which gives alternative definition of u–minimality. Finally, we give
some examples of u–minimal submanifolds for some choices of u.
1. Introduction
The notion of minimality of a submanifold has long history. It has been con-
sidered by many authors within many contexts. Minimality can be defined by
vanishing of the mean curvature – the trace of the second fundamental form. The
other possible extrinsic conditions we may impose on a submanifold are: total
geodesicity, when second fundamental form vanishes, and total umbilicity, when
the second fundamental form is proportional to the mean curvature vector.
While studying hypersurfaces, i.e. codimension one submanifolds, we may con-
sider more invariants, which come from eigenvalues of the second fundamental
form. We define the r–th curvature as a r–th symmetric function of the principal
curvatures. This has been extensively considered since Reilly’s work [16]. Let us
briethly recall his approach. Let L be a hypersurface in a Riemannian manifold
(M, g) with the Levi–Civita connection ∇. Denote by B the second fundamental
form and by A = AN the shape operator corresponding to a choice of normal
vector N ,
B(X, Y ) = (∇XY )
⊥, g(A(X), Y ) = g(B(X, Y ), N), X, Y ∈ TL.
The symmetric function Sr of A is defined by the characteristic polynomial
χA(t) = det(I + tA) =
n∑
r=0
Srt
r,
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where n = dimL. It is a remarkable observation that the variation of Sr is
described by the Newton transformation Tr = Tr(A). Namely, let
Tr =
r∑
j=0
(−1)jSjA
r−j, r = 0, 1, . . . , n.
Then, we have
(1.1)
d
dt
Sr(t) = tr
(
d
dt
A(t) · Tr−1
)
,
where Sr(t) is a one parameter family of symmetric functions corresponding to a
family of operators A(t), which satisfies A(0) = A [16]. With the use of the above
formula Reilly obtained the variation of the integral of Sr in the case of M being
of constant sectional curvature. The Euler–Lagrange equation defines the notion
of r–minimality. Studies on submanifolds satisfying certain conditions involving
r–th mean curvature has been recently very fruitful [1, 2, 6, 7, 12]. Analogous
considerations has been also led in the case of foliations [6, 4].
There has been several attempts to generalize this approach to submanifolds
of arbitrary codimension (see [17, 9, 10]) and to the case of arbitrary foliations
[8, 5]. The problems which appear are the following. First of all, the normal
bundle to a submanifold is not trivial in a sense that the covariant derivative ∇⊥
does not annihilate unit vector fields. Secondly, there is no canonical choice of the
orthonormal basis in the normal bundle. The second problem has been overcome
(see [17, 13]) by introducing transformations which depend only on the points on
the manifold,
(Tr)
i
j =
1
r!
∑
i1,...,ir ;j1,...,jr
δ
i1...,iri
j1...,jrj
g(Bi1j1, Bi2j2) . . . g(Bir−1jr−1, Birjr)
for r even, and
(T αr )
i
j =
∑
i1,...,ir;j1,...,jr
δ
i1...,iri
j1...,jrj
g(Bi1j1, Bi2j2) . . . g(Bir−2jr−2, Bir−1jr−1)(A
α)ij
for r odd, where δi1,...,irj1,...,jr is the generalized Kronecker symbol and Bij = B(ei, ej)
for some choice of orthonormal basis (ei). Then
Sr =
1
r
∑
i,j,α
(T αr−1)
i
j(A
α)ji for r even,
Sr =
1
r
∑
i,j,α
(Tr−1)ij(A
α)jieα for r odd,
denote the r–th symmetric function (vector field) of curvatures. In [9] the authors
studied r–th minimality and stability with respect to these generalized transfor-
mations. The stability conditions led to non–existence results of stable minimal
submanifolds on spheres [21, 9].
In this article, we define the notion of minimality associated with the gen-
eralized Newton transformation introduced by Andrzejewski, Koz lowski and the
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author [3]. The idea of comes from then definition of symmetric functions associ-
ated with a system A = (A1, . . . , Aq) of matrices (endomorphisms),
χA(t) =
∑
u
σut
u,
where u = (u1, . . . , uq) ∈ N
q is a multi–index, t = (t1, . . . , tq) and t
u = tu11 . . . , t
uq
q .
Generalized Newton transformation Tu = Tu(A) depends on the multi–index u
and a system of endomorphisms A and its recursive definition is the following
T0 = I, Tu = σuI −
∑
α
AαTα♭(u),
where α♭(u) is a multi–index obtained from u by subtracting 1 in the α–th coor-
dinate. Moreover, it satisfies analogue of the condition (1.1), namely,
d
dt
σu(t) =
∑
α
tr
(
d
dt
Aα(t) · Tα♭(u)
)
.
With the use of above characterization of Tu we study the variation of σu.
In this setting, σu are symmetric functions of the family of shape operators
(Ae1, . . . , Aeq) corresponding to the choice of the orthonormal basis (eα) in the
normal bundle to L ⊂M . Thus σu are functions on the principal bundle P of all
normal orthonormal frames over the submanifold. The integrals of σu over P with
respect to normalized measure are called total extrinsic curvatures and denoted
by σˆu.
Notice, that in the case of distributions and foliations different types of cur-
vatures has been recently considered [20, 19], mainly, in order obtain integral
formulas. The ones used in this context have been introduced by Andrzejewski,
Koz lowski and the author [3] for distributions to obtain different types of integral
formulas related to extrinsic geometry.
In this article, we derive the formula for the variation d
dt
σˆu. We show that at
t = 0
d
dt
σˆu =
∫
L
g(Ru +Wu − Su, V ) dvolL,
where V is the variation field and Ru, Su,Wu are integrals over the fibers of the
following sections of the normal bundle to L over P ,
Ru = −
∑
α,β
tr((R(eα, ·)eβ)
⊤Tα♭(u))eβ, Su =
∑
α
tr(AαTu)eα,
Wu =
∑
α
div(divTα♭(u))eα,
respectively, where Xα denotes the α coefficient of X with respect to (eα) ∈ P .
This condition can be interpreted the case ofM being a space form with sectional
curvature c. Then divergences of Tα♭(u) vanish and Ru reduces to c(n−|u|+1)Hu,
where n = dimL and
Hu =
∑
α
σα♭(u)eα.
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Hence, in this case, u–minimality is equavalent to the condition (see Theorem
4.4)
c(n+ 1− |u|)Hu = Su.
These results generalize the codimension one results by Reilly [16] and, in a sense,
the results of Cao and Li [9]. This is due to the fact that Tu in codimension one
reduces to the classical Newton transformation Tr, whereas transformations Tr in
arbitrary codimension used in [9] are obtained from Tu for multi–indices of length
|u| = r (see [3]). In the end, we give some examples of u–minimal submanifolds.
Among others, we show that 0–minimality is equivalent to classical notion of
minimality.
Throughout the paper, we use the following index convention:
i, j, k = 1, 2, . . . , dimL; α, β, γ = q + 1, q + 2, . . . , dimM.
Acknowledgment. The author wishes to thank Krzysztof Andrzejewski, Woj-
ciech Koz lowski and Pawe l Walczak for fruitful conversations and discussions on
this topic. Last but not least, the author wishes to thank anonymous referee for
critical look at the previous version of the article, for finding many mistakes and
for many valuable comments.
2. Generalized Newton transformation and its basic properties
In [3] the authors introduced the notion of the generalized Newton transfor-
mation in order to study geometry of foliations of codimension higher than one.
This transformation generalizes the classical Newton transformation to the case
of finite family of operators. Let us recall this notion and state its properties.
Fix a positive integer q and let u ∈ Nq (N denotes here the set of all non–
negative integers). We define the length of u by |u| = u1 + u2 + . . . ,+uq. Let
A = (A1, A2, . . . , Aq) be a family of square n by n operators (matrices) on some
vector space V . Then we can consider the characteristic polynomial χA of the
form
χA(t) = det(I + tA),
where t = (t1, . . . , tq) and tA = t1A1 + t2A2 + . . .+ tqAq. Clearly,
χA(t) =
∑
|u|≤n
σu(A)t
u,
for some constants σu = σu(A), where t
u = tu11 t
u2
2 . . . t
uq
q for u = (u1, . . . , uq). We
call σu the symmetric functions associated with the system A.
Definition 1. A system Tu = Tu(A), |u| ≤ n, of endomorphisms is called the
generalized Newton transformation if the following condition holds: Let A(t) be
a one parameter family of operators such that A(0) = A and let σu(t) be the
corresponding symmetric functions. Then
(2.1)
d
dt
σu(t)t=0 =
∑
α
tr
(
d
dt
Aα(t)t=0 · Tα♭(u)
)
,
where α♭(u) denotes the multi–index obtained from u by subtracting 1 in the
α–th coordinate.
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One can show that (Tu)|u|≤n exists and is unique [3]. Moreover, it can be
characterized by the following recursive correspondence
T0 = I, 0 = (0, 0, . . . , 0),
Tu = σuI −
∑
α
AαTα♭(u)(2.2)
= σuI −
∑
α
Tα♭(u)Aα, |u| ≥ 1.
The generalized Newton transformation has the following useful properties [3].
Proposition 2.1. Let A = (A1, . . . , Aq) be a family of operators on a vector
space V . Let (Tu) be the generalized Newton transformation associated with A
and let σu be the corresponding symmetric functions. Then the following relations
hold
|u|σu =
∑
α
tr(AαTα♭(u)),
trTu = (n− |u|)σu.
One can obtain the direct formula for Tu and for σu (see [3], eq. (3) and (10)).
3. Frame bundle approach to submanifold geometry
3.1. Bundle constructions. Let (M, g) be a Riemannian manifold, ϕ : L 7→M
a codimension q submanifold, such that ϕ is an isometric immersion. Thus, we
identify L with its image ϕ(L) ⊂ M . Let ∇ be the Levi-Civita connection of g.
Consider the pull–back bundle TM |L over L, which is just a tangent bundle of
M restricted to L. This bundle splits into two bundles TL and T⊥L with respect
to the decomposition
(3.1) TM = TpL⊕ T
⊥
p L, p ∈ L.
Denote by ∇⊤ and ∇⊥ the induced connections in these bundles, respectively.
Let P = O(T⊥L) (or P = SO(T⊥L) assuming L is transversally orientable) be
a bundle of (oriented) orthonormal frames of T⊥L. Alternatively, Γ(P ) consists
of all sections, which assign an orthonormal basis (p, e) = (eα)α=1,...,q, where
eα ∈ T
⊥
p L, to any point p ∈ L.
Moreover, let pi−1P TM |L be a vector bundle over P with the fiber
(pi−1P TM |L)(p,e) = TpM.
This bundle splits into direct (orthogonal) sum of bundles E and E ′ with respect
to the decomposition (3.1). In other words,
E(p,e) = TpL, E
′
(p,e) = T
⊥
p L.
Notice that both bundles E and E ′ are pull–back bundles pi−1P TL and pi
−1
P T
⊥L,
respectively. The connections ∇⊤ and ∇⊥ induce pull–back connections ∇E and
∇E
′
in bundles E and E ′, respectively, i.e.
∇EX(Y ◦ piP ) = ∇
⊤
πP∗X
Y, ∇E
′
X (Y ◦ piP ) = ∇
⊥
πP∗X
Z
where X ∈ TP , Y ∈ Γ(TL), V ∈ Γ(T⊥L).
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3.2. Frame bundle calculus. In this subsection we briefly review some basic
facts about differentiation and integration on the frame and associated vector
bundles, which we will need later. For detailed (general) description see [3, Ap-
pendix]. Let us keep the notation from the previous subsection.
Connection∇⊥ on L induces horizontal distributionH on P . Then, each vector
X ∈ TpL has a unique horizontal lift X
h
(p,e) to H(p,e). Let e be a local section of
P such that ep∗X = Xh(p,e). Then X
h
(p,e)f = X(f ◦ e)(p) for any f ∈ C
∞(P ).
Moreover, for such e we have at p
(∇EXhY ) ◦ e = ∇
⊤
X(Y ◦ e), (∇
E′
XhY ) ◦ e = ∇
⊥
X(Y ◦ e)
Denoting by λG the (normalized) Haar measure on G, we may define integra-
tion on the fiber Pp as follows∫
Pp
f dvolPp =
∫
G
f((p, e0) · g) dλG.
One can see that the integral on the right hand side does not depend on the choise
of the reference basis (p, e0). Denote the above integral by fˆ(p). Then integral
over P is just the integral of fˆ over L. The following useful formula holds
X̂hf = Xfˆ, X ∈ Γ(TL), f ∈ C∞(P ).
Moreover, notice that if Y ∈ Γ(E) (or Y ∈ Γ(E ′), respectively), then we may
average Y in the fibers to obtain a vector field Yˆ ∈ Γ(TL) (or Yˆ ∈ Γ(T⊥L),
respectively) by integrating coordinates of Y . It can be shown that such integral
is well defined, i.e. independent of the choice of point–wise basis.
Finally, let us define the notion of gradient, hessian and divergence with re-
spect to E and restricted to the horizontal distribution. Denote by divETu the
divergence of Tu, which a section of the bundle E of the form
divETu =
∑
i
(∇Eehi
Tu)(ei ◦ piP ),
where (ei) is any orthonormal basis on L. Then the following recurrence formula
holds [3]
(3.2) divETu = −
∑
α
Aα(divETα♭(u)) +
∑
α,i
R(eα, Tα♭(u)ei)ei)
⊤, divET0 = 0.
Moreover, gradf ∈ Γ(E), Hess f ∈ Γ(E∗ ⊗ E∗) and divE(W ) ∈ C∞(P ) are
defined as follows
g(gradE f,X) = X
hf, f ∈ C∞(P ), X ∈ TL,
Hess f(X, Y ) = g(∇EXhgradE f, Y ), f ∈ C
∞(P ), X, Y ∈ TL,
divE(W ) =
∑
i
g(∇Eehi
W, ei ◦ piP ), W ∈ Γ(E),
where (ei) is an orthonormal basis in TL. Notice that Hess f is not, in general
symmetric in X, Y . The skew–symmetric part R(X, Y )∗f , where upper index ∗
denotes the fundamental vertical vector field, vanishes if f is constant on the
fibers, hence, if f = fL ◦ piP for some fL ∈ C
∞(L).
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3.3. Generalized extrinsic curvatures. Let N ∈ T⊥p L. Then N induces the
shape operator AN : TpL→ TpL by the formula
AN(X) = − (∇XN)
⊤
, X ∈ TpL.
Varying N ∈ Γ(E ′) we have AN ∈ Γ(End(E)). For an element (p, e) of P we may
consider a family of shape operators
A(p, e) = (Ae1 , Ae2, . . . , Aeq), (p, e) = (e1, . . . , eq).
We will write Aα instead of A
eα. To each such family we can associate the sym-
metric functions
σu(p, e) = σu(A(p, e)),
where u = (u1, u2, . . . , uq) ∈ N
q is a fixed multi–index. Thus σu ∈ C
∞(P ). More-
over, the generalized Newton transformation Tu associated with A is a section of
End(E).
Definition 2. Function σu induces a smooth function σˆu on L,
σˆu(p) =
∫
Pp
σu dvolPp, p ∈ L.
We call σˆu the generalized extrinsic curvature of L or u–extrinsic curvature.
Remark 3.1. For some choices of u the generalized extrinsic curvatures vanish,
but there are many multi–indices u for which σˆu is non–zero and gives information
on the submanifold.
For indices 1 ≤ α1 < . . . < αk ≤ q, consider a map Fα1,...,αk : P → P which
maps vector eαi to −eαi . Then
σu(Fα1,...,αk(p, e)) = (−1)
uα1+...+uαkσu(p, e).
Therefore the following two conditions hold (compare [3]):
• if G = O(q) and at least one of indices u1, . . . , uq is odd, then σˆu = 0,
• if G = SO(q) and there is one index odd and one even, then σˆu = 0.
It follows, that if all indices u1, . . . , uq are even then σu is not, in general, equal
to zero. Thus the first nontrivial case is u = α♯α♯(0) (compare Example 4).
Moreover, consider the map Hτ : P → P , where τ ∈ Sq is a permutation of q
elements, which permutes the elements in the basis,
Hτ (p, e1, . . . , eq) = (p, eτ(1), . . . , eτ(q)).
Then, looking at the both sides of the characteristic polynomial of the system
A = (A1, . . . , Aq) we conclude that
σu(Hτ (p, e)) = σu◦τ (p, e).
Integrating both sides over P we obtain the following relations:
• if G = O(q), then σˆu = σˆu◦τ for all permutations τ ∈ Sq,
• if G = SO(q), then σˆu = σˆu◦τ for all even permutations τ ∈ Sevenq .
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Therefore, instead of σˆu we may consider quantities
σˆu =
1
q!
∑
τ∈Sq
σˆu◦τ for G = O(q),
σˆu =
1
(q − 1)!
∑
τ∈Sevenq
σˆu◦τ for G = SO(q).
Notice, that in particular α♯α♯(0)–minimality is equivalent to being a critical
point of the variation of 1
q
(
σˆ(2,0,...,0,0) + . . .+ σˆ(0,0,...,0,2)
)
(compare Example 4 in
the last section).
Let us define for a fixed multi–index u ∈ Nq four sections Ru,Hu,Su,Wu ∈
Γ(E ′). Namely, we put
Ru(p, e) = −
∑
α,β
tr(RαβTα♭(u))eβ ,
Hu(p, e) =
∑
α
σα♭(u)eα,
Su(p, e) =
∑
α
tr(AαTu)eα,
Wu(p, e) =
∑
α
divE(divETα♭(u))eα,
(3.3)
where Rαβ ∈ Γ(E
∗ ⊗E∗) is given by
(3.4) Rα,β(p, e)(X, Y ) = g(R(eα, X)eβ, Y ), X, Y ∈ TpL.
These sections induce sections Ru, Hu and Su of T
⊥L, respectively, by integrating
over the fibers. Let us describe above quantities in the codimension one case. We
have
Rr = −tr(RNNTr−1)N =
∑
i
(R(N, Tr−1ei)ei)
⊥,
Hr = σr−1N,
Sr = tr(ATr)N = (r + 1)σrN,
Wr = div(divTr−1)N.
3.4. Differential operators. In this subsection we generalize some of the re-
sults obtained by Rosenberg [18] concerning differential operators induced by the
Newton transformation. Let us begin with the fact about differentiation of sym-
metric functions σu in the horizontal direction [3]. Denote by H the horizontal
distribution in P induced by the connection ∇⊥.
Proposition 3.2. The following relations hold
Xhσu =
∑
α
tr
((
∇EXhAα
)
· Tα♭(u)
)
=
∑
α
tr
((
∇EXhA
)
α
· Tα♭(u)
)
, X ∈ TL.
(3.5)
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Recall that the covariant derivative (∇E
Xh
A)α is defined as
(∇EXhA)αY = ∇
E
XhAαY −Aα(∇
E
XhY )− A
∇E′
Xh
eαY, Y ∈ Γ(E).
Proof. Fix a basis (p, e) ∈ P and a vector X ∈ TpL. Let γ be a curve on L
such that γ(0) = p and γ′(0) = X . Consider the horizontal lift γh to (p, e), i.e.,
γh(0) = (p, e) and (γh)′(0) = Xh(p,e). Denote by τt the parallel displacement with
respect to γ from p to γ(t). Put
A˜(t) = τ−1t ◦A(γ
h(t)) ◦ τt, and σ˜u(t) = σu(A˜(t)).
Then A˜ = (A˜1, . . . , A˜q) is a one–parameter family of q endomorphisms of TpL.
Notice that A˜(0) = A(p, e). Thus, by a definition of generalized Newton trans-
formation, we get
d
dt
σ˜(t)t=0 =
∑
α
tr
(
d
dt
A˜α(t)t=0 · Tα♭(u)(p, e)
)
.
Moreover,
d
dt
σ˜u(t)t=0 =
d
dt
σu(γ
h(t))t=0 = (X
hσu)(p, e)
and for Y ∈ TpL
d
dt
A˜α(t)t=0Y =
d
dt
(
τ−1t A
eα(γh(t))τtY
)
t=0
= ∇⊤XAαY −A
∇⊥XeαY −Aα(∇⊤XY )
= (∇⊤XA)αY.
Since we consider bases e ∈ P along γh, is follows that each eα is parallel along
X , ∇⊥Xeα = 0. Now (3.5) follows from relation ∇
⊤
XA = (∇
E
Xh
A)◦e (see subsection
3.2). 
For any section W ∈ Γ(E ′) denote by Wα a (smooth) function on P of the
form
Wα(p, e) = g(W, eα)p, (p, e) ∈ P.
Notice that any vector field X ∈ Γ(TL) induces a vector field X ◦ piP ∈ Γ(E)
and, hence, a function (X ◦ piP )α denoted shortly by Xα. Notice, moreover, that
(3.6) HessWα(X, Y ) = ((∇
⊥)2X,YW )α, W ∈ Γ(T
⊥L).
In deed, fix a basis (p, e) ∈ P and extend it locally to a parallel section e ∈ Γ(P )
at (p, e). Then at (p, e)
HessWα(X, Y ) = g(∇
⊤
X(gradEWα ◦ e), Y )
= Xg(gradEWα ◦ e, Y )− g(gradE Wα ◦ e,∇
⊤
XY )
= XY g(W, eα)− (∇
⊤
XY )g(W, eα)
= g(∇⊥X(∇
⊥
YW ), eα)− g(∇
⊥
∇⊤XYW, eα)
= g((∇,⊥)2X,YW, eα).
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Remark 3.3. Notice that above relation can be proved more abstractly as fol-
lows. The bundle T⊥L is an associated bundle to the frame bundle P with the
fiber Rq. There is one–to–one correspondence of the sections of this bundle with
equivariant functions on P with the values in the fiber Rq. The equivariant func-
tion corresponding to the vector fieldW equals fW (p, e) = (W1, . . . ,Wq) = e
−1W .
Thus the α–coordinate of fW equals Wα. Since, X
hfW corresponds to the vector
field ∇⊥XW it follows that X
hWα corresponds to (∇
⊥
XW )α. In particular, applying
this correspondence twice, we obtain the above equality.
Definition 3. Fix a multi–index u ∈ Nq and consider differential operators L∗u :
Γ(E ′)→ C∞(P ) and Lu : C∞(P )→ Γ(E ′)
L∗u(W ) =
∑
α
tr(HessWα · Tα♭(u)),(3.7)
Lu(f) =
∑
α
tr(Hess f · Tα♭(u))eα.(3.8)
Let us derive the formula for the value of L∗u on sections of the form V ◦ piP ,
where V ∈ Γ(TL) and value of Lu on functions of the form f ◦ piP , where f ∈
C∞(L) and relations between them. We need some preliminary results being the
adaptations of the results of Rosenberg [18] to our setting.
Recall the Codazzi formula
(3.9) (R(X, Y )N)⊤ = (∇⊤YA)
NX − (∇⊤XA)
NY, X, Y ∈ TL, N ∈ T⊥L,
where
(∇⊤XA)
NY = ∇⊤X(A
NY )−AN (∇⊤XY )− A
∇⊥XNY.
We are ready to state and prove the main results of this section.
Proposition 3.4. The following condition holds
divE(TuY ) =
∑
i
g(∇E(Tuei)hY, ei ◦ piP ) + g(divETu, Y ), Y ∈ Γ(E).
Proof. Notice first that above formula is tensorial with respect to Y ∈ TL. Con-
sider a parallel section e of P at p ∈ L. Then, above formula, at (p, e) takes the
form
(3.10)
∑
i
g(∇⊤ei(Tu ◦ e)Y, ei) =
∑
i
g(∇⊤(Tu◦e)eiY, ei) + g(divETu, Y ) ◦ e.
We will prove (3.10) by induction on |u|. For u = 0, it is clear since T0 = Id and
divET0 = 0. Fix u and assume (3.10) holds for all v such that |v| = |u| − 1. We
may assume that Y is parallel at fixed point p with respect to ∇⊤. Then, by the
recurrence definition of Tu, Proposition 3.2, Codazzi formula (3.9) and inductive
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assumption we have∑
i
g(∇⊤ei(Tu ◦ e)Y, ei) =
∑
i
g(∇⊤ei((σu ◦ e)Y −
∑
α
(Tα♭(u) ◦ e)(Aα ◦ e)Y, ei)
= Y (σu ◦ e)−
∑
α,i
g(∇⊤ei(Tα♭(u) ◦ e)(Aα ◦ e)Y, ei)
= Y hσu ◦ e−
∑
α,i
g(∇⊤(Tα♭(u)◦e)ei
(Aα ◦ e)Y, ei)
−
∑
α
g(divTα♭(u), AαY ) ◦ e
= Y hσu ◦ e−
∑
α,i,j
g((Tα♭(u) ◦ e)ei, ej)g(∇
⊤
ej
(Aα ◦ e)Y, ei)
−
∑
α
g(Aα(divTα♭(u)), Y ) ◦ e
= Y hσu ◦ e−
∑
α,i,j
g((Tα♭(u) ◦ e)ei, ej)g((∇
⊤
ej
(Aα ◦ e))Y, ei)
−
∑
α
g(Aα(divTα♭(u)), Y ) ◦ e
= Y hσu ◦ e−
∑
α,i,j
g((Tα♭(u) ◦ e)ei, ej)g((∇
⊤
Y (Aα ◦ e))ej, ei)
+
∑
α,i,j
g((Tα♭(u) ◦ e)ei, ej)g(R(ej, Y )eα, ei)
−
∑
α
g(Aα(divTα♭(u)), Y ) ◦ e
= g(divETu, Y ) ◦ e,
which proves (3.10). 
Proposition 3.5. Fix a multi–index u a function f ∈ C∞(L) and a vector field
V ∈ Γ(T⊥L). Assume V vanishes in some neighborhood of ∂L. Then, the follow-
ing relation between differential operators Lu and L
∗
u holds∫
P
(f ◦ piP )L
∗
u(V ◦ piP ) dvolP =
∫
P
g(Lu(f ◦ piP ), V ◦ piP ) dvolP
+
∑
α
∫
P
g(divETα♭(u), Vαgradf ◦ piP ) dvolP
−
∑
α
∫
P
g(divETα♭(u), (f ◦ piP )gradE Vα) dvolP .
In particular, taking f = 1 we get
(3.11)
∫
P
L∗u(V ◦ piP ) dvolP =
∑
α
∫
P
VαdivE(divETα♭(u)) dvolP .
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Proof. First notice that
g(Lu(f ◦ piP ), V ◦ piP ) =
∑
α
Vαtr(Hess (f ◦ piP ) · Tα♭(u))
=
∑
α
Vαtr((Hess f) ◦ piP · Tα♭(u))
=
∑
α
Vα
∑
i,j
g(∇⊤eigrad f, ej)g(Tα♭(u)ej, ei)
=
∑
α,j
Vαg(∇
⊤
Tα♭(u)
ej
grad f, ej).
Hence, by Proposition 3.4 we get
g(Lu(f ◦ piP ), V ◦ piP ) =
∑
α
VαdivE(Tα♭(u)grad f)−
∑
α
Vαg(divETα♭(u), grad f)
=
∑
α
div(VαTα♭(u)grad f)− (Tα♭(u)grad f)
hVα
−
∑
α
Vαg(divETα♭(u), grad f).
Computing the integral of both sides we get
(3.12)
∫
P
g(Lu(f ◦ piP ), V ◦ piP ) dvolP
= −
∑
α
∫
P
((Tα♭(u)grad f)
hVα + Vαg(divETα♭(u), grad f)) dvolP .
On the other hand, again by Proposition 3.4,
(f ◦ piP )L
∗
u(V ◦ piP ) = (f ◦ piP )
∑
α,i,j
g(∇E
ehi
gradEVα, ej)g(Tα♭(u)ej , ei)
= (f ◦ piP )
∑
α
divE(Tα♭(u)gradE Vα)
− (f ◦ piP )
∑
α
g(divETα♭(u), gradVα)
=
∑
α
divE((f ◦ piP )Tα♭(u)gradE Vα)−
∑
α
(Tα♭(u)gradE Vα)f
− (f ◦ piP )
∑
α
g(divETα♭(u), gradVα).
Computing the integral of both sides we get
(3.13)
∫
P
(f ◦ piP )L
∗
u(V ◦ piP ) dvolP
= −
∑
α
∫
P
((Tα♭(u)gradE Vα)f + (f ◦ piP )
∑
α
g(divETα♭(u), gradVα)) dvolP .
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Moreover, by the symmetry of generalized Newton transformation,
(Tα♭(u)gradE Vα)f = g(Tα♭(u)gradE Vα, grad f)
= g(gradE Vα, Tα♭(u)grad f)
= (Tα♭(u)grad f)
hVα.
This, together with (3.12) and (3.13) proves the first part of the proposition. The
second part follows from the fact that divE(fY ) = fdivE(Y )+Y
hf for f ∈ C∞(L)
and Y ∈ Γ(E). 
4. Generalized minimality
4.1. Definitions and basic results. Let (M, g) be a Riemannian manifold,
ϕ : L → M an immersed submanifold (possibly with boundary ∂L). Adopt the
notation from the previous sections. Fix a multi–index u ∈ Nq.
Definition 4. We say that L is u–minimal if L is a critical point of the variation
of generalized extrinsic curvature σˆu of L. We assume that the boundary ∂L
is strongly fixed, i.e., the variation field vanishes in some neighborhood of the
boundary.
Let us be more precise. Let Φ : L×R→ M be a variation of L, i.e., Φ(·, 0) = ϕ.
We will write Φt = Φ(·, t). We assume Φt is an isometric immersion for each t.
Each submanifold Lt induces generalized extrinsic curvature σˆu(t). Then, L is
u–minimal if d
dt
σˆu(t)t=0 = 0 for any variation Φ of L such that the variation field
V = Φ∗( ddt) vanishes in some neighborhood of ∂L. Clearly, if L is closed, there is
no restriction on V .
In this section we will derive the formula for the variation field for u–minimality.
We need to repeat, with some modifications, the bundle approach from the pre-
vious section.
Let Φ : L× R→ M be a mentioned variation. Put Lt = Φt(L). Denote by ∇
the Levi–Civita connection on M . Consider now, the pull–back bundle Φ−1TM
over L × R, i.e. the fiber of this bundle is of the form (Φ−1TM)(p,t) = TΦ(p,t)M .
The decomposition
(4.1) TΦ(p,t)M = TΦ(p,t)Lt ⊕ T
⊥
Φ(p,t)Lt,
defines the splitting of Φ−1TM into two bundles denoted by Φ−1TL and Φ−1T⊥L,
respectively. Notice that Φ−1TL and Φ−1T⊥L are not pull–back bundles. There
is the unique connection ∇Φ in Φ−1TM such that
∇ΦZ(Y ◦ Φ) = ∇Φ∗ZY, Z ∈ T (L× R), Y ∈ Γ(TM).
The splitting (4.1) and connection ∇Φ induce connections ∇Φ,⊤ and ∇Φ,⊥ in
Φ−1TL and Φ−1T⊥L, respectively.
4.2. Variation of generalized extrinsic curvatures. Now we are ready to
derive the formula for the variation of the generalized extrinsic curvatures. First,
we need the formula for the derivative of coefficients of the shape operator. Let
V ∈ Γ(Φ−1TM) be the variation field, i.e. V = Φ∗ ddt . Decompose V into two
components V ⊤ ∈ Γ(Φ−1T⊤L) and V ⊥ ∈ Γ(Φ−1T⊥L).
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Let (eα) and (ei) be sections of Φ
−1T⊥L and Φ−1TL, respectively, of orthonor-
mal vector fields. Put
(4.2) Aeα(ei) =
∑
j
hαijej .
Then hαij are functions on L×R. We have the following formula, which has been
obtained by several authors [15, 9].
Proposition 4.1. Fix a point p ∈ L. Choose an orthonormal basis (eα) of T
⊥
p L
and an orthonormal basis (ei) of TpL. Extend these bases locally on L × R such
that at (p, 0)
(4.3) ∇Φ,⊥d
dt
eα = 0 and ∇
Φ,⊤
d
dt
ei = 0 for all α and i.
Then at (p, 0)
(4.4)
d
dt
hαij = −
∑
β
(Rαβ)ijVβ + ((∇
⊥)2ei,ejV
⊥)α + (AV
⊥
Aα)ij +
((
∇⊤V ⊤A
)
α
)
ij
,
where Xα is the α–th coordinate of X ∈ T
⊥
p L with respect to (eα) and Bij is the
ij–th coefficient of the operator B ∈ End(TpL) with respect to (ei) and Rαβ is
defined in (3.4).
Remark 4.2. Notice, that in (4.4) not every term is symmetric in i, j. In fact,
the last two terms and the sum of the first and second are.
Now we pass to the variation of σˆu. Let P be the bundle over L × R of
orthonormal frames of Φ−1T⊥L. Each element of P is the triple (p, t, e), where
(p, t) ∈ L× R and e is an orthonormal basis of Φ−1T⊥L. Moreover, let E be the
bundle over P with the fiber E(p,t,e) = (Φ
−1TL)(p,t). Notice that E is the pull–
back bundle with respect to piP of the bundle Φ
−1TL. We define, analogously as
in the previous sections, the bundle E ′ over P with the fibers of Φ−1T⊥L. As
vector spaces
E(p,t,e) ⊕E
′
(p,t,e) = (Φ
−1TM)(p,t,e) = TpM.
The shape operator of L induces the family of operators Aα as follows
Aα(p, t, e) = A
eα
(p,t).
Thus Aα ∈ Γ(End(E)). Moreover, the symmetric function σu of the system A =
(A1, . . . , Aq) is a function on P ,
σu(p, t, e) = σu(A
e1
(p,t), . . . , A
eq
(p,t))
and the generalized Newton transformation Tu is the section of End(E).
The following Proposition is crucial the study of u–minimality.
Proposition 4.3. The horizontal lift of d
dt
to the bundle P evaluated on a gen-
eralized symmetric function σu at t = 0 equals
(4.5)
(
d
dt
)h
σu = g(Ru − Su, V ) + σug(HL, V ) ◦ piP + (V
⊤)hσu + L∗u(V
⊥ ◦ piP ),
where HL is the mean curvature of L.
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Proof. By (3.5) we have(
d
dt
)h
σu =
∑
α
tr
((
∇E
( ddt)
hA
)
α
· Tα♭(u)
)
.
Fix a point p ∈ L. Choose an orthonormal basis (ei) of TpL and extend locally
such that ∇Φ,⊤ei = 0 for all i at p. Fix a basis (p, e) ∈ P . We wish to compute
d
dt
σu(γ
h
(p,e)(t)), where γ
h
(p,e) is a horizontal lift of the integral curve γ of
d
dt
. Thus
along γ, ∇Φ,⊥d
dt
eα = 0 for all α. Therefore assumption (4.3) of Proposition 4.1 is
satisfied. Then (see subsection 3.2)((
∇E
( ddt)
hA
)
α
)
ij
=
d
dt
hαij.
Thus by Proposition 4.1 and (3.6) we get(
d
dt
)h
σu =
∑
α,i,j
d
dt
hαij · (Tα♭(u))ji
= −
∑
α,β
tr(RαβTα♭(u))Vβ + L
∗
u(V
⊥ ◦ piP )
+
∑
α
tr(AV⊥AαTα♭(u)) +
∑
α
tr(∇⊤V ⊤Aα · Tα♭(u)).
Since (see subsection 3.2 and (3.5))∑
α
tr
(
(∇V ⊤A)
eα · Tα♭(u)
)
=
∑
α
tr
((
∇E(V ⊤)hA
)
α
· Tα♭(u)
)
= (V ⊤)hσu
and by Proposition 2.1,∑
α
tr(AV
⊥
AαTα♭(u)) = tr(A
V ⊥(σuI − Tu)) = σug(HL, V )− tr(A
V ⊥Tu),
we obtain (4.5). 
Let us turn to the main considerations of the article, namely, let us compute
the variation of σu. Put Pt = pi
−1
P (·, t). Then, differentiating under the integral
sign (compare subsection 3.2) at t = 0
d
dt
∫
Pt
σu dvolPt =
d
dt
∫
Lt
∫
P(p,t)
σu dvolP(p,t) dvolLt
=
∫
L
∫
P(p,0)
(
d
dt
)h
σu dvolP(p,0) dvolL
+
∫
L
∫
P(p,0)
σu dvolP(p,0) d
d
dt
volLt .
Since
d
dt
volLt = (divV
⊤ − g(HL, V ))volL,
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by the fact that V ⊤ vanishes in some neighborhood of ∂L, for any smooth function
f we have∫
L
f d
d
dt
volLt =
∫
L
(fdivV ⊤ − fg(HL, V )) dvolL =
∫
L
(−V ⊤f − fg(HL, V )) dvolL.
Thus by Proposition 4.3, (3.11) and again subsection 3.2
d
dt
∫
Pt
σu dvolPt =
∫
L
∫
P(p,0)
(g(Ru − Su, V ) dvolP(p,0) dvolL
+
∫
L
∫
P(p,0)
σug(HL, V ) ◦ piP dvolP(p,0) dvolL
+
∫
L
∫
P(p,0)
(V ⊤)hσu dvolP(p,0) dvolL +
∫
P0
L∗u(V
⊥ ◦ piP ) dvolP0
−
∫
L
V ⊤
∫
P(p,0)
σu dvolP(p,0) dvolL −
∫
L
g(HL, V )
∫
P(p,0)
σu dvolP(p,0) dvolL
=
∫
L
∫
P(p,0)
g(Ru − Su, V ) dvolP(p,0) dvolL
+
∫
P0
∑
α
VαdivE(divETα♭(u)) dvolP0
=
∫
L
∫
P(p,0)
g(Ru − Su +Wu, V ) dvolP(p,0) dvolL.
By the definitions of Ru, Su, Wu and since P0 is just the bundle P we finally get
(4.6)
d
dt
(∫
Pt
σu dvolPt
)
t=0
=
∫
L
g(Ru − Su +Wu, V ) dvolL.
Theorem 4.4. A submanifold L is u–minimal if and only if
Ru +Wu = Su.
In particular, assuming M is of constant sectional curvature c, then L is u–
minimal if and only if
(4.7) c(n+ 1− |u|)Hu = Su, n = dimL.
Proof. The first part follows directly by above consideration. For the second part,
it is easy to see by (3.2) that divETv = 0 for all choices of v. Thus, by the first
part, L is u–minimal if and only if Ru = Su. It suffices to notice that for M of
constant sectional curvature c, by Proposition 2.1,
Ru =
∑
α,β
tr(cδαβI · Tα♭(u))eβ = c
∑
α
tr(Tα♭(u))eα = c(n+ 1− |u|)Hu. 
5. Examples of u–minimal submanifolds
In this section we give examples of u–minimal submanifolds in the space forms
for certain choices of multi–index u. Adopt the notation from the Section 3.
Example 1. Totally geodesic submanifolds are clearly u–minimal for all possible
choices of u ∈ Nq.
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Example 2. Let u = 0 = (0, . . . , 0). Then α♭(u) = 0, so Wu vanishes. Further,
we have
S0 =
∑
α
tr(Aα)eα = H ◦ piP
and, clearly Ru = 0. Thus 0–minimality is equivalent to classical notion of mini-
mality of a submanifold.
Example 3. Let L be a totally umbilical codimension q submanifold in the space
form Mn+q with sectional curvature c. Then
Aα =
1
n
λαId, λα = Hα = g(H, eα),
where H is a mean curvature of L. By the multinomial theorem the characteristic
polynomial χA equals
χA(t) =
(
1 + t1
λ1
n
+ . . .+ tq
λq
n
)n
=
∑
|u|≤n
n!
n|u|(n− |u|)!u!
tuλu,
where λ = (λ1, . . . , λq). Hence
σu =
n!
n|u|(n− |u|)!u!
λu.
Therefore
Hu =
∑
α
σα♭(u)eα =
n!
n|u|−1(n+ 1− |u|)!u!
∑
α
uαλ
α♭(u)eα
and, by Proposition 2.1,
Su =
∑
α
tr(AαTu)eα =
n− |u|
n
σu
∑
α
λαeα =
n!
n|u|+1(n− 1− |u|)!u!
λuH ◦ piP .
Thus by Theorem 4.4, L is u–minimal if and only if for any p ∈ L
(5.1) cn2
∫
Pp
∑
α
λα♭(u)uαeα dvolPp = (n−|u|)(n+1−|u|)
(∫
Pp
λu dvolPp
)
H(p).
Evaluating the inner product of both sides with HL, (5.1) implies
(5.2) (cn2|u| − (n− |u|)(n+ 1− |u|)|H(p)|2)
(∫
Pp
λu dvolPp
)
= 0.
Hence, if
∫
Pp
λu dvolPp is not identically equal to zero and H is not of constant
length, then L is not u–minimal for any choice of u.
Taking the inner product of both sides of (5.1) with a vector field X ∈ Γ(T⊥L)
orthogonal to H we get
(5.3) c
∫
Pp
∑
α
λα♭(u)uαµα dvolPp = 0,
where X =
∑
α µαeα.
Assume now uα = k for all α, where k > 1 is even. Then, it can be shown
that the function under the integral sign is constant, i.e. does not depend on
the choice of the basis (p, e). Thus we may evaluate this function on the basis
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(p, e) ∈ Pp such that e1 =
1
|X|X and e2 =
1
|H|H (assuming HL 6= 0). Then only
nonzero elements in λ and µ are λ2 = |H| and µ1 = |X|. Hence∑
α
λα♭(u)uαµα = k
∑
α
λk1 . . . λ
k−1
α . . . λ
k
qµα = 0.
Thus (5.3) holds. Concluding, we have the following corollary.
Corollary 5.1. Let L be a totally umbilical codimension q submanifold in the
space form Mn+q with sectional curvature c. If one of the following conditions
hold
(1) c = 0 and |u| = n,
(2) u = (k, k, . . . , k), where k > 1 is even, and (n − qk)(n + 1 − qk)|H|2 =
cqkn2,
then L is u–minimal.
Example 4. Let us derive the formula for the u–minimality in the first nontrivial
case, namely, for u = β♯β♯(0), where β♯(v) denotes the multi–index obtained
from v by adding 1 on α–th coordinate. Assume that M is of constant sectional
curvature c. By the properties of the generalized Newton transformation we have
Tu = σuI − σβ♯(0)Aβ + A
2
β ,
where
σu =
1
2
(
g(H, eβ)
2 − |Aβ|
2
)
, σβ♯(0) = g(H, eβ).
Therefore, after some computations,
Hu = g(H, eβ)eβ,
Su =
1
2
(
g(H, eβ)
2 − |Aβ|
2
)
H ◦ piP − g(H, eβ)
∑
α
tr(AαAβ)eα +
∑
α
tr(AαA
2
β)eα.
Notice that the integrals ofHu and Su do not depend on the choice of β. Therefore,
we may consider the following sections∑
β
Hβ♯β♯(0) = H ◦ piP
and ∑
β
Sβ♯β♯(0) =
(
1
2
(|H|2 − |B|2)H − tr(B ◦ AH) + tr(B ◦ A2)
)
◦ piP ,
where A2 =
∑
β A
2
β and the composition means substituting on one of the factors,
i.e., B ◦ AH = B(AH , ·) = B(·, AH), etc. Thus the condition for u–minimality is
equivalent to the following equation(
1
2
(|H|2 − |B|2)− c(n− 1)
)
H − tr(B ◦ AH) + tr(B ◦ A2) = 0.
Assuming, additionally, that L is minimal the above formula simplifies to
tr(B ◦ A2) = 0.
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Consider the second standard immersion ϕ : S2(1) 7→ S4( 1√
3
) [11]. Then S2(1)
is minimal but not totally geodesic. It was shown in [14] that the second funda-
mental form B of this immersion satisfies the following relation
g(B(X,Z), B(Y, Z)) = g(X, Y )g(Z,Z), X, Y, Z ∈ TS2(1).
Notice that the operator A2, by the above formula, equals
A2X =
∑
j,k
g(B(X, ek), B(ej, ek))ej = 2
∑
j
g(X, ej)ej = 2X.
Thus A2 = 2I and, therefore, tr(B ◦ A2) = 2trB = 2H = 0. Finally, the second
standard immersion is β♯β♯(0)–minimal for any choice of β.
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