Abstract-Proportional Fair (PF) scheduling algorithms are the de facto standard in cellular networks. They exploit the users' channel state diversity (induced by fast-fading) and are optimal for stationary channel state distributions and an infinite time-horizon. However, mobile users experience a nonstationary channel, due to slow-fading (on the order of seconds), and are associated with base stations for short periods. Hence, we develop the Predictive Finite-horizon PF Scheduling
while maintaining fairness among the users. PF scheduling algorithms have been extensively studied in the past (e.g., [6] , [10] , and [18] ). These algorithms are optimal under the assumptions that the wireless channel state is a stationary process (i.e., it is subject only to fast-fading) and the users' association times are long (e.g., static users or pedestrians) [20] , [28] . However, when these assumptions do not hold (which is the case for mobile users), the performance of these algorithms is suboptimal [5] . For example, Fig. 1 illustrates a trajectory of a car along a 5 km path, and the signal quality to three different sectors (we collected the values during three drives on the path). As can be seen, the channel has a dominant slow-fading component 2 on which the fast-fading component is overlaid. Since has noticeable trends over several seconds, the channel state distribution is nonstationary. Additionally, movement along the path initiates handoffs between the sectors, and therefore the association periods are short.
Since PF schedulers are not optimized for mobility, we design the Predictive Finite-horizon PF Scheduling Framework, which is tailored for mobile nodes and takes advantage of both slow-and fast-fading. It includes three components: 1) data rate prediction; 2) estimation of future channel allocations; and 3) slow-fading aware scheduling.
To characterize slow-fading, to provide input to the design of the rate prediction mechanism, and to obtain traces for the evaluation of the framework and algorithms, we conducted an extensive measurement campaign. In particular, we discuss finegrained (i.e., millisecond resolution) measurements, collected from a 3G network. 3 Specifically, we measured wireless channel attributes in drives spanning 810 km and during a period of over 1300 min. Unlike a few previous studies (e.g., [27] ) that measured the received signal strength indicator (RSSI), which is the total received power in a frequency band, we measured the signal quality to each sector . This allows us to obtain important insights since is the most relevant predictor of a user's data rate.
We analyze the traces and show that mobile users experience pronounced slow-fading. However, the slow-fading trends cannot be simply tied to line-of-sight metrics, and therefore, developing simple channel state predictions is infeasible. Yet, the slow-fading component of is remarkably reproducible for multiple drives on the same path [e.g., Fig. 1(b) ], lending itself to data-driven prediction approaches.
Based on these observations, we develop a two-phase rate prediction mechanism [referred to as the Coverage Map Prediction Mechanism (CMPM)]. In an offline phase, measurement traces are processed to construct channel quality maps. The online phase is conducted by the sector and includes determination of the user's location and velocity, and thereby the predicted data rate. The localization can be simply done by querying the user's GPS. However, since this imposes energy and computation burdens on the user, we also develop the Channel History Localization Scheme (CHLS), which requires some knowledge of the user's trajectory. 4 CHLS uses a variation of the Dynamic Time Warping (DTW) algorithm (originally developed for speech recognition [24] ).
The Framework also requires algorithms that estimate the future channel allocations based on the rate predictions. We propose three such heuristic algorithms with different degrees of robustness to prediction errors and different performance levels for relatively accurate predictions. Using test cases generated from the collected traces, we perform an extensive simulation evaluation of the Framework. We consider nine framework instances, representing combinations of rate prediction mechanisms and channel allocation estimation algorithms. We show that various instances of the framework consistently outperform the PF scheduler. Specifically, throughput improvements in realistic mobile scenarios range from 15% to 55% (with maintained or improved fairness levels). Finally, we study the sensitivity of the framework and algorithms to various network parameters and assumptions, including number of users and delay constraints.
The main contributions of this paper are threefold: 1) it demonstrates, based on an extensive measurement campaign, that mobile users experience a reproducible but nonstationary slow-fading channel; 2) it provides a cellular scheduling framework (and corresponding algorithms), tailored for mobile users; and 3) it shows (using trace-based simulations) that the framework can significantly improve performance.
The paper is organized as follows. Section II discusses related work, and Section III reviews channel state metrics and formulates the problem. Section IV presents the scheduling framework. Section V discusses the measurements and characterization of slow-fading. A rate prediction mechanism is presented in Section VI, and algorithms to estimate future channel allocations are presented in Section VII. The 4 As such, it is highly applicable to users on highways and major roads. framework and algorithms are evaluated in Section VIII. We conclude and discuss future work in Section IX.
II. RELATED WORK
Opportunistic Scheduling: As mentioned, opportunistic and PF scheduling have been extensively studied (e.g., [6] , [11] , [18] , [20] , and [28] ). PF scheduling algorithms using fast-fading channel state predictions appear in [7] and [14] (without a prediction mechanism). Scheduling for mobile users is considered in [3] , [10] , and [27] , where the underlying assumption in [3] and [10] is that the user's mobility patterns induce a stationary (and known) slow-fading channel. The algorithm of [27] schedules a single user using an RSSI-based prediction method at timescales on the order of minutes. On the other hand, we solve a multiuser scheduling problem at finer timescales (tens of seconds) using an -based prediction mechanism. Channel Measurements and Predictions: Wireless channel measurement studies have been conducted for decades [4] , [15] . Recently, [21] studied the interaction of applications and the physical-layer attributes in the 1x-EVDO network (using a predecessor to our measurement tool). Slow-fading is studied in controlled environments in [29] . Methods for short-term (over a few milliseconds) prediction of nonstationary wireless channel states appear in [22] . The measurements in [30] and [31] focus on the repeatability of achieved bandwidth in a 3G network. Unlike previous works, we conduct measurements of wireless channel quality in a 3G network to characterize and predict slow-fading patterns over tens of seconds.
Localization and Mobility Prediction: Localization in cellular networks includes approaches that utilize time of arrival, time difference of arrival, angle of arrival, cell ID, and received signal strength (see [17] and references therein). Mobility prediction schemes that utilize pattern tracking and learning algorithm are reviewed in [19] . The method in [12] uses the DTW algorithm, albeit for velocity estimation. The closest related works are [17] and [27] that utilize RSSI in GSM networks to localize users via fingerprinting. On the other hand, our scheme uses multiple channel attributes (i.e., and RSSI) as well as recent history and is evaluated via trace-based simulations.
III. MODEL AND PROBLEM FORMULATION
In this section, we review the channel state estimation process in 3G networks and formulate the scheduling problem.
A. Channel States in 3G Networks
In a 3G network [16] , each base station covers a cell that is divided into (typically three) sectors. As illustrated in Fig. 1(a) , for data scheduling and handoff purposes, users estimate the wireless channel quality to each nearby sector. It is estimated as the ratio between the power of a sector-specific pilot signal and the total in-band power (including interference and noise) and is denoted by . In Section V, we will consider these values in our measurement study.
A user associates (connects) with the strongest neighboring sector, termed the serving sector, and is assigned a dedicated buffer at the sector. When the serving sector value drops below a threshold (e.g., due to mobility), the user hands off, wherein it disassociates from the serving sector and connects to a new sector with a higher value. The downlink channel from the sector to the users is timeslotted. We will denote by the value in time-slot . The users periodically report their to the sector. Then, an appropriate channelization code is selected and mapped to a feasible data rate. 5 The feasible data rate of user in slot is denoted . An opportunistic scheduler implemented in the sector utilizes the multiuser diversity of the data rates to allocate downlink slots to users [see Fig. 1(a) ]. 6 
B. Scheduling Problem Formulation
The common 3G scheduler solves a PF Scheduling Problem [16] , [18] and aims to achieve high overall throughput while maintaining fairness among the users. The common assumptions regarding stationary channels and long association times do not hold in mobile scenarios (as will be shown in Section V). Hence, we formulate the downlink scheduling problem as a variant of the PF Scheduling Problem while utilizing a formulation similar to [5] (which studied adversarial channels). Unlike previous work, (e.g., [10] , [20] , and [28] ), we do not make assumptions regarding the channel state distributions and optimize over a finite time horizon.
We assume that a sector has associated users with backlogged downlink buffers. 7 Denote by the scheduler allocation ( , if user is allocated slot , and otherwise). We denote the feasible data rate and the scheduler allocation matrices by and , respectively. The nomenclature can be found in Table I . We assume a finite time horizon of slots that corresponds to the users' association times. By the end of slot , user accrues a cumulative service . Hence, we formulate the following problem where the objective is to maximize a proportional fair cost function. 8 Finite-horizon Proportional Fair (FPF) Scheduling:
Even with full knowledge of , this problem is NP-hard (the proof is provided in Appendix B). In practice, this problem has to be solved in an online (causal) manner. Users are scheduled slot by slot, based only on knowledge of the history and without full knowledge of . While the objective in the FPF Scheduling Problem is to maximize the proportional fairness metric (1), 5 The mapping from to data rates is described in Appendix A. The mapping is phone-specific, and for our phones, the maximum data rate is 20 Mb/s. 6 Multiple users (typically, no more than four) may share a slot. Practically, it is uncommon, and we assume that exactly one user is allocated a slot. 7 While in practice the number of associated users varies with time, we focus on a specific time-period with a given number of users. 8 Although we focus on proportional fairness, the general approach can be applied to other concave cost functions (e.g., the -fairness class). is a delay threshold. We note that in Section VIII, the time horizon is sometimes considered in seconds and is denoted by . 9 
IV. FRAMEWORK
In this section, we review the widely deployed PF scheduling algorithm and present an online scheduling framework for solving the FPF Scheduling problem that combines two components: 1) data rate predictions, and 2) an estimation of future channel allocations. The design of these components will be presented in Sections VI and VII, respectively. We first describe the PF scheduler deployed in 3G networks [16] , which is used in later sections as a benchmark.
Definition 3 (PF-EXP [20] , [28] ): The scheduler that sets where , and , is referred to as PF-EXP. In the definition of the PF-EXP scheduler, determines the tradeoff between throughput and delay. With large values of ( ), the scheduler puts more weight on the users' current feasible rates, thereby improving throughput at the expense of delay performance. With small values of ( ) the users allocation history has more weight, and therefore the delay performance improves at the expense of throughput. The PF-EXP scheduler approaches optimal proportional fairness [20] , [28] when the wireless channel state is a stationary process and users have long association times (i.e., ).
Our
Framework follows a similar approach as the PF-EXP scheduler to make slot-by-slot allocations. It utilizes a gradient ascent approach [9] to maximize the objective function (1). In each time-slot, the channel is allocated to the user corresponding to the largest objective function increase. Temporarily relaxing the integer constraints in (3) 
Computing the above gradient requires knowledge of the entire data rate matrix and is not feasible for an online algorithm, which only has knowledge of the past. Hence, the denominator of (4) is broken up into three components (from left to right): past, present, and future. From the perspective of an online scheduler, the first two components are known in any time-slot. To enable slot-by-slot scheduling, the future component of (4) is computed as part of the Framework, which is described in pseudocode at the top of the page.
Predictions of future data rates and estimates of future channel allocations are denoted by and , respectively, with matrix representations denoted by and . At time 0, predictions of and are precomputed for the entire horizon (next slots). These matrices can be generated using the methods described in Sections VI and VII, but the framework can support other methods. For each user in each slot , a ranking that corresponds to (4) is computed using and . The user with the highest ranking is selected. For a stationary channel, the future channel statistics are captured in the past component of the denominator (4). Hence, algorithms that rely only on past information (i.e., PF-EXP) are optimal. However, for nonstationary channel distributions, this does not hold. Hence, unlike in PF-EXP, step 4 in the framework considers the future channel component. By incorporating the predicted future, the Framework can leverage slowfading trends. In addition, by making slot-by-slot decisions, the framework also leverages fast-fading components, similar to PF-EXP.
Since the Framework aims to schedule users during slow-fading peaks (which may occur at several second intervals), it is essential to ensure that this does not result in long delays. Hence, in each slot, the framework first considers the set of starved users whose wait time (from the last slot of service) exceeds (defined in Definition 2) and selects one. If no user is starved, it selects among all users. Thus, the framework can handle delay constraints. Note that delay considerations can be ignored by setting . Fig. 2 . Measurement setup and the routes on which measurements were collected (see also Table II) V. SLOW-FADING MEASUREMENTS
We now describe the measurements collected from a 3G network. Our analysis demonstrates that mobile users experience pronounced and reproducible slow-fading. The observation regarding reproducibility provides insights into the design of the data rate prediction mechanism (Section VI).
A. Measurement Setup and Test Drives
The measurement campaign was conducted with Samsung Galaxy S II (GSII) Skyrocket phones [26] using the setup shown in Fig. 2 . The phone was connected via USB to a laptop running the Qualcomm eXtensible Diagnostic Monitor (QXDM) software. QXDM queries the phone in real time and captures various physical-layer attributes (described below) as well as GPS reports of location and velocity. QXDM records these measurements every 20 ms, capturing the fast-fading and slow-fading components.
For the mobile measurements, the setup was placed in a car that traversed four different routes 10 that span both highways and suburban roads (see Table II ). Each drive followed the entirety of a given route, and several drives were conducted. For control purposes, we also performed measurements with a static (immobile) setup. During the measurements, a continuous download was conducted to ensure a sustained network connection. In summary, we measured wireless channel attributes during drives spanning 810 km and during a period of over 1300 min.
B. Channel State Metrics and Dynamics
QXDM stores three physical-layer attributes: the total in-band power (including interference and noise), termed RSSI, the received pilot-power (RSCP), and the ratio between the pilot power and the total interference . 11 These key attributes characterize the channel quality and are periodically reported by the user to the serving sector [16] . While the latter two are specific to each nearby sector's pilot channel, the former (RSSI) is not. Moreover, while RSSI was commonly logged and used in previous work (e.g., [27] ), from a scheduling perspective, is the most relevant indicator of a user's channel quality [16] .
We highlight the slow-fading phenomenon with an example. Fig. 3(a) shows a histogram of the users' association times for 10 Note that routes R1 and R3 have the same start and end locations but are oriented in opposite directions. Hence, we treat them separately.
11
. 27 drives on all routes, demonstrating that association times are on the order of tens of seconds. As a specific example, Fig. 3(b) shows measured traces of the RSSI and the serving sector for part of a single drive along route R4. Clearly, RSSI does not always reflect the same trend as . Additionally, the experiences slow-fading on the order of several seconds. Since, in most cases, the user's association times are tens of seconds, the slow-fading peaks and troughs occur within each sector. Therefore, our focus in Sections V-C and V-D is on slow-fading trends, which are leveraged by the Framework.
C. Slow-Fading and Mobility
We first demonstrate that the slow-fading phenomenon is closely tied to user mobility. We then characterize the correlation between slow-fading and mobility metrics and show (in contrast to assumptions in past work, e.g., [3] ) that slow-fading trends cannot be tied to simple line-of-sight metrics.
To quantify the slow-fading in a user's trace of slots, we define a slow-fading metric as described below. First, the mean is removed and the trace is normalized to obtain (5) The operation does not affect trends, but removes the amplitude that can vary depending on the sector, thereby enabling a comparison of traces from different sectors. Then, is smoothed by using wavelet transforms to remove the fastfading components (with frequencies greater than 1 Hz). The smoothed version of is denoted by (more details regarding the smoothing operation appear in Appendix C). , and hence will be small. On the other hand, traces with noticeable trends [ Fig. 4(a) ] will have large values of (positive or negative) and hence larger values of . As it is normalized by , is used to compare traces with varying association times from different sectors.
We computed for every trace collected from every serving sector (see Table II ). Fig. 5(a) shows the cumulative Previous work assumed a strong correlation between slow-fading and line-of-sight parameters (i.e., distance or velocity) [3] , [11] , supporting a functional prediction of the channel quality. However, our analysis indicates weak correlation between slow-fading and line-of-sight metrics. For example, scatter plots of and the average velocity or distance traveled of the user are shown in Fig. 5(b) and (c), respectively. The correlation coefficient between and the velocity or the distance is 0.18 and 0.25, respectively. Instead, slow-fading is governed by factors such as handoffs, landscape, and movement-induced shadowing, which are complex to model even in controlled scenarios [29] .
D. Slow-Fading Reproducibility
As described above, the slow-fading trend is not directly associated with line-of-sight factors, and therefore, simple functional predictions are infeasible. Yet, the slow-fading component of is remarkably reproducible, enabling a data-driven prediction approach. Specifically, we observed that the from multiple measurements (from separate drives) is predictable with an error of 1-3 dB (a similar result appears in [27] for RSSI). To illustrate the reproducibility, we divide part of route R4 into 25 m segments 12 and show in Fig. 1(b) the observed across a subset of segments for three of the drives on the route through three sectors. The overlap of the curves indicates the similarity across all drives.
We strengthen this observation by computing the cross-correlation of across all drives for each route, as follows. Each route is divided into 25 m segments, and each drive on this route is then represented by a vector of values, one for each segment (e.g., if a route includes segments, each drive is represented by a -length vector, with multiple observations in the same segment represented by their average). We then compute the correlation coefficients of all the vectors (drives). Fig. 6(b)-(d) shows the correlation between all drives on routes R1, R3, and R4. Correlation coefficients are between 0.9-0.98, indicating a very high degree of correlation. The high correlation across all repeated drives implies that location-tagged historical measurements of can be used to accurately predict future slow-fading.
VI. FEASIBLE DATA RATE PREDICTION

The
Framework requires a mechanism to predict the users' feasible data rates for slots
. We design such a mechanism, based on the observation that the slow-fading component of is highly reproducible, and refer to it as the Coverage Map Prediction Mechanism (CMPM). In an offline phase, measurement traces are processed to construct geographic coverage maps. The online phase is conducted by the sector and is composed of two steps. First, the user's 12 The minimum guaranteed GPS resolution is 25 m. location and velocity are determined. Then, this information is used in conjunction with the coverage map to predict user 's feasible rates . The first step can be implemented by querying the user's GPS. However, since this imposes energy and computation burdens on the user, we also develop the Channel History Localization Scheme (CHLS). The scheme assumes that knowledge of the user's overall trajectory exists. In Section VIII, we evaluate the framework using both alternatives.
A. Coverage Map Construction
The coverage map is constructed offline (once for each route) by placing a lattice over the geographic plane and dividing it into square segments (see Fig. 7 ). Each segment, denoted by , is covered by a set of sectors to which a user residing in it can associate, denoted by . Cellular carriers routinely measure the channel quality on major routes. These measurements can be used to compute, for each segment , an average RSSI value as well as average values of and RSCP for every nearby sector . These are denoted by , , . To compute these values for our evaluations, each sample measurement was tagged with a GPS location and tied to the appropriate segment.
B. Channel History Localization Scheme (CHLS)
The first step of the CMPM online phase localizes the user in the coverage map. To do this without GPS, we develop the CHLS. It matches the user's historical channel quality to coverage map segments on the user's trajectory, based on the differences between the channel metric values. Then, the user's location is estimated as the segment paired with its current channel quality value. Matching the channel quality history (i.e., a time series) to segments (i.e., locations) depends on the user's velocity, which can vary. Hence, we utilize the Dynamic Time Fig. 7 . Illustration of the CHLS: The coverage map segments are labeled starting from 1 (at time-slot 1, the user is in segment 1). At the present time-slot , the user is located in one of the segments between and , which fall within the coverage area of the serving sector.
Warping (DTW) Algorithm 13 to "unwarp" the user's historical channel qualities to best fit the coverage map.
The CHLS requires knowledge of the user's trajectory and the user's location at a time-slot in the recent history. 14 The user's historical channel measurements are available at no extra cost as they are periodically reported to the network for scheduling and handoff purposes.
The notation used to describe the scheme is defined below (see also Fig. 7) . The sector keeps a history of the user's , , and for the past time-slots, which are numbered sequentially from 1 to (present slot). The coverage map segments are sequentially numbered, starting with the segment that is the user's estimated location at slot 1. The segments are numbered up to , which is the farthest segment in which the user could reside within the sector coverage area. The serving sector covers a range of segments . The DTW Algorithm is applied to identify the cost of selecting each as the location estimate for the user. It constructs , a matrix of size . The value of entry represents the minimum cost of pairing time-slots from 1 to with segments 1 to . The constraint is that segment 1 is paired with slot 1 and segment is paired with slot (e.g., the endpoints are paired). The entries in the first row and column are , and the rest of the matrix is computed using , where the cost of matching segment to time-slot is If channel quality history does not exist for at slot , then . Note that the CHLS uses all three channel quality attributes to increase accuracy. Moreover, for each time-slot, it utilizes channel quality attributes corresponding to several sectors. The scheme concludes by estimating that the user resides in . To complete step one, the user's velocity is estimated, using training data to compute an average of past velocities near the estimated location.
The CHLS was evaluated via simulations. We set slots (which corresponds to a horizon of 60 s), set the segment size to 25 25 m , and assumed that the serving 13 A similar dynamic programming algorithm is used in speech recognition [24] to align two phrases that are offset (in time, amplitude, etc.).
14 For mobile users on highways and major roads, the trajectory can be estimated using mobility prediction techniques (e.g., [19] ). The historical location can be reported based on past localization. Fig. 8 . Evaluation of the CMPM: (a) CHLS error distribution for 500 tests compared to (b) the error distribution for 500 tests of the localization scheme provided in [27] . (c) Example CMPM data rate prediction when location and velocity are determined using GPS or CHLS.
sector coverage radius is 1000 m. We created coverage maps using half of the traces reported in Table II . From the remaining traces, we selected 500 random instances of 60 s length. The distribution of localization errors is shown in Fig. 8(a) . The scheme has a median error of 23 m and average error of 123 m. For comparison, our evaluation of the RSSI-based localization scheme of [27] is shown in Fig. 8(b) and resulted in a median error over 300 m.
C. Feasible Data Rate Prediction
Recall that the FPF Scheduling Problem formulation is based on feasible data rates. Hence, we now transition to using data rates. The relation between and data rates (provided in Appendix A) is monotonic, and therefore the reproducibility conclusions from Section V also apply to data rates.
A simple online algorithm that operates in the sector estimates the user's future data rates using a coverage map and an estimate of the user's current location and velocity (either from GPS or the CHLS). First, future locations are predicted assuming that the velocity is constant for future time-slots. Each location is then mapped to a segment in the coverage map, which in turn yields a data rate. Fig. 8(c) shows an example data rate prediction for the CMPM using the two variations, to which we refer as CMPM-GPS and CMPM-CHLS. In Section VIII, we demonstrate that the CMPM-CHLS captures enough of the slow-fading effects when integrated into the Framework to improve scheduling performance.
VII. ALLOCATION ESTIMATION The
Framework (described in Section IV) requires a channel allocation estimation algorithm based on the data rate predictions. This can be viewed as obtaining a solution to the FPF Scheduling Problem using the predicted data rate matrix . As the framework operates in an online manner, the main design considerations are simplicity and robustness to prediction errors. We now introduce three algorithms that trade fairness and throughput performance for robustness to prediction errors. These algorithms will be evaluated with the rest of the framework in Section VIII.
Round Robin Estimation (RRE):
This simple heuristic assumes that future time-slots are allocated in a round-robin manner and each user receives an equal number of slots, resulting in an estimated allocation of .
Blind Gradient Estimation (BGE):
This heuristic utilizes (4) to select a user in each slot, but without the future component (since it is not known). Specifically, starting from , it sets , where . The expression contains only slot indices and is similar to PF-EXP. BGE requires operations.
Local Search Estimation (LSE):
This greedy algorithm, described at the top of the page, initiates with an objective function value based on composed of random values. It iterates slot by slot, greedily allocating slot to the user with the largest gradient value, assuming all other time-slots are fixed. The algorithm proceeds cyclically (returning to slot 1 after ) until reaching a local maxima (i.e., no change in iterations). Termination is guaranteed as the objective value is bounded from above. Each cycle of LSE takes computations. Practically, it usually terminates after a few cycles.
An example of values obtained by each of the algorithms appears in Fig. 9(a) . LSE's estimates are tightly clustered near the predicted slow-fading peaks. The estimates from BGE are more diffused, and those of RRE are uniform. Consequently, if the rate predictions are accurate, the framework using LSE provides the best performance since it correctly allocates slots near the peak rates. The framework using BGE allocates slots around the peak rates, resulting in moderately good performance. The framework with RRE allocates slots uniformly, occasionally occurring during the peaks. On the other hand, if the prediction is erroneous, LSE would suffer since it pushes the framework to schedule the user's slots at the predicted slow-fading peaks. BGE provides some robustness to prediction errors, and RRE is the most robust.
VIII. PERFORMANCE EVALUATION
We now use trace-based simulations to evaluate the performance of the Framework described in Section IV. Framework instances use combinations of CMPM implementations and channel allocation estimation algorithms. The test cases are generated using measurement traces, and the performance metrics are proportional fairness (1) and throughput (Definition 1). We show that various instances of the framework consistently outperform the deployed scheduler (PF-EXP), with throughput improvements in realistic scenarios ranging from 15% to 55%, while maintaining similar delay performance. We then study the framework's sensitivity to the time horizon, number of users, mobility, accuracy, delay threshold, and coverage map resolution.
A. Generation of Coverage Map and Test Cases
From the dataset presented in Section V, half of the drives on each route were used as training measurements for coverage map construction (using a 25 25-m segment size). The remaining measurements were used for test case generation. A single test case was generated for every sector that had enough measurement data. Each test case is composed of users and time-slots, and it emulates users starting at different locations within the sector coverage area and traveling with varying velocities in both directions along a route.
For each user , the data rates were generated by selecting a segment of random contiguous slots from part of the trace where the user was associated with the sector. In half of the cases, the vector was time-reversed, emulating travel in the opposite direction. Fig. 9(b) shows the data rates for an example test case with and s (recall that is the time horizon in seconds).
Finally, for each generated rate matrix , we consider three approaches for obtaining the predicted rate matrix : clairvoyant (a.k.a. complete knowledge, ), the CMPM that uses GPS information for location estimation (referred to as CMPM-GPS), and the CMPM that uses the CHLS (referred to as CMPM-CHLS). Using these approaches enables evaluating the framework with different qualities of prediction.
B. Baseline Comparison and Upper Bound
The
Framework is compared to the deployed scheduler, PF-EXP (see Definition 3), by normalizing the throughput and fairness values by the corresponding values obtained by PF-EXP. Hence, metric values greater than 1 show improvements over PF-EXP. As an upper bound, the optimal solution to the FPF problem (referred to as OPT) is obtained using CVX, a MATLAB solver [1] . Note that OPT is obtained ignoring the integer constraints (3), using , and without delay constraints. As mentioned in Section IV, the parameter implicitly controls the throughput-delay tradeoff for the PF-EXP scheduler. The
Framework explicitly controls the throughput-delay tradeoff using the parameter . Unless otherwise specified, we fix s. To ensure a fair comparison to our framework, we select a value of that results in the PF-EXP algorithm having similar delay performance. Correspondingly, based on box plots 15 of the PF-EXP maximum delay shown in Fig. 10 , we select . We discuss the sensitivity to these parameters in Section VIII-D.
C. Throughput and Fairness Gains
We evaluate the throughput and fairness performance for various Framework instances and confirm experimentally that the estimation algorithms provide different degrees of robustness to rate prediction errors. Fig. 11 (a) and (b) presents box plots of the framework's fairness and throughput performance gains for 22 randomly generated test cases with and s (gains greater than 1 indicate improvements over PF-EXP). Since the objective function is logarithmic, the fairness gains are at the order of a few percent. The throughput gains over PF-EXP for all framework instances are significant (up to 70%). Clearly, the performance of a framework instance depends on the rate prediction accuracy and the channel allocation estimation algorithm. Hence, we consider framework instances, categorized by the prediction mechanism.
Clairvoyant: The throughput gains are substantial (20%-70%). As expected, based on the framework instance performance, the estimation algorithms are ranked by . In general, the LSE performance with complete knowledge was near optimal. 16 From CMPM-GPS: Fig. 11(a) and (b) shows that the ranking between the estimation algorithms is . As described in Section VII, BGE provides relative robustness to prediction errors, and hence with CMPM-GPS, it often outperforms LSE with throughput gains of 20%-55%. 
From CMPM-CHLS:
The instances using LSE and BGE show the largest performance decrease (compared to using complete knowledge). Yet, they still result in gains over PF-EXP. In general, we found that RRE is most resilient to errors and results in significant throughput gains of 15%-50%.
To confirm that the gains of the Framework over the PF-EXP algorithm do not come at the expense of degraded user delay performance, Fig. 11(c) and (d) illustrates the delay experienced by the users. Recall that the delay (see Definition 2) refers to the duration in which a user receives no allocations. Fig. 11(c) shows the CDF of the delay experienced by users for the Framework using BGE as well as the PF-EXP scheduler. Clearly, the delay performance of the framework is comparable to that of the PF-EXP scheduler, although the framework results in users having a slightly higher variation in the delay as indicated in Fig. 11(d) . These results confirm that the Framework provides similar delay performance as the PF-EXP scheduler.
In summary, the evaluations with real-world measurements show that practical Framework instances match the PF-EXP scheduler in terms of delay performance, but consistently provide higher performance with throughput gains typically between 15% and 55%. The fairness gains, despite being logarithmic, are on the order of a few percent.
D. Sensitivity Analysis
The results below are for the framework using RRE and CMPM-CHLS (similar results for other framework instances provide equivalent conclusions and are therefore omitted).
Time Horizon : Fig. 12(a) shows the fairness and throughput gains for test cases with varying time horizons . Intuitively, larger provides the framework additional opportunities to benefit over PF-EXP, which does not account for future data rates. For small to moderate values of (5 s, 15 s), Framework performance gains when using RRE with CMPM-CHLS: statistical evaluation of (a) 10 test cases with , varying the time horizon and (b) 20 test cases of s, varying the number of users . Fig. 13 . Framework evaluation of a test case generated using static (immobile) measurements with s and : (a) data rates and corresponding (b) fairness and throughput gains over PF-EXP using the BGE algorithm.
the framework shows 10%-30% throughput improvements. The performance gain for s increases to 20%-60%. Eventually, as grows, the framework becomes limited by the accuracy of the prediction, which decays with time.
Number of Users : Fig. 12(b) shows the fairness and throughput gains for 20 test cases with s and varying number of users. With additional mobile users, each experiencing their own slow-fading channel, multiuser diversity increases and the performance improves. The throughput gains increase from up to 25% with three users to up to 45% with 10 users.
Effect of Mobility: To ascertain the affect of static users, we evaluate test cases created from the mobile and the static (immobile) measurements. With static measurements, shown in Fig. 13(a) , the wireless channel state distribution is stationary. Fig. 13(b) considers the framework performance for all algorithms (with complete knowledge, as predictions are irrelevant in this case) in a test case with and s. The framework performance is very similar to PF-EXP (with throughput gains within 6%) and is very close to OPT. Fig. 14 shows gains for 10 test cases of s with 10 mobile users and a varying number of static users. With the addition of static users, PF-EXP performance improves (approaches optimal), and therefore the gains decrease. Yet, due to the 10 mobile users, the gains are still quite significant, with throughput gains of over 30% in some cases.
Slow-Fading Peak Prediction: As indicated, the accuracy of the prediction impacts the framework performance. Through careful inspection, we found that a key factor in prediction accuracy is the location of the slow-fading peaks. Hence, we now Framework performance gains when using RRE with CMPM-CHLS: statistical evaluation of 10 test cases with s, 10 mobile users, and varying number of static users. Fig. 15 .
Framework evaluation for an example test case with users, s: (a) fairness and (b) throughput gains over PF-EXP using the BGE algorithm for varying the number of users, , with simulated data rate prediction offsets.
consider the impact of a simulated on the framework performance.
Specifically, the predicted rate vector for a subset of users is shifted by a certain amount, e.g., . Fig. 15 shows the fairness and throughput gains of the framework using RRE with subsets of the users having an offset rate prediction. As expected, the performance decreases with large values of offset (both lead and lag). However, they are still quite significant ( 20% throughput gains). This experiment suggests that predicting the slow-fading peak within a few seconds of the actual peak will result in significant performance improvements. Additional tests confirm that this holds in more general scenarios.
Delay Parameters : As described in Section IV, the framework uses the delay threshold to prioritize "starved" users. The PF-EXP scheduler uses to implicitly control the delay. We now explore the performance gains achieved as we relax the delay parameters on both the PF-EXP scheduler and the Framework . In Fig. 16(a) , we vary these parameters (matching them based on Fig. 10 ). The figure shows, for comparable delay parameters over a range of delay tolerances (0.25-2 s), that the Framework continues to outperform the PF-EXP scheduler, with the gains only mildly varying.
Coverage Map Resolution: In the results above, the coverage map segment size is 25 25 m . Fig. 16(b) shows the framework gains for 15 test cases with and s as a function of the map segment size. The performance does not degrade significantly as the segment size becomes reasonably large since larger segments result in averaging of channel quality attributes over a larger area. This indicates that coarse channel measurements are useful for the framework.
IX. CONCLUSION AND FUTURE WORK
We described an extensive wireless measurement study as well as the design and trace-based performance evaluation of the Framework. We showed that by leveraging slowfading, the framework (composed of various algorithms) can provide significant throughput gains while improving or maintaining fairness levels. Finally, we investigated the sensitivity of the results to different parameters and assumptions. Future work will focus on relaxing some of the assumptions. Particularly, we plan to consider dynamic user populations handing off between sectors. Additionally, we plan to extend the evaluations to consider policies that select appropriate estimation algorithms in different scenarios. Moreover, we will extend the localization scheme for cases in which trajectory information is unavailable or limited. Finally, as 4G networks become ubiquitous, we will conduct a corresponding measurement study to tailor the resource allocation algorithms. APPENDIX A TO DATA RATE CALCULATION The Samsung GSII phones [26] compute the value for each serving sector. Based on empirical measurements, we mapped the values to channel-quality-indicator (CQI) values; measurements of and CQI were taken simultaneously and, using a best-fit line, we computed a linear relationship between the two parameters. In conjunction with the phone's category, the CQI metric, which is an integer between 0-30, determines the available data rate to the phone. The GSII phones are category 14, and therefore, we used the mapping supplied in the 3GPP specifications [2] and shown in Fig. 17 .
APPENDIX B FPF SCHEDULING PROBLEM IS NP-HARD
We show that the FPF Scheduling Problem is NP-hard even for the case of two users by a reduction from the Set Partition Problem, a classic NP-hard problem [13] .
Theorem 1: The FPF Scheduling Problem is NP-hard. Fig. 17 . Mapping of CQI to feasible data rate for Galaxy S II phones, obtained from the 3GPP specifications [2] .
Proof: Given a set of positive integers , let be a partition of into two disjoint subsets. Let . The decision version of the Set Partition problem seeks to determine if there exists a set such that . The decision version of the FPF Scheduling Problem asks if there exists an allocation such that the value of the objective function, (1) , is at least .
We construct a special case of the decision version of the FPF Scheduling Problem by setting users and . Each user's channel has slots with identical rates equal to . Specifically, in slot 1, both users have rate , in slot 2, users have rate , and so on. The order of the rates is not critical, only that each user has identical rates in a slot, and as many rates as there are integers in .
We first show that the forward direction that a yes-instance of the Set Partition Problem results in a yes-instance of the FPF problem. Clearly, the existence of a set partition implies that . In the corresponding schedule from the FPF problem, let user 1 be allocated every slot corresponding to the items in and user 2 be allocated the remaining slots corresponding to the items in . The value of (1) in this scenario is . Therefore, this is a yes-instance of the FPF Problem. Now consider the reverse direction. Assume that there does not exist a set partition. We argue by contradiction that this corresponds to a no-instance in the FPF Scheduling Problem. Assume there exists a schedule in the FPF problem with value . Let represent the sum of the rates allocated to user 1 and represent the sum of the rates allocated to user 2. As , it is clear that to achieve the optimal value of , . However, this is a contradiction of the nonexistence of a set partition. Therefore, a no-instance of the Set Partition Problem corresponds to a no-instance of the FPF Problem.
APPENDIX C SMOOTHING-REVIEW OF WAVELET TRANSFORMS
The signal is smoothed by applying a Discrete Wavelet Transform (DWT) that is ideally suited for finite, nonstationary signals. The approach follows the standard methodology (see [8] for an excellent description), which we briefly illustrate here. A DWT can be viewed as successive applications of a low-pass filter and its mirror high-pass filter , along with sampling to construct successively "coarser" signal levels in terms of both time and frequency. For our purposes, a Haar wavelet is used for the and filters.
Specifically, consider a signal of length sampled at rate Hz. In an intermediate step, both the and filters are applied to obtain the coarse and high frequency signals, denoted by , respectively. Each element of and is a wavelet coefficient, and the two sequences are called the approximation and detail coefficients, respectively. captures the "lower" half of the frequency components, while captures the "upper" half of the frequency components. As each of the sequences is filtered to half of the bandwidth , they are sampled so that only samples are retained (as required by the Nyquist-Shannon sampling theorem).
Following this, the process continues by generating the sequence of wavelet vectors, . At level , the wavelet has length of and a bandwidth of . Equivalently, since the samples in the original signal were sampled at rate Hz, and hence are s apart, the values at level are sapart.Hence,thesignalsatlevel are"smoothed,"with variations at timescales smaller than removed. Thewaveletvectorsacrossallthe levelsformacomplete orthonormalbasisoftheoriginalsignal. 17 Themeasurementswere collectedatatimeintervalof ms.Toremovevariationsless than1s,thewaveletvectorsbelowlevel wereremoved. The remaining vectors were recombined to obtain the smoothed signal.
