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DEMAZURE CRYSTALS FOR KOHNERT POLYNOMIALS
SAMI ASSAF
Abstract. Kohnert polynomials are polynomials indexed by unit cell diagrams in the first quadrant defined
earlier by the author and Searles that give a common generalization of Schubert polynomials and Demazure
characters for the general linear group. Demazure crystals are certain truncations of normal crystals whose
characters are Demazure characters. For each diagram satisfying a southwest condition, we construct a
Demazure crystal whose character is the Kohnert polynomial for the given diagram, resolving an earlier
conjecture of the author and Searles that these polynomials expand nonnegatively into Demazure characters.
We give explicit formulas for the expansions with applications including a characterization of those diagrams
for which the corresponding Kohnert polynomial is a single Demazure character.
1. Introduction
Given a polynomial expressed as the generating polynomial of a set of combinatorial objects, we often
seek a hidden structure on those objects in the hope of revealing more information about the polynomial.
One desirable structure is one that allows us to generate, preferably in some systematic way, the entire
set of combinatorial objects beginning with one initial object that we might regard as indexing the given
polynomial. If the polynomial is known or suspected to expand nonnegatively into irreducible characters
for some group, then another natural structure for which to search is that of a crystal, the combinatorial
skeleton of an unknown module for the group whose character is the given polynomial.
The polynomials we consider in this paper are the Kohnert polynomials introduced by Assaf and Searles
[7] as the generating polynomials of certain sets of diagrams in the plane. The set of diagrams for a given
polynomial can be generated from an initial diagram using Kohnert moves [21], a simple combinatorial rule
for moving cells of a diagram down. This process leads to a natural poset structure with a unique maximal
element, which we may regard as the indexing diagram for the corresponding Kohnert polynomial.
While the Kohnert poset is advantageous in that one can systematically generate all objects in the set,
the poset itself is neither ranked nor is it a lattice. Moreover, given a candidate diagram for the set, the only
way to determine if the diagram belongs to the set is to generate the entire set and search for the candidate
within it. One of our main results, proven in Theorems 5.2.2 and 5.2.4, gives a static necessary and sufficient
condition for a diagram to be in a specific Kohnert poset. This condition generalizes the useful Kohnert
tableaux defined by Assaf and Searles [9] for Demazure characters.
Kohnert polynomials were inspired by two special cases, the geometrically important basis of Schubert
polynomials and the representation theoretically important basis of Demazure characters. Schubert polyno-
mials, introduced by Lascoux and Schu¨tzenberger [23], are polynomial representatives of Schubert classes
for the cohomology of the flag manifold whose structure constants, within the ring of polynomials, precisely
give the Schubert cell decomposition for the corresponding product of Schubert classes. Demazure modules,
introduced by Demazure [12], form a filtration of highest weight modules compatible with the Bruhat order of
the corresponding Weyl group, and their characters [11] form a basis of the ring of polynomials. Given these
deep connections to representation theory and geometry for these instances of Kohnert polynomials, it is nat-
ural to ask what other Kohnert polynomials enjoy such connections. Motivated by this question, Assaf and
Searles [7] characterized diagrams for which the corresponding Kohnert polynomials expand nonnegatively
into the fundamental slide basis [8] for polynomials. Moreover, they give a simple criterion for diagrams,
called southwest, for which they conjecture the corresponding Kohnert polynomials expand nonnegatively
into Demazure characters.
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The main result of this paper, stated in Corollary 5.3.5, is a proof of this conjecture. Our proof comes
via a new structure on the elements of a Kohnert poset, namely that of a Demazure crystal [19]. Kashiwara
[17] combinatorialized certain highest weight modules through his study of crystal bases, which Littelmann
conjectured [25] and Kashiwara proved [19] generalize to Demazure modules via Demazure crystals. Our
new crystal operators on diagrams are as simple to define as Kohnert moves, though they are not, in general,
given by Kohnert moves. In Theorem 4.1.1, we prove the crystal operators act within the Kohnert poset
if and, outside a few isolated cases, only if the initial diagram is southwest. The proof of Theorem 5.3.4,
stating the structure is that of a Demazure crystal, comprises the majority of this paper.
The two main tools used in the proof are the aforementioned characterization of Kohnert tableaux and
a new algorithm on diagrams, called rectification. Rectification is, essentially, the transpose of the crystal
operators which acts by pushing cells of a diagram to the left. In Theorem 4.2.5, we prove rectification embeds
any set of diagrams connected under the crystal operators into a connected highest weight crystal in a way
that interwines the crystal operators on diagrams with the Kashiwara crystal operators [17] on the highest
weight crystal. In [4], Assaf and Gonza´lez use rectification in this same fashion to embed diagrams that
generate specialized nonsymmetric Macdonald polynomials [16] into highest weight crystals, thus realizing
a Demazure crystal structure for nonsymmetric Macdonald polynomials. In [5], Assaf and Quijada prove
rectification specializes to Robinson–Schensted insertion [30, 31] on semistandard Young tableaux and use
it as a tool to prove a signed Pieri formula for Demazure characters. We expect this rectification operation
to have many more applications in similar contexts.
Our Demazure crystal structure on diagrams is a ranked lattice, though the structure on diagrams for
a given Kohnert polynomial is not connected as it was with the Kohnert poset. However, the Demazure
crystal operators partition the diagrams in the Kohnert poset into a disjoint union of connected components,
each generating a single Demazure character. Thus we prove the nonnegative expansion into Demazure
characters. While such an expansion was already known for Schubert polynomials [24, 28, 3], we show how
using the Kohnert poset structure in conjunction with the Demazure crystal structure leads to more efficient
formulas than previously known, both when expanding into Demazure characters and into fundamental slide
polynomials. Moreover, the simple nature of the crystal operators on the diagrams in the Kohnert poset
suggests a natural module structure for which these Kohnert polynomials are the characters.
This paper is organized as follows. We begin in Section 2 with a review of Schubert polynomials, De-
mazure characters, and Kohnert polynomials, where we state the motivating conjecture for this paper, Con-
jecture 2.3.6, that Kohnert polynomials indexed by southwest diagrams expand nonnegatively into Demazure
characters. Our main tool will be that of crystals, which we review in Section 3. We state in Definition 3.3.3
our main construction, the crystal operators on Kohnert diagrams. Section 4 uses the powerful combina-
torial tool of rectification of diagrams to prove our Kohnert crystal embeds into a disjoint union of highest
weight crystals. Our final tool is that of labelings of diagrams, developed in Section 5, where we prove our
main results. We conclude in Section 6 by giving explicit formulas for Demazure character and fundamental
slide expansions, as well as a characterization of when a Kohnert polynomial is equal to a single Demazure
character, parallel to the vexillary condition for Schubert polynomials.
2. Polynomials
Our primary objects of study are geometrically motivated bases of the polynomial ring Z[x1, x2, . . .] that
arise as characters for certain modules.
2.1. Schubert polynomials. Lascoux and Schu¨tzenberger [23] defined polynomial representatives of Schu-
bert classes for the cohomology of the flag manifold with nice algebraic and combinatorial properties using
divided difference operators that act on a certain monomial associated to the long permutation according to
a reduced expression for the given permutation.
For a positive integer i, the divided difference operator ∂i is the linear operator that acts on polyno-
mials f ∈ Z[x1, x2, . . .] by
(2.1.1) ∂i(f) =
f − si · f
xi − xi+1
,
where si ∈ S∞ is the simple transposition that acts on polynomials by exchanging xi and xi+1.
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Given a permutation w ∈ S∞, a reduced word ρ for w is a sequence ρ = (ρℓ, . . . , ρ1) such that w =
sρℓ · · · sρ1 with ℓ minimal. The simple transpositions si generate S∞ subject to the relations s
2
i = 1 and
• (commutation relation) sisj = sjsi for |i− j| > 1,
• (Yang–Baxter relation) sisi+1si = si+1sisi+1.
Letting R(w) denote the set of reduced words for w, any two elements ρ, σ ∈ R(w) are connected by a
sequence of commutation and Yang–Baxter relations [33].
The ∂i also satisfy the commutation and Yang–Baxter relations along with ∂
2
i = 0. Thus we may define
∂w = ∂ρℓ · · · ∂ρ1(2.1.2)
for any reduced word ρ = (ρℓ, . . . , ρ1) for w.
Definition 2.1.1 ([23]). Given a permutation w ∈ Sn, the Schubert polynomial Sw is given by
(2.1.3) Sw = ∂w−1w0
(
xn−11 x
n−2
2 · · ·xn−1
)
,
where w0 = n · · · 21 is the longest permutation of Sn of length
(
n
2
)
.
The geometric significance of Schubert polynomials was first established by Fulton [14] who made connec-
tions between the divided difference operators and modern intersection theory. Surprisingly, at least from
their definition, Schubert polynomials form an integral basis for the full polynomial ring, and their structure
constants precisely give the Schubert cell decomposition for the corresponding product of Schubert classes.
Therefore they give a way to avoid working modulo the ideal of symmetric polynomials in order to compute
intersection numbers.
2.2. Demazure characters. For a complex, semi-simple Lie algebra g with a Cartan subalgebra h, De-
mazure [11] considered the action of a Borel subalgebra b ⊃ h on an extremal weight space, thus constructing
Demazure modules. While the irreducible representations V λ of g are indexed by dominant weights λ, the
corresponding Demazure modules V λw are index by a pair (λ,w) where λ is a dominant weight and w is an
element of the Weyl group. In the case of gln, λ is a partition and w is a permutation, which is equivalent
to the weak composition a = w · λ.
Demazure generalized the Weyl character formula [12] to these Demazure modules to obtain Demazure
characters. His formula can be stated in terms of degree-preserving divided difference operators.
The degree-preserving divided difference operator πi is the linear operator that acts on polynomials
f ∈ Z[x1, x2, . . .] by
(2.2.1) πi(f) = ∂i(xif).
These πi also satisfy the commutation and Yang–Baxter relations along with π
2
i = π, allowing us to define
πw = πρℓ · · ·πρ1(2.2.2)
for any reduced word ρ = (ρℓ, . . . , ρ1) for w.
Definition 2.2.1 ([12]). Given a weak composition a, the Demazure character κa is given by
(2.2.3) κa = πw
(
xλ11 x
λ2
2 · · ·x
λℓ
n
)
,
where λ = sort(a) is the unique partition in the S∞ orbit of a, and w is the unique minimal length permu-
tation such that w · λ = a.
These Demazure characters form another basis of the polynomial ring, and have been studied under
the name standard bases by Lascoux and Schu¨tzenberger [24] and Kohnert [21], and under the name key
polynomials by Reiner and Shimozono [28], Mason [27], Assaf and Searles [9], and others.
Lascoux and Schu¨tzenberger [24] noticed coincidences with Schubert polynomials and Demazure characters
giving rise to a characterization of vexillary permutations w for which Sw = κa for some a. Moreover,
Lascoux and Schu¨tzenberger [24] give a formula for the nonnegative expansion of a Schubert polynomial into
Demazure characters. Their formula, with proof details supplied by Reiner and Shimozono [28, Theorem 4],
relies on the combinatorial formula due to Edelman and Greene [13] for the Schur expansion for Stanley
symmetric functions [32]. Each term in the Schur expansion corresponds to an increasing reduced word ,
that is, a reduced word that occurs as the row reading word of an increasing Young tableau. The Demazure
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expansion for Schubert polynomials as stated by Lascoux and Schu¨tzenberger [24] is determined by searching
the Coxeter–Knuth equivalence class of each increasing reduced word for the word with minimal weak descent
composition. Assaf [3] gives a more explicit formula for this expansion by lifting increasing reduced words
using crystal raising operators.
Theorem 2.2.2 ([24, 28, 3]). For w a permutation, we have
(2.2.4) Sw =
∑
ρ∈R(w)
ρ=row(T )
κdes(lift(ρ)),
where the sum is over reduced words that occur as reading words for increasing Young tableaux, and des(ρ)
is the weak descent composition of ρ.
For example, Fig. 1 shows the increasing reduce words and their lifts for the permutation 13625847. Thus
we compute the Demazure expansion of the Schubert polynomial S13625847 from Fig. 1, giving
S13625847 = κ(0,1,3,0,1,2) + κ(0,2,3,0,0,2) + κ(0,3,3,0,0,1) + κ(0,1,4,0,1,1) + κ(0,2,4,0,0,1).
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Figure 1. The set of increasing reduced words for 13625847 (top) drawn as increasing
Young tableaux, and their lifts (bottom) drawn as weak descent tableaux.
This result can be understood representation theoretically with Schubert functors defined by Kras´kiewicz
and Pragacz [22] used to construct Demazure modules whose characters are Schubert polynomials.
2.3. Kohnert polynomials. A diagram is a finite collection of points, called the cells of the diagram, in
the first quadrant of Z×Z. We draw each cell (c, r) of a diagram as the circle inscribed in the unit cell with
northeastern coordinate (c, r). We refer to columns and rows as the x- and y-coordinates, respectively.
Kohnert’s combinatorial model for Demazure characters [21] is in terms of diagrams, specifically those
generated by the following operation.
Definition 2.3.1 ([21]). A Kohnert move on a diagram selects the rightmost cell of a given row and
moves the cell down within its column to the first available position below, if it exists, jumping over other
cells in its way as needed.
Given a diagram D, let KD(D) denote the set of diagrams that can be obtained by some sequence of
Kohnert moves on D. Note that there might be multiple ways to obtain a diagram from different Kohnert
moves of a given diagram, but each resulting diagram is included in the set exactly once.
For D a diagram and T ∈ KD(D), notice the corresponding sets of Kohnert diagrams are nested KD(T ) ⊆
KD(D). Thus we may consider the partial order on diagrams in KD(D) given by the transitive closure of
relations T ≺ S if T can be obtained from S by a Kohnert move. This partial order has a unique maximal
element, namely D, but is not, in general, ranked nor does it have a unique minimal element. For example,
see Fig. 2.
The weight of a diagram D, denoted by wt(D), is the weak composition whose ith part is the number
of cells of D in row i.
Kohnert’s model for Demazure characters began with composition diagrams, the unique left-justified
diagrams for each given weight. He proved the following.
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Figure 2. The poset of Kohnert moves on Kohnert diagrams for the top diagram.
Theorem 2.3.2 ([21]). For a weak composition a, the Demazure character κa is given by
κa =
∑
T∈KD(D(a))
x
wt(T )1
1 · · ·x
wt(T )n
n ,
where D(a) denotes the composition diagram of weight a.
To each permutation w, we may associate the Rothe diagram given by
(2.3.1) D(w) = {(i, wj) | i < j and wi > wj}.
Visually, we may write the word for w along the y-axis, then place a cell in row i, column wj when wi > wj
for wj above row i. For example, see Fig. 3.
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Figure 3. The Rothe diagram D(w) for the permutation w = 41758236.
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Kohnert asserted Kohnert moves on the Rothe diagramD(w) generate the Schubert polynomialSw, giving
the first conjectured combinatorial formula for Schubert polynomials. Winkel [34, 35] gives two proofs, the
second an improvement on the first after it faced broad criticism, though neither the original nor revised
proof is widely accepted given the intricate and opaque nature of the arguments. In [2], we give a direct,
bijective proof of Kohnert’s rule for Schubert polynomials.
Theorem 2.3.3 ([2]). For a permutation w, the Schubert polynomial Sw is given by
Sw =
∑
T∈KD(D(w))
x
wt(T )1
1 · · ·x
wt(T )n
n ,
where D(w) denotes the Rothe diagram of w.
Assaf and Searles [7, Definition 2.2] considered applying Kohnert’s model in greater generality, creating
more general Kohnert polynomials as defined below.
Definition 2.3.4 ([7]). For a diagram D, the Kohnert polynomial indexed by D is
(2.3.2) KD =
∑
T∈KD(D)
x
wt(T )1
1 · · ·x
wt(T )n
n .
Assaf and Searles [7, Theorem 3.7] showed Kohnert polynomials expand nonnegatively into the monomial
slide polynomial basis [8, Definition 3.3], and they [7, Theorem 4.14] characterized those diagrams for which
the Kohnert polynomials expand nonnegatively into the fundamental slide polynomial basis [8, Definition 3.6].
Furthermore, they conjectured a characterization for diagrams whose corresponding Kohnert polynomials
expand nonnegatively into the key polynomial basis.
Definition 2.3.5 ([7]). A diagramD is southwest if for every pair of cells (c1, r2), (c2, r1) in D with r1 < r2
and c1 < c2, the cell (c1, r1) is also in D.
Graphically, for any two cells positioned with one strictly northwest of the other, then there must a cell
at their southwest corner, i.e. in the column of the northwestern cell and the row of the southeastern cell.
Conjecture 2.3.6 ([7]). Given a southwest diagram D, the Kohnert polynomial KD expands non-negatively
into Demazure characters.
Left-justified diagrams, which by Theorem 2.3.2 generate Demazure characters, trivially satisfy the south-
west condition as do Rothe diagrams, which by Theorem 2.3.3 generate Schubert polynomials. The diagram
D at the top of Fig. 2 is also southwest, and expanding the Kohnert polynomial gives
KD = κ(0,3,2) + κ(0,3,1,1).
We prove Conjecture 2.3.6 by constructing for each southwest diagram D a Demazure crystal whose
character is the Kohnert polynomial KD.
3. Crystals
We harness the power of crystal graphs, certain combinatorial skeletons of representations, to prove
positivity results for polynomials that arise as characters.
3.1. Tableaux crystals. Kashiwara [18, 17] introduced crystal bases in his study of the representation
theory of quantized universal enveloping algebra Uq(g) for the Lie algebra g. The character of a crystal
coincides with the character of the representation, and so the existence of a crystal structure implies a
positive expansion for the character in terms of the basis of irreducible characters.
A finite crystal consists of the following data: a nonempty, finite set B, a weight map wt : B → Nn,
and raising and lowering operators ei, fi : B → B ∪ {0}, for 1 ≤ i < n, satisfying ei(b) = b
′ if and only if
fi(b
′) = b and in this case wt(b′) = wt(b) + αi , where αi ∈ N
n is the simple root with 1 in position i, −1
in position i+ 1, and 0 elsewhere.
The crystal graph for B is the directed, colored graph with vertex set B and a directed i-edge from b to
fi(b) if fi(b) 6= 0, where all edges to 0 are omitted.
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Using the weight map, we define the character of the crystal B by
(3.1.1) ch(B) =
∑
b∈B
x
wt(b)1
1 x
wt(b)2
2 · · ·x
wt(b)n
n .
Given a crystal B, an element b ∈ B is a highest weight element if ei(b) = 0 for all i ≥ 1. For B
connected, if b is a highest weight element, then wt(b) is a dominant weight called the highest weight of
B.
Connected highest weight crystals are in one-to-one correspondence with irreducible representations of
Uq(gln), which are naturally indexed by dominant weights, or partitions λ. The corresponding crystal bases
B(λ) are naturally indexed by semistandard Young tableaux of shape λ. Kashiwara and Nakashima [20]
and, independently, Littelmann [25] give an explicit combinatorial construction of the crystal graph on
semistandard Young tableaux.
The Young diagram of a partition λ has λi left justified unit cells in row i. To differentiate between
Young diagrams and diagrams used to define Kohnert polynomials, we draw square cells for the latter.
Definition 3.1.1. For a partition λ, a semistandard Young tableau of shape λ is a filling of the cells
of λ with positive integers such that entries weakly increase left to right along rows and strictly increase
bottom to top along columns.
Given a partition λ, we let SSYTn(λ) denote the set of semistandard Young tableaux of shape λ with
entries in {1, 2, . . . , n}. This serves as the underlying set for the crystal basis B(λ). We define the weight
map by setting wt(T )i to be the number of cells of T with entry equal to i.
Definition 3.1.2 ([20, 25]). For T ∈ SSYTn(λ) and 1 ≤ i < n, the i-pairing of cells of T containing entries
i or i+ 1 is defined as follows:
• i-pair cells containing i and i+ 1 whenever they appear in the same column,
• iteratively i-pair an unpaired i + 1 with an unpaired i to its right whenever all entries i and i + 1
that lie between are already i-paired.
Definition 3.1.3 ([20, 25]). For T ∈ SSYTn(λ) and 1 ≤ i < n, the lowering operator fi acts on T as
follows: if T has no unpaired entries i, then fi(T ) = 0; else, change the rightmost unpaired i to i+1 leaving
all other entries unchanged.
This implicitly defines the raising operators ei as well by the property that for T, T
′ ∈ SSYT(λ), we have
ei(T ) = T
′ if and only if fi(T
′) = T . See Fig. 4.
Theorem 3.1.4 ([20, 25]). The data (SSYTn(λ),wt, {ei, fi}1≤i<n) determines the irreducible, highest weight
crystal B(λ) with highest weight λ.
3.2. Demazure crystals. Littelmann [25] conjectured a crystal structure for Demazure modules as certain
truncations of highest weight crystals. Kashiwara [19] proved the result, giving a new proof of the Demazure
character formula.
Given a subset X ⊆ B(λ), define Demazure operators Di by
(3.2.1) Di(X) = {b ∈ B(λ) | e
k
i (b) ∈ X for some k ≥ 0},
where ei denotes the raising operator for B. As with the divided difference operators on polynomials, these
operators on crystals satisfy the commutation and Yang–Baxter relations for the symmetric group, and so
we may define
(3.2.2) Dw = Dρℓ · · ·Dρ1
for any reduced word ρ = (ρℓ, . . . , ρ1) for the permutation w.
Definition 3.2.1 ([25]). For λ a partition of length n and w a permutation of Sn, the Demazure crystal
Bw(λ) is given by
(3.2.3) Bw(λ) = Dw{uλ},
where uλ is the highest weight element in B(λ).
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Figure 4. The crystal B(3, 2, 0) on SSYT3(3, 2), with crystal edges f1ց, and f2↓.
Notice the crystal Bid(λ) consists solely of the highest weight element, and, for w
(n)
0 the longest element of
Sn, we have Bw(n)0
(λ) = B(λ). Fig. 5 shows the Demazure crystals B123(3, 2, 0), B132(3, 2, 0) and B312(3, 2, 0),
which can be constructed from the crystal B321(3, 2, 0) = B(3, 2, 0) shown in Fig. 4.
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Figure 5. The Demazure crystals B123(3, 2, 0) (left), B132(3, 2, 0) (middle) and B312(3, 2, 0)
(right) on semistandard Young tableaux with edges f1ց, f2↓.
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Theorem 3.2.2 ([19]). The character of the Demazure crystal Bw(λ) is the Demazure character κw·λ.
Generalizing the tableaux crystals, Assaf and Schilling [6, Definition 3.7] defined an explicit Demazure
crystal structure on semistandard key tableaux [1], objects that correspond to Mason’s semi-skyline aug-
mented fillings [27].
Definition 3.2.3 ([1]). For a weak composition a, a semistandard key tableau of shape a is a filling of
the cells of the composition diagram for a with positive integers such that
(1) entries weakly decrease left to right along rows,
(2) if i is above k in the same column with i < k, then there exists j > i to the right of k in the same
row, and
(3) entries in row i are at most i.
Given a weak composition a, we let SSKT(a) denote the set of semistandard key tableaux of shape a.
Notice by the third condition of Definition 3.2.3, we do not need to restrict the values of the entries.
This serves as the underlying set for the crystal basis Bw(λ), where a = w ·λ. We define the weight map as
with tableaux by setting wt(T )i to be the number of cells of T with entry equal to i. We alter the i-pairing
rule from Definition 3.1.2 to account for the change in rows from increasing to decreasing.
Definition 3.2.4 ([6]). For T ∈ SSKT(a) and 1 ≤ i < n, the i-pairing of cells of T containing entries i or
i+ 1 is defined as follows:
• i-pair cells containing i and i+ 1 whenever they appear in the same column,
• iteratively i-pair an unpaired i with an unpaired i + 1 to its right whenever all entries i and i + 1
that lie between are already i-paired.
Our presentation of the pairing rule and raising operators is taken from [4] where it is shown to be
equivalent to that in [6].
Definition 3.2.5 ([6]). For T ∈ SSKT(a) and 1 ≤ i < n, the raising operator ei acts on T as follows: if
T does not have any unpaired entry i+1, then ei(T ) = 0; otherwise, ei changes the rightmost unpaired i+1
to i and swaps the entries i and i+1 in each of the consecutive columns left of this entry that have an i+1
in the same row and an i above.
This implicitly defines the lowering operators fi. One advantage to using the semistandard key tableaux
paradigm for Demazure crystals is that the Demazure truncation, instances where fi(T ) = 0 in the Demazure
case but not in the full crystal, becomes evident from condition (3) of Definition 3.2.3.
Theorem 3.2.6 ([6]). The data (SSKT(a),wt, {ei, fi}1≤i<n) determines the Demazure crystal Bw(λ) where
a = w · λ.
3.3. Diagram crystals. Given a weak composition a and the partition λ to which it sorts, Assaf and
Searles [9, Definition 4.5] give an injective map from Kohnert diagrams of a to semistandard Young tableaux
of shape λ.
Definition 3.3.1 ([9]). Given a weak composition a of length n that sorts to the partition λ, define ϕ :
KD(D(a)) → SSYTn(λ) by replacing each cell in row i with entry n − i + 1 and sorting the columns to
increase bottom to top.
Inspired by this, we construct Demazure crystal operators on diagrams using the following pairing rule.
Definition 3.3.2. For T a diagram and i ≥ 1 an integer, the i-pairing of cells of T in rows i and i+ 1 is
defined as follows:
• i-pair cells in rows i and i+ 1 whenever they appear in the same column,
• iteratively i-pair an unpaired cell in row i with an unpaired cell in row i + 1 to its right whenever
all cells in rows i and i+ 1 that lie strictly between them are already i-paired.
Given the asymmetry between raising and lowering operators for Demazure crystals, it is more natural to
define the raising operators on diagrams directly and the lowering operators implicitly.
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Figure 6. The Demazure crystals B123(3, 2, 0) (left), B132(3, 2, 0) (middle) and B312(3, 2, 0)
(right) on semistandard key tableaux with edges f1ց, f2↓.
Definition 3.3.3. For T a diagram and i ≥ 1 an integer, the raising operator ei acts on T as follows: if
T has no unpaired cell in row i+1, then ei(T ) = 0; else, move the rightmost unpaired cell in row i+1 down
to row i, staying within its column, leaving all other cells unmoved.
As initial motivation for this construction, we have the following observation.
Proposition 3.3.4. For a weak composition a, the map ψ sending T ∈ SSKT(a) to the diagram with a cell
in position (c, r) of ψ(T ) if and only if there is an entry r in column c of T is a weight-preserving bijection
SSKT(a)
∼
→ KD(D(a)) satisfying ψ(ei(T )) = ei(ψ(T )) for all i ≥ 0.
Proof. The map ψ corresponds to the map in [10, Definition 3.14] that is proved to be a weight-preserving
bijection in [10, Theorem 3.15]. To see the intertwining of the crystal operators, notice first that the pairing
rules correspond exactly, and the column of the entry that changes in Definition 3.2.5 agrees with the column
of the cell that moves in Definition 3.3.3. The result now follows by noticing the set of entries within every
other column remains constant in Definition 3.2.5. 
To justify our construction, we will prove the Kohnert crystal on KD(D) for southwest diagrams D is a
Demazure crystal. Taking the character, this resolves Conjecture 2.3.6.
4. Kohnert crystals
We embed Kohnert crystals into tableaux crystals to prove each connected component of the Kohnert
crystal is a subset of a highest weight crystal.
4.1. Closure. From the pairing rule, the proposed raising operators ei are well-defined on all diagrams.
However, crystal operators are maps ei, fi : B → B ∪ {0}. Thus we must show that these operators do
not leave the set of Kohnert diagrams in which we begin, a fact that holds whenever the initial diagram is
southwest.
Comparing the poset of Kohnert moves (Fig. 2) with the crystal structure on Kohnert diagrams (Fig. 7),
it is clear that, while the raising operators ei lower cells from row i + 1 down to row i, these are not, in
general, Kohnert moves. Nevertheless, when we begin with a southwest diagram D, each application of the
raising operator on T ∈ KD(D) can be reconstructed from a sequence of Kohnert moves and reverse Kohnert
moves within KD(D).
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Figure 7. The Kohnert crystal on the Kohnert diagrams for the topmost diagram, with
crystal edges e1տ, e2↑, e3ր.
Theorem 4.1.1. For D a southwest diagram and T ∈ KD(D), if er(T ) 6= 0 for some positive row index r,
then er(T ) ∈ KD(D).
Proof. Suppose er acts on T by lowering the cell x in column c0 from row r + 1 down to row r. If x is the
rightmost cell in row r + 1, then this is a Kohnert move, and so er(T ) ∈ KD(T ) ⊆ KD(D). Otherwise, let
z be the leftmost cell in row r + 1, say in column c2, that lies strictly right of column c0, so that c0 < c2.
In order for er to act by moving x, there must be no cell in column c0, row r. Let y be the leftmost cell in
row r, say in column c1, that lies strictly right of column c0, so that c0 < c1. Then we must have c1 ≤ c2 as
well, else ei would act by moving z instead of x. See Fig. 8 for an illustration.
c0 c1 c2
r+1
r
❣x ❣z
❣y
c0 c1
r+1
r
❣x ❣z
❣y
Figure 8. An illustration of the two possible scenarios when the raising operator er does
not act by a Kohnert move.
Consider the first scenario in Fig. 8. Here, T is not southwest as evidenced by the cells x, y. Since
T ∈ KD(D) for a southwest diagram D, this means that T 6= D, and so we must be able to perform reverse
Kohnert moves on T . In particular, there must be some sequence of reverse Kohnert moves that results in y
being lifted to the same row as (or above) x, since the position of y precludes moving a cell in column c0 up
to row r by reverse Kohnert moves. Then, since raising y is not currently a reverse Kohnert move due to the
position of z, there must exist some sequence of reverse Kohnert moves that results in z (and, by iterating
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the argument, all cells to the right of this in row r + 1) being lifted to a row strictly above r + 1. Let S
denote the resulting Kohnert diagram of D. Then we apply a Kohnert move to x, still in row r + 1, column
c0 in S, followed by Kohnert moves that undo the reverse Kohnert moves lifting z to above row r + 1. The
result is ei(T ), obtained by a sequence of Kohnert moves on S, and so ei(T ) ∈ KD(S) ⊆ KD(D).
Now consider the second scenario in Fig. 8. Again, T is not southwest due to the cells x, y. As before,
there must be some sequence of reverse Kohnert moves that results in the cell y being lifted to row r + 1
(or above). Equivalently, since cells are indistinguishable, there is a sequence of reverse Kohnert moves that
lifts the cell z above row r + 1. Inductively, all cells in row r + 1 to the right of column c0 may be lifted
above row r+1 by a sequence of reverse Kohnert moves, after which we may use a Kohnert move to push x
down to row r, then a series of Kohnert moves undoing the previous reverse Kohnert moves. The result is
ei(T ), obtained by a sequence of Kohnert moves on a diagram in KD(D). 
Conversely to Theorem 4.1.1, if D is not southwest, then it can happen that ei(T ) 6∈ KD(D) for some
T ∈ KD(D) for which ei(T ) 6= 0. Thus we restrict our attention henceforth to southwest diagrams.
Definition 4.1.2. Given a southwest diagram D, the Kohnert crystal on KD(D) consists of the following
data: the set KD(D), the weight map wt : KD(D) → Nn, crystal raising operators ei, and crystal lowering
operators fi defined by fi(T ) = T
′ whenever ei(T
′) = T and fi(T ) = 0 otherwise.
For example, Fig. 7 shows the Kohnert crystal for the topmost diagram. Notice there are two connected
components, one of which is isomorphic as a directed, colored graph to B312(3, 2, 0) from Fig. 5.
The as yet undiscussed lowering operators must be inverse to the well-defined raising operators when both
are nonzero. The following reveals their definition.
Lemma 4.1.3. Let T be a diagram and i ≥ 1 an integer such that ei(T ) 6= 0. Then, for r = i, i+ 1, a cell
(c, r) ∈ T is i-paired in T if and only if (c, r) ∈ ei(T ) and is i-paired in ei(T ). Moreover, if ei acts on T by
pushing the cell in position (c, i + 1) down to position (c, i), then (c, i) is the leftmost cell in row i of ei(T )
that is not i-paired.
Proof. Suppose ei acts on T by pushing the cell in position (c, i+1) down to position (c, i). By Definition 3.3.3,
(c, i+ 1) is the rightmost cell in row i+ 1 that is unpaired, and by the i-pairing algorithm, every cell in row
i+1 to the right of column c is i-paired with a cell in row i that is also to the right of column c. Thus there
is no cell in row i+ 1 to which the cell in position (c, i) of ei(T ) can i-pair, ensuring it is unpaired in ei(T ).
The other cells not in column c remain as they were, and so the same set of cells in rows i and i + 1 not
in column c are i-paired in T and ei(T ) the same way. Thus if some cell in row i, say in column c
′ < c, is
not i-paired in ei(T ), then it is also not i-paired in T , and so, by Definition 3.3.3, it would be i-paired with
(c, i + 1) in T , a contradiction. Therefore the (c, i) is indeed the leftmost cell in row i of ei(T ) that is not
i-paired. 
In contrast with the raising operators, the lowering operator applied to T ∈ KD(D) might result in a
diagram not in KD(D), even for D southwest.
Definition 4.1.4. Given a diagram D, for T ∈ KD(D) and i ≥ 1 an integer, the lowering operator fi
acts on T as follows. If T has an unpaired cell in row i, then let T ′ be the result of moving the leftmost
unpaired cell in row i up to row i + 1, staying within its column, leaving all other cells unmoved. If T has
no unpaired cell in row i or if T ′ 6∈ KD(D), then set fi(T ) = 0; else set fi(T ) = T
′.
By Lemma 4.1.3, the raising and lowering operators are inverse when nonzero.
Proposition 4.1.5. Let D be a southwest diagram. Then for S, T ∈ KD(D), we have ei(T ) = S if and only
if fi(S) = T .
Proof. Suppose ei(T ) = S for some T ∈ KD(D). Then S ∈ KD(D) and, by Lemma 4.1.3, the only difference
between T and S is that the rightmost unpaired cell in row i + 1 of T moves down to become the leftmost
unpaired cell in row i of S. Therefore fi(S) = T . Conversely, if fi(S) = T for some S ∈ KD(D), then
by Definition 4.1.4, we have T ∈ KD(D). The argument in Lemma 4.1.3 is easily reversed to see that the
difference between S and T is again characterized in the same way, and so ei(T ) = S. 
Notice in Definition 4.1.4 fi depends on the diagram D, whereas Definition 3.3.3 is independent of D.
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4.2. Rectification. To see the raising operators ei have the basic structure of crystal operators, we define
an injective map from KD(D) to a disjoint union of tableaux crystals that intertwines the crystal operators.
Taking advantage of the map in Definition 3.3.1 from the Kohnert diagrams of a composition diagram to
tableaux, it is enough to map each diagram in KD(D) to a diagram in KD(D(a)) for some weak composition
a. For this, we use a characterization of diagrams obtainable by Kohnert moves on composition diagrams
given in [9, Lemma 2.2].
Lemma 4.2.1 ([9]). A diagram T can be obtained via a series of Kohnert moves on a composition diagram
if and only if for column index c ≥ 1 and every row index r ≥ 1, we have
(4.2.1) #{(c, s) ∈ T | s ≥ r} ≥ #{(c+ 1, s) ∈ T | s ≥ r}.
We can think of Eq. (4.2.1) as a diagram analog of the weakly decreasing condition on weak compositions
in the sense that we will define crystal-like operators that take a given diagram to a canonical diagram
satisfying Eq. (4.2.1). Given this, it is helpful to introduce terminology for the diagrams characterized by
Eq. (4.2.1).
Definition 4.2.2. A diagram T is rectified if it satisfies Eq. (4.2.1) or, equivalently, if T ∈ KD(D(a)) for
some weak composition a.
❣
❣
❣❣
❣❣❣ ❣❣
❣ ❣
❣❣
❣❣
❣❣❣
❣❣❣❣❣
❣ ❣
Figure 9. The column pairing rule on an unrectified (left) and a rectified (right) diagram,
where cells right of the first column not column paired to the left are highlighted.
For example, in Fig. 9, the diagram on the left is rectified whereas the diagram on the right is not. To
define our rectification operators, we begin with a column pairing rule that is precisely the transpose of the
row i-pairing rule in Definition 3.3.2.
Definition 4.2.3. For T a diagram and i ≥ 1 an integer, the column i-pairing of cells of T in columns i
and i+ 1 is defined as follows:
• i-pair cells in columns i and i+ 1 whenever they appear in the same row,
• iteratively i-pair an unpaired cell in column i+1 with an unpaired cell in column i above it whenever
all cells in columns i and i+ 1 that lie strictly between them are already i-paired.
Given the upward direction for column i-pairing, there will be an unpaired cell in column i + 1 if and
only if Eq. (4.2.1) fails. For example, Fig. 9 shows the column pairings for two diagram, one rectified and
one not.
Definition 4.2.4. For T a diagram and i ≥ 1 an integer, the rectification operator Ri acts on T as
follows: if T has no unpaired cell in column i + 1, then Ri(T ) = T ; else, move the lowest unpaired cell in
column i+ 1 left to column i, staying within its row, leaving all other cells unmoved.
For example, Fig. 10 shows the steps in the rectification of a diagram, where we choose the rightmost cell
to rectify at each step. This choice does not affect the rectified diagram, as we prove in Lemma 4.3.3 below.
Foreshadowing Theorem 4.3.5, Fig. 11 shows the rectification of the Kohnert diagrams from Fig. 7.
Comparing Definition 4.2.4 with Definition 3.3.3, the rectification of T is obtained by transposing T along
the line y = x, applying the raising operator (if nonzero), and transposing back. Perhaps, then, it comes as
little surprise that rectification and raising operators commute, in the following sense.
Theorem 4.2.5. Given a diagram T , a row index r ≥ 1 and a column index c ≥ 1, er(T ) 6= 0 if and only if
er(Rc(T )) 6= 0, and, in this case, er(Rc(T )) = Rc(er(T )).
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Figure 10. The rectification of a diagram, where the cells right of the first column not
column paired to the left are highlighted and the cell to rectify at each step is indicated
with arrows.
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Figure 11. The Demazure crystals B312(3, 2, 0) (left) and B4123(3, 1, 1, 0) (right) on the
Kohnert diagrams for composition diagrams, with crystal edges e1տ, e2↑, e3ր.
Proof. If Rc(T ) = T , then the first assertion is trivial. For the second, suppose er acts on T by moving
the cell in position (i, r + 1) down to position (i, r). If i 6= c, c + 1, then cells in columns c, c + 1 remain
unmoved, so Rc(er(T )) = er(T ) = er(Rc(T )) as desired. If i = c + 1, then the left hand side of Eq. (4.2.1)
is the same for T as for er(T ) while the right hand side is one smaller for r + 1 and the same for other
rows. In particular, since Eq. (4.2.1) holds for T at column c, it also holds for er(T ) at column c, and
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so again Rc(er(T )) = er(T ) = er(Rc(T )). The interesting case occurs at i = c. If there is no cell in
position (c + 1, r + 1) in T , then the column c-pairing for T and er(T ) will be the same, once again giving
Rc(er(T )) = er(T ) = er(Rc(T )). Otherwise, since er acts on the cell in position (c, r + 1), it must not be
r-paired in T and so there is no cell in position (c, r). Moreover, the cell in position (c + 1, r + 1) must be
r-paired, and it must be with the cell in position (c + 1, r). Now, since Eq. (4.2.1) holds for T in column c
for all rows, the inequality at row r forces a strict inequality at row r + 1. In passing to er(T ), the right
hand side of Eq. (4.2.1) for column c is unchanged and the left hand side decreases by 1 at row r + 1 and
remains the same elsewhere. Therefore the inequality holds for er(T ) in column c, once again ensuring
Rc(er(T )) = er(T ) = er(Rc(T )).
Now suppose Rc acts nontrivially on T , say moving the cell in position (c + 1, j) left to position (c, j)
for some row index j. If er(T ) = 0, then, using the relationship between the definitions for raising and
rectification, transposing the above argument ensures er(Rc(T )) = 0 as well, proving the first statement.
For the second, we have four main cases to consider based on the position of j relative to r + 1, r.
Case (j > r+1): Let x denote the cell of T in position (c+1, j) that moves right to position (c, j) under
Rc. Suppose er acts on T by moving the cell z in position (i, r + 1) down to position (i, r). We have four
subcases depicted in Fig. 12.
• If i 6= c, c+ 1, then the movement of x does not affect rows r, r + 1 and the movement of z does not
affect columns c, c+ 1, so Rc(er(T )) = er(Rc(T )).
• (Fig. 12 left) If i = c+ 1, then since j > r+1, z is below x and so is column c-paired in T , say with
y, and since z is in column c+1 and moves down, it remains column c-paired with y in er(T ). Thus
Rc acts on x in both T and er(T ) without affecting r-pairings, so Rc(er(T )) = er(Rc(T )).
• (Fig. 12 middle) If i = c and there is no cell right of z in position (c + 1, r + 1), then the column
c-pairings are the same for er(T ) as for T , and so Rc(er(T )) = er(Rc(T )).
• (Fig. 12 right) If i = c and there is a cell y right of z in position (c + 1, r + 1), then since z is the
rightmost cell not r-paired in T , y must be r-paired with the cell w below it in position (c + 1, r).
Since Rc acts on T at x, the cell w must be column c-paired with some cell v above z. Then v and y
are column c-paired in er(T ), ensuring Rc acts on x in er(T ) as well. Thus Rc(er(T )) = er(Rc(T )).
cc+1
j
r+1
r
←
❣z
cc+1
j
r+1
r
←
❣z −
cc+1
j
r+1
r
←
❣z ❣y
❣w
Figure 12. The subcases when Rc acts on T by moving the cell x in position (c+1, j) left
to position (c, j), and er acts on T by moving the cell z in position (i, r+1) down to position
(i, r).
Case (j = r+ 1): Let x denote the cell of T in position (c+ 1, r+ 1) that moves left under Rc. We have
three subcases depicted in Fig. 13.
• (Fig. 13 left) If there is no cell below x in position (c+1, r), but x is r-paired in T , then x is r-paired
to the same cell in Rc(T ), making the action of er the same for both. Thus Rc(er(T )) = er(Rc(T )).
• (Fig. 13 left) If there is no cell below x in position (c+1, r) and x is not r-paired in T , then there is
also no cell in position (c, r). Therefore x remains unpaired in Rc(T ) as well, and so er acts on the
same cell in both T and Rc(T ). Moreover, if er acts on T by moving x down, then since there is no
cell in position (c, r), x remains the highest cell in er(T ) with no column c-pairing, and so Rc acts
on er(T ) by pushing x left. Either way, Rc(er(T )) = er(Rc(T )).
• (Fig. 13 right) Finally, if there is a cell below x in position (c + 1, r), then x is r-paired with this
cell. Moreover, the cell below x must be column c-paired, and so there must be a cell z in position
(c, r) as well. If z is r-paired in T , say with some cell y right of x, then the cell in position (c+ 1, r)
is r-paired with y in Rc(T ). Consequently, the r-pairings are the same for T and Rc(T ), and er acts
in some column i 6= c, c+ 1, showing once again Rc(er(T )) = er(Rc(T )).
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Figure 13. The subcases when Rc acts on T by moving the cell in position (c + 1, r + 1)
left to position (c, r + 1).
Case (j = r): Let x denote the cell of T in position (c + 1, r) that moves left under Rc. We have four
subcases depicted in Fig. 14.
• (Fig. 14 left) If there is no cell above x in position (c + 1, r + 1), then either x is not r-paired or it
is r-paired with some cell strictly to its right. In either case, moving x left to position (c, r) does
not change to which cell, if any, it is r-paired, and so the r-pairing is the same on T as on Rc(T ).
Furthermore, since x is not column c-paired, there is no cell in position (c, r) nor in position (c, r+1),
since then x would necessarily column pair with it. Therefore er acts on a column i 6= c, c+ 1, and
so Rc(er(T )) = er(Rc(T )).
• (Fig. 14 middle) If there is a cell above x, then necessarily it is r-paired with x. If there is no
cell in position (c, r + 1), then the cells in positions (c, r) and (c + 1, r + 1) are r-paired in Rc(T ),
ensuring that er acts in the same way in both since it cannot act in columns c, c + 1. Therefore
Rc(er(T )) = er(Rc(T )).
• (Fig. 14 right) Again with the cell above x being r-paired with x, suppose there is a cell z in position
(c, r+1). If z is r-paired in T , say with some cell y, then y is r-paired with the cell above x in Rc(T ),
leaving all r-pairings unchanged and the action of er not in columns c, c+1, soRc(er(T )) = er(Rc(T )).
• (Fig. 14 right) Finally, suppose the cell above x exists, and the cell z in position (c, r+1) exists, and
z is not r-paired in T . If there is another cell right of z not r-paired, then the action of er will be on
that cell in both T and Rc(T ) giving Rc(er(T )) = er(Rc(T )). Otherwise, er acts on T by moving
z down to position (c, r), and then Rc acts on er(T ) by moving the cell above x left to position
(c, r + 1). In the other direction, er acts on Rc(T ) by moving the cell above x down to position
(c+ 1, r). The end results agree, and so Rc(er(T )) = er(Rc(T )).
cc+1
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←
Figure 14. The subcases when Rc acts on T by moving the cell in position (c + 1, r) left
to position (c, r).
Case (j < r): The cell in position (c+ 1, j) is the lowest cell not column c-paired in T , and since r > j,
this holds true for er(T ) as well, giving T and er(T ) the same action of Rc. Moreover, since j < r, the cells
in rows r, r + 1 coincide for T and for Rc(T ), giving them the same r-pairings and so, too, the same action
of er. Therefore Rc(er(T )) = er(Rc(T )) in this case as well. 
While rectification can be performed in basic steps, we often wish to consider the rectification of an entire
column of a diagram. Extending notation, for T a diagram and c a column index, let R∗c(D) denote R
m
c (D)
for any (equivalently, the smallest) m such that Rc(R
m
c (D)) = R
m
c (D). With this notation, we observe the
southwest property of a diagram is preserved under rectification.
Proposition 4.2.6. For D a southwest diagram and c any column index, R∗c(D) is also southwest. In
particular, rect(D) is a composition diagram.
Proof. A violation of the southwest property can happen under rectification in one of two ways: (a) cells y
above x in column c+ 1 could have y move left with no cell immediately left of x; or (b) cells y above x in
column c + 1 could have x move left with some cell right of x in its row. For (a), we must have x column
c-paired else it would move under rectification instead of y, and so there exists some cell w in column c
weakly above the row of x. Since there is no cell immediately left of x, w lies strictly above x, and so w, x
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violate the southwest condition for D, a contradiction. For (b), if z lies strictly right of x in its row and x
moves left under rectification, then if any cell y above x in column c + 1 is column c-paired, there exists a
cell w in column c strictly above the row of x. In this case, w, z violate the southwest condition for D, a
contradiction. Thus rectifying all cells above x restores the southwest condition, proving the first statement.
Now consider a diagram D that is both southwest and rectified. Suppose D has a cell x in row r, column
c+1, where c ≥ 1. Since D is rectified, xmust be column c-paired with some cell y in some row s ≥ r, column
c. Since D is southwest, we must have y in row r, column c. Therefore D is a composition diagram. 
As we shall see in Section 5.3, it often happens that T ∈ KD(D) but R∗c(T ) 6∈ KD(R
∗
c(D)), which is to
say rectification does not commute with Kohnert moves.
4.3. Highest weights. Using the commutativity between rectification and raising operators, we can now
prove the uniqueness of highest weight elements for each connected component of the Kohnert crystal of a
southwest diagram by showing they rectify to composition diagrams of partition weight.
Lemma 4.3.1. Let D be a southwest diagram and U ∈ KD(D) such that er(U) = 0 for all r ≥ 1. Then
wt(U) is a partition and, if U ′ = Rck ◦ · · ·Rc1(U) is a rectified diagram, then U
′ is a composition diagram
of partition weight wt(U). In particular, U ′ is independent of the column sequence ck, . . . , c1.
Proof. By Lemma 4.2.1 and the definition of the rectification operators, Rc(U
′) = U ′ for all column indices
c ≥ 1. By Theorem 4.2.5, we have ei(U
′) = ei(U) = 0 for all i ≥ 0, ensuring U
′ is also a highest weight ele-
ment. Thus, by Theorem 3.2.6, U ′ is a composition diagrams of partition weight. However, since rectification
operators do not change the rows in which the cells lie, we must have wt(U) = wt(U ′). 
Theorem 4.3.2. Let D be a southwest diagram and T ∈ KD(D). Then there exists a unique U ∈ KD(D)
such that U = erm ◦ · · · ◦ er1(T ) for some sequence of row indices r1, . . . , rm and such that er(U) = 0 for all
row indices r ≥ 1.
Proof. By Theorem 4.1.1, for a southwest diagram D, the raising operators partition KD(D) into connected
components. Suppose U = eim ◦ · · · ◦ ei1(T ) and U
′ = ejn ◦ · · · ◦ ej1(T ) with er(U) = er(U
′) = 0 for all r ≥ 1.
By Lemma 4.2.1, we may apply some fixed sequence of rectification operators R = Rck ◦ · · ·Rc1 such that
R(T ), R(U), R(U ′) are all rectified diagrams. In particular, by Lemma 4.3.1, we have R(U) = R(U ′). By
Lemma 4.3.3, each of these rectification operators, and so, too, their composition R, commutes with er for
all r ≥ 1, and so by injectivity of raising operators, we must have U = U ′ as desired. 
Next we show the rectified diagram of T is is independent of the order in which the rectification operators
are applied.
Lemma 4.3.3. Let T be a diagram. If S = Rik ◦ · · · ◦ Ri1(T ) and S
′ = Rjl ◦ · · · ◦ Rj1(T ) are rectified
diagrams for some sequences of column indices i1, . . . , ik ≥ 1 and j1, . . . , jl ≥ 1, then S = S
′.
Proof. Consider first the case when ei(T ) = 0 for all i ≥ 1. By Lemma 4.2.1 and the definition of the
rectification operators, Rc(S) = S and Rc(S
′) = S′ for all column indices c ≥ 1. By Theorem 4.2.5, we have
ei(S) = ei(S
′) = 0 for all i ≥ 0, ensuring S, S are highest weight elements. Thus, by Theorem 3.2.6, S, S′
are composition diagrams of partition weight. However, since rectification operators do not change the rows
in which the cells lie, we must have S = S′.
Now let T be general. By acting on T iteratively with any nonzero Kohnert raising operator, we arrive
at some diagram U = erm ◦ · · · ◦ er1(T ) satisfying ei(U) = 0 for all i ≥ 1. Let R = Rik ◦ · · · ◦Ri1(U) and
R′ = Rjl ◦ · · · ◦Rj1(U). By Theorem 4.2.5, we have R = erm ◦ · · · ◦ er1(S) and R
′ = erm ◦ · · · ◦ er1(S
′). By the
previous case, since U is a highest weight element, we have R = R′, and so erm ◦· · ·◦er1(S) = erm ◦· · ·◦er1(S
′).
Therefore, by the injectivity of the raising operators, we have S = S′ as desired. 
By Lemma 4.3.3, the following is well-defined for any diagram T .
Definition 4.3.4. Given a diagram T , the rectification of T , denoted by rect(T ), is image under ϕ
(Definition 3.3.1) of the unique rectified diagram obtained by applying any terminal sequence of rectification
operators to T .
We use rectification to embed of each component of the crystal on KD(D) into a tableaux crystal.
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Theorem 4.3.5. Let D be a southwest diagram and K ⊆ KD(D) any connected component of the Kohnert
crystal on KD(D). Then rectification is a well-defined, weight-preserving injective map
rect : K → B(λ)
satisfying rect(ei(T )) = ei(rect(T )) for all T ∈ K and all i ≥ 1, where λ is the unique highest weight of K.
Proof. Rectification is well-defined by Lemma 4.3.3, and is weight preserving since it does not change the
rows for any cell. Commutation with the Kohnert crystal operators follows from Theorem 4.2.5, and by
Theorem 4.1.1, these operators stay within the set of Kohnert diagrams for D. 
5. Kohnert tableaux
We define labelings of diagrams to determine when a diagram T lies in KD(D) for a southwest diagram
D without constructing the Kohnert poset on KD(D).
5.1. Diagram labelings. By Theorem 4.3.5, for D southwest, each connected component of the Kohnert
crystal on KD(D) embeds as a subset of a highest weight crystal B(λ) with highest weight λ the unique
highest weight on the component. However, the Demazure crystals Bw(λ) are special subsets of the full
crystals B(λ), so it remains to show each component embeds as Bw(λ) for some permutation w.
To identify the permutation w, or, equivalently, the weak composition w · λ, we recall the canonical
labelings of rectified diagrams defined by Assaf and Searles [9, Definition 2.3] that can be used to identify
those weak compositions a for which a rectified diagram T belongs to KD(D(a)).
Definition 5.1.1 ([9]). For a weak composition a of length n, a Kohnert tableau of content a is a
diagram labeled with 1a1 , 2a2 , . . . , nan satisfying
(i) there is exactly one i in each column from 1 through ai;
(ii) each entry in row i is at least i;
(iii) the cells with entry i weakly descend from left to right;
(iv) if i < j appear in a column with i above j, then there is an i in the column immediately to the right
of and strictly above j.
❣5 ❣5❣4 ❣4 ❣4 ❣4 ❣4❣2 ❣2 ❣2 ❣2 ❣2❣5 ❣4
❣5 ❣5❣4 ❣4 ❣4 ❣5 ❣7❣2 ❣2 ❣2 ❣4 ❣4❣7 ❣7
Figure 15. A Kohnert tableau of content (0, 5, 0, 6, 4) (left) and a more general Kohnert
labeling of a diagram (right).
For example, the rectified diagram on the left of Fig. 15 is labeled in such a way that it is a Kohnert
tableau. Assaf and Searles [9, Theorem 2.8] show for T a rectified diagram, T ∈ KD(D(a)) if and only if cells
of T can be labeled so that Definition 5.1.1 holds. Thus the left diagram in Fig. 15 is a Kohnert diagram for
(0, 5, 0, 6, 4). We aim to create an analogous construction for KD(D) for any southwest diagram D, with an
example shown on the right side of Fig. 15.
To begin, we generalize Definition 5.1.1(i) to arbitrary labelings of diagrams.
Definition 5.1.2. A labeling of a diagram T is a map L from cells of T to positive integers. A labeling L
is strict if cells in the same column have distinct labels.
By Definition 5.1.2, we may regard the labels used in a strict labeling L as a diagram D(L) defined by
setting the cell (c, r) in D(L) if and only if column c has a cell labeled r. In this case, we say T is labeled
with respect to D(L). One labeling that will be important is the super-standard labeling of a diagram
that places label r in each cell of row r.
As we wish for the labels on the cells of T to indicate from whence they came in D, we introduce the
following condition based on Definition 5.1.1(ii).
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Definition 5.1.3. A labeling L of a diagram T is flagged if for every row r and for every cell x ∈ T lying
in row r we have L(x) ≥ r.
To generalize Definition 5.1.1(iii), we define a re-labeling procedure for diagrams as they are rectified. To
do this, we give an alternative to the pairing rule used in rectification so as to take labels into account.
Definition 5.1.4. Let T be a diagram with labeling L. Given a column index c, the label c-pairing of T
with respect to L is defined on cells of column c+ 1 as follows: assuming all cells above x in column c+ 1
have been label paired, label pair x with the cell weakly above it in column c with the largest label that is
weakly smaller than L(x), if it exists, and otherwise leave x unpaired.
We use the label pairing rule to redefine labels as we rectify T , thereby changing the labeling diagram D
in the process as well.
Definition 5.1.5. Let T be a diagram with labeling L. Given a column c, the rectified labeling R∗c(L)
of R∗c(T ) is constructed recursively as follows. Let x1, . . . , xm be the cells in column c+ 1 of T that are not
label c-paired, taken from highest to lowest. Initially set L′ = L. Then
• for i from 1 to m, if there exist label c-paired cells y, z with z above xi such that L(y) ≤ L
′(xi) <
L′(z), then choose z so that L′(z) is maximal and swap the labels of xi and z;
• for every cell z in column c+ 1, if z is label c-paired with y in column c, then set L′(z) = L(y).
Then R∗c(L) is the labeling of R
∗
c(T ) obtained by maintaining labels from L
′ as cells move left under
rectification.
❣5 ❣5❣4 ❣4 ❣4 ❣5 ❣←7❣2 ❣2 ❣2 ❣4 ❣4❣7 ❣7
❣5 ❣5❣4 ❣4 ❣4 ❣5 ❣7❣2 ❣2 ❣2 ❣4 ❣4❣7 ❣←7
❣5 ❣5❣4 ❣4 ❣4 ❣5 ❣7❣2 ❣2 ❣2 ❣4 ❣4❣7 ❣7
❣5 ❣5❣4 ❣4 ❣4 ❣5 ❣5❣2 ❣2 ❣2 ❣4 ❣4❣7 ❣7
❣5 ❣5❣4 ❣4 ❣4 ❣5 ❣5❣2 ❣2 ❣2 ❣4 ❣4❣7 ❣5
❣←5 ❣5❣4 ❣←4 ❣4 ❣5 ❣5❣2 ❣2 ❣2 ❣4 ❣4❣2 ❣5
❣5 ❣←5❣4 ❣4 ❣←4 ❣5 ❣5❣2 ❣2 ❣2 ❣4 ❣4❣2 ❣5
❣5 ❣5❣4 ❣4 ❣4 ❣←5 ❣5❣2 ❣2 ❣2 ❣←4 ❣4❣2 ❣5
❣5 ❣5❣4 ❣4 ❣4 ❣5 ❣←5❣2 ❣2 ❣2 ❣4 ❣←4❣2 ❣5
❣5 ❣5❣4 ❣4 ❣4 ❣5 ❣5❣2 ❣2 ❣2 ❣4 ❣4❣2 ❣←5
❣←5 ❣5❣4 ❣4 ❣4 ❣5 ❣5❣2 ❣2 ❣2 ❣4 ❣4❣2 ❣5
❣5 ❣←5❣4 ❣4 ❣4 ❣5 ❣5❣2 ❣2 ❣2 ❣4 ❣4❣2 ❣5
❣5 ❣5❣4 ❣4 ❣4 ❣5 ❣5❣2 ❣2 ❣2 ❣4 ❣4❣←2 ❣5
❣5 ❣5❣4 ❣4 ❣4 ❣4 ❣5❣2 ❣2 ❣2 ❣2 ❣4❣5 ❣5
❣5 ❣5❣4 ❣4 ❣4 ❣4 ❣4❣2 ❣2 ❣2 ❣2 ❣2❣5 ❣5
❣5 ❣5❣4 ❣4 ❣4 ❣4 ❣4❣2 ❣2 ❣2 ❣2 ❣2❣5 ❣4
Figure 16. The rectified relabeling of a diagram, with cells that get re-labeled highlighted
(along with their label pairs) and cells that move under rectification indicated with an arrow.
For example, Fig. 16 shows the steps by which the right diagram in Fig. 15 relabels to the left, giving a
refinement of rectification shown in Fig. 10.
If T has the same column weight as D, then we can label T with respect to D and rectify the labeling.
Since the order of rectification does not affect the result, we henceforth rectify from right to left. With this
in mind, we have the following generalization of Definition 5.1.1(iii).
Definition 5.1.6. A labeling L of a diagram T is semi-proper if the cells with entry i in the fully rectified
labeling rect(L) of the rectified diagram rect(T ) weakly descend from left to right.
To generalize Definition 5.1.1(iv), we generalize the labeling algorithm defined by Assaf and Searles for
rectified diagrams [9, Definition 2.5] that greedily assigns labels so that Definition 5.1.1(iii) holds.
Definition 5.1.7 ([9]). Given a weak composition a and a diagram T ∈ KD(D(a)), the Kohnert labeling
of T with respect to a, denoted by La(T ), assigns labels to cells of T as follows. Assuming all columns
right of column c have been labeled, assign labels {i | ai ≥ c} to cells of column c from bottom to top by
choosing the smallest label i such that the i in column c+ 1, if it exists, is weakly lower.
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Assaf and Searles [9, Theorem 2.8] prove for any diagram T and weak composition a for which T and D(a)
have the same column weight, the Kohnert labeling of T with respect to a is well-defined and flagged for T
if and only if T ∈ KD(D(a)). This provides the bijection between Kohnert tableaux and Kohnert diagrams
for a. In this case, for any cell x in column c+ 1, there exists a cell y in column c with La(y) = La(x) and
y lies weakly above x. Thus x will label c-pair with y, ensuring La(T ) is invariant under re-labeling.
If T has the same column weight as D, then we can label T with respect to D by a greedy algorithm
generalizing Definition 5.1.7 by forcing the labeling to be semi-proper. For this, given a diagram T and a
column c, we partition T into T≤c ⊔ T>c, where the former contains all cells in columns weakly left of c, and
the latter contains all cells in columns strictly right of c. When we rectify T>c, we still regard all cells as
being weakly right of column c.
Definition 5.1.8. For diagrams T,D of the same column weight, construct the Kohnert labeling of T
with respect to D, denoted by LD(T ), as follows. Once all columns of T right of column c have been
labeled, set T ′ = T≤c ⊔ rect(T>c), where the leftmost occupied column of the latter is c + 1. Bijectively
assign labels
{r | D has a cell in column c, row r }
to cells in column c of T from smallest to largest by assigning label r to the lowest unlabeled cell x such that
if there exists a cell z in column c+ 1 of rect(T>c) with label r, then x lies weakly above z.
We generalize Definition 5.1.1 to a notion of flagged, proper labelings.
Definition 5.1.9. A labeling L of a diagram T is proper if L = LD for some D.
Since Fig. 16 rectified from right to left, we see this is a proper labeling.
Notice a proper labeling is, in particular, strict. Henceforth we shall rely on the southwest property of
diagrams, and so we say a proper labeling LD is southwest if and only if the diagram D is southwest.
5.2. Kohnert labelings. The existence of a strict, semi-proper, southwest labeling for a diagram implies
the existence of a proper labeling.
Lemma 5.2.1. Let L be a semi-proper labeling of T with respect to a southwest diagram D. Then LD is
well-defined on T , and if L is flagged, then so is LD.
Proof. Suppose LD is well-defined on and agrees with L on all columns strictly to the right of column c. If
c = 0, then the result is trivial. Thus we may proceed by induction on c. Suppose LD is well-defined on and
agrees with L on all columns strictly to the right of column c, and consider column c itself. Define a new
labeling L′ on T as follows. Initially set L′ = L, which we note also coincides with LD for columns strictly
to the right of column c. Beginning with the smallest label, for each label i, let s denote the row of i in
column c of L′ and let r ≤ s denote the lowest row with label in L′ larger than i for which placing i into row
r remains semi-proper. If r < s, then swap labels i and j in column c of L′. This will still be semi-proper
with columns to the right since i has chosen its cell to maintain that property and since j has moved up.
Since D is southwest, as we rectify, there must be at least as many columns left of c with label i as have
label j since i < j occurs in column c. Thus we may permute the rows of these labels in those columns as
well, thereby maintaining the semi-proper property to the left of column c. Once we complete this process
with each label in column c, L′ will be semi-proper and coincide with LD for columns strictly to the right of
column c − 1. Thus, by induction, LD is well-defined for T . When a label j moves up, it is displaced by a
smaller label i. Thus if L is flagged, then i is at least as great as its row in L, and so j > i will be at least
as great as its row in L′. Hence L′ is also flagged, and so LD is as well. 
Our first result justifying the slew of definitions for labelings is the following.
Theorem 5.2.2. For D a southwest diagram, if T ∈ KD(D), then LD is well-defined and flagged for T .
Proof. For D itself, the labeling algorithm places label r in each cell of row r, so LD(D) is well-defined and
flagged. Thus we may proceed by induction on the minimum number of Kohnert moves needed to obtain
a diagram from D. Suppose T is obtainable from some diagram S ∈ KD(D) by a single Kohnert move,
say by moving down the cell x in column c, row r, where the theorem holds for S. Let L be the labeling
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on T defined for each column by taking the labels in the same column order as for LD on S. Notice L is
semi-proper on T for all columns strictly to the right of column c, and L is flagged on T .
If x moves down one row, then we claim L is semi-proper. This holds for column c since x has moved
down and there is no cell to the right in the row from whence it came (since moving x down is a Kohnert
move), and it holds for columns strictly to the left of column c since x has moved down in column c and no
other labels have moved. Therefore, by Lemma 5.2.1, LD is well-defined and flagged on T .
Thus we may assume both S and T have a cell y in column c, row r−1 over which x jumps. Suppose first
there is no cell in column c row r− 2. If LD(y) > LD(x) in S, then since x is above y, by Definition 5.1.1(iv)
in rect(S>c) there must be a cell z with LD(z) = LD(x) in column c+ 1 weakly below x and strictly above
y, and hence in row r, contradicting that going from S to T is a Kohnert move. Therefore LD(y) < LD(x).
Let z be the cell of rect(S>c) in column c+ 1 with LD(z) = LD(y), if it exists. If z lies in row r − 1, then
in T , we regard x as jumping over y so that, in L, the labels remain the same, with x now below y in row
r − 2; otherwise, in T , we regard both x and y as moving down one row so that, in L, the labels remain the
same with x in row r− 1 and y in row r− 2. Then L semi-proper and flagged in column c, and so too to the
left since labels have moved only downward. Again, by Lemma 5.2.1, LD is well-defined and flagged on T .
Now let r′ < r − 2 denote the highest empty position in column c below row r, which is the position
into which the cell x lands in passing from S to T . Let y1, . . . , yr−r′−1 denote the cells in column c in rows
r′ + 1, . . . , r − 1 taken highest to lowest. We claim LD(yh) < LD(x) in S for each h. This is true for y1
by the previous case, so we proceed by induction, assuming LD(yh) < LD(x) for each h < n. Suppose, for
contraction, LD(yn) > LD(x). By Definition 5.1.1(iv) applied to each cell above up through row r, there
must be cells z, z1, . . . , zn−1 in column c + 1 of rect(S>c) with LD(z) = LD(x) and LD(zh) = LD(yh) and
each lies strictly above yn and weakly below the cell in column c with the same label. Since these cells are
ordered z, z1, . . . , zn−1 from top to bottom, this places z in row r, contradicting that going from S to T is a
Kohnert move. Thus the claim is proved. Now we may repeat the argument of the previous case, where in T
we regard each yi either as remaining in place if there is another cell in the same row with the same label or
as moving down one row otherwise. The same analysis applies, showing once again LD is well-defined and
flagged on T . 
Label c-pairing and column c-pairing are compatible for proper labelings coming from southwest diagrams,
and so in this case rectified cells are never label c-paired.
Lemma 5.2.3. For L a proper, southwest labeling of T , a cell x in column c+ 1 of T is column c-paired if
and only if it is label c-paired with respect to L.
Proof. Suppose the result holds for all cells (possibly none) above x in column c+ 1. If x is label c-paired,
say to a cell y in column c, then y lies weakly above x and is not label c-paired in T with a cell above x, and
hence y is not column c-paired in T with a cell above x. Thus x is column c-paired in T .
Conversely, suppose x is not label c-paired in T . Then every cell y in column c weakly above x with
L(y) ≤ L(x) is label c-paired with some cell above x. If there is no cell y in column c weakly above x with
L(y) > L(x), then all cells above x in column c are column c-paired with a cell above x, and so x is not
column c-paired. Thus assume there exists a cell y above x in column c with L(y) > L(x). To arrive at a
contradiction, we construct an infinite sequence of distinct cells x0, x1, x2 . . . in column c+ 1 and y0, y1, . . .
in column c such that:
(a) L(yi) = L(xi) < L(y),
(b) yi, xi lie strictly below y,
(c) yi is label c-paired with xi+1.
To begin, we simply take x = x0. Now assume, for some m ≥ 0, we have constructed x0, . . . , xm and
y0, . . . , ym−1 for which these properties hold, and we will construct ym and xm+1. Since L is southwest, and
since, by (a), L(xm) < L(y), as we rectify there must exist a cell ym in column c with L(ym) = L(xm),
proving (a) for ym. Since y lies above xm and L(y) > L(ym), the labeling algorithm ensure ym lies below
y since ym is labeled before y, proving (b) for ym. The labeling algorithm also places ym weakly above xm
since they share the same label, and so for xm not to have chosen ym for its label c-pair, there must be
some cell, say xm+1, above xm in column c+1 to which ym is label c-paired, proving (c) for both ym, xm+1.
By the label pairing rule, xm+1 is weakly below ym and so below y, proving (b) for xm+1. Finally, since
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L(ym) < L(y), the label pairing rule ensures L(y) > L(xm+1), since otherwise xm+1 would select y over ym
for its label c-pair, thereby proving (a) for xm+1. We may continue indefinitely, creating an infinite sequence
of distinct cells thereby contradicting the finiteness of the diagram T . Therefore no such y exists, and so x
is not column c-paired in T . 
For D southwest, Theorem 5.2.2 gives a necessary condition for an arbitrary diagram T to be in KD(D)
by testing if the labeling algorithm for D is well-defined and flagged on T . Amazingly, this is also sufficient.
Theorem 5.2.4. For D a southwest diagram, if T is a diagram for which LD is well-defined and flagged,
then T ∈ KD(D).
Proof. Whenever LD is well-defined on T , we can consider the label displacement defined by δD(T ) =∑
x∈T LD(x) − row(x), and this will be nonnegative whenever LD is flagged on T . We prove the result by
induction on this statistic. If δD(T ) = 0, then we must have LD(x) = row(x) for every cell x of T , and so
T = D ∈ KD(D). Suppose LD is well-defined and flagged on some diagram T with δD(T ) > 0. We will
construct a diagram S such that T is obtained from a Kohnert move on S and LD is well-defined and flagged
on S. Since the labels within each column are the same for S, T , but cells are moved down in S, we have
δD(S) < δD(T ). Thus by induction S ∈ KD(D), and so T ∈ KD(S) ⊆ KD(D).
Suppose rect(T≥c) is a composition diagram for every column c. Since LD is flagged on T and δD(T ) > 0,
there exists a cell x with LD(x) > row(x). Consider cells x with LD(x) > row(x) such that for all cells y
left of x with LD(y) = LD(x), we have row(y) = LD(x). Among all such cells, choose x with maximal label,
say in row r, column c. Let s ≥ r be such that all rows r, r + 1, . . . , s have a cell in column c and there
is no cell in row s + 1, column c. Since rect(T≥c)) is a composition diagram, there is no cell weakly to the
right of column c in row s + 1, and so we may lift x to row s + 1 by a reverse Kohnert move to construct
the diagram S. Let L be the labeling on S induced from LD(T ) by maintaining all labels, including for
x. By choice of x, the cells in rows r + 1, . . . , s, column c must have label strictly less than LD(x), and
so LD(x) ≥ s + 1. Thus L is flagged for S. We claim L is semi-proper on S. By Definition 5.1.1(iii), for
each row r + 1, . . . , s, there must be another cell to the right of column c that label pairs to the cell in the
same row in column c, and again by choice of x these cells have smaller label than LD(x). Thus the labeling
algorithm in column c of S will place LD(x) into x, ensuring L = LD weakly to the right of column c, and
so it is semi-proper there. Looking left, if there is no cell y with L(y) = L(x) in the column to the left, then
the labeling remains semi-proper. If at some point x is label pairs with a cell in row s+ 1, then thereafter
the labeling remains semi-proper since it agrees with LD(Y ) to the left. If neither of these is the case, then
we must have encountered a cell y with L(y) = L(x), which by choice of x lies in row L(x) ≥ s+ 1, and so
must be weakly above row. Thus L is semi-proper and flagged on S, so by Lemma 5.2.1, LD is well-defined
and flagged on S, proving the theorem in this case.
Otherwise, choose c so that rect(T≥c′) is a composition diagram for every column c
′ > c, but rect(T≥c) is
not a composition diagram. In this case there exists a cell in column c that label (c− 1)-pairs with a cell in
column c− 1 that lies strictly higher. Let x be the highest such cell, say in column c, row r. AS before, let
s ≥ r be such that all rows r, r+ 1, . . . , s have a cell in column c and there is no cell in row s+ 1, column c.
Since rect(T>c)) is a composition diagram, there is no cell weakly to the right of column c in row s+ 1, and
so we may lift x to row s+ 1 by a reverse Kohnert move to construct the diagram S. Let L be the labeling
on S induced from LD(T ) by maintaining all labels, including for x. Since S>c = T>c, L(S) = LD(S)
strictly to the right of column c. In column c of T , let xi denote the cell in row r + i for i = 0, . . . , s − r.
Define 0 = i0 < i1 < · · · < im by, for j > 0, taking xij to be the lowest cell above xij−1 and weakly below
row s with LD(xij ) > LD(xij−1 ). In S, let im+1 = s + 1 and shift labels by setting L(xij+1 ) = LD(xij )
for 0 ≤ j ≤ m, so that L(S) = LD(S) in column c as well. Moreover, since LD is flagged on T , we have
L(xij+1 ) = LD(xij ) > LD(xi) ≥ row(r + i) for all ij < i < ij+1, showing so L is flagged on S in column c,
and so L is flagged on all of S.
Looking left, by choice of x, each cell in column c, row r + 1, . . . , s must either label (c − 1)-pair with
the cell immediately to its left or not label (c − 1)-pair at all. If xi is the lowest cell in column c above x
and weakly below row s not label (c− 1)-paired, then by Lemma 5.2.3, neither is it column (c− 1)-paired,
in which case x is not column (c − 1)-paired either, a contradiction. Thus for 1 ≤ i ≤ s− r, we may let yi
in row r + i, column c be the cell to which each xi is label (c − 1)-paired in T , and let y denote the cell
in column c − 1 to which x is label (c − 1)-paired which necessarily lies weakly above row s + 1. By the
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southwest condition, there is a cell with label LD(xij ) in column c− 1 of T for every j = 0, . . . ,m− 1, and
by Definition 5.1.1(iii), it lies weakly above row r + ij . Since x does not label (c − 1)-pair with the cell
immediately to its left, if it exists, this ensures LD(yij−1 ) = LD(xij ). Therefore in L(S), every cell in column
c not in row s+ 1 label (c− 1)-pairs with the same cell in column c− 1 to which it label (c− 1)-pairs in T ,
and the cell in column c, row s+ 1 label (c− 1)-pairs with y. Thus L(S) = LD(S) for all columns, showing
LD is well-defined and flagged on S. The theorem now follows. 
Combining Theorems 5.2.2 and 5.2.4, for D southwest, LD is well-defined and flagged for T if and only if
T ∈ KD(D).
5.3. Rectified labelings. We turn our attention now to showing rectification of labelings commutes with
the Kohnert crystal operators while preserving the proper and flagged properties of the labelings.
Lemma 5.3.1. Let T be a diagram with labeling L. For every column c, L is flagged if and only if R∗c(L)
is flagged.
Proof. Suppose L is flagged, and consider cells in column c+1. If a cell z in column c+1 label c-pairs with
a cell y in column c, then y is weakly above z and L(y) ≤ L(z). Thus changing the label of z to match that
of y maintains the flagged condition for z since y is flagged and z lies weakly below with the same label.
Any cell x in column c+1 that is not label c-paired will be re-labeled with the label of some z above x with
L(z) > L(x), so once again the flagged condition is maintained if it holds for L since the larger label moves
down.
Suppose L is not flagged with some cell x in column c + 1 satisfying L(x) < row(x). If x is label c-
paired with y in column c, then row(y) ≥ row(x) > L(x) ≥ L(y) is a violation of the flagged condition in
column c that is maintained by re-labeling. If x is not label c-paired, then if it does not get relabeled, of
course it creates a violation in R∗c(L) as well. If it does get relabeled, say by some z in column c + 1, then
L(z) > L(x) > row(x), so changing the label maintains the violation of the flagged condition at x. 
To improve upon the injective map induced by rectification, we show the re-labeled rectification of a
proper, flagged labeling is a Kohnert tableau.
Theorem 5.3.2. For L a proper, southwest labeling of a diagram, D(rect(L)) is a composition diagram, and
rect(L) is a Kohnert tableau if and only if L is flagged.
Proof. By Lemma 5.3.1, rect(L) is flagged if and only if L is flagged, so we need only show the labeling
rect(L) on the rectified diagram rect(T ) satisfies Definition 5.1.1(i), (iii), and (iv). We proceed by induction
on the number of columns. If T,D have one column, then L labels the cells of T increasing from bottom
to top, and so (i) labels are distinct, (iii) labels do not appear in consecutive columns, and (iv) there are
no column inversions. Thus we may assume the result for all diagrams with fewer columns than T . In
particular, the result holds for T>1, and so rect(T>1) satisfies Definition 5.1.1(i), (iii), and (iv). Consider
T1 ⊔ rect(T>1).
For Definition 5.1.1(i), we must show each step of re-labeling and rectification maintains the strictness of
the labeling. Consider cells y, x in columns c, c+1 with L(y) = L(x). By the labeling algorithm (if c = 1) or
Definition 5.1.1(iii) (if c > 1), y must lie weakly above x. If x is label c-paired with y, then by Lemma 5.2.3,
x is column c-paired and so does not move into column c. If x does not label c-pair with y, then there exists
some z strictly above x in column c+1 and weakly below y with L(z) > L(x). By the re-labeling procedure,
x will be re-labeled before it moves left, and so the resulting labeling is strict.
Definition 5.1.1(iii) holds for columns 1 and 2 by the labeling algorithm and for columns 2 and beyond
by induction. When cells are re-labeled for rectification, any cell in column c that is label c-paired with
a cell in column c + 1 lies weakly above it by construction. Any cell that is not label c-paired moves left
by Lemma 5.2.3, and so there will not be a cell in column c + 1 with the same label afterward. Thus
Definition 5.1.1(iii) holds throughout rectification.
For Definition 5.1.1(iv), suppose y lies above x in column 1 with L(y) < L(x). By the labeling algorithm,
this happens only if L(y) preferred not to occupy the lower cell x, which ensures there exists a cell z in
column 2 weakly below y and strictly above x with L(z) = L(y). When cells are re-labeled for rectification,
any label c-paired cell in column c+ 1 gets a weakly smaller label, and so cannot create a new violation of
(iv). Any cell x in column c+ 1 not label c-paired will move left by Lemma 5.2.3, taking with it the largest
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label from z above so that the the cell y to which z is label c-paired satisfies L(y) < L(z). Since z will be
relabeled with L(y), Definition 5.1.1(iv) is preserved. 
Rectified labels commute with crystal operators, ultimately allowing us to identify the permutation w for
the Demazure crystal.
Lemma 5.3.3. Let D be a southwest diagram, and T a diagram for which er(T ) 6= 0. Then LD is well-defined
for T if and only if LD is well-defined for er(T ), and in this case D(rect(LD(T ))) = D(rect(LD(er(T )))).
Moreover, if LD(T ) is flagged, then LD(er(T )) is flagged.
Proof. Suppose x in row r + 1, column c is the cell that moves down when er acts on T , and suppose LD is
well-defined on at least one of T and er(T ). Since T and er(T ) coincide for all cells strictly to the right of
column c, the labeling algorithm proceeds the same for both up to column c, so both are well-defined there.
We claim T and er(T ) are labeled the same by LD in column c as well, where the label of x is maintained
as it moves. If there is no cell in column c+1, row r+ 1, then claim follows since rect(T>c) = rect(er(T )>c)
and so the set of labels weakly below x is the same in both. Otherwise, let n ≥ 1 be maximal such that
there exist z1, . . . , zn in row r + 1 with zi in column c+ i. Since er acts on x, each cell zi must be r-paired
with some cell yi in row r weakly left of zi and, since x is not r-paired, strictly right of x. Thus there
exist y1, . . . , yn in row r with yi in column c + i; see Fig. 17. If LD(yi) > LD(zi), then, by Theorem 5.3.2
Definition 5.1.1(iv) applies, and so there exists z with LD(z) = LD(zi) in column c+ i+ 1 weakly below zi
and strictly above yi, forcing z into row r+1. If i < n, then z = zi+1, but if i = n, then this contradicts the
choice of m, so we must have LD(yn) < LD(zn). Thus there exists m ≤ n such that LD(z1) = · · · = LD(zm)
and LD(ym) < LD(zm) < LD(yi) for i < m. If m > 1, then since D is southwest, there exists a cell w in
column c+m− 1 > c with LD(w) = LD(ym). By the labeling algorithm w lies weakly above ym and every
cell below w and weakly above ym has smaller label, contracting that LD(ym−1) > LD(ym) = LD(w). Thus
we must have m = 1.
c
r+1
r
❦x
−
❦z1 ❦zm ❦zn −
❦y1 ❦ym ❦yn
Figure 17. Situation in T when er acts on x, where LD(z1) = · · · = LD(zm) and LD(ym) <
LD(zm) < LD(yi) for i < m.
Now consider LD(x) for whichever of T or er(T ) the labeling is well-defined. If LD(z1) > LD(x), then
LD is well-defined on and agrees on both T and eR(T ) since the labeling algorithm does not change when
x moves up to or down below z1. If LD(z1) < LD(x), then since D is southwest, there exists a cell w in
column c of T weakly above z1 with LD(w) = LD(z1), contradicting that x will have greater label. Similarly,
if LD(z1) = LD(x), then since LD(y1) < LD(z1) = LD(x), we arrive at the same contradiction, now with
LD(w) = LD(y1). Thus the claim follows. Notice as well, since x moves down, if LD(T ) is flagged, then so,
too, is LD(er(T )).
Now consider column c − 1. If there is no cell in column c − 1, row r, then LD agrees on both T and
er(T ) in column c− 1, and so too for all columns to the left, proving the theorem for this case. Otherwise,
let n ≥ 1 be maximal such that there exist y1, . . . , yn in row r with yi in column c− i. Since er acts on x,
each cell yi must be r-paired with some cell zi in row r + 1 weakly right of yi and, since x is not r-paired,
strictly left of x. Thus there exist z1, . . . , zn in row r + 1 with zi in column c − i; see Fig. 18. We must
have LD(zi) ≤ LD(zi−1) for i > 1, since by the southwest condition there is a cell in column c − i with
label LD(zi−1) and the labeling algorithm would prefer zi unless it is already labeled, and by the same logic
LD(yi) ≤ LD(yi−1). If LD(y1) < LD(x), then moving x up or down does not change the labeling algorithm
in column c − 1, and so there is no change further to the left either, proving the theorem for this case as
well. Thus we may assume LD(y1) ≥ LD(x), and we split into two dual cases.
Suppose LD is well-defined on T and regard x as lying in row r + 1. In this case LD(y1) > LD(x) as it
cannot be equal since x lies above y1. Thus there exists n ≥ m ≥ 1 maximal such that LD(yi) > LD(x).
Since LD(yi) > LD(x) ≥ LD(zi), we must in fact have LD(zi) = LD(zi−1) for i > 1 and LD(z1) = LD(x)
24
cr+1
r
❦x
−
❦z1❦zm❦zn
− ❦y1❦ym❦yn
Figure 18. Situation in T when er acts on x, where LD(z1) = · · · = LD(zm) and LD(zm) <
LD(yi) for i < m.
by Definition 5.1.1(iv), which applies by Theorem 5.3.2. Thus in columns c − i of er(T ) for i = 1, . . . ,m,
LD will swap the labels on yi, zi, with no other changes within the columns, so that from column c−m− 1
to the left the labeling remains the same. Hence LD(x) is well-defined on er(T ). Moreover, since upward
moving labels replace smaller labels, if LD is flagged on T then L is flagged on er(T ).
Suppose LD is well-defined on er(T ) and regard x as lying in row r. Then LD(y1) ≤ LD(x) as they are
adjacent in the same row, and since the reverse inequality also holds, we in fact have LD(y1) = LD(x).
Thus there exists n ≥ m ≥ 1 maximal such that LD(yi) = LD(x). Since there is no cell in row r + 1,
column c, we must have LD(yi) < LD(zi), since otherwise we contradict Definition 5.1.1(iv), which applies
by Theorem 5.3.2. Thus in columns c − i of T for i = 1, . . . ,m, LD will swap the labels on yi, zi, with no
other changes within the columns, so that from column c−m− 1 to the left the labeling remains the same.
Hence LD(x) is well-defined on T , and the theorem follows. 
We can now tighten Theorem 4.3.5 by identifying a Demazure crystal onto which each connected compo-
nent of the Kohnert crystal maps.
Theorem 5.3.4. Let D be a southwest diagram and K ⊆ KD(D) any connected component of the Kohnert
crystal on KD(D). Then rectification is a well-defined, weight-preserving bijection
rect : K
∼
−→ Bw(λ)
satisfying rect(ei(T )) = ei(rect(T )) for all T ∈ K and all i ≥ 1, where w · λ = wt(D(rect(LD(U)))) for U
the unique highest weight diagram on K. In particular, the Kohnert crystal on KD(D) is a disjoint union of
Demazure crystals.
Proof. By Theorem 5.2.2, LD is well-defined and flagged on each T ∈ K ⊆ KD(D). By Theorem 5.3.2,
rect(LD(T )) is a Kohnert diagram for each T ∈ K, and by Lemma 5.3.3, D(rect(LD(T ))) = D(rect(LD(U)))
for each T ∈ K. Thus every connected componentK of the Kohnert crystal KD(D) embeds under rectification
into Bw(λ), where w · λ = wt(D(rect(LD(U)))) for U the unique highest weight diagram on K.
Suppose T ∈ Bw(λ). Then there exists some sequence of row indices r1, . . . , rm such that erm · · · er1(T ) =
rect(U) is the highest weight diagram for Bw(λ). By Lemma 4.1.3, we may construct a diagram S such that
erm · · · er1(S) = U , and by Theorem 4.2.5, rect(S) = T . By Lemma 5.3.3, LD is well-defined on S since, by
Theorem 5.2.2 LD is well-defined on U . By Theorem 5.3.2, rect(LD(S)) is the proper labeling of T with
respect to D(rect(LD(U))). Since T ∈ Bw(λ), this is flagged, and so by Lemma 5.3.1, LD(S) is flagged.
Therefore, by Theorem 5.2.4, S ∈ KD(D), and so Bw(λ) = K. 
Taking characters, we have now proved Conjecture 2.3.6.
Corollary 5.3.5. For D a southwest diagram, the Kohnert polynomial KD is nonnegative sum of Demazure
characters.
Assaf and Searles [7] suggest that the Kohnert polynomial of a southwest diagram D is, in fact, the
character of the Schur module for D as defined by Reiner and Shimozono [29]. This Demazure positivity
result for southwest Kohnert polynomials lends further support to that conjecture.
6. Explicit formulas
We use labelings to give explicit formulas for Demazure expansions of southwest Kohnert polynomials
with application motivated by Schubert polynomials.
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6.1. Yamanouchi diagrams. By Theorem 4.3.2, each connected component of a southwest Kohnert crystal
has a unique highest weight diagram. However, unlike in the tableau crystal setting, the highest weight does
not determine the isomorphism class of the Demazure crystal. For this, we require another concept.
Definition 6.1.1. Given a Demazure crystal Bw(λ), an element b ∈ Bw(λ) is a Demazure lowest weight
element if wt(b) = w · λ.
Each connected Demazure crystal Bw(λ) has a unique Demazure lowest weight element. Moreover, that
element b determines both the partition λ = sort(b) and the permutation w which is the shortest (in Coxeter
length) such that w · λ = wt(b). Thus these elements are the correct analog of highest weight elements for
tableaux crystals. However, while a Demazure lowest weight element b necessarily satisfies fi(b) = 0 for all i,
but this is not always sufficient to characterize b since a Demazure crystal can have multiple lowest weights,
as seen in Fig. 5 with B312(3, 2, 0). Thus we introduce a new concept specific to the Kohnert crystal to allow
us to identity Demazure lowest weight elements in KD(D).
Definition 6.1.2. A diagram Y ∈ KD(D) is Yamanouchi with respect to D if rect(LD(Y )) is a super-
standard composition diagram.
By Theorem 5.2.2, LD is well-defined (and flagged) on Y , making this concept well-defined. For example,
Fig. 19 shows the rectification of a Yamanouchi diagram, confirming correct use of the term, where steps
have been consolidated to save space.
❣5 ❣5 ❣5❣4 ❣4 ❣4 ❣4 ❣←7 ❣7
❣2 ❣2 ❣2 ❣7 ❣4
❣5 ❣5 ❣5❣4 ❣4 ❣4 ❣4 ❣7 ❣7
❣2 ❣2 ❣2 ❣7 ❣4
❣←5 ❣5 ❣5❣4 ❣←4 ❣4 ❣4 ❣5 ❣5
❣2 ❣2 ❣2 ❣7 ❣←4
❣←5 ❣5 ❣5❣4 ❣4 ❣4 ❣4 ❣5 ❣5
❣2 ❣2 ❣2 ❣7 ❣4
❣5 ❣5 ❣5❣4 ❣4 ❣4 ❣4 ❣5 ❣5
❣2 ❣2 ❣2 ❣2 ❣4
❣5 ❣5 ❣5❣4 ❣4 ❣4 ❣4 ❣4 ❣4
❣2 ❣2 ❣2 ❣2 ❣2
Figure 19. A Yamanouchi diagram (left) and its rectification (right).
Theorem 6.1.3. For D a southwest diagram and Y ∈ KD(D), Y is Yamanouchi if and only if Y is a
Demazure lowest weight element. In particular, for D southwest we have
(6.1.1) KD =
∑
Y ∈Yam(D)
κwt(Y ),
where Yam(D) ⊂ KD(D) is the set of Yamanouchi diagrams for D.
Proof. By Theorem 4.3.5, the result follows if there exists a unique Yamanouchi diagram Y on each connected
component of the Demazure crystal. If a Yamanouchi Y exists, then it is unique by Theorems 4.2.5 and 5.3.2
using the injectivity of rectification on crystal components. By Theorem 4.3.2, we may set U to be the unique
highest weight element on the component. By Theorem 5.2.2, LD is well-defined and flagged on U since
U ∈ KD(D) by Theorem 4.3.2. By Lemma 5.3.3, the proper labeling LD on U becomes a proper labeling La
on rect(U) for some weak composition a. By Theorem 3.2.6, rect(U) = esn · · · es1(D(a)) for some sequence
of row indices. By Lemma 4.1.3 there exists a unique diagram Y such that eim · · · ei1(Y ) = U and, by
Theorem 4.2.5, we have rect(Y ) = D(a). Since LD is well-defined on U , by Lemma 5.3.3 LD is well-defined
on Y and rectifies to the super-standard labeling of D(a) and as such is flagged. Thus by Theorem 5.3.2,
LD(Y ) is also flagged, and so by Theorem 5.2.4 Y ∈ KD(D) and so is Yamanouchi. 
❣6 ❣6❣5
❣3 ❣3 ❣3❣2
❣6 ❣6
❣3 ❣3 ❣3❣2 ❣5
❣6
❣3 ❣5 ❣6❣2 ❣3 ❣3
❣6❣5
❣3 ❣3 ❣3 ❣6❣2
❣6
❣3 ❣3 ❣3 ❣6❣2 ❣5
Figure 20. The Yamanouchi diagrams for the leftmost diagram above.
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For example, taking D to be the leftmost diagram in Fig. 20, which coincides with the Rothe diagram
for the permutation 13625847, the Yamanouchi diagrams are those shown in the figure. Taking weights, we
obtain the expansion
KD = κ(0,1,3,0,1,2) + κ(0,2,3,0,0,2) + κ(0,3,3,0,0,1) + κ(0,1,4,0,1,1) + κ(0,2,4,0,0,1).
Looking back at Theorem 2.2.2, to compute the Demazure expansion of a Schubert polynomial from the
increasing reduced word paradigm as in (2.2.4), one must generate all increasing reduced words, which, in
practice, requires computing the entire set of reduced words for w. In contrast, to compute the Demazure
expansion (6.1.1) from the Yamanouchi diagram paradigm, we simply apply Kohnert moves to D(w) without
creating new rows and filter the results based on the Yamanouchi condition.
For example, we computed S13625847 using words in Fig. 1 which were found by searching all reduced
words for 13625847 for the increasing ones, then lifting the result. The Yamanouchi diagrams in Fig. 20
were computed more concisely using Kohnert moves on the Rothe diagram for 13625847, circumventing
the computational overhead of computing all reduced words. Even for the permutation 13625847, the
computational savings is significant and makes the diagram paradigm for Demazure expansions far more
tractable.
6.2. Quasi-Yamanouchi diagrams. In addition to the Demazure expansion, another interesting basis
into which southwest Kohnert polynomials expand nonnegatively is the fundamental slide basis. Assaf and
Searles [8, Definition 3.6] introduced fundamental slide polynomials as a generalization of the fundamental
quasisymmetric functions of Gessel [15] that form a basis for the full polynomial ring.
Definition 6.2.1 ([8]). The fundamental slide polynomial Fa is
(6.2.1) Fa =
∑
b1+···+bk≥a1+···+ak ∀k
flat(b) refines flat(a)
xb11 · · ·x
bn
n ,
where flat(a) denotes the composition obtained by removing all zero parts.
Assaf and Searles [7, Definition 4.8] describe the subset of Kohnert diagrams giving rise to the fundamental
slide expansion of the Kohnert polynomial.
Definition 6.2.2 ([7]). A diagram T ∈ KD(D) is quasi-Yamanouchi if for every row r, either some cell
in row r+1 lies weakly right of some cell in row r or raising all cells in row r up to row r+1 is not a Kohnert
diagram for D.
Assaf and Searles [7, Definition 4.11] characterize diagrams for which the Kohnert polynomial expands
nonnegatively into fundamental slide polynomials. Southwest diagrams easily satisfy the condition, and so
[7, Theorem 4.14] gives the following.
Theorem 6.2.3 ([7]). For D southwest, we have
(6.2.2) KD =
∑
T∈QYKD(D)
Fwt(T ),
where QYKD(D) ⊂ KD(D) is the set of quasi-Yamanouchi Kohnert diagrams.
Using Theorems 5.2.2 and 5.2.4, we can give a more direct characterization of quasi-Yamanouchi diagrams,
and so a more direct formula for the fundamental slide expansion of Kohnert polynomials.
Proposition 6.2.4. Given a diagram T and a southwest diagram D, we have T ∈ QYKD(D) if and only
if LD is well-defined and flagged on T and for every row r in which no cell in row r + 1 lies weakly right of
the leftmost cell x in row r, we have LD(x) = r.
Proof. If T ∈ QYKD(D) ⊂ KD(D), then LD is well-defined and flagged for T by Theorem 5.2.2. If no cell
in row r + 1 lies weakly right of the leftmost cell x in row r, then f∗r(T ) raises all cells in row r up to row
r + 1, and since T ∈ QYKD(D), we must have f∗r(T ) = 0, in which case fr(T ) = 0 as well. Tracking the
label of x, we have LD(x) ≥ r in T , but we must have rect(LD)(x) < r + 1 in rect(T ), and so LD(x) = r as
claimed.
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Conversely, if LD is well-defined and flagged on T , then by Theorem 5.2.4 T ∈ KD(D). Let x be the
leftmost cell in row r, and suppose there is no cell weakly right of this in row r+1. By the conditions on T ,
we must have LD(x) = r. Since LD is flagged, any cell above row r must have label greater than r, and so
x will never label pair with a cell above it during rectification. Thus x lies in column 1 of rect(T ) and has
label r. Moreover, by the southwest condition on D, any cell in row r + 1 left of x in T forces another cell
with label r in the same column, which by the labeling algorithm must lie weakly above row r, contradicting
either the flagged condition or the choice of x as the leftmost cell of row r. In particular, row r+1 is empty,
both in T and in rect(T ). Since rect(LD)(x) = r, f
∗
r(rect(T )) is not flagged, and so f
∗
r(T ) is not flagged by
Theorem 5.3.2. Thus by Theorem 5.2.2, f∗r(T ) 6∈ KD(D), showing T ∈ QYKD(D). 
Corollary 6.2.5. For D southwest, we have D ∈ Yam(D) ⊂ QYKD(D) ⊂ KD(D), reflecting the nonnega-
tive expansions
(6.2.3) KD =
∑
T∈Yam(D)
κwt(T ) =
∑
T∈QYKD(D)
Fwt(T ) =
∑
T∈KD(D)
x
wt(T )1
1 · · ·x
wt(T )n
n .
6.3. Vexillary diagrams. Lascoux and Schu¨tzenberger define a class of permutations they call vexillary,
and Macdonald [26, (1.27)] gives various equivalent characterizations of this concept, some of which make
use of the Rothe diagram of a permutation.
Proposition 6.3.1 ([26]). The following are equivalent for a permutation w:
(1) the set of rows of D(w) is totally ordered by inclusion;
(2) the set of columns of D(w) is totally ordered by inclusion;
(3) there do not exist 1 ≤ a < b < c < d such that wb < wa < wd < wc.
When any of these holds for w, we say w is a vexillary permutation.
Lascoux and Schu¨tzenberger [24] show the Schubert polynomial of a vexillary permutation is a Demazure
character. To state the result precisely, the Lehmer code of a permutation w, denoted by L(w), is the weak
composition whose ith part is the number of indices j > i for which wi > wj .
Theorem 6.3.2 ([24]). The Schubert polynomial Sw is equal to a single Demazure character if and only if
w is vexillary, and in this case we have Sw = κL(w).
In light of Corollary 5.3.5, it is natural to ask when a southwest Kohnert polynomial is equal to a single
Demazure character, for which we introduce the following extension of the term vexillary.
Definition 6.3.3. A diagram D is vexillary if the set of rows of D is totally ordered by inclusion.
By Proposition 6.3.1, Rothe diagrams of vexillary permutations are vexillary. Thus Theorem 6.3.2 is a
special case of the following.
Theorem 6.3.4. Given a southwest diagram D, the Kohnert polynomial KD is a single Demazure character
if and only if D is vexillary.
Proof. For D southwest, the labeling LD on D is invariant under relabeling for every column since the
rectified labeling rect(LD) of rect(D) is Lrect(D). To see this, let x be a cell in column c+1, say in row r. If
there is a cell y in column c, row r, then since L(x) = r = L(y), x and y will be label c-paired. Otherwise,
by the southwest condition, there is no cell weakly above x in column c, and so x is not label c-paired. Thus
no labels change.
Suppose D is vexillary, and let T ∈ KD(D). By Theorem 5.2.2, LD is well-defined on T . We claim it
is also invariant under relabeling for every column, and so R∗c(LD) = LR∗c (D) on R
∗
c(T ). In particular, by
Theorem 5.3.2, this means rect(T ) ∈ KD(rect(D)), and so by Theorem 6.1.3, the Demazure expansion of
the character has a single term. To prove the claim, suppose x in column c + 1 is label c-paired with y in
column c, where LD(y) < LD(x) so that x will lose its label. If there is another cell z in column c+ 1 with
LD(z) = LD(y), then z must lie weakly below y by the labeling algorithm and so strictly below x by the
label pairing rule. Thus z (or some other cell) will inherit LD(x), preserving the labelings. Otherwise, since
D is vexillary, there must be a cell w in column c with LD(w) = LD(x). By the labeling algorithm, w must
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lie weakly above x and so by the pairing rule it must already be label c-paired with another cell, say z, in
column c+ 1. Thus z will take on LD(x) in column c+ 1, again showing labels are preserved.
Now suppose D is not vexillary. Choose s then r < s maximal such that these two rows are not ordered
by containment. Let c be the leftmost column with a cell in row s but not in row r. Since D is southwest,
there is no cell in row r weakly to the right of column c. By choice of r, s, every row in between is ordered
by containment with both. Thus we may construct a diagram T ∈ KD(D) by pushing all cells in row s
weakly to the right of column c down to row r, jumping over rows in between as needed. By Theorem 5.2.2,
LD is well-defined on T . We claim LD(T ) is not invariant under re-labeling, and so rect(T ) 6∈ KD(rect(D))
by Theorem 5.3.2. Thus there exists a Yamanouchi diagram Y on the connected component of the Kohnert
crystal for KD(D) containing T , and since Y 6= D and D is also Yamanouchi, by Theorem 6.1.3, the
Demazure expansion of the Kohnert polynomial has more than one term. To prove the claim, since D is not
vexillary, we may let c0 be the rightmost column of D with a cell in row r but not in row s, and since D
is southwest, we have c0 < c. By choice of c1, c, we must have the number of cells in rows r, s of D strictly
between columns c1, c. Thus rect(LD(T>c1)) = Lrect(D>c1) on rect(T>c1). However, at column c1, the cells
in row s labeled s rectify left but the cells in row r labeled s do not, and so they are re-labeled. since D is
southwest, we have strictly more cells in row r than in row s weakly left of column c1, and the labels are
never restored. Thus T is not invariant under re-labeling. 
Comparing the first two characterizations in Proposition 6.3.1, if a southwest diagram is vexillary, then
we can permute the columns, maintaining this condition, until the diagram becomes a composition diagram.
Theorem 6.3.4 states doing so does not change the Kohnert polynomial, giving rise to the following.
Lemma 6.3.5. Let D be a southwest diagram, and let c be a column such that columns c, c+ 1 are ordered
by inclusion. Then sc · D, the diagram obtained from D by permuting columns c, c + 1, is southwest and
KD = Ksc·D.
Proof. A violation of the southwest condition for columns c1, c2 forces those columns to be incomparable with
respect to inclusion, and so sc ·D is southwest whenever D is and columns c, c+ 1 are ordered by inclusion.
Moreover, in this case the rectification operator R∗c is the identity if the smaller column is c and swaps the
columns if the larger column is c, and this holds even as we apply Kohnert moves since, by Theorem 5.2.2,
we may label any T ∈ KD(D) by LD(T ), and cells in adjacent columns with the same label must have the
left weakly above the right by the labeling algorithm. Thus we have equality for the multisets of diagrams
{{rect(T ) | T ∈ KD(D)}} = {{rect(T ) | T ∈ KD(sc ·D)}}, giving the result. 
It is a natural consider the equivalence relation∼ on diagrams such thatD1 ∼ D2 if and only if KD1 = KD2 .
In this context, Lemma 6.3.5 states D ∼ sc ·D whenever columns c, c+ 1 are ordered by inclusion. It is an
open question whether the transitive close these simple equivalences generate the relation.
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