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1)The Copernicus Programme and the Climate Change Service;
2)The Centre for Environmental Data Analysis: the JASMIN analysis 
platform and data standards;
3)Climate Projections for the Climate Data Store.
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3Copernicus [1]
“Space technology, data and services have become indispensable in the 
daily lives of Europeans and play an essential role in preserving many 
strategic interests.” (European Commission press release).
European Union Space Programme
Galileo
The EU space programme has two major 
components: firstly, the Galileo 
constellation of satellites provides a 
global navigation system with an 
enhanced precision signal.
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“Space technology, data and services have become indispensable in the 
daily lives of Europeans and play an essential role in preserving many 
strategic interests.”[1]
European Union Space Programme
Galileo
Copernicus is the second major 
component of the EU Space Programme. 
A fleet of Earth observation satellites and 
a set of services delivering information to 
the user communities.  
Copernicus
5Nicolaus Copernicus, a Polish 
mathematician born in 1473. His 
observations of the planets and his 
deduction that the Earth travelled around 
the Sun created the foundations of 
modern astronomy.
Galileo Galilei, an Italian mathematician 
and philosopher, born in 1564. He used 
the recently invented telescope to take 
more detailed observations of planets 
and their moons.
Copernicus [3]
6Like their namesakes, the Galileo and Copernicus programmes aim 
to transform society by exploiting scientific knowledge.
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European Union Space Programme
Copernicus
Funded by the European Union, Copernicus is delivered by 
the European Space Agency (ESA), the European 
Organisation for the Exploitation of Meteorological Satellites 
(EUMETSAT) and many other institutions. 
ESA’s Ariane 5 
rocket
Space Data 
Highway, operated 
by Airbus, relaying 
data to Earth
8Copernicus Spacecraft
● 80% of the Copernicus programme funds 
are devoted to the 6 Sentinel missions.
9Sentinels in Orbit
Sentinel 1 Sentinel 3Sentinel 2
High resolution 
images since 
2015
Clouds and 
water vapour 
since 2016
Monitoring the 
Earth’s surface 
since 2014
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Copernicus Services
Land
Marine
Atmosphere
Emergency
Security
Climate
80% of Copernicus funding 
supports the launch and 
operation of the satellites. The 
remaining funds provide for the 
six Copernicus services.
European Union Space Programme
Copernicus
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Copernicus Services
The Copernicus Climate Change 
Service (C3S) is run by the 
European Centre for Medium 
Range Weather Forecasting 
(ECMWF); it has four 
components:
Copernicus Climate Change Service
Climate Data Store (CDS)
Outreach and Dissemination (OD)
Evaluation and Quality Control (EQC)
Sectoral Information Systems (SIS)CDS: A comprehensive 
collection of climate datasets
SIS: Services tailored to 
individual sectors of society
EQC: Consistent quality in 
services and content
OD: Public outreach
European Union Space Programme Copernicus
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Copernicus [8]
Copernicus Climate Change Service
Climate Data Store
Outreach and Dissemination
Evaluation and Quality Control
Sectoral Information Systems
The Climate Data Store includes 
data from the satellites as well as 
surface observations, 
meteorological re-analyses, and 
climate projections.
The Centre for Environmental 
Data Analysis (CEDA) is 
responsible for providing the 
global climate projections.
European Union Space Programme Copernicus
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1)The Copernicus Programme and the Climate Change Service;
2)The Centre for Environmental Data Analysis: the JASMIN 
analysis platform and data standards;
3)Climate Projections for the Climate Data Store.
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CEDA is located in the Rutherford Appleton 
Laboratory in South East England. The Rutherford 
Appleton laboratory provides a range of research 
facilities, including high energy lasers, particle 
accelerators and precision engineering laboratories.
© 2010 RalSpace 
CEDA staff work in the RAL 
Space department ...
and our computers are 
cared for by the 
Scientific Computing 
Department.
Introducing the 
Centre for Environmental Data Analysis
 Data and information services for environmental science 
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Introducing the 
Centre for Environmental Data Analysis
JASMIN (STFC/Stephen Kill)
CEDA hosts a large archive 
of environmental data and 
provides a powerful data 
anlysis platform for UK 
researchers and their 
collaborators.
 Data and information services for environmental science 
The archive hosts data from 
UK researchers as well as 
large datsets from 
international modelling and 
observation programmes.
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© 2010 RalSpace 
RAL Space promotes the exploration 
and exploitation of space, through:
Research 
(10%)
Key Technologies 
(25%)
Data Services 
(25%)
Space 
Instruments 
(50%)
Design, 
construction and 
callibration of 
sensors and 
instruments.
Over 211 
instruments in 
space.
The Scientific Computing 
Department (SCD)
● Conducts research and 
development work;
● Provides facilities, services 
and infrastructure, including:
➔ data services for the CERN 
and UK facilities. 
➔ hosting the JASMIN facility for 
CEDA.
17
CEDA  Archive and JASMIN
The CEDA  Archive catalogues and 
curates a fast growing archive (now 5PB, 
next year 10PB), and promotes data 
standards.
CEDA runs the JASMIN facility, 
which supports the archive and 
a private cloud for data 
management and analysis.
JASMIN in the 
Scientific Computing 
Department Machine 
room.
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People
Community
Online
Platforms
CEDA: Activities
● User help desk
● Environmental Data Specialists
● Software Developers
● Support
● Leadership
● Teamwork
● Discover
● View & Transform
● Download
● Storage
● Compute
● Workspace
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Sentinel data at CEDA
Currently acquiring global data 
from four Sentinel missions: 
1A, 1B, 2A, 3A
Data flowing to archive at 
150TB each month, and 
getting faster.
CEDA runs a Sentinel data hub 
for the European Space 
Agency. The hub harvests data 
from the ESA ground segment 
network. For curation, the data 
is migrated into the CEDA 
archive. 
20
CEDA will publish the UK contribution to the World Climate Research 
Programme Coupled Model Intercomparison Project #6 (CMIP6).
CEDA is supporting preparations for CMIP6 through 
1) contributions to the development of the archive software;
2) documentation of experimental requirements;
3) consolidated data requirements.
Climate Model Data
Research Centres working with CEDA
CEDA supports two research centres:
● the National Centre for Atmospheric Science (NCAS) and
● the National Centre for Earth Observation (NCEO).
NCAS scientists work on 
measurements from the 
ground and from aircraft 
and balloons, and run a 
range of climate models. NCEO scientists work 
on data from space 
and provide a range of 
well calibrated 
datasets.
The JASMIN Data Analysis Platform
Petascale storage and cloud 
computing for big data challenges in 
environmental science
● 44 Petabytes high performance storage
● ~11,000 computing cores
● High-performance network design
● Private cloud, to enable flexible usage
10PB of storage is used for 
the archive .. the rest is a 
flexible work area for users.
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Optical Private Networks 
provide fast link to 4 other UK 
sites.
Data Transfer 
Zone
ESA Sentinel 
Relay Hub
The ESA hub brings in large volumes of 
Sentinel data; the Data Transfer Zone is outside 
the firewall, supporting rapid data transfer.
A JASMIN overview [1]
11,000 cores, split between a 
private cloud for flexible 
system configuration and 
batch processing for work 
demanding more processing 
power.
Non-blocking network for efficient data access
 Group Workspaces
…
CEDA Data Repository
(10PB capacity)
Processing 
queues
Cloud
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Data Transfer 
Zone
ESA Sentinel 
Relay Hub
A JASMIN overview [2]
The cloud supports 
servers for users, 
which may be used to 
manage data analysis 
or to run community 
portals. 
Non-blocking network for efficient data access
 Group Workspaces
…
CEDA Data Repository
(10PB capacity)
Cloud
Archive
Services
User
Servers
Processing 
queues
Optical Private Networks 
provide fast link to 4 other UK 
sites.
The ESA hub brings in large volumes of 
Sentinel data; the Data Transfer Zone is outside 
the firewall, supporting rapid data transfer.
25
Data Transfer 
Zone
ESA Sentinel 
Relay Hub
A JASMIN overview [3]
Data flows through JASMIN 
to the Copernicus services 
via several routes; 
 Group Workspaces
…
CEDA Data Repository
(10PB capacity)
Cloud
Archive
Services
User
Servers
Processing 
queues
SentinelsServices
Copernicus 
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The CEDA-JASMIN offer 
44PB
The CEDA archive is fed by 
a broad range of data 
streams, observational and 
modelling.
Flexible processing environment 
with high speed access to the 
archive.
34PB (~80%) of 
storage space for 
user data, 20% for 
the archive.
10,000
Cores
High-value data streams
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JASMIN User Examples: 1. Analysing High Resolution Climate Data
Contact: Prof P.L. Vidale (NCAS, University of Reading)
More info: http://hrcm.ceda.ac.uk/ 
A collaboration between the UK Metoffice and 
scientists from the National Centre for 
Atmospheric Science at the University of 
Reading produced 50 years of high resolution 
data.
JASMIN has enabled routine tracking of 
tropical cyclones and analysis of eddy vectors, 
reducing total processing time from 3 months 
to merely 24 hours with 1600 batch jobs 
running in parallel (50 at a time). 
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JASMIN User Examples: 2. ‘The Weather’ of the Ocean
Contact: Dr Adam Blaker (NOC Southampton)
A high resolution ocean simulation run by the National Oceanography Centre on the national 
HPC facility Archer required large volumes of output to be exported. This would not of been 
possible without the high-speed link to JASMIN and the Data Transfer Zone to enable rapid 
ingestion of data into the JASMIN storage area.
This work was done by the NERC funded MESO-CLIP project.
Data Standards
With an archive of over 200 million files, 
both CEDA and our users rely on data 
standards to facilitate data management 
and exploitaion.
CEDA supports the Climate and 
Forecast Convention for file metadata, 
and works with partners and 
international networks to promote the 
use of data standards. 
Data Standards .. Example
Some of the climate models which 
will be used for the Coupled Model 
Intercomparison Project 6 (CMIP6) 
will resolve tree canopies in more 
detail than before. 
The standards have been updated 
to provide clear terms for the 
interception and storage of snow by 
the canopy, and also for the 
reflection of solar radiation by the 
canopy.
Eric Small, Uni. Colorado
People
Victoria Bennet - Head of CEDA
Martin Juckes -- Deputy
Sam Pepler -- Archive and Curation
Ag Stephens -- Data Services 
Phil Kershaw -- Virtualisation
Sarah Callaghan -- Data Publication and Citation
Jonathan Churchill (Scientific Computing) -- JASMIN architecture and 
system maintenance 
Bryan Lawrence (NERC) -- JASMIN 
governance and strategy.
Chris Mutlow -- Director of RAL Space
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Review
The Copernicus space programme, named 
after 16th century mathematician Niklaus 
Copernicus, operates a fleet of satellites 
observing our enviroment and related services 
which support societal exploitation of the data. 
CEDA provides environmental data and 
analysis for the UK research community 
through the JASMIN facility. CEDA is leading a 
project providing global climate projections for 
the Copernicus Climate Change Service
Sentinel 3
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1)The Copernicus Programme and the Climate Change Service;
2)The Centre for Environmental Data Analysis: the JASMIN analysis 
platform and data standards;
3)Climate Projections for the Climate Data Store.
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Climate Predictions for the 
Copernicus Climate Data Store
CP4CDS
Feeding global climate projections from the Coupled Model 
Intercomparison Project into the Copernicus Climate Data Store 
Sarah Callaghan, Ag Stephens, Ruth Petrie, Phil Kershaw, Matt Pryor
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CP4CDS
● The project is led by the Centre for Environmental Data Analysis, 
with partners in France (Institute Pierre-Simon Laplace, IPSL) and 
Germany (German Climate Computing Centre, DKRZ). 
● The project will deliver global climate projections from the World 
Climate Research Programme (WCRP) Coupled Model 
Intercomparison Project (CMIP5) into the Copernicus Climate Data 
Store.
● The data is subjected to quality control, and only approved data is 
passed on through the service.
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Copernicus 
Copernicus Climate Change Service
Climate Data Store
Outreach and Dissemination
Evaluation and Quality Control
Sectoral Information Systems
European Union Space Programme
Galileo
Global Climate 
Projections
Copernicus
ServicesSentinels
Regional Climate 
Projections
Surface 
Observations Meteorological 
Re-analysis
Satellite 
Observations
CP4CDS feeds global 
climate projections into 
tht Climate Data Store
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CP4CDS: the challenge
● Consistent quality in the data and the data services, so that 
CP4CDS services can be integrated with services from other 
projects providing access to data from Earth Observation, 
Seasonal Forecasts, Regional Climate Simulations and 
Meteorological Analysis.
● In addition to data access, the users need to be able to 
transform and process the data, using community tools, and 
then access the finished products;
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System Integration and 
operation
The data and compute services will be deployed at 
three sites, requiring:
• Load balancing
• Aggregated up time to 99% (production level)
• A “master” index node that contains the most 
up to date version of the catalogue and ensuring 
all nodes are fully in sync.
CP4CDS
CEDA IPSL DKRZ
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System Integration and 
operation
The data and compute services will be deployed at 
three sites, requiring:
• Load balancing
• Aggregated up time to 99% (production level)
• A “master” index node that contains the most 
up to date version of the catalogue and ensuring 
all nodes are fully in sync.
CP4CDS
CEDA IPSL DKRZ
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CP4CDS: processing
Community tools integrated into a web 
processing framework by a partner project 
(MAGIC) led by the Dutch Met Office 
(KNMI);
41
Compute Service Node
Virtualisation (“containerisation”) of the complete processing environment to 
enable deployement at multiple sites;
Scientific analysis codes embedded in the containers;
Data and processing suite brought together following user requests; 
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Data Quality Checks
The data from the CMIP5 archive is checked for accuracy of 
information in the files (metadata), and consistency of data values.
For example, the figure 
reveals that six models 
have archived data with 
the wrong sign for the 
downwelling shortwave 
radiation over sea-ice.
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A database with quality control information on the 
subset of CMIP5 data (some data will be corrected 
before going to the CDS)
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Building on International Collaborations
CP4CDSs use tools, skills and research 
infrastructure developed through 
international collaborations. Of particular 
importance: 
● The European Network for Earth 
System Modelling for Climate (ENES  
www.enes.org), led by IPSL, facilitates 
modeling and data service infrastructure 
for the climate modelling research 
community in Europe;
● The Earth System Grid Federation 
(ESGF) is a global collaboration led by the 
Program for Climate Model Diagnosis and 
Intercomparison (PCMDI), developing and 
deploying systems for sharing climate 
model data.
The ESGF federation of data 
centres.
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Copernicus Climate Change Service
Climate Data Store
European Union Space Programme
GalileoCopernicus
ServicesSentinels
WCRP climate projections are taken from ESGF, archived on JASMIN, checked 
and, if necessary corrected, and then published through an enhanced ESGF 
service (with load balancing) to the Copernicus Climate Data Store.  
CP4CDS
Summary [1]
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Summary [2]
● Copernicus is providing a new generation of 
environmental datasets;
● The Copernicus Climate Change Service 
(C3S) will provide a comprehensive range of 
climate datasets, combining observational 
and model data;
● CEDA and their collaborators are developing 
federated services to support C3S and other 
users;
● The JASMIN platform provides CEDA and our 
users with powerful and flexible data analysis 
capability.
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Thank you for listening
climate.copernicus.eu Copernicus Climate Change Service
www.ceda.ac.uk Centre for Environmental Data Analysis
cp4cds-index1.ceda.ac.uk CP4CDS Data Access
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Challenges
● Scientific enquiry can lead 
to knowledge that is not 
welcome. Many did not 
welcome the news from 
Galileo that we are not at 
the centre of the Universe;
● Today, the message about 
climate change continues 
to cause discomfort and 
meet with resistance.
astronomyonline.org  moons of Jupiter
