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Abstract
We consider the initial energy density in the transverse plane of a high energy
nucleus-nucleus collision as a random field ρ(x), whose probability distribution
P [ρ], the only ingredient of the present description, encodes all possible sources
of fluctuations. We argue that it is a local Gaussian, with a short-range 2-
point function, and that the fluctuations relevant for the calculation of the
eccentricities that drive the anisotropic flow have small relative amplitudes. In
fact, this 2-point function, together with the average density, contains all the
information needed to calculate the eccentricities and their variances, and we
derive general model independent expressions for these quantities. The short
wavelength fluctuations are shown to play no role in these calculations, except
for a renormalization of the short range part of the 2-point function. As an
illustration, we compare to a commonly used model of independent sources,
and recover the known results of this model.
Keywords: relativitic heavy-ion collisions, harmonic flow, correlations
PACS codes here, in the form:
1. Introduction
The fluctuations of the initial energy density (to be denoted ρ(x) throughout
this paper) in the transverse plane of a heavy ion collision play an essential role
in the dynamics of these collisions. They leave observable traces in particle
distributions after the hydrodynamical evolution [1]. They are for instance
responsible for elliptic flow fluctuations [2, 3] triangular flow [4, 5, 6, 7] and
higher harmonics [8, 9], directed flow near midrapidity [9, 10, 11, 12], and may
also explain [13, 14] observed transverse momentum fluctuations [15, 16, 17,
18]. Considerable experimental and theoretical efforts are presently devoted
to pin down the details of these fluctuations [19, 20, 21, 22] and their various
correlations [5, 23, 24].
It is then a natural question to try and specify the nature of the informa-
tion that one can extract from measurements of various features of anisotropic
flows. The initial energy density fluctuations are of several origins. The most
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prominent ones are usually attributed to the motion of individual nucleons
in the nuclear wave-functions, and treated by Glauber Monte Carlo calcula-
tions [28, 29, 30, 31]. In addition, there are sub-nucleonic fluctuations, that
reflect the partonic structure of the colliding objects [25]. In most approaches,
such sub-nucleonic fluctuations are added on top of the geometrical ones, us-
ing various “recipes” [32, 33]. There is considerable ambiguity in the whole
procedure: sources, with various locations [34], strengths [32], spatial extents,
shapes, etc., are added by hand to an already crude description of the nuclear
wave-functions. It would certainly be desirable to use a description where all
irrelevant details do not stand prominently.
We find it useful then to address the question from another angle, with the
goal of obtaining general, model independent, statements about the fluctua-
tions. To achieve this goal, we regard the energy density ρ(x) in the transverse
plane as a random field, and try to characterize the underlying probability dis-
tribution, P [ρ] for finding a given ρ(x) in a particular event. This probability
distribution is the only ingredient of the distribution, and it encodes all sources
of fluctuations, irrespective of their natures. We conjecture that this distribu-
tion is a local Gaussian with a short-range 2-point function. That is, we argue
that the fluctuations of the density at different points in the transverse plane
are essentially uncorrelated. Corrections are to be expected in regions where
the nuclear density is low, and these corrections will be qualitatively discussed.
Furthermore, we also argue that short wavelength fluctuations are irrelevant for
the calculations of the eccentricities that drive the anisotropic flows, except for
a small renormalization of the short range 2-point function.
We start, in the next section, by deriving general expressions for the eccen-
tricities and their variances, in terms of the average density and the 2-point
function of the probability distribution. The calculation exploits the fact that
the relevant fluctuations have a small amplitude, relative to the average density.
We then provide a simple ansatz for the 2-point function, which is dominated
by a short range contribution. We compare results obtained with this ansatz
with those obtained with a model of independent sources, and we recover known
analytic formulas expressing the eccentricities as products of geometrical factors
by an overall measure of the strength of the fluctuations. We then discuss why
the Gaussian distribution provides a simple, and presumably realistic, form for
the probability distribution.
2. Expressions of fluctuation observables in terms of the two-point
function
We characterize event classes by the impact parameter b. Even though not
directly accessible experimentally, the impact parameter is well defined in a high
energy collision. For simplicity, in most of this paper, we restrict ourselves to
the case of central collisions, i.e. b = 0, except for a remark on the general case
at the end of this section. We write the energy density in a given event class as
ρ(x) = 〈ρ(x)〉+ δρ(x), where 〈ρ(x)〉 is the average energy density and δρ(x) is
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referred to as the fluctuation. The probability that a given ρ(x) occurs in the
event class considered is denoted by P [ρ].
The observables that we wish to calculate characterize the shape of the
fluctuating density ρ(x), in terms of its moments, commonly referred to as
eccentricities [10]. These are defined by
en ≡
∫
z
zn ρ(z). (1)
Note that en is a vector in the transverse plane (i.e., the plane transverse to the
collision axis). In the right hand side of Eq. (1) we use the complex notation to
represent vectors in the plane. That is, we allow for a slight abuse of notation
and denote indifferently a vector r by its components x, y, or by the complex
number z = x+ iy. Thus the density, denoted indifferently by ρ(r) or ρ(z), is a
real function of x and y. Similarly, we use the short hand
∫
z
=
∫
dxdy for the
integration over the transverse plane.
The zeroth and first moments are special and require specific definitions:
e0 =
∫
z
|z|2ρ(z), e1 =
∫
z
z2z¯ ρ(z), (2)
with z¯ denoting the complex conjugate of z. The zeroth moment e0 is the mean
squared radius of the density, while e1 is a measure of the dipole moment of the
distribution. The particular weight z2z¯ in the integral defining e1, instead of
the more natural one, z, is due to the fact that in a centered coordinate system,
to be defined shortly, the dipole moment vanishes (Eq. (3) below).
By definition, we call “centered” a coordinate system where
∫
z
zρ(z) = 0. (3)
It is only in such a system that the definitions (1) and (2) above are valid. In
a fixed coordinate system, however, the fluctuating density would be centered
around a random point z0, distinct form the origin,
z0 =
∫
z
zρ(z)∫
z
ρ(z)
, (4)
and the definitions above need to be modified accordingly:
e0 =
∫
z
|z − z0|
2ρ(z), e1 =
∫
z
(z − z0)
2(z¯ − z¯0)ρ(z),
en =
∫
z
(z − z0)
nρ(z). (5)
Because z0 is a functional of ρ, Eq. (4), the averages of the eccentricities are
in general difficult to evaluate. However, simple expressions can be obtained in
the regime of small fluctuations, which is the case of practical interest. Indeed
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the calculation of the eccentricities en, with n small, involves only the lowest
(small k) Fourier coefficients δρk of the fluctuation δρ(r) =
∫
k
eik·r δρk [10].
This automatically eliminates the rare fluctuations where δρ(r) can be locally
large (spikes). We return to this issue in the next section.
We then assume that, for the long wavelength fluctuations, δρ(z)≪ 〈ρ(z)〉,
and choose the coordinate system such that 〈ρ(z)〉 is centered; in particular,
at vanishing impact parameter, 〈ρ(z)〉 has azimuthal symmetry. The center of
mass of ρ(z) is still given by Eq. (4) with ρ(z) in the numerator replaced by
δρ(z): it follows therefore that z0 differs from the origin of the coordinate system
by a small amount, of order δρ/〈ρ〉. A simple calculation then yields, to linear
order in the fluctuation,
e0 =
∫
z
|z|2[〈ρ(z)〉+ δρ(z)], e1 =
∫
z
[z2z¯ − 2〈r2〉z]δρ(z),
en =
∫
z
znδρ(z), (6)
where we have set
〈r2〉 ≡
∫
z
|z|2〈ρ(z)〉∫
z
〈ρ(z)〉
, (7)
and we have used symmetries of 〈ρ(z)〉 to eliminate some terms.
The anisotropic flow coefficients vn that are experimentally measured, are
not directly related to the en’s, but are rather proportional to the dimensionless
ratios [2, 10] defined, in a centered system, by
εn ≡
∫
z
znρ(z)∫
z
|z|nρ(z)
, ε1 =
∫
z
z2z¯ ρ(z)∫
z
|z|3ρ(z)
. (8)
It has been shown indeed that the relation vn ∝ εn, is well satisfied in ideal
hydrodynamics [35, 36, 37], and even better so in viscous hydrodynamics [38].
Note that with the sign convention chosen in Eq. (8) (which differs from that in
Ref. [10]) the response coefficients vn/εn are negative. Similarly, we define ε0
by dividing e0 by the total energy:
ε0 =
∫
z
|z|2 ρ(z)∫
z
ρ(z)
. (9)
This (dimensionful) quantity represents the mean square radius of the distribu-
tion in an individual event. It is distinct from (7) which involves the average
density.
Expanding the scaled moments (8), (9) in powers of the fluctuation, we
obtain, to leading order,
ε0 = 〈r
2〉+
∫
z
δρ(z)(|z|2 − 〈r2〉)∫
z
〈ρ(z)〉
, (10)
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and
εn =
∫
z
zn δρ(z)∫
z
|z|n〈ρ(z)〉
, ε1 =
∫
z
[z2z¯ − 2z〈r2〉] δρ(z)∫
z
|z|3〈ρ(z)〉
. (11)
Note that, at this order, only ε0 contains a contribution unrelated to fluctu-
ations, all eccentricities εn with n ≥ 1, being entirely due to fluctuations for
central collisions (the numerators of Eq. (11) are proportional to δρ, the contri-
butions of 〈ρ〉 being zero for symmetry reasons).
The situation is different at non zero impact parameter. The calculations
of the eccentricities for finite b are straightforward extensions of those just pre-
sented for b = 0, and lead to corrections to the formulas above. Just as an
illustration, let us indicate the expressions of ε2 and ε3 at finite b and to lead-
ing order in the fluctuation:
ε2 =
〈z2〉
〈r2〉
+
∫
z
[z2 − |z|2〈z2〉/〈r2〉] δρ(z)∫
z
|z|2〈ρ(z)〉
, 〈z2〉 ≡
∫
z
z2〈ρ(z)〉∫
z
〈ρ(z)〉
,
ε3 =
∫
z
[z3 − 3〈z2〉z] δρ(z)∫
z
|z|3〈ρ(z)〉
, (12)
where the averages are taken here for a non vanishing impact parameter. Now,
ε2 also contains a correction independent of the fluctuation, whose physical in-
terpretation is clear: the contribution 〈z2〉/〈r2〉 represents the usual average
eccentricity related to the “almond” shape of the collision zone. The odd har-
monics, on the other hand, such as ε3, remain entirely due to fluctuations.
We return now to the case b = 0. Since the eccentricities are linear in δρ,
their variances can be easily determined in terms of the two-point function of
the probability distribution, defined as
S(z1, z2) ≡ 〈δρ(z1)δρ(z2)〉 = 〈ρ(z1)ρ(z2)〉 − 〈ρ(z1)〉〈ρ(z2)〉. (13)
Equation (10) yields
〈∆ε20〉 =
∫
z1z2
(|z1|
2 − 〈r2〉])(|z2|
2 − 〈r2〉)S(z1, z2)(∫
z
〈ρ(z)〉
)2 (14)
while the mean square (ms) eccentricities are given by
〈∆ε2n〉 = 〈εnε¯n〉 =
∫
z1z2
zn1 z¯
n
2 S(z1, z2)(∫
z
|z|n〈ρ(z)〉
)2 ,
〈∆ε21〉 = 〈ε1ε¯1〉 =
∫
z1z2
(|z1|
2 − 2〈r2〉)(|z2|
2 − 2〈r2〉) z1z¯2 S(z1, z2)(∫
z
|z|3〈ρ(z)〉
)2 .
(15)
These formulas are general. They show that, in the regime of small fluc-
tuations, the eccentricities and their variances are determined entirely by the
average density and the two-point function of the probability distribution func-
tion P [ρ].
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3. Simple ansatz for the two-point function
At this point, it is instructive to consider a simple ansatz for the two-point
function. This ansatz is motivated by considerations that will be discussed in
the next section, as well as by the connection that it allows with simple models
that have already been used to calculate the eccentricities. We assume that the
two-point function is of the form
S(z1, z2) = A(z1)δ(z1 − z2) +Bf(z1)f(z2), (16)
where δ(z1−z2) = δ(x1−x2)δ(y1−y2), and the dependence of A on z is through
its dependence on 〈ρ(z)〉, in other words, A is a function of 〈ρ(z)〉. In Eq. (16),
B is a constant and f some function, whose general determination is delayed
till next section. However, an important practical case, as we shall see later,
is f(z) = 〈ρ(z)〉. In this case the term proportional to B in Eq. (16) does not
contribute to the variances (14) and (15). Inserting ansatz (16) into Eqs. (14)
and (15) yields:
〈∆ε20〉 =
∫
z
A(z)(|z|2 − 〈r2〉)2(∫
z
〈ρ(z)〉
)2 , 〈ε1ε¯1〉 =
∫
z
(|z|2 − 2〈r2〉)2|z|2A(z)(∫
z
〈ρ(z)|z|3〉
)2 ,
〈εnε¯n〉 =
∫
z
|z|2nA(z)(∫
z
〈ρ(z)|z|n〉
)2 . (17)
The function A(z) is unknown at this stage. However, the success of the model
of independent sources, that we shall introduce shortly, suggests that a linear
dependence on the average density may be a good approximation. For this
particular choice, namely A(z) = A 〈ρ(z)〉, with A constant, the formulas above
simplify further:
〈∆ε20〉 =
A∫
z
〈ρ(z)〉
[
〈r4〉 − 〈r2〉2
]
,
〈ε1ε¯1〉 =
A∫
z
〈ρ(z)〉
〈r6〉 − 4〈r4〉〈r2〉+ 4〈r2〉3
〈r3〉2
,
〈εnε¯n〉 =
A∫
z
〈ρ(z)〉
〈r2n〉
〈rn〉2
. (18)
These formulas give the eccentricities as products of a “geometrical” factor that
depends on the specific observable, and a dimensionless coefficient A/
∫
z
〈ρ(z)〉,
independent of the observable, that characterizes the magnitude of the local
fluctuations of the energy density. At this point, it cannot be determined oth-
erwise than by fitting the eccentricities to experimental data. However, further
insight can be gained by considering the model of independent sources that we
just alluded to.
This model can be viewed as a parametrization of the continuous energy
density ρ(z) is in terms of “sources” [2, 35, 40]. One writes, typically
ρ(z) = E0
Ns∑
i=1
δ(z − zi),
∫
z
ρ(z) = NsE0, (19)
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where zi denotes the random location of a source, Ns the number of sources,
and E0 the energy of a source, taken here to be constant for simplicity. If one
considers a class of events with a given transverse energy, then Ns is also a
constant. In this case, the fluctuations are entirely due to the random positions
of the sources in individual events. If the positions of these sources are uncor-
related, the 2-point function is proportional to that of independent particles in
the plane. It reads
S(z1, z2) = E0〈ρ(z1)〉δ(z1 − z2)−
1
Ns
〈ρ(z1)〉〈ρ(z2)〉. (20)
This is a particular case of Eq. (16), with A(z) = A〈ρ(z)〉, A = E0, and
f(z) = 〈ρ(z)〉, B = 1/Ns. Note that the second term in Eq. (20) ensures
that fluctuations conserve the total number of sources, such that in particular∫
z1z2
S(z1, z2) = 0. This feature will be elaborated upon at the end of the next
section. Here we simply notice that it affects only moderately the local fluc-
tuations. To see that, let us assume for simplicity that the average density is
constant on the transverse plane, and consider a small area σ ≪ Σ, where Σ is
the total area of the collision zone. From Eq. (20) one then easily deduces
〈δρ2〉 =
E0
σ
〈ρ〉
(
1−
σ
Σ
)
, (21)
where 〈ρ〉 = E0Ns/Σ. The last term in this expression, which originates from
the second term in Eq. (20), is indeed negligible if σ ≪ Σ. In this case, one
recovers, for the number of sources in the area σ, Nσ = ρσ/E0, the variance
characteristic of Poisson statistics, 〈δN2σ〉 = 〈Nσ〉. By increasing σ, one probes
fluctuations of Nσ over regions that are comparable to the total transverse area
of the collision zone, that is, one looks at long wavelength density fluctuations.
The distribution of Nσ becomes then a Gaussian, with a width ∝
√
〈Nσ〉. The
relative fluctuations are then small, with
√
〈δρ2σ〉/〈ρσ〉
2 = 1/〈Nσ〉 ≪ 1, which
confirms the validity of the expansion used in Sect. 2, based on the relative
smallness of the amplitude of the long wavelength fluctuations.
More generally, we may characterize the strength of the fluctuations by the
following ratio
∫
z1z2
A(z1)δ(z1 − z2)(∫
z
〈ρ(z)〉
)2 = E0∫
z
〈ρ(z)〉
=
1
Ns
, (22)
where, in the right hand side, we have used the 2-point function (20) of the source
model. Thus, in this model, the dimensionless parameter that characterizes the
magnitude of the fluctuations is the total number of sources: This is is natural
since, in this model, the fluctuations of the density are entirely determined
by those of the locations of the sources. By substituting 1/Ns for the factor
A/
∫
z
〈ρ(z)〉 in Eqs. (18), one recovers the expressions derived in Refs. [39, 40]
(see also [41]). Note the ratio in Eq. (22), since it involves integrals over the
transverse plane, provides a global characterization of the fluctuations. The
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numerator in Eq. (22) is the integral of the short range part of the correlation
function S(z1, z2) in Eq. (20). This is obviously equal to the integral of the
second term, since, as already noticed,
∫
z1z2
S(z1, z2) = 0.
The source model is much inspired by the participant picture of the nucleus-
nucleus collisions, and the empirical proportionality between the transverse en-
ergy and the number of participants Npart [28]. Indeed, a comparison of the
model with the Glauber Monte Carlo calculations reveals that the number of
sources is of the order of that of the number of participants Npart (roughly one
half [40]). However, in the present context, the proper interpretation of this
model is that of a parametrization of a continuous field, the fluctuating density
ρ(z). In particular, there is a priori no reason to correlate rigidly the positions
of the sources to those of the participants: in the model discussed above, these
sources are located randomly in the collision area.
It should be emphasized that A(z) need not be a simple linear function of
〈ρ(z)〉, as we have assumed in the second part of this section (and as it emerges
naturally in the model of independent sources). In fact we have evidence that
in nucleus-nucleus collisions, deviations from this simple behavior occur near
the surface where the average density is small. For instance, Glauber Monte
Carlo calculations suggest a specific type of correlations, that we dubbed “twin
correlations, which lead to a renormalization of the short range part of the two-
point function [42]. For the sake of illustration, we take these into account by
assuming that 〈ρ(r)〉 = ρ is uniform within a disk of unit radius, such that
〈r2n〉 = R2n/(n+ 1) (with r = |z|), and that A picks up an extra contribution
near the surface, that is, we set A(r) = ρ(1 + αδ(r/R − 1)), with α a small
parameter. Then, a simple calculation reveals that the variances 〈|ε1|
2〉, 〈|ε2|
2〉,
〈|ε3|
2〉 are corrected respectively by the factors 1, 1 + 3α, 1 + 4α. The same
ordering between ε2 and ε3 is observed in Monte-Carlo Glauber calculations [42].
4. The probability distribution
The simplest, least biased, picture for the fluctuations of the energy density
in the transverse plane is that of independent fluctuations, with a probability
distribution of the form
P [δρ] ∝ exp
{
−
1
2
∫
z1,z2
δρ(z1)K(z1, z2)δρ(z2)
}
. (23)
In this expression, the exponent may be seen as the analog of a Landau-Ginsburg
free energy [43]. The kernel K(z1, z2), which depends on the average local
density, is the functional inverse of the two-point function S(z1, z2):∫
z
K(z1, z)S(z, z2) = δ(z1 − z2), 〈δρ(z1)δρ(z2)〉 = S(z1, z2), (24)
and, as we shall argue soon, for all practical purposes, K(z1, z2) ∝ δ(z1 − z2),
and therefore also S(z1, z2) ∝ δ(z1 − z2). The distribution (23) is then a local
functional of δρ(z), describing uncorrelated fluctuations.
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Aside from the fact that there is little evidence for deviations from this
simple ansatz1, there are microscopic arguments suggesting that energy den-
sity fluctuations are correlated only over short distances: At high energy, the
processes dominating energy density production are semi-hard processes, and
these take place locally, depositing energy over regions of sub-nucleonic sizes. In
the Color Glass picture, for instance, the typical transverse size is of the order
of the inverse of the saturation momentum Qs [25]. This is also the distance
over which fluctuations are correlated [44]. Correlations at the nucleon scale,
inherited from the positions of the nucleons in each nuclei, are presumably not
important: if one observes two fluctuations within a sub-nucleonic distance, it
is likely that they originate from two nucleons that are separated longitudinally,
and are therefore uncorrelated.2
There is however another, perhaps stronger, argument in favor of the ansatz
(23), with a short range kernel: short wavelength fluctuations are mostly ir-
relevant in the calculation of the eccentricities. In the extreme coarse-graining
that is involved in such calculations, where only the smallest Fourier modes are
retained, all what the short wavelength fluctuations do is renormalize the coeffi-
cient of the delta function contribution in S(z1, z2), that is, the function A(z) in
Eq. (16). Since this is an important point, let us illustrate it by an elementary
calculation. Let us return to the calculation of the eccentricities performed in
the previous sections, and smear the delta function δ(z1 − z2) by a smooth,
normalized, function h(z1 − z1) peaked at small values of |z1 − z2| (typically a
Gaussian of width σ = 0.4 fm [14, 35]). That is, let us set
S(z1, z2) = A(z)h(s), z ≡
z1 + z2
2
, s ≡ z1 − z2, (25)
and consider the calculation of 〈|εn|
2〉. After performing the appropriate ex-
pansion that exploits the fact that in the integration |s| ≪ |z|, we get
∫
z1z2
zn1 z¯
n
2 S(z1, z2) = mn
[
1−
mn−1
mn
n2
4
∫
s
|s|2h(s)
]
≡ m′n, (26)
wheremn ≡
∫
z
A(z)|z|2n is the value of the integral when h(s) = δ(s). The finite
range of h induces corrections that, for small n (in practice n ≤ 6), are small,
of order [
∫
s
|s|2h(s)]/Σ, with Σ the area of the collision zone. Furthermore,
these corrections can be absorbed in a renormalization of the function A(z),
A(z) −→ A′(z), with the nth moment of A′(z) equal to m′n in Eq. (26) above.
Thus the result is completely insensitive to the smearing of the short range 2-
point function, provided the range of this smearing stays small enough. These
1Note that a Gaussian distribution for the local fluctuations of the density does not preclude
the existence of high order cumulants for observables such as eccentricities.
2This argument has to be corrected as we move towards the surface of the collision zone,
where the density is low, and twin correlations develop [42]. Recall, however, that these
correlation simply renormalize the strength of the short range part of the correlation function
(see the discussion at the end of Sect. 3).
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considerations also indicate that the measurements of the eccentricities cannot
yield direct information on the “granularity” of the initial energy density [25, 26,
27], nor on the direct microscopic mechanisms responsible for the fluctuations:
the eccentricities are sensitive only to the overall strength of the fluctuations,
not to the details of what happens at short distance scales.
Finally, we return to our ansatz for the 2-point function and comment on
the second term in Eq. (16). This term reflects generically the long range cor-
relations that originate from global constraints, such as for instance energy
conservation, or recentering. Such constraints can be expressed generically in
the form ∫
z
δρ(z)φ(z) = 0. (27)
Choosing for instance φ(z) = 1 enforces
∫
z
δρ(z) = 0 in each event (which corre-
sponds to a selection of events with a given ET ), φ(z) = z enforces the centering
of the fluctuations3,
∫
z
zδρ(z) = 0, etc. Implementing such linear constraints on
the probability distribution can be easily done by using the standard techniques
of generating functionals and Lagrange multipliers. The resulting distribution
is still a Gaussian, but the two-point function takes now the form
〈δρ(z1)δρ(z2)〉 = A(z1, z2)−
[∫
z2
A(z1, z2)φ(z2)
] [∫
z1
φ(z1)A(z1, z2)
]
∫
z1z2
φ(z1)A(z1, z2)φ(z2)
, (28)
where A(z1, z2) denotes here the inverse ofK(z1, z2), i.e., the two-point function
without the constraint. This equation is indeed of the form (16), with f(z) ∝∫
z′
A(z, z′)φ(z′). For the constraint on ET where φ(z) = 1, and the choice
A(z) = E0〈ρ(z)〉, with
∫
z
〈ρ(z)〉 = E0Ns, we recover Eq. (20) of the main text.
5. Summary
In summary, we have presented the first steps for a field theoretical descrip-
tion of the initial fluctuations of the energy density in the transverse plane of a
high energy nucleus-nucleus collision. This description, free of irrelevant, model
dependent details, rests entirely on the probability distribution for the random
field ρ(x), which we have argued is a Gaussian with a short range 2-point func-
tion. We have obtained general expressions for the eccentricities that drive the
anisotropic flows in terms of this 2-point function. We have argued that short
wavelength fluctuations play no role in this calculation aside from renormalizing
slightly the short range 2-point function. If, as we have argued, the basic corre-
lations occur at the sub-nucleonic level, with no other scale playing a major role
3Note however that the procedure of modifying the probability distribution in order to
deal only with centered density fluctuations is not equivalent to that used in Sect. 2 where
we shift explicitly the observables by the center of mass z0 of the fluctuation, and retain all
fluctuations in the calculation. The latter procedure is the correct one to use in the present
context.
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all the way to the nuclear scale, the present description would hold for systems
of all sizes, i.e., from AA to pA, till, why not, to large multiplicity pp.
Acknowledgements
This work is supported by the European Research Council under the Ad-
vanced Investigator Grant ERC-AD-267258, and by the Polish National Science
Centre, grants DEC-2012/06/A/ST2/00390 and DEC-2011/01/D/ST2/00772.
WB was supported in part by the Polish National Science Center, grant DEC-
2012/06/A/ST2/00390.
References
[1] M. Luzum and H. Petersen, arXiv:1312.5503 [nucl-th].
[2] B. Alver et al. [PHOBOS Collaboration], Phys. Rev. Lett. 98, 242302
(2007) [nucl-ex/0610037].
[3] R. Andrade, F. Grassi, Y. Hama, T. Kodama and O. Socolowski, Jr., Phys.
Rev. Lett. 97, 202302 (2006) [nucl-th/0608067].
[4] B. Alver and G. Roland, Phys. Rev. C 81, 054905 (2010) [Erratum-ibid. C
82, 039903 (2010)] [arXiv:1003.0194 [nucl-th]].
[5] K. Aamodt et al. [ALICE Collaboration], Phys. Rev. Lett. 107, 032301
(2011) [arXiv:1105.3865 [nucl-ex]].
[6] A. Adare et al. [PHENIX Collaboration], Phys. Rev. Lett. 107, 252301
(2011) [arXiv:1105.3928 [nucl-ex]].
[7] L. Adamczyk et al. [STAR Collaboration], Phys. Rev. C 88, no. 1, 014904
(2013) [arXiv:1301.2187 [nucl-ex]].
[8] S. Chatrchyan et al. [CMS Collaboration], Eur. Phys. J. C 72, 2012 (2012)
[arXiv:1201.3158 [nucl-ex]].
[9] G. Aad et al. [ATLAS Collaboration], Phys. Rev. C 86, 014907 (2012)
[arXiv:1203.3087 [hep-ex]].
[10] D. Teaney and L. Yan, Phys. Rev. C 83 (2011) 064904 [arXiv:1010.1876
[nucl-th]].
[11] M. Luzum and J. -Y. Ollitrault, Phys. Rev. Lett. 106, 102301 (2011)
[arXiv:1011.6361 [nucl-ex]].
[12] E. Retinskaya, M. Luzum and J. -Y. Ollitrault, Phys. Rev. Lett. 108,
252302 (2012) [arXiv:1203.0931 [nucl-th]].
[13] W. Broniowski, M. Chojnacki and L. Obara, Phys. Rev. C 80, 051902
(2009) [arXiv:0907.3216 [nucl-th]].
11
[14] P. Bozek and W. Broniowski, Phys. Rev. C 85, 044910 (2012)
[arXiv:1203.1810 [nucl-th]].
[15] D. Adamova et al. [CERES Collaboration], Nucl. Phys. A 727, 97 (2003)
[nucl-ex/0305002].
[16] J. Adams et al. [STAR Collaboration], Phys. Rev. C 71, 064906 (2005)
[nucl-ex/0308033].
[17] S. S. Adler et al. [PHENIX Collaboration], Phys. Rev. Lett. 93, 092301
(2004) [nucl-ex/0310005].
[18] T. Anticic et al. [NA49 Collaboration], Phys. Rev. C 70, 034902 (2004)
[hep-ex/0311009].
[19] K. Aamodt et al. [ALICE Collaboration], Phys. Lett. B 708, 249 (2012)
[arXiv:1109.2501 [nucl-ex]].
[20] F. G. Gardim, F. Grassi, M. Luzum and J. -Y. Ollitrault, Phys. Rev. C 87,
031901 (2013) [arXiv:1211.0989 [nucl-th]].
[21] U. Heinz, Z. Qiu and C. Shen, Phys. Rev. C 87, 034913 (2013)
[arXiv:1302.3535 [nucl-th]].
[22] S. Chatrchyan et al. [CMS Collaboration], JHEP 1402, 088 (2014)
[arXiv:1312.1845 [nucl-ex]].
[23] R. S. Bhalerao, M. Luzum and J. Y. Ollitrault, J. Phys. G 38, 124055
(2011) [arXiv:1106.4940 [nucl-ex]].
[24] G. Aad et al. [ ATLAS Collaboration], arXiv:1403.0489 [hep-ex].
[25] B. Schenke, P. Tribedy and R. Venugopalan, Phys. Rev. Lett. 108, 252301
(2012) [arXiv:1202.6646 [nucl-th]].
[26] C. E. Coleman-Smith, H. Petersen and R. L. Wolpert, J. Phys. G 40,
095103 (2013) [arXiv:1204.5774 [hep-ph]].
[27] S. Floerchinger and U. A. Wiedemann, Phys. Rev. C 88, 044906 (2013)
[arXiv:1307.7611 [hep-ph]].
[28] M. L. Miller, K. Reygers, S. J. Sanders and P. Steinberg, Ann. Rev. Nucl.
Part. Sci. 57, 205 (2007) [nucl-ex/0701025].
[29] B. Alver, M. Baker, C. Loizides and P. Steinberg, arXiv:0805.4411 [nucl-ex].
[30] W. Broniowski, P. Bozek and M. Rybczynski, Phys. Rev. C 76, 054905
(2007) [arXiv:0706.4266 [nucl-th]].
[31] W. Broniowski, M. Rybczynski and P. Bozek, Comput. Phys. Commun.
180, 69 (2009) [arXiv:0710.5731 [nucl-th]].
12
[32] A. Dumitru and Y. Nara, Phys. Rev. C 85, 034907 (2012) [arXiv:1201.6382
[nucl-th]].
[33] M. Rybczynski, G. Stefanek, W. Broniowski and P. Bozek, arXiv:1310.5475
[nucl-th].
[34] A. Bzdak, B. Schenke, P. Tribedy and R. Venugopalan, Phys. Rev. C 87,
no. 6, 064906 (2013) [arXiv:1304.3403 [nucl-th]].
[35] H. Holopainen, H. Niemi and K. J. Eskola, Phys. Rev. C 83, 034901 (2011)
[arXiv:1007.0368 [hep-ph]].
[36] Z. Qiu and U. W. Heinz, Phys. Rev. C 84, 024911 (2011) [arXiv:1104.0650
[nucl-th]].
[37] F. G. Gardim, F. Grassi, M. Luzum and J. -Y. Ollitrault, Phys. Rev. C 85,
024908 (2012) [arXiv:1111.6538 [nucl-th]].
[38] H. Niemi, G. S. Denicol, H. Holopainen and P. Huovinen, Phys. Rev. C 87,
054901 (2013) [arXiv:1212.1008 [nucl-th]].
[39] R. S. Bhalerao and J. -Y. Ollitrault, Phys. Lett. B 641 (2006) 260 [nucl-
th/0607009].
[40] R. S. Bhalerao, M. Luzum and J. -Y. Ollitrault, Phys. Rev. C 84, 054901
(2011) [arXiv:1107.5485 [nucl-th]].
[41] B. Alver, B. B. Back, M. D. Baker, M. Ballintijn, D. S. Barton,
R. R. Betts, R. Bindel and W. Busza et al., Phys. Rev. C 77, 014906
(2008) [arXiv:0711.3724 [nucl-ex]].
[42] J.-P. Blaizot, W. Broniowski, J.-Y. Ollitrault, arXiv:1405.3274.
[43] L.D. Landau and E.M. Lifshitz, Statistical Physics, Pergamon Press, 1980.
[44] B. Muller and A. Schafer, Phys. Rev. D 85 (2012) 114030 [arXiv:1111.3347
[hep-ph]].
13
