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ERGODICITY OF THE 2D NAVIER-STOKES EQUATIONS WITH
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Abstract. Consider the two-dimensional, incompressible Navier-Stokes equations on the
torus T 2 = [−pi, pi]2 driven by a degenerate multiplicative noise
dwt = ν∆wtdt + B(Kwt,wt)dt + Q(wt)dBt. (0.1)
We use the Malliavin calculus to prove that the semigroup {Pt}t>0 generated by the solutions
to (0.1) is asymptotically strong Feller. Moreover, we use the coupling method to prove the
semigroup {Pt}t>0 is exponentially ergodic in some sense. Our result is stronger than that in
[13].
Keywords: stochastic Navier-Stokes equation; asymptotically strong Feller property; ergod-
icity.
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1. Introduction, Preliminaries and Properties for Solution
1.1. Introduction and Main Results. This work is motivated by paper [6], in which, Mar-
tin Hairer and Jonathan C. Mattingly considered the following two-dimensional, incompress-
ible Navier-Stokes equations on the torus T 2 = [−pi, pi]2 driven by a additive degenerate noise
dwt = ν∆wtdt + B(Kwt,wt)dt + QdB(t). (1.1)
With the asymptotically strong Feller property that they discovered, they proved the unique-
ness and existence of the invariant measure for the semigroup generated by the solution to
(1.1). Also, in [7] they proved the solution has a spectral gap in Wasserstein distance. In this
article, we consider the same questions for the following two-dimensional, incompressible
stochastic Navier-Stokes equations with degenerate multiplicative noise
dwt = ν∆wtdt + B(Kwt,wt)dt + Q(wt)dB(t). (1.2)
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We assume Bt is a cylindrical Wiener process of a Hilbert space U, that is there exist an
orthonormal basis (βn) of U, and a family (Bn) of independent brownian motions such that
Bt =
∞∑
n=1
Bn(t)βn.
Denote H = L20, the space of real-valued square-integrable functions on the torus with van-
ishing mean and ‖ · ‖ denotes the L2-norm on the Hilbert space H. We make the following
Hypotheses in this article on Q:
H1: The function Q : H → L2(U; H) is bounded. Assume
B0 = sup
u∈H
‖Q(u)‖2L2(U;H) < ∞,
H2: The function Q : H → L2(U; H) is Lipschitz and denote LQ be the Lipschitz
constant of Q.
H3: There exist N ∈ N∗ and a bounded measurable map g : H → L(H; U) such that
for any u ∈ H
Q(u)g(u) = PN ,
here the meaning of PN can see subsection 1.2. In the following, we set
‖Q(u)‖ = ‖Q(u)‖L2(U;H).
Denote by a∨b := max{a, b}, a∧b := min{a, b}. Let C(d) be some positive constant depend-
ing on d, B0, LQ and ν, and let C be some positive constant depending on B0, LQ and ν. The
constant C or C(d) may changes from line to line.
Define Vη(x) = eη‖x‖2 ,∀η > 0, and for any r ∈ (0, 1] and η > 0, we introduce a family of
distances ρηr on H
ρηr (x, y) := inf
γ
∫ 1
0
V rη(γ(t))‖γ˙(t)‖dt,
where the infimum runs over all paths γ such that γ(0) = x and γ(1) = y. For simplify of
writing, we denote ρr(x, y) := ρηr (x, y). Let Pt be the transition semigroups of wt, that is
Pt f (w0) := Ew0 f (wt), f ∈ Bb(H).
Our main results in this article are the following three Theorems.
Theorem 1.1 (Weak Form of Irreducibility). There exists some N0 such that if H1,H2 hold
and H3 holds N > N0, then the solutions to (1.2) have the weak form of irreducibility. That
is given any η ∈ (0, ν8B0 ), C > 0, r ∈ (0, 1) and δ > 0, there exists a T0 such that for any
T > T0 there exists an a > 0 such that
inf
‖x‖,‖y‖6C
sup
pi∈Γ(P∗T δx,P∗Tδy)
pi {(x′, y′) ∈ H × H, ρr(x′, y′) 6 δ} > a.
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Theorem 1.2 (Gradient Estimate). There exists η0 > 0, such that for any η 6 η0, there exist
some constant N0 := N0(η) > 0, such that if Hypotheses H1,H2 hold and H3 holds with
N > N0, then for any f
|∇Pt f (w0)| 6 C(N) exp
((4η
ν
+ η
)‖w0‖2) √Pt|ϕ|2(w0) + Ce 4ην ‖w0‖2e−νN2t √Pt‖Dϕ‖2(x).
We in introduce the following family of norms
‖φ‖Vrη = sup
x∈H
|φ(x)| + ‖Dφ(x)‖
V rη(x)
When we take r = 1, we simply write ‖φ‖Vη.
Theorem 1.3 (Exponential Mixing). For any η ∈ (0, ν16B0 ), there exists some N0 := N0(η)
such that if H1,H2 hold and H3 holds N > N0, then there exists a unique invariant probabil-
ity measure µ∗ for Pt and positive constants θ and C such that for any φ ∈ B,
‖Ptφ − µ∗φ‖Vη 6 Ce−θt‖φ − µ∗φ‖Vη, ∀t > 0. (1.3)
Remark 1.1. Odasso [13, Theorem 3.4] used coupling method to establish exponential mix-
ing of the solutions of stochastic Navier-Stokes equation under hypotheses H1,H2 and H3,
but he didn’t give the proof of asymptotically strong Feller property and the weak form of
irreducibility. The results of theorem 1.3 is stronger than that in [13].
1.2. Preliminaries. Recall that the Navier-Stokes equations are given by
∂tu + (u · ∇)u = ν△u − ∇p + ξ, div u = 0.
where ξ(x, t) is the external force field acting on the fluid.
The vorticity w is defined by w = ∇ ∧ u = ∂2u1 − ∂1u2. B(u,w) = −(u · ∇)w. For k =
(k1, k2) ∈ Z2 \ {(0, 0)}, k⊥ = (k2,−k1), wk = 〈w, (2pi)−1eik·x〉H. The operator K is defined in
Fourier space by
(Kw)k = 〈Kw, (2pi)−1eik·x〉H = −iwkk⊥/||k||2.
We write Z2 \ {(0, 0)} = Z2+ ∪ Z2−, where
Z
2
+ =
{
(k1, k2) ∈ Z2 : k2 > 0} ∪ {(k1, 0) ∈ Z2 : k1 > 0
}
,
Z
2
− =
{
(k1, k2) ∈ Z2 : −(k1, k2) ∈ Z2+
}
,
and set, for k ∈ Z2\{(0, 0)},
ek(x) =

sin(k · x) k ∈ Z2+,
cos(k · x) k ∈ Z2−.
Then, {ek, k ∈ Z2 \ {(0, 0)} an orthonormal basis of H. For α ∈ R and a smooth function w on
[−pi, pi]2 with mean 0, denote ‖w‖α by
‖w‖2α =
∑
k∈Z2\{(0,0)}
|k|2α|wk|2, wk = 〈w, (2pi)−1eik·x〉H,
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and ‖w‖ := ‖w‖0. Denote H2α be the closure of smooth function with respect to the norm
‖ · ‖α in H. We denote PN and QN the orthogonal projection in H onto the space Span{ek, 1 6
|k| 6 N} and onto its complementary. Denote HN = PNH.
Actually, (1.2) defines a stochastic flow on H. That means a family of continuous map
Φt : W × H → H such that wt = Φt(B,w0) is the solution to (1.2) with initial condition w0
and noise B.
Given a v ∈ L2loc(R+,U), the Malliavin derivative of the H-valued random variable wt in
the direction v, denoted by Dvwt is defined by
Dvwt = lim
ε→0
Φt(B + εV,w0) − Φt(B,w0)
ε
,
where the limit holds almost surely with respect to Wiener measure and V(t) =
∫ t
0 v(s)ds. Let
{Js,t}s6t be the derivative flow between times s and t, i.e for every ξ ∈ H, Js,tξ is the solution
of 
dJs,tξ = ν△Js,tξdt + ˜B(wt, Js,tξ)dt + DQ(wt)Js,tξdBt,
Js,sξ = ξ,
(1.4)
where ˜B(w, u) = B(Kw, u)+B(Ku,w). J0,tξ is the effect on wt of an infinitesimal perturbation
of the initial condition in the direction ξ. DQ is Fre´chet derivation of Q. Observe that Dvwt =
A0,tv, where As,t : L2([s, t],U) → H
As,tv =
∫ t
s
Jr,tQ(wr)v(r)dr. (1.5)
If B(u, v) = (u · ∇)v,S =
{
(s1, s2, s3) ∈ R3+ :
∑
si > 1, s , (1, 0, 0), (0, 1, 0), (0, 0, 1)
}
. Then
the following relations are useful. Its proof can be seen in [3] or [6] .
〈B(u, v),w〉 = −〈B(u,w), v〉, if ∇ · u = 0, (1.6)
|〈B(u, v),w〉| 6 C‖u‖s1‖v‖1+s2‖w‖s3 , (s1, s2, s3) ∈ S, (1.7)
‖Kw‖α = ‖w‖α−1, (1.8)
‖w‖21
2
6 ‖w‖1‖w‖. (1.9)
1.3. Properties For Solution. In this subsection, we will give some Lemmas and Proposi-
tions which will be used in section 2 and section 3.
Lemma 1.1. ([10, Lemma A.1]) Let M(s) be a continuous martingale with quadratic varia-
tion [M, M](s) such that E[M, M] < ∞. Define the semi-martingale N(s) = −α2 [M, M](s) +
M(s) for any α > 0. If γ > 0, then for any β > 0 and T > 1
β
P
 supt∈[T− 1
β
,T ]
∫ t
0
e−γ(t−s)dN(s) > e
γ
β
α
K
 < e
−K .
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Specially,
P
{
sup
t
N(t) > 1
α
K
}
< e−K .
Lemma 1.2. Assume H1. For every η 6 ν2B0 , there exists a constant C = C(ν, B0) such that
E exp {sup
t>0
(η‖wt‖2)} 6 Ceη‖w0‖2 ,
and
E
[
eη‖wt‖
2]
6 Ceηe−νt‖w0‖2 .
Proof. By Itoˆ’s formula,
dη‖wt‖2 + 2ην‖wt‖21dt = 2η〈wt, Q(wt)dBt〉 + η‖Q(wt)‖2dt. (1.10)
Using the fact that ‖wt‖ 6 ‖wt‖1 and ‖Q(wt)‖2 6 B0,
dη‖wt‖2 + νη‖wt‖2dt 6 2η〈wt, , Q(wt)dBt〉 + ηB0dt − νη‖wt‖2dt,
that is,
ηd(‖wt‖2eνt) 6 2ηeνt〈wt, Q(wt)dBt〉 + ηB0eνtdt − νηeνt‖wt‖2dt.
So,
η‖wt‖2 − ηe−νt‖w0‖2 −
ηB0
ν
6 2η
∫ t
0
e−ν(t−s)〈ws, Q(ws)dBs〉 − ην
∫ t
0
e−ν(t−s)‖ws‖2ds.
By Lemma 1.1, when η 6 ν2B0 , one arrives at
E exp
{
sup
t>0
(
η‖wt‖2 − ηe−νt‖w0‖2 −
ηB0
ν
)}
6 2, (1.11)
here we use the fact that if a random variable X satisfies P(X > C) 6 1C2 for all C > 0, then
EX 6 2. Then this lemma follows by (1.11). 
Lemma 1.3. Assume H1. For every η 6 ν2B0 , there exists a abosolute constant C such that
E exp
(
η sup
t>0
(‖wt‖2 + ν
∫ t
0
‖wr‖21dr − B0t
))
6 C exp (η‖w0‖2).
Proof. Combining (1.10) with ‖wt‖ 6 ‖wt‖1,
η‖wt‖2+ην
∫ t
0
‖wr‖21dr−η
∫ t
0
‖Q(wr)‖2dr−η‖w0‖2 6 2η
∫ t
0
〈wr, Q(wr)dBr〉−ην
∫ t
0
‖wr‖2dr.
Therefore
η‖wt‖2 + ην
∫ t
0
‖wr‖21dr − ηB0t − η‖w0‖2 6 2η
∫ t
0
〈wr, Q(wr)dBr〉 − ην
∫ t
0
‖wr‖2dr.
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Due to Lemma 1.1, when η 6 ν2B0 , for some absolutely constant C,
E exp
(
η sup
t>0
(‖wt‖2 + ν
∫ t
0
‖wr‖21dr − B0t − ‖w0‖2
))
6 C,
from which this lemma follows. 
2. Proof ofWeak Form of Irreducibility
Let
F(w) = ν∆w + B(Kw,w).
and w = w(t, B,w10) be the solution to following equation
dwt = ν∆wtdt + B(Kwt,wt)dt + Q(wt)dB(t),
w(0) = w10.
(2.1)
Let w˜ = w˜(t, B,w20) be the solution to the following equation,
dw˜ = F(w˜)dt + KPN(w˜ − w(t, B,w10))dt + Q(w˜t)dBt,
w˜(0) = w20.
(2.2)
Therefore
w˜(t, B,w20) = w(t, B +
∫ ·
0
hsds,w20),
here h : H × H → U is given by
hs := h(s, B) := −Kg(w˜s)PN(w˜s − w(s, B,w10)).
Denote
ρ′r(x, y) =
∫ 1
0
erη‖ty+(1−t)x‖
2‖x − y‖dt.
Lemma 2.1. There exists C1 and κ > 0, such that
E(|w(t, B,w0)|2) 6 e−κt|w0|2 + C1
Lemma 2.2. There exists C > 0 such that for any w10,w20 in H satisfying
‖w10‖2 + ‖w20‖2 6 2C1 (2.3)
and there exists γ1, γ2 > 0, such that for any t > 0, we have
P
(
ρ′r(w(t, B2,w20),w(t, B1,w10)) > Ce−γ1t,
w˜(·, B1,w20) = w(·, B2,w20) on [0, t]
)
6 Ce−γ2t.
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Proof. Denote x = w˜(t, B1,w20) and y = w(t, B1,w10))
P
(
ρ′r(w(t, B2,w20),w(t, B1,w10)) > Ce−γ1 t,
w˜(·, B1,w20) = w(·, B2,w20) on [0, t]
)
6 P
(
ρ′r(w˜(t, B1,w20),w(t, B1,w10)) > Ce−γ1 t
)
6 P
(
e2rη‖x‖
2+2rη‖y‖2‖x − y‖ > Ce−γ1t
)
6
1
C e
γ1tE
[
‖x − y‖2
]1/2
E
[
e4rη‖x‖
2+4rη‖y‖2]1/2,
and therefore this Lemma follows by Lemma 1.3 and Lemma A.1. 
Lemma 2.3. There exists p1 > 0 such that for any w10,w20 ∈ H satisfying (2.3), we have
P
( ∫ ∞
0
|h(t, B)|2dt 6 C
)
> p1.
Define
τ(B) = inf
{
t > 0,
∫ t
0
|h(t, B)|2dt > 2C
}
.
Apply [13, corollary1.5] to (
B, B, B +
∫ τ(B)∧·
0
h(t, B)dt
)
we obtain B1, B2 cylindrical Wiener processes such that(
B2, B1 +
∫ τ(B)∧·
0
h(t, B1)dt
)
is a maximal coupling of
(
D(B),D(B +
∫ τ(B)∧·
0 h(t, B)dt)
)
on [0,∞)
Lemma 2.4.
P
(
w˜(·, B1,w20) = w(·, B2,w20)
)
>
p1
4e2C
,
Proof. Let us set
A = {B : τ(B) = ∞}
Λ1 = D(B),
Λ2 = D(B +
∫ τ(B)∧·
0
h(t, B)dt),
Novikov condition is obviously verifiede. So, Girsanov Transform gives
(dΛ1
dΛ2
)
(B) = exp
(
−
∫ τ(B)
0
h(t, B)dBt − 12
∫ τ(B)
0
|h(t, B)|2dt
)
,
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which yields ∫
A
(dΛ1
dΛ2
)2
dΛ1 6 E
[
e
∫ τ(B)
0 |h(t,B)|2dt
]
6 e2C .
By Lemma 2.3
Λ1(A) > p1.
By [13, Lemma 1.3]
Λ1 ∧ Λ2(A) > p14e2C ,
combine it with [13, Lemma 1.2] yields the result of this Lemma. 
Now we are in the position of the proof of Theorem 1.1.
Proof.
sup
pi∈Γ(P∗Tδx,P∗Tδy)
pi {(x, y) ∈ H × H, ρr(x, y) 6 δ}
> P
(
ρ′r(w(t, B2,w20),w(t, B1,w10)) 6 δ
)
> P
(
ρ′r(w(t, B2,w20),w(t, B1,w10)) 6 Ce−γ1 t
)
> P
(
w˜(·, B1,w20) = w(·, B2,w20)
)
−P
(
ρ′r(w(t, B2,w20) − w(t, B1,w10)) > Ce−γ1 t,
w˜(·, B1,w20) = w(·, B2,w20) on [0, t]
)
Combing it with Lemma 2.2 and Lemma 2.4 yields
sup
pi∈Γ(P∗Tδx,P∗T δy)
pi {(x′, y′) ∈ H × H, ρr(x′, y′) 6 δ} > p14e2C −Ce
−γ2 t,
which finishes the proof of Theorem 1.1. 
3. Proof of Gradient Estimate
For any v ∈ L2loc(R+,U) and ξ ∈ H with ‖ξ‖ = 1, denote ρt = J0,tξ − Dvwt = J0,tξ − A0,tv.
Then ρt satisfies the following equation
dρt = ν∆ρtdt + ˜B(wt, ρt)dt + DQ(wt)ρtdBt − Q(wt)vtdt. (3.1)
Let ζt be the solution to the following equation
dζt = DQ(wt)ζtdBt + B1∆ζ lt dt
+ pih ˜B(wt, ζt)dt + ν∆ζht dt,
ζ0 = ξ,
(3.2)
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here B1 is a constant bigger than νN2 and ζ lt = PNζt, ζht = QNζt, pih ˜B(wt, ζt) = QN ˜B(wt, ζt).
We set the infinitesimal perturbation v by

vt = g(wt)Ft,
Ft = pil ˜B(wt, ζt) − B1∆ζ lt + ν∆ζ lt ,
here pil ˜B(wt, ζt) = PN ˜B(wt, ζt). By Hypothesis H3, g depends on N. ζt also depends on N.
3.1. The estimate of ζt.
Lemma 3.1. For any η 6 ν28B0 , there exist some N0 := N0(B0, η, LQ, ν) > 0, such that if
N > N0, then
E
[‖ζt‖2eνN2t−4η ∫ t0 ‖wr |21dr] 6 1, ∀t > 0.
Furthermore, there exists a absolutely positive constant C such that
E‖ζt‖ 6 Ce−
1
4 νN
2t · e 2ην ‖w0‖2, ∀t > 0.
Proof. By Itoˆ’s formula,
d‖ζt‖2 6 2B1〈ζt,∆ζ lt〉dt + 2ν〈ζt,∆ζht 〉dt + 2〈ζht , ˜B(wt, ζt)〉dt
+htdBt + LQ‖ζt‖2dt. (3.3)
Here we need to estimate 〈ζht , ˜B(wt, ζt)〉, observe that
〈ζht , ˜B(wt, ζt)〉 = 〈ζht , B(Kζt,wt)〉 + 〈ζht , B(Kwt, ζt)〉,
and (1.7), for some ˆC,
〈ζht , B(Kζt,wt)〉 6 ˆC‖ζt‖ 12 ‖wt‖1‖ζ
h
t ‖
6 η‖wt‖21‖ζht ‖2 +
ˆC2
4η
‖ζt‖21
2
6 η‖wt‖21‖ζht ‖2 +
ˆC2
4η
‖ζt‖1‖ζt‖
6 η‖wt‖21‖ζt‖2 +
ν
6‖ζt‖
2
1 +
ˆC4
8η2ν
‖ζt‖2, (3.4)
and,
〈ζht , B(Kwt, ζt)〉 = 〈ζht , B(Kwt, ζ lt)〉
6 ˆC‖wt‖ 12 ‖ζ
l
t‖1‖ζht ‖
6 η‖ζt‖2‖wt‖21 +
ˆC2
4η
‖ζ lt‖21.
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Therefore, by (3.3),
d‖ζt‖2 6 −2B1‖ζ lt‖21dt − 2ν‖ζht ‖21dt + 4η‖ζt‖2‖wt‖21dt
+
ˆC2
2η
‖ζ lt‖21 +
ν
3‖ζt‖
2
1 +
[ ˆC4
4η2ν
+ LQ
]‖ζt‖2
+htdBt.
Hence, if B1 > νN2 > ˆC
2
2η +
ν
3 +
[
ˆC4
4η2ν + LQ
]
and 23νN
2
>
[
ˆC4
4η2ν + LQ
]
,
d‖ζt‖2 6 −B1‖ζ lt‖21dt − νN2‖ζht ‖2dt + 4η‖ζt‖2‖wt‖21 + htdBt
6 −νN2‖ζt‖2dt + 4η‖ζt‖2‖wt‖21dt + htdBt, (3.5)
from which,
E
[‖ζt‖2eνN2t−4η ∫ t0 ‖wr |21dr] 6 1. (3.6)
Therefore, by Ho¨lder inequality, (3.6) and Lemma 1.3 , if η 6 ν28B0 and
√
8B0η
ν
6 N,
E‖ζt‖ = E
[
‖ζt‖e−
1
2 νN
2t+2η
∫ t
0 ‖wr |21dr · e 12 νN2t−2η
∫ t
0 ‖wr |21dr
]
6
(
E
[
e−νN
2t+4η
∫ t
0 ‖wr |21dr
]) 12
6 Ce− 14νN2t ·
(
E
[
e−
1
2 νN
2t+4η
∫ t
0 ‖wr |21dr]) 12
6 Ce− 14νN2t · e 2ην ‖w0‖2.

Lemma 3.2. For any n ∈ N and η 6 ν28nB0 , there exists N0 = N0(n, η, B0, ν, LQ), such that if
N > N0,
E
[
‖ζt‖2ne
(
νnN2−n(n−1)LQ/2
)
t−
∫ t
0 4η‖wr‖2dr
]
6 1.
and furthermore for some absolute constant C,
E
[
‖ζt‖n
]
6 Ce
2nη
ν ‖w0‖2e−νnN
2t/2.
Proof. By Itoˆ’s formula,
d‖ζt‖2 = 2B1〈ζt,∆ζ lt〉dt + 2ν〈ζt,∆ζht 〉dt + 2〈ζht , ˜B(wt, ζt)〉dt
+〈ζt, DQ(wt)ζtdBt〉 + ‖DQ(wt)ζt‖2dt.
and
d‖ζt‖2n = n‖ζt‖2n−2d‖ζt‖2 +
n(n − 1)
2
‖ζt‖2n−4h2t dt,
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so by (3.5)
d‖ζt‖2n 6 n‖ζt‖2n−2
[
− νN2‖ζt‖2dt + 4η‖ζt‖2‖wt‖21dt + htdBt
]
+
n(n − 1)LQ
2
‖ζt‖2ndt.
Therefore,
E
[
‖ζt‖2ne
(
νnN2−n(n−1)LQ/2
)
t−
∫ t
0 4nη‖wr‖2dr
]
6 1.
By Ho¨lder inequality and the above inequality,
E
[
‖ζt‖n
]
6 E
[
e
(
−νnN2+n(n−1)LQ/2
)
t+
∫ t
0 4nη‖wr‖2dr
] 1
2
,
here we use the notation, for any random variable X, E
[
X
]p
:=
[
EX
]p
. Hence, by Lemma 1.3,
there exists N0 = N0(n, η, B0, ν, LQ), such that if N > N0, then for some absolute constant C,
E
[
‖ζt‖n
]
6 E
[
e
(
−νnN2+n(n−1)LQ/2
)
t+
∫ t
0 4nη‖wr‖2dr
] 1
2
6 Ce
2nη
ν
‖w0‖2e−νnN
2t/2.

3.2. The estimate of E
[∣∣∣ ∫ t
0 vsdBs
∣∣∣2].
E
∣∣∣∣∣∣
∫ t
0
v(s)dW(s)
∣∣∣∣∣∣
2 =
∫ t
0
E‖v(s)‖2ds 6 C
∫ t
0
E‖Fs‖2ds. (3.7)
Remaking that, by the definition of Ft and ‖pil ˜B(u,w)‖ 6 C(N) · ‖u‖ · ‖w‖ for some constant
C = C(N)(see [5, Lemma A.4]),
E‖Fs‖2 6 C ·
(
E‖ζs‖2 + E
[‖ws‖2‖ζs‖2])
6 C ·
(
E‖ζs‖2 +
[
E‖ws‖4
]1/2[
E‖ζs‖4
]1/2)
Hence, by Ho¨lder inequality, Lemma 1.2 and Lemma 3.2, for any η 6 ν232B0 , there exist some
N0 := N0(B0, η, LQ, ν) > 0, such that if N > N0, then there exists
E
∣∣∣∣∣
∫ ∞
0
v(s)dB(s)
∣∣∣∣∣
2
6 C(N) exp
((4η
ν
+ η
)‖w0‖2). (3.8)
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3.3. The proof of Theorem 1.2.
Proof. For any ξ with ‖ξ‖ = 1, for some constant C = C(ν, B0, N, η),
〈∇Ptϕ(w0), ξ〉
= Ew0(〈∇ϕ(wt), ξ〉) = Ew0((∇ϕ)(wt)J0,tξ)
= Ew0((∇ϕ)(wt)Dvwt) + Ew0((∇ϕ)(wt)ρt)
= Ew0(Dvϕ(wt)) + Ew0((∇ϕ)(wt)ρt)
= Ew0
[
ϕ(wt)
∫ t
0
vsdBs
]
+ Ew0((∇ϕ)(wt)ρt)
6
[
Ew0ϕ(wt)2
] 1
2
[
Ew0(
∫ t
0
vsdBs)2
] 1
2
+
[
Ew0
[(∇ϕ)(wt)]2] 12 [Ew0‖ρt‖2]
1
2
6 C(N) exp
((4η
ν
+ η
)‖w0‖2) √Pt|ϕ|2(w0) + Ce 4ην ‖w0‖2e−νN2t √Pt‖Dϕ‖2(x)

4. Proof of ExponentialMixing
For getting the exponential convergence, we using the methods in [7]. In the Assumption
4.1, 4.2, 4.3 and Theorem 4.1 below, we assume that we are given a random flow Φt on a
Banach space H. We will assume that the map x 7→ Φt(ω, x) is C1 for almost every element ω
of the underlying probability space. We will denote by DΦt the Fre´chet derivative ofΦt(ω, x)
with respect to x.
Let C(µ1, µ2) for the set of all measures Γ on H × H such that Γ(A × H) = µ1(A) and
Γ(H × A) = µ2(A) for every Borel set A ⊂ H. The following three assumptions are from [7].
Assumption 4.1. There exists a function V : H → [1,∞) with the following properties:
(1) There exists two strictly increasing continuous functions V∗ and V∗ from [0,∞) →
[1,∞) such that
V∗(‖x‖) 6 V(x) 6 V∗(‖x‖) (4.1)
for all x ∈ H and such that lima→∞ V∗(a) = ∞.
(2) There exists constants C and κ > 1 such that
aV∗(a) 6 CVκ∗ (a), (4.2)
for every a > 0.
(3) There exists a positive constants C, r0 < 1, a decreasing function ζ : [0, 1] →
[0, 1] with ζ(1) < 1 such that for every h ∈ H with ‖h‖ = 1
EV r(Φt(x))(1 + ‖DΦt(x)h)‖) 6 CV rζ(t)(x), (4.3)
for every x ∈ H, every r ∈ [r0, κ], and every t ∈ [0, 1].
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If Assumption 4.1 is satisfied, then for every Fre´chet differentiable function ϕ : H → R,
we introduce the following norm
‖ϕ‖V = sup
x∈H
|ϕ(x)| + ‖Dϕ(x)‖
V(x) ,
and for r ∈ (0, 1], a family of distance ρr on H is defined by
ρr = inf
γ
∫ 1
0
V r(γ(t))‖γ˙(t)‖dt,
where the infimum runs over all paths γ such that γ(0) = x and γ(1) = y. For simple, we will
write ρ for ρ1.
Assumption 4.2. There exists a C1 > 0 and p ∈ [0, 1) so that for every α ∈ (0, 1) there exists
positive T (α) and C(α) with
‖DPtϕ(x)‖ 6 C1V p(x)
(
C(α)
√
(Pt|ϕ|2)(x) + α
√
(Pt‖Dϕ‖2)(x)
)
, (4.4)
for every x ∈ H and t > T (α).
Assumption 4.3. Given any C > 0, r ∈ (0, 1) and δ > 0, there exists a T0 so that for any
T > T0 there exists an a > 0 so that
inf
|x|,|y|6C
sup
Γ∈C(P∗T δx,P∗T δy)
Γ {(x′, y′) ∈ H × H : ρr(x′, y′) < δ} > a. (4.5)
If the setting of the semigroup Pt possesses an invariant measure µ∗, we define
‖ϕ‖ρ = sup
x,y
|ϕ(x) − ϕ(y)|
ρ(x, y) +
∣∣∣∣∣
∫
H
ϕ(x)µ∗(dx)
∣∣∣∣∣ .
The next Theorem comes from Theorem 3.6, Corollary 3.5 and Theorem 4.5 in [7].
Theorem 4.1. Let Φt be a stochastic flow on a Banach space H which is almost surely C1
and satisfy Assumption 4.1. Denote by Pt the corresponding Markov semigroup and assume
that it satisfies Assumption 4.2 and 4.3. Then there exists a unique invariant probability
measure µ∗ for Pt and exists constants γ > 0 and C > 0 such that
‖Ptϕ − µ∗ϕ‖ρ 6 Ce−γt‖ϕ − µ∗ϕ‖ρ,
‖Ptϕ − µ∗ϕ‖V 6 Ce−γt‖ϕ − µ∗ϕ‖V ,
for every Fre´chet differentiable function ϕ : H → R and every t > 0.
The next Lemma comes from Lemma 5.1 in [7].
Lemma 4.1. Let U be a real-valued semi-martingale
dU(t, ω) = F(t, ω)dt +G(t, ω)dB(t, ω),
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where B is a standard Brownian motion. Assume that there exists a process Z and positive
constants b1, b2, b3, with b2 > b3, such that F(t, ω) 6 b1 − b2Z(t, ω),U(t, ω) 6 Z(t, ω), and
G(t, ω)2 6 b3Z(t, ω) almost surely. Then the bound
E exp
(
U(t) + b2e
−b2t/4
4
∫ t
0
Z(s)ds
)
6
b2 exp(2b1b2 )
b2 − b3
exp
(
U(0)e− b22 t
)
,
holds for every t > 0.
Proposition 4.1. Let H = L20 be the space of real-valued square-integrable functions on the
torus [−pi, pi]2 with vanishing mean, and the random flow Φt on the space H is given by the
solution to (1.2). Under the conditions of Theorem 4.1, Assumption 4.1 holds with
V(x) = Vη0(x) = eη0‖x‖
2
, η0 =
ν
16B0
.
Proof. By Itoˆ formula,
dη‖wt‖2 + 2ην‖wt‖21dt = 2η〈wt, Q(wt)dBt〉 + η‖Q(wt)‖2dt.
From Lemma 4.1,
E exp
(
U(t) + b2e
−b2t/4
4
∫ t
0
Z(s)ds
)
6
b2 exp(2b1b2 )
b2 − b3
exp
(
U(0)e− b22 t
)
.
where U(t) = η‖wt‖2, Z(t) = η‖wt‖21, b1 = ηB0, b2 = 2ν, b3 = 4ηB0. Therefore when
η 6 ν4B0 ,
E exp
(
η‖wt‖2 +
2νe−2νt/4
4
∫ t
0
η‖ws‖21ds
)
6 2 exp(ηB0
ν
) exp
(
η‖w0‖2e−
2ν
2 t
)
. (4.6)
For ‖ξ‖ = 1,denote ξt = Jtξ = Dwxt ξ, where x is the initial value and D is the differential
operator with x. So ξt satisfies the following equation
dξt = ν∆ξtdt + ˜B(wt, ξt)dt + DQ(wt)ξtdBt, (4.7)
and thus
d‖ξt‖2 6 −2ν‖ξt‖21dt + 2〈B(Kξt,wt), ξt〉dt + LQ‖ξt‖2dt + htdWt.
By the the similar step to get (3.4), one arrives at
2〈B(Kξt,wt), ξt〉 6 η‖wt‖21‖ξt‖2 + ν‖ξt‖21 +
16 ˆC4
η2ν
‖ξt‖2,
and
d‖ξt‖2 6 η‖wt‖21‖ξt‖2dt + (
16 ˆC4
η2ν
+ LQ)‖ξt‖2dt + htdWt.
Define the function h(η) = (16 ˆC4
η2ν
+ LQ), from the above inequality one arrives at
E
{
‖ξt‖2 exp (−h(η)t −
∫ t
0
η‖ws‖21ds)
}
6 1,∀η > 0. (4.8)
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Set b = e− ν2 , η 6 ν8B0 , t ∈ [0, 1]. From (4.6) and (4.8),
E
{
exp (η‖wt‖2)‖ξt‖} = E[ exp (η‖wt‖2) exp (bην2
∫ t
0
‖ws‖21ds) · ‖ξt‖ exp (−
bην
2
∫ t
0
‖ws‖21ds)
]
6
(
E exp (2η‖wt‖2 + bην
∫ t
0
‖ws‖21ds)
) 1
2
(
E
[‖ξt‖2 exp (−bην
∫ t
0
‖ws‖21ds)
]) 12
6
(
2 exp(2ηB0
ν
) exp (2η‖w0‖2e− 2ν2 t)) 12 exp (h(bην)2 t)
= C(η, B0, ν) exp
(
η‖w0‖2e−νt
)
exp (h(bην)
2
t).
Set η0 = ν16B0 , we know that the above inequality is satisfied for all η ∈ [0, 2η0]. So wt satisfies
Assumption 4.1 for V(x) = eη0‖x‖2 , κ = 2, r0 = 12 , V∗(a) = V∗(a) = eη0a
2
and ζt = e−
1
2 νt
. 
Appendix A.
Let r = w˜(t, B,w20) − w(t, B,w10).
Proposition A.1. Assume H1 and H2 hold. There exists γ1, γ2 > 0, K0 > 0 and N0 =
N0(B0, ν, LQ) such that for any K > K0 and N > N0 and any (t,w10,w20) ∈ (0,∞) × H × H,
E
[
‖r‖2
]
6 2eγ1‖w10‖2‖r(0)‖2e−γ2t.
here r(t) = w˜(t, B,w20) − w(t, B,w10) = w˜ − w.
Proof. For any function f , denote δ f = f (w˜)− f (w). Taking the fifference between (2.1) and
(2.2), we obtain
dr = ν∆rdt − KPNrdt + δQ(w)dBt +
[
B(Kw˜, w˜) − B(Kw,w)
]
dt
= ν∆rdt − KPNrdt + δQ(w)dBt +
[
B(Kw˜, r) + B(Kr,w)
]
dt.
Apply Itoˆ’s formula to ‖r‖2, we have
d‖r‖2 = −2ν‖r‖21dt − 2K‖PNr‖2dt + 2〈B(Kr,w), r〉dt + 2〈r, δQ(w)dBt〉 + ‖δQ(w)‖2L2(U,H).
Remarking that for any η > 0,
〈B(Kr,w), r〉 6 ‖w‖1 · ‖r‖ · ‖r‖1/2
6 η‖w‖21‖r‖2 +C(η)‖r‖21/2
6 η‖w‖21‖r‖2 +
ν
6‖r‖
2
1 + C(η)‖r‖2
then
d‖r‖2 6 −3ν
2
|r|21dt − 2K|PNr|2dt + C‖w‖21‖r‖2dt + 2〈r, δQ(w)dBt〉 + LQ‖r‖2
6
[ − 3
2
νN2 + η‖wt‖21
]‖r‖2dt + +2〈r, δQ(w)dBt〉,
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Integrating this formula and taking the expectation, if follows
E
[
‖r‖2 exp{νN2t − η
∫ t
0
‖ws‖21ds}
]
6 ‖r(0)‖2.
Apply Itoˆ’s formula to [‖r‖2]2, with a similar step, one arrives at
d‖r‖4 6 [ − νN2 + η‖wt‖21]‖r‖4dt + +2〈r, δQ(w)dBt〉,
and
E
[
‖r‖4 exp{νN2t − η
∫ t
0
‖ws‖21ds}
]
6 ‖r(0)‖4.
It follows from the above inequality and Lemma 1.3 that for some γ1, γ2 > 0,
E
[
‖r‖2
]
6 2Ceγ1‖w10‖2‖r(0)‖2e−γ2t.

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