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Abstract
We study a discrete-time stochastic process that can also be inter-
preted as a model for a viral evolution. A distinguishing feature of our
process is power-law tails due to dynamics that resembles preferential at-
tachment models. In the model we study, a population is partitioned
into sites, with each site labeled by a uniquely-assigned real number in
the interval [0, 1] known as fitness. The population size is a discrete-time
transient birth-and-death process with probability p of birth and 1 − p
of death. The fitness is assigned at birth according to the following rule:
the new member of the population either “mutates“ with probability r,
creating a new site uniformly distributed on [0, 1] or “inherits” with prob-
ability 1− r, joining an existing site with probability proportional to the
site’s size. At each death event, a member from the site with the lowest
fitness is killed. The number of sites eventually tends to infinity if and
only if pr > 1 − p. Under this assumption, we show that as time tends
to infinity, the joint empirical measure of site size and fitness (proportion
of population in sites of size and fitness in given ranges) converges a.s. to
the product of a modified Yule distribution and the uniform distribution
on [(1 − p)/(pr), 1]. Our approach is based on the method developed in
[BAS16]. The model and the results were independently obtained by Roy
and Tanemura in [RT].
1 Introduction and Statement of Results
1.1 Description of the Model
The motivation for our work is the paper of Ben-Ari and Schinazi, [BAS16] who
studied a model for the evolution of a quasispecies.
∗Research performed during Markov Chains REU (Summer 2018), partially supported by
NSA grant H98230-18-1-0044 to Iddo Ben-Ari.
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Our model is a discrete-time model describing population evolution. The
population size Tn at time n ∈ Z+ is discrete-time birth and death process on
the set of nonnegative integers Z+, with probability p ∈ (0, 1) of a birth and
1− p of a death:
P (Tn+1 = Tn + 1|T0, . . . , Tn) = p,
P (Tn+1 = Tn − 1|T0, . . . , Tn) = (1− p)1{Tn>0}
P (Tn+1 = Tn|T0, . . . , Tn) = (1− p)1{Tn=0}
The event {Tn+1−Tn = 1} is a birth at time n+1 while the event {Tn+1−Tn =
−1} is a death at time n + 1. We consider all members of the population at
time n = 0 as born at time n = 0. Each member of the population is assigned
a fitness value in [0, 1] at its birth. We will call all members of the population
sharing a common fitness value a “site” at the given fitness value.
Birth events are split into two different categories: mutation and inheritance.
1. Mutation. With probability r, independently of the past, there is a muta-
tion: the new member is assigned a uniformly distributed fitness on [0, 1],
independently of the past.
2. Inheritance. With probability 1− r, if the population size is not zero, the
new member joins an existing site, and otherwise the fitness is assigned as
in the mutation case. The probability of joining a site is proportional to
the number of elements in the site.
At a death event a member with the lowest fitness is eliminated from the pop-
ulation. Write Ukn(f) for the number of sites of size k at time n with fitness
≥ f .
The main object of our investigation is the the asymptotic behavior of the
empirical site-size distribution, µ̂fn:
µ̂fn(k) =
{
δ0,k if Tn = 0
kUkn(f)
Tn
otherwise.
In other words, µ̂fn(k) is equal to the proportion of the population at time n in
sites of size k with fitness ≥ f if the population is not empty, or is the delta
measure at 0 if the population is empty. Note that the family {µ̂nf (·) : f ∈ [0, 1]}
determines the joint empirical distribution of fitness and site-size. Specifically,
for any interval [a, b) ⊂ [0, 1] and B ⊂ N,∑
k∈B
(
µ̂an(k)− µ̂bn(k)
)
.
is the proportion of the population in sites with fitness in [a, b) and size in B.
The model is closely related to the Dirichlet process or the Chinese Restau-
rant Model [Ald85], but it is fundamentally different because of the constant
probability of generating new site as well as the elimination mechanism. In
particular, our process is not exchangeable.
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1.2 A similar model
This model is a variation of the one studied in [BAS16]. The differences in that
model are:
• inheritance is uniform among all sites - each existing fitness value is equally
likely to be selected at a birth event
• at a death event the entire site with lowest fitness is eliminated.
Note that this inheritance mechanism is like representation of states in the US
Senate, where each state is equally represented, while the model to be studied
here is closer to (an ideal) representation of states in the US House of Repre-
sentatives, where each state is represented in proportion to its population.
For the model of [BAS16], the number of sites tends to infinity a.s. if and
only if pr > 1 − p, because the process counting the number of sites is itself
a birth and death process. The main result of that paper is that the random
proportion of sites of a given size and fitness in a certain range converges a.s.
to a product Geom(pr−(1−p)p−(1−p) ) and independent uniform of [fc, 1], where
fc =
1− p
pr
.
Intuitively: site sizes remain small and massive sites are exponentially rare,
as there is no “incentive” to grow large sites.
In our model, sizes of sites do matter, and we study how. Our main result
shows that in our case site sizes exhibit a power-law decay.
1.3 Our work
A large number of real-life phenomena exhibit power-law decay, e.g. [New05].
In this context, it has two distinguishing features: the identification of sites by
their fitness and the possibility of elimination of sites.
We turn to the analysis of our model. For f ∈ [0, 1], let Tn(f) be the number
of members of the population at sites with fitness ≤ f . It immediately follows
from the definition that the process (Tn(f) : n ∈ Z+) is a birth and death
process with probability pr of a birth and 1 − p of a death. Therefore, Tn(f)
is positive recurrent if pr < 1− p, null recurrent if pr = 1− p, and transient if
pr > 1− p. Thus, throughout our discussion, we will assume
pr > 1− p. (1)
Under this assumption, define the critical fitness fc ∈ [0, 1):
fc =
1− p
pr
.
In particular, any site with fitness ≤ fc will eventually be eliminated.
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To state our results, we recall Beta function B and the Yule-Simon distri-
bution:
B(x, y) =
Γ(x)Γ(y)
Γ(x+ y)
.
A random variable Z is Yule-Simon distributed with shape parameter ρ > 0,
denoted by Z ∼ YS(ρ) if
P (Z = k) = ρB(k, ρ+ 1), k ∈ N,
see [Yul19] and the references within. Since
P (Z = 1) = ρB(1, ρ+ 1) =
ρ
ρ+ 1
= 1− 1
ρ+ 1
it follows that the distribution of Z˜ = Z − 1 conditioned on Z˜ > 0 is given by
the formula
P (Z˜ = k|Z˜ > 0) = ρ(ρ+ 1)B(k + 1, ρ+ 1), k = 1, . . . ,
We write Z˜ ∼ YS−1|>0(ρ). As from Stirling’s formula, B(x, y) ∼ Γ(y)x−y as
x→∞, we recover
P (Z˜ = k) ∼ ρΓ(ρ+ 2)k−ρ−1, as k →∞. (2)
Our main result is the following. This was independently obtained using differ-
ent methods in [RT].
Theorem 1. Suppose that pr > 1− p. Let f > fc. Then
1. for k ∈ N, lim
n→∞ µ̂
f
n(k) = βk, a.s. where
βk =
1− f
1− fcP (YS−1|>0(c− 1) = k) (3)
and c = 2p−1p(1−r) > 1.
It therefore follows from (2) that
βk ∼ 1− f
1− fc (c− 1)Γ(c+ 1)k
−c, as k →∞. (4)
The main difficulty in proving the theorem is in showing that the limit in
part 1 exists. This will be the main part of the proof. The key to the proof is to
show that the system exhibits a behavior similar to mean reversion. This proof
technique is an adaptation of the method developed in [BAS16], and our work is
also an illustration of its power, robustness, and applicability for more general
evolution mechanisms. Once the limit is established, the particular form (3)
follows directly through soft arguments. Before turning to the proof, we wish to
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give a heuristic argument for the formula for βk and discuss several additional
aspects and corollaries.
Here are results of simulations. In all figures, we considered the case p = 0.8,
r = 0.8
Figure 1: Results of Simulating Model
p = 0.8, r = 0.8, n = 105
In Figure 1 the x-axis represents the sites fitness values [0, 1], and the y-axis
represents the number of members with that given fitness value after the 105
steps of the simulation. Notice the sharp drop-off at critical fitness fc =
1−p
pr =
.2
.64 = .3125. No site below the critical fitness value has size > 1. In Figure 2 we
arranged data according to site size across all fitness values (f = 0). In Figure
3 we show the difference between the simulated probabilities in Figure 2 and
the theoretical limit probabilities relative to the latter.
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Figure 2: Histogram of Frequency of Site Sizes
p = 0.8, r = 0.4, n = 5 ∗ 106
Figure 3: Percent Error of Simulation Results
p = 0.8, r = 0.4, n = 5 ∗ 106
As we already noticed, if f > fc, there exists some time n after which
no deaths from sites with fitness f or higher will occur. Since we assume
limn→∞ µ̂
f
n(1) = β1, the number of sites of size 1 with fitness ≥ f grows at
rate γβ1. In addition, each step, the number of sites of size 1 with fitness ≥ f
will either increase by one in a mutation event or will decrease by one in the
case of inheritance. Thus, we expect the following to hold:
γβ1 = pr(1− f)− p(1− r)β1. (5)
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That is
β1 = (1− f) pr
γ + p(1− r) .
As c = γp(1−r) ,
1 + c =
γ + p(1− r)
p(1− r) ,
so we conclude with
β1 = (1− f)× 1
1 + c
× r
1− r .
We continue to sites of large size. Suppose that limn→∞ µ̂n(k − 1) exists
and is equal to βk−1. We introduce a new quantity, αk, equal to the asymptotic
growth rate of the number of sites of size k with fitness ≥ f . Then kαk gives
the rate of growth of part of the population in sites of size k with fitness ≥ f ,
and since the growth of the population is at rate γ, we have
βk =
kαk
γ
.
To find a general formula for βk, observe that the number of sites of size k
with fitness ≥ f will increase by 1 in case of a mutation of a site of size k − 1,
or will decrease by 1 in case of a mutation of site of size k. This leads to
αk = p(1− r) (βk−1 − βk) . (6)
We draw several conclusions from this equation. First we obtain an explicit
expression for βk. Since βk =
kαk
γ , it follows that
γβk
k
= p(1− r)(βk−1 − βk).
Therefore,
βk−1
βk
=
p(1− r) + γ/k
p(1− r) = 1 +
c
k
.
This leads to the following formula:
βk = β1
k∏
j=2
(1 +
c
j
)−1
= (1− f) r
1− r
1
1 + c
k∏
j=2
(1 +
c
j
)−1
= (1− f)× r
1− r
k!∏k
j=2(j + c)
= (1− f) r
1− r
Γ(c+ 1)Γ(k + 1)
Γ(c+ k + 1)
= (1− f) r
1− r
c
c− 1(c− 1)B(k + 1, c)
= (1− f) r
(1− r)(c− 1)P (YS−1|>0(c− 1) = k).
(7)
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Next, observe that
1
c− 1 =
p(1− r)
2p− 1− p+ pr =
p(1− r)
p(1 + r)− 1 ,
so that
r
(1− r)(c− 1) =
p(1− r)
p(1 + r)− 1
r
1− r =
pr
p(1 + r)− 1 =
1
1− fc ,
giving (3).
2 Proof of main result
Before we prove the theorem, we will formally construct the model.From three
independent sequences of IID random variables, (Xn : n ∈ N), (Rn : n ∈ N),
and (Vn : n ∈ N) where Xi ∼ Bern(p), Ri ∼ Bern(r), and Vn ∼ U [0, 1]. For
n ∈ Z+, recall that Tn represents the total population at time n, Tn. Let Ukn(f)
denote the number of sites of size k with fitness ≥ f at time n. To define our
process from the three IID sequences, we proceed as follows:
1. If Xn+1 = 1, then the population, Tn increases by one individual.
(a) If Rn+1 = 1 or if Tn = 0, then the fitness of the new individual is
Vn+1.
(b) Otherwise Rn+1 = 0 and the new individual selects an existing in-
dividual and inherits its fitness. The existing individual is chosen
uniformly among existing individuals; this creates a weighted aver-
age so that more populous sites are more likely to be selected. This
can be done by partitioning the interval [0, 1] into Tn intervals all
of equal length. Each interval will be labeled by the fitness of each
individual alive at time n. Then, the selected interval will correspond
to the interval to which Vn+1 belongs.
2. If Xn+1 = 0 and Tn > 0, then an individual from the site with the lowest
fitness is removed from the population.
Let γ = p − (1 − p) denote the local drift of the birth and death process
governing the population size.
Now that we have formally constructed the process, we will briefly explain
the argument we will use to prove Theorem 1. Our argument is based on the
technique developed in [BAS16], adapted to the present case. The technique
utilizes the fact both models exhibit a mean-reverting behavior pushing the
system towards its expected value. The devil is in the details...
Since we’re dealing with ratios of random quantities, concentration will
greatly simplify the analysis. This will be provided by the following large devi-
ations lemma which is standard. We will give the proof in the Appendix.
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Lemma 2. Fix  > 0. Then there exist positive constants ζ, c > 0 such that for
any n ∈ N
P
(∣∣∣∣Tnn − γ
∣∣∣∣ > ) ≤ ce−nζ (8)
Proof. Base case k = 1.
To simplify notation we omit the dependence on k = 1 and on f , writing β
for β1, Un for U
1
n(f), etc. We recall that γ = p − (1 − p) is the asymptotic
population growth rate. Also, in light of the heuristic (5), let
α = γβ = pr(1− f)− p(1− r)β.
Fix  > 0. Using the convention inf ∅ = ∞, define the following sequence of
stopping times.
σ1 = inf{n ∈ N : Un
Tn
− β ∈ (2, 3)}
τul = inf{n > σl :
Un
Tn
> β + 4}
τdl = inf{n > σl :
Un
Tn
< β + }.
(9)
Thus, σ1 is the first time that Un/Tn is in the band between 2 and 3 above
β. Once σl has been defined τ
u
l and τ
d
l are, respectively, the first time after σl
that Un/Tn drifts  above the band (above β + 4) or  below the band (below
β + ). Let
τl = min{τul , τdl },
and continue defining σl+1 through
σl+1 = inf{n > τl : Un
Tn
− β ∈ (2, 3)}. (10)
On the event {σl <∞}, and for nonnegative integer m we define
Zm = Xσl+mRσl+m1{Vσl+m≥f} −Xσl+m(1−Rσl+m)1{1−Vσl+m≤β+}. (11)
From the definition,
E[Zm|σl <∞] = pr(1− f)− p(1− r)(β+ ) < pr(1− f)− p(1− r)β = α. (12)
Note that Zm has no reference to the total population process. Yet, when
1 < m < τl−σl + 1, the proportion of the population at time σl +m− 1 in sites
of size 1 is at least β+ 2, and therefore an inheritance event at time σl +m the
number of sites of size 1 will reduce by 1 with probability larger than β + 2.
Furthermore, we do not incorporate death events when defining Zm, and as a
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result Uσl+m − Uσl+m−1 ≤ Zm. We use the sequence (Zm : m ∈ Z+) as the
increments of a random walk (Λn : n ∈ Z+):
Λn = Uσl +
∑
m≤n
Zm.
And from the discussion above, Λn ≥ Uσl+n for n < τl + 2− σl. Define:
τZ,u = inf{n : Λn ≥ (β + 4)Tσl+n}
τZ,d = inf{n : Λn ≤ (β + )Tσl+n},
(13)
and so, τZ,u ≤ τul and τZ,d ≥ τdl . This leads to the following sequence of
inequalities:
P (τul < τ
d
l , σl <∞) ≤ P (τZ,u < τZ,d, σl <∞) ≤ P (τZ,u <∞, σl <∞). (14)
As Λ0 = Uσl and Uσl ≤ (β + 3)Tσl , we obtain
τZ,u = inf{n : Λn − Λ0 ≥ (β + 4)Tσl+n − Uσl}
≥ inf{n : Λn − Λ0 ≥ (β + 4)Tσl+n − (β + 3)Tσl}.
(15)
For ρ > 0, define
An(ρ) = { sup
m≥n
∣∣∣∣Tmm − γ
∣∣∣∣ ≥ ρ}. (16)
From Lemma 2 and the union bound, it follows that there exist c,ζ > 0,
such that for all n ∈ Z+
P (An(ρ)) ≤ ce−nζ . (17)
By definition, σl ≥ l. Therefore on Acl (ρ)∩{σl <∞}, we have Tσl < (γ+ρ)σl
and Tσl+n ≥ (γ − ρ)(σl + n) for all n ∈ Z+. On this event, we can substitute
these inequalities for Tσl and Tσl+n to obtain
τZ,u ≥ inf{n : Λn − Λ0 ≥ (β + 4)(γ − ρ)(σl + n)− (β + 3)(γ + ρ)σl}
= inf{n : Λn − Λ0 ≥ ′σl + α′n},
(18)
where
′ = (β + 4)(γ − ρ)− (β + 3)(γ + ρ), and
α′ = (β + 4)(γ − ρ).
By choosing ρ = ρ() sufficiently small, we can guarantee that both ′ > 0 and
α′ > α = βγ. With such a choice, on Acl (ρ) ∩ {σl <∞} we have
τZ,u ≥ inf{n : Λn − Λ0 − ′σl ≥ α′n}
≥ inf{n : Λn − Λ0 − ′l ≥ α′n}
≥ inf{n ≥ ′l : Λn − Λ0 ≥ α′n}
(19)
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Since by (12), the random walk Λ has increments with with an expectation
smaller than α and by choice of ρ, α < α′, the large deviations argument from
Lemma 2 guarantees that
P (τZ,u <∞, Acl (ρ), σl <∞) ≤ P
(
sup
n≥′l
1
n
(Λn − Λ0) > α′
)
< ce−ζ
′l. (20)
This and (14) give
P (τul < τ
d
l , σl <∞) ≤ P (Al(ρ)) + P (τZ,u <∞, σl <∞, Acl (ρ)),
and it follows from Borel-Cantelli that
P ({σl <∞} ∩ {τul < τdl } i.o.) = 0.
Therefore, with probability 1, either
1. {σl <∞} finitely often; or
2. {σl <∞} infinitely often and {τul < τdl } finitely often.
We will examine both cases and will show that for each case
lim sup
n→∞
Un
Tn
≤ β + 4.
This allows to conclude that
lim sup
n→∞
Un
Tn
≤ β, (21)
because  is arbitrary. Before examining the cases, we will now show how the
proof follows from (21). Indeed, plugging (21) into (23) and applying the law
of large numbers, we obtain
lim inf
n→∞
Un
n
≥ pr(1− f)− p(1− r)β.
But since limn→∞ Tn/n = γ = p− (1− p), we conclude,
lim inf
n→∞
Un
Tn
≥ pr(1− f)− p(1− r)β
γ
=
α
γ
= β. (22)
It remains to complete the analysis of cases 1. and 2. above. We first observe
that any case leading to lim infn→∞ UnTn > β automatically leads to a contra-
diction due to the argument that lead to (22). Therefore we necessarily have
lim infn→∞ Un/Tn ≤ β.
Now for case 1. By the last remark, we know that Un/Tn spends infinitely
many times below β + 2. If lim supn→∞ Un/Tn ≥ β + 4, then each time we
cross from below β + 2 to above β + 4 we must cross through (β + 2, β + 3),
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contradicting the assumption in this case that σl < ∞ for only finitely many
l-s. Thus we have established that in case 1, lim supn→∞ Un/Tn ≤ β + 4.
We turn to case 2. Here we must have lim supn→∞ Un/Tn ≥ β + 4, but as
we also must have lim infn→∞ Un/Tn ≤ β, and the same argument of crossing
in the last paragraph gives that we necessarily have τdl < τ
u
l infinitely many
times, a contradiction to the definition of the case.
Un+1 − Un = Xn+1Rn+11{Vn+1≥f} −Xn+1(1−Rn+1)1{Vn+1≤Un/Tn} (23)
Induction Step.
The induction step is essentially a repetition of the argument for the case k = 1
mutatis mutandis. We fix f > fc, and as in the case k = 1 we drop dependence
on f in our notation. However, we will not drop dependence on k. Our induction
hypothesis is that the proportion of population in sites fitness ≥ f and size k is
lim
n→∞
kUkn
Tn
= βk, a.s.
Equivalently, the number of sites of size k with fitness ≥ f grows at a rate αk
lim
n→∞
Ukn
n
= αk, a.s.,
where
αk =
γβk
k
.
a.s.
Again, we construct a process that represents the difference from one timestep
of Uk+1 to another. Since death events occur only finitely often for sites with
fitness ≥ f and because kUknTn → βk a.s., we can construct the process so that
Uk+1j+1 − Uk+1j ≤ Xj+1 (1−Rj+1)
(
1
{Vj+1≤
kUk
j
Tn
}
− 1
{1−Vj+1<
(k+1)U
k+1
j
Tj
}}
)
≤ Xj+1 (1−Rj+1)
(
1{Vj+1≤βj+} − 1{1−Vj+1< (k+1)U
k+1
j
Tj
}
) (24)
for all n large enough. We then define a sequence of stopping times similar to
(9):
σk+11 = inf{n :
(k + 1)Uk+1n
Tn
− βk+1 ∈ (2, 3), kU
k
n
Tn
< βk + }
τu,k+1l = inf{n > σk+1l :
(k + 1)Uk+1n
Tn
> βk+1 + 4}
τd,k+1l = inf{n > σk+1l :
(k + 1)Uk+1n
Tn
< βk+1 + }
(25)
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As in the base case, we set τk+1l = min{τu,k+1l , τd,k+1l }. Additionally, define
θk+1l = inf{n > σk+1l :
kUkn
Tn
> βk + } (26)
and inductively define
σk+1l+1 = inf{n > τk+1l :
(k + 1)Uk+1n
Tn
− βk+1 ∈ (2, 3), kU
k
n
Tn
< βk + } (27)
By the induction hypothesis, we have that {θk+1l < ∞} only finitely often.
This sequence of times allows us to only compare the process when the incre-
ments satisfy the bound in (24). Consider the event {σk+1l < ∞}. Then for
m ∈ Z+, let
Zk+1m = Xσk+1l +m
(
1−Rσk+1l +m
)(
1{V
σ
k+1
l
+m
≤βk+} − 1{1−V
σ
k+1
l
+m
≤βk+}
)
(28)
From this, we find that for all m < min {τk+1l+1 , θk+1l } − σk+1l , we have
Uk+1
σk+1l +m
− Uk+1
σk+1l
≤ Zm. Moreover, from the definition of αk, (6), we have
E[Zm|σl <∞] = p(1− r)(βk + − (βk+1 + )) = αk+1 (29)
On {σk+1l <∞} we can define a random walk Λn = Uk+1σk+1l +
∑
m≤n Zm, and so
for all n < min{τk+1l + 1, θk+1l } − σk+1l , we have Λn ≥ Uk+1σk+1l +n. Letting
τZ,u = inf{n : Λn ≥ (β + 4)Tσl+n and
τZ,d = inf{n : Λn < (β + )Tσl+n},
(30)
and so we find
P (τu,k+1l < τ
d,k+1
l < θ
d,k+1
l , σ
k+1
l <∞)
≤ P (τZ,u < τZ,d, σk+1l <∞)
≤ P (τZ,u <∞, σk+1l <∞).
(31)
Repeating the large deviations and Borel-Cantelli argument following (16) leads
to the conclusion that
P ({σk+1l <∞} ∩ {τu,k+1l < τd,k+1l } i.o. ) = 0.
As before, it is enough to show that
lim sup
n→∞
(k + 1)Uk+1n
Tn
≤ βk+1.
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Indeed, if this holds, then from the law of large numbers,
lim inf
n→∞
(k + 1)Uk+1n
Tn
≥ k + 1
γ
p(1− r) (βk − βk+1) = (k + 1)αk+1
γ
= βk+1,
completing the proof.
If lim infn→∞
(k+1)Uk+1n
Tn
> βk+1, then it follows from the law of large numbers
that
lim sup
n→∞
(k + 1)Uk+1n
Tn
<
k + 1
γ
p(1− r) (βk − βk+1) = βk+1,
a contradiction. Therefore we necessarily have lim infn→∞
(k+1)Uk+1n
Tn
≤ βk+1.
Now if, in addition, {σl <∞} finitely often, then necessarily lim supn→∞ (k+1)U
k+1
n
Tn
≤
β + 4, and the conclusion holds. Alternatively, {σl < ∞} i.o., but {τu,k+1l <
τd,k+1l } finitely often, which clearly gives the desired lim sup. The proof is com-
plete.
Appendix
Proof of Lemma 2. Let W = (Wn : n ∈ Z+) be a simple random walk starting
from 0, with increments given by the rule
P (Wn+1 −Wn + i) =
{
p i = 1
1− p i = −1 (32)
Recall that pr > 1 − p. Therefore γ = E(W1) = p − (1 − p) = γ > 0. Let
Mn = min{Wj : j ≤ n}. As shown in [BA13, Lemma 1], we can construct
T = (Tn : n ∈ Z+) and M = (Wn : n ∈ Z+) in the same probability space, with
Tn = Mn for all n ∈ Z+. Let M∞ = infnMn. The transience of M to infinity
guarantees that ζ1 ∈ (0,∞) when P ({Wn < 0 for some n > 0}) = e−ζn . By the
strong Markov property we get P (M∞ < −k) = e−kζ1 .
Note that Tn ≤Wn −M∞. Let ′ = /2. By the large deviations argument,
there exists c > 0, ζ2 > 0 such that
P (Tn > n(γ + 2
′)) ≤ P (Wn −M∞ > n(γ + 2′)) (33)
Breaking the above inequality into cases yields
P (Tn > n(γ + 2
′)) ≤ P (Wn + ′n > (γ + 2′),M∞ > −2′) + P (M∞ < −2′)
≤ P (Wn > (γ + ′)) + P (M∞ < −2′)
≤ c(e−nζn2 + e−nζn1 )
(34)
where, in the last step, large deviations is used to get a bound on W and
the bound on M∞ from earlier is substituted. Since Tn ≥Wn, we get
14
P (Tn < n(γ − 2′)) ≤ P (Wn < n(γ − ′))
≤ ce−nζ2 (35)
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