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Abstract
This paper presents the application of Artiﬁcial Neural Networks to recognise among gestures trajectory patterns in a
Euclidean space. The data was ﬁltered and normalised by the Fast Fourier Transform. The k-means algorithm was used
to parametrise the optimized data as input of the ANN by creating 15 clusters of data. Using the FANN tool, the ANN
was modeled trained and tested so that the output of the ANN is the recognised gesture . The raw data comes from a set
of 8 trajectories representing gestures captured by a device based on accelerometers like the Nintendo Wii remote.
c© 2012 Published by Elsevier Ltd.
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1. Introduction
The pattern recognition ﬁeld has been widely studied with diﬀerent techniques and applications. Since
the invention of Human Interface Devices (HID), the research has been more focused on recognition, thus
impressive applications have been developed. Nowadays, there are several devices that provide information
from diﬀerent phenomena, although each one delivers the information in its own way, and therefore each
one needs a speciﬁc processing algorithm.
Fast Fourier Transform (FFT) and the K-means algorithm have been used to evaluate the obtained data.
Artiﬁcial Neural Networks(ANN) have been used for phoneme classiﬁcation [1] and gesture recognition [2]
[3]. Successful tests have been carried out using self growing and self organized neural gas networks for
hand gesture recognition [4]. Outstanding recognition rates (up to 95%) have been obtained using a Dynamic
Bayesian Network for hand gesture recognition [5]. Depth information in combination with HMM has been
used for gesture recognition [6]. Gesture recognition has been divided in two-levels to reduce computational
cost and memory consumption [7]. Accelerometer-based gesture recognition has been proposed for gesture-
based user authentication [8]. Fuzzy automata has been proposed for pattern recognition in general and hand
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Fig. 1. Wiimote’s degrees of freedom
gesture recognition without any kind of signal preprocessing as an application [9]. A Fuzzy rule-based hand
gesture recognition has been applied to recognize gestures of the Brazilian Sign Language [10]. In this
article, some of these techniques will be analysed in the tasks of classiﬁcation and feature extraction of
gestures and trajectories.
Similarly, state of the art speech recognition systems that use Hidden Markov Models
(HMM) have been developed. Bell Laboratories [11] and IBM Research [12] have had the best results for
handwriting recognition with probabilistic and statistic methods. Similar projects like the one proposed
herein are WiiGee [13], GesApp [14], part of the Google Summer of Code 2008, and [15] have been devel-
oped to evaluate and extract features of trajectories and movements taken from accelerometers.
2. Gesture Recognition
A gesture is known as the data obtained from a movement made with a HID. The gesture taken from
a Wii remote is represented by characteristic patterns of incoming signal data, i.e. vectors representing the
current acceleration of the controller in all three dimensions [13].
A Wii remote (a.k.a.Wiimote) has six degrees of freedom (as shown in Fig. 1); this means it can move
along the X, Y and Z axes, as well as it can rotate on them (pitch, roll and yaw).
To measure the acceleration in the Wiimote a ADXL330 3-axis accelerometer is used. It provides a
+/ − 3g 10% resolution three axes linear accelerometer produced by Analog Devices c©. The Wiimote has
a high sampling frequency; it can deliver up to 100 values per second for each of the accelerations in X, Y
and Z [16]. If the Wiimote were in free fall with the Z axis perpendicular to the ﬂoor, it would return values
very close to 0 for the acceleration in Z. However, if you keep the Wiimote at rest in the same orientation,
it would deliver on this axis a positive value equal to the force of gravity g (approximately 9.8m/s2). In the
opposite direction, this value would be negative. From this relationship, the Wiimote’s orientation[12] can
be computed.
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Fig. 2. Gesture recognition process
Table 1. Values from accelerometers
X Y Z ms
0.222 -0.154 0.880 0
0.259 -0.077 1.000 10
0.333 -0.154 1.040 20
0.370 -0.231 1.040 30
0.370 -0.308 1.080 40
3. Methodology
The process used for gesture recognition using the Wiimote is shown in Fig. 2 and described in the
following subsections.
3.1. Data Acquisition
The sample data was obtained by using the .NET library WiiMoteLib [17]. This library provides a
communication interface with the Wiimote. During normal function, the Wiimote delivers acceleration
values in X, Y and Z each time they are requested. A sample of the data acquired is shown in table 1.
The ﬁrst three columns match the values of the accelerations in X, Y and Z and the last column is the
time in milliseconds (ms).
Fig. 3(a) shows the raw data of a circular movement. It clearly shows a deviation of the natural trajectory
which is removed in Fig. 3(b) after applying a noise ﬁlter. Since the function was left with too few samples,
a normalization was applied in Fig. 3(c) to interpolate the missing points within the trajectory.
3.2. Filter
Since the accelerometer returns multiple values in a very short period, and because not all samples have
the same duration and therefore the same amount of data, a ﬁlter and parametrizer needs to be used. The
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(a) raw (b) ﬁltered (c) normalized
Fig. 3. Trajectory evolution when passing gestures values through a ﬁlter and then normalization.
output from the ﬁlter is the input to the ANN, which was previously structured for the ﬁxed number of
entries.
A very simple way to deﬁne a movement (determined by the values in X, Y and Z) would be to get the
maximum, minimum, and average value for each axis:
xmin, xmax, xmed, ymin, ymax, ymed, zmin, zmax, zmed
Nevertheless, this ﬁlter (proposed in [18]) is not enough because its range of error is very high at the
time of classiﬁcation. Therefore, a more suitable ﬁltering algorithm was implemented.
Given a matrix A =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
x1 y1 z1
...
...
...
xn yn zn
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
that is given per gesture, the goal is to eliminate the values that match
the following criteria:
• That the magnitude of the acceleration’s vector is not outside the limit g , this is
‖Ai‖ > g
• That the diﬀerence against the nearest point be Δ, i.e., the euclidean distance between both points
‖Ai‖ − ‖Ai−1‖ > Δ
The values for g and Δ were deﬁned empirically to g = 1.0 and Δ = 0.5, based on the results from the
data shown in Fig. 4 and Fig. 5 respectively.
The result of such ﬁltering is shown in Fig. 3(b), which shows a 41% reduction of data entries, from 74
to 31.
However, this ﬁlter seemed too simple for the complex trajectories obtained. Hence, the Fast Fourier
Transform was used to evaluate the resulting function from each movement, and obtain the characteristic
Fourier spectrum.
The Fourier transform is a continuous input signal x(t) deﬁned by equation 1.
X(ω) =
∫ ∞
−∞
x(t)e− jwtdt, ω(−∞,∞) . (1)
Furthermore, the Discrete Fourier Transform (DFT) replaces the inﬁnite integral by a summation, as
deﬁned in equation 2.
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Fig. 4. Values of g of the movements studied.
Fig. 5. Values of Δ of the movements studied.
X(ωk) =
N−1∑
n=0
x(tn)e− jwktn , k = 0, 1, 2, . . . ,N − 1 (2)
In other words, any input signal becomes an inﬁnite sum of sines and cosines at diﬀerent frequencies.
The result of the transform is the various frequencies of the original function versus amplitude. The ﬁrst
Fourier spectrum harmonics are the predominant ones and largely determine the nature of the function.
3.3. Clustering
Fig. 6 shows the trajectory of a circular motion represented by the centroids of 15 clusters. Similar to
the work described in [13], a K-means algorithm was used to normalize the amount of values that would be
provided as input to the ANN. Empirically, in this project, it was determined that the ideal value of k, where
k is the number of clusters, would be k = 5. Thus, deﬁning the neural network with an input layer of 15,
which is the result of multiplying kx3. Three being the number of axes (x,y,z).
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Fig. 6. Centroids of clusters representing a circular motion.
3.4. Classiﬁcation
For the samples classiﬁcation, the following methods were applied:
3.4.1. Artiﬁcial Neural Networks.
As its name implies, an Artiﬁcial Neural Network (ANN) simulates the neural networks that exist in the
human brain. Although the ANN’s are not smart, they can recognise patterns and create simple rules to solve
complex problems. Their training and learning capabilities are vast. Therefore, they are used considerably
in artiﬁcial intelligence research. The training and learning capabilities allow the ANN to generalise and
therefore classify after training it with several similar samples [19]. The mathematical deﬁnition of a general
ANN is as follows:
y(x) = g
⎛⎜⎜⎜⎜⎜⎝
n∑
i=0
wixi
⎞⎟⎟⎟⎟⎟⎠ , (3)
where x is the neuron with n inputs (x0 . . . xn) and y(x) is the output neuron, and (w0 . . .wn) are the weights.
The activation function g measures the threshold value that needs to be surpassed to activate the output
neurons. This is based on the sum of the entries multiplied by their weights. The activation function can be
a simple step function that returns 1 or 0.
Generally, ANN’s are distributed in input layer, hidden layer(s) and output layer. However, there may
be more than one hidden layer. The input and output layers represent the input values that we want to
approximate towards the output values. The weights between the hidden layers determine how well the
ANN works. These weights are adjusted at training iterations to meet the input values.
The next step was to structure the algorithm that manipulates the neural network. For this, the neural
networks library FANN [19] was used. This library allows conﬁguration of the neural network since its
creation, so that its characteristics such as topology (layers, inputs, and neurons in the hidden layers), train-
ing algorithm, activation function and its steepness in the hidden and output layers, inter-connectivity and
learning can be adapted.
A three-layer topology was implemented, due to the type and the amount of data obtained from the
samples.
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(c) Right motion
Fig. 7. Trajectories of three circular, left and right motion.
4. Tests and Results
An exemplary subset of the obtained data (nine samples) is shown in Fig. 7. Only three samples per
motion, were selected, so that every motion trajectory could be distinguished. Fig. 7(a) shows three circular
motions, Fig. 7(b) shows three left motions and Fig. 7(c) shows three right motions. It can be appreciated
that each motion (gesture) is distinguishable from the other two.
Three samples from circular motions are shown in Fig. 8. The motions are projected in the XY(Fig. 8(a)),
XZ(Fig. 8(b)) and YZ(Fig. 8(c)) planes to help comprehend the motions. It can be appreciated that each
motion (gesture) is distinguishable from another and that the 2D projected motion is better appreciated than
their 3D counter part.
Each movement has its characteristic trajectory, as can be appreciated in Fig. 9, where a table shows
a sample of the raw data for each movement. While the ﬁrst two rows represent the simplest motions,
i.e. right, left, forward, backward, the last two rows show the more elaborate motions (circle, triangle,
square, Z). The complexity of each movement is reﬂected in the length of the trajectory and the amount of
signiﬁcant changes in the trajectories. While the left trajectory shows an incomplete circular function, the
square trajectory resembles no known function.
In Fig. 10 the start and end point of a circular motion path are marked. Moreover, the direction and
trajectory can also be deduced. However, the image is diﬃcult to understand, as it has noise, nonlinearities
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(a) Circular motion XY (b) Circular motion XZ
(c) Circular motion YZ
Fig. 8. Projected 2D circular motion paths.
and sudden changes in concavity. For that reason the FFT was chosen to extract the core of the function.
The parametrization is done with Fast Fourier Transform to separate the acceleration of each of the axes X,
Y and Z.
It can be noted in Fig. 11 that each movement has an average value at the intersection of the Fourier
spectrum curve with the Y axis, valleys and successive harmonics, which helps to typify the type of move-
ment. Particularly, the circle motion is characterised by the position and extent of the dominant harmonic
for each of the accelerations taken at the X, Y and Z axis. Fig. 12 shows a 3D representation of one of the
harmonics which also shows a circular path. This information is taken for the processing and training of the
ANN.
Fig.13 shows the result values of the neural network when performing with new data not included in
the training set. Most test samples executed well, giving results of a total Mean Square Error (MSE) of
0.048255. With these graphics, the resemblance between gestures is notorious. For example, with squares
and circles, where in the Square output neuron, some values give a positive output for circle, where as the Z
test samples perform remarkably well.
The confusion matrix is presented in table 2. Therein, it can be observed that there are issues in properly
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Fig. 9. Motions 3D gestures representation
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Fig. 10. Circular motion gesture obtained with a Wiimote
Fig. 11. Fourier spectrum of three diﬀerent circular motion paths
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Fig. 12. Fourier spectrum of one circular motion path in 3D
recognising the circle and the square. This can be construed that the ﬁgures have an approximately similar
shape, and moreover, that the accelerometer information provided by the wii remote control is not perfect.
On the other hand, the recognition rates of the triangle and of the Z ﬁgure are very good with 1 and 0.95
respectively. Consequently, the overall recognition rate of the test that was carried out of 0.92 is satisfactory.
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(a) Circle (b) Triangle
(c) Square (d) Z
Fig. 13. Test response per gesture with new data
Table 2. Confusion matrix
X Y Z ms
Circle 0.83 0 0.13 0.04
Triangle 0 1 0 0
Square 0 0.12 0.88 0
Z 0 0.05 0 0.95
5. Conclusions
In recent years extensive research has been conducted in pattern recognition, in particular for gesture
recognition. However, there are no rules or optimal methods yet deﬁned for each of the possible applications.
That’s why in this work we have studied and analysed various methods for acquiring, ﬁltering, customis-
ing, extracting features, classifying and recognising patterns of Wiimote gestures.
A possible application for the work described herein is to develop a tool for measuring and developing
gross motor skills in infants through gesture recognition using low cost technology. This kind of research is
described in [20].
6. Future Work
The focus of this paper work has been to apply and compare diﬀerent techniques for testing, analysing
properties and recognising gestures of Wiimote movements. The basis of this research was pattern recogni-
tion theory and it was done in conjunction with ﬁltering and characterising methods.
So far, we have focused on ﬁnding speciﬁc characteristics of each gesture in order to create a general
model for classiﬁcation. While this approach can produce useful results, it does not address issues of purity
or completeness.
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Further investigation into the best modelling of the neural network must be performed. Simpliﬁcation
and characterization of the Fourier transform could provide more information on the function and better
input for the network and model. Finally, a comparison of results with the best parameters for each of the
techniques needs to be done with additional gestures and users.
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