PREFACE
This book is aimed at providing a coherent, essentially self-contained, rigorous and comprehensive abstract theory of Feynman's operational calculus for noncommuting operators. Although it is inspired by Feynman's original heuristic suggestions and time-ordering rules in his seminal paper [58] , as will be made abundantly clear in the introduction (Chapter 1) and elsewhere in the text, the theory developed in this book also goes well beyond them in a number of directions which were not anticipated in Feynman's work. Hence, the second part of the main title of this book.
It may be helpful to the reader to situate the present research monograph relative to a companion book [114] , written by the first two named authors (Gerald Johnson and Michel Lapidus) and titled The Feynman Integral and Feynman's Operational Calculus. (Let us reassure the reader at once that [114] is not a prerequisite for the present book, however, as will be discussed in more detail further on in this preface.) The latter nearly 800-page book [114] was initially published in 2000 by Oxford University Press (with a paperback edition in 2002 and an electronic edition in the late 2000s) in the same series as the present monograph. It provides a number of different approaches to the Feynman path integral (or "sums over histories"), in both "real" and "imaginary" time.
Beginning with Chapter 14 and ending with Chapter 18, the second part of [114] (based, in part, on [110] [111] [112] [113] along with [137] [138] [139] [140] [141] [142] [143] ) develops a rigorous theory of Feynman's operational calculus, using certain operator-valued Wiener and Feynman path integrals (called "analytic-in-mass Feynman integrals") as well as associated commutative Banach algebras of functionals, called "disentangling algebras," and corresponding noncommutative operations (namely, a noncommutative addition and multiplication) acting on them. The resulting time-indexed family of disentangling algebras, along with the associated noncommutative operations, provides a rich algebraic, analytic and combinatorial structure for the development of a concrete theory of Feynman's operational calculus within the context of Feynman path integrals and related path or stochastic integrals.
On the other hand, Chapter 19 of [114] (based on the earlier joint work of the authors of [114] with Brian DeFacio in [33, 34] ) begins to build a bridge between the above rigorous concrete version of the operational calculus and a possible, more general operational calculus valid for abstract operators (acting on Banach or Hilbert spaces) not necessarily arising via Wiener or Feynman functionals and associated path integrals. The connections with a large class of associated evolution equations are also studied in Chapter 19 of [114] .
In a sense, Chapters 15-18 together with, specifically, Chapter 19 of [114] lay the foundations and provide a possible starting point for the development of a fully rigorous and more abstract theory of Feynman's operational calculus, which is the object of the present book. The reader familiar with Chapters 15-19 of [114] will recognize some aspects of, and motivations for, the theory developed in the present book, but in essence (with the x | preface notable exception of Chapter 19 of [114] , which inherently serves as the basis for much of Chapter 6 of this monograph and is described in part in Section 6.2), the two theories and their presentations are essentially distinct and independent of one another. In particular, the present theory is aimed at dealing with abstract (typically) noncommuting operators, rather than operators arising from some kind of path integration (viewed as a suitable quantization procedure), as in [114] . In fact, some of the key structures developed in the present book (particularly, the family of commutative disentangling algebras, the corresponding disentangling maps and the associated noncommutative operations; see Chapters 2, 5 and 6) enable us, in some sense, to obtain an appropriate abstract substitute for a generalized functional integral (viewed as a suitable "quantization procedure" (in the sense of [143] and as described in [114, Section 18.6] ) associated with the Feynman operational calculus attached to a given n-tuple of pairs A j , μ j n j=1 of typically noncommuting bounded operators A j and probability measures μ j , for j = 1, . . . , n and n ≥ 2).
As mentioned earlier, the present book is essentially self-contained. In particular, the earlier book [114] is not a prerequisite for understanding its contents. However, the interested reader may wish to consult Chapters 7 and 14 of [114] , which provide a thorough introduction to the physical and heuristic aspects of "the" Feynman integral and Feynman's operational calculus, respectively, as well as to the associated and rather daunting mathematical difficulties. In the present book, we assume only that the reader has a reasonable graduate-level background in analysis, measure theory and functional analysis or operator theory.
1 Much of the necessary remaining background material is provided in the text itself. In the introduction (Chapter 1) of this research monograph and elsewhere in the rest of the text (for example, in parts of Chapters 2, 3, 5, 6 and 8), we will present an overview of the heuristic and physical aspects of Feynman's operational calculus, with an eye towards the rigorous abstract theory developed in the book, based on time-ordering, noncommutativity, disentangling algebras, and associated disentangling maps and noncommutative operations. All of these notions will be progressively introduced and precisely defined, beginning with Chapter 2 and continuing on to Chapter 6, in particular. Along the way, several techniques for carrying out the "disentangling process," which is at the heart of Feynman's heuristic operator calculus proposed in [58] , are developed throughout the book. See, for example, the discussion of the "disentangling of an exponential factor" (in Section 3.4 and, much more generally, in Chapter 6), the extraction of multilinear factors and iterative disentangling (in Chapter 4), the disentangling formulas (obtained in Chapter 5), the generalized Dyson expansions along with the corresponding evolution equations (in Chapter 6), the discussion of disentangling via the use of continuous and discrete measures (in Chapter 8), and the "derivation formulas" (via suitable functional derivatives in Chapter 9).
Reflecting upon the contents of this book, one sees in hindsight that the variety of disentangling techniques developed in the present theory constitutes one of its main features and
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Introduction
The ideas developed in this volume are rooted in the works of Richard Feynman in the midtwentieth century. Before we provide an overview of this monograph, it seems worthwhile to look at the historical roots of Feynman's ideas as they relate to his operator calculus and the closely related path integrals. Indeed, while many papers concerned with Feynman's operational calculus cite Feynman's 1951 paper [58] as the starting point, 1 the roots of the operational calculus go back to Feynman's undergraduate days at MIT. As he states in his Nobel lecture "The development of the space-time view of quantum electrodynamics" (December 11, 1965, reprinted in [15] ; all quotes from Feynman's Nobel lecture come from the transcript contained in [15] ): I worked on this problem about eight years until the final publication in 1947. The beginning of the thing was at the Massachusetts Institute of Technology [MIT] , when I was an undergraduate student reading about the known physics, learning slowly about all these things that people were worrying about, and realizing ultimately that the fundamental problem of the day was that the quantum theory of electricity and magnetism was not completely satisfactory. This I gathered from books like those of Heitler and Dirac. I was inspired by the remarks in these books; not by the parts in which everything was proved and demonstrated carefully and calculated, because I couldn't understand those very well. At [that] young age, what I could understand were the remarks about the fact that this doesn't make any sense, and the last sentence of the book of Dirac I can still remember, "It seems that some essentially new physical ideas are here needed". So, I had this as a challenge and an inspiration. I also had a personal feeling, that since they didn't get a satisfactory answer to the problem I wanted to solve, I don't have to pay a lot of attention to what they did do.
(It is interesting to note that, during the summer following Feynman's sophomore year at MIT, he tried to invent an operator calculus by attempting to develop rules for the differentiation and integration of noncommuting variables. He wrote: "Now I think I'm wrong on account of those darn partial integrations. I oscillate between right and wrong." Further, "Hot dog! after 3 wks of work. . . I have at last found a simple proof. It's not important to write it, however. The only reason I wanted to do it was because I couldn't do it and felt that there were some more relations between the A n & their derivatives that I had not discovered. . . Maybe I'll get electricity into the metric yet!" ([76, p. 75] .)
During his Nobel lecture, Feynman proceeds to summarize his ultimately mistaken ideas which he had at MIT concerning electron self-interaction, as well as the presence of an infinite number of degrees of freedom in the electromagnetic field. Nevertheless, the ideas Feynman had as an undergraduate student at MIT had a tremendous influence on the development of his space-time theory of quantum electrodynamics. As he says, somewhat further on in his Nobel lecture: and the idea seemed so obvious to me and so elegant that I fell deeply in love with it. And, like falling in love with a woman, it is only possible if you do not know much about her, so you cannot see her faults. The faults will become apparent later, but after the love is strong enough to hold you to her. So, I was held to this theory, in spite of all difficulties, by my youthful enthusiasm.
Feynman was a graduate student at Princeton University, working with John Wheeler on an action-at-a-distance theory of classical electrodynamics, when his early ideas began to bear fruit. He and Wheeler found that they could reformulate their work via a principle of least action. They were able to find a form for an action that involved the motions of the charges only, which upon variation would give the equations of motions of the charges. (In fact, the action was
where the indices i and j label the interacting charged particles involved and, for i = j,
is the square of the space-time distance between points on the paths. Here, m i and e i are the mass and the electric charge, respectively of the i-th particle, and X i μ and Ẋ i μ denote the coordinates of its position and velocity, respectively.) From this action, Feynman and Wheeler were able to obtain classical electrodynamics without appealing to the electromagnetic field. Feynman remarks, in the Nobel lecture, that I would also like to emphasize that by this time I was becoming used to a physical point of view different from the more customary point of view. In the customary view, things are discussed as a function of time in very great detail. For example, you have the field at this moment, a differential equation gives you the field at the next moment and so on; a method, which I shall call the Hamilton method, the time differential method. We have, instead a thing that describes the character of the path throughout all of space and time. The behavior of nature is determined by saying her whole space-time path has a certain character.
Feynman had now solved the problem of classical electrodynamics in a way that was completely consistent with his original ideas while at MIT. All that was left was to make a quantum theory that was analogous to the classical theory. As is well known, if the action for the classical theory is of the form of the integral of the Lagrangian of the velocities and positions at the same time, then you can start with the Lagrangian and derive a Hamiltonian, which will then allow the quantum mechanics to be worked out. However, the action Feynman and Wheeler had (and that is given above) involves positions at two different times, and therefore there was no clear way to develop the quantum mechanical analog. It was not until he met Herbert Jehle, who showed him Dirac's paper in which the Lagrangian comes into quantum mechanics, that Feynman was able to quantize his classical electrodynamics. Feynman says, in the Nobel lecture:
So, I thought I was finding out what Dirac meant, but, as a matter of fact, had made the discovery that what Dirac thought was analogous, was, in fact, equal. I had then, at least, the connection between the Lagrangian and quantum mechanics, but still with wave functions and infinitesimal times. After this, Feynman was able to use his Lagrangian formalism to compute the wave function at a finite time by using factors of the form e i L , where i := √ -1, leading to his representation of quantum mechanics in terms of an action. This, in turn, led to his idea of the amplitude for a path; i.e., for each possible way a particle can travel between two points in space-time, there is an associated amplitude. This amplitude is e iS/h , where S is the action.
With the path formulation of quantum mechanics, it became possible for Feynman to describe photon interactions. However, when the action had a delay and involved more than one time, he could no longer deal with a wave function. Nevertheless, with the path formulation, Feynman developed a new idea. He found that, if a source emits a particle and if a detector is present to receive this particle, he could talk about the probability amplitude that the source will emit and the detector will receive it. Furthermore, this could be done without specifying the instant at which the source emits or the detector receives the particle and without attempting to specify the state at any time in between. In other words, he could find the probability amplitude for the entire experiment. Thanks to his path formulation, he also obtained a theory of quantum electrodynamics. Many of these ideas are discussed in Feynman's 1948 paper "A space-time approach to non-relativistic quantum mechanics" [54] . Indeed, the abstract of this paper states:
Non-relativistic quantum mechanics is formulated here in a different way. It is, however, mathematically equivalent to the familiar formulation. In quantum mechanics the probability of an event which can happen in several different ways is the absolute square of a sum of complex contributions, one from each alternative way. The probability that a particle will be found to have a path x(t) lying somewhere within a region of space time is the square of a sum of contributions, one from each path in the region. The contribution from a single path is postulated to be an exponential whose (imaginary) phase is the classical action (in units ofh) for the path in question. The total contribution from all paths reaching x, t from the past is the wave function ψ (x, t) . This is shown to satisfy Schrödinger's equation. The relation to matrix and operator algebra is discussed. Applications are indicated, in particular to eliminate the coordinates of the field oscillators from the equations of quantum electrodynamics.
It is, of course, the second to last sentence of this abstract that is of most interest to us. We find, in Section 8 of [54] , titled "Operator algebras," the expressions that will become known as path integrals. We read the following text in Section 9 (page 381 of [54] ):
The operators corresponding to functions of x k+1 will appear to the left of the operators corresponding to functions of x k , i.e., the order of terms in a matrix operator product corresponds to an order in time of the corresponding factors in a functional. Thus, if the functional can and is written in such a way that in each term, factors corresponding to later times appear to the left of factors corresponding to earlier terms, the corresponding operator can immediately be written down if the order of the operators is kept the same as in the functional.
Here is the operator-ordering convention that will be one part of what we shall refer to, later in this volume, as Feynman's "rules." The reader may very well guess that the time-ordering of operators will play a crucial role in this book. As to the importance Feynman gives to the time-ordering of operators, we see later on that It should be remarked that this rule must be especially carefully adhered to when quantities involving velocities or higher derivatives are involved.
Hence, the heuristic "rules" that Feynman develops and which are used (in a rigorous manner) throughout this monograph make their appearance in [54] .
As one may expect, Feynman makes use in other places of the ideas that eventually led to the "time-ordering rules" developed in [58] . For example, the ideas of time-ordering of operator products arise in [57] . On page 445 of the aforementioned paper, we read where F is any function of the coordinate x 1 at time t 1 , x 2 at time t 2 up to x k , t k , and, it is important to notice, we have assumed
As we noted above, it is in the paper titled "An operator calculus having application to quantum electrodynamics" [58] that Feynman presents his method of forming functions of noncommuting operators, or disentangling. The paper starts as follows:
In this paper we suggest an alteration in the mathematical notation for handling operators. This new notation permits a considerable increase in the ease of manipulation of complicated expressions involving operators. No results which are new are obtained in this way, but it does permit one to relate various formulas of operator algebra in quantum mechanics in a simpler manner than is often available.
Appearing somewhat further on in this paper is a comment that has inspired a good deal of research over the years and, perhaps, could be taken as a motivation for much of the content of the current volume:
The mathematics is not completely satisfactory. No attempt has been made to maintain mathematical rigor. The excuse is not that it is expected that rigorous demonstrations can be easily supplied. Quite the contrary, it is believed that to put the present methods on a rigorous basis may be quite a difficult task, beyond the abilities of the author. 2 It is in Section 1 of [58] that Feynman records the heuristic "rules" that form the basis for this monograph. In the first section of the paper, we read the following text:
The order of operation of operators is conventionally represented by the position in which the operators are written on the paper. Thus, the product AB of two operators A and B is to be distinguished from the product in reverse order BA. The algebra of operators is noncommutative, so that all of the ordinary algebra, calculus, and analysis with ordinary numbers becomes of small utility for operators. Thus, for a single operator, α, ordinary functions of this operator, such as A = exp α, can be defined, for example, by power series. These functions obey the rules of ordinary analysis even though α is an operator. But if another operator β is introduced with which α does not commute, the question of functions of the two variables α, β is beset with commutation difficulties and the simplest theorems of analysis are lost. . . .
We shall change the usual notation of the theory of operators and indicate the order in which operators are to operate by a different device. We attach an index to the operator with the rule that the operator with higher index operates later. Thus, BA may be written B 1 A 0 or A 0 B 1 . The order no longer depends on the position on the paper, so that all of the ordinary processes of analysis may be applied as though A 0 and B 1 were commuting numbers. It is only at the end of the calculation, when the quantities are to be interpreted as operators, that the indices 0 and 1 are of importance if one wishes to reconvert an expression to the usual notation.
The first paragraph quoted above makes it clear that Feynman recognizes the problems with forming functions of noncommuting operators. As for the second paragraph quoted, we see Feynman spell out his heuristic rules for computing functions of noncommuting operators:
(1) Attach indices to the operators involved, with the understanding that an operator with a higher index operates later. After these heuristic rules have been applied to the function exp(α + β) on pages 109 and 110 of this same paper [58], we read the following, just after Equation (5): This process of rearranging the form of expressions involving operators ordered by indices so that they may be written in conventional form we shall call disentangling the operators. This process is not always easy to perform and, in fact, is the central problem of this operator calculus.
The quote above contains the first appearance of the term "disentangle"; and the disentangling operation ("rule" 3 above) is indeed, as the reader will come to appreciate, usually the most difficult part of any given problem in the operational calculus. However, "rule" 1 is also worth commenting on at this time. We find, in the second to last paragraph of page 110 of [58], the following remarks concerning when a given operator will act (or, where it will operate), as well as making some other, general comments:
A word about notation: Inasmuch as in mathematics and physics there are already many uses of the subscript notation, very often we shall write α(s) for α s . In a sense, α(s) is a function of s, namely, in the sense that although the operator α may be definite, its order of operation is not-so that the operator plus a prescription of where it is to operate, α(s), is a function of s. Furthermore, there will be many cases in which the operator actually depends explicitly on the parameter of order. In this case we should have strictly to write α s (s) but will omit the subscript when no ambiguity will result from the change.
We may remark in a general sense about the mathematical character of our expressions. Given an expression such as 1 0 β(s) ds, we are not concerned with evaluating the integral, for the quantity when separated from other factors with which it might be multiplied is incompletely defined. Thus, although 1 0 β s ds standing alone is equivalent simply to β, this is far from true when 1 0 β s ds is multiplied by other expressions such as exp 1 0 α s ds. Thus, we must consider the complete expression as a complete functional of the argument functions α(s), β(s), etc. With each such functional we are endeavoring to associate an operator. The operator depends on the functional in a complex way (the operator is a functional of a functional) so that, for example, the operator corresponding to the product of two functionals is not (in general) the simple product of the operators corresponding to the separate factors. (The corresponding statement equating the sum of two functionals and the sum of the corresponding operators is true, however.) Hence, we can consider the most complex expressions involving a number of operators M, N, as described by functionals
For each functional we are to find the corresponding operator in some simple form; that is, we wish to disentangle the functional. One fact we know is that any analytic rearrangement may be performed which leaves the value of the functional unchanged for arbitrary M(s), N(s)· · · considered as ordinary numerical functions. Besides, there are a few special operations which we may perform on F M(s), N(s) · · · , to disentangle the expressions, which are valid only because the functional does represent an operator according to our rules. These special operations (such as extracting an exponential factor discussed in Sec. 3) are, of course, proper to the new calculus; and our powers of analysis in this field will increase as we develop more of them.
Early in the quote above, it can be seen that Feynman had devised a way of determining when an operator will act in products. This device is that of attaching a time index to the operator via the Lebesgue measure, i.e., writing [96] [97] [98] [99] , to the use of a Borel probability measure μ to attach indices to operators via
where, just as above, α(s) := α for all s ∈ [0, 1]. Of course, we can do this for every operator under consideration in a given problem. As Feynman indicates, while the individual integrals are trivial, it is when we generate expressions involving products (or, more accurately, sums of products) that the complexity of the disentangling process shows itself. Furthermore, as remarked by Feynman, the complete (disentangled) expression depends on all of the operators α(s), β(s), etc., and this dependence is complex. The reader will see throughout this volume that this is indeed the case, even in the case of functions of only two variables.
It was at the Oldstone Conference (April 1949) that Feynman's approach to quantum electrodynamics gained preeminence, and at about this time, he published a set of papers that would set the stage for a new era in modern physics. After his path integral paper [54] came "A relativistic cut-off for classical electrodynamics" [52] , "Relativistic cut-off for quantum electrodynamics" [53] , "The theory of positrons" [55] , "Space-time approach to quantum electrodynamics" [56] , "Mathematical formulation of the quantum theory of electromagnetic interaction" [57] and, most importantly for us in the context of this volume, "An operator calculus having applications in quantum electrodynamics" [58] . (See also [76, pp. 271-272] .) As a conclusion to this historical sketch of the development of the operational calculus and the closely related ideas of path integrals, we use some of Feynman's own words in a series of interviews and conversations with Jagdish Mehra [156, pp. 325-327] that took place in Austin, Texas, during April 1970 and, much later, in Pasadena, California, during January 1988. Feynman had the following to say about the papers [57] and [58] , which, as Mehra notes, were the final articles in the sequence of his groundbreaking papers on quantum electrodynamics: I had invented a new mathematical method [the operator calculus] for dealing with operators according to a parameter which, to this day, I feel is a great invention, and which nobody uses for anything; nobody pays any attention to it. Some day it will be recognized as an important invention. I still think it is something very important, just as important as I felt when I first wrote it.
I had used it to formulate quantum electrodynamics. I invented it to do that. It was in fact the mathematical formulation that I expressed at the Pocono conference-that was this crazy language. Dates don't mean anything. It was published in 1951, but it had all been invented by 1948. I called it the operator calculus.
I published it at that time because, after I had given the rules, and proved that they were the same as the other things [of Schwinger and Tomonaga], it was important [to show it formally]. Dyson had already given a proof. People don't bother to read my proof because it's too elaborate and funny, odd notations and path integrals, etc., but I had to do it in my own way for my own purposes. My paper on the "Mathematical formulation of the quantum theory of electromagnetic interaction" was a rather unnecessary paper, because Dyson had done it in some way, and all I wanted to say was how I did it. But the other paper, on the operator calculus was not completely empty; I felt it was important. In the years since I had invented it I had accumulated a whole lot of debris. For instance, I had noticed certain ways of representing spin-0 particles with path integrals, I had the operator calculus, and a whole lot of other things which I did not know where to put. Most of it was, of course, the operator calculus, but in the various appendices I included a whole variety of other things. With this paper I disgorged myself of all the things I had thought about in the context of quantum electrodynamics; this was an entire backlog of valuable things. I still think that the central item, the operator calculus was an important invention.
With this paper I had completed the project on quantum electrodynamics. I didn't have anything else remain that required publishing. In these two papers, I put everything that I had done and thought should be published on the subject. And that was the end of my published work on this field.
It is therefore apparent that Feynman considered his operator calculus as an important contribution, years after its initial development. In the six decades that followed the appearance of Feynman's operator calculus, mathematicians of various stripes have endeavored to develop this operator calculus in a mathematically rigorous way. The present monograph is a major effort in this direction.
As a final remark, Mehra, on page 327 of [156] , ends his discussion of Feynman's mathematical formulation of quantum electrodynamics with a description of Feynman's attendance at the 1962 Solvay Conference. Mehra notes that "His preoccupation with the problems of quantum electrodynamics had been over for quite some time, but he would continue to make use of the physical conceptions and mathematical techniques he had pioneered in this field."
We now turn to a discussion of the approach to Feynman's operational calculus that is taken in this monograph. 3 In view of the historical sketch above, the reader will not be surprised that we will take, as the starting point for our discussion, Feynman's 1951 paper "An operator calculus having applications in quantum electrodynamics" ([58]). As discussed above, it was in this paper that Feynman outlined his heuristic rules for the computation (or formation) of functions of several noncommuting operators. From the mathematician's point of view, what is needed is to find a way to make these heuristic rules mathematically rigorous. It is worth noting that much of the earlier mathematical work done with the disentangling process (the operational calculus) was done heuristically. Feynman's rules were applied and the disentangled operator computed without much attention to the presence of noncommutativity. Once the disentangling process was complete, "theorems" were then proven to show that the disentangled expression obtained had the necessary properties required by the problem under consideration. See, for example, [33, 34, 114] , among others. The approach taken in this monograph (following that taken in the papers [96] [97] [98] [99] ) is to create a "commutative world" where the computations required by Feynman's heuristic rules can be done in a mathematically rigorous fashion. We will then map the result into the noncommutative setting of an operator algebra. A much more detailed discussion of this process will be carried out in the remainder of this chapter.
As is well known, the functional calculus for a single bounded linear operator is extremely rich and well developed; the same is true of the functional calculus for a finite number of bounded linear operators, as long as these operators form a commuting family. However, as soon as the assumption of commutativity is dropped, ambiguities arise, and the development of a functional calculus becomes much more difficult. Examples of such ambiguities are easy to find. Consider the function f (x, y) = x 2 y of the real (or complex) variables x and y. If we choose noncommuting linear operators A and B, the question arises as to how to define f (A, B). Since AB = BA, a choice has to be made about how to form the product A 2 B: Do we use A 2 B, ABA, BA 2 , or some other expression or sum of expressions involving two factors of A and one of B? As we will see, beginning with Chapter 2, the expression one obtains for a function f (A, B) of two (or more) noncommuting operators is intimately related to the idea of time-ordering of the operators in operator products. As we have seen above, the idea of time-ordering was a crucial ingredient of Feynman's approach in the 1951 paper [58] .
Motivated by his work concerning path integration in nonrelativistic quantum mechanics and in quantum electrodynamics, Feynman gave, in his 1951 paper [58], a heuristic formulation of an operational calculus for noncommuting operators. Here, we will not discuss rigorous mathematics, leaving that for later chapters, but will instead discuss the heuristic ideas of Feynman that have been touched on previously.
As will be seen, Feynman makes unconventional use of rules and formulas in his operator calculus. Indeed, Feynman writes [58, p. 124 
The physicist is very familiar with such a situation and satisfied with it, especially since he is confident that he can tell if the answer is physically reasonable. But mathematicians may be completely repelled by the liberties taken here. The liberties are taken not because the mathematical problems are considered unimportant. On the contrary, this appendix is written to encourage the study of these forms from a mathematical standpoint. In the meantime, just as a poet often has license from the rules of grammar and pronunciation, we should like to ask for "physicists' license" from the rules of mathematics in order to express what we wish to say in as simple a manner as possible.
Feynman had a different way of tracking the order of noncommuting operators in products and this was, as we have mentioned, one of the keys to his operator calculus.
Feynman's time-ordering convention
Feynman used time indices to specify the ordering of operators in products. It is understood that operators with earlier time indices act to the right, or earlier, than operators with later time indices. As an example, if A and B are operators, we take
The necessity for evaluating operator products at the same time arises later, in Chapter 8; also, it is a key requirement in the earlier approach to Feynman's operational calculus discussed in [114, and based on [110] [111] [112] [113] and [137] [138] [139] [140] [141] [142] [143] , as well as in the later works [96-99, 108, 109, 115, 117, 166, 167] , for example. But, for now and for the sake of simplicity, we will take the definition above as our time-ordering convention.
Feynman's heuristic rules
Some of the "rules," loosely described, for the operational calculus are as follows:
(1) Attach time indices to the operators to specify the order of operators in products. Of the disentangling process, Feynman states [58, p. 110], "The process is not always easy to perform and, in fact, is the central problem of this operator calculus." One should note that Feynman did not attempt to supply rigorous proofs of his results. In fact, it is not always clear how Feynman's rules are to be applied, even heuristically.
The initial question that one ought to ask, when considering the rules above, is how time indices can be attached to operators. Of course, one or more of the operators under consideration may come with time indices naturally attached. For example, this happens when operators of multiplication by time-dependent potentials are present, and also in connection with the Heisenberg representation in quantum mechanics. If an operator does not depend on time, as happens most frequently in quantum mechanics and in the mathematical literature, we require a mechanism for the attachment of time indices. Given a introduction | 11 time independent operator A, Feynman, almost without exception, used the Lebesgue measure to attach time indices by writing
where A(s) := A for 0 ≤ s ≤ t. While it seems artificial, this method of attaching time indices is extremely useful and is crucial to the approach to Feynman's operational calculus taken in this monograph. We now take the time to present in some detail several elementary examples which serve to illustrate Feynman's rules. In these examples, X is a Banach space (or complete normed space, with a norm denoted by · X ) and L(X) is the space of bounded linear operators on X, a Banach space in its own right, equipped with its usual norm the union of two triangles, up to a set of ( × )-measure 0 (specifically, the diagonal (x, x) : x ∈ [0, 1] . (Note that the two sets in this union are disjoint.) The operator product in each term is written so that the operator with the earlier time index acts first (to the right). We do this without paying attention to the fact that the operators A and B do not necessarily commute. Evaluating the integrals leads to the last line. , we obtain, successively,
The reader should notice that the computation above is in the same spirit as that of the first example. Indeed, the first equality follows since the measures involved, δ τ and , are probability measures on [0, 1]. The second equality is obtained by writing the first integral as an integral over [0, τ ) plus an integral over (τ , 1] (since is continuous, ({τ }) = 0 and thus there is no contribution to the integral from {τ }). The integral for B can be written as {τ } B(s 2 )δ τ (ds 2 ) since the Dirac measure is supported at {τ }. Once again, the time-ordering is carried out after the last equality. In the first term, the integral over [0, τ ), as it is over times earlier than τ , appears to the right of the integral of B. In the second term, the integral over (τ , 1] is over times later than τ and so appears to the left of the integral of B. Evaluating the integrals leads to the last line.
Observe that if we allow τ to be one of the endpoints of the closed interval [0, 1], we have f ,δ 0 (A, B) = AB and f ,δ 1 (A, B) = BA, for τ = 0 and τ = 1, respectively. A(s)μ(ds)
Once again, the computation proceeds in the same way as in the first two examples. We first write the product AB as a product of integrals, using the fact that the measures involved are probability measures. Observe that an entirely analogous computation leads to the (heuristic) result
While the three examples above illustrate the essential ideas of Feynman's operational calculus, it may not be clear how to proceed given an arbitrary function f (z 1 , . . . , z n ) of n complex variables. To get some idea of the general disentangling process, we will sketch out how it works given, say, n noncommuting linear operators. Let A 1 , . . . , A n be bounded linear operators on a Banach space X, and associate to each operator A i a time-ordering measure μ i on [0, 1] . This, of course, means that we write
where A i (s) := A for 0 ≤ s ≤ 1, i = 1, . . . , n. Assuming that f is analytic on some polydisk P centered at the origin in C n , we may write Of course, convergence questions arise, but the series above will converge in operator norm on L(X). This series is a perturbation series, in fact a time-ordered perturbation serieseach term of the series contains a time-ordered product of powers of the operators A i .
In this, we see definite similarities to the approach to Feynman's operational calculus via Wiener and Feynman integrals (see [114]).
A natural question at this point is how to make the examples and discussion above or, more generally, Feynman's operational calculus as a whole, mathematically rigorous. One method is to use Feynman and Wiener integrals, along with associated commutative Banach algebras of Wiener functionals called "disentangling algebras," as was done in Chapters 15-18 of [114] . However, the approach taken in the present book is to develop the operational calculus in a rigorous manner starting from Feynman's heuristic rules. This approach originated with the papers [96] [97] [98] [99] by Brian Jefferies and the first author. Indeed, much of [96] is included in Chapter 2, where the basic definitions and properties of the operational calculus can be found. We will briefly outline the content here. To follow Feynman's rules in a rigorous way, two commutative Banach algebras, A and D, are constructed in Section 2.1. To construct the algebra A, we are given n positive real numbers r 1 , . . . , r n , and we define A := A(r 1 , . . . , r n ) to be the algebra (via pointwise operations) of functions f (z 1 , . . . , z n ) of n complex variables whose Taylor series
centered at the origin in C n , converges absolutely (and, hence, uniformly as well as pointwise) on the closed polydisk with radii r 1 , . . . , r n . Such functions are, of course, analytic (i.e., holomorphic) on the corresponding open polydisk with these radii and are continuous on its boundary. A norm · A is defined on this algebra, and it is shown that A endowed with this norm is complete. To obtain the commutative Banach algebra D, we choose n bounded linear operators A 1 , . . . , A n on a Banach space X and take r 1 := A 1 , . . . , r n := A n . Furthermore, we attach time indices to each operator A i , i = 1, . . . , n, via a Borel probability measure μ i on [0, T], T > 0. We let D := D(Ã 1 , . . . ,Ã n ) be the algebra (via introduction | 15 pointwise operations) obtained by replacing the variables z 1 , . . . , z n in f (z 1 , . . . , z n ) by the "formal commuting objects"Ã 1 , . . . ,Ã n . Hence, each element f Ã 1 , . . . ,Ã n has the form is a sum of time-ordered expressions in the disentangling algebra D. (The role played by the time-ordering measures is to specify when operators act in products, and so the timeordering is done with regard to "directions" supplied by the measures.) Moreover, because D is commutative, the time-ordering computations carried out using Feynman's rules are mathematically rigorous. Once the time-ordering computations have been done in D, the end result is mapped into the noncommutative setting of L(X), using the disentangling map T μ 1 , . . . , μn defined in Section 2.2; note the explicit use of time-ordering measures in the notation. We will write 
that this is so follows from Proposition 2.4.1.
Chapter 3 contains a discussion of several more advanced topics concerning the application of the disentangling map defined in Chapter 2. The first topic addressed is the case where the Banach space X can be written as a direct sum X = Y ⊕ Z, for some Banach spaces Y and Z, and each operator A i , i = 1, . . . , n, can be decomposed as
As one would expect, it turns out that the disentangled operator T μ 1 , . . ., μn P m 1 , . . ., mn Ã 1 , . . . ,Ã n can be decomposed as
see Proposition 3.1.1. The second type of disentangling discussed in the first section of Chapter 3 is that of a function f (z 1 , . . . , z n ) which is symmetric in the variables z i 1 , . . . , z i . One might expect the disentangled expression T μ 1 , . . ., μn f Ã 1 , . . . ,Ã n to have the same symmetry. This is indeed the case, as long as a permutation of the operators A i 1 , . . . , A i is accompanied by the same permutation of these operators' time-ordering measures; see Proposition 3.1.2. The last issue addressed in Section 3.1 concerns analytic functions g(z 1 , . . . , z n ) which can be written as a tensor product g 1 ⊗ · · · ⊗ g n of analytic functions of one variable. Namely, we explore how these functions behave in the environment of the algebras A and D; see Proposition 3.1.4. Section 3.2 discusses how disentanglings can be computed using time-ordering measures that are not probability measures. Though it is often most convenient to use probability measures as time-ordering measures, in certain cases it is desirable to use time-ordering measures that are not probability measures. For instance, in the study of evolution problems for the operational calculus (see Chapter 6), time-ordering measures that are not probability measures will be needed. Hence, it is necessary to determine how the operational calculus is affected when nonprobability measures are used in the computation of a disentangling. Since the disentangling map is defined in Chapter 2 using probability measures for the time-ordering measure, what is done to define the disentangling map using nonprobability measures is to first "normalize" the measures using the total variation norm. Then, we use these normalizations to carry out the disentangling, and finally multiply the disentangling by appropriate powers of the total variation norms of From this, it follows that the form of the disentangling does not change when the timeordering measures are not probability measures. Section 3.3 addresses a natural way of simplifying certain disentangling computations. Given operators A 1 , . . . , A n and associated time-ordering measures μ 1 , . . . , μ n , it is assumed that the supports S(μ j ) of the time-ordering measures have a particular order. If, for example, the supports S(μ j ) are such that
where S(μ) ≤ S(ν) means that the support of μ lies to the left of the support of ν, we would then expect that the disentangling of the monomial P m 1 , . . ., mn Ã 1 , . . . ,Ã n ∈ D under the directions given by the measures μ 1 , . . . , μ n would take the form A moment's reflection will convince the reader that this is reasonable. Since the support of the time-ordering measure μ 1 associated to the operator A 1 lies to the left of (or is earlier than) the supports of all of the other measures, it stands to reason that all factors of A 1 will act first in products (i.e., on the right). Then, because the support of the measure μ 2 associated to A 2 is to the right of (or later than) that of μ 1 and to the left of (or earlier than) the remaining measures, we expect that the factor acting immediately after the factor A m 1 1 will be A m 2 2 . This process continues, and we do indeed obtain the disentangling indicated above. Of course, the case just outlined is the easiest case to deal with, but the ideas contained in the more complex cases addressed in Section 3.3 are similar to those just described. It is worth noting that the idea of ordering of the supports of the time-ordering measures is a recurring one which will be encountered several times in this book, especially in Chapters 4 and 5.
The last section of Chapter 3, Section 3.4, discusses the idea of disentangling so-called exponential factors. (We note that Feynman used the term "experimental factors"; see [58] .) In particular, the time independent version of these exponential factors is investigated here. (This will be revisited in much greater generality in Chapter 6, especially in Sections 6.2 and 6.3.) What, then, do we mean by "exponential factor"? Let B 1 , . . . , B k ∈ L(X) and let A ∈ L(X). Given nonnegative integers m, n 1 , . . . , n k , an exponential factor (in the disentangling algebra D) isÃ (See the discussion preceding Theorem 3.4.1; see also the results that follow this theorem.) One reason why we track the occurrences of the operator A is that this operator will later be replaced by the generator of a (C 0 ) semigroup of linear operators (see Chapter 6). Chapter 4 begins by addressing the application of the operational calculus to the following situation. Suppose that we have operator-measure pairs (A 1 , μ 1 ), . . . , (A n , μ k ) for which the supports of the measures μ 1 , . . . ,
Suppose also that the operator-measure pairs (A k+1 , μ k+1 ), . . . , (A n , μ n ) are such that the supports of the measures are contained in [a, T] . Now, consider how to disentangle the expression
Since the supports S(μ j ), j = 1, . . . , k, are all to the left of (or earlier than) the supports S(μ j ), j = k + 1, . . . , n, we would expect that the disentangling would be
With a little thought, we should to be able to write this expression as 
where μ 0 is any probability measure supported in [0, a] and ν 0 is any probability measure supported in [c, d] . The function being disentangled here is
the term ζ 1 ζ 2 is called a bilinear factor. In the third section of Chapter 4, Section 4.3, the methods and results from the first two sections are extended to carry out the task of extracting a multilinear factor. The notation is more involved in this section, but the essential ideas are similar to those used to extract linear and bilinear factors.
Section 4.4 also uses the essential ideas of the first two sections; however, multilinearity will not be present in the process. We again carry out the disentangling process according to how the clusters of time-ordering measures are supported. However, it will not be the case in this section that the disentangled operators will be "factored out" as was done when linear, bilinear and multilinear factors were considered. More specifically, let
We assume that, for some subset I 1 of {1, . . . , n}, the cluster {μ i : i ∈ I 1 } of time-ordering measures is supported in [a 1 , b 1 ] . Next, we assume that for some subset I 2 of {1, . . . , n}, the cluster {μ i : i ∈ I 2 } of time-ordering measures is supported in [a 2 , a 1 ] ∪ [b 1 , b 2 ]. We continue the process to obtain subsets I j , j = 1, . . . , d, of subsets of {1, . . . , n} for which the cluster μ i : i ∈ I j of time-ordering measures is supported in [a j , a j-1 ] ∪ [b j-1 , b j ] (where a 0 := b 1 and b 0 := a 1 ). Now, let L 0 be the identity operator, and define the monomial
to be the monomial in D which consists of the product ofL 0 with factorsÃ mi i , i ∈ I 1 . We then disentangle this monomial to obtain the operator
this is the disentangling corresponding to the cluster of time-ordering measures supported in [a 1 , b 1 ], where η 0 is any continuous probability measure supported in [a 1 , b 1 ] . With the disentangled operator L 1 in hand, we define L 2 to be the operator obtained by disentangling the monomial with L 1 appearing to the first power (and associated to a continuous probability measure η 1 supported in [a 1 , b 1 ]), and with the operators A i , i ∈ I 2 , with exponents m i , i ∈ I 2 , and associated time-ordering measures μ i , i ∈ I 2 , which are supported in
. The reader will note that the measures μ i , i ∈ I 2 , are supported both to the left and to the right of the measures μ i , i ∈ I 1 (which are supported in [a 1 ,
Therefore, the operator L 1 cannot be extracted from the disentangling that determines the operator L 2 , which is defined as
This disentangling process continues, working outward through the unions [a j ,
, where the continuous probability measures η j are supported in [a j , b j ]. Section 4.6 discusses the idea of decomposing disentangling. Suppose we have continuous probability measures μ 1 , . . . , μ n on [0, 1], and let t ∈ (0, 1). Write μ j,1 := [0, t].μ j and μ j,2 := [t, 1].μ j , j = 1, . . . , n. (If λ is a measure and if U is a λ-measurable set, we denote the restricted measure V → λ(U ∩ V) by U.λ in Section 4.6.) For example, we would expect to be able to write, given these decompositions of the time-ordering measures, the disentangling of exp Ã 1 + · · · +Ã n over the interval [0, T] as
This is a decomposition of the disentangling of the exponential function over the interval [0, T] into a product of the disentanglings of the same function over the intervals [0, t] and [t, T] . That this is in fact true follows from Theorem 4.6.7. Moving on to Chapter 5, we note that the first section introduces two noncommutative operations (a noncommutative multiplication, ⊗, and a noncommutative addition,
• +) that serve to relate the "full" disentangling algebra D Ã 1 , . . .,Ã n to (at least) two other disentangling algebras in the following way. (We will discuss the simplest case here, for illustrative purposes.) Suppose that the measures μ 1 , . . . , μ k associated to the operators A 1 , . . . , A k are supported in [0, s] for 0 < s < t, and that the measures μ k+1 , . . . , μ n introduction | 21 associated to the operators A k+1 , . . . , A n are supported in [s, t] . We can then construct the two disentangling algebras D Ã 1 , . . . ,Ã k and D Ã k+1 , . . . ,Ã n , determined by the supports of the time-ordering measures associated with the respective sets of operators. The first algebra will be denoted by D t and the second algebra by D s,t . Two noncommutative operations ⊗ and • + are defined, which take f ∈ D s , g ∈ D s,t and give us functions f ⊗ g, f
• + g ∈ D Ã 1 , . . . ,Ã n . In other words, the operations ⊗ and • + map pairs of disentangling algebras into a larger disentangling algebra. We will see that these operations are linear and continuous in both arguments, and it will also be verified that they satisfy all of the expected algebraic properties. The second section of the chapter provides a selection of examples using these noncommutative operations. In the third section of the chapter, the relation between the operations ⊗ and 
It is also noted that these operations enable the computation of expressions such as cos f
It is in Chapter 6 that we enter into a discussion of the operational calculus in the presence of time-dependent operators (i.e., operator-valued functions). As the reader will notice, there is a marked correspondence between the key definitions and properties of the operational calculus in the time-dependent setting and those for the time independent setting found in Chapters 2-5.
In Section 6.1, the time-dependent operational calculus is developed. Instead of fixed operators Owing to the time dependence, we will find it necessary to impose certain measurability/integrability conditions on these functions in order for integrals of time-ordered (operator) products of these functions to make sense. It also happens that the presence of time dependence causes the definition of the commutative Banach algebras A and D to depend explicitly on the time-ordering measures. This is different from the time independent setting of Chapter 2, where the definition of the algebras A and D depends only on the operator norms of each operator. Nevertheless, A and D continue to be isometrically isomorphic in the time-dependent setting. Furthermore, it turns out that the definition of the disentangling map in the time-dependent setting is exactly the same as the one given in Chapter 2. This may be surprising, but once the reader compares the relevant definitions in Chapter 2 with those in Section 6.1, it will be clear why this is the case. However, one difference is notable-the fact that, while the disentangling map continues to be a contraction in the time-dependent setting, it may no longer be a norm-one contraction, as in the time independent setting. Furthermore, the presence of time-dependent operators does, at times, cause changes in the conclusions of theorems and tends to complicate the proofs of some results. Section 6.2 presents an extensive discussion of the disentangling of the exponential function
where α is an unbounded operator (the generator of a strongly continuous semigroup of bounded linear operators on X: in short, a (C 0 ) semigroup of linear operators) and, for each p = 1, . . . , n, the function β p (·) is an operator-valued function, i.e., a time-dependent operator. (The content of Section 6.2 first appeared in the paper [34] written by Brian DeFacio and the first two authors of this volume, and can also be found, in essence, in [114, Chapter 19] .) While this section is rather lengthy, its primary result, the evolution equation that is the subject of Theorem 6.2.11, will play a crucial role later in Chapter 6. The disentangling of the exponential function above, in the presence of the unbounded operator α, is carried out by applying, in a heuristic way, Feynman's rules that track where the operator α appears in time-ordered products of operator-valued functions. The reason for taking a heuristic approach to the disentangling is that the rigorous approach introduced in Chapter 2 cannot, at the current stage of development of the theory, accommodate unbounded operators. However, even though the disentangling computations are heuristic in nature, the resulting infinite series of integrals of time-ordered products of operator-valued functions turns out to converge in operator norm. Furthermore, the disentangled exponential function is shown to be the unique solution to the evolution equation obtained in Theorem 6.2.11. This integral equation is easily seen to be equivalent to certain standard partial differential equations (the heat equation, the Schrödinger equation, etc.) for specific choices of semigroup generators and operator-valued functions.
Found in Section 6.3 is a discussion of the disentangling of exponential factors in the time-dependent setting. (Section 3.4 discusses the disentangling of exponential factors in the time independent case.) The reason we disentangle exponential factors in the timedependent setting arises from our wish to develop a rigorous version of the disentangled exponential function. We are able to use the disentangling of exponential factors in the time-dependent setting to define a version of the disentangling map in the presence of the (typically) unbounded generator of a (C 0 ) semigroup. As mentioned above, the disentangling of this exponential function involves keeping track of where the unbounded operator α appears in operator products. The idea of tracking when a particular operator appears in products is applied first to monomials that was derived in Section 6.2 by using heuristic considerations as the starting point for the computation. In this section, however, the disentangling is obtained using the disentangling map approach. It is also possible to use the approach presented in Section 6.3 to disentangle a rather broad class of functions that involve unbounded generators of semigroups of operators.
In Section 6.4, the evolution equation of Theorem 6.2.11 is used to obtain a generalized integral equation for the operational calculus in the presence of the generator of a (C 0 ) semigroup. This generalized integral equation will allow us to describe the time evolution of a disentangled operator that is different from the disentangled exponential function of Section 6.2. What allows us to obtain the integral equation is an observation about the relation between the disentangled exponential function of Section 6.2 and functions of the form
As we note in Section 6.4, the difference between the disentangling of a function h(z 1 , . . . , z n ) and the exponential function exp(z 1 + · · · + z n ) lies in the difference between the Taylor coefficients in the series expansion of h(z 1 , . . . , z n ) at 0 ∈ C n and the series expansion of exp(z 1 + · · · + z n ) at 0 ∈ C n . We effect the change of coefficients via the use of Cauchy's integral formula for derivatives. It turns out, however, that the disentangling which is obtained via Cauchy's formula has to be modified somewhat to achieve compatibility with the evolution equation found in Theorem 6.2.11. The modified disentangling is referred to as a "reduced" disentangling ("reduced" in the sense that the series that describes the disentangling contains fewer terms than the disentangling that results from the standard definitions of Chapter 2 and Section 6.1). It is the reduced disentangling that gives rise to the generalized integral equation in Theorem 6.4.2. Using this integral equation, it is shown, via an example, that the reduced disentangling supplies solutions to the heat equation. Furthermore, again using Theorem 6.4.2, we outline some relations between the reduced disentangling and the analytic-in-time and analytic-in-mass operator-valued Feynman integrals discussed in Sections 13.2 and 13.5-13.6 (along with Section 15.1) of [114] .
In Chapter 7, we turn to an investigation of the stability, or continuity, properties of the operational calculus. There are three types of stability that are considered in this chapter: stability of the operational calculus with respect to the time-ordering measures, stability of the operational calculus with respect to the operators (or operator-valued functions in the time-dependent case), and joint stability, that is, stability with respect to both the operators (or operator-valued functions) and the time-ordering measures. Before continuing, we will take the time to comment briefly on what is meant by stability in each case, leaving the more detailed discussion for Chapter 7.
Suppose that, given operators A 1 , . . . , A n ∈ L(X), we have associated to each operator A i a time-ordering measure μ i (a continuous Borel probability measure on [0, T]). We select, for each i = 1, . . . , n, a sequence {μ i,k } ∞ k=1 of continuous Borel probability measures on [0, T] which converges weakly to the measure μ i . (Here, "weak convergence" is to be understood in the probabilistic sense. To a functional analyst, weak convergence is weak- * convergence.) By stability in this context, we mean that the sequence
of disentangling maps converges in some suitable sense to an element of L (D, L(X) ). In fact, it turns out that the sequence
Another way to look at this type of stability is to observe that each n-tuple (μ 1, k , . . . , μ n, k ), k ∈ N, determines a particular operational calculus. The sequence
is therefore a sequence of operational calculi, and the existence of a limit means that this sequence of operational calculi has a limiting operational calculus. Even though this discussion concerns the time independent setting, the basic ideas outlined above can also be applied in the time-dependent setting.
The second type of stability is with respect to the operators (or operator-valued functions, in the time-dependent setting). Once again, we will discuss the time independent setting here. The ideas are very similar in the time-dependent setting. Thus, we fix an n-tuple (μ 1 , . . . , μ n ) of time-ordering measures and choose sequences
of operators that converge, in some sense, to the operators A 1 , . . . , A n , respectively. Given these sequences of operators, we have, for any f ∈ D, a corresponding sequence of disentangled operators,
, in L(X). We ask if the convergence of the sequences of operators implies the convergence of the disentangled operators. Note that the choice of an n-tuple of time-ordering measures fixes the operational calculus, and the convergence of the disentangled operators then takes place within this operational calculus.
The final type of stability considered in Chapter 7 is joint stability. Here, for each j = 1, . . . , n, we not only choose sequences μ j, k ∞ k=1 of measures converging weakly to μ j for each j, but also choose sequences A j, k ∞ k=1 of operators converging appropriately to an operator A j . For each f , we then have a sequence
, which, we hope, will converge in some fashion to an operator T μ 1 , . . ., μn f Ã 1 , . . . ,Ã n . In this setting, as above, each n-tuple (μ 1, k , . . . , μ n, k ) determines a particular operational calculus and, in each of these calculi, we have the corresponding operator T μ 1, k , . . ., μ n, k f Ã 1, k , . . . ,Ã n, k , with the arguments of f also depending on the sequential index k. So, for each value of k ∈ N, we are selecting an element of the operational calculus indexed by the n-tuple (μ 1, k , . . . , μ n, k ).
A brief outline of the four sections of Chapter 7 follows. Section 7.1 is concerned with the general setting for the stability theory. It is here that the reader will find the necessary definitions and theorems which form the underlying structure for the later sections. In Section 7.2, we investigate joint stability in both the time-dependent and the time independent setting. The theory of stability with respect to the operators (or operatorvalued functions) is presented in Section 7.3, again in both the time-dependent and the introduction | 25 time independent setting. Finally, Section 7.4 presents the theory of stability with respect to the time-ordering measures in both the time-dependent and the time independent setting.
Moving on to Chapter 8, we change a fundamental aspect of the operational calculus. Specifically, instead of using continuous measures as time-ordering measures that are associated to the operators involved, Chapter 8 develops the operational calculus using time-ordering measures that have a nontrivial discrete part. In particular, to each operator A j , j = 1, . . . , n, we associate a measure λ j = μ j + η j , where μ j is a continuous measure and η j is a purely discrete, finitely supported, measure. We find that allowing time-ordering measures with nonzero discrete parts gives rise to significant combinatorial difficulties in the general setting and also in some special cases that are of interest. Also worth noting is that, while we could consider allowing the discrete parts of the time-ordering measures have countably infinite support, the combinatorial difficulties would likely be overwhelming. Fortunately, we find that most of the questions we consider, including some which are physically motivated, can be dealt with using simpler assumptions about the η j 's which we will make in this chapter.
Recall that a Borel measure μ on R is continuous (or purely continuous) if μ ({x}) = 0 for all x in the support S(μ) of μ. Furthermore, a Borel measure η on R is discrete (or purely discrete) if η = ∞ p=1 w p δ τp , where w p ∈ C and τ p ∈ C, and where δ τp denotes the Dirac measure with total mass one concentrated at τ p . The support S(η) of η is then equal to τ p : p ≥ 1 . A finitely supported discrete measure η is a discrete measure for which S(η) is finite (or, equivalently, for which w p = 0 for all sufficiently large p). Finally, it is well known that every Borel measure λ on R can be uniquely written as the sum of a continuous measure μ and a (not necessarily finitely supported) discrete measure η: λ = μ + η; see, for example, [26] or [187] .
The structure of Chapter 8 is much like that of Chapter 2 (and of Section 6.1). We first deal with the time-ordering of the monomial
As was true in Chapter 2, the time-ordering of this monomial is crucial to making the connections between Feynman's ideas and the rigorous approach developed in this book. We then move on to define the disentangling of an arbitrary element f of the disentangling algebra, giving rise to the definition of the disentangling map in this more complicated setting. It turns out, just as in Chapter 2, that the disentangling map is a norm-one contraction in the time independent setting, but is not necessarily of norm one in the time-dependent setting (see Section 6.1). As one would expect, the proof of the continuity of the disentangling map in the setting of this chapter is much more difficult. Sections 8.1-8.3 serve to develop these ideas in the combined continuous/discrete setting. In Section 8.4, we apply the disentangling map in the combined setting to compute a number of special cases that are of interest.
Section 8.5 turns to the consideration of some stability results. These results are in the spirit of those which we proved in Chapter 7, but, as is the case for most of this chapter, the proofs are complicated significantly by the presence of measures with nonzero discrete parts. The reader will find that the stability results of Section 8.5 are not as general as those obtained in Chapter 7. This is due to the complications introduced by time-ordering measures that have nonzero discrete parts. However, we are able to establish stability with respect to the time-ordering measures in both the time independent and the timedependent settings when each time-ordering measure is a finitely supported purely discrete measure and when we have a combination of continuous and purely discrete time-ordering measures. Stability with respect to the operators (or operator-valued functions) is established quite generally, with time-ordering measures that have both continuous and finitely supported discrete parts.
Chapter 9 explores a differential or derivational calculus which can be associated with the disentangled operators arising from the approach to the operational calculus presented in this book. The most important part of Chapter 9 deals with a first-order calculus for an analytic function of n noncommuting variables.
In Section 9.2, the relations between the disentangling map, homomorphisms and antihomomorphisms are investigated. where F j (x 1 , . . . , x j , y, x j+1 , . . . , x n ) := (∂/∂x j )f (x 1 , . . . , x n )y and μ 1 , . . . , μ n are continuous probability measures. This formula is used to determine an expression for the operator C 1 in the expansion f (A + B) = f (A) + C 1 + 2 C 2 + · · · + O( n ) as → 0 + .
We will find that C 1 = T μ,μ f 1 (Ã,B).
With the derivation formula of Section 9.3 established, some special cases of higher-order expansions are provided in Section 9.4. A Maclaurin expansion with remainder and a Taylor expansion with remainder are obtained.
Turning to Chapter 10, we note that the chapter begins with a sketch of the necessary elements of the theory of distributions (or generalized functions). This material is standard and can be found in many references. However, we follow the presentation given by Hörmander [87] . Of particular importance for us in Chapter 10 is the Paley-WienerSchwartz theorem (Theorems 10.2.16 and 10.2.17) on the representation of distributions of compact support using the Fourier transform. The main section of Chapter 10, introduction | 27 Section 3, gives a proof that for self-adjoint operators A 1 , . . . , A n on a Hilbert space, the n-tuple (A 1 , . . . , A n ) is of Paley-Wiener type (0, r, μ) for some r > 0 and any n-tuple μ = (μ 1 , . . . , μ n ) of continuous Borel probability measures on [0, 1] (see Definition 10.3.1). Of course, if the n-tuple (A 1 , . . . , A n ) is of Paley-Wiener type, then, using the vector-valued Paley-Wiener-Schwartz theorem, we are able to obtain a rich extension of the functional calculus f → f μ (A) from analytic functions to functions that are C ∞ in a neighborhood of the (compact ) support γ μ (A) of the operator-valued distribution The chapter ends with a discussion of various Trotter-like product formulas that can be obtained in the Banach space setting.
Finally, in the epilogue to this book, Chapter 11, we present several open problems and suggestions for future research connected to various aspects of the theory of Feynman's operational calculus developed in this monograph. The problems discussed involve possible extensions of the theory to noncommuting unbounded linear operators, general Borel measures (possibly with countably supported discrete parts) and a search for the corresponding evolution equations. They also deal with a variety of topics in mathematics and physics, including noncommutative (or free) probability theory and combinatorics, quantum statistics (such as Bose-Einstein and Fermi-Dirac statistics), quantum field theory and renormalization, abstract path integrals, and a possible extension of the operator calculus to the context of operator algebras (such as Banach algebras, C * -algebras and von Neumann algebras). The final open problem (Problem 11.2.11) is connected in many different ways to most of the other open problems presented in the epilogue, as well as to various other aspects of this book (and of the concrete approach to Feynman's operational calculus developed in [114, ). It involves a possible (and still largely hypothetical) algebraic and combinatorial framework involving disentangling algebras, now viewed as Hopf algebras or quantum groups and their categorical analog. This research direction is still mostly unexplored. (However, as is briefly mentioned at the end of Chapter 11, the second author and one of his students, Dominick Scaletta, have begun investigating it in [146] , where it was shown that a natural quantum group structure can be associated with the disentangling algebras and the corresponding disentangling maps discussed in the abstract theory developed in this book, and similarly for the associated disentangling algebras and the corresponding analytic Feynman integrals of [110, 113, 114] .) We invite interested readers to pursue this direction wherever their imagination may lead them, as well as to develop their own problematics and their own approach to this rich and fascinating subject.
We close this introduction with some short remarks concerning work that has already been done with Feynman's operational calculus and related topics. We organize the references into four rather broad categories: (i) work that was done, primarily before 1980, concerning operator calculus, with an eye towards the use of Feynman's ideas concerning operator calculus; (ii) work done since 1980 involving the use of product formulas and functional integrals; (iii) work done, again since 1980, that makes use of Feynman's heuristic rules to obtain results that are then rigorously verified; and (iv) work done since
