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ABSTRACT Understanding driver activity is vital for in-vehicle systems that aim to reduce the incidence
of car accidents rooted in cognitive distraction. Automating real-time behavior recognition while ensuring
actions classification with high accuracy is however challenging, given the multitude of circumstances
surrounding drivers, the unique traits of individuals, and the computational constraints imposed by in-vehicle
embedded platforms. Prior work fails to jointly meet these runtime/accuracy requirements and mostly rely
on a single sensing modality, which in turn can be a single point of failure. In this paper, we harness
the exceptional feature extraction abilities of deep learning and propose a dedicated Interwoven Deep
Convolutional Neural Network (InterCNN) architecture to tackle the problem of accurate classification of
driver behaviors in real-time. The proposed solution exploits information from multi-stream inputs, i.e.,
in-vehicle cameras with different fields of view and optical flows computed based on recorded images,
and merges through multiple fusion layers abstract features that it extracts. This builds a tight ensembling
system, which significantly improves the robustness of the model. In addition, we introduce a temporal
voting scheme based on historical inference instances, in order to enhance the classification accuracy.
Experiments conducted with a dataset that we collect in a mock-up car environment demonstrate that the
proposed InterCNN with MobileNet convolutional blocks can classify 9 different behaviors with 73.97%
accuracy, and 5 ‘aggregated’ behaviors with 81.66% accuracy.We further show that our architecture is highly
computationally efficient, as it performs inferences within 15 ms, which satisfies the real-time constraints of
intelligent cars. Nevertheless, our InterCNN is robust to lossy input, as the classification remains accurate
when two input streams are occluded.
INDEX TERMS Driver behavior recognition, deep learning, convolutional neural networks.
I. INTRODUCTION
Driver’s cognitive distraction is a major cause of unsafe
driving, which leads to severe car accidents every year [1].
Actions that underlie careless driving include interacting
with passengers, using a mobile phone (e.g., for text mes-
saging, game playing, and web browsing), and consuming
food or drinks [2]. Such behaviors contribute significantly to
delays in driver’s response to unexpected events, thereby
The associate editor coordinating the review of this manuscript and
approving it for publication was Farid Boussaid.
increasing the risk of collisions. Identifying driver behaviors
is therefore becoming increasingly important for car man-
ufacturers, who aim to build in-car intelligence that can
improve safety by notifying drivers in real-time of potential
hazards [3]. Further, although full car automation is still years
ahead, inferring driver behaviors is essential for vehicles with
partial (‘‘hands off’’) and conditional (‘‘eyes off’’) automa-
tion, which will dominate the market at least until 2030 [4].
This is because the driver must either be ready to take control
at any time or intervene in situations where the vehicle cannot
complete certain critical functions [5].
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FIGURE 1. The typical pipeline of driver behavior classification and
alarm/driving mode selection systems.
Modern driver behavior classification systems usually rely
on videos acquired from in-vehicle cameras, which record
the movements and facial expressions of the driver [6]. The
videos captured are routinely partitioned into sequences of
image frames, which are then pre-processed for features
selection [7]. Such features are fed to pre-trained classi-
fiers to perform identification of different actions that the
driver performs. Subsequently, the classifier may trigger an
alarm system in manual driving cars or provide input to a
driving mode selection agent in semi-autonomous vehicles.
We illustrate this pipeline in Figure 1. During this process,
the accuracy of the classifier is key to the performance of
the system. In addition, the system should perform such
classification in real-time, so as to help the driver miti-
gate unsafe circumstances in a timely manner. Achieving
high accuracy while maintaining runtime efficiency is how-
ever challenging. Striking appropriate trade-offs between
these aims is therefore vital for intelligent and autonomous
vehicles.
Underpinned by recent advances in parallel computing,
deep neural networks [8] have achieved remarkable results
in various areas, including computer vision [9], control [10],
and autonomous driving [11], [12], as they can automati-
cally extract features from raw data without requiring expen-
sive hand-crafted feature engineering. Graphics processing
units (GPUs) allow to train deep neural networks rapidly
and with great accuracy, and perform inferences fast. More-
over, System on Chip (SoC) designs optimized for mobile
artificial intelligence (AI) applications are becoming more
powerful and computationally efficient [13], and embedding
deep learning in car systems increasingly affordable [14].
Therefore, potential exists to build high precision driver
behavior classification systems without compromising run-
time performance. However, recent works that adopt deep
learning to solve the driver activity recognition problem,
including [15]–[21], suffer from at least one of the following
limitations: (i) they do not quantify the inference times of
the solution proposed, which is critical to real-life car sys-
tems, or exhibit runtimes that are not affordable in practice;
(ii) often struggle to classify individual actions with very
high accuracy; and (iii) rely on a single sensing modal-
ity (video feed) for detection, which can become a single
point of failure, thus challenging the practical efficacy of the
classifier.
To tackle these problems, in this paper we design a driver
behavior recognition system that uniquely combines different
convolutional-type neural models, through which we accu-
rately perform this task in real-time, relying on multiple
inputs. As such, we make the following key contributions:
1) We build a mock-up environment to emulate self-
driving car conditions and instrument a detailed
user study for data collection purposes. Specifically,
we deploy side and front facing cameras to record the
body movements and facial expressions of 50 partici-
pant drivers, as they perform a range of tasks. This leads
to a large driver behavior video dataset recorded from
two angles (front and side), which we use for model
training and evaluation. To the best of knowledge, this
constitutes the first dual-view dataset for driver behav-
ior classification.
2) We architect original Interwoven Convolutional Neural
Networks (InterCNNs) to perform feature extraction
and fusions across multiple levels, based on multi-
stream video inputs and optical flow information.
Our novel design allows to extract in parallel and
mix increasingly abstract features, as well as plug-
ging in different lightweight CNN architectures (e.g.
MobileNet [22], [23]), enabling to determine which
building blocks can improve the computation effi-
ciency of in-vehicle systems.
3) We demonstrate that our InterCNNs with MobileNet
blocks and a temporal voting scheme, which enhances
accuracy by leveraging historical inferences, can clas-
sify 9 different behaviors with 73.97% accuracy, and
5 aggregated behaviors (i.e., grouping tasks that involve
the use of a mobile device, and eating and drink-
ing) with 81.66% accuracy. Our architecture can make
inferences within 15 ms, which satisfies the timing
constraints posed by real car systems. Importantly,
our architecture is highly robust to lossy input, as it
remains accurate when two streams of the input are
occluded.
The results obtained demonstrate the feasibility of using
deep learning to accurately infer driver behavior in real-
time, thereby making important steps towards fulfilling
the multi-trillion economic potential of the driverless car
industry [24].
The rest of the paper is organized as follows. In Sec. II,
we discuss relevant related work. In Sec. III, we present our
data collection and pre-processing efforts, which underpin
the design of our neural network solution that we detail in
Sec. IV-A. We demonstrate the performance of the proposed
InterCNNs by means of experiments reported in Sec. V.
Sec. VI concludes our contributions.
II. RELATED WORK
The majority of driver behavior classification systems are
based on in-vehicle vision instruments (i.e., cameras or eye-
tracking devices), which constantly monitor the movements
of the driver [25]. The core of such systems is therefore tasked
with a computer vision problem,whose objective is to classify
actions performed by drivers, using sequences of images
acquired in real-time. Existing research can be categorized
into two main classes: non deep learning and deep learning
approaches.
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A. NON DEEP LEARNING BASED DRIVER
BEHAVIOR IDENTIFICATION
In [26], Liu et al. employ Laplacian Support Vector Machine
(SVM) and extreme learning machine techniques to detect
driver distraction, using labelled data that captures vehicle
dynamic and drivers’ eye and head movements. Experiments
show that this semi-supervised approach can achieve up to
97.2% detection accuracy. Li et al. pursue distraction detec-
tion from a different angle. They exploit kinematic signals
from the vehicle Controller Area Network (CAN) bus, to alle-
viate the dependency on expensive vision sensors. Detection
is then performed with an SVM, achieving 95% accuracy.
Ragab et al. compare the prediction accuracy of dif-
ferent machine learning methods in driving distraction
detection [27], showing that Random Forests perform best
and require only 0.05 s per inference. Liao et al. consider
drivers’ distraction in two different scenarios, i.e., stop-
controlled intersections and speed-limited highways [1].
They design an SVM classifier operating with Recursive
Feature Elimination (RFE) to detect distraction while driving.
The evaluation results suggest that by fusing eye movements
and driving performance information, the classification accu-
racy can be improved in stop-controlled intersection settings.
B. DEEP LEARNING BASED DRIVER
BEHAVIOR IDENTIFICATION
Deep learning is becoming increasingly popular for iden-
tifying driver behaviors. In [28], a multiple scale Faster
Region CNN is employed to detect whether a driver is using
a mobile phone or their hands are on the steering wheel.
The solution operates on images of the face, hands and
steering wheel separately, and then performs classification
on these regions of interest. Experimental results show that
this model can discriminate behaviors with high accuracy
in real-time. Majdi et al. design a dedicated CNN architec-
ture called Drive-Net to identify 10 different behaviors of
distracted driving [19]. Experiments suggest that applying
Region of Interest (RoI) analysis on images of faces can
significantly improve accuracy. ACNNmodel is also adopted
recently in [18], where the authors show the addition of fea-
tures including driver posture through foreground extraction
can improve classification accuracy. Similarly, Kose et al.
reveal that augmenting the input to CNN structures with
temporal information can further enhance classification
performance [17].
Tran et al. build a driving simulator named Carnetsoft
to collect driving data, and utilize 4 different CNN archi-
tectures to identify 10 distracted and non-distracted driving
behaviors [20]. The authors observe that deeper architec-
tures can improve the detection accuracy, but at the cost of
increased inference times. Investigating the trade-off between
accuracy and efficiency remains an open issue. The per-
formance of three different pre-trained convolutional struc-
tures, i.e., AlexNet, GoogLeNet, and ResNet50 is compared
in [16] on a similar binary classification task, revealing all
candidates yield practical inference times in a Matlab-based
environment. A comparison of different neural models
applied to driver behavior classification is also carried out
in [15], where the authors propose an ensemble of convo-
lutional and hierarchical recurrent neural networks, which
increases classification accuracy at the cost of increased
runtimes.
Yuen et al. employ a CNN to perform head pose
estimation during driving [29]. Evaluation results suggest
that incorporating a Stacked Hourglass Network to esti-
mate landmarks and refine the face detection can signifi-
cantly improve the accuracy with different occlusion levels.
In [30], Streiffer et al. investigate mixing different models,
i.e., CNNs, recurrent neural networks (RNNs), and SVMs,
to detect driver distraction. Their ensembling CNN + RNN
approach significantly outperforms simple CNNs in terms of
prediction accuracy. Valeriano et al. combine live video and
optical flows to classify driver behaviors [21], using a two
stream inflated 3D CNN (I3D) [31]. This work trains two
I3Ds for video flow and optical flow separately and averages
their predictions at test time.
Recognizing driver’s behavior with high accuracy, using
inexpensive sensing infrastructure, and achieving this in real-
time remain challenging, yet mandatory for intelligent vehi-
cles that can improve safety and reduce the time during which
the driver is fully engaged. To the best of our knowledge,
existing work fails to meet all these requirements and only
performs behavior recognition from a single view.
III. DATA COLLECTION AND PRE-PROCESSING
In this work, we propose an original driver behavior recogni-
tion system that can classify user actions accurately in real-
time, using input from in-vehicle cameras. Before delving
into our solution (Sec. IV-A), we discuss the data collection
and pre-processing campaign that we conduct while mimick-
ing an autonomous vehicle environment, in order to facilitate
the design, training, and evaluation of our neural network
model.
A. WHY A DUAL-VIEW DRIVER BEHAVIOR
CLASSIFICATION DATASET
Existing datasets previously employed for driver behavior
classification (e.g. [32]–[34]) are largely recorded from a
single viewpoint, i.e., only one camera records the driver’s
actions. Such camera is typically installed below the roof
level on the passenger’s side, in order to provide a compre-
hensive view of the driver’s body movements. However, this
camera alone cannot capture clearly the driver’s facial expres-
sions, which may reflect their cognitive status. Incorporating
a second camera front-facing the driver is therefore important,
as it gathers information from a different angle, providing
extra features that can expedite learning and improving the
performance of the classification system. Importantly, in
the event that one camera is occluded or malfunctioning,
the driver behavior recognition instrument can continue to
operate and provide the intended functionality, as our results
will demonstrate. Aiming to achieve these goals prompts us
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FIGURE 2. Illustration of mock-up car cockpit environment used for data
collection. Curved screen shows a driving video to the participant, while
the side and front cameras record their body movements and facial
expressions, respectively.
to generate a fresh dataset in which the state of the drivers
is recorded from different angles (i.e., capturing both body
movements and facial expressions), so as to enable building
a highly accurate classification framework.
B. DATA COLLECTION
We set up the mock-up car cockpit environment sketched
in Figure 2, which resembles the typical dimensions of a
Dailmer AG Smart Fortwo car, and conduct a user behavior
study, whereby we emulate automated driving conditions
and record data from two cameras (one to the side of the
driver, the other front-facing) that capture driver’s actions.
The mock-up environment follows a setting similar to that
described in [35], but is much simpler, with input data col-
lected only from two cameras and no sensors that are typically
used to measure emotional/cognitive stress, as our focus is on
routine driver actions with lesser mental load. Both cameras
are fixed in terms of locations and always oriented identically
for all drivers. The side camera is placed at approximately
1m from the diver’s head (Figure 2), which allows capturing
well body movements. The video streams captured by each
camera are time stamped, and the time stamps are aligned.
Matching or splicing are thus not required. We recruit a total
of 50 participants, 72% male and 38% female, with different
age, physical appearance, style of clothing, years of driving
experience, first spoken language, and level of computer
literacy.
During the experiments, we use a 49-inch Ultra High
Definition monitor, onto which each participant is shown
35-minute of 4K dashcam footage of both motorway and
urban driving, while being asked to alternate between
‘driving’ and performing a range of tasks.While we acknowl-
edge that car windshields are inclined and have a trapezoid
shape, the driver’s field-of-view is largely rectangular and our
screen has the same width as the base of the windshield of
the representative car we consider. The driving footage was
recorded in the UK, hence in our set-up the driver sits on the
right hand-side.
The cameras record the behavior of the participants
from different angles, capturing body movements and facial
expressions (with a 2× zoom factor) with 640×360 per-frame
pixel resolution and frame rate ranging between 17.14 and
24.74 frames per second (FPS).
We use the OpenCV vision library [36] together with
Python, in order to label each frame of the approximately
60 hours video recorded, distinguishing between the follow-
ing actions:
1) Normal driving: The participant focuses on the road
conditions shown on the screen and acts as if driving.
This includes both predominant situations with the
vehicle in motion and instances where it is stopped
at traffic lights, when the driver’s hand posture may
change.
2) Texting: The participant uses a mobile phone to text
messages to a friend.
3) Eating: The participant eats a snack.
4) Talking: The participant is engaged in a conversation
with a passenger.1
5) Searching: The participant is using a mobile phone to
find information on the web through a search engine.
6) Drinking: The participant consumes a soft drink.
7) Watching video: The participant uses a mobile phone
to watch a video.
8) Gaming: The participant uses a mobile phone to play
a video game.
9) Preparing: The participant gets ready to begin driv-
ing or finishes driving.
The first and last aside, these actions are the most fre-
quently encountered instances of distracted behavior during
driving, and are also within the focus of existing datasets
(e.g., [32], [33]). We will consider additional actions that
are specific to fully autonomous cars, e.g., sleeping (which
would require more sophisticate sensing infrastructure for
gaze detection [34]) as parr of future work. In each exper-
iment, the participant was asked to perform actions (2)–(8)
once, while we acknowledge that in real-life driving such
behaviors can occur repeatedly. We note that other actions
could occur during real driving. However, given the con-
trolled nature of our experiments, we limit inferences to the
above well-defined set. Figure 3 summarizes the amount of
data (number of video frames) collected for each type of
action that the driver performed. We label the dataset in a
semi-automatic manner. Given a video recorded, we input the
start and end time of each behavior, after which the OpenCV
tool can label the corresponding frames within that time
range automatically based on the FPS rate. This significantly
reduces the effort required compared to manual frame-by-
frame labeling.2
1We confine consideration to conversations with front-seat passengers,
given that average car occupancy is widely below two [37] and our envi-
ronment is largely representative of hatchback city cars.
2The dataset collected and source code of our implementation can be
accessed via https://github.com/vyokky/interwoven-CNN.
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FIGURE 3. Summary of the total amount of data (video frames) collected
for each driver behavior.
FIGURE 4. The data pre-processing procedure (cropping and resizing) and
optical flow quiver plots.
C. DATA PRE-PROCESSING
Recall that the raw videos recorded have 640 × 360 resolu-
tion. Using high-resolution images inevitably introduces stor-
age, computational, and data transmission overheads, which
would complicate the model design. Therefore, we employ
fixed bounding boxes to crop all videos, in order to remove
the background, and subsequently re-size the videos to obtain
lower resolution versions. The additional advantage of this
approach is that it reduces the adversarial impact of back-
ground and illumination changes (as it can often be the case
in real driving conditions) on the classification task. Note that
the shape and position of the bounding boxes adopted differ
between the videos recorded with side and front cameras.
We illustrate this process in Figure 4.
Adding Optical Flow (OF) [38] to the input of a model
has proven effective in improving accuracy [39]. The OF is
the instantaneous velocity of the moving objects under scene
surface. It can reflect the relationship between the previous
and current frames, by computing the changes of the pixel
values between adjacent frames in a sequence. Therefore, OF
can explicitly describe the short-term motion of the driver,
without requiring the model to learn about it. The OF vector
d(x,y) at point (x, y) can be decomposed into vertical and
horizontal components, i.e., d(x,y) = {d (x,y)v , d
(x,y)
h }. It has the
same resolution as the original images, as the computation is
done pixel-by-pixel.We show anOF example in Figure 4. Our
classifier will use OF information jointly with labelled video
frames as the input. The experiments we report in Sec. V
confirm that indeed this leads to superior inference accuracy.
Lastly, we downsample the videos collected, storing only
every third frame and obtaining a dataset with 5.71–8.25 FPS,
which reduces data redundancy. We will feed the designed
model with 15 consecutive video frames and corresponding
14 OF vectors, spanning 1.82 to 2.62 seconds of recording.
Such duration has been proven sufficient to capture entire
actions, while obtaining satisfactory accuracy [40].
IV. MULTI-STREAM INTERWOVEN CNNs
We propose a deep neural network architecture specifically
designed for classifying driver behavior in real-time, which
we call Interwoven Deep Convolutional Neural Network
(InterCNN). Our solution uses multi-stream inputs (i.e., side
video streams, side optical flows, front video streams, and
front optical flows) and merges via fusion layers abstract
features extracted by different convolutional blocks. Over-
all this ensemble demonstrably improves model robust-
ness. We illustrate the overall architecture of our model in
Figure 5(a). For completeness, we also show two simpler
benchmark architectures, namely (i) a plain CNN, which uses
only the side video stream as input (see Figure 5(b)) and
(ii) a two-stream CNN (TS-CNN), which takes the side video
stream and the side optical flow as input (see Figure 5(c)).
Both of these structures can also be viewed as components of
the InterCNN.
A. THE InterCNN ARCHITECTURE
Diving into Figure 5(a), the InterCNN is a hierarchical
architecture which embraces multiple types of blocks and
modules. It takes four different streams as input, namely
side video stream, side optical flow, front video stream and
front optical flow. Note that these streams are all four-
dimensional (i.e., time, height, width, and RGB channel)
for each video frame, and (time, height, width, vertical and
horizontal components) for OF frames. The raw data is
individually processed in parallel by 7 stacks of 3D CNN
blocks. A 3D CNN block is comprised of a 3D convolutional
layer to extract spatio-temporal features [41], a Batch Nor-
malization (BN) layer for training acceleration [42], and a
Scaled Exponential Linear Unit (SELU) activation function
to improve the model non-linearity and representability [43].
Here,
SELU (x) = λ
{
x, if x > 0;
αex − α, if x ≤ 0,
where the parameters λ = 1.0507 and α = 1.6733 are
frequently used. We refer to these four streams of 3D CNNs
as side spatial stream, side temporal stream, front spatial
stream, and front temporal stream respectively, according to
the type of input handled. Their outputs are passed to two
temporal fusion layers to absorb the time dimension and
perform the concatenation operation along the channel axis.
Through these temporal fusion layers, intermediate outputs
of spatial and temporal streams are merged and subsequently
delivered to 25 stacks of Interweaving modules. We illustrate
the construction of such modules in Figure 6 and detail their
operation next.
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FIGURE 5. Three different neural network architectures employed in this study. The plain CNN only uses the side video stream as input,
the two-streaming CNN adds extra side OFs, while the InterCNN employs both side and front video streams and optical flows.
FIGURE 6. Anatomic structure of an interweaving module.
B. INTERWEAVING MODULES
The Interweaving module draws inspiration from
ResNets [44] and can be viewed as a multi-stream version
of deep residual learning. The two inputs of the module
are processed by different CNN blocks individually, and
subsequently delivered to a spatial fusion layer for feature
aggregation. The spatial fusion layer comprises a concate-
nation operation and a 1 × 1 convolutional layer, which can
reinforce and tighten the overall architecture, and improve the
robustness of the model [45]. Experiments will demonstrate
that this enables the model to maintain high accuracy even
if the front camera is blocked completely. After the fusion,
another two CNN blocks will decompose the merged fea-
tures in parallel into two-stream outputs again. This main-
tains the information flow intact. Finally, the residual paths
connect the inputs and the outputs of the final CNN blocks,
which facilitates fast backpropagation of the gradients during
model training. These paths also build ensembling structures
with different depths, which have been proven effective in
improving inference accuracy [46]. After processing by the
Interweaving blocks, the intermediate outputs obtained are
sent to a Multi-Layer Perceptron (MLP) to perform the final
classification. Notably, the InterCNNs can be trained in an
end-to-end manner by backpropagation, that is the weights
of the model are adjusted by computing the gradient of the
training loss function with different inputs [47].
C. CNN BLOCKS EMPLOYED
The CNN blocks employed within the interweaving mod-
ules are key to performance, both in terms of accuracy and
inference time. Our architecture is sufficiently flexible to
allow different choices for these CNN blocks. In this work,
we explore the vanilla CNN block, MobileNet [22] and
MobileNet V2 [23], as well as ShuffleNet [48] and ShuffleNet
V2 [49] structures, and compare their performance. We are
particularly interested in the Mobile-/Shuffle-Net architec-
tures, due to their purpose-built design aimed at execution
on embedded devices with limited computation capabili-
ties, such as automotive IoT. We show the architectures of
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FIGURE 7. The different CNN blocks employed in this study.
TABLE 1. Configuration of the different convolutional blocks considered.
these choices in Figure 7 and summarize their parameters
in Table 1.
The vanilla CNN block embraces a standard 2D CNN
layer, a BN layer and a Rectified Linear Unit (ReLU) acti-
vation function. This is a popular configuration and has been
employed in many successful classification architectures,
such as ResNet [44]. However, the operations performed in
a CNN layer are complex and involve a large number of
parameters. This may not satisfy the resource constraints
imposed by vehicular systems. The MobileNet [22] decom-
poses the traditional CNN layer into a depthwise convolution
and a pointwise convolution, which significantly reduces
the number of parameters required. Specifically, depthwise
convolution employs single a convolutional filter to perform
computations on individual input channels. In essence, this
generates an intermediate output that has the same number of
channels as the input. The outputs are subsequently passed to
a pointwise convolution module, which applies a 1× 1 filter
to perform channel combination. MobileNet further employs
a hyperparameter α to control the number of channels, and ρ
to control the shape of the feature maps. We set both α and ρ
to 1 in our design. In summary, the MobileNet block breaks
the filtering and combining operations of a traditional CNN
block into two layers. This significantly reduces the computa-
tional complexity and number of parameters required, while
improving efficiency in resource-constrained devices.
The MobileNet V2 structure [23] improves the MobileNet
by introducing an inverted residual and linear bottleneck. The
inverted residual incorporates the residual learning specific
to ResNets. The input channels are expanded through the
first 1 × 1 convolutional layer, and compressed through the
depthwise layer. The expansion is controlled by a parameter t ,
which we set to 6 as default. To reduce information loss,
the ReLU activation function in the last layer is removed.
Compared toMobileNet, the second version has fewer param-
eters and higher memory efficiency. As we will show, this
architecture may sometimes exhibit superior accuracy. Both
MobileNet and MobileNet V2 are tailored to embedded
devices, as they make inferences faster with smaller mod-
els. These makes them suitable for in-vehicle classification
systems.
ShuffleNet employs pointwise group convolution and
channel shuffle to reduce computation complexity, so as to
meet the constraints of mobile platforms, while maintaining
accuracy [48]. Channel shuffling is a differentiable operation
that enables information to flow between different groups of
channels, thereby improving representation while allowing
to train the stucture end-to-end. ShuffleNet V2 improves
the efficiency of its precursor architecture, by introducing
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a channel split operator [49]. This splits the input feature
channels and reduces the complexity associated with group
convolution operations by replacing these with regular 1× 1
convolutions and branch concatenation, with channel shuf-
fle allowing information exchanges between the branches.
In the same spirit as the MobileNet blocks, ShuffleNet (V2)
should be particularly well-suited to behavior classifica-
tion on embedded platforms, yet the performance difference
between the two on this task remains to be uncovered.
V. EXPERIMENTS
In this section, we first describe briefly the implementation of
the proposed InterCNN for driver behavior recognition, then
compare the prediction accuracy of different CNN blocks
that we can incorporate in this architecture. Subsequently,
we examine complexity–accuracy tradeoffs, introduce a tem-
poral voting scheme to improve performance, and show that
our architecture is robust to losses in the input. Finally,
we dive deeper into the operation of the proposed model,
visualizing the output of the hidden layers, which helps
understanding what knowledge is learned by the InterCNN.
A. IMPLEMENTATION
We implement the different neural network architectures
studied in TensorFlow version 1.4.0 [50] with the Ten-
sorLayer version 1.6.7 library [51]. We train all models
using a batch size of 100, on average for 136 epochs,
each with 10,600 iterations, using the Adam optimization
algorithm [52], which is based on stochastic gradient descent.
With this we seek to minimize the standard cross-entropy
loss function between true labels and the outputs produced by
the deep neural networks. Training is performed for approx-
imately 10 days (with early-stop based on the validation
error) on a computing cluster with 18 nodes, each equipped
with two Intel Xeon E5-2620 processors (24 logical cores)
clocked at 2.1 GHz, 64 GB of RAM and a mix of multiple
NVIDIA TITAN X and Tesla K40M GPUs, each with 12GB
of memory. To maintain consistency when evaluating their
computation efficiency, we test all models using a worksta-
tion equipped with an Intel Xeon W-2125 CPU clocked at
2.66 GHz, 32GB of RAM, and an NVIDIA TITAN X GPU.
B. ACCURACY ASSESSMENT
We randomly partition the entire dataset into a training set
(30 videos), a validation set (10 videos), and a test set
(10 videos), and repeat the partitioning process 5 times,
reporting average performance across 5 different test sets for
completeness. We assess the accuracy of our solution on two
categories of behaviors. The first considers all the 9 different
actions performed by the driver (see Sec. III). In the second
round, we aggregate the behaviors that are visually similar
and carry similar user cognitive status. In particular, [Texting,
Searching, Watching Video, Gaming] are aggregated into a
‘‘Using phone’’ behavior, and [Eating, Drinking] are com-
bined into a single ‘‘Eat & Drink’’ action. To put things into
FIGURE 8. Prediction accuracy in the case of classification among
9 different driver behaviors (top) and aggregate tasks (bottom), for all the
neural network architectures considered.
perspective, we also consider the two stream inflated 3DCNN
(I3D) [21] as a baseline approach.
In Figure 8, we show the prediction accuracy of the
InterCNN architecture with all the CNN block types con-
sidered, as well as that of plain and two-stream CNN archi-
tectures, each employing the same three types of blocks.
Observe that in the case of ‘‘full behavior’’ recognition (top
subfigure), the proposed InterCNN with MobileNet blocks
achieves the highest prediction accuracy, outperforming the
plain CNN by 8.45%. Further, we can see that feeding the
neural network with richer information (optical flows
and front images) improves accuracy, as our two-stream
CNN and InterCNN on average outperform the plain
CNN by 8.44% and 4.50% respectively. This confirms
that the OF and facial expressions provide useful descrip-
tions of the behaviors, which our architectures effectively
exploits. Both structures further outperform the baseline two-
stream I3D. It is also worth noting that, although the per-
formance gains over the plain CNN may appear relatively
small, the amount of computational resource required by
our architecture, inference times, and complexity are sig-
nificantly smaller. We detail these aspects in the following
subsection.
Turning attention to the aggregated behavior (bottom sub-
figure), observe that the accuracy improves significantly
compared to when considering all the different actions
the driver might perform, as we expect. This is because
some behaviors demonstrate similar patterns (e.g., texting
and web searching), which makes discriminating among
these extremely challenging. Overall, the InterCNN with
MobileNet blocks obtains the best prediction perfor-
mance when similar behaviors are aggregated, outper-
forming other architectures by up to 5.84%. In addition,
our two-stream CNN and InterCNN consistently outperform
the plain CNN, as well as the existing two-stream I3D that we
consider as baseline.
C. MODEL COMPLEXITY & INFERENCE TIME
Next, we compare the model size (in terms of num-
ber or weights and biases to be configured in the model),
inference time, and complexity (quantified through floating
point operations – FLOPs) of InterCNNs with different CNN
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FIGURE 9. Comparison of number of parameters (left), inference time (middle) and FLOPS (right) on
InterCNNs with different CNN blocks.
blocks. Lower model size will pose smaller storage and mem-
ory requirements on the in-vehicle system. The inference time
refers to how long it takes to perform one instance of driver
behavior recognition. This is essential, as such applications
are required to perform in real-time. Lastly, the number of
FLOPs [53] is computed by counting the number of mathe-
matical operations or assignments that involve floating-point
numbers, and is routinely used to evaluate the complexity of
a model.
We illustrate this comparison in Figure 9. Observe that
Mobile-/Shuffle-Net (V2) blocks have similar numbers of
parameters, and these are 4 times fewer than those of
vanilla CNN blocks. This is consistent with the conclusions
drawn in [22] and [23]. Overall, when adopting MobileNet
V2 blocks in all the architectures shown in Figure 5, our Inter-
woven CNN involves training 19,870,139 parameters; this is
only about 8% more than the number trained with the plain
CNN and TS-CNN structures, which have 18,247,277 and
respectively 18,299,099 parameters. Observe also that, Inter-
CNNs with MobileNet/ShuffleNet blocks can infer driver
behavior within 15 ms per instance (center subfigure) with
the help of a GPU, which satisfies the real-time constraints of
intelligent vehicle systems. In addition, our approach require
28 ms, 25 ms and 23 ms when plain CNN, TS-CNN and
interwoven CNN are employed with MobileNet V2 blocks.
Note that the computation time is obtained using an NVIDIA
Tesla K40M GPU, which can perform 1.682 TFLOPS. Con-
sidering the NVIDIA Jetson AGX Xavier in-vehicle GPU,3
which can deliver 5 TFLOPS, our architectures can easily
perform inferences in a real-time manner on embedded sys-
tems. Runtime performance is indeed similar to that of an
architecture employing CNN blocks, yet less complex, while
an architecture with MobileNet blocks is 46.2% faster than
with MobileNet V2 blocks. Lastly, the number of FLOPs
required by an InterCNN with MobileNet or ShuffleNet
(V2) blocks is approximately 4.5 and 6 times smaller
than when employing CNN and respectively MobileNet
V2 blocks. This requirement can be easily handled in real-
time even by a modern CPU.
3Jetson AGX Xavier, https://developer.nvidia.com/embedded/jetson-agx-
xavier
FIGURE 10. Illustration of the temporal voting (TV) scheme.
TABLE 2. Inference accuracy gained with different CNN blocks over full
behaviors, before\after applying the TV scheme.
D. TEMPORAL VOTING
In the collected dataset, since the videos are recorded at high
FPS rate, we observe that the behavior of a driver will not
change very frequently over consecutive frames that span
less than 3 seconds. Therefore, we may be able to reduce
the likelihood of misclassification by considering the actions
predicted over recent frames. To this end, we employ a
temporal voting scheme, which constructs an opinion poll
storing the inferred behaviors over the n most recent frames,
and executes a ‘‘voting’’ procedure. Specifically, the driver’s
action is determined by the most frequent label in the poll.
We illustrate the principle of this Temporal Voting (TV)
procedure in Figure 10. We set n = 15, by which the poll
size bears the same temporal length as the inputs.
We show the prediction accuracy gained after applying TV
in Tables 2 and 3. Observe that the TV scheme improves
the classification accuracy of all architectures on both full
and aggregated behavior sets. In particular, on average the
accuracy on full behavior recognition increases by 2.17%,
and that of aggregated behavior recognition by 1.78%. This
demonstrates the effectiveness of the proposed TV scheme.
Further, we show normalized confusion matrices in
Figure 11 for both classification cases, with the TV scheme
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TABLE 3. Inference accuracy gained with different CNN blocks over
aggregated behaviors before\after applying the TV scheme.
FIGURE 11. The normalized confusion matrices for both classification
cases with the TV scheme using InterCNNs.
using InterCNNs. For full behaviors classification, observe
that our InterCNNs do not classify the ‘‘watching video’’
and ‘‘gaming’’ particularly well, as they are visually similar.
When aggregating these with ‘‘texting’’ and ‘‘searching’’
actions into a ‘‘using phone’’ class, the accuracy increases to
89%. Further, ‘‘talking’’ is difficult for the model to classify,
since this behavior does not encompass a distinctive feature,
such as holding a phone or a drink. Incorporating additional
sensors (e.g. microphone), may help improve performance.
Overall, our model performs well on aggregated behav-
iors, as accuracy improves by 8%.
E. MODEL INSIGHTS
Lastly, we delve into the inner workings of the InterCNN
by visualizing the output of the hidden layers of the model,
aiming to better understand how the neural network ‘‘thinks’’
of the data provided as input and what knowledge it learns.
T-distributed Stochastic Neighbor Embedding Vizualiza-
tion: We first adopt the t-distributed Stochastic Neighbor
Embedding (t-SNE) [54] to reduce the dimension of the last
layer (the MLP layer in Figure 5(a)), and plot the hidden
representations of a testing video (35,711 frames) into a two-
dimensional plane, as shown in Figure 12. In general, the
t-SNE approach arranges data points that have a similar code
nearby in the embedding. In general, t-SNE is a nonlinear
dimensionality reduction technique that is used to embed
high-dimensional data, so as to enable visualization in a
low-dimensional (e.g., 2D) space, in terms of pairwise dis-
tance between points. This typically reflects how the model
‘‘thinks’’ of the data points, as similar data representations
will be clustered together.
Interestingly, the embeddings of the ‘‘Eating’’ and ‘‘Drink-
ing’’ actions remain close to each other, as both actions
require to grasp a snack or drink and bring this close to
the mouth. Furthermore, the embeddings of actions that
use a phone (i.e., ‘‘Web searching’’, ‘‘Texting’’, ‘‘Watching
videos’’, and ‘‘Gaming’’) are grouped to the right side of the
plane, as they are visually similar and difficult to differentiate.
Moreover, as ‘‘Preparing’’ involves a combination of actions,
including sitting down and talking to the experiment instruc-
tor, its representation appears scattered. These observations
suggest that our model effectively learns the feature of differ-
ent behaviors after training, as it projects similar data points
onto nearby positions.
Hidden Layer Output Visualization: We also investigate
the knowledge learned by the model from a different per-
spective, by visualizing the output of the hidden layers of
the 3D CNN block before the temporal fusion layers. This
will reflect the features extracted by each individual neural
network stream. We show a snapshot of such visualization
in Figure 13. Observe that the spatial streams perform ‘‘edge
detection’’, as the object edges in the raw inputs are outlined
by the 3D CNN. On the other hand, the output of the hidden
layers in the temporal steams, which process the optical
flows, are too abstract to interpret. In general, the abstraction
level of the features extracted will increase with the depth of
the architecture; it is the sum of such increasingly abstract
features that enables the neural network to perform the final
classification of behaviors with high accuracy.
We conclude that, by employingMobileNet blocks in Inter-
CNNs, we achieve the highest accuracy in the driver behavior
recognition task, as compared with any of the other candi-
date CNN block architectures. The InterCNN + MobileNet
combo also demonstrates superior computational efficiency,
as it requires the lowest number of parameters, exhibits the
fastest inference times and the least FLOPs. Importantly, our
design is robust to lossy inputs. The sum of these advantages
makes the proposed InterCNN with MobileNet blocks an
excellent solution for accurate driver behavior recognition,
easily pluggable in modern in-vehicle intelligent systems.
F. DISCUSSION
Finally, we discuss the advantages of a dual-view approach
to driver behavior recognition, as well as limitations and
potential improvements of our InterCNN.
The key benefit of operating with two video streams as is
the improvement of the system’s robustness to lossy input.
To demonstrate this we block the front video and the front OF
inputs when performing inferences, and examine again the
classification accuracy. Such circumstances can occur in real
world settings, e.g., the camera may be intentionally or acci-
dentally occluded by the driver. To cope with such conditions,
we fine-tune our model by performing ‘‘drop-outs’’ over
the inputs [55]. Specifically, we block the front video and
the front OF streams with probability p = 0.5 during the
training and testing of the InterCNN with MobileNet blocks.
We summarize the obtained performance in Figure 14. Note
that by blocking the front video and the front OF streams,
the input of the InterCNN is the same as that fed to the two-
stream CNN, while the architecture remains unchanged.
Observe that although the prediction accuracy of InterCNN
drops slightly when the inputs are blocked, the InterCNNwith
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FIGURE 12. Two-dimensional t-SNE embedding of the representations in the last hidden layer of the InterCNN with MobileNet blocks.
Data generated using a full test video (35,711 frames).
FIGURE 13. The input videos frames, optical flows, and hidden outputs of
the 3D CNN blocks before two temporal fusion layers. Figures shown
correspond to a single instance.
occluded inputs continues to outperform the two-steam CNN
in the full behavior recognition task. This suggests that our
proposed architecture with Interweaving modules is effective
and highly robust to lossy input.
Another aspect that may be important in practical settings
where the cameras that provide input to our driver behavior
recognition system do not incorporate robust image stabi-
lization software, is motion blur induced by shaking due to
uneven road surfaces. To examine the impact of such phe-
nomenon, we apply motion blur (degree = 10, angle = 60)
FIGURE 14. Comparison of accuracy of two-stream CNN, InterCNN, and
InterCNN with occluded inputs. All architectures employ MobileNet
blocks.
to every frame in the test set with 20% probability, without
retraining. The consequences of this effect and the perfor-
mance assessment of the InterCNNwithMobileNet modules,
with and without this effect are shown in Figure 15.We notice
that ‘bumpy’ roads reduce the classification performance on
aggregate behaviors by approximately 15%. This emphasizes
the importance of image stabilization technology, which has
become affordable and is already widely incorporated in off-
the-shelf cameras.
While our experiments have been conducted in a tightly
controlled environment, further research is needed to consider
a richer set of actions, which the driver may conduct
(including reaching out for items in the car cockpit or
operating car entertainment systems), different driver back-
ground settings due to travel, or level of cognitive decline
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FIGURE 15. Sample frames with/without motion blur and classification
performance of InterCNN with MobileNet modules in the
absence/presence of this effect.
(e.g., tiredness, micro-sleep), which call for more sophis-
ticated biometric/eye-tracking infrastructure. Nonetheless,
the proposed InterCNN offers promising results towards
achieving practical full vehicle automation.
VI. CONCLUSION AND FUTURE WORK
In this paper, we proposed an original Interwoven Convolu-
tional Neural Network (InterCNN) to perform driver behavior
recognition. Our architecture can effectively extract informa-
tion from multi-stream inputs that record the activities per-
formed by drivers from different perspectives (i.e., side video,
side optical flow, front video, and front optical flow), and
fuse the features extracted to perform precise classification.
We further introduced a temporal voting scheme to build an
ensembling system, so as to reduce the likelihood of misclas-
sification and improve accuracy. Experiments conducted on
a real-world dataset that we collected with 50 participants
demonstrate that our proposal can classify 9 types of driver
behaviors with 73.97% accuracy, and 5 classes of aggregated
behaviors with 81.66% accuracy. Our model makes such
inferences within 15 ms per instance, which satisfies the real-
time constraints of modern in-vehicle systems. The proposed
InterCNN is further robust to lossy data, as inference accuracy
is largely preserved when the front video and front optical
flow inputs are occluded.
Future work will involve collecting data from additional
sensors mounted on a real car, such as infrared cameras,
breaking, speed, car body sensors and from external sources
(e.g. weather reports). We expect this to help build more
robust driver behavior recognition systems that can operate in
more challenging conditions, such as driving at night or dur-
ing heavy rain/fog conditions.
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