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THE MULTIPLICITY OF ABELIAN COVERS OF SPLICE
QUOTIENT SINGULARITIES
TOMOHIRO OKUMA
Dedicated to Professor Tadashi Tomaru on the occasion of his sixtieth birthday
Abstract. From a resolution graph with certain conditions, Neumann and
Wahl constructed an equisingular family of surface singularities called splice
quotients. For this class some fundamental analytic invariants have been com-
puted from their resolution graph. In this paper we give a method to compute
the multiplicity of an abelian covering of a splice quotient from its resolution
graph and the Galois group.
1. Introduction
Splice quotient singularities were introduced by Neumann and Wahl ([6], [7], [8]),
which are a broad generalization of quasihomogeneous complex surface singularities
with rational homology sphere links.
Let (X, o) be a normal complex surface singularity with rational homology sphere
link and Γ the weighted dual graph of (X, o), i.e., the weighted dual graph of the
exceptional set of the minimal good resolution. It is well-known that Γ determines
the topology of (X, o), and the converse is also true. Our main issue is to clarify
which analytic invariants can be computed from Γ, and to give a method to compute
them. Let ϕ : (Xu, o)→ (X, o) denote the universal abelian cover. Under a certain
condition on Γ, Neumann and Wahl gave a method to construct explicitly the
so-called “splice diagram equations” from Γ. These equations define a complete
intersection normal surface singularity Z homeomorphic to Xu, having an action
of the Galois group of ϕ with quotient Y homeomorphic to X ; the singularity Y is
called a splice quotient. It is very natural to expect that some analytic invariants
of splice quotients can be computed from their weighted dual graphs. In fact,
since the end curve theorem (a characterization of splice quotients) was given by
Neumann–Wahl [9], we have been able to compute the geometric genus ([12]),
the dimension of cohomology groups of certain invertible sheaves ([12], [5], [4],
[2]), and the multiplicity ([2]) of splice quotients from their weighted dual graphs.
However, we should remark that the embedding dimension, which is one of the
most fundamental analytic invariants, is not topological even for quasihomogeneous
singularities.
In this article, we generalize the results on the multiplicity. Namely, we consider
an arbitrary abelian covering (X ′, o)→ (X, o) of a splice quotient (X, o) such that
X ′ \ {o} → X \ {o} is unramified, and we give an explicit method to compute the
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multiplicity of (X ′, o) from Γ and the Galois group G′ of X ′ → X . Consequently,
the multiplicity of (X, o) and (Xu, o) can be computed from Γ. Note that we do
not need to compute the weighted dual graph Γ′ of (X ′, o); it seems difficult to
obtain Γ′ from Γ and G′. The outline of our approach is as follows. If the ideal
sheaf IZ of the maximal ideal cycle Z on a good resolution X˜ of X is generated
by global sections, then the multiplicity of (X, o) is −Z · Z, where Z · Z denotes
the self-intersection number of Z. Let X˜ ′ be a good resolution of (X ′, o) with a
morphism ψ : X˜ ′ → X˜ that naturally induces the covering X ′ \{o} → X \{o}. The
end curve theorem enables us to determine whether required functions on X˜ (resp.
X˜ ′) exist by Γ (resp. Γ and G′). Then we can find a rational cycle Z ′ on X˜ such
that ψ∗Z ′ is the maximal ideal cycle on X˜ ′, and blowing-ups that resolve the base
points of the ideal sheaf. Thus, on an appropriate good resolution, the multiplicity
of (X ′, o) can be computed as |G′|(−Z ′ · Z ′), where |G′| denotes the order of the
group G′.
The multiplicity of these singularities can also be obtained by the theory of
Gro¨bner basis (one needs to compute the equations for (X ′, o) from splice diagram
equations with group action). However our method is rather based on linear algebra
and combinatorics on graphs and it may be easier to apply. We will use “monomial
cycles” to connect directly the combinatorics of the graph and the complex structure
of the singularity.
This article is organized as follows. Section 2 summarizes basic facts on abelian
coverings of a surface singularity. In Section 3, we discuss the maximal ideal cycle
on a resolution of an abelian covering in terms of rational cycles on a resolution
of the underlying singularity. In Section 4, we give a brief introduction of splice
quotients and a lemma on generators of certain ideals associated with a cycles on a
resolution of a splice quotient. The main theorem is proved in Section 5; the point
here is to control the base points of the ideal sheaf on a resolution generated by the
maximal ideal of the singular point. In the last section, applying our method, we
compute some concrete examples.
The author thanks the referees for their helpful comments and suggestions that
greatly improved this paper.
2. Abelian covers
Let (X, o) be a normal complex surface singularity with rational homology sphere
link Σ. We may assume that X is homeomorphic to the cone over the link Σ. Let
pi : X˜ → X be a good resolution and {Ev}v∈V the set of irreducible components of
the exceptional divisor E := pi−1(o). By the assumption, E is a tree of rational
curves. We call an element of the group
L :=
∑
v∈V
ZEv
a cycle. Since the intersection matrix I(E) := (Ev · Ew) is negative definite, for
every v ∈ V there exists an effective Q-cycle E∗v ∈ L⊗Q such that E∗v ·Ew = −δvw,
where δvw denotes the Kronecker delta. We define abelian groups as follows:
L∗ :=
∑
v∈V
ZE∗v ⊂ L⊗Q, H := L∗/L.
Then H ∼= H1(Σ,Z).
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Definition 2.1. We call a finite morphism (Y, o)→ (X, o) of normal surface singu-
larities an abelian covering if it induces an unramified abelian covering Y \ {o} →
X \ {o}. We denote the Galois group of the covering by G(Y/X). The universal
abelian covering is the abelian covering (Xu, o)→ (X, o) with G(Xu/X) = H .
There is a one-to-one correspondence between abelian covers of (X, o) and sub-
groups of H . Next we give a description of the abelian covering in terms of eigen-
sheaves (see [12] or [10] for details).
Let Hˆ = Hom(H,C∗). Then an isomorphism θ : H → Hˆ is defined by
θ(h)(h′) = exp(2pi
√−1h · h′), h, h′ ∈ H,
where the pairing (h, h′) 7→ h · h′ ∈ Q/Z is determined by the matrix I(E). Let Θ
denote the composite of the natural map L∗ → H and θ. For any divisor D on X˜,
we define
c1(D) =
∑
v∈V
(−D · Ev)E∗v ∈ L∗.
There exists a set {Lχ}χ∈Hˆ of effective divisors on X˜ with properties:
(1) Θ(c1(Lχ)) = χ;
(2) |H |Lχ ∼ c1(|H |Lχ);
(3) [c1(Lχ)] = 0, where [D] denotes the integral part of a Q-divisor D.
Since Pic(X˜) has no torsion elements, such a divisor Lχ is uniquely determined up
to linear equivalence. For every D ∈ L∗ we set
σ(D) = LΘ(D) + [D].
Note that |H |D ∼ σ(|H |D) for any D ∈ L∗. Let Lχ = OX˜(−Lχ).
Proposition 2.2 (cf. [10, §3.2]). We have a collection {Lχ ⊗ Lχ′ → Lχχ′} of
homomorphisms which defines the OX˜ -algebra structure of an OX˜-module A :=⊕
χ∈Hˆ Lχ satisfying the following:
(1) The projection SpecanX pi∗A → X coincides with q : Xu → X.
(2) X˜u := SpecanX˜ A has only cyclic quotient singularity and there is a mor-
phism ρ : X˜u → Xu which is a partial resolution, and the following diagram
is commutative:
X˜u
p−−−−→ X˜
ρ
y yπ
Xu −−−−→
q
X
(3) The module Lχ (resp. pi∗Lχ) is the χ-eigensheaf of p∗OX˜u (resp. q∗OXu).
Let q1 : (X1, o) → (X, o) be an abelian covering with Galois group G1. Then
there exists a subgroup H1 of H such that X1 = X
u/H1 and G1 = H/H1. Let
X˜1 = X˜
u/H1. We have the following commutative diagram:
X˜u //
ρ

X˜1
p1
//
π1

X˜
π

Xu // X1 q1
// X
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For any subgroup V ⊂ H , we define groups V ⊥ and V ♭ as follows:
V ⊥ =
{
χ ∈ Hˆ |χ(V ) = {1}
}
, V ♭ = {h ∈ H |V · h = {0}}.
We easily see the following:
(1) H/H♭1
∼= Hom(H1,Q/Z) ∼= Hˆ1 := Hom(H1,C∗) ∼= H1.
(2) (H♭1)
♭ = H1.
Lemma 2.3. We have p1∗OX˜1 =
⊕
χ∈H⊥
1
Lχ and G(X1/X) ∼= H♭1.
Proof. For any h ∈ H and f ∈ H0(Lχ), we have h ·f = χ(h)f . Hence f is invariant
under H1-action if and only if χ(h) = 1 for all h ∈ H1. 
Remark 2.4. The geometric genus pg(X1, o) of (X1, o) is expressed as
h1(OX˜1) =
∑
χ∈H⊥
1
h1(Lχ).
In case X is a splice quotient, the invariant h1(Lχ) can be computed from Γ (see
[12, 4.5], or [2, §2]), and thus pg(X1, o) can be computed from Γ and H1.
Let E1 denote the exceptional set of X˜1, and L
1 the group of cycles supported
in E1.
Definition 2.5. If D ∈ L∗, f ∈ H0(OX˜(−σ(D))) \ {0}, and C := div(f) − σ(D)
has no component of E, then we write (f)E = D. By the same manner, we define
(f)E1 for f ∈ H0(OX˜1(−D)) \ {0} with D ∈ L1.
For example, if f ∈ H0(OX˜) and div(f) = D + C, where D ∈ L and C has
no component of E, then (f)E = D. For f ∈ H0(Lχ) and g ∈ H0(Lχ′) we
simply denote by fg ∈ H0(Lχχ′ ) the product in the algebra H0(A). Then we have
(fg)E = (f)E + (g)E (cf. [12, 2.1]).
Lemma 2.6. Let χ ∈ H⊥1 and f ∈ H0(Lχ). Regarding f as a regular function on
X˜1, we write it as f1. Then (f1)E1 = p
∗
1(f)E. In particular, p
∗
1D ∈ L1 for any
D ∈ Θ−1(χ).
Proof. Let fe denote the e-th power of f in the algebra
⊕
χ∈H⊥
1
H0(Lχ), where
e = |H⊥1 |. Then fe ∈ H0(OX˜), e(f)E ∈ L, and fe1 = p∗1(fe). Hence e(f1)E1 =
ep∗1(f)E . 
3. The maximal ideal cycle and the multiplicity
For any set D of effective Q-divisors on a normal varietyW , we denote by minD
the set of minimal elements of D with respect to the order ≥ and by gcdD the
maximal Q-divisor on W (if it exists) such that gcdD ≤ D for every D ∈ D.
Definition 3.1. Let mX denote the maximal ideal of OX,o. The maximal ideal
cycle on X˜ is defined to be the effective cycle
gcd {(pi∗f)E | f ∈ mX \ {0}}.
Note that the maximal ideal cycle can be defined on any partial resolution.
We shall compute the multiplicity of the singularity applying the following (cf.
[16, 2.7], [15, 4.6]).
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Theorem 3.2. Let Z be the maximal ideal cycle on X˜. If OX˜(−Z) is generated
by its global sections at every point of E, then the multiplicity mult(X, o) of (X, o)
is −Z · Z.
Assume that D is a subset of L⊗Q and gcdD exists.
To express the maximal ideal cycle on the resolution space of an abelian cover
of X in terms of the gcd of elements of L⊗Q, we introduce a condition on D. For
any open subset U ⊂ X˜, let DU = {D|U |D ∈ D}.
Definition 3.3. We say that D satisfies the GCD condition at a point x ∈ E
if there exists a neighborhood U ⊂ X˜ of x such that minDU = {gcdDU}, i.e.,
gcdDU ∈ DU . We simply say that D satisfies the GCD condition if D satisfies the
GCD condition at every point x ∈ E.
Clearly the condition that gcdDU ∈ DU is always satisfied on a neighborhood
of any nonsingular point of E.
For any surjective morphism ϕ : W → X˜ , let ϕ∗D = {ϕ∗D |D ∈ D}.
Example 3.4. Suppose that E1 ·E2 = 1. Let D1 = 2E1+3E2, D2 = 5E1+E2, and
D = {D1, D2}. Then gcdD = 2E1+E2 and D does not satisfy the GCD condition.
Let ϕ : W → X˜ be the blowing-up at E1 ∩ E2 and C ⊂ W the exceptional curve.
Then
gcdϕ∗D = ϕ∗ gcdD + 2C.
Lemma 3.5. Let ϕ : W → X˜ be any surjective morphism such that W is also a
partial resolution of a surface singularity with exceptional set ϕ−1(E). Assume that
D satisfies the GCD condition. Then ϕ∗D also satisfies the GCD condition and
ϕ∗ gcdD = gcdϕ∗D.
Proof. Let U be as in Definition 3.3 and ϕU = ϕ|ϕ−1(U). Then we see that
minϕ∗UDU = ϕ∗U minDU and (gcdϕ∗D)|ϕ−1(U) = ϕ∗U gcdD|U . 
Lemma 3.6. Assume that minD is a finite set. Then there exists a birational
morphism ϕ : W → X˜ such that ϕ∗D satisfies the GCD condition. In fact, ϕ is
obtained by a finite succession of blowing-ups at singular points of exceptional sets
where the GCD condition is not satisfied.
Proof. In [10, 6.4], D is said to be locally ordered if {D1, D2} satisfies the GCD
condition for arbitrary D1, D2 ∈ D. By [10, 6.5], if D is finite then there exists a
morphism ϕ : W → X˜ with ϕ∗D being locally ordered. In fact, ϕ is obtained by
a finite succession of blowing-ups at singular points of exceptional sets where the
property being locally ordered is not satisfied. Applying this argument to the set
minD, we obtain the assertion. 
We identify the local ring OX1,o with pi∗
(⊕
χ∈H⊥
1
Lχ
)
o
, and let m1 denote the
maximal ideal of OX1,o. Suppose that x1, . . . , xm ∈ m1 generate m1 and xi ∈
(pi∗Lχi )o for i = 1, . . . ,m. Let D denote the set of Di := (pi∗xi)E , i = 1, . . . ,m.
Note that Θ(Di) = χi. Let ϕ denote the composite of any resolution X¯1 → X˜1 of
the singularities of X˜1 and the morphism p1 : X˜1 → X˜, and Z1 the maximal ideal
cycle on X¯1. By Lemma 2.6, we have Z
1 = gcd{ϕ∗D1, . . . , ϕ∗Dm}. Let Z = gcdD.
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Proposition 3.7. Assume that for every point x ∈ E there exist a neighborhood
U ⊂ X˜ of x and Di ∈ D such that Z|U = Di|U and OX˜(−σ(Di)) is generated by
its global sections at every point of U ∩ E. Then mult(X1, o) = −|H/H1|Z · Z.
Proof. Since D satisfies the GCD condition, Z1 = ψ∗Z by Lemma 3.5. Let U
and Di be as in the claim. Then OX¯1(−ϕ∗Di) ∼= ϕ∗OX˜(−σ(Di)) and it is gener-
ated by global sections at every point of ϕ−1(U ∩ E). Since H0(OX¯1 (−ϕ∗Di)) ⊂
H0(OX¯1(−Z1)) and OU (−ϕ∗Di) = OU (−Z1), it follows that OX¯1(−Z1) is gen-
erated by global sections at every point of E. Hence the assertion follows from
Theorem 3.2 and the formula Z1 · Z1 = (degϕ)Z · Z. 
4. The splice quotients
In this section we give a brief introduction of splice quotients (see [7], [8], [12]
for more details) and discuss generators of ideals of type H0(OX˜(−σ(A))).
Let Γ denote the weighted dual graph of E. Since E is a tree of rational curves, Γ
and the intersection matrix I(E) have the same information. Let δv = (E−Ev)·Ev.
An irreducible component Ev (or a suffix v) is called an end (resp. a node) if δv = 1
(resp. δv ≥ 3). Let E (resp. N ) denote the set of indices of ends (resp. nodes). A
connected component of E − Ev is called a branch of Ev.
Definition 4.1. Let M = ∑w∈E Z≥0E∗w, where Z≥0 is the set of nonnegative
integers. We call an element of M a monomial cycle. For a monomial cycle D =∑
i∈E aiE
∗
i , we associate a monomial z(D) :=
∏
i∈E z
ai
i of the power series ring
C{z} := C{zi; i ∈ E}.
Let p : X˜u → X˜ be the finite morphism in Proposition 2.2.
Definition 4.2. For any v ∈ V , let Fv = p−1(Ev) and define the v-degree of a
monomial z(D) to be the coefficient of Fv in p
∗D. Let f = f0 + f1 ∈ C{z}, where
f0 is a nonzero quasihomogeneous polynomial with respect to the v-degree and f1
is a series in monomials of v-degrees greater than the v-degree of f0. Then we call
f0 the v-leading form of f , and denote it by LFv(f). The v-degree of f0 is called
the v-order of f .
Definition 4.3. We say that Γ satisfies the monomial condition if for any branch
C of any node Ev, there exists a monomial cycle D such that D−E∗v is an effective
integral cycle supported on C. The monomial z(D) is called an admissible monomial
belonging to C.
Definition 4.4. Assume that the monomial condition is satisfied. Let Ev be a node
with branches C1, . . . , Cδv , and let mi denote an admissible monomial belonging
to Ci. Let (cij) be an arbitrary (δv − 2) × δv matrix with cij ∈ C such that
every maximal minor of it has rank δv − 2. We define polynomials f1, . . . , fδv−2 by
fi =
∑δv
j=1 cijmj . Let Fv = {f1, . . . , fδv−2}. We call the set
⋃
v∈N Fv a Neumann–
Wahl system associated with Γ.
The group H acts on C{z} as follows. For any monomial cycle D and any
element h ∈ H , we define
h · z(D) = (Θ(D)(h))z(D).
Note that the set Fv consists of Θ(E∗v )-eigenfunctions.
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Definition 4.5 (see [7, §7]). Suppose that a set
F := {fvjv | v ∈ N , jv = 1, . . . , δv − 2} ⊂ C{z}
satisfies the following:
• the set ⋃v∈N {LFv(fvjv ) | jv = 1, . . . , δv − 2} is a Neumann–Wahl system
associated with Γ (in this case, F is called a system of splice diagram
functions);
• every fvjv is a Θ(E∗v )-eigenfunction.
Then Y :=
{
z = (zi) ∈ C#E | f(z) = 0, f ∈ F
}
is an isolated complete intersection
singularity having the action of H , and the quotient Y/H is a normal surface
singularity. The singularity (Y/H, o) is called a splice-quotient singularity.
Next we describe a characterization of splice quotients.
Definition 4.6. We say that X˜ satisfies the end curve condition if for each i ∈ E ,
there exists xi ∈ H0(OX˜(−σ(E∗i ))) such that (xi)E = E∗i . We call Ci := div(xi)−
σ(E∗i ) an end curve at Ei. Note that Ci ·E = Ci ·Ei = 1.
Remark 4.7. If X˜ satisfies the end curve condition, so do the minimal good reso-
lution and any resolution obtained by the blowing-up of X˜ at singular points of E
or points of the intersection of E and end curves. It is easy to see that X has a
good resolution satisfying the end curve condition if and only if its minimal good
resolution satisfies the condition.
If X˜ satisfies the end curve condition, then we obtain an H-equivariant homo-
morphism of C-algebras
ψ : C{z} → OXu,o, ψ(zi) = xi.
The following theorem is due to Neumann–Wahl [9] (cf. [13], [1]).
Theorem 4.8 (End Curve Theorem). The singularity (X, o) is a splice quotient if
and only if there exists a good resolution satisfying the end curve condition. In this
case, the homomorphism ψ is surjective and its kernel is generated by a system of
splice diagram functions.
We assume that X˜ satisfies the end curve condition and use the notation of
Definition 4.5; thus (Xu, o) = {f = 0, f ∈ F} ⊂ (C#E , o).
For each w ∈ V , we define the w-filtration {Iwn }n≥0 of OXu,o by
Iwn = {ψ(f) |w-ord(f) ≥ n}.
Let G(w) denote the associated graded ring
⊕
n≥0 I
w
n /I
w
n+1. By the definition of
w-degree, Iwn ⊂
(
ρ∗OX˜u(−nFw)
)
o
. We will show that these filtrations are the same.
Lemma 4.9 (cf. [7, 2.6]). For every w ∈ V, the ring G(w) is a reduced com-
plete intersection ring isomorphic to C[z]/Iw, where Iw is the ideal generated by
LFw F := {LFw(f) | f ∈ F }.
Proof. In case δw ≥ 3, it follows from [7, 2.6]. Assume that δv ≤ 2. To prove the
isomorphism G(w) ∼= C[z]/Iw, we only need to show that LFw F forms a regular
sequence (see [7, 3.3]). We may assume that for every v ∈ N the v-leading forms
of fvjv are expressed as
LFv(fvjv ) = mvjv + avjvmvδv−1 + bvjvmvδv , 1 ≤ jv ≤ δv − 2,
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and that the admissible monomial mvδv belongs to the branch containing Ew. Note
that higher terms with respect to v-degree are also higher terms with respect to
w-degree (cf. [11, 3.8]). Thus we have
LFw(fvjv ) = mvjv + avjvmvδv−1, v ∈ N , 1 ≤ jv ≤ δv − 2.
Let E1 and E2 be ends. Suppose that these ends are separated by Ew if δw = 2, or
that w = 1 if δw = 1. Then the ideal of C[z] generated by LFw F∪{z1, z2} defines a
zero-dimensional variety whose support is the origin, and hence LFw F is a regular
sequence (cf. [11, 4.4]). We see also that for any c1, c2 ∈ C∗, the zero-dimensional
variety defined by LFw F ∪ {z1 − c1, z2 − c2} is nonsingular. Therefore C[z]/Iw is
reduced (cf. [7, p. 711]). 
Lemma 4.10. Let w ∈ V and let C1, . . . , Cδw be the branches of Ew. Then there
exists a positive integer n and monomial cycles D1, . . . , Dδw such that Di−nE∗w is
an effective integral cycle supported on Ci for every i = 1, . . . , δw.
Proof. For every 1 ≤ i ≤ δw, let Ewi be an end contained in Ci. Let E×wi be the
rational cycle supported on Ci such that E
×
wi
· Ej = −δwij for all Ej ⊂ Ci. Take
positive integers n, n1, . . . , nδw such that niE
×
wi
∈ L and n = niE×wi · Ew for every
i. Then put Di = niE
×
wi
+ nE∗w. 
In [2, 4.5], the following results are shown as a corollary of the equivariant
Campillo–Delgado–Gusein-Zade formula.
Proposition 4.11. For every w ∈ V, we have Iwn =
(
ρ∗OX˜u(−nFw)
)
o
.
Proof. The proof is the same as that of [12, 3.3]. There are only two essential
points for the proof: G(w) is reduced by Lemma 4.9; OX˜(−σ(mE∗w)) is generated
by global sections for some m ∈ N, which follows from the end curve condition and
Lemma 4.10. 
Corollary 4.12. For any A ∈ L∗, the space H0(OX˜(−σ(A))) consists of the series
of ψ(z(D)) with D ≥ A and D −A ∈ L.
Proof. By [12, 3.5], H0(OX˜(−σ(A))) is the Θ(A)-eigenspace of H0(OX˜u(−p∗A)).
It follows from Proposition 4.11 and the definition of the w-order that the space
H0(OX˜u(−p∗A)) consists of the series of ψ(z(D)) with D ≥ A. 
5. The multiplicity of splice quotients
We assume that X˜ satisfies the end curve condition. HenceX is a splice quotient.
For each i ∈ E we fix the section xi and the end curve Ci in Definition 4.6, and
let Ci intersect E at a point bi ∈ Ei. It is clear that OX˜(−σ(E∗i )) is generated by
global sections at every point of E \ {bi} for every i ∈ E and that the same is true
for OX˜(−D) if D is a monomial cycle.
For any Q-cycle D =
∑
v∈V cvEv, we denote by Mv(D) the coefficient of Ev in
D, i.e., Mv(D) = cv.
Proposition 5.1. Let i ∈ E. Then OX˜(−σ(E∗i )) is generated by global sections
at bi if and only if there exists a monomial cycle Di ∈
∑
j∈E\{i} Z≥0E
∗
j such that
Mi(Di) =Mi(E
∗
i ).
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Proof. We first note that OX˜(−σ(E∗i )) is generated by global sections at bi if and
only if the restriction map
r : H0(OX˜(−σ(E∗i )))→ H0(OEi(−σ(E∗i )))
is surjective. It is clear that the dimension of H0(OEi(−σ(E∗i ))) is two and r(xi)
has a zero at bi.
Suppose that there exists a monomial cycleDi with the property in the assertion.
If Ei′ denotes the irreducible component intersecting Ei, thenMi′(Di) =Mi′(E
∗
i )+
1. Hence r(ψ(z(Di))) has a zero at {b′i} := Ei ∩ Ei′ , and r is surjective.
Assume that r is surjective. Then there exists a section f ∈ H0(OX˜(−σ(E∗i )))
such that r(f) has a zero at b′i. The divisor (f)E ∈ L∗ satisfies that (f)E ≥
E∗i , (f)E − E∗i ∈ L, and Mi((f)E) = Mi(E∗i ). By Corollary 4.12, since f ∈
H0(OX˜(−σ((f)E))), we may assume that f is a linear combination of monomials
ψ(z(D)) with D ≥ (f)E and Mi(D) = Mi(E∗i ). Hence there exists a monomial
cycle such as Di. 
Let B be the set of points bi being the base point of OX˜(−σ(E∗i )).
Remark 5.2. By Proposition 5.1, whether bi is in B or not depends only on Γ.
Let τ : W → X˜ be the blowing-up with center B. For each i ∈ E , let Fi = τ−1(bi)
if bi ∈ B, and let Fi = τ−1(Ei) otherwise. Note that {Fi}i∈E is the set of all ends
of F := τ−1(E). On W , we can also consider F ∗i , σ, monomial cycles, and so on.
Lemma 5.3. An invertible sheaf OW (−σ(F ∗i )) is generated by global sections for
every i ∈ E. As a consequence, for every monomial cycle D on W , OW (−σ(D)) is
also generated by global sections.
Proof. If Fi = τ
−1(Ei), then OW (−σ(F ∗i )) ∼= τ∗OX˜(−σ(E∗i )) is generated by global
sections. Assume that bi ∈ B. Let Ii ⊂ OX˜ be the ideal sheaf of the point bi. Since
the degree of OEi(−σ(E∗i )) is one, IiOX˜(−σ(E∗i )) is generated by global sections,
thus so is Iiτ
∗OX˜(−σ(E∗i )) = OW (−τ∗σ(E∗i ) − Fi). Then the assertion follows
from that F ∗i = τ
∗Ei + Fi. 
We shall compute the multiplicity of the singularity (X1, o), where H1 is a sub-
group of H and X1 = X
u/H1. Let X˜
′ → X be the minimal good resolution. We
define the set B′ of points on X˜ ′ in the same way as the set B above. Suppose
that X˜ → X˜ ′ is the blowing-up with center B′. Then B = ∅ by Lemma 5.3. By
the definition of the H-action, the invariant ring C{z}H1 consists of the series of
monomials z(D) with D ∈ MH1 := Θ−1(H⊥1 ) ∩M. Let MH1gen denote the set of
generators of the semigroupMH1 . Applying Lemma 3.6, we can take the birational
morphism ϕ : W → X˜ such that ϕ∗MH1gen satisfies the GCD condition. It is clear
that for every D ∈ ϕ∗MH1gen, OW (−σ(D)) is generated by global sections. Thus the
set ϕ∗MH1gen will play the role of the set D = {D1, . . . , Dm} in Proposition 3.7.
Let Z = gcdϕ∗MH1gen.
Theorem 5.4. In the situation above, mult(X1, o) = −|H/H1|Z ·Z. Consequently,
mult(X1, o) is determined by the weighted dual graph of (X, o) and H1.
Proof. The formula follows from Proposition 3.7. On the other hand, Remark 5.2
shows that the resolution graph of X˜ can be determined by that of X˜ ′, and whether
the GCD condition is satisfied depends on the graph. Hence the resolution graph of
W is determined by the weighted dual graph of (X, o) and H1, and so is Z ·Z. 
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Corollary 5.5. The multiplicity of a splice quotient singularity and its universal
abelian cover can be computed from the weighted dual graph.
6. Examples
We will show some examples as an application of our result. Suppose that (X, o)
is a splice quotient and X˜ a good resolution satisfying the end curve condition.
Let Γ be the weighted dual graph associated with X˜ . For a subgroup H1 ⊂ H ,
let X1 = X
u/H1 and Z = gcdMH1 . Note that gcdMH1 = gcdMH1gen and that if
MH1 satisfies the GCD condition then so doesMH1gen. Therefore if we obtain a good
resolution on which MH1 satisfies the GCD condition and O(−Z) is generated by
global sections, then we can compute the multiplicity without gaining the generators
of MH1 . The following remark will be helpful for our computation.
Remark 6.1. (1) If Z · Ev = 0, then the set MH1 satisfies the GCD condition at
every point of Ev. Therefore, if the GCD condition is not satisfied at Ev ∩Ew, then
Z ·Ev and Z ·Ew are negative. This is shown as follows. Suppose that Ew∩Ev 6= ∅.
Let Dv be an element of the set
MH1v :=
{
D ∈MH1 |Mv(D) =Mv(Z)
}
such that Mw(Dv) is the minimum of Mw(MH1v ). If Mw(Dv) > Mw(Z), i.e., the
GCD condition is not satisfied at Ev ∩ Ew, then Z ·Ev < Dv · Ev ≤ 0.
(2) Suppose bi ∈ B. If there exists D ∈ MH1i such that D · Ei = 0, then the
blowing-up at bi in the discussion of Section 5 can be omitted, because in this case
OX˜(−σ(Z)) is generated by global sections at the point bi. Note that if Z ·Ei = 0
then such a cycle D exists.
We denote by 〈D1, . . . , Dk〉 the subgroup of H generated by α(D1), . . . , α(Dk),
where α : L∗ → H = L∗/L is the projection.
Example 6.2. Suppose that X˜ is the minimal good resolution and Γ is as follows:
s
s
2
1
s s
5 6
−4
7 8
9 3
410
ss
s
s
s
s
✏
✏
✏
✏
P
P
P
P ✘
✘
✘
✘
✘✘
❳
❳
❳
❳
❳❳
where the negative number indicates the weight of the vertex but the weights −2
are omitted, and the positive integers i indicate Ei. We may take the following
equation for Xu:
z3z4 + z
2
1 + z
2
2 = z
3
3 + z
3
4 + z
5
1z
5
2 = 0.
Since the leading forms (with deg zi = 1) of these polynomials have degree 2 and
3 respectively and forms a regular sequence, we have mult(Xu, o) = 6. After a
coordinate change, the equation of X = Xu/H is represented as z2 − x6y6 −
4xy(x + y)3 = 0 (cf. [14, 3.11]). Hence mult(X, o) = 2. We also see that (X, o) is
an elliptic singularity (in the sense of [16]) with pg(X, o) = 2 (cf. [3]).
Now we show how we can use our method to compute the multiplicity of abelian
covers of (X, o). We denote an element
∑10
i=1 aiEi by the sequence (a1 · · · a10).
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Then 

E∗1
E∗2
E∗3
E∗4
E∗5

 =


1 12
1
2
1
2 1
1
2 1
3
2 1 1
1
2 1
1
2
1
2 1
1
2 1
3
2 1 1
1
2
1
2
7
3
5
3 1 1 3 5
11
3
10
3
1
2
1
2
5
3
7
3 1 1 3 5
10
3
11
3
1 1 1 1 2 1 2 3 2 2

 .
We see that H = 〈E∗1 , E∗3 〉 and |H | = 12. (The Hermite normal form of I(E) shows
generators of H and their relations.) If H1 = {0}, then X1 = Xu and
Z = gcd{E∗1 , . . . , E∗4} =
1
2
E∗5 .
By Remark 6.1, MH1 satisfies the GCD condition and no blowing-up is needed.
Thus we can apply Theorem 5.4 immediately;
mult(X1, o) = |H |(−Z · Z) = 12 · (1/2) = 6.
If H1 = 〈E∗1 〉, then |H1| = 2. Since D · E∗i = −Mi(D) for D ∈ M, it follows
from the definition of MH1 that MH1 = {D ∈M |M1(D) ∈ Z}. Thus we have
Z = gcd{E∗1 , E∗2 + E∗3 , E∗3 + E∗4 , E∗4 + E∗2} = E∗1 .
Since E∗2 + E
∗
3 ∈ MH1 and M1(E∗2 + E∗3 ) = M1(Z), again by Remark 6.1 we can
apply Theorem 5.4 immediately;
mult(X1, o) = |H/H1|(−Z · Z) = (12/2) · 1 = 6.
For other cases, we can easily compute the multiplicity of (X1, o) without blowing-
ups; see Table 1.
H1 H
♭
1 |H1| Z mult(X1)
{0} H 1 (1/2)E∗5 6
〈E∗1 〉 〈E∗1 , 2E∗3 〉 2 E∗1 6
〈3E∗3 〉 〈E∗3 〉 2 E∗6 6
〈E∗1 + 3E∗3〉 〈E∗1 + E∗3 〉 2 E∗2 6
〈2E∗3 〉 〈E∗1 , 3E∗3 〉 3 (1/2)E∗5 2
〈E∗1 , 3E∗3 〉 〈2E∗3 〉 4 E∗5 6
〈E∗3 〉 〈3E∗3 〉 6 E∗5 4
〈E∗1 , 2E∗3 〉 〈E∗1 〉 6 E∗1 2
〈E∗1 + E∗3 〉 〈E∗1 + 3E∗3〉 6 E∗2 2
H {0} 12 E∗5 2
Table 1
Example 6.3. Next we suppose that X˜ is the minimal good resolution and Γ is
as follows:
s
s
2
1
−3
s s
5
−3
6
−4
7 8
9 3
410
ss
s
s
s
s
✏
✏
✏
✏
P
P
P
P ✘
✘
✘
✘
✘✘
❳
❳
❳
❳
❳❳
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We can take the following equation for Xu:
z3z4 + z
3
1 + z
2
2 = z
3
3 + z
3
4 + z
14
1 z
17
2 = 0.
As in the previous example, mult(Xu, o) = 6. We see that (X, o) is not Gorenstein
because c1(KX˜) 6∈ L, and pg(X, o) = 1 by the formula for the geometric genus (see
[12]).
Let us compute mult(Xu, o) using our method. So let H1 = {0}. We have

E∗1
E∗2
E∗3
E∗4

 =


2
5
1
10
1
10
1
10
1
5
1
10
1
5
3
10
1
5
1
5
1
10
13
20
3
20
3
20
3
10
3
20
3
10
9
20
3
10
3
10
1
10
3
20
119
60
79
60
3
10
13
20
23
10
79
20
89
30
79
30
1
10
3
20
79
60
119
60
3
10
13
20
23
10
79
20
79
30
89
30

 .
A direct computation shows that
|H | = 60, Z = 1
10
(E∗1 + 3E
∗
5 ), Z · Z = −7/100.
Then |H |(−Z · Z) = 21/5 6∈ Z. In fact, the set {E∗1 , . . . , E∗4} does not satisfy the
GCD condition at E1∩E5. However, sinceM1(E∗1 ) =M1(4E∗2 ), it follows that b1 6∈
B by Proposition 5.1. Thus we need only blowing-ups over E1∩E5 (cf. Remark 6.1)
to obtain a birational morphism ϕ : W → X˜ such that ϕ∗{ 25E1+ 15E5, 110E1+ 310E5}
satisfies the GCD condition (cf. Lemma 3.6). Then we obtain the following graph:
s s s
s
s
2
1 11 12 13
−1−2−2−4
s s
5
−6
6
−4
7 8
9 3
410
ss
s
s
s
s
✏
✏
✏
✏
P
P
P
P ✘
✘
✘
✘
✘✘
❳
❳
❳
❳
❳❳
We may assume X˜ is a good resolution with the graph above. Then we obtain that
Z = 110E
∗
13 and Z · Z = − 110 . By Theorem 5.4 we have mult(Xu, o) = 60 · 110 = 6.
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