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Abstract—Several studies have focused on classifying behav-
ioral patterns in wildlife and captive species to monitor their
activities and so to understanding the interactions of animals
and control their welfare, for biological research or commercial
purposes. The use of pattern recognition techniques, statistical
methods and Overall Dynamic Body Acceleration (ODBA) are
well known for animal behavior recognition tasks. The reconﬁg-
urability and scalability of these methods are not trivial, since a
new study has to be done when changing any of the conﬁguration
parameters. In recent years, the use of Artiﬁcial Neural Networks
(ANN) has increased for this purpose due to the fact that they can
be easily adapted when new animals or patterns are required. In
this context, a comparative study between a theoretical research is
presented, where statistical and spectral analyses were performed
and an embedded implementation of an ANN on a smart collar
device was placed on semi-wild animals. This system is part
of a project whose main aim is to monitor wildlife in real
time using a wireless sensor network infrastructure. Different
classiﬁers were tested and compared for three different horse
gaits. Experimental results in a real time scenario achieved an
accuracy of up to 90.7%, proving the efﬁciency of the embedded
ANN implementation.
I. INTRODUCTION
Monitoring the behavior of wildlife is an important task
when it comes to understand their reproduction, survival,
welfare, interaction with other animals and other interesting
parameters. For this reason, the study and monitoring of
wildlife has always been a subject of great interest. Therefore,
the design and deployment of a monitoring system capable of
obtaining behavioral information from animals has been the
focus of several studies [1]–[6].
Collecting and processing relevant information from
wildlife is a hard technological task [7]–[9] due to several
factors: (1) the development of a device that needs to be
attached to the animal, (2) the deployment of a wireless
network to collect and transmit the information, (3) the need
to implement an accurate behavior classiﬁer and, ﬁnally, (4)
the process of storing and manipulating the data.
Animals’ behavioral parameters can be measured using
different types of sensors. With this data, different commu-
nication strategies can be used to send the collected informa-
tion. Wireless sensor network solutions capable of measuring
speciﬁc behavioral parameters and transmit them to a central
base station have been designed in recent studies [3], [5], [6],
[10].
The use of inertial sensors, like the accelerometer, gyro-
scope and magnetometer, overcomes the disadvantages of GPS
(long-life batteries are needed due to the power consumption
and high capacity memory to store the data) to obtain infor-
mation about the acceleration and orientation of the animal
[4]–[6], [11], [12]. Methods based on supervised learning
algorithms in [11], [12] provide very good classiﬁcation pre-
dictions with more than 90% accuracy, distinguishing between
two categories: active and inactive.
Regardless of the type of sensors used to monitor ani-
mals, large amounts of data are needed when studying their
behavioral patterns, implying important analysis and inter-
pretation steps of the information. Currently, many studies
apply Wilson’s metric Overall Dynamic Body Acceleration
(ODBA) [13] to classify animal behavior. Wilson checked
the relationship between body acceleration and the oxygen
consumed (energy expenditure). He proved that body acceler-
ation can quantify the amount of mechanical work performed
by the body. Hence, these metrics are able to distinguish
between active and inactive behaviors. On the other hand,
the most common classiﬁer systems are Neural Networks
(NN), Support Vector Machines (SVM) [8] or even complex
statistical methods [14], which can detect speciﬁc behaviors
such as sleeping, foraging, rumiating, etc. The use of NNs has
increased due to the fact that their architecture can be easily
adapted when new animals or behaviors need to be introduced
in the system, which is not supported by other classiﬁers (a
new statistical test needs to be done in order to set the new
conﬁguration parameters). This scalability issue can be seen
in works like [14], in which the authors present a collar device
provided with inertial sensors to obtain information from the
animal that is later classiﬁed using a supervised threshold-
based technique and a ﬁnite-state machine, achieving a good
accuracy result, but lacking on the reconﬁgurability that NNs
support.
In [15] a decision-tree algorithm that used tri-axial ac-
celerometer data from a neck-mounted sensor is studied to
classify three types of biologically relevant behaviors in dairy
cows. Although the system achieves a good accuracy, it has
the same disadvantage as [14] or as any classiﬁcation method
based on thresholds or statistical methods: the system cannot
be adapted to new behaviors in an online way (i.e. without
collecting the sensors from the animal and then placing them
back on the neck of the animal).
In [5], a premilinar study on the application of NNs in
animal behavior classiﬁcation was performed. Several tests
were carried out ofﬂine using different ANN architectures and
input datasets. The results concluded the viability of using
ANN for this purpose and the need of processing the collected
data before being used as input for the NN.
MINERVA is a research project whose main aim is to
study and classify wildlife behavior inside Don˜ana National
Park [16]. For this purpose, a collar device that contains
a set of sensors has been developed in order to be placed
on animals and collect behavioral information from them.
This information is sent using a wireless modem, through a
ZigBee Personal-Area-Network (PAN) distributed along the
study area, to a remote database server for further research by
Don˜ana’s biologist staff.
Currently, the tracking and classiﬁcation systems for
wildlife that are deployed and being used in Don˜ana National
Park obtain their position using a GPS and transmit it via
GSM (by SMS). To reduce power consumption, the position
is obtained between two and ﬁve times a day. These solutions
are not enough for biologists’ interests: they need more infor-
mation to monitor animals and recognize behaviors. To solve
this lack of information, two solutions can be implemented:
the system could be adapted to transmit information more
regularly (since communications consume in average more
than 80% of battery life, this option is inefﬁcient); or, on
the other hand, this information could be processed in a local
way in order to classify the animal behavior and transmit only
the result of the classiﬁcation. This fact increases battery life:
instead of sending the information after every sensor reading,
the communication to the network only occurs after several
sensor readings. Viability and power consumption tests for
these two approaches have been carried out by the authors
in [17]. This project has the additional aim of developing a
communication infrastructure for collecting this information
and make it accessible on the Internet.
In the network topology implemented for the MINERVA
project there are three different device types: base station (co-
ordinator), motes (routers) and collars (end devices). Routers
must join the base station before transmitting and receiving
data. This type of devices allow others to join the network.
Finally, the collars must also join the PAN, but they do not
allow other devices to join the network. However, in this work
we will obtain the dataset using a point-to-point connection
between the collar and the computer and, then, we will focus
on the collar device alone.
To recognize the animal’s behavior, several classiﬁers could
be used. In this project, there are two essential requirements
for the classiﬁer system: good accuracy and low computational
load. Therefore, two parallel tests have been conducted on the
dataset: a full spectral and statistical analysis (in a desktop
computer) and an ANN implementation (inside the collar
embedded system). The aim of this work is to obtain an
efﬁcient and accurate classiﬁcation mechanism with a high
hit rate that can be embedded into the collar.
Fig. 1. Collar Prototype.
The paper is structured as follows: Section 2 describes the
collar device that is placed on the animals to monitor them. In
section 3, spectral and statistical analyses are performed with
horse gait information obtained from inertial sensors. Then,
section 4 presents the ANN implementation on the collar and
the experiments that have been performed in order to test
its performance. In Section 5, the authors discuss the results
obtained and compare the statistical and spectral analyses with
the horse gait accuracy achieved in the real testing scenario.
Finally, Section 6 presents the conclusions of this work.
II. COLLAR
The collar collects information from the animal on which
it is placed by using different sensors. It has a MinIMU-
9V2 inertial measurement unit (IMU), which consists of a
LSM303DLHC 3-axis accelerometer, a L3GD20 3-axis gyro-
scope and a 3-axis magnetometer. An I2C interface accesses
nine independent rotation, acceleration, and magnetic mea-
surements that can be used to calculate the sensor’s absolute
orientation. Each of these sensors have 12-bit resolution for
a more precise data acquisition. The IMU is used in addition
to a GPS, which provides location and time information in all
weather conditions.
The main aim of the collar is to classify the animal behavior
(between three different gait patterns) using the information
obtained from the IMU as an input for a feed-forward neural
network implemented on the collar’s microcontroller unit
(MCU). The periodic measurements of each sensor are carried
out using a low power microcontroller (STM32L152 [18]) with
a real-time operating system (RTOS).
The collar prototype (see Fig. 1) has an XBee module (XBee
PRO S2B [19]) that can transmit data through a wireless
network (standard ZigBee 2.4GHz at 250kbps). XBee modules
are integrated solutions based on ZigBee, which is an open
global standard of the IEEE 802.15.4 MAC/PHY [20], [21].
This device family allows to implement a mesh network of
motes (or routers) where collars (or devices) send information,
and these elements redirect the packets to a base station (or
coordinator) where the information is uploaded to a database
server. In the case that the signal cannot reach a valid point
to transmit, i.e. the animal is out of the network coverage, the
collar carries a microSD card where the information is stored;
thus, the animal behavioral information can be accessed later
or ofﬂine, avoiding data loss. Having this network architecture,
the system allows to obtain the information in real time
without the need of capturing the animal. Due to the fact
that capturing a semi-wild animal is very expensive and
complex, the microcontroller is able to switch to sleep mode
if there are no routers in the network coverage capable of
receiving this collar’s information, which increases battery
life. Moreover, the measurements are transmitted periodically
according to a frequency value that is established and that can
be modiﬁed, reducing radio transmissions and, thus, reducing
power consumption [17].
To obtain the dataset for the training process, the collar
was placed on six semi-wild horses. For each horse, the
collar was conﬁgured to transmit the accelerometer data in
a continuous way every 33 milliseconds (sample rate of 30.3
Hz), while a computer stored the information received. During
these sessions, the horses performed various tests in order to
obtain data for the different study behaviors: standing, walking
and trotting; and these gaits were then labeled manually.. A
dataset consisting of 180,000 samples was obtained.
Using the data stored in those tests, two different tests were
conducted: a spectral and statistical analysis, and an ANN
implementation. Both tests are described in sections 3 and
4, respectively.
III. DATA ANALYSIS
Acceleration data represent a useful and reliable measure
for accurately recording the activities and detailed behaviors
of horses. As pointed out in [22], accelerometers are generally
useful for determining different categories of animal behavior.
Fig. 2 shows the acceleration data obtained from each axis of
the accelerometer (X, Y, Z) for three horse gaits (Standing,
Walking and Trotting). These plots show a subset of 2,200
samples. As it is shown, acceleration values depend on the
activity level of the horse.
In this study, the following parameters were used:
• Accelerometer axes (X, Y, Z): X, Y, Z axes.
• Magnitude (M): Square root of the sums of squares of
the acceleration in the X, Y, Z axes.
• Magnitude Fast Fourier Transform (MFFT): Fast Fourier
Transform of the magnitude of the acceleration power
spectrum.
• Dominant frequency of Magnitude, in Hz (DFM): Fre-
quency at dominant power spectrum in 330 sample win-
dows.
• Standard Deviation of dynamic acceleration (SDX, SDY,
SDZ): Standard deviation of dynamic acceleration.
• Overall Dynamic Body Acceleration (ODBA): Sum of
the mean of dynamic acceleration values along X, Y, and
Z.
• Overall Dynamic Body Acceleration Mean (ODBA
Mean): Mean of the ODBA.
A. Spectral analysis
The Fast Fourier Transform (FFT) is one of the most popular
methods in accelerometer data analysis. Fourier Transforma-
tions identify the individual frequencies that are present in the
raw acceleration waveform and determine the power spectral
densities of those frequencies. The periodic properties of the
acceleration signals recordings during dynamic gaits of the
horse (standing, walking and trotting) allowed us to apply
a FFT in order to determine the frequency of a particular
movement.
Fig. 3 summarizes the spectral analysis. From the data
shown in the top row, the FFT was computed. The duration
of each acceleration window was ﬁxed to 10s (303 samples).
The central row of Fig. 3 shows the power spectrum ranged
from 0 to 16.5 H, where some peaks can be observed; these
peaks correspond to the dominant frequencies of the horse’s
movements.
The dominant frequency spectra show one to three marked
peaks occurring, on average, at 1.097 Hz, 1.541 Hz and
3.064 Hz, during standing, walking and trotting, respectively.
In the case of trotting, more peaks can be observed, which
correspond to secondary movements of the horse.
This spectral analysis proves the dominant frequency can
be used to distinguish the gait (standing, walking or trotting).
Two thresholds are deﬁned: the UpperThreshold is set to 2.7
Hz and the LowerThreshold to 1.3 Hz (horizontal black lines
in the bottom row of Fig. 3). The spectral classiﬁer uses these
thresholds. When the dominant frequency is higher than the
UpperThreshold, it is considered that the horse is trotting;
when dominant frequency is lower than the LowerThreshold, it
indicates that the horse is standing. If the dominant frequency
is between the two thresholds, it means that the horse is
walking.
• Results of the Spectral Analysis
Table I shows the horse gait pattern classiﬁcation results,
where each row shows the results of the spectral classiﬁer
when the horse is standing (top row), walking (central row)
and trotting (bottom row), and the columns show the behav-
ioral prediction. The spectral classiﬁer obtains an average hit
rate of 84.63%. The results indicate that the DFM metric is a
useful method for horse gait classiﬁcation.
TABLE I
HIT AND MISS RATE OF THE HORSE GAIT PREDICTION USING THE
SPECTRAL CLASSIFIER (%).
Gait
Standing
Prediction
Walking Trotting
Average hit rate
Standing
Walking
Trotting
70.98%
5.41%
0.32%
28.92%
82.23%
0.00%
0.10%
11.36%
99.68%
84.63%
B. Statistical analysis
In addition to the spectral analysis, the authors performed a
simpler statistical analysis based on the standard deviations
Fig. 2. Accelerometer Data.
Fig. 3. Spectral Analysis. Top row (M): magnitude of the acceleration; central row (MFFT): fast Fourier Transform of magnitude power spectrum; bottom
row (DFM): dominant frequency of Magnitude. Each column corresponds to one gait.
of the accelerometer axes (SDX, SDY and SDZ) and the
Overall Dynamic Body Acceleration Mean (ODBA Mean). In
this case, the accelerometer data is processed in slices of 1.21
seconds (40 samples). Fig. 4 shows the results of these four
tests. Each plot presents one of these analyses applied on the
three gaits (standing, walking and trotting). These plots show
a subset of 2,200 samples. Depending on the gait of the horse,
the values of standard deviations and ODBA Mean are slightly
different. The results obtained with the SDY and ODBA Mean
metrics present a greater difference and the values do not
overlap.
In this work, four statistical classiﬁers based on the four
metrics (SDX, SDY, SDZ and ODBA Mean) were used. For
each of them, the upper and lower thresholds in which there
is a minor overlap of the different gaits (horizontal black
lines) were set. The thresholds are obtained manually taking
into account the minimum, maximum and mean values of the
standard deviation of the acceleration axes, and the ODBA
mean. For SDX, the lower threshold is set to 0.1 and the
upper threshold to 0.35; for SDY, 0.1 and 0.35; for SDZ, 0.06
and 0.2; and, for ODBA mean, 0.25 and 0.6 (horizontal black
lines in Fig. 4). When a standard deviation value or ODBA
Mean value is higher than its upper threshold, it is considered
that the horse is trotting; when a value is lower than its lower
Fig. 4. Statistical Data. Three ﬁrst rows (SDX, SDY and SDZ): standard deviation of the acceleration axes; and bottom row (ODBA Mean): Overall Dynamic
Body Acceleration Mean.
threshold, it indicates that the horse is standing. If the value is
between the two thresholds, it means that the horse is walking.
• Results of the Statistical Analysis
Table II summarizes the hit and miss rates of the horse gait
classiﬁcation from the statistical analysis. The standing and
walking gaits are correctly identiﬁed using the standard devi-
ations of the accelerometer axes (over 77%) and the ODBA
mean (over 64%). However, the trotting gait can be only
identiﬁed with the standard deviation of the Y accelerometer
axis (over 94%) and the ODBA mean (over 99%); the other
metrics achieve a success below 52%.
TABLE II
HIT AND MISS RATE OF THE HORSE GAIT PREDICTION USING THE
STATISTICAL CLASSIFIER (%).
Gait
Standing
Prediction
Walking Trotting
Average hit rate
SDX
Standing
Walking
Trotting
77.65%
10.55%
0.00%
21.85%
89.45%
48.43%
0.50%
0.00%
51.57%
72.89%
SDY
Standing
Walking
Trotting
85.78%
8.49%
0.00%
14.08%
90.74%
5.35%
0.14%
0.77%
94.65%
90.39%
SDZ
Standing
Walking
Trotting
90.04%
15.64%
0.00%
9.67%
84.36%
52.63%
0.29%
0.00%
47.37%
73.92%
ODBA
Mean
Standing
Walking
Trotting
64.02%
18.98%
0.00%
35.68%
80.45%
0.37%
0.29%
0.57%
99.63%
81.36%
The SDY statistical classiﬁer gets an average hit rate of
90.39% and the ODBA Mean statistical classiﬁer gets a
81.36%. From the results, we conclude that SDY and ODBA
Mean are the most reliable parameters for this classiﬁcation.
IV. EMBEDDED ARTIFICIAL NEURAL NETWORK
We have explored the use of ANNs in this work by em-
bedding and deploying them in an embedded system (collar’s
microcontroller) using a free open source neural network
library called Fast Artiﬁcial Neural Network (FANN∗) [23],
which implements multilayer ANNs in C programming lan-
guage. The FANN library has bindings with more than 20
programming languages and several graphical user interfaces
(GUIs), although in this paper the standard C library with
no wrappers or GUIs is used due to the fact that the ANN is
being implemented on a microcontroller. It is easy to use, well
documented, versatile and allows to use both ﬂoating point and
ﬁxed point numbers.
Since the MINERVA project the application needs to be
focused on low-power consumption devices (capturing an
animal to replace their collar is very expensive and difﬁcult),
a microcontroller with no Floating Point Unit (FPU) is used.
Therefore, the ﬁxed point number classes of the FANN library
are used. By having the ANN implemented on the collar, only
the classiﬁcation results are transmitted to the PAN, which is
much less information than the data that should be transmitted
if the classiﬁcation step was done in the server instead of being
done in the collar (a lot of information is needed to predict a
behavior from the accelerometer data). As it has been proved
in [17], this approach highly reduces power consumption,
making it the best solution for this project.
In this work, two different versions of the library are used.
The ﬁrst one is the full ﬁxed point FANN library that is
available in GitHub. This version is used to train the neural
network and, after this step, to test the dataset with the
conﬁguration that has been obtained in the training phase.
∗Link GitHub FANN: https://github.com/libfann/fann
This whole simulation process is done in a PC to test how
good the classication results would be before deploying the
ANN conﬁguration on the microcontroller. The second version
of the FANN library used corresponds to a modiﬁed version
that we have developed to be implemented on the collar.
In this case, the performance has been improved and some
parts of the code have been removed for power saving, such
as: the training phase, ﬂoating point operations and other
classes and functionalities that are not necessary when it comes
to obtaining the classication results. This second version,
embedded in the collar, does not need a large amount of
resources. The reasons why the training functionality has been
removed from the release version of the FANN library are:
(1) the microcontroller has limited processing capabilities and
memory; (2) the computational cost of the training step (which
signiﬁcantly reduces battery life); and (3) the training process
could be done in the PC instead of in the collar, due to the
fact that, for this purpose and work, there is no need to train
the network in real time on the embedded system.
The FANN library implements several activation functions
that the users may choose to be used in their model: linear,
threshold, threshold symmetric, sigmoid stepwise, sigmoid
symmetric stepwise, linear piece and linear symmetric piece.
The sigmoid symmetric stepwise was used because the authors
used it in the experiments that were carried out in [6], so
that the results can be compared using the same network
architecture. FANN supports a set of training algorithms, but
the default and most used one is the backpropagation algo-
rithm. Some parameters like the mean squared error (MSE),
the number of epochs and the activation function of neurons
in both the hidden and the output layer can be conﬁgured to
improve the resulting accuracy.
The training process consists of two different phases. First,
we need to generate the input data ﬁles (training and testing
ﬁles) to feed the ANN from the obtained sensors information,
using both raw or processed data, with the correct format
that the library supports. After this, we need to conﬁgure
the parameters that were previously mentioned, i.e. MSE, the
number of neurons, activation functions, etc., and generate a
ﬁle that contains the full architecture of the ANN.
For the ﬁrst part, the IMU data need to be extracted from
the sensors data packet. After this, two approaches could be
considered: to feed the ANN using raw data, or to process the
IMU data, obtaining a new input dataset. In [24], the authors
calculated variance values from raw data obtained from the
axes of the accelerometer (x, y and z axes) taking sets of
30 samples and using them as input to a Spiking Neural
Network (SNN), obtaining an average accuracy of 83.33%.
For the present work, the variance is calculated using slices
with a width of 40 samples of accelerometer data. A 40-
sample frame corresponds to 1.2 seconds of the movement
performed by the horse (according to the sample rate), which
is enough for monitoring a complete single period of any of
its gaits. The reason why the accelerometer data were used
is because it is the sensor that provides the most important
information about the animal’s movement, according to [5]. In
Fig. 5. ANN architecture implemented. Neurons with (*) only works when
ODBA is used as input.
that work, a premilinary study of the application of ANNs in
animal monitoring was performed by the authors. Several tests
were carried out using different ANN architectures and input
datasets. The results concluded the viability of using ANNs
for this purpose and the need of processing the collected data
being used as input to the ANN.
For the second part, several experimental tests were per-
formed in order to obtain the best parameter conﬁguration,
which led to achieve better results. The number of input and
output neurons were ﬁxed in the ﬁrst part, so the value of
parameters like the number of hidden layers or neurons per
layer, among others, were changed and tested to determine
which conﬁguration obtains the best classiﬁcation accuracy.
Depending on the study case (horse breed, dataset, etc) the
MSE value and the number of epochs could be changed to
match the system requirements. All of these conﬁguration
parameters are tested using the release version of the FANN
library, which allows to simulate the ANN and obtain the
results in terms of accuracy ratio. When good results are ob-
tained using a speciﬁc ANN architecture, a formatted text ﬁle
is generated containing the necessary information about this
architecture, which can be loaded directly into the embedded
version of the FANN library.
As our study is focused on horse gaits (standing, walking
and trotting), and only accelerometer data are used (3 axes:
x, y and z), the ANN has four neurons in the input layer,
one hidden layer with three neurons, and three neurons in
the output layer, as can be seen in Fig. 5. As it was described
before, the input data of the ANN can be both raw or processed
data so, in any case, the number of inputs of the ANN are three
(one per axis). However, in section 3, the results show that
the classiﬁer system using ODBA obtains a good hit average;
therefore, one input neuron (and another one in the hidden
layer) could be added to the ANN architecture in order to
provide it with more information about horse gaits and try to
improve the hit rate.
Several tests were performed with the aim of obtaining the
average accuracy of each ANN architecture by using different
input datasets in the PC running the full ﬁxed point FANN
library. For this purpose, ten simulations per architecture and
the mean hit rate per gait were calculated. In the training
process, a MSE of 0.02 and 1500 epochs was established and
the backpropagation algorithm was used. The results of these
tests are shown in Table III.
TABLE III
ACCURACY OF THE SIMULATION OF HORSE GAIT CLASSIFICATION USING
ANN.
Using ODBA DATA Standing Walking Trotting Average hit rate
NO
RAW
Processed
88.1%
85.4%
75.9%
87.9%
75.4%
97.5%
79.8%
90.3%
YES
RAW
Processed
89.6%
84.7%
78.1%
88.8%
80.3%
98.6%
82.6%
90.7%
As can be seen, while 90% of hit average was achieved
when the processed dataset was used, 82% was achieved using
RAW dataset. On the one hand, trotting was the best classiﬁed
gait when processed data was used. However, on the other
hand, standing was better when raw data was used. These
results also show that the accuracy is not improved when the
ODBA value is used as an ANN input.
After these tests were performed, a test in a real scenario
was carried out in order to validate the results obtained
in the simulations. In this test, the collar implementing the
embedded version of FANN was placed on six different horses:
three using processed data without ODBA and three using
processed data and ODBA. 5 minutes per gait were considered,
calculating the average accuracy obtained for each one at the
end of it. Tests using raw data were not performed in this case
because in simulations their results were not as good as those
of the processed data.
TABLE IV
ACCURACY OF THE HORSE GAIT CLASSIFICATION TEST USING ANN IN A
REAL SCENARIO.
Using ODBA Standing Walking Trotting Hit average
Processed data
NO
YES
85.1%
86.1%
88.1%
89.2%
97.3%
95.3%
90.2%
90.3%
Table IV show the results obtained in this test. Like in the
previous test, the hit rate percentage obtained in a real scenario
was also around 90% in both cases, with or without ODBA.
Therefore, the authors concluded that to use the ODBA value
as an ANN input is not relevant in this case of study.
V. COMPARATIVE STUDY
After the experiments were carried out using different
methods for horse gait classiﬁcation, as described in previous
sections, a comparative study between them is presented
in order to determine which one is the best in terms of
average accuracy (Fig. 6) and which one meets the project
requirements more adequately.
As can be seen from the sensor data analysis approach,
classiﬁer systems using DFM and SDY mechanisms obtained
the best accuracy results. DFM achieved a mean of 84.63% hit
rate, with a standard deviation of 14.40. Although the obtained
results are better than the ones that are implemented at the
moment in Don˜ana National Park, this solution cannot be
deployed on the collar device, in order to calculate DFM, com-
plex operations need to be computed and the MCU does not
Fig. 6. Average accuracy of each of the classiﬁcation systems studied.
have FPU to perform them. On the other hand, SDY achieves a
90.39% mean accuracy ratio (4.45 standard deviation), which
is even better than of DFM. In addition to the need of FPU,
the disadvantage is that, to obtain these classiﬁcation results,
two thresholds need to be established manually, which could
differ depending on the dataset and the species. Furthermore,
these two classiﬁers are usually used to study the animal’s
behavior after the whole dataset is gathered, thus, they cannot
be supported in a real-time embedded device.
Using the ANN implemented on the collar, the system
achieves a classiﬁcation result around 90% which is similar to
the ones obtained from DFM and SDY. In this case, the system
runs on real time instead of being studied ofﬂine with no real
time classiﬁcation, as in [5], where the samples were processed
by complex operations (like FFT and Kalman ﬁlter, among
others), using them as inputs in the MATLAB Neural Network
Toolbox. This is an advantage when it comes to monitoring
wildlife, because the Don˜ana National Park’s research staff
are able to get information about the animals’ activity at any
time without the need of performing a classiﬁcation analysis of
the data on their own. However, it is important to note that, in
order to train the ANN a huge amount of data is needed. On the
other hand, the power consumption of this system is deﬁnitely
lower than that of those that were tested in the data analysis
section, because those tests involve the use of a computer,
while this system runs on a low-power MCU. The average
accuracy achieved in the best case in this work (90.3%) is
slightly lower than the best case in [5] (95.1%). However,
the achieved improvements are very important due to the fact
that, by applying only simple operations we obtained 5% less
than when complex mathematical algorithms are applied, and
less types of datainputs were needed (since in order to apply
Kalman ﬁlter, all IMU sensor samples are needed, while the
variance is calculated using accelerometer values only).
There are several requirements established by the MIN-
ERVA project, which must be satisﬁed. Among them, real time
classication is the most important. Therefore, an exhaustive
study would be performed by researchers. Proposed ANN pro-
vides results without any further pre-processing, what reduces
computational resources. However, some important things in
embedded devices, like memory, have also been taken into
account. A qualitative comparison between methods used in
this work is shown in Table V:
The ANN is, in this case, the solution that best satisﬁes the
TABLE V
QUALITATIVE COMPARISON.
Method Real time Simple operations Memory optimization Adaptable
ANN Yes Yes No Yes
Spectral analysis No No No No
Statistical analysis No Yes Yes No
requirements. The main advantage of this method is that it is
able to recognize features and learn them, being automatically
adaptive.
VI. CONCLUSIONS
In the present paper, the authors studied the use of several
systems for horse gait classiﬁcation. The results of these
classiﬁers were compared with the ones obtained from an
embedded implementation of an ANN on the collar that
animals carried using the FANN library. The accuracy ratio
from both approaches are very similar (90.3%), proving that
the expected results obtained after the spectral and statistical
analyses of the dataset can also be achieved in real time in
a real scenario using a different classiﬁer, which is optimized
for low-power MCUs, and similar preprocessing algorithms.
The system was tested in Don˜ana National Park with
six different horses, satisfying both the requirements of the
MINERVA project and the needs of the biologists that work
in the park, since this classiﬁer allows to monitor horse gaits
and upload the information to a remote database server in real
time. Currently, the device with an embedded ANN is being
used in the park with several horses to test the behavior of
the whole system for a long time period in terms of reliability
and resistance, obtaining very good results up to date.
Future work will be focused on improving gait classi-
ﬁcation by testing new classiﬁers such as Self-Organizing
Maps, adding more gaits like galloping or behaviors like eat-
ing and sleeping, implementing an over-the-air programming
mechanism to change the ANN parameters and conﬁguration
remotely, and ﬁnally, making a smaller version of the collar
for different species other than horses.
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