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Abstract
Let V be a ﬁnite nonempty set. In this paper, a road system on V (as a generalization of the set of all geodesics in a connected
graph G with V (G) = V ) and an intervaloid function on V (as a generalization of the interval function (in the sense of Mulder) of
a connected graph G with V (G) = V ) are introduced. A natural bijection of the set of all intervaloid functions on V onto the set
of all road systems on V is constructed. This bijection enables to deduce an axiomatic characterization of the interval function of a
connected graph G from a characterization of the set of all geodesics in G.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Digraphs and graphs considered in this paper are ﬁnite. Our terminology is based on that of [3].
Let G be a connected graph and let d denote the distance function of G. If u, v ∈ V (G), then by an u − v geodesic
in G we mean such an u− v path  in G that the length of  equals to d(u, v). By the geodesic set of G we mean the set
of all geodesics in G. The interval function of G is the mapping I of V (G) × V (G) into the set of all subsets of V (G)
such that
I (u, v) = {x ∈ V (G); x belongs to an u − v geodesic inG}
for all u, v ∈ V (G); this notion was studied in Mulder’s book [5].
The present author found an axiomatic characterization of the geodetic set of a connected graph—see [6,9,10], and
Theorem A below—and an axiomatic characterization of the interval function of a connected graph—see [7,8,11,12],
and Theorem B below. The proofs in [6,9,10] are considerably simpler than the proofs in [7,8,11,12]; none of the proofs
in [7,8,11,12] depends on Theorem A. We will deduce Theorem B from Theorem A here.
In this paper, we assume that a nonempty set V is given. Excepting Remark 2, we assume that V is ﬁnite. We say that
G is a graph on V (or D is a digraph on V) if G is a graph and V (G)=V (or D is a digraph and V (D)=V , respectively).
If a graph G on V (a digraph D on V) is given, then every path in G (every directed path in D) is considered as a ﬁnite
sequence over V.
We will deﬁne a road system onV as a generalization of the geodesic set of a connected graph onV and an intervaloid
function on V as generalization of the interval function of a connected graph on V. A natural bijection of the set of all
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intervaloid functions on V onto the set of all road systems on V will be constructed here; see Theorem 8. Theorem B
will be an easy consequence of Theorems 8 and A.
2. Road systems
Let V ∗ denote the set of all ﬁnite sequences over V including the empty sequence . The elements of V ∗ will be
written as formal words. If v0, . . . , vn ∈ V , where n0, and if
 = v0 . . . vn,
then we deﬁne
|| = n, A = v0, Z = vn, and ¯ = vn . . . v0.
We put ¯ = . If v ∈ V and  ∈ V ∗, then we say that v lies on  if there exist ,  ∈ V ∗ such that  = v.
We denote by V = the set of all  ∈ V ∗\{} such that  = v0 . . . vn, where n0 and v0, . . . , vn are pairwise distinct
elements of V.
By a road system on V we mean a set R ⊆ V = satisfying the following axioms (ra), (rb), (rc), and (rd):
(ra) if u, v ∈ V , then there exists  ∈ R such that A = u and Z = v for all u, v ∈ V ;
(rb) if uvw ∈ R, then uv, vw ∈ R for all u, v,w ∈ V and all ,  ∈ V ∗;
(rc) if uvw ∈ R, then uw /∈R for all u, v,w ∈ V and all ,  ∈ V ∗;
(rd) if uv, uv ∈ R, then uv ∈ R for all u, v ∈ V and all , , ,  ∈ V ∗.
Let R be a road system on V. Since R ⊆ V =, it follows from (ra) that u ∈ R for each u ∈ V . We denote by DR the
digraph D on V with
E(D) = {(u, v) ; u, v ∈ V, and uv ∈ R}.
Moreover, we denote by GR the underlying graph of DR .
Let R be a road system on V. Then every  ∈ R is a directed path in DR (and || is its length). It follows from (ra)
thatDR is strongly connected. HenceGR is connected.As follows from (rb) and (rc), every element of R is an induced
path in GR .
Let G be a connected graph on V, and let R denote the geodesic set of G. We can see that R is a road system on V. It
is easy to show that R satisﬁes the following axioms (r0), (r1), and (r2):
(r0) if  ∈ R, then ¯ ∈ R for every  ∈ V ∗;
(r1) if uvx, vxy, vuy ∈ R, then uyx ∈ R for all u, v, x, y ∈ V and all ,  ∈ V ∗;
(r2) if uvx, xy ∈ R, then there exists  ∈ V ∗ such that uvy ∈ R or uyx ∈ R or vxy ∈ R for all u, v, x, y ∈ V
and all  ∈ V ∗.
Let R be a road system on V. It is obvious that if R is the geodesic set of a connected graph G on V, then G = GR .
Theorem A. Let R be a road system on V. Then the following statements (A1) and (A2) are equivalent:
(A1) R is the geodesic set of GR;
(A2) R satisﬁes (r0), (r1), and (r2).
Proofs of Theorem A can be found in [6,9,10].
Consider the following modiﬁcations of the axioms (r1) and (r2):
(r1′) if uvx, vxy, vuy, yx ∈ R, then uyx ∈ R for all u, v, x, y ∈ V and all ,  ∈ V ∗;
(r2′) if uvx, xy, yx ∈ R, then there exists  ∈ V ∗ such that uvy ∈ R or uyx ∈ R or vxy ∈ R for all u, v, x, y ∈ V
and all  ∈ V ∗.
L. Nebeský / Discrete Mathematics 307 (2007) 2067–2073 2069
Let R be an road system on V satisfying (r0). Obviously, R satisﬁes (r1′) or (r2′) if and only if it satisﬁes (r1) or
(r2) respectively.
Proposition 1. Let D be a strongly connected digraph on V, and let R be the set of all shortest directed paths in D.
Then R is a road system on V and it satisﬁes (r1′) and (r2′).
Proof. If r, s ∈ V , then we denote by d(r, s) the length of a shortest directed r − s path in D.
It is easy to see that R is a road system on V. We will prove that R satisﬁes (r1′) and (r2′). Consider arbitrary
u, v, x, y ∈ V and arbitrary ,  ∈ V ∗. Assume that uvx, yx ∈ R. Then
d(v, x) = d(u, x) − 1 and d(u, v) = d(y, x) = 1.
Veriﬁcation of (r1′): Assume that vxy, vuy ∈ R. Then
d(v, x) = d(v, y) − 1 = d(u, y).
This implies that d(u, y) = d(v, y) − 1 = d(v, x) = d(u, x) − 1. We get
d(u, x) = d(u, y) + d(y, x).
Since |uy| = d(u, y) and |yx| = d(y, x), we get |uyx| = d(u, y) and therefore uyx ∈ R. Thus R satisﬁes (r1′).
Veriﬁcation of (r2′): Assume that xy ∈ R. Since uvx ∈ R, we get v = x and d(u, x)2. Since yx ∈ R, (rc)
implies that u = y. Assume that v = y; since yx ∈ R, we get  =  and therefore uyx ∈ R.
Let uvy, uyx, vxy /∈R for every  ∈ V ∗. Then v = y. We have
d(v, x)d(v, y), d(v, y)d(u, y) and d(u, y)d(u, x).
Hence d(u, x)−1=d(v, x)d(u, x), which is a contradiction. Thus R satisﬁes (r2′), which completes the proof. 
3. Intervaloid functions
We denote byP(V ) the set of all subsets of V. By an intervaloid function on V we mean a mapping I of V × V into
P(V ) such that I satisﬁes the following axioms (ia), (ib), and (ic):
(ia) u, v ∈ I (u, v) for all u, v ∈ V ;
(ib) I (u, u) = {u} for all u ∈ V ;
(ic) x ∈ I (u, v) and y ∈ I (x, v) if and only if y ∈ I (u, v) and x ∈ I (u, y) for all u, v, x, y ∈ V .
Let I be an intervaloid function on V. We denote by DI the digraph D on V with
E(D) = {(u, v) ; u, v ∈ V, u = v, and I (u, v) = {u, v}}.
Moreover, we denote by GI the underlying graph of DI .
Let G be a connected graph on V, and let I denote the interval function of G. We can see that I is an intervaloid
function on V. It is not difﬁcult to show that I satisﬁes the following three axioms (i0), (i1), and (i2):
(i0) I (u, v) = I (v, u) for all u, v ∈ V ;
(i1) if (u, v), (x, y) ∈ E(DI ), v ∈ I (u, x), and u, x ∈ I (v, y), then y ∈ I (u, x) for all u, v, x, y ∈ V .
(i2) if (u, v), (x, y) ∈ E(DI ) and v ∈ I (u, x), then v ∈ I (u, y) or y ∈ I (u, x) or x ∈ I (v, y) for all u, v, x, y ∈ V .
Remark 1. Let I be an intervaloid function on V, and let I satisfy (i0). Then V together with I is a ﬁnite geometric
interval space in the sense of Bandelt et al. [2] and Bandelt and Chepoi [1]. (cf. the notion of a ternary space in the
sense of Hedlíková [4]).
Let I be an intervaloid function on V. It is obvious that if I is the interval function of a connected graph G on V, then
G = GI .
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Theorem B. Let I be an intervaloid function on V. Then the following statements (B1) and (B2) are equivalent:
(B1) GI is connected and I is the interval function of GI ;
(B2) I satisﬁes (i0), (i1), and (i2).
Proofs of Theorem B can be found in [7,8,11,12]. Note that the formulation of Theorem B in [7] was weaker than
the formulation presented here.
Remark 2. LetV be inﬁnite. Then the deﬁnition of the interval function can be extended to an inﬁnite connected graph
G with V (G) = V . The notion of an intervaloid function on V can be extended trivially. But Theorem 8 does not hold.
A characterization of the interval function of an inﬁnite connected graph can be found in [12]. From the proof in [12],
a proof of our Theorem B can be immediately separated.
Consider the following modiﬁcations of the axioms (i1) and (i2):
(i1′) if (u, v), (v, u), (x, y), (y, x) ∈ E(DI ), v ∈ I (u, x) and u, x ∈ I (v, y), then y ∈ I (u, x) for all u, v, x, y ∈ V ;
(i2′) if (u, v), (x, y), (y, x) ∈ E(DI ) and v ∈ I (u, x), then v ∈ I (u, y) or y ∈ I (u, x) or x ∈ I (v, y) for all
u, v, x, y ∈ V .
Let I be an intervaloid function on V satisfying (i0). It is obvious that I satisﬁes (i1′) or (i2′) if and only if it satisﬁes
(i1) or (i2), respectively.
Proposition 2. Let D be a strongly connected digraph on V, and let I be the mapping of V × V into P(V ) deﬁned as
follows:
I (u, v) = {x ∈ V ; x belongs to a shortest directed path u − v in D}
for all u, v ∈ V . Then I is an intervaloid function on V and it satisﬁes (i1′) and (i2′).
Proof. Will be left to the reader. 
4. The main results
We denote by R the set of all road systems on V and by I the set of all intervaloid functions on V. Moreover, for every
road system R on V, we denote by I(R) the mapping I of V × V into P(V ) such that
I (u, v) = {x ∈ V ; there exist ∈ R such that x lies on , A = u, and Z = v}
for all u, v ∈ V .
Remark 3. Let R be a road system on V. Put I =I(R). Consider u, v, x ∈ V and assume that x ∈ I (u, v). As follows
from (rd), if u = x and xv ∈ R, then there exists  ∈ V ∗ such that uxv ∈ R. And similarly, if x = v and ux ∈ R,
then there exists  ∈ V ∗ such that uxv ∈ R.
Lemma 3. Let R be a road system on V. Put I =I(R). Then I is an intervaloid function on V andDI =DR . Moreover,
if R satisﬁes (rn), then I satisﬁes (in)
for n = 0, 1′, 2′.
Proof. It follows from (ra) that I satisﬁes (ia). SinceR ⊆ V =, we see that I satisﬁes (ib). Consider arbitrary u, v, x, y ∈
V . We will prove that if
x ∈ I (u, v) and y ∈ I (x, v), (1)
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then
y ∈ I (u, v) and x ∈ I (u, y). (2)
Let (1) hold. If at least one of the inequalities
u = x, x = v, x = y, and y = v (3)
does not hold, then (2) is implied by (ia) or (ib). Assume that (3) holds. As follows from the deﬁnition of R, there exist
, , ,  ∈ V ∗ such that uxv, xyv ∈ R. By (rd), uxyv ∈ R and thus, by (rb), uxy ∈ R. As follows from
the deﬁnition ofI, (2) holds. We have proved that (1) implies (2). The fact that (2) implies (1) can be proved similarly.
Hence I satisﬁes (ic). We conclude that I is an intervaloid function on V.
Consider arbitrary u, v ∈ V . Let (u, v) ∈ E(DR). Then uv ∈ R. By the deﬁnition of I, we see that u, v ∈ I (u, v).
As follows from (rc), (u, v) ∈ E(DI ). Conversely, let (u, v) ∈ E(DI ). It follows from the deﬁnition ofI that uv ∈ R
and therefore (u, v) ∈ E(DR). Thus DI =DR .
It is obvious that if R satisﬁes (r0), then I satisﬁes (i0).
Let R satisfy (r1′). Consider arbitrary u, v, x, y ∈ V such that (u, v), (v, u), (x, y), (y, x) ∈ E(DI ). This means
that uv, vu, xy, yx ∈ R. Clearly, u = v and x = y. Assume that v ∈ I (u, x) and u, x ∈ I (v, y). If v = x, then
u ∈ I (x, y) and therefore u= y. Hence, if u= y or v = x, then y ∈ I (y, x)= I (u, x). If u= x, then v = u, which is a
contradiction. If v = y, then x = y, which is also a contradiction. Thus we will assume that u, v, x and y are pairwise
distinct. Since v ∈ I (u, x), Remark 3 implies that there exists  ∈ V ∗ such that uvx ∈ R. Since u, x ∈ I (v, y), we
see that there exist ,  ∈ V ∗ such that vuy, vxy ∈ R. By (rb), vx ∈ R. It follows from (rd) that vxy ∈ R. We
have uvx, vxy, vuy, yx ∈ R. By (r1′), uyx ∈ R. Hence y ∈ I (u, x). We see that I satisﬁes (i1′).
Let R satisfy (r2′). Consider arbitrary u, v, x, y ∈ V such that (u, v), (x, y), (y, x) ∈ E(DI ). Then uv, xy, yx ∈ R.
Assume that v ∈ I (u, x). If x = v, we get x ∈ I (v, y). Let now x = v. Remark 3 implies that there exists  ∈ V ∗ such
that uvx ∈ R. As follows from (r2′), there exists  ∈ V ∗ such that uvy ∈ R or uyx ∈ R or vxy ∈ R. We get
v ∈ I (u, y) or y ∈ I (u, x) or x ∈ I (v, y). Hence I satisﬁes (i2′), which completes the proof. 
We see that I is a mapping of R into I.
Lemma 4. Let R and R′ be road systems on V. Put I =I(R) and I ′ =I(R′). If R = R′, then I = I ′.
Proof. Suppose, to the contrary, that R = R′ and I = I ′. Clearly, there exists  ∈ V ∗ such that  ∈ R\R′ or  ∈ R′\R
and
0 ∈ R if and only if 0 ∈ R′
for all 0 ∈ V = such that |0|< ||. Without loss of generality, let  ∈ R\R′. It follows from (ra) that ||1. Then
there exist u, v ∈ V and  ∈ V ∗ such that  = uv.
Let ﬁrst ||=1. Then =uv. By virtue of (rc), I (u, v)={u, v}. Since I ′ = I , we have I ′(u, v)={u, v}. This implies
that  ∈ R′; a contradiction.
Let now ||2. Then there exist x ∈ V and ,  ∈ V ∗ such that  = uxv. Hence x ∈ I (u, v) and therefore x ∈
I ′(u, v). Since  ∈ V =, we have u = x = v. There exist ′, ′ ∈ V ∗ such that u′x′v ∈ R′. By (rb), ux, xv ∈ R.
Since |ux|< || and |xv|< ||, we get ux, xv ∈ R′. Since u′x′v ∈ R′, (rd) implies that ux′v ∈ R′ and also
 = uxv ∈ R′, which is a contradiction. Thus the lemma is proved. 
We see that I is an injective mapping of R into I.
For every intervaloid function I on V, we denote byR(I ) the set of all  ∈ V ∗ such that there exist u0, . . . , un ∈ V ,
where n0,  = u0 . . . un,
uj ∈ I (ui, uk) for all i, j and k, 0 i < j < kn,
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and
(um, um+1) ∈ E(DI ) for all m, 0mn − 1.
Obviously, v ∈ R(I ) for each v ∈ V . It follows from (ib) that R(I ) ⊆ V =.
Lemma 5. Let I be an intervaloid function on V, let u, v, x ∈ V , and let ,  ∈ V ∗. Assume that ux, xv ∈ R(I ) and
x ∈ I (u, v). Then uxv ∈ R(I ).
Proof. Put R =R(I ). There exist u0, . . . , un ∈ V , where n2, such that u0 . . . un = uxv. Obviously, there exists
m, 0<m<n, such that um = x. Thus u0 . . . um, um . . . un ∈ R. Consider arbitrary i, j, k such that 0 i < j < kn
and i <m<k. Since um ∈ I (u0, un) and uk ∈ I (um, un), (ic) implies that um ∈ I (u0, uk). Since ui ∈ I (u0, um), (ic)
implies that um ∈ I (ui, uk). Clearly, uj ∈ I (ui, um) or uj ∈ I (um, uk). As follows from (ic), uj ∈ I (ui, uk). We get
u0 . . . un ∈ R, which completes the proof. 
Lemma 6. Let I be an intervaloid function on V. Put R =R(I ). Then R satisﬁes (rb), (rc) and (rd). Moreover,
if I satisﬁes (in), then R satisﬁes(rn)
for n = 0, 1′.
Proof. The fact that R satisﬁes (rb) and (rc) follows from the deﬁnition of R.
Consider arbitrary u, v ∈ V , , , ,  ∈ V ∗. Assume that uv, uv ∈ R. Put  = uv. We want to prove that
 ∈ R. We distinguish the following cases.
1. Let  =  = . Since uv ∈ R, we get  ∈ R.
2. Let  = . Then there exist x ∈ V and ′ ∈ V ∗ such that  = x′. Then x′uv ∈ R. Hence x′uv, x′u ∈ R.
Moreover, u ∈ I (x, v). Since x′u, uv ∈ R, Lemma 5 implies that x′uv ∈ R. If  = , we have  ∈ R. Let
 = . Then there exist y ∈ V and ′ ∈ V ∗ such that  = ′y.Since x′uv′y ∈ R, we have v ∈ I (x, y). Since
x′uv, v′y ∈ R, Lemma 5 implies that  = x′uv′y ∈ R.
3. Let =  and  = . Again, there exist y ∈ V and ′ ∈ V ∗ such that = ′y. Since uv′y ∈ R, we get v ∈ I (u, y).
Since uv, v′y ∈ R, Lemma 5 implies that  = uv′y ∈ R. Thus R satisﬁes (rd).
It is clear that if I satisﬁes (i0), then R satisﬁes (r0).
Let I satisfy (i1′). Consider arbitrary u, v, x, y ∈ V and ,  ∈ V ∗ such that uvx, vuy, vxy, yx ∈ R. Then
(u, v), (v, u), (x, y), (y, x) ∈ E(DI ), v ∈ I (u, x), and u, x ∈ I (v, y). It follows from (i1′) that y ∈ I (u, x). Since
vuy ∈ R, we get uy ∈ R. Since yx ∈ R, Lemma 5 implies that uyx ∈ R. Thus R satisﬁes (r1′), which completes
the proof. 
In the proofs of Lemmas 3–6, the fact that V is ﬁnite was not used. That is not the case in the proof of the next lemma.
Lemma 7. Let I be an intervaloid function on V. Put R=R(I ). Then R is a road system on V andI(R)= I . Moreover,
if I satisﬁes (i2′), then R satisﬁes (r2′).
Proof. We will prove that for all u, v ∈ V there exists  ∈ R such that A = u and Z = v. We proceed by induction
on |I (u, v)|. If |I (u, v)| = 1, then u = v and thus we put  = u. If |I (u, v)| = 2, then I (u, v) = {u, v} and we put
=uv. Let |I (u, v)|3. There exists x ∈ I (u, v) such that u = x = v. It follows from (ic) that I (u, x) ⊆ I (u, v) and
I (x, v) ⊆ I (u, v). If v ∈ I (u, x), then, by (ic), x ∈ I (v, v) and thus, by (ib), x = v; a contradiction. Thus v /∈ I (u, x).
Similarly, we get u /∈ I (x, v). Thus |I (u, x)|< |I (u, v)| and |I (x, v)|< |I (u, v)|. By the induction hypothesis, there
exist ,  ∈ V ∗ such that ux, xv ∈ R. Since x ∈ I (u, v), Lemma 5 implies that uxv ∈ R. Thus R satisﬁes (ra).
As follows from Lemma 6, R is a road system on V.
Put I ′ =I(R). Consider arbitrary u, v ∈ V . We want to prove that I ′(u, v)= I (u, v). Consider an arbitrary x ∈ V .
Let ﬁrst x ∈ I ′(u, v). Then there exists  ∈ R such that x lies on , A=u, and Z= v. Then x ∈ I (u, v). Conversely,
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let x ∈ I (u, v). If x = u or x = v, then x ∈ I ′(u, v). Assume that u = x = v. By (ra), there exist ,  ∈ V ∗ such that
ux, xv ∈ R. Since x ∈ I (u, v), Lemma 5 implies that uxv ∈ R and therefore x ∈ I ′(u, v). We have proved that
I ′ = I .
Let I satisfy (i2′). Consider arbitrary u, v, x, y ∈ V and  ∈ V ∗ such that uvx, xy, yx ∈ R. By (rb), uv ∈ R. Then
(u, v), (x, y), (y, x) ∈ E(DI ) and v ∈ I (u, x). By (i2′),
v ∈ I (u, y) or y ∈ I (u, x) or x ∈ I (v, y).
Since uvx ∈ R, we get v = x. If u = y, then yvx ∈ R and therefore, by (rc), yx /∈R; a contradiction. Thus u = y.
Let ﬁrst y = v. Then uyx ∈ R. Since yx ∈ R, (rc) implies that  = . If we put  = , we have uyx ∈ R.
Let now y = v. By (ra), there exist 1, 2, 3 ∈ V ∗ such that v1y, u2y, v3x ∈ R. Recall that yx, uv, xy ∈ R.
By virtue of Lemma 5, if v ∈ I (u, y), then uv1y ∈ R, if y ∈ I (u, x), then u2yx ∈ R, and if x ∈ I (v, y), then
v3xy ∈ R. This implies that there exists  ∈ V ∗ such that uvy or uyx ∈ R or vxy ∈ R. Thus R satisﬁes (r2′),
which completes the proof. 
Theorem 8. The mapping R is a bijection of I onto R, R−1 =I, and the following statements (I) and (II) hold for
every I ∈ I:
(I) DI =DR(I ) and GI = GR(I );
(II) I satisﬁes (in) if and only if R(I ) satisﬁes (rn) for n = 0, 1′, 2′.
Proof. As follows from Lemmas 3 and 4,I is an injective mapping of R into I. By virtue of Lemma 7,R is a mapping
of I into R such that I−1 =R. This means that I is a bijection of R onto I. Hence R is a bijection of I onto R and
I=R−1. Obviously, (I) follows from Lemma 3 and (II) follows from Lemmas 3, 6, and 7. 
Combining Theorems A and 8 we obtain a new proof of Theorem B:
Proof. Let I be an intervaloid function on V. It is easy to show that (B1) implies (B2). Conversely, let I satisfy (i0),
(i1), and (i2). Then I satisﬁes (i1′) and (i2′). Put R =R(I ). Theorem 8 implies that R is a road system on V,I(R)= I ,
and R satisﬁes (r0), (r1′), and (r2′). Obviously, GR is connected and R satisﬁes (r1) and (r2). Theorem A implies that
R is the geodesic set of GR . By Theorem 8, GI =GR . We conclude that GI is connected and I is the interval function
of GI . 
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