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I. INTRODUCTION
This work focuses on the application of ultrasonic tomography to the experimental characterization of localized deformation (shear bands, compaction bands, and fractures) in sedimentary rocks such as sandstones. Sandstones are cemented granular materials that commonly form subsurface reservoirs for hydrocarbons. Understanding the deformation processes in these rocks is important for the success and safety of reservoir engineering operations including hydrocarbons extraction and geological sequestration of CO 2 . As with other cemented granular materials, the deformation and failure of sandstones involves a number of processes including porosity reduction and damage (micro-cracking, cement degradation, and grain breakage). Porosity reduction can lead to increases of stiffness and thus increased elastic wave propagation velocity while damage has the opposite effect. These deformation and degradation processes do not occur homogeneously and generally focus into localized deformation zones. Furthermore, sandstones are naturally heterogeneous materials. Thus, the characterization of the mechanical properties and the mechanisms of deformation in these materials are challenging and require experimental techniques that can provide details on the different mechanisms and the associated spatio-temporal evolution of the mechanical properties. In this context, this paper presents new approaches to use ultrasonic velocity measurements to characterize heterogeneous distributions, and evolution thereof, of the mechanical properties of cemented granular materials such as sandstone.
Strain and damage localization in rocks such as sandstones have been traditionally investigated using microscopy analysis of "thin sections" cut from deformed specimens. This approach is clearly destructive, and thus cannot be employed to study evolving processes and, in addition, can only provide indirect analysis of deformation and damage through geometrical measurements, e.g., of crack density. In recent years, the use of non-destructive and non-invasive techniques has been developed in experimental geomechanics.
1,2 These techniques include x-ray tomography and Digital Image Correlation (DIC) of two-dimensional (2D) or three-dimensional (3D) (volume) images. Both of these have proven to be powerful tools in the study of heterogeneous phenomena, in particular, DIC provides direct quantification of strain fields throughout test specimens, but does not, however, provide data on changes of mechanical properties. Acoustic and ultrasonic measurements have also been long used in experimental geomechanics, for example, to characterize anisotropy and the evolution of elastic wave velocities during rock deformation experiments. However, such methods have generally been limited in their spatial sampling of the study materials and heterogeneity is, in general, neglected. At the geological scale, seismic imaging has been a standard practice in both academic and industrial investigations of the Earth's sub-surface for many years. Of the seismic imaging techniques used in such investigations, seismic tomography has significant interest for mechanics, as it provides mapping of velocity heterogeneity in a study region (e.g., Iyer and Hirahara 3 ). Such maps of seismic velocity can provide insight into variations in mechanical properties due to both rock property variations and deformation. In this work the concepts of seismic tomography are applied at a much smaller scale, i.e., that of geomechanical laboratory experiments (centimeter scale), using ultrasonic measurements to map deformation-induced velocity heterogeneity, and its evolution with loading, in rock samples.
Seismic tomography involves inverse analysis procedures to determine wave propagation velocities from travel-times (or attenuation properties from amplitudes). Many approaches to solve the inversion problem have been proposed for different geometries; these include using ray-theoretical assumptions, with curved ray tracing to account for heterogeneous velocity structure (e.g., Berryman 4 ), the use of "wavepaths" (e.g., Vasco and Majer, 5 Van Schaack
6
) and, more recently, full-waveform inversion approaches (e.g., Brossier et al., 7 Virieux and Operto 8 ). Extensions have also been made, for example, to include anisotropy (e.g., Chapman and Pratt 9, 10 ), which could be intrinsic or deformation induced. Here, in addition to an adaptation of seismic tomography techniques for application at the laboratory scale, new approaches to the data handling and inverse analysis are presented, which are of relevance to both laboratory and larger-scale applications.
The basis of the approach presented in this paper is cross-hole seismic tomography adapted to laboratory tests using ultrasonic frequency waves to characterize spatiotemporal variations in ultrasonic propagation velocities inside study specimens. The ultimate aim is to employ this technique to understand better the mechanisms of deformation and damage that control the mechanical behavior of the material, as discussed by Hall. 11 Previous publications on laboratory scale ultrasonic tomography have generally not yielded satisfactory resolution to provide a robust tool for such experimental characterization. For example, Debski and Young 12 used 24 emitter/receiver transducers to image a horizontal section of a cylindrical granite sample (diameter 300 mm and height of 200 mm) that had been previously heated to induce damage. A low velocity (damaged) area surrounding a main crack could be visualized, but good resolution was only possible by using a combined velocityattenuation tomography, which implied losing the physical connection of the measurement to the rock-properties. Scott and Abousleiman 13 used two arrays of ten transducers to register acoustic signals propagating across a vertical plane of a cylindrical sample of porous limestone during triaxial compression (sample dimensions were: Diameter 152 mm and height 267 mm). An increase of propagation velocity was observed during the isotropic compression and, during deviatoric loading, a diffuse low velocity zone developed that localized to form an inclined band as the sample started to yield. Lee et al.
14 developed a system to transmit and acquire shear waves using a set of bender elements placed on a rigid frame, with about ten transducers per side. The system was installed within a true triaxial apparatus and allowed the detection of velocity anomalies inside the sand sample. The dimensions of the sample were 365 Â 270 mm 2 , which are relatively large compared to the size of conventional samples in rock/geo-mechanics. Mitra and Westman 15 conducted an experimental study combining numerical modeling and 3D ultrasonic tomography on a cylindrical sample of Berea sandstone with a diameter of 50.8 mm and a height of 101.6 mm tested under uniaxial compression. Fifteen source transducers and 18 receiver transducers were placed around the sample to obtain a 3D image of the velocity field. However, it was not possible to identify the failure plane in the resultant tomography. Using an acquisition setup similar to the first example in this paper, Charalampidou et al. 16, 17 investigated the formation and evolution of shear and compaction bands in cylindrical samples of Vosges sandstone (diameter of 38-50 mm and height of 76-100 mm) under triaxial compression. Ultrasonic tomography was used in conjunction with other full-field methods and the comparison between the different techniques showed that ultrasonic tomography is able to locate the damaged regions in a sample and that the propagation velocity decreases with increasing macroscopic strain. However, resolution of the ultrasonic tomography was limited and potential artifacts from the inversion produced uncertainties in the interpretation.
Key challenges, highlighted in the examples presented above, are achieving sufficient spatial and temporal resolution of the velocity field, even in the presence of significant heterogeneity, and minimizing reconstruction artifacts to enable characterization of the phenomena of interest. In this work, new procedures to identify arrival times and to perform their inversion to map the velocity field inside test samples are presented. These procedures are illustrated using results obtained on a sample of natural rock (sandstone from the Vosges mountains in France 18 ) before and after deformation by triaxial compression. Validation of the methodology is provided using data acquired for a controlled-geometry sample of rock (Fontainebleau sandstone) that contains an artificially-created and well-defined layer with different mechanical properties. The approach is subsequently extended to provide time-lapse imaging of the velocity field evolution during deformation of the controlled-geometry sample under plane strain compression.
II. EXPERIMENTAL SETUP AND DATA ACQUISITION SYSTEM
The ultrasonic data acquisition involved two arrays of ultrasonic transducers placed facing each other and in contact with two opposite faces of a sample, as shown schematically in Fig. 1 . Two types of arrays were used, consisting of either 32 or 64 piezoceramic transducers, which both provided a large amount of data and thus the potential for well-resolved imaging. These transducers, originally designed to work in water, can generate and detect displacements perpendicular to their contacting faces. Such displacements can clearly be generated by compressional (P-) waves, but also by inclined S-waves. In this work only the first arrival for each source-receiver pair has been taken into account, and this can be confidently associated to a P-wave. A molasses (Couplant SCW by SOFRANEL) was used to ensure the coupling between the arrays and the tested sample. The dimensions of the transducers were 15 and 20 mm wide and 1.5 and 0.75 mm high, respectively [see Fig. 1(c) ]. This makes the transducers to be omnidirectional in the plane defined by the source-receiver arrays and very collimated in the perpendicular direction. The choice between the two types of arrays depended on the material being studied and the frequency of the signals that could propagate. While it is desirable to use a relatively high frequency to increase spatial resolution, practically the frequency that can be used is limited by grain dimensions and material stiffness. In this case the optimum central frequency was found to be 1 MHz for the natural sandstone sample and measurements were made using the 64-transducer arrays, while, for the controlled-geometry sample the 32-transducer arrays (central frequency of 0.5 MHz), were used. The signals were generated and received using a 64 channel emitter-receiver LeCoeur system. The signal emitted by every source was a broadband pulse at the central frequency of the transducer.
During the experiments one array of transducers worked as the sources and the other as the receivers. More specifically, signals were emitted from each element in the source array, in turn, and recorded, independently, at all of the elements in the receiver array. Signals were acquired with a sampling frequency of 20 MHz for around 45 ls. To increase the signal-to-noise ratio and get statistically relevant data the signals were averaged over 200 acquisitions. This procedure has been carried out pre and post-mortem, i.e., before and after a sample has been mechanically tested, or during loading, which is commonly referred to as "in situ." In the latter case each data set, consisting of 32 Â 32 signals, required an acquisition time of 7 s plus 45 s of readout.
The described data acquisition generates a huge amount of data (64 Â 64 or 32 Â 32), which, when the acquisition is carried out pre/post-mortem can be further multiplied by shifting the arrays to cover the entire height of larger specimens [Figs. 1(a) and 1(b)]. However, signals corresponding to two transducers far from one another typically had a low amplitude and hence a low signal-to-noise ratio, making it difficult to extract travel-times from these recordings. Despite this, the usable data still provide a very good spatial coverage of the sample, as indicated later.
The data analysis procedures are described in Sec. III using data obtained from a sample of Vosges sandstone before and after triaxial compression at a confining pressure of 30 MPa (see Tudisco 19 for details). The test specimen was an 80 mm long cylinder with diameter of 38 mm, which had been cut to obtain 2 parallel flat vertical surfaces 20 mm wide against which the transducer arrays could be placed, as shown in Fig. 1(d) . To encourage strain localization in the central part of the specimen, 2 notches of about 2 mm depth were cut in the flat surfaces. The deformation experiment was interrupted immediately after the peak deviatoric stress (at an overall axial strain of 1%), which indicated macroscopic failure of the sample. Figures 2(a) and 2(b) are from the intact and deformed state, respectively, i.e., pre/post-mortem. These images show that the strain localization in the sample strongly affects wave propagation producing increased travel times or reduced velocities, distorted wave fronts, and multiple propagation paths, leading to at least two wave fronts. Signals received at transducers 25 to 35 result from the destructive interference of the two wave fronts so that, with standard approaches, no useful travel time data can be extracted. The loss of information is particularly problematic as these signals correspond to ray-paths crossing the more intensely deformed portion of the sample, which is the region of interest. To overcome this issue, a double beam forming (DBF) approach has been implemented that allows manipulation of the data to identify and isolate the different arrivals and, therefore, enables picking of arrival times of waves traversing the area of interest, including multiple arrivals for individual source-receiver subarray pairs. The DBF approach is described in Sec. III A.
A. DBF
Beamforming is an array processing technique used for the detection and separation of signals and improvement of signalto-noise ratio. In this work time-delay beamforming is applied simultaneously at the source and receiver arrays thus double beamforming, in a similar way to described by Roux et al. 20 The DBF processing can be formulated in the time domain as
where pðt; y ri ; y sj Þ is the pressure measured by the transducer at time t, at a receiving position y ri , and source position y sj , N r / N s are the number of transducers in the receiver/ source subarray and h r /h s are the arrival/take-off angles. The time delay, sðh; yÞ, is defined as
where y 0 is the vertical position of the central element of the subarray on which the time-delay beamforming is performed and v is the material propagation velocity in the vicinity of each subarray, which is assumed to be homogeneous. The DBF procedure involves first forming a 3D matrix of amplitude versus t; h r ; h s , by varying the angles h r and h s between À90
and þ90 with a step of 5 . The maximum amplitude in this 3D matrix is thus identified and the sampling in t; h r ; h s is progressively refined in this region of interest up to 0.5 to give an optimized combination of t; h r , and h s . Thus the recorded signals for propagation between the central transducers of each of the source and receiver subarrays [see Fig. 3(a) for the case of facing transducers] are substituted by the beam-formed signals corresponding to the optimal (h r , h s ) pair. An example of the resulting signals is shown in Fig. 3(b) . To facilitate the identification of the arrivals in this representation, the amplitude of the signal p DBF ðt; h r ; h s Þ is replaced by its envelope, calculated through the Hilbert transform. Figure 3(c) shows an example of a slice through the resultant 3D matrix for a fixed time.
If the study material is reasonably homogeneous, only one high amplitude spot is present in the (h r , h s , t) plot and the corresponding h s and h r will be close to the straight path h 0 [h 0 ¼ 0 in the example presented in Figs. 3(c) and 3(d)]. In the case of strong heterogeneities in the velocity field or in the vicinities of the boundaries (where reflections cannot be neglected), the transmitted wave field cannot be well described by single ray-paths between each source-receiver pair and so it can often be difficult to interpret the raw data because of interactions of multiple arrivals along different paths; these interactions can be destructive such that, apparently, no signal arrives. The use of DBF in these cases is essential because it allows separation of different arrivals: Different paths will have distinct take-off angles and/or distinct arrival angles, so the amplitude peaks will be separated in angle-time space (see Fig. 4 ). Each local maxima in (h r , h s , t) space identifies a different arrival, which is characterized by the amplitude field p r0; s0 ðt; h r ; h s Þ for the corresponding angles.
The described DBF analysis has been applied to the data presented in Fig. 2(b) , acquired post-mortem on the natural rock sample. In this example the highly localized deformation between the notches leads to multiple arrivals and two wave fronts can be separated by the DBF procedure. Based on these separated signals it is possible to identify an arrival time for each propagation path [see Figs. 2(c), 2(d), and 4]. In particular Figs. 4(a) and 4(b) show an example of signals, traversing the deformed region of the sample, transmitted/ received by the central transducer of the subarrays and obtained from DBF analysis, respectively. In this case, it is clear how from the raw signal (i.e., using standard approaches) it is not possible to extract the arrival time while DBF permits to separate these signals and then to retrieve the desired information. Moreover, later arrivals that can be due to reflections or presence of secondary waves (generated from P-to S-waves conversion) are naturally removed.
FIG. 2. (Color online)
Example of experimental data obtained from propagation through an intact (a) and a deformed sample (b), corresponding to a source located at position 32 (the center of the array) and all receivers. In the case of a deformed sample, the data show two wave fronts that interfere destructively. DBF data [(c) and (d)] obtained using subarrays of five transducers; the two sets of data correspond to two different spots in the 3D DBF matrix at different h r , h s positions (see Fig. 4 ). The two wave fronts can be isolated completely.
In addition to allowing signal separation and identification of travel times, two additional benefits of the DBF are information on take-off and arrival angles, which are otherwise unknown, and improvement of the signal-to-noise ratio. The take-off and arrival angle information might be used to better describe propagation paths, as presented later, and the signal-to-noise improvement can be on the order of 10 log 10 ðN r N s Þ dB (as shown by Iturbe 21 ). The described DBF approach can also be used for the identification of arrivals in a time lapse test, e.g., during loading. In this case, the DBF is applied to the first acquisition data set, for an angle range [À90 :90 , and the maximum amplitude closest to the couple of angles corresponding to the direct path (h 0 , h 0 ) is selected, assuming only a small deviation from homogeneity at the start. The DBF for any subsequent data set, acquired at a later step of loading, is only assessed in the vicinity of the couple of angles (h s , h r ) selected at the previous step. This automatic procedure currently allows the selection of only one signal per source/receiver subarray couple, but it could be extended in the future to consider more than one arrival in the inversion process, corresponding to the different amplitude peaks visible in the DBF data.
A drawback of the DBF procedure is deviation from the assumption of point sources and receivers, which could potentially lead to reduced resolution. As such, the optimal subarray size results from a balance between resolution and robustness. [22] [23] [24] Large subarrays provide enhanced angular resolution. However, when there are strong heterogeneities close to the transducer arrays, as is often the case for geomaterials (where localized deformations may spread across the entire sample), beamforming performs better with shorter subarrays. In fact, when the subarray is positioned across a heterogeneity, the DBF result can be strongly affected. Moreover, the benefits due to an increasing array size are to be weighed against an increasing computation time and a loss of spatial resolution in terms of arrival time and takeoff/arrival angle maps. Despite attempts to find an objective criterion to define the best subarray size, this remains a casedependent problem and a parametric study is required (as shown by Turkaya 25 ). In the current example, the DBF array sizes were chosen to be 7, for the case of the 64-transducer arrays, and 5, for the case of the 32-transducer arrays, on both the source and receiver sides.
B. Data extraction
The travel time between a source-receiver subarray pair is defined by comparing the DBF signal corresponding to the optimal angles (h s , h r ) to a reference wavelet, with the same spectrum, propagating into a homogeneous medium, as described below.
A travel-time difference, Dt, between each of the DBF beams from the acquired data and a reference wavelet can be calculated from the phase shift of the inter-spectrum at the central frequency x,
where X i ðxÞ is the Fourier transform of the DBF signal x i ðtÞ, X 0 is the Fourier transform of the reference signal x 0 ðtÞ, and the symbol / indicates the phase. Performing the process described above for all sourcereceiver subarray pairs provides the full time-delay matrix for one acquisition [see Fig. 5(a) ]. In this matrix, the rows represent the central sources and the columns the central receivers of subarrays so that the diagonal elements correspond to horizontal paths, while top-left and bottomright corners correspond to the maximum inclined paths. This representation permits to assess the extracted data that are subsequently used as input to the travel-time inversion, as all the data can be visualized simultaneously in a structured way, making it possible to recognize any inconsistency between neighboring transducers and identify potential artifacts.
A matrix of take-off and arrival angles from the DBF procedure can also be retrieved. This information can be used to trace cubic rays for all source-receiver subarray pairs, using the positions of the two subarray central transducers and the take-off and arrival angles to define the corresponding third degree polynomial. Figure 5 (b) shows a selection of cubic rays traced for the post-mortem measurements. The representation of cubic ray-paths gives preliminary information regarding the position and intensity of the heterogeneities. In particular, a less dense area is visible in the bottom left part of the sample, indicating a lower velocity patch. These ray-paths also provide a better initial estimate of the propagation than the common straight-ray assumption, as described in Sec. III C.
It can also be noted that the inter-spectrum phase shift analysis also provides an efficient, consistent means to determine travel-time differences between successive shots during a time-lapse acquisition, e.g., during loading. Each DBF signal of a source-receiver subarray pair can be compared to the signal of the same pair at the previous shot to get the incremental travel-time change during the time-lapse sequence.
C. Inversion
Once the travel-time difference data have been acquired for all the source-receiver subarray pairs with travel paths crossing the area of interest an inversion procedure can be performed to derive a map of velocity changes in a sample. This is referred to as tomographic inversion. Such an inversion requires a forward model for wave propagation. In the case of ray theory the forward problem can be expressed by the relation
where dt is the travel-time difference between a sourcereceiver subarray pair, ds is the curvilinear distance along the ray path C, and dv is the scalar velocity perturbation associated to the change of the p-wave velocity v at every point in the sample. The inversion of Eq. (4) will be referred to as differential tomography herein. Differential tomography can be "data-based," when the Dt's are evaluated using two sets of ultrasonic recordings acquired at two different times (for instance after a step of loading), or "model-based," when the Dt's are related to an initial-guess velocity field (often homogeneous). Note that the latter is the "standard" tomographic approach. With data-based inversion, one data set will be referred to as "reference" and the other as "current." Furthermore, in a time-lapse, data-based inversion, the difference of arrival times Dt, and thus the velocity evolution, can be calculated referring always to the same acquisition file, for instance, the first one in a time-lapse sequence, or step-by-step (in the step-by-step approach, the current file will become the reference one at the subsequent step). Finally, to recover the absolute values of velocities, it is necessary to make a guess of the velocity field corresponding to the reference file.
To solve the inverse problem, the observed sample is spatially discretized into cells, in each of which the velocity is considered to be constant. In this manner Eq. (4) can be rewritten in matrix form as
where Dt is the data vector of dimension ½1 Â m with m the number of data (i.e., the number of subarray pairs), Dv is a vector of dimension ½1 Â n, with n the number of cells in which the model has been discretized, and M is a matrix of dimension ½m Â n with M ij ¼ Àl ij =v 2 j where l ij is the length of the ith ray-path through the jth cell.
The simplest way to trace ray-paths, and then to construct the M matrix, is to consider straight lines. In this work an alternative propagation model, using cubic rays, is proposed. The concept of cubic rays is not a usual one and has been identified as a means to enrich the linear inversion by using the additional information gained from the use of the DBF in the data processing. This approach depends on the velocity field only indirectly and remains a linear inversion problem (i.e., the M matrix construction is part of the data extraction process and it is not updated during the inversion), but, unlike straight rays, the ray-paths take into account the inhomogeneity of the velocity field. An example of the influence of the cubic rays in the inversion is given in Sec. IV. A wider analysis, including comparisons with curved rays obtained using Eikonal approximation, can be found in Tudisco 26 and Bou e et al.
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It should be underlined that the output of DBF is the time delay across the local subarray, which can be transformed into angles only through a hypothesis on the local velocity. In cases where significant velocity variations occur at the boundaries of the sample (e.g., due to localized damage in the current example), the initial hypothesis of homogeneous velocity can lead to significant errors on take-off and arrival angle evaluation. A possible approach to take into account this phenomenon and then improve the cubic rays tracing, is to re-perform the DBF using, for each subarray, the local velocity from the inverted velocity field. This iterative approach was not applied in the present work and will be a topic for future work.
The number of travel time data is not necessarily equal to the number of unknowns (i.e., the number of cells). It follows that the matrix M is not necessarily square, so its inverse M À1 does not exist. Equation (5) can thus not be solved directly and a method to find a pseudoinverse must be used. In this work the Maximum a posteriori method 21 has been adopted. This method is based on Bayes' theorem, which allows the introduction of a priori information on the data misfit and medium parameters in the inversion. The a priori model is Dv 0 ¼ 0, which means that no spatial heterogeneity is initially assumed. The data-misfit a priori is taken to be statistically Gaussian and centered so that, considering the observables to be independent, the data covariance matrix C d is diagonal. The model covariance matrix C m is set in such a way that the inverted velocity values are spatially correlated with correlation lengths k x and k y along the x and y axis, respectively. Under these assumptions the estimated velocity field can be calculated as
The parameters that control the inversion are e, which weights the model-versus-data a priori, and the characteristic correlation lengths k x and k y , which limit the variability of neighbor cell values. The higher e, the more the resultant velocity field is influenced by prior information. This can thus be considered as a damping parameter that controls how fast the model can reach a solution. The correlation lengths provide a spatial smoothing and their values vary from zero to twice the wavelength depending on several factors including the physical model used. In this work, the choice of k x and k y was based on a parametric study made with synthetic and real data.
IV. APPLICATIONS AND VALIDATION
The procedure described above has been applied to the data obtained from the natural rock sample post-mortem to provide a demonstration of the applicability of the technique to investigate localization phenomena in laboratory samples. Figure 5 (a) presents the complete set of travel time data for the natural rock sample (positions 1 and 2) as a delay map, calculated with respect to a homogeneous velocity field of 2200 m/s, which is the mean propagation velocity in the intact rock; this velocity is also used as the background velocity in the inversion. Inversion of these data using model-based tomography provides the velocity field shown in Fig. 5(c) . The first observation from the inverted velocity field is strong low velocity heterogeneity close to the bottom notch. Furthermore, three bands of reduced velocity can be identified, one connecting the two notches and two others going diagonally up and down from the top and bottom notch, respectively. The band between the notches and the one going downwards from the bottom notch are well formed while the band heading upwards from the top notch is less well defined. This result is in agreement with the expected deformation structure, i.e., a localized band of deformation that likely involves grain and grain-contact breakage and thus reduced velocities. The location of these bands is in agreement with observations from other full-field measurement techniques, i.e., x-ray tomography and 3D-DIC. 19 In particular the central low velocity band is clearly visible on the surface of sample, see Fig. 5(d) , and in the example of 3D-DIC analysis, shown in Fig. 5(e) , which represents the median over the width of the sample of the maximal shear strain. The low velocity band on the bottom of the sample is only partially visible in this image while the band on the top is invisible. This indicates that the occurring micro-mechanisms, responsible for the decrease of the wave propagation velocity, are not strong enough to induce a deformation that can be detected by the 3D-DIC analysis. The strong velocity heterogeneities around the notches in fact cause the wave fronts to split and, therefore, at least two wave fronts are registered (e.g., Fig. 2 ). However, despite the DBF procedure permits the identification of multiple arrivals for each source-receiver couple [Figs. 2(c), 2(d), and 4], only one of them has been used in the current inversion. Considering multiple paths may be helpful to increase spatial resolution in future work. It is noted that the significant heterogeneity in the velocity field, especially around the notches, will also have an effect on the spatial resolution through the variable ray-coverage as indicated in Fig. 5(b) .
The data analysis and inversion procedure has also been applied to data acquired during loading for a sample of rock into which an inclined layer of cemented sand was introduced. This application had two objectives: First, to provide a validation, with a sample of well-defined geometry, of the ability of the method to resolve velocity heterogeneities, as those observed in the natural rock example presented above; second, to provide a test case to extend the method to timelapse analysis of in situ measurements during mechanical loading of a sample.
The schematic of the controlled-geometry sample and the wave acquisition system integrated into the loading device are presented in Fig. 6 . To study the evolution of the propagation velocity field in the sample during mechanical loading by time-lapse tomography, it is important to assure the repeatability of the measurements, in particular regarding the position of the transducers. Therefore the arrays were held in fixed positions and only the central part of the sample was imaged. The controlled-geometry sample was prismatic and was loaded in plain strain conditions (guaranteed by two thick glass plates) to reduce the problem to 2D.
The first aim of this example is to assess the resolution of the ultrasonic tomography in a simplified situation in which the geometry of the problem is known. A central vertical slice of an x-ray tomography image of the sample is presented in Fig. 7(a) ; this shows the well-defined structure of the artificial layer. Based on data acquisition before any loading of the sample, DBF analysis was performed and cubic rays traced; the ratio between cubic and straight raydensity distribution is shown in Fig. 7(b) . Subsequently model-based tomographies were carried out using cubic and straight rays [Figs. 7(c) model-based tomographies show, in both cases, a well defined inclined layer of high velocity, which is consistent, in terms of both the inclination and band thickness, with the actual structure [ Fig. 7(a) ]. The velocity field obtained using cubic rays, however, exhibits a sharper and more uniform high velocity band. This result confirms that the spatial resolution of the ultrasonic tomography is about 5 mm, which corresponds to twice the wavelength of the examined signals. The higher velocity inside the layer implies that, as the mean density (indicated by x-ray tomography) is comparable in the two materials, the cemented sand is stiffer than the surrounding rock. This could indicate that the grains in the layer of artificially cemented sand are more bound and that the natural cementation is weaker than the artificial one.
After the above verification of the tomography approach for model-based inversion, time-lapse data acquired during mechanical loading of the layered-geometry sample were analyzed by data-based inversion. The objective in this application was to investigate the time-lapse tomography as a way to monitor damage evolution processes during laboratory experiments for future investigations of rock deformation process. Data-based tomography was carried out following the step procedure with a step increment of 10 files (data were acquired every 45 s). Figure 8 shows the velocity fields corresponding to the initial stage and three subsequent stages of loading. While the sample at the end of the test did not show any visually detectable deformation, the presented images reveal that, in a first phase, the velocity perturbations occur mainly outside the layer and that the velocity in these regions increases progressively. The velocity changes outside of the band are mostly negative, i.e., decreasing velocity, suggesting that the rock damages during the loading. A stronger reduction of velocity is registered on the right-side of the sample. This low velocity area, however, is also visible in the initial velocity image and, indirectly, in the cubic ray-density distribution, which suggests that the mechanical properties in that zone are different from the surrounding material from the beginning. It is, therefore, reasonable to suggest that the damage caused by the loading could be different in this zone, and more specifically that the zone is weaker (perhaps due to lower cementation, which would give lower velocities) and thus experiences greater damage. Furthermore, there seems to be a correspondence in the time-delay matrix. In a later stage, a decrease of velocity is registered inside and outside the layer. This indicates that damage occurs in both the artificially cemented sand and the natural rock, but the latter is weaker and damages at smaller macroscopic strain; this is in agreement with the modelbased tomography results indicating stronger cementation inside the layer than outside. Furthermore, when the velocity inside the layer reduces, the contrast between the natural rock and the cemented sand is reduced resulting in an apparent decrease of the layer thickness, especially at the bottom of the sample.
V. CONCLUSIONS
Elastic wave measurements are often used to study the behavior of geomaterials both at the laboratory scale and at the field scale. The novelty of this work is the implementation of travel-time inversion techniques, of the type used in oceanography and geophysics, to laboratory geomechanics. In particular, array processing methods have been applied to a geometry similar to seismic cross-hole tomography, but at an entirely different scale. Moreover, ultrasonic tomography has been used to monitor time-lapse damage evolution.
In terms of the data analysis prior to the velocity inversion, a new approach has been suggested based on double beamforming. The implementation of double beamforming in the particular case of a laboratory test on geomaterials provides improved quality data and thus permits extraction of accurate travel-time information. Furthermore, using this approach allows separation of arrivals from different propagation paths, which can provide data in complex areas where interfering arrivals make travel time picking impossible, with standard approaches, increasing the available data for the inversion. Moreover, the information on take-off/arrival angles can be used to trace cubic rays, which take indirectly into account the inhomogeneity of the velocity field. At present, when multiple arrivals are separated, only the one closest to the straight ray path is considered in the inversion. The use of the other extracted signals could be implemented in the inversion exploiting the cubic ray's tracing.
The proposed ultrasonic tomography procedure has been used to investigate localized deformation in a sample of natural rock that has undergone triaxial compression. In this case, the sample had notches on both sides to encourage localized deformation, in the form of a shear band, to occur in the middle of the sample. The ultrasonic tomography revealed the presence of three localized bands of low velocity, one connecting the notches and the others extending from the notches to the top and bottom sample's boundaries. The localized deformation had been imaged using x-ray tomography and by 3D-DIC analysis from which only the band connecting the two notches was partially visible. The ultrasonic tomography can therefore reveal structures undetectable by other techniques as well as indirect information about micro-mechanism such as grain and cement breakage.
To determine the spatial and temporal resolution of the ultrasonic tomography in a simplified situation, tests were carried out on a sample consisting of a layer of cemented sand between two blocks of natural rock. The contrast between the material properties of the cemented sand and the natural rock results in two distinct propagation velocities inside and outside the layer making the initial geometry of the velocity field known a priori. The comparison between a model-based ultrasonic tomography and an x-ray tomography of the intact sample showed that the 5 mm thick layer of cemented sand could be well resolved and thus the resolution of the ultrasonic inversion respects the expectation (about twice the wavelength of the transmitted signals). Subsequent analysis of data acquired during loading of the sample allowed testing of the time-lapse ultrasonic tomography approach for damage field characterization. The model-based and the time-lapse ultrasonic tomography analysis revealed that the layer is stiffer than the rock and that the latter damages before during the loading. This is probably due to a weaker cementation of the grains in the natural rock.
The results presented in this paper demonstrate that ultrasonic tomography can provide clear information on damage localization and evolution in laboratory specimens, with a good resolution. Combining such measurements with other experimental geomechanics approaches (e.g., x-ray tomography and DIC) will allow enhanced investigation of the micro-mechanisms of failure, such as cement breakage and grain de-bonding, in cemented granular materials. Another perspective is to implement a fully automated procedure for the data processing; such a procedure, which would currently take about 1 h for 32 Â 32 signals, would enable more real-time monitoring in quasi-static deformation experiments.
