Abstract: Generalized positiveness is investigated in this paper for a spatially interconnected system (SIS). Results of Zhou [2009] are extended to a more general frequency domain and more complicated requirements on the frequency response of a SIS. Based on an alternative characterization of the desirable frequency domain, a linear matrix inequality (LMI) based sufficient condition is derived for the weighted positiveness of a SIS over a frequency domain described by several matrix valued quadratic functions. Moreover, using the separability property of convex sets, situations have also been clarified under which this sufficient condition becomes also necessary.
INTRODUCTION
In system analysis and synthesis, characteristics of its frequency response play an important role (Davidson et al. [2002] , Gonzalez and Woods [2002] , Dumitrescu [2006] , Dudgeon and Mersereau [1984] , Zhou [2008] ). For example, when there exists unmodelled dynamics in a plant model, in order to guarantee the stability of the closed-loop system, it is desirable to reduce the maximal singular value of the frequency response of some closed-loop transfer function matrices to some prescribed levels at every frequency (Meinsma et al. [1997] ). Moreover, in characterizing the phase information of a multiple input multiple output system, positiveness of its weighted frequency response is widely utilized (Tits et al. [1999] ). In addition, information about the magnitude of the frequency response of a linear time invariant (LTI) system is very helpful in analyzing the stability of a closed loop-system consisting of this LTI system and a memoryless nonlinear element (Khalil [2002] ). And so on.
Spatially interconnected system (SIS) is an efficient model for describing the dynamics of nonlinear systems and large scale systems or temporal-spatial systems, as well as in filter design for image processing and antenna array signal processing (Bose [1982] , D'Andrea and Dullerud [2003] , Dudgeon and Mersereau [1984] ). Compared to a onedimensional causal dynamic system, it is generally much harder to analyze and synthesize the frequency domain properties of a SIS, as both causal and non-causal interactions exist in a SIS and several frequency variables affect simultaneously its frequency responses. To be more specific, for a one dimensional LTI system, it is now well known that the boundedness of its frequency response over an arbitrary frequency domain can be equivalently expressed as the feasibility of a linear matrix inequality (LMI), which successfully converts a problem with infinitely many constraints to a programming problem in which both the number of constraints and the number of variables are finite (Iwasaki et al. [1994] ). However, verification of the boundedness of a SIS is proved to be in general NPhard, and its computational complexity usually increases exponentially with the number of the spatial axes of the system (Bachelier et al. [2008] , Zhou [2009] ). This paper generalizes the results of Zhou [2009] to a more complicated frequency domain that is described by several matrix valued quadratic functions, as well as to a more complicated requirement on the frequency response of a SIS which is expressed as the positive semi-definiteness of a quadratic form of its real and imaginary parts. Based on an alternative characterization of the interested frequency domain, a sufficient condition is derived which is expressed in an LMI form and can in principle be efficiently verified. Moreover, based on the separability property of convex sets, a computationally verifiable necessary and sufficient condition is also established for the infeasibility of this LMI, which is further utilized to clarify situations under which the aforementioned sufficient condition becomes also necessary. These results include those of Zhou [2009] as a special case. In addition, it has also been clarified that the necessity part of Theorem 1 of Zhou [2009] is generally not valid.
The rest of this paper is as follows. In the next section, problem statement is provided, together with some preliminary results. Section III gives main results of this paper. This paper is concluded in Section IV. An appendix is included which gives a proof of some technical results.
The following notation and symbols are adopted. Bold Latin letters are generally used to denote operators, while italicized ones for variables. A set is usually represented by a calligraphy Latin letter or a bold Greek letter. The subscript z and p are utilized to indicate that a variable/quantity is related to an expression equaling to zero and being positive semi-definite. Specifically, R and C denote the set of real and complex numbers, while C n×m , H m×m and P m×m represent respectively the sets of n × m dimensional complex matrices, m × m dimensional Hermitian matrices and positive semi-definite matrices. The subscript is sometimes omitted for brevity. Re(·) and Im(·) represent respectively real and imaginary parts of a matrix/vector, while · its conjugate.
with its i-th diagonal block being X i−1 . tr{·} represents the trace of a square matrix, while ⊗ the Kronecker product of two matrices. Span(X) denotes the space spanned by the columns of matrix X. The superscripts T and H are used to denote the transpose and conjugate transpose of a matrix/vector, respectively. For the linear space of p × q dimensional complex matrices, an inner product < ·, · > is defined as < A, B >= Re(tr(A H B)), ∀A, B ∈ C p×q .
PROBLEM DESCRIPTION AND PRELIMINARY RESULTS
Consider the following state-space model suggested in D'Andrea and Dullerud [2003] for describing the dynamics of a SIS
in which, t and s = [s 1 , s 2 , · · · , s L ] stand respectively for the temporal and spatial variables for a discrete L-dimensional SIS, x(t, s) represents the state vector of a subsystem with the spatial index s at time t, w(t, s) and v(t, s) respectively its output vector to other subsystems and input vector from other subsystems, y(t, s) and u(t, s) respectively its external output and input vectors. Moreover, Z s is a spatial operator representing subsystem interactions that usually consist of spatial shifting operations. To be more specific, let
, with n(+, i) and n(−, i), 1 ≤ i ≤ L, representing the dimensions of output vectors of a subsystem respectively to those "immediately after" and "immediately before" it in the i-th spatial direction.
Let n(+, 0), p and q denote respectively the dimension of vectors x(t, s), y(t, s) and u(t, s), that is, the numbers of the states, the external outputs and the external inputs of a subsystem. Define a temporal-spatial operator Z as
in which z 0 stands for the time domain forward shift operator. Then, the transfer function matrix G(Z) and the frequency response G(ω i | L i=0 ) of the aforementioned SIS can be expressed respectively as
For brevity, it is assumed throughout this paper that
If this assumption is not satisfied, the corresponding problem can be modified into a problem that meets this requirement through inserting zero matrices with appropriate dimensions into the above state-space model (Zhou [2009] ). Moreover, in order to unify mathematical expressions and avoid awkward statements, n(−, 0) is also used in this paper which is defined as n(−, 0) = 0. Furthermore, the following symbols Π(∆, Φ) and Ξ(∆, Φ) are adopted to simplify mathematical expressions
The objective of this paper is to derive a computationally feasible criterion, which is capable of determining whether or not at every angular frequency ω i | L i=0 ∈ W, the frequency response of the SIS described by Equations (1) and (2), satisfies the following requirements,
in which set W is a frequency domain defined as
To clarify differences with the widely adopted notion of positiveness of a transfer function matrix, a SIS with its transfer function matrix G(Z) satisfying Inequality (4) is said to have a generalized positiveness property in this paper.
From their descriptions, it is apparent that the problem discussed in Zhou [2009] 
then, the aforementioned generalized positiveness verification problem with n p = 1 and n z = 0 is exactly the boundedness validation one investigated in Zhou [2009] . On the other hand, although the quadratic constraints on the interested frequency domain, that is, Ξ(W, Φ p,i ) ≥ 0 and Ξ(W, Φ z,i ) = 0, take a very special form, as argued in Zhou [2009] , they are able to describe many frequency domains widely adopted in engineering applications.
To investigate the aforementioned generalized positiveness validation problem, the following two preliminary results are at first introduced. The first one is about the eigenvalues of the Kronecker product of two square matrices which is well known in matrix analysis (Horn and Johnson [1991] ) and plays an important role in establishing results of this paper.
Lemma 1. For arbitrary square matrices P and Q, the eigenvalues of matrix P ⊗ Q exhaust exactly all the multiplications of the eigenvalues of matrix P and the eigenvalues of matrix Q.
On the basis of Lemma 1, the following results are obtained, which give another characterization of set W consisting of all interested angular frequencies.
Lemma 2. Let n be an arbitrary positive integer. Then,
∈ W if and only if for arbitrary P i ∈ P n×n and arbitrary
Proof: From the definition of the matrix valued function Ξ(∆, Φ), it is apparent that Ξ(∆, Φ) is symmetric whenever matrix Φ is. It can therefore be declared that Ξ(W, Φ p,i ) ≥ 0 and Ξ(W, Φ z,i ) = 0 are respectively equivalent to
It can therefore be declared that ω i | L i=0 ∈ W if and only if the following inequality is valid for every P i ∈ P n×n and
which is further equivalent to
Hence, ω i | L i=0 ∈ W if and only if for arbitrary P i ∈ P n×n and Q i ∈ H n×n ,
The proof can now be completed from the definition of Ξ(∆, Φ). 3
From Lemma 2, it is clear that when several quadratic matrix valued functions are utilized in defining an interested frequency domain, through introducing some instrumental positive semi-definite matrices and Hermitian matrices, these constraints can be equivalently expressed as the positive semi-definiteness of a new but single quadratic matrix valued function. This alternative characterization significantly reduces mathematical difficulties in deriving the following computationally verifiable condition for the generalized positiveness of a SIS over this frequency domain.
MAIN RESULTS
Define matrices Z 0 , J and J i , i = 0, · · · , L, respectively as
On the basis of this expression, as well as the facts that
in which
Note that
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It can therefore be declared that
Based on these relations, the following results are obtained, which give a sufficient condition on the generalized positiveness of the SIS over the frequency domain W.
Theorem 1. Assume that there exist a set of P i ∈ P ns×ns , i = 1, 2, · · · , n p , and a set of Q i ∈ H ns×ns , i = 1, 2, · · · , n z , such that
Then, for an arbitrary
Proof: From Equation (12), it is apparent that for an
On the other hand, from the definition of matrixW , it is obvious thatW = W ⊗ I 2ns . On the basis of this relation, as well as Lemma 2 and Equation (14), it can be claimed that if
I q is always of full column rank. It is straightforward to prove that Inequality (15) implies that
The proof can now be completed by combining the above 3 Inequalities together. 3
Note that the right hand side of Inequality (15) depends linearly on matrices
. This means that conditions of Theorem 1 can in principle be computationally verified. In fact, many efficient algorithms have been developed for solving an LMI and commercial softwares are also available.
However, the conditions of Theorem 1 are generally not necessary. As a matter of fact, from the proof of Theorem 1, it is clear that the discussed positiveness verification problem is essentially a special quadratic programming problem. Although many approaches have been developed, such as the so-called S-procedure, etc., it is still not very clear how to guarantee the desirable lossless property of these algorithms, that is, the feasibility of the derived LMI is equivalent to the validness of the original problem (Polik and Terlaky [2007] ). To clarify situations under which these conditions are also necessary, we at first derive a necessary and sufficient condition for the infeasibility of Inequality (15). In this derivation, separability properties of convex sets play an important role and the ideas are very similar to those utilized in the duality theory in optimization, as well as in investigating conservativeness of the (D, G)-scaling based upper bound for the mixed real-complex structured singular values and relaxations of robust LMIs (Meinsma et al. [1997] 
> for arbitrary complex matrices X and Y with compatible dimensions. Then, the inequality of (15) is infeasible, if and only if there exists a nonzero positive semi-definite matrix M , such that
In addition, if matrix M is of rank one, then, there
A proof of this theorem is given in the appendix.
From the definition of the operator Φ * (·), it can be straightforwardly proved that both
depend linearly on matrix M . Hence, Inequality (19) is in fact an LMI with respect to matrix M , while Equation (20) represents some linear constraints on matrix M . Since the left hand side of Inequality (21) also depends linearly on this matrix, it is clear that verification of Equations (19)- (21) can be converted to a convex optimization problem for which numerous efficient algorithms have been developed.
It is worthwhile to point out that the necessary and sufficient condition of Zhou [2009] is in fact generally just a sufficient one. The mistake is resulted from the ignorance that in its Lemma 2, there are not any structural constraints on matrix P , but in establishing the necessity part of Theorem 1, this matrix has been required to take a very special structure.
CONCLUDING REMARKS
In this paper, results of Zhou [2009] are extended to a more general frequency domain and to a more complicated requirement on the frequency response of a spatially interconnected system. The frequency domain is described by several matrix valued quadratic functions, while the requirement on the system frequency response is expressed by the positive semi-definiteness of a matrix valued quadratic function of its real and imaginary parts. On the basis of an alternative characterization of the interested frequency domain, an LMI based sufficient condition is obtained. Moreover, using the separability properties of convex sets, necessary and sufficient conditions have been derived for the infeasibility of this LMI. These conditions make situations clear under which the aforementioned sufficient condition becomes also necessary for the positiveness of a SIS over a prescribed frequency domain.
For notational simplicity, define set K as
As elements of set K depend affinely on both P i and Q i , and sets P ns×ns and H ns×ns are convex, it can be directly proved that set K is also convex.
Assume that Inequality (15) is not satisfied with every P i ∈ P ns×ns and Q i ∈ H ns×ns . This is equivalent to
is also a convex set. From the separability property of convex sets (HiriartUrruty and Lemarechal [2001] ), it can be declared that there exist a matrix M and a scalar h, such that for every K ∈ K and every
Note that both matrix P and matrix K in the above inequality are Hermitian. It can be directly shown from the definition of the adopted inner product for complex matrices that, matrix M can be assumed, without any loss of generality, to be also Hermitian. On the other hand, note that set ∈ P [2(L+1)ns+q]×[2(L+1)ns+q] is also a cone. It can therefore be declared that h ≤ 0. Now, assume that M ≥ 0. Then, for an arbitrary α > 0, it can be proved that there exists at least one P ∈ P [2(L+1)ns+q]×[2(L+1)ns+q] , such that < P, M > < −α. This implies that h = −∞, which is in contradiction to Inequality (A.2). Hence, if Inequality (A.2) is feasible, then, it is necessary that M ≥ 0. A direct consequence of this observation is that h ≥ 0, which further leads to h = 0.
On the other hand, for an arbitrary K ∈ K, we have that Hence, on the basis of Equation (12), it can be further declared that 
