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CAPITOLO 1
Preliminari
1.1 Notazione e premesse
N ≥ 2 intero positivo;
RN spazio EuclideoN-dimensionale;
Ω aperto connesso non vuoto diRN ;
Ω chiusura topologica diΩ;
∂Ω frontiera topologica diΩ;
|x− y| =
 N∑
j=1
(xj − yj)2
1/2
distanza euclidea tra x = (x1, . . . , xN ) e y = (y1, . . . , yN ) ∈ RN ;
se x ∈ RN e E,F ⊂ RN si definisce
d(x,E) = inf
{|x− y| ; y ∈ E} (distanza di x daE),
dist(E,F ) = inf
{|x− y| ; x ∈ E, y ∈ F} (distanza tra E e F ),
diamE = sup
{|x− y| ; x, y ∈ E} (diametro di E);
x · y =
N∑
j=1
xjyj prodotto scalare di x per y;
|x| = (x · x)1/2 norma di x;
Br(x) =
{
y ∈ RN ; |y − x| < r} palla aperta di centro x e raggio r > 0;
Br(x) =
{
y ∈ RN ; |y − x| ≤ r} palla chiusa di centro x e raggio r > 0;
∂Br(x) =
{
y ∈ RN ; |y − x| = r} sfera di centro x e raggio r > 0;
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N0 = {0, 1, 2, 3, . . .};
R+ = {x ∈ R, x ≥ 0} ;
α = (α1, α2, . . . , αN ) ∈ NN0 multi-indice;
|α| = α1 + α2 + · · ·+ αN lunghezza del multi-indice α;
α! = α1! · α2! · · · · · αN ! ;
xα = xα11 · · · · · xαNN ∀x = (x1, . . . , xN ) ∈ RN ;
si denotera` indifferentemente con ∂xj , ∂j ,
∂
∂xj
la derivata parziale rispetto alla
j-esima componente di x ∈ RN ;
Dα =
∂|α|
∂α1x1 · · · ∂αNxN
;
C0(Ω) e` lo spazio delle funzioni u : Ω→ R continue in Ω;
Ck(Ω), per k = 1, 2, . . . ,∞, e` lo spazio delle funzioni u : Ω → R tali che esiste
Dαu ∈ C0(Ω) per ogni α ∈ NN0 con 0 ≤ |α| ≤ k;
C0(Ω) e` lo spazio delle funzioni continue in Ω che hanno un prolungamento conti-
nuo a Ω, i.e.
∃ lim
x→ξ
x∈Ω
u(x) = u(ξ) ∀ ξ ∈ ∂Ω;
analogamente si definisce Ck(Ω) per k = 1, 2, . . . ,∞;
si definisce supporto di u ∈ C0(Ω):
supp u =
{
x ∈ Ω; u(x) 6= 0};
C00 (Ω) e` lo spazio delle funzioni continue inΩ a supporto compatto contenuto inΩ;
analogamente si definisce Ck0 (Ω).
Inoltre
u = (u1, . . . , um) ∈ Ck(Ω;Rm) ⇐⇒ uj ∈ Ck(Ω) ∀ j = 1, 2, . . . ,m ,
e analoga notazione si usera` per gli altri spazi funzionali i cui elementi siano fun-
zioni vettoriali.
Sia 0 < α ≤ 1. C0,α(Ω) e` lo spazio delle funzioni ho¨lderiane in Ω con esponente α,
cioe` lo spazio delle funzioni u ∈ C0(Ω) tali che
∃ c > 0 per cui |u(x′)− u(x′′)| ≤ c |x′ − x′′|α ∀x′, x′′ ∈ Ω;
per u ∈ C0,α(Ω) si ha
[u]0,α = sup
x′,x′′∈Ω
x′ 6=x′′
|u(x′)− u(x′′)|
|x′ − x′′|α ≤ c < +∞
([u]0,α si chiama modulo di α-ho¨lderianita` di u).
Esempio: Ω = B1(0), u(x) = |x|α, 0 < α ≤ 1.
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C0,1(Ω) e` lo spazio delle funzioni lipschitziane in Ω;
u ∈ Ck,α(Ω) ⇐⇒ ∀β ∈ NN0 , 0 ≤ |β| < k, Dβu ∈ C0(Ω) ∧ Dku ∈ C0,α(Ω) .
Esempio di funzione di classe C∞0 (R
N ):
ρ : x ∈ RN 7→ ρ(x) =
 e
1
|x|2−1 se |x| < 1
0 se |x| ≥ 1 ,
supp ρ = B1(0).
Infatti ρ(x) = v
(|x|2 − 1) dove
v(t) =
{
e
1
t se t < 0
0 se t ≥ 0
e v ∈ C∞(R).
1.2 Misura di Lebesgue inRN
Definizione 1.2.1. Una famiglia F di sottoinsiemi di RN si chiama σ-algebra se
(i) ∅, RN ∈ F ,
(ii) E ∈ F ⇒ RN \ E ∈ F ,
(iii) se (En)n∈N ⊂ F allora
⋃
n∈N
En ∈ F .
Il seguente teorema indica l’esistenza in RN di una σ-algebraM e di una misura su
M, con le caratteristiche richieste sopra.
Teorema 1.2.2. InRN esiste una σ-algebraM e una misura
| · | : M−→ [0,+∞]
con le seguenti proprieta`:
(i) ogni sottoinsieme aperto di RN , e quindi ogni sottoinsieme chiuso, appartiene
aM;
(ii) se Ω ∈M e ha misura nulla allora ogni sottoinsieme diΩ appartiene aM e ha
misura nulla;
(iii) se Ω =
{
x ∈ RN ; ai < xi < bi , i = 1, 2, . . . , N
}
allora |Ω| =
N∏
i=1
(bi − ai) ;
(iv) se (Ωn) ⊂M e gli insiemi Ωn sono a due a due disgiunti, allora∣∣∣∣∣⋃
n∈N
Ωn
∣∣∣∣∣ = ∑
n∈N
|Ωn|
(proprieta` di σ-additivita` o additivita` numerabile).
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Osservazione 1.2.3. Gli insiemi appartenenti alla σ-algebraM sono gli insiemimi-
surabili secondo Lebesgue e la misura | · |, denotata anche con LN (·), si chiama
misura di LebesgueN-dimensionale.
Nel seguito porremo ωN = |B1(0)| e quindi
ωNr
N = |Br(0)|, NωNrN−1 = |∂Br(0)| .
Osservazione 1.2.4. Esempi di insiemi aventi misura di Lebesgue nulla sono i se-
guenti:
(i) in R, l’insieme Q dei numeri razionali e in generale tutti gli insiemi costituiti
da una infinita` numerabile di punti;
(ii) in R2, rette e archi di curva regolari;
(iii) in R3, rette, piani e loro sottoinsiemi, curve e superfici regolari.
Osservazione 1.2.5. Si dice che una proprieta` vale quasi ovunque in Ω ∈ M, o in
forma abbreviata q.o. inΩ, se e` vera in tutti i punti diΩ tranne che in un sottoinsie-
me avente misura di Lebesgue nulla.
1.3 Funzionimisurabili
Definizione 1.3.1. Sia Ω ⊂ RN un insieme misurabile. Una funzione u : Ω −→ R si
dice misurabile se u−1(C) e` misurabile per ogni sottoinsieme chiuso C ⊂ R.
Osservazione 1.3.2. Valgono le seguenti proprieta`:
(i) se u e` una funzione continua allora u e` misurabile;
(ii) somma e prodotto di funzioni misurabili sono misurabili;
(iii) massimo limite, minimo limite e limiti puntuali di successioni di funzioni
misurabili sono misurabili.
Definizione 1.3.3. Sia u : Ω −→ R una funzione misurabile. L’estremo superiore
essenziale di u e` cosı` definito:
sup essu := inf {c ∈ R ; u ≤ c q.o. in Ω} .
Osservazione 1.3.4. Se u = χ
Q
, la funzione caratteristica dei razionali, si ha
supu = 1ma sup essu = 0, essendo |Q| = 0.
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Definizione 1.3.5. Una funzione misurabile s : Ω ⊂ RN −→ R si dice funzione
semplice se assume un numero finito di valori a1, a2, . . . , ak.
Se s e` una funzione semplice che assume i valori a1, a2, . . . , ak sugli insiemi misura-
bili e a due a due disgiunti Ω1,Ω2, . . . ,Ωk contenuti in Ω, possiamo scrivere
s =
k∑
i=1
aiχΩi .
Teorema 1.3.6. Se u : Ω −→ R e` una funzione misurabile allora esiste una succes-
sione (sn) di funzioni semplici convergente ad u in ogni punto di Ω.
Inoltre, se u e` non negativa, si puo` scegliere (sn)monotona crescente in Ω.
1.4 Integrale di Lebesgue
Introduciamo ora la definizione di integrale di Lebesgue per una funzione misura-
bile
u : Ω ⊂ RN −→ R
con Ω insieme misurabile.
Per una funzione semplice s si definisce∫
Ω
s(x) dLN (x) :=
k∑
i=1
ai |Ωi|
con la convenzione che se ai = 0 e |Ωi| = +∞ allora ai |Ωi| = 0.
Per u ≥ 0misurabile, definiamo∫
Ω
u(x) dLN (x) := sup
∫
Ω
s(x) dLN (x)
dove l’estremo superiore e` calcolato al variare di s tra tutte le funzioni semplici
minori o uguali a u su Ω.
In generale, per una funzione misurabile u , osservato che
u = u+ − u−
dove u+ = max {u, 0} e u− = max {−u, 0} sono rispettivamente la parte positiva e
negativa di u, si definisce∫
Ω
u(x) dLN (x) :=
∫
Ω
u+(x) dLN (x) −
∫
Ω
u−(x) dLN (x)
a condizione che almeno uno dei due integrali sia finito.
La funzione u e` detta sommabile in Ω se entrambi gli integrali sono finiti. Si dice
invece che u e` integrabile in Ω se e` sommabile o ha integrale pari a+∞ o−∞.
Segue dalla definizione che una funzione misurabile u e` sommabile se e solo se |u|
e` sommabile.
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Esempio. La funzione u(x) =
senx
x
non e` sommabile in ]0,+∞[, risultando 1
∫ +∞
0
| senx|
x
dL 1(x) = +∞ .
Si osservi che l’integrale di Riemann generalizzato della funzione u esiste finito; si
puo` infatti provare che
lim
t→+∞
∫ t
0
senx
x
dx =
π
2
.
1.5 Alcuni teoremi fondamentali
Teorema 1.5.1. (Teorema di Beppo Levi o della convergenza monotona)
Sia (un) una successione di funzioni misurabili, tali che
0 ≤ u1 ≤ u2 ≤ · · · ≤ un ≤ un+1 ≤ · · · .
Allora ∫
RN
lim
n→+∞
un dLN (x) = lim
n→+∞
∫
RN
un dLN (x) .
Teorema 1.5.2. (Lemma di Fatou)
Sia (un) una successione di funzioni non negative e sommabili. Allora∫
RN
lim inf
n→+∞
un dLN (x) ≤ lim inf
n→+∞
∫
RN
un dLN (x) .
Teorema 1.5.3. (Teorema di Lebesgue o della convergenza dominata)
Sia (un) una successione di funzioni integrabili con
un → u q.o. ,
e supponiamo, inoltre, che esista una funzione v sommabile tale che per ogni n ∈ N
|un| ≤ v q.o. .
Allora
lim
n→+∞
∫
RN
un dLN (x) =
∫
RN
u dLN(x) .
1Si ha∫ +∞
0
| senx|
x
dL 1(x) =
+∞∑
k=1
∫ kπ
(k−1)π
| senx|
x
dL 1(x) ≥
+∞∑
k=1
1
kπ
∫ kπ
(k−1)π
| senx| dL 1(x) =
+∞∑
k=1
2
kπ
= +∞ .
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Teorema 1.5.4. (Teorema di Fubini)
Siano
E1 =
{
x ∈ RN : −∞ ≤ ai < xi < bi ≤ +∞ , i = 1, 2, . . . , N
}
e
E2 = {y ∈ Rm : −∞ ≤ cj < yj < dj ≤ +∞ , j = 1, 2, . . . ,m}
Sia u sommabile su E = E1 × E2 ⊂ RN+m. Allora
(i) per quasi ogni x ∈ E1, la funzione u(x, ·) e` misurabile in E2;
(ii) la funzione
v(x) =
∫
E2
u(x, y) dLm(y)
e` sommabile in E1 e risulta∫
E
u(x, y) dLN (x) dLm(y) =
∫
E1
dLN (x)
∫
E2
u(x, y) dLm(y) ;
(iii) per quasi ogni y ∈ E2, la funzione u(·, y) e` misurabile in E1;
(iv) la funzione
w(y) =
∫
E1
u(x, y) dLN (x)
e` sommabile in E2 e risulta∫
E
u(x, y) dLN (x) dLm(y) =
∫
E2
dLm(y)
∫
E1
u(x, y) dLN (x) .
Infine il teorema fondamentale del Calcolo si estende all’integrale di Lebesgue nella
forma seguente.
Teorema 1.5.5. (Teorema di differenziazione di Lebesgue)
Sia u : RN → R localmente sommabile.
Allora per q.o. x ∈ RN
∃ lim
ρ→0+
1
ωNρN
∫
Bρ(x)
u(y) dLN (y) = lim
ρ→0+
1
|Bρ(x)|
∫
Bρ(x)
u(y) dLN (y) = u(x)
(tali x si chiamano punti di Lebesgue di u).
In particolare, se u e` sommabile in R,
d
dx
∫ x
a
u(t) dL 1(t) = u(x) per q.o. x ∈ R.
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1.6 Teorema di compattezza
(di Ascoli (1884) - Arzela` (1894/5))
Definizione 1.6.1. Una successione di funzioni reali (uj) definite in Ω (aperto con-
nesso non vuoto di RN ) si dice equilimitata se esisteM > 0 tale che
sup
x∈Ω
|uj(x)| ≤M ∀ j ∈ N.
La successione (uj) si dice equicontinua se per ogni ε > 0 esiste δε > 0 tale che
|x′ − x′′| < δε implica
|uj(x′)− uj(x′′)| ≤ ε ,
per ogni x′, x′′ ∈ Ω, per ogni j ∈ N.
Teorema 1.6.2. Sia (uj) una successione di funzioni reali definite in Ω, equilimitata
ed equicontinua. Allora esiste una successione estratta (ujh) da (uj) e una funzione
continua u : Ω→ R tale che
(i) ujh(x) −→ u(x) per ogni x ∈ Ω;
(ii) ujh ⇒ u uniformemente sui sottoinsiemi compattiK ⊂ Ω.
Dimostrazione.
(i) SiaRΩ l’insieme dei punti di Ω ⊆ RN le cui coordinate sono razionali. Tale insieme
e` numerabile e denso in Ω.
Sia x1 ∈ RΩ. Poiche´ la successione di numeri reali (uj(x1)) e` limitata, per il teore-
ma di Bolzano-Weierstrass esiste una sottosuccessione (uj1(x1)) convergente a un
numero reale, sia u(x1), cioe` uj1(x1) −→ u(x1).
Consideriamo allora la successione di funzioni (uj1), che e` una sottosuccessione
di quella data (uj); sia x2 ∈ RΩ e consideriamo la successione di numeri reali
(uj1(x2)).
Anch’essa e` limitata, pertanto esiste una sottosuccessione uj2(x2) −→ u(x2).
Allora, proseguendo il procedimento di estrazione successiva, possiamo costrui-
re infinite successioni la h-esima delle quali e` denotata con (ujh), con le proprieta`
seguenti: ciascuna e` sottosuccessione della precedente; per ogni h fissato la suc-
cessione di numeri reali (ujh(xh)) converge, cioe` ujh(xh) −→ u(xh).
Osserviamo inoltre che, per ogni h fissato, risulta ujh(xm) −→ u(xm) per ogni
m = 1, 2 . . . , h− 1.
Consideriamo la successione “diagonale” (uhh), che, dunque, ha all’h-esimo po-
sto la h-esima funzione della h-esima successione, e osserviamo che essa e` una
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sottosuccessione della successione (uj) di partenza.
u11(x1) u21(x1) u31(x1) . . . uh1(x1) . . .
ց
u12(x2) u22(x2) u32(x2) . . . uh2(x2) . . .
ց
u13(x3) u23(x3) u33(x3) . . . uh3(x3) . . .
...
...
... ց ...
u1h(xh) u2h(xh) u3h(xh) . . . uhh(xh) . . .
...
...
...
... ց
Infatti, u11 in quanto elemento della sottosuccessione (uj1) e` una delle funzioni uj
e corrisponde ad una certa scelta j = j1; la funzione u22, particolare tra le funzioni
uj2 e` pure una delle uj e corrisponde ad una certa scelta j = j2, eccetera.
Ora si ha j1 < j2 in quanto l’indice j2 che compete a u22, seconda funzione della
seconda successione, e` almeno pari all’indice che compete a u21, seconda funzione
della prima sottosuccessione, dunque strettamentemaggiore dell’indice che indivi-
dua u11, cioe` di j1; allo stessomodo si procede nel confronto degli indici successivi.
Inoltre uhh(x) converge per ogni x ∈ RΩ.
Sia ora x ∈ Ω \ RΩ. Per l’ipotesi di equicontinuita` e poiche´ RΩ e` denso in Ω, per
ogni ε > 0 esiste xε ∈ RΩ tale che |x− xε| < ε e
|uhh(x)− ukk(x)| ≤ |uhh(x)− uhh(xε)|+ |ukk(x)− ukk(xε)|+ |uhh(xε)− ukk(xε)|
≤ 2ε+ |uhh(xε)− ukk(xε)|
dove nella prima disuguaglianza si e` applicata la proprieta` triangolare.
Poiche´ xε ∈ RΩ e (uhh(xε)) e` convergente, esiste ν(xε) ∈ N sufficientemente grande
tale che |uhh(xε)− ukk(xε)| ≤ ε per ogni h, k > ν(xε). Percio`, per ogni tale h e k si ha
|uhh(x)− ukk(x)| ≤ 2 ε+ ε = 3 ε .
Questo implica che, per ogni x ∈ Ω \RΩ, (uhh(x)) e` una successione di numeri reali
di Cauchy, quindi convergente.
In definitiva esiste una funzione u : Ω → R tale che uhh(x) −→ u(x) per ogni
x ∈ Ω.
Inoltre, da
|u(x)− u(y)| = lim
h→+∞
|uhh(x)− uhh(y)| per ogni x, y ∈ Ω ,
e dalla equicontinuita` della successione (uhh) segue che per ogni ε > 0 esiste δε > 0
tale che
|x− y| < δε =⇒ |u(x)− u(y)| ≤ ε
per ogni x, y ∈ Ω.
(ii) Dimostriamo ora che la successione (uhh) converge uniformemente in ogni com-
pattoK di Ω. Sia allora K un compatto di Ω e fissiamo ε > 0. La collezione di palle
Bε(x) di raggio ε e con centro nei punti x ∈ Ω ricopronoK, e possiamo selezionare
un sottoricoprimento finito, siaBε(xi), i = 1, 2, . . . , k.
Selezioniamo un ν(k) ∈ N sufficientemente grande tale che |uhh(xi)− u(xi)| ≤ ε
per ogni h > ν(k), per ogni i = 1, 2, . . . , k. Ciascun punto x ∈ K e` contenuto in
qualche palla Bε(xi). Pertanto, per l’ipotesi di equicontinuita` si ha
|uhh(x)− u(x)| ≤ |uhh(x) − uhh(xi)|+ |uhh(xi)− u(xi)|+ |u(x)− u(xi)|
≤ ε+ ε+ ε = 3 ε .
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Piu` in generale sussiste il seguente risultato.
Teorema 1.6.3. (Teorema di compattezza in C0(X,Y ))
SiaX uno spazio topologico separabile 2 e sia (Y, d) uno spaziometrico completo. Sia
U un sottoinsieme non vuoto di C0(X,Y ) tale che
(i) U e` equicontinuo 3 inX ,
(ii) per ogni x ∈ X la chiusura dell’insieme {u(x) ; u ∈ U} e` un sottoinsieme com-
patto di Y .
Allora ogni successione (uj) ⊂ U ha una sottosuccessione (ujh) convergente puntual-
mente inX ad una funzione u ∈ C0(X,Y ).
Inoltre la convergenza e` uniforme su ogni sottoinsieme compattoK diX .
1.7 OperatoreDivergenza,OperatoreGradiente eOpe-
ratore di Laplace
Operatore Divergenza. Sia u ∈ C1(Ω;RN ). Si definisce
div u :=
N∑
j=1
∂juj .
Operatore Gradiente. Sia u ∈ C1(Ω). Si definisce
∇u := (∂1u, . . . , ∂Nu).
Operatore di Laplace. Sia u ∈ C2(Ω). Si definisce
∆u := div∇u =
N∑
j=1
∂jju .
1.8 Misura di Hausdorff
Lamisura di Lebesgue non permette di distinguere tra loro insiemi di misura nulla,
ne´ di assegnare una dimensione a tali insiemi. Per questo scopo sono state intro-
dotte numerose misure. Quella di Hausdorff si e` rivelata molto utile nello studio
delle equazioni a derivate parziali.
Misura di Hausdorff k-dimensionale (1918).
Sia E ⊂ RN , k intero positivo 0 < k ≤ N , δ > 0 ; definiamo
H kδ (E) := ωk 2−k inf

+∞∑
j=1
(diamEj)
k ; E ⊂
+∞⋃
j=1
Ej , diamEj < δ
 .
2X contiene un sottoinsieme denso e numerabile.
3Per ogni x ∈ X, l’insieme U e` equicontinuo in x se e solo se per ogni ε > 0 esiste un intorno di
x, V (x), tale che
d (u(t), u(x)) < ε per ogni t ∈ V (x) e per ogni u ∈ U .
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Se δ decresce l’estremo inferiore e` fatto su una famiglia piu` piccola di ricoprimenti
di E, sicche´ H kδ (E) cresce
(
i.e. 0 < δ′ < δ ⇒ H kδ′(E) ≥ H kδ (E), quindi la funzione
δ 7→ Hkδ (E) e` non-crescente
)
.
Allora
∃ lim
δ→0+
H kδ (E) = sup
δ>0
H kδ (E) := H k(E);
H k(E) si chiama lamisura di Hausdorff k-dimensionale di E.
Si poneH 0(E) = cardE (cardinalita` diE).
Proprieta` dellemisure di Hausdorff:
(i) SeE ⊂ RN e` misurabile, si ha HN (E) = LN (E);
(ii) 0 < H k(E) < +∞ =⇒

Hm(E) = 0 ∀m > k
Hm(E) = +∞ ∀m < k;
(iii) H k(E + x) = H k(E) ∀x ∈ RN (invarianza per traslazioni);
(iv) H k(λE) = λkH k(E) ∀λ > 0 (H k e` omogenea di grado k)
dove λE =
{
λx; x ∈ E}.
1.9 Teorema della divergenza inRN (Gauss-Green)
Teorema 1.9.1. Sia Ω connesso, compatto di RN , di classe C1 a tratti 4 e sia
u ∈ C1(Ω;RN ). Allora∫
Ω
div u(x) dLN (x) =
∫
∂Ω
u(ξ) · ν(ξ) dHN−1(ξ),
dove ν(ξ) e` il versore normale esterno applicato a ξ ∈ ∂Ω (ove definito).
Se u ∈ C1(Ω), allora∫
Ω
uxi(x) dLN (x) =
∫
∂Ω
u(ξ) νi(ξ) dHN−1(ξ) (i = 1, . . . , N) .
Teorema 1.9.2. (Teorema di integrazione per parti)
Se u, v ∈ C1(Ω), allora∫
Ω
uxi(x) v(x) dLN (x) = −
∫
Ω
u(x) vxi(x) dLN (x) +
∫
∂Ω
u(ξ) v(ξ) νi(ξ) dH N−1(ξ)
(i = 1, . . . , N) .
Dimostrazione. Applicare il teorema della divergenza alla funzione prodotto
u · v ∈ C1(Ω) .
4i.e. ∂Ω e` di classe C1 a tratti, ovvero per q.o. ξ0 ∈ ∂Ω, esiste r > 0 tale che ∂Ω ∩ Br(ξ0) e` im-
plicitamente rappresentata in un sistema locale di coordinate come insieme di livello di una funzione
ψ ∈ C1(Br(ξ0)) tale che |∇ψ(x)| 6= 0 ∀x ∈ Br(ξ0).
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1.10 Le identita` di Green
Teorema 1.10.1. Sia Ω connesso, compatto di RN , di classe C1 a tratti e siano
u, v ∈ C2(Ω). Allora∫
Ω
∇v(x) · ∇u(x) dLN (x) +
∫
Ω
v(x)∆u(x) dLN (x) =
∫
∂Ω
v(ξ)
∂u
∂ν
(ξ) dH N−1(ξ)
(I identita` di Green);∫
Ω
[
v(x)∆u(x) − u(x)∆v(x)] dLN (x) = ∫
∂Ω
[
v(ξ)
∂u
∂ν
(ξ)− u(ξ)∂v
∂ν
(ξ)
]
dHN−1(ξ)
(II identita` di Green);
dove
∂u
∂ν
:= ∇u · ν (derivata normale di u su ∂Ω).
Dimostrazione. Consideriamo v∇u ∈ C1(Ω;RN ); per il teorema della divergenza∫
Ω
div
(
v(x)∇u(x)) dLN (x) = ∫
∂Ω
v(ξ)∇u(ξ) · ν(ξ) dH N−1(ξ),
e poiche´
div(v∇u) =
N∑
j=1
∂j(v∂ju) =
N∑
j=1
∂jv ∂ju+
N∑
j=1
v∂jju
= ∇v · ∇u+ v∆u,
si ha la I identita` di Green.
La seconda identita` di Green si ottiene sottraendo alla prima la identita`∫
Ω
∇u(x) · ∇v(x) dLN (x) +
∫
Ω
u(x)∆v(x) dLN (x) =
∫
∂Ω
u(ξ)
∂v
∂ν
(ξ) dH N−1(ξ).
Osservazione 1.10.2. Se nella II identita` di Green si sceglie v ≡ 1 in Ω, si ha∫
Ω
∆u(x) dLN (x) =
∫
∂Ω
∂u
∂ν
(ξ) dH N−1(ξ).
1.11 Un criterio di sommabilita`
Teorema 1.11.1. Consideriamo perN ≥ 1 la funzione
x ∈ RN → |x|λ ∈ R
con λ ∈ R.
Proviamo che: ∫
BR(0)
|x|λ dLN (x) < +∞ ⇐⇒ λ > −N,∫
RN\Br(0)
|x|λ dLN (x) < +∞ ⇐⇒ λ < −N.
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Dimostrazione. Sia 0 < r < R e consideriamo∫
BR(0)\Br(0)
|x|λ dLN (x)
posto ω =
x
̺
con ̺ = |x|, dLN (x) = dHN−1(̺ω) dL 1(̺) = ̺N−1 dHN−1(ω) dL 1(̺)
(cfr. e.g. [7], Th.(2.49)), si ha∫
BR(0)\Br(0)
|x|λ dLN (x) =
∫ R
r
∫
|ω|=1
̺λ+N−1 dHN−1(ω) dL 1(̺)
=
∫
|ω|=1
dHN−1(ω)
∫ R
r
̺λ+N−1 dL 1(̺)
=

NωN log
R
r se λ = −N
NωN
λ+N
[
Rλ+N − rλ+N ] se λ 6= −N .
Allora∫
BR(0)
|x|λ dLN (x) = lim
r→0+
∫
BR(0)\Br(0)
|x|λ dLN (x) < +∞ ⇐⇒ λ > −N,
∫
RN\Br(0)
|x|λ dLN (x) = lim
R→+∞
∫
BR(0)\Br(0)
|x|λ dLN (x) < +∞ ⇐⇒ λ < −N.

