In this paper, we consider positive solutions of the logistic type p-Laplacian equation
Introduction
In this paper, we are concerned with positive solutions of the p-Laplacian equations of the form exist and are positive numbers, it is shown in [6] that problem (1.1) has a unique positive solution u, and moreover
For general p > 1 but with a(x) and b(x) replaced by positive constants, it is shown in [4] that (1.1) has a unique positive solution, and it is a positive constant.
In this paper, we generalize these results to the cases where these limits may not exist, and we consider the general case p > 1. We suppose that for some γ > −p and τ ∈ (−∞, ∞), there exist positive numbers α 1 , α 2 It is easily seen by standard consideration that under these conditions, (1.1) has at least one (weak) positive solution. By standard regularity theory for p-Laplacian operators (see [8, 9] ), the solutions belong to C 1 (R N ).
Our first main result describes the asymptotic behavior of the positive solutions u(x) for large |x|. Theorem 1.1. Suppose u ∈ C 1 (R N ) is a positive solution of (1.1) 
Our second main result is a consequence of Theorem 1. We will also prove similar results for the exterior domain problem corresponding to (1.1).
The rest of this paper is organized as follows. In Section 2 we present several preliminary results, including a comparison principle which enables us to extend the squeezing method in [6] for semilinear problems to the quasilinear case.
In Section 3, under the condition (1.2), we use the extended squeezing method to discuss the asymptotic behavior of solutions for (1.1) as |x| → ∞. This method plays a very important role in this paper and we briefly describe it here. For small > 0, let
and the boundary blow-up problem
has a unique positive solution v R and w R respectively for large R. The comparison principle (Lemma 2.1) guarantees that any positive solution u of (1.1) satisfies
Using a rescaling of v R and w R , we find that the rescaled v R and w R satisfy similar equations on a fixed annulus but with a large parameter in the equation. This allows us to use the results in [5] to determine the behavior of v R and w R for large R, which enables us to obtain (1.3) and (1.4). If furthermore α 1 = α 2 , β 1 = β 2 , then the comparison principle (Lemma 2.1) implies that (1.1) has a unique positive solution.
In the last section we consider the exterior problem corresponding to (1.1). We show that the techniques in Section 3 can be easily adapted to prove similar results.
We would like to point out that, when p = 2, the condition α 1 = α 2 , β 1 = β 2 in Theorem 1.2 can be weakened. In fact, for p = 2, under condition (1.2) and in addition
we can use the method in [3] to show that problem (1.1) has a unique positive solution. Unfortunately we are unable to extend this method to the case p = 2. We refer to [1, 5, 7] and the references therein for some further recent related research.
Preliminary results
In this section, we consider the Dirichlet problem 
We first recall the principal eigenvalue of the p-Laplacian with a weight function. Consider a function α(x) ∈ L ∞ (Ω), and the following eigenvalue problem:
We denote by λ 1 (Ω, α) the principal eigenvalue of this problem. It is well known that the principal eigenvalue is simple, isolated, and can be expressed as
The associated eigenfunction φ 1 (Ω, α) can be chosen strictly positive in Ω, with
Next, we recall a comparison principle (see, e.g., Proposition 2.2 in [4] ) which will be frequently used in this paper.
Lemma 2.1 (Comparison principle). Suppose that Ω is a bounded domain in
R N . Let u 1 , u 2 ∈ C 1 (Ω) be
positive in Ω and satisfy (in the weak sense)
Finally we recall an existence result. Proof. Let φ be a positive eigenfunction corresponding to λ 1 (Ω, a). Then for all small positive constant , it is easily checked that φ is a subsolution of the problem (2.1). Clearly any positive constant greater than or equal tō
is a supersolution of (2.1). Since there exists M > 0 such that f (x, s)
s q , the standard monotone method in [2] implies that there exists a positive solution u of (2.1) satisfying φ u M . By the comparison principle Lemma 2.1, it is the unique positive solution of (2.1). ✷
Asymptotic behavior and uniqueness for (1.1)
In this section, we consider the asymptotic behavior of solutions for (1.1) as |x| → ∞ and prove Theorems 1.1 and 1.2.
Lemma 3.1. If condition (1.2) is satisfied, then for any constant m > 1 there exists a large
Proof. By (1.2), there exists a large R * > 0 such that a(x) c|x| γ for some positive constant c and all |x| > R * . Let λ 1 (A R ) denote λ 1 (A R , 0), and φ(x) denote the normalized positive eigenfunction associated with λ 1 (A R ). Through a simple rescaling
where Ω = {x ∈ R N : 1 < |x| < m}. It follows that
Hence there exists a large R 0 > R * such that I < 0 for R R 0 . By definition, we obtain λ 1 (A R , a) < 0, ∀R R 0 . This completes the proof. ✷
Proof. Let {x n } be an arbitrary sequence of points x n in R N satisfying r n = |x n | → ∞ and let > 0 be such that 3 < min{α 1 , β 1 }. By (1.2), there exists a large R > 0 such that
We consider the problem
is a positive solution of (3.3), then by Lemma 2.1 it must be the unique positive solution, and hence it must be radially symmetric,
Through a simple rescaling ω(r) = z(r/R 1 ), we obtain
where Ω = {x: 
It follows that
Since |x n | = r n → ∞, there exists a positive integer n 0 such that for n > n 0 , when x 0 is replaced by x n , Eq. (3.3) has a unique positive solution v n , and by (3.5),
If u is a positive solution of (1.1), then for all large n,
where
By Lemma 2.1, we obtain v n (x) u(x) on B n . Thus, for all large n, u(x n ) v n (x n ), and
Since {x n } is an arbitrary sequence with |x n | → ∞, this implies that
Inequality (3.1) then follows as > 0 can be arbitrarily small.
Next we will prove (3.2). In a similar fashion, for any sequence of points x n in R N satisfying |x n | → ∞, and any given small positive , there exists a large R > 0 such that
where a 1 = α 2 + , b 1 = β 1 − . We consider the problem 
Then ω(r) satisfies
Through a rescaling ω(r) = z(r/R 2 ), we obtain
where Ω = {x:
Since |x n | = r n → ∞, for all large n, the unique positive solution v n of (3.6) with x 0 replaced by x n satisfies
where B n = {x: (1 − )|x n | < |x| < (1 + )|x n |}. By Lemma 2.1, we obtain
This implies that 
has a unique positive solution. Let us choose an increasing sequence of positive real numbers r n with r 1 > r and r n → ∞ as n → ∞. By the above discussion, problem (3.7) with r = r n has a unique positive solution u n . By Lemma 2.1, we deduce u n u n+1 . If we can find an upper bound for u n on any fixed B R , then by a standard regularity argument, u(x) = lim n→∞ u n (x) is well defined in R N and it would be a positive solution of (1.1).
To find such an upper bound, we consider the problem
By the proof of Theorem 3.7 in [5] , we find that (3.8) has a positive solution v. Then clearly by Lemma 2.1,
for all large n so that r n > R. This is the bound we are looking for, and hence the existence of a solution for (1.1) is proved. From u n u n+1 we find
for each n, and hence u is a positive solution of (1.1). For an arbitrary positive solution u of (1.1), we can see that u satisfies
By Lemma 2.1, u u n on B r n for each n, and hence
So u is the minimal positive solution of (1.1).
What remains now is to show the existence of a maximal positive solution of (1.1). To this end, we choose an increasing sequence of real number r n such that r n → ∞ as n → ∞ and denote B n = B r n . We consider the boundary blow-up problem
As before, (3.9) has a unique positive solution which we denote as ω n . Applying Lemma 2.1, we see ω n ω n+1 u for all n, and sō
is well defined on R N . Furthermore, by standard regularity considerations, we knowū satisfies (1.1) on R N andū u, soū is a positive solution of (1.1).
Clearly any positive solution u of (1.1) satisfies, for each n,
By Lemma 2.1, we obtain ω n u on B n for all n, and hencē
The proof is now complete. ✷ When condition (1.2) is satisfied, by Lemma 3.1, λ 1 (B r , a) < 0 for all large r. Therefore, we have the following result. 
The exterior problem
In this section, we study the following exterior problem: 
has a unique positive solution.
Proof. We first consider the problem It follows that for all small > 0,
Clearly (1 + )u 1 is an supersolution of (4.2). We can now apply Lemma 2.1 to conclude that (1 + )u 1 u 2 on Ω. As is arbitrary, we deduce u 1 u 2 on Ω. Interchanging the rules of u 1 and u 2 in the above arguments, we also deduce u 2 u 1 on Ω. Thus u 2 = u 1 on Ω. The proof is complete. ✷ By the same argument used in Theorem 3.2, we can easily obtain the following asymptotic behavior for the positive solutions of (4.1) near infinity.
Next we present the existence and uniqueness theorem, namely Proof. By Lemma 4.1, the problem
where B r denotes the ball centered at the origin with radius r such thatΩ ⊂ B r , has a unique positive solution. Let us choose an increasing sequence of positive real numbers r n with r 1 > r and r n → ∞ as n → ∞. By Lemma 4.1, problem (4.4) with r = r n has a unique positive solution u n . By Lemma 2.1 and Proposition 4.6 in [4] , we deduce u n u n+1 . If we can find an upper bound for u n on any fixed B R , then by a standard regularity argument, u(x) = lim n→∞ u n (x) is well defined in R N \Ω and it would be a positive solution of (4.1).
To find such an upper bound, we consider the problem 
for all large n so that r n > R. This is the bound we are looking for, and hence the existence of a solution for (4.1) is proved. From u n u n+1 we find
for each n, and hence u is a positive solution of (4.1). For an arbitrary positive solution u of (4.1), we can see that u satisfies
By Lemma 2.1 and Proposition 4.6 in [4] , u u n on B r n \Ω for each n, and hence
So u is the minimal positive solution of (4.1). Next we will show the existence of a maximal positive solution of (4.1). To this end, we choose an increasing sequence of real number r n such that r n → ∞ as n → ∞ and denote B n = B r n . We consider the boundary blow-up problem What remains is to show the uniqueness. Let u 1 and u 2 be two positive solutions of (4.1). Since α 1 = α 2 and β 1 = β 2 , by Proposition 4.6 in [4] It follows that this is true on R N \Ω. Since > 0 is arbitrary, it follows u 1 u 2 on R N \Ω .
Interchanging the rules of u 1 and u 2 in the above argument, we deduce also u 2 u 1 . Thus we must have u 1 = u 2 , which implies that (4.1) has a unique positive solution. The proof is complete. ✷
