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ABSTRACT
Susan Wei: Latent Supervised Learning and DiProPerm
(Under the direction of Michael R. Kosorok and J.S. Marron)
The field of machine learning has grown rapidly in recent decades with a diverse range of
applications. This dissertation contributes novel machine learning techniques motivated by modern
biomedical challenges where data is often characterized by high dimensionality.
Personalized medicine serves as the motivating application for the first methodology introduced.
One of the underlying premises of personalized medicine is that effectiveness of specific treatments
may be heterogeneous across people. We develop a new machine learning task called Latent
Supervised Learning that can, among other tasks, estimate treatment effect heterogeneity. More
broadly, Latent Supervised Learning is designed for data settings that do not fall under the traditional
frameworks provided by supervised and unsupervised learning, the two most common categories of
machine learning.
High dimensional low sample size data settings motivate the development of the second method-
ology presented in this dissertation. Direction-Projection-Permutation (DiProPerm) is a general
nonparametric framework for testing equality of distributions. The idea is to project high-dimensional
data onto a direction that discriminates between the two populations and to infer differences in the
higher dimensional distributions from their lower dimensional projections. This use of lower dimen-
sional projections makes DiProPerm a natural companion to high dimensional data visualization.
Theoretical properties of DiProPerm are investigated under a non-classical asymptotic regime which
reveals surprising properties of hypothesis tests in high dimensional low sample size settings.
iii
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CHAPTER 1: INTRODUCTION
Unlike in other fields, tastes in statistical research evolve hand-in-hand with the emergence of
new data structures and new computational tools. The unprecedented rate of data proliferation, or
Big Data, is currently shaping modern statistical research in this very way. The Huber-Wegman
taxonomy of data set sizes in 1995 described a tiny dataset as 102 bytes, a small dataset 104, a large
dataset 108 and a massive dataset 1012 (Wegman, 1995).To appreciate the scale of modern data,
consider that the annual rate of data generated from 0.001% of the Large Hadron Collider sensors
represents 25 petabytes (fifteen zeros).
Big Data presents obvious challenges to storage and computation. Storage solutions need
to be able to handle large amounts of data and provide a fast interface with data analytic tools.
Computational efficiexncy is another bottleneck in the development of Big Data analytic tools. Faster
algorithms are needed that scale to large datasets with high dimensionality.
This dissertation will confine itself, however, to statistical challenges raised by Big Data. Among
the many statistical challenges raised, the issue of dimensionality looms large. In traditional data
analysis, assumed were many observations and a few variables measured on each observation. The
paradigm has dramatically changed to data settings with many variables measured on a few (relatively
speaking) observations. This setting where the dimension is high and may greatly exceed sample
size motivates the methodologies developed herein.
There are considerable difficulties to classic statistical methodology posed by high dimensional
settings. Many conventional variable selection procedures, for example, are combinatorial in nature
and become infeasible for high dimensional data. New tools for dimension reduction and feature
extraction are also especially needed as we discover that high dimensional data often exhibit nonlinear
low dimensional structure.
The adaption of classical statistical tools as well as the invention of completely new tools for
high dimensional data is an active research area. One particular area that has been successful in this
endeavor is machine learning. Machine learning was preceded by artificial intelligence and concerns
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the construction of systems that can learn from data. The field lies at the intersection of statistics and
computer science, and has found many fruitful applications to real-world high dimensional data.
Machine learning has been employed by many technology companies like Google for a variety
of applications such as document categorization, recommender systems, natural language processing,
etc. Biomedical applications are a relatively new area that statistical machine learning has been
brought to bear upon. Like other areas in Big Data, modern challenges in biostatistical research are
shaped by the emergence of new technologies that collect complex and novel data.
Machine learning is well equipped to deal with these new data types arising in biomedical
research. Machine learning algorithms are increasingly used in genetic studies for example. Medical
imaging analysis is an active research field at the crossroads of medicine, statistics, and computer
science which heavily uses machine learning tools. The development of dynamic treatment regimes
in personalized medicine is another area that has benefited greatly from machine learning techniques..
This dissertation makes further contributions to the application and development of statisti-
cal machine learning tools motivated by challenges arising from modern biomedical applications.
We present two statistical methodologies – Latent Supervised Learning and Direction-Projection-
Permutation.
1.1 Latent Supervised Learning
The two main categories of machine learning algorithms are supervised learning and unsuper-
vised learning. In supervised learning, a set of features and the associated outcome (or label) are
observed. Often the interest is to build an algorithm for predicting the labels for future subjects, e.g.
classification. In unsupervised learning, features, but not outcomes, are observed. The goal is to
learn structures of the features, e.g. to find clusters.
This dissertation introduces a new type of machine learning task called latent supervised learning
that bridges the gap between these two most common types of machine learning tasks. Let X be a set
of features and Y an outcome of interest. Consider the data setting where a function of X modifies
the behavior of the outcome variable Y in the following way
Y ∼ F1(y) when f(X) ∈ A
2
and
Y ∼ F2(y) when f(X) ∈ Ac
where F1 and F2 are distribution functions. In other words, the distribution of Y is determined by
the membership of f(X) in A. The goal in latent supervised learning is to learn the binary variable
1{f(X) ∈ A} having only observed (X,Y )
Were this a supervised task, we would observe both the feature X and the binary variable
1{f(X) ∈ A} in the training data. On the other hand, were this an unsupervised task, we would
observe only the featureX . Latent supervised learning, which uses the variable Y to learn the desired
binary outcome 1{f(X) ∈ A} falls somewhere between supervised and unsupervised learning.
We shall consider three models under this framework. For all of them, we will assume the
functional form ωTX − γ ≥ 0 for f(X). The first model, presented in Chapter 2, considers the case
when F1, F2 are Gaussian. The model simplifies to
Y ∼ N(µ1, σ21) when ωTX − γ ≥ 0
and
Y ∼ N(µ2, σ22) when ωTX − γ < 0
Again only the (X,Y ) pair is observed, all other parameters must be estimated. The methodology
developed for estimating the Gaussian model lays the groundwork for the subsequent models.
In Chapter 3, we study a latent supervised learning model where the outcome variable of interest
Y is a right-censored survival time. A relevant goal is to discover two subtypes in X characterized
by different survival. Building upon the classic Cox model, we model the hazard function h(T ) as
follows
h(T ) = exp(β)h0(T ) when ωTX − γ ≥ 0
and
h(T ) = h0(T ) when ωTX − γ < 0
3
Take for a concrete example the case when X , a set of genetic features, and Y , survival time, are both
measured on a number of subjects. This model can be applied to discover two genetic subgroups
with maximal hazard ratio.
In the last model studied in Chapter 4, we incorporate regression into the latent supervised
learning framework. Let Z be a set of regressors believed to have different effects across the
subgroups and U a set of regressors believed to have common effects. The model is given by
E(Y |Z,U) = βT1 Z + δTU when ωTX − γ ≥ 0
and
E(Y |Z,U) = βT2 Z + δTU when ωTX − γ < 0
For instance, X may be a vector containing genetic information, Z a drug or treatment intervention,
and Y some outcome of interest such as survival time. The method can then be applied to discover
two genetic subgroups that experience possibly different survival response to treatment. We allow
the interaction between the subgroup and the treatment to be either quantitative (same direction but
different magnitude) or qualitative (different direction).
This type of analysis is of direct interest to fields such as personalized medicine and drug
discovery. While traditional medical studies focus on establishing claims at a global level, i.e. by
measuring average effects at a population level, many new paradigms in medicine desire to understand
local properties.
Subgroup analysis is commonly applied to determine whether pre-defined groups of individuals
depart from the population average. Subgroup analysis usually takes place after overall assessment
of the treatment effect and can be highly subjective as the subgroups are specified by the investigator.
Studying treatment effect heterogeneity under the latent supervised learning framework allows us to
accomplish the goals of subgroup analysis in a rigorous way.
1.2 DiProPerm
Many modern data sets are characterized simultaneously by high dimensionality and low sample
size. Genetic data is a canonical example by now. The number of variables (e.g. genes) in a typical
genetic study often far exceeds the number of subjects they are measured on. Dimensionality poses a
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serious challenge because the amount of data needed to support classical methods of establishing
statistical significance grows very rapidly with the number of variables involved. This is the so-called
curse of dimensionality.
The curse of dimensionality especially affects our ability to perform hypothesis testing in high
dimensions. The standard Hotelling T 2 test, a multivariate extension of the well-known two-sample
t-test, completely breaks down when dimension exceeds sample size. Much work has been done
to modify and adapt the Hotelling T 2 test for high dimensional low sample size settings. Taking a
different approach, we propose in this dissertation a hypothesis testing framework called Direction-
Projection-Permutation (DiProPerm) based on machine learning techniques. In particular, DiProPerm
borrows the strength of binary linear classifiers in high dimensional low sample size settings to give
powerful tests.
Another distinguishing feature of DiProPerm is its close ties to data visualization. Lower
dimensional projections are often employed to visualize high dimensional data. DiProPerm can
be applied to assess whether a visual difference between lower dimensional projections reflects
statistically significant differences in the original dimension of the data. As such, DiProPerm is a
natural companion to visualization of high dimensional data. The methodology has been successful
in offering useful insight in various biological applications (Miedema et al., 2012; Clement, 2012;
Shen, 2012; Segall et al., 2010; Bradford et al., 2011).
As befits its design for high dimensional data, the limiting behavior of DiProPerm is analyzed
under the high dimensional low sample size (HDLSS) asymptotic regime where dimension goes to
infinity for fixed sample size. This is to be contrasted with the standard asymptotic regime in which
sample size goes to infinity for fixed dimension as well as the asymptotic regime of random matrix
theory in which both sample size and dimension go to infinity. We will analyze the consistency
properties of DiProPerm under the HDLSS asymptotic regime. The results offer guidance on the use
of DiProPerm in practice and are also interesting because they suggest, contrary to the canons of
hypothesis testing, that there exist reasonable tests for which consistency is not an obvious property.
1.3 Outline of Thesis
This chapter presented the motivation and context for the statistical methodologies developed
hereafter. The remainder of the thesis is divided into two natural parts. The first consists of three
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stand-alone papers on Latent Supervised Learning. The second part consists of the DiProPerm paper.
Appendices for the papers appear separately at the very end.
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CHAPTER 2: LATENT SUPERVISED LEARNING
2.1 Introduction
A new machine learning task, latent supervised learning, is introduced. The goal is to learn a
binary classifier from continuous training labels. The term latent describes the hidden underlying
relationship between the surrogate and the unobserved class label. This latency structure manifests
in many real-world applications. Take for instance the world of clinical trials, where it is common
to show a direct clinical benefit to a surrogate marker rather than a real clinical endpoint (Fleming,
2005). The surrogate is usually a continuous measurement such as tumor percentage or blood
pressure while the latter a discrete variable that can be undesirable (i.e. death) or occurs infrequently.
Using a surrogate variable to guide classification, latent supervised learning directly targets the
setting where clearly labeled training data is unavailable.
In this way, latent supervised learning bridges the gap between unsupervised and supervised
learning. In the former, data is unlabeled and the goal is simply to discover useful classes of items.
This is also known as clustering, see Jain et al. (1999) for a review. On the other hand, supervised
learning, see Hastie et al. (2001) for an overview, seeks to derive a function from labeled training
data. Such a function is called a classifier if the label is discrete or a regression function if the label
is continuous. There are instances, however, when carefully trained data is difficult or too costly
to obtain. In such cases, supervised learning is infeasible and latent supervised learning provides a
preferable alternative to clustering if a clearly generalizable classification rule is desired.
In this chapter, a specific problem in latent supervised learning will be studied which shall be
referred to as the change-line classification problem. The surrogate variable arises from a Gaussian
mixture distribution with unknown parameters where the latent structure between the surrogate and
the component class label is determined by an unknown hyperplane in the covariate space. A data-
driven sieve maximum likelihood estimator is proposed to estimate the hyperplane. Importantly, the
classification of future objects solely depends on the separating hyperplane. This makes the method
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generalizable and advantageous in situations where the surrogate variable may not be available for
future data.
The estimator is shown to be consistent. Its accuracy is demonstrated on simulated data. Three
health-related datasets are used to illustrate its applicability. Two of the datasets are accompanied by
binary outcome variables. For these, the subgroups estimated by the method will be compared to the
ones given by the binary outcome variable. The data-driven sieve estimator is able to achieve, without
using the binary training labels, classification accuracy comparable to that of logistic regression, a
fully supervised procedure. For the third dataset where there is no binary outcome variable available,
an interpretation of the subgroups discovered is offered.
The chapter is organized as follows. In the next section, the model is formally defined. In Section
2.3, related work is discussed. In Section 2.4 a variety of existing “off-the-shelf” statistical methods
are examined and the caveats of using each is addressed. Section 2.5 presents the methodology.
The consistency of the estimator is established in Section 3.3. The issue of model checking and
diagnostics is discussed in Section 2.7. Simulations in Section 2.8 compare the method to other
competitors. Applications to real world datasets are presented in Section 2.9. The chapter ends with
a discussion in Section 2.10. Some additional supporting material including proofs of results and
data preprocessing steps are given in Appendix A.
2.2 The model
The set-up of the problem is as follows. Let the covariate X ∈ Rd be related to the surrogate
variable Y ∈ R in the following manner:
Y = µ1,01{ωT0 X − γ0 ≥ 0}+ µ2,01{ωT0 X − γ0 < 0}+  (2.1)
where the means µ1,0, µ2,0 ∈ R are unknown, and
 ∼ N(0, σ21,01{ωT0 X − γ0 ≥ 0}+ σ22,01{ωT0 X − γ0 < 0})
where the variances σ21,0, σ
2
2,0 ∈ R+ are also unknown. The relationship between the means and
variances is allowed to be arbitrary as long as the equations µ1,0 = µ2,0 and σ21,0 = σ
2
2,0 are
not simultaneously true. The sample (X1, Y1), . . . , (Xn, Yn) is observed iid from the model (2.1).
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The estimation of ω0 and γ0 which, in turn, can be used to estimate the nuisance parameters
µ1,0, µ2,0, σ
2
1,0, σ
2
2,0 forms the change-line classification problem.
2.3 Related Work
The model considered here was first described in Kang’s PhD thesis, see Kang (2011). Kang
proposed an estimator for the special case p = 2. The procedure involved first enumerating all linear
hyperplanes in R2 that separate the sample of data x1, . . . , xn into two groups. Then the hyperplane
which maximizes the likelihood is taken to be the estimate. A procedure enumerating all hyperplanes
splitting the data for R3 or higher does not seem to be generalizable from the procedure for R2. Thus,
an extension to R3 or beyond based on this technique appears difficult.
It was also Kang who coined the term “change-line classification.” This is likely a reference to
the well studied topic of change-point problems, see Carlstein et al. (1994) for an overview. The
relationship to the present model can be seen as follows. In its simplest form, the change-point model
assumes the following structure:
Y = α01X≤ζ0 + β01X>ζ0 + 
where  is a normally distributed error term. The parameter of interest is ζ0, the change-point. Model
(2.1) encompasses this basic change-point model; set µ1,0 = α0, µ2,0 = β0, σ21,0 = σ
2
2,0, ω0 = 1
and γ0 = ζ0 to see this. Model (2.1) is a generalization of the basic change-point model in two
ways: 1) no restrictions are placed on the relationship between σ21,0 and σ
2
2,0 and 2) the search for a
change-point is generalized to a change-hyperplane. These generalizations in turn require a whole
new set of tools.
2.4 Off-The-Shelf Solutions
This section provides motivation for the necessity of a new methodology to solve the change-
line classification problem. This is addressed by first considering several “off-the-shelf” statistical
methods. Discussion of the caveats of the application of each to the change-line classification
problem follows.
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Linear Regression A simple regression of Y on X could be used for the change-line classification
problem. However, under model (2.1),
E(Y |X) = µ1,01{ωTX − γ ≥ 0} − µ2,01{ωTX − γ < 0}.
This is not linear in X and thus linear regression is unlikely to perform well.
SIR The more sophisticated procedure Sliced Inverse Regression (SIR) assumes there exists a
lower-dimensional projection of the covariates X that explains all that needs to be known about the
surrogate variable Y (Li, 1991). Formally, the model stipulates
Y = f(β1X,β2X, . . . , βkX, )
where the β’s are unknown and f is an arbitrary unknown function.
The implementation of SIR will now be described in detail as a modification of it will play a key
role in the proposed methodology. For simplicity assume the covariate X has been standardized to
have mean zero and identity covariance. In the first step of SIR, the range of Y is partitioned into H
(not necessarily equal) slices {I1, . . . , IH}. Let mˆh be the sample mean of the covariates in the h-th
slice, i.e.
mˆh =
∑n
i=1Xi1{Yi ∈ Ih}∑n
i=1 1{Yi ∈ Ih}
.
The k-th largest eigenvector (eigenvector corresponding to the k-th largest eigenvalue) of the weighted
covariance matrix
∑H
h=1 |Ih|mˆhmˆ′h is taken to be an estimate of βk. To estimate ω0 in the change-line
estimation problem, set k = 1 and apply SIR. It will seen later in Section 2.5 that a direct application
of SIR under Model (2.1) is often sensitive to noise in the data and can have poor performance even
when the sample size is moderately large.
The methods described thus far focus on modelling the relationship between the covariate X and the
surrogate variable Y . Also each method produces an estimate of ω0 only. An entirely different line
of approach is to first estimate the binary labels 1{ωT0 Xi + γ0 ≥ 0} for each i = 1, . . . , n and then
apply a standard binary linear classification method, such as the Support Vector Machine (SVM),
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to estimate ω0 and γ0. This approach requires that the binary labels first be estimated with a high
degree of accuracy.
EM One possible way to estimate these binary labels is the EM algorithm. The data arising from
Model (2.1) is a Gaussian mixture with unknown parameters. The EM algorithm more directly
targets the estimation of the parameters µ1,0, µ2,0, σ21,0, σ
2
2,0 but can do a poor job of estimating the
actual class membership labels 1{ωT0 xi + γ0 ≥ 0}.
Clustering Another possibility is to use clustering methods to estimate the binary labels. The cluster
membership can then be used as training labels in a binary linear classifier such as SVM. A basic
clustering algorithm such as k-means clustering with k = 2 can be performed on the Y space. This
however entirely ignores the information in the covariate X and the resulting clusters may not be
sensible when viewed in the covariate space. Another approach, clustering on the (X,Y ) space to
estimate the binary labels, has the drawback that the dimension of the covariate space is usually
higher than the one-dimensional surrogate variable Y , but a standard clustering algorithm will weigh
them equally.
In Section 2.8, simulations are performed to compare the proposed methodology to each of the
methods above. The results suggest the new methodology is generally more accurate for the change-
line classification problem than any of these “off-the-shelf” methods.
2.5 Methodology
The estimation of ω0 in Model (2.1) uses a sieve maximum likelihood approach. A sieve is a
sequence of approximating spaces which grows dense as the sample size increases (Grenander, 1981).
Maximization is carried out over these approximating spaces rather than the full parameter space.
Traditionally, the method of sieves has been used in nonparametric maximum likelihood estimation.
There, sieves are either 1) deterministic or 2) random but not data-dependent. See Geman and Hwang
(1982) for examples of the former and Shen et al. (1999) for the latter.
The proposed sieve estimation procedure is unique in that the sieve is constructed using the
observed data. The construction begins with a data-driven sieve that is based on the information in
the covariate X . Next the sieve is “boosted” by incorporating information from the surrogate variable
Y .
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2.5.1 The Likelihood
The expression of the likelihood function is described here. Let θ(ω, γ) be the collected nuisance
parameters
θ(ω, γ) := (µ1(ω, γ), µ2(ω, γ), σ
2
1(ω, γ), σ
2
2(ω, γ))
where
µ1(ω, γ) := E(Y |ωTX − γ ≥ 0) and µ2(ω, γ) := E(Y |ωTX − γ < 0)
and
σ21(ω, γ) := Var(Y |ωTX − γ ≥ 0) and σ22(ω, γ) := Var(Y |ωTX − γ < 0).
The log likelihood of the data under Model (2.1) as a function of (ω, γ) is given by
Ln(ω, γ, θ(ω, γ)) = −1
2
n∑
i=1
[
log(2piσ2(xi, ω, γ)) +
(yi − µ(xi, ω, γ))2
σ2(xi, ω, γ)
]
, (2.2)
where
µ(x, ω, γ) = (µ1(ω, γ)− µ2(ω, γ))1{ωTx− γ ≥ 0}+ µ2(ω, γ) (2.3)
and
σ2(x, ω, γ) = (σ21(ω, γ)− σ22(ω, γ))1{ωTx− γ ≥ 0}+ σ22(ω, γ). (2.4)
A natural estimate for θ(ω, γ) is
θˆn(ω, γ) := (µˆ1(ω, γ), µˆ2(ω, γ), σˆ
2
1(ω, γ), σˆ
2
2(ω, γ)) (2.5)
where the estimated means are given by
µˆ1(ω, γ) =
∑n
i=1 yi1{ωTxi − γ ≥ 0}∑n
i=1 1{ωTxi − γ ≥ 0}
and µˆ2(ω, γ) =
∑n
i=1 yi1{ωTxi − γ < 0}∑n
i=1 1{ωTxi − γ < 0}
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and the estimated variances are given by
σˆ21(ω, γ) =
∑
i(yi − µˆ1(ω, γ))21{ωTxi − γ ≥ 0}∑
i 1{ωTxi − γ ≥ 0}
and
σˆ22(ω, γ) =
∑
i(yi − µˆ2(ω, γ))21{ωTxi − γ < 0}∑
i 1{ωTxi − γ < 0}
.
Let Sp denote the unit sphere in Rp. The likelihood Ln is maximized over a sieve Ωˆn ⊂ Sp using the
plug-in estimate θˆn(ω, γ). Let Γˆn(ω) ⊂ R be the set of γ’s such that θˆn(ω, γ) is well defined. The
sieved estimator is
(ωˆsn, γˆ
s
n) := min arg max
ω∈Ωˆn,γ∈Γˆn(ω)
Ln(ω, γ, θˆn(ω, γ)) (2.6)
where min arg max denote the smallest argmax. This is necessary since there is a whole interval of
γ’s that maximize the likelihood. The next two sections describe the construction of the sieve Ωˆn.
2.5.2 The Simple Sieve
The simple sieve is based on the Mean Difference (MD) discrimination rule applied to the
covariates x. The MD, also known as the nearest centroid method (see Chapter 1 of Scholkopf and
Smola (2001)), is a forerunner to the shrunken nearest centroid method of Tibshirani et al. (2002). It
is based on the class sample mean vectors, denoted by x¯+ and x¯−. A new data vector is assigned to
the the positive (negative) class if it is closer to x¯+ (x¯−). Thus the MD discrimination method results
in a separating hyperplane with normal vector x¯+ − x¯−. The simple sieve consists of MD directions
formed in the following manner:
1. Partition the covariate space X into K regions. Let Sk ⊂ {1, . . . , n} be the index set for
region k.
2. Let Pk denote the collection of partitions of the set Sk into two parts. For P ∈ Pk, let P1 and
P2 be the parts of the partition, i.e. P1 ∪ P2 = Sk and P1 ∩ P2 = ∅.
3. For each P ∈ ⋃k Pk, calculate the Mean Difference direction ωMD(P ) — the vector connect-
ing the centroids of the two classes {Xi : i ∈ P1} and {Xi : i ∈ P2},
ωMD(P ) =
X¯P1 − X¯P2
||X¯P1 − X¯P2 ||
,
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where X¯P1 and X¯P2 are the sample means of X’s in P1 and P2 respectively.
K-means clustering can be used for the first step to obtain a partition of the covariate space. If K-
means returns clusters that are very large, sample a manageable portion of the cluster. The parameter
K should be chosen to ensure the cardinality of the sieve is not too big. SettingK to be roughly n/10
works well in practice. This choice results in the sieve having approximately
∑K
k=1 2
|Sk| = n210/10
elements, which grows linearly in n and is quite manageable computationally.
2.5.3 Incorporating the surrogate variable
A modification of the SIR procedure is used to incorporate information from the surrogate
variable Y to improve the simple sieve. First, slice the range of Y intoH (not necessarily equal) slices
{I1, . . . , IH}. Next, standardize X to have mean zero and unit covariance: X˜ = Σˆ−1/2xx (Xi − X¯),
for i = 1, . . . , n, where X¯ and Σˆxx are the sample mean and sample covariance matrix of X ,
respectively. Let mˆh,1(ω, γ) be the average of the X˜’s in the h-th slice that are above the hyperplane
ωTx− γ ≥ 0,
mˆh,1(ω, γ) =
∑n
i=1 X˜i1{Yi ∈ Ih}1{ωTXi − γ ≥ 0}∑n
i=1 1{Yi ∈ Ih}1{ωTXi − γ ≥ 0}
and analogously for below the hyperplane
mˆh,2(ω, γ) =
∑n
i=1 X˜i1{Yi ∈ Ih}1{ωTXi − γ < 0}∑n
i=1 1{Yi ∈ Ih}1{ωTXi − γ < 0}
.
The quantities mˆh,1(ω, γ) and mˆh,2(ω, γ) are sample versions of E(X˜|Y ∈ Ih, ωTX − γ ≥ 0) and
E(X˜|Y ∈ Ih, ωTX − γ < 0), respectively. The theoretical expectations will show variation along
the direction ω0 under Model (2.1). The direction along which the points mˆh,1 and mˆh,2 exhibit the
most variation is found using a weighted Principal Components Analysis (PCA). The d× d weighted
covariance matrix, expressed in terms of ω and γ, is given by
Vˆn(ω, γ) =
H∑
h=1
(|Ih,1(ω, γ)|mˆh,1(ω, γ)mˆh,1(ω, γ)′ + |Ih,2(ω, γ)|mˆh,2(ω, γ)mˆh,2(ω, γ)′) (2.7)
where
|Ih,1(ω, γ)| =
n∑
i=1
1{Yi ∈ Ih}1{ωTXi − γ ≥ 0}
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and
|Ih,2(ω, γ)| =
n∑
i=1
1{Yi ∈ Ih}1{ωTXi − γ < 0}.
The weights in the PCA are chosen so that V (ω, γ), the population version of Vˆn(ω, γ), has ω0 as its
largest eigenvector.
Let νˆn(ω, γ) be the largest eigenvector of Vˆn(ω, γ). It is the direction along which mˆh,1(ω, γ)
and mˆh,2(ω, γ) show maximal variation. The boosted sieve Ωˆn is a result of applying νˆn to the
simple sieve of Mean Difference directions:
Ωˆn :=
{
νˆn(ω
MD(P ), γMD(P ))Σˆ−1/2xx : P ∈
K⋃
k=1
Pk
}
. (2.8)
The term γMD(P ) is the intercept that maximizes the likelihood given ωMD(P ) and the term Σˆ−1/2xx
is necessary to transform the estimate back to the original scale.
Experience indicates the proposed method is not sensitive to the choice of H , the number of
slices and setting H = n/10 works well in most applications.
2.5.4 Illustrative Example
The modified SIR procedure described in the previous section is very similar to the original SIR
procedure. The main difference is that the subgroup structure is taken into account in the former.
Note that in SIR all terms X˜iX˜ ′j are included in the covariance matrix whereas in the modification
only terms where Xi and Xj lie on the same side of they hyperplane ωTX − γ = 0 are included.
This additional restriction helps reduce the noise that can arise from aggregating across subgroups.
To illustrate the noise issue, the performance of SIR is examined by studying a simple toy example.
Set the parameters in Model (2.1) to the following:
n = 100, d = 3, ω0 = (
1√
2
,− 1√
2
, 0), γ0 =
1
4
,
(µ1,0, σ
2
1,0) = (0, 4), (µ2,0, σ
2
2,0) = (4, 1),
X ∼ N(0, I3).
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Figure 2.1: Toy example illustrating the differences between SIR and the proposed method of
incorporating the surrogate variable described in Section 3.2.3. The estimate νˆn(ω0, γ0) is less
accurate than the SIR estimate in the first two dimensions but a better overall estimate across all three
dimensions.
Note that the third component of ω0 is 0 and thus the third dimension contains no information on the
subgroup structure. Despite the overlap between the distributions N(0, 4) and N(4, 1), the surrogate
variable clearly has valuable information for guiding classification.
The number of slices H is set to n/10 in both the modified and original SIR procedure. The
top row in Figure 2.1 examines various aspects of the original SIR estimator for this toy dataset.
Figure 2.1(a) plots the projection of x onto the true direction ω0 against the surrogate variable y. The
circle and plus symbols correspond to the true subgroup membership. The asterisks in Figure 2.1(a)
represent the sample means mˆh within each slice whose boundaries are delineated by the horizontal
dashed lines. The slice means exhibit variation along the ω0 direction moving across the slices.
Figure 2.1(b) shows the positions of the sample means mˆh in the first two coordinates. The SIR
estimate is compared to the true ω0 direction. The distance between them in the first two coordinates
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is 0.0545. Figure 2.1(c) shows the distribution of the slice means in the third coordinate. The slice
means are not centered at zero despite ω0 being zero in the third coordinate. This suggests the SIR
estimate will be inaccurate in the third coordinate. Indeed, the distance between the SIR estimate and
ω0 in the third coordinate is 0.2718, much higher than in the first two coordinates combined. Thus
although SIR is accurate in the first two coordinates, it is inaccurate in the third coordinate.
Next the performance of the modified SIR procedure on this toy example is examined. The
second row in Figure 2.1 is as in the top row except the asterisks now represent the sample means
mˆh,1(ω0, γ0) and mˆh,2(ω0, γ0) for h = 1, . . . ,H . The distance between νˆn(ω0, γ0) and ω0 is 0.0888
in the first two coordinates, which is larger than the distance between the SIR estimate and ω0.
However the accuracy in the third coordinate is a significant improvement over SIR. Figure 2.1(f)
shows that the slice means mˆh,1(ω0, γ0) and mˆh,2(ω0, γ0) in the third coordinate are centered at zero.
The distance between νˆn(ω0, γ0) and ω0 in the third coordinate is found to be 0.11. Thus, overall
across all three dimensions, νˆn(ω0, γ0) is more accurate than the SIR estimate.
2.6 Consistency
In this section, M-estimation theory is used to establish the consistency of the data-driven sieved
maximum likelihood estimator (ωˆsn, γˆ
s
n). Let P denote the probability measure of Z = (X,Y ) under
Model 2.1. Define the empirical measure to be Pn = n−1
∑n
i=1 δZi where δz is the measure that
assigns mass 1 at z and zero elsewhere. For a measurable function f , let Pnf = n−1
∑n
i=1 f(Zi) be
the expectation of f under the measure Pn and Pf =
∫
f dP the expectation under P . Using the
empirical processes notation described above, the likelihood expression in Equation (2.2) can be
rewritten as
Mn(ω, γ, θ(ω, γ)) = Pnmω,γ,θ(ω,γ)
where
mω,γ,θ(ω,γ)(x, y) = − log(σ2(x, ω, γ))−
(y − µ(x, ω, γ))2
σ2(x, ω, γ)
. (2.9)
Note that the constant 1/2 and the log 2pi terms have been dropped as they do not affect the
maximization. The following assumptions are needed:
(A1) The intercept γ0 is known to lie in a bounded interval [a, b].
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(A2) The univariate random variable ωT0 X has a strictly bounded and positive density f over [a, b]
with P (ωT0 X < a) > 0 and P (ω
T
0 X > b) > 0.
(A3) µ1,0 = µ2,0 and σ21,0 = σ
2
2,0 are not simultaneously true.
(A4) The surrogate variable Y has finite first and second moments, i.e. EY <∞ and EY 2 <∞.
(A5) For any b ∈ Rp, the conditional expectation E(bX|ωT0 X) is linear in ωT0 X .
(A6) The covariate X has a continuous distribution.
The interval [a, b] in (A1) may be estimated from the data by first calculating the direction of maximal
variation of the sample covariates X , and next considering the range of the resulting projections. The
second assumption is satisfied for most continuous distributions of X whose support includes [a, b].
The third assumption ensures that the Gaussian mixture parameters are well defined. Assumption
A4 is reasonable for most surrogate variables in practice. A5 is a key assumption in Li (1991)
and is satisfied when the distribution of X is Gaussian or more generally, elliptically symmetric.
Finally Assumption A6 is necessary to guarantee the semi-continuity of the functionM(ω, γ, θ(ω, γ).
Certain of these assumptions are for mathematical convenience and may be stronger than necessary.
For instance the last assumption requiring the covariate X to have a continuous distribution is quite
stringent and may be relaxed at the cost of more complicated proofs. The proposed method is later
applied to real datasets in Section 2.9 that contain categorical covariates and the method is seen to
perform well despite this.
Theorem 1. Let (X1, Y1), . . . , (Xn, Yn) be iid from Model (2.1). Under (A1)-(A6), the data-driven
sieved maximum likelihood estimator defined in (3.5) using the boosted sieve in (3.8) is consistent
for the true parameters (ω0, γ0).
Proof of Theorem 1. Following Theorem 14.1 (Argmax Theorem) in Kosorok (2008), the following
will be established to show consistency: 1) The sequence (ωˆsn, γˆ
s
n) is uniformly tight; 2) The map
(ω, γ) 7→M(ω, γ, θ(ω, γ)) is upper semicontinuous with a unique maximum at (ω0, γ0); 3) Uniform
convergence of Mn to M over compact subsets K of Sp × [a, b], i.e.
sup
(ω,γ)∈K
|Mn(ω, γ, θ(ω, γ))−M(ω, γ, θ(ω, γ))| → 0
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in probability; and 4) The estimator “nearly” maximizes the objective function, i.e. ωˆsn and γˆ
s
n
satisfies
Mn(ωˆ
s
n, γˆ
s
n, θ(ωˆ
s
n, γˆ
s
n)) ≥Mn(ω0, γ0, θ(ω0, γ0))− oP (1).
The first condition is easily seen to hold. Since ωˆsn is a unit vector in Rp, it is easy to see
||ωˆsn|| = OP (1). The intercept estimate γˆsn lies in the interval [a, b] and is thus uniformly tight.
To check semi-continuity of M(ω, γ, θ(ω, γ)), the conditional expectation of mω,γ,θ(ω,γ) given
X is first examined. Taking the expectation with respect to the randomness in Y gives
P (mω,γ,θ(ω,γ)(X,Y )|X)
= − log(σ2(X,ω, γ))− P{(Y − µ(X,ω, γ))
2|X}
σ2(X,ω, γ)
= − log(σ2(X,ω, γ))− P{(Y − µ(X,ω, γ))
21{ωTX − γ ≥ 0}|X}
σ2(X,ω, γ)
− P{(Y − µ(X,ω, γ))
21{ωTX − γ < 0}|X}
σ2(X,ω, γ)
= − log(σ2(X,ω, γ))− P{(Y − µ1(ω, γ))
21{ωTX − γ ≥ 0}|X}
σ2(X,ω, γ)
− P{(Y − µ2(ω, γ))
21{ωTX − γ < 0}|X}
σ2(X,ω, γ)
= − log(σ2(X,ω, γ))− P{(Y − µ1,0 + µ1,0 − µ1(ω, γ))
21{ωTX − γ ≥ 0}|X}
σ2(X,ω, γ)
− P{(Y − µ2,0 + µ2,0 − µ2(ω, γ))
21{ωTX − γ < 0}|X}
σ2(X,ω, γ)
= − log(σ2(X,ω, γ))− [σ
2
1,0 + (µ1,0 − µ1(ω, γ))2]1{ωTX − γ ≥ 0}
σ2(X,ω, γ)
− [σ
2
2,0 + (µ2,0 − µ2(ω, γ))2]1{ωTX − γ < 0}
σ2(X,ω, γ)
Taking expectation on both sides (this time with respect to the randomness in X) gives
M(ω, γ, θ(ω, γ)) = − log(σ21(ω, γ))P1{ωTX − γ ≥ 0} − log(σ22(ω, γ))P1{ωTX − γ < 0}
− [σ
2
1,0 + (µ1,0 − µ1(ω, γ))2]P1{ωTX − γ ≥ 0}
σ21(ω, γ)P1{ωTX − γ ≥ 0}+ σ22(ω, γ)P1{ωTX − γ < 0}
− [σ
2
2,0 + (µ2,0 − µ2(ω, γ))2]P1{ωTX − γ < 0}
σ21(ω, γ)P1{ωTX − γ ≥ 0}+ σ22(ω, γ)P1{ωTX − γ < 0}
.
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Since P1{ωTX − γ ≤ 0} is nonzero for (ω, γ) ∈ Sp × [a, b], both µ1(ω, γ) and σ21(ω, γ) are well
defined. Next, since X has a continuous distribution by Assumption A6, derivations in Lemma
2 in Appendix A show µ1(ω, γ) and σ21(ω, γ) are both continuous in (ω, γ). It can be similarly
shown µ2(ω, γ) and σ22(ω, γ) are continuous and well defined. Thus M(ω, γ, θ(ω, γ)) is upper
semi-continuous (in fact continuous) in (ω, γ).
Next the unique maximality of (ω0, γ0) is established. The conditional expectation of (Y −
µ(X,ω, γ))2 given X is uniquely minimized when µ(X,ω, γ) = E(Y |X), i.e. when ω = ω0 and
γ = γ0. Thus M(·) is uniquely maximized at (ω0, γ0).
Establishing the third condition reduces to showing the individual classes of functions that
comprise {mω,γ,θ(ω,γ)} are Glivenko-Cantelli with integrable envelopes. Next the fact that sums,
differences, products, and compositions of GC classes with integrable envelopes are GC can be used.
Lemma 2 in Appendix A provides the proof for this.
Finally the last condition of near maximization is checked. Lemma 3 in Appendix A establishes
the existence of a sequence ωsn ∈ Ωˆn that converges to ω0 and a corresponding sequence of intercept
estimates γsn ∈ [a, b] that converges to γ0. By definition, the sieve estimator (ωˆsn, γˆsn) satisfies
Mn(ωˆ
s
n, γˆ
s
n, θˆn(ωˆ
s
n, γˆ
s
n)) ≥Mn(ωsn, γsn, θˆn(ωsn, γsn)). (2.10)
Lemma 4 in Appendix A shows that
|Mn(ωn, γn, θˆn(ω, γ))−Mn(ωn, γn, θ(ω, γ))| → 0
in probability for any sequence (ωn, γn) ∈ Sp × [a, b]. Rewriting Equation (2.10) (by adding and
subtracting the same expressions) gives
0 ≤Mn(ωˆsn, γˆsn, θˆn(ωˆsn, γˆsn))−Mn(ωˆsn, γˆsn, θ(ωˆsn, γˆsn))
+Mn(ω
s
n, γ
s
n, θ(ω
s
n, γ
s
n))−Mn(ωsn, γsn, θˆn(ωsn, γsn))
+Mn(ωˆ
s
n, γˆ
s
n, θ(ωˆ
s
n, γˆ
s
n))−Mn(ωsn, γsn, θ(ωsn, γsn)).
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Applying Lemma 4 to the second and third line above gives
Mn(ωˆ
s
n, γˆ
s
n, θ(ωˆ
s
n, γˆ
s
n)) ≥Mn(ωsn, γsn, θ(ωsn, γsn))− oP (1). (2.11)
Now consider the following decomposition
|Mn(ω0, γ0, θ(ω0, γ0))−Mn(ωsn, γsn, θ(ωsn, γsn))|
≤ |Mn(ω0, γ0, θ(ω0, γ0))−M(ω0, γ0, θ(ω0, γ0))|
+ |Mn(ωsn, γsn, θ(ωsn, γsn))−M(ωsn, γsn, θ(ωsn, γsn))|
+ |M(ωsn, γsn, θ(ωsn, γsn))−M(ω0, γ0, θ(ω0, γ0))|.
The first two lines go to zero in probability by Lemma 2. The third line goes to zero in probability
since M is continuous in (ω, γ) and (ωsn, γ
s
n) converges to (ω0, γ0). Thus,
|Mn(ω0, γ0, θ(ω0, γ0))−Mn(ωsn, γsn, θ(ωsn, γsn))| → 0. (2.12)
in probability. Combining Equations (2.11) and (2.12) gives
Mn(ωˆ
s
n, γˆ
s
n, θ(ωˆ
s
n, γˆ
s
n)) ≥Mn(ωsn, γsn, θ(ωsn, γsn))− oP (1)
= Mn(ω0, γ0, θ(ω0, γ0))
− [Mn(ω0, γ0, θ(ω0, γ0))−Mn(ωsn, γsn, θ(ωsn, γsn))]− oP (1)
= Mn(ω0, γ0, θ(ω0, γ0))− oP (1).
Thus the near-maximization criterion for (ωˆsn, γˆ
s
n) is satisfied.
2.7 Model checking
Model (2.1) describes the ideal situation where 1) the surrogate variable arises from a two-
component Gaussian mixture, 2) component membership is completely determined by a hyperplane
in the covariate space. Suppose the number of components in the Gaussian mixture is one, or three
or more. The case when the number of components is three or more will not be studied in depth here.
In such a case, the proposed estimator is likely to merge two or more similar subgroups which can be
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considered a less serious offense than splitting the sample into two subgroups when there is in fact
no subgroup structure at all. It should be noted additionally the existence of numerous methods for
determining the number of components in a finite mixture model. For instance it is common to add a
penalty function, say based on the Bayesian inference criterion, to the main log likelihood term.
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Figure 2.2: Estimated subgroups when there is actually only one component in the model. The plot
here shows that the method gives a reasonable answer when there is only one component.
To understand what happens if the proposed method is applied to the setting where there is
no subgroups structure at all, consider the following simulation setting. Let µ1,0 = µ2,0 = 0 and
σ21,0 = σ
2
2,0 = 1 in Model (2.1). Let the dimension and sample size be set to p = 5 and n = 100,
respectively. The covariate X is drawn from the standard p-variate Gaussian distribution. The first
p/2 components of ω0 are set to −p1/2 and the rest to p1/2, and the intercept is set to 1/4. Figure
2.2 displays the projections onto the sieve estimated direction ωˆsn shifted by the estimated intercept
γˆsn against the surrogate variable y. The resulting subgroups are indicated by different symbols and
are seen to be highly unbalanced as the plus subgroup contains merely two members. This greatly
suggests that there is indeed only one component in the model.
Another major violation of Model (2.1) occurs if the separating decision boundary is not linear
in x. For concreteness consider the simulation setup above save for two changes – 1) the means
and variances are set to (µ1,0, σ21,0) = (0, 1) and (µ1,0, σ
2
1,0) = (4, 1) and 2) subgroup membership
is determined by the quadratic boundary ||x|| ≤ 2. Intuitively, the estimator will seek to pick out
one subgroup that arises from a single Gaussian signal while the other subgroup will be a mixture
of the two Gaussian signals. Figure 2.3 confirms this is indeed the case. The left panel shows the
estimated subgroups. The right panel plots the surrogate variable in the circle subgroup which is
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Figure 2.3: Left panel shows estimated subgroups when the decision boundary is not linear but
quadratic. Right panel shows the bimodality of the surrogate variable in the circle subgroup. These
plots suggest an easy visual tool to diagnose this type of assumption violation.
clearly bimodal. In general, if the two-component Gaussian mixture assumption is confirmed to hold,
then this type of diagnostic suggests the boundary is not linear in x.
The two issues discussed above are major departures from Model (2.1). There are certainly other
ways in which the presumed model may not hold – take departures from the normal distribution, for
instance. This turns out to be a rather minor issue. For one, there exists many methods to transform a
univariate random variable to have an approximate Gaussian distribution. Also, simulations in the
next section suggest that the methodology is robust against non-Gaussianity of the surrogate variable.
There is also the question of how to assess whether the surrogate variable approximates well the
underlying class label. This is an important, albeit philosophical, issue. In some cases, the selection
of an appropriate surrogate variable can be guided by previous studies. When this is not possible, a
surrogate variable can be chosen that is interesting in its own right. The binary outcome of interest
can be defined a posteriori with respect to the chosen surrogate variable. For instance, the surrogate
variable “cholesterol level” is of interest in and of itself. The corresponding binary outcome of
interest can then be defined with respect to this choice.
2.8 Simulations
The various simulation settings considered are summarized in Table 2.1. The first setting is
called Stochastically Ordered (SO) because the surrogate variable Y is stochastically smaller in
subgroup 1. The second setting is Non-Stochastically Ordered (NSO) since subgroup 1 has a smaller
mean but a higher variance than subgroup 2. The third setting, denoted VO for Variance Only, has
identical means in the subgroups but different variances. This is a challenging setting because the
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noise to signal ratio is high. Lastly, a setting where the surrogate variable arises from the exponential
distribution is considered. This is of interest because many outcome variables related to time can
be well approximated by the exponential distribution. Since Model (2.1) assumes normality for the
surrogate variable, this setting also tests how robust the methodology is to distributional violations in
Model (2.1).
Simulation Setting Subgroup 1 Subgroup 2
Stochastically Ordered (SO) N(0, 1) N(4, 1)
Non-stochastically Ordered (NSO) N(0, 4) N(4, 1)
Variance Only (VO) N(0, 1) N(0, 4)
Exponentials (EXP) exp(1) exp(10)
Table 2.1: Description of simulation settings. The subgroups are determined by a hyperplane
ωTX − γ = 0 and the distributions of the surrogate variable Y in each subgroup is given.
The vector of covariates X is distributed as a standard multivariate Gaussian. Two different
settings for the direction ω0 are considered. In the first setting, which shall be referred to as “sparse”,
all components of ω0 are set to zero except the first two which are set to (2−1/2,−2−1/2). This
reflects situations where only a few covariates matter. In the other setting, which shall be referred
to as “abundant”, the first p/2 components of ω0 are set to −p1/2 and the rest to p1/2. This reflects
situations where all the covariates drive the separation between the two subgroups. The intercept is
set to γ0 = 1/4 which results in roughly 60/40 split of the data into two subgroups.
Different ratios of sample size to dimension are considered for the simulations. In the low
dimensional problem the sample size is set to n = 100 and dimension to p = 5, and n = 200, p = 25
for the high dimensional. For the sparse setting, Tables 2.2 and 2.3 show the average norm difference
between the estimate and the true ω0 over 1000 Monte Carlo simulations for various settings. The
lowest average norm difference is highlighted in italics. The Tables 2.4 and 2.5 give the corresponding
results for the abundant setting.
In addition to the methods in 2.4, a comparison of the proposed methodology will also be
made to the simple sieve method. In the simple sieve method, the estimator is the sieve MLE
defined in (3.5) using the simple sieve of MD directions outlined in Section 3.2.2. The simulations
show the proposed method outperforms the other methods in all settings considered here. The
“boosting” that comes from incorporating the surrogate variable Y is seen to be crucial; the final
sieve estimator offers a significant improvement over the simple sieve estimator in many settings,
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Settings NSO SO VO EXP
Y Clustering 0.31 (0.11) 0.25 (0.09) 0.85 (0.31) 0.48 (0.18)
X-Y Clustering 0.31 (0.11) 0.25 (0.08) 0.84 (0.33) 0.48 (0.18)
EM 0.32 (0.15) 0.27 (0.13) 0.53 (0.23) 0.33 (0.13)
Regression 0.25 (0.10) 0.19 (0.07) 1.07 (0.26) 0.36 (0.13)
SIR 0.24 (0.09) 0.19 (0.07) 0.49 (0.23) 0.29 (0.12)
Simple Sieve 0.22 (0.09) 0.20 (0.08) 0.33 (0.18) 0.24 (0.11)
Proposed Method 0.14 (0.07) 0.11 (0.05) 0.30 (0.16) 0.20 (0.10)
Table 2.2: Sparse ω0, low dimensional setting. Average norm difference between estimate and
ω0 over 1000 Monte Carlo simulations. The standard error is given in the parentheses. The best
estimator (lowest norm difference) is highlighted in italics.
Settings NSO SO VO EXP
Y Clustering 0.52 (0.08) 0.43 (0.06) 1.13 (0.19) 0.75 (0.11)
X-Y Clustering 0.52 (0.08) 0.43 (0.06) 1.14 (0.20) 0.75 (0.11)
EM 0.50 (0.10) 0.43 (0.08) 0.78 (0.18) 0.54 (0.09)
Regression 0.45 (0.07) 0.35 (0.06) 1.28 (0.10) 0.61 (0.09)
SIR 0.44 (0.08) 0.34 (0.05) 0.82 (0.19) 0.54 (0.11)
Simple Sieve 0.95 (0.11) 0.91 (0.11) 1.01 (0.13) 0.98 (0.12)
Our Method 0.40 (0.08) 0.31 (0.05) 0.72 (0.14) 0.49 (0.10)
Table 2.3: Sparse ω0, high dimensional setting. Average norm difference between estimate and
ω0 over 1000 Monte Carlo simulations. The standard error is given in the parentheses. The best
estimator (lowest norm difference) is highlighted in italics.
especially high-dimensional settings. The best competitor appears to be the SIR method though the
proposed method outperform it in every setting considered here, by large margins at times (see for
instance the low-dimensional settings). Linear regression performs poorly in the low dimensional,
VO setting. The simple sieve method is consistently among the worst in the high dimensional settings.
The two clustering methods perform very similarly to each other and are decent for the NSO and SO
settings, though they perform poorly for the VO and Exp simulations.
Simulation run time for low-dimensional n = 100, p = 5 and high dimensional n = 200, p = 25
settings are as follows. For the former, 473.125580 seconds were needed for 100 Monte Carlo runs,
resulting in approximately 5 seconds for each individual run. For the latter, 2883.471355 seconds
were needed for 100 Monte Carlo runs, which gives an approximate run time of half-a-minute for
each individual run. The current implementation relies heavily on for-loops in Matlab. This is known
to be computationally slow and the algorithm has great potential to be improved.
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Settings NSO SO VO EXP
Y Clustering 0.32 (0.12) 0.25 (0.09) 0.85 (0.33) 0.47 (0.17)
X-Y Clustering 0.32 (0.12) 0.25 (0.09) 0.84 (0.34) 0.47 (0.17)
EM 0.32 (0.15) 0.26 (0.12) 0.55 (0.23) 0.33 (0.13)
Regression 0.25 (0.10) 0.20 (0.07) 1.05 (0.26) 0.36 (0.13)
SIR 0.24 (0.09) 0.19 (0.07) 0.50 (0.24) 0.29 (0.12)
Simple Sieve 0.22 (0.09) 0.21 (0.08) 0.35 (0.18) 0.25 (0.11)
Proposed Method 0.14 (0.07) 0.11 (0.06) 0.33 (0.18) 0.19 (0.10)
Table 2.4: Abundant ω0, low dimensional setting. Average norm difference between estimate and
ω0 over 1000 Monte Carlo simulations. The standard error is given in the parentheses. The best
estimator (lowest norm difference) is highlighted in italics.
Settings NSO SO VO EXP
Y Clustering 0.52 (0.08) 0.43 (0.06) 1.14 (0.19) 0.75 (0.11)
X-Y Clustering 0.52 (0.08) 0.43 (0.06) 1.15 (0.19) 0.75 (0.11)
EM 0.50 (0.09) 0.43 (0.07) 0.78 (0.18) 0.54 (0.08)
Regression 0.45 (0.07) 0.35 (0.06) 1.28 (0.10) 0.61 (0.09)
SIR 0.44 (0.08) 0.34 (0.06) 0.83 (0.19) 0.53 (0.10)
Simple Sieve 0.94 (0.12) 0.90 (0.10) 1.01 (0.13) 0.98 (0.12)
Proposed Method 0.41 (0.08) 0.31 (0.06) 0.72 (0.13) 0.50 (0.09)
Table 2.5: Abundant ω0, high dimensional setting. Average norm difference between estimate and
ω0 over 1000 Monte Carlo simulations. The standard error is given in the parentheses. The best
estimator (lowest norm difference) is highlighted in italics.
2.9 Examples
The proposed method is applied to three health-related datasets. The first two come from the
UCI Machine Learning Repository (Frank and Asuncion, 2010). The third was used as an example
in Chapter 1 of Hastie et al. (2001) and is available at the book’s website. The full list of variables
and preprocessing steps for each dataset are described in Appendix A. The subgroups discovered
by the proposed method will be compared to the ones given by the binary variable, if available. For
the first two data examples, the method is able to achieve, without using the binary training labels,
classification accuracy comparable to logistic regression, a fully supervised procedure. For the third
dataset which does not have binary labels, an interpretation for the subgroups discovered by the
proposed method is offered.
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2.9.1 Pima Indian Diabetes Dataset
The Pima Indian Diabetes dataset contains information on 8 clinical measurements, including a
2-hour insulation measurement, for 768 individuals. It also records whether each individual later
developed diabetes. The proposed method will be applied to find a diabetes and non-diabetes sub-
group. The corresponding surrogate variable should approximately satisfy the normality assumption
in Model (2.1) and be relevant to the binary event of interest. The 2-hour insulin measurement
is a reasonable surrogate for the unobserved binary outcome and was approximately Gaussian.
Furthermore, 374 out of the 768 total cases were missing the 2-hour insulin measurement. Since
classification in the proposed method is completely determined by a separating hyperplane in the
covariate space, it does not make use of the surrogate variable for classification of future objects.
Thus the surrogate variable can be a quantity that is difficult to measure or obtain, as is the case here,
since it is used only in the learning process.
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Figure 2.4: Diabetes dataset. First panel shows the projections onto the estimated separating
hyperplane versus the surrogate variable, 2-hour insulin. The second and third panels show the
distribution of the surrogate variable in each of the discovered subgroups.
The projections of the covariates onto the estimated separating hyperplane is shown in the first
panel of Figure 2.4. A smoothed histogram of the 2-hour insulin measurement in each discovered
subgroup is shown in the next two panels of Figure 2.4. There is a bit of departure from Gaussianity
here but it does not seem severe enough to affect the performance of the method. The circle subgroup
corresponds well with the individuals who later develop diabetes and the plus subgroup with those
who did not.
The classification test error of the proposed method is assessed on an independent test set
consisting of the 374 individuals missing the 2-hour insulin measurement. The percentage reported is
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the misclassification rate on this test set. The error rates of logistic regression and three “off-the-shelf”
methods described in Section 2.4 – Y Clustering, X-Y clustering, and the EM algorithm – are also
examined. The bottom row in Table 2.6 shows the performance of each method for this data example.
To make the methods comparable, the surrogate variable used in the proposed method is not included
in the logistic regression model. Logistic regression is a rather minor improvement over the proposed
method considering it requires trained labels. The EM, Y clustering, and X-Y clustering are all
slightly less accurate than the proposed method.
Dataset the proposed method Logistic Regression Y Clustering X-Y Clustering EM
Heart 0.23 (0.06) 0.18 (0.04) 0.40 (0.05) 0.43 (0.09) 0.41 (0.05)
Diabetes 0.27 0.26 0.29 0.29 0.30
Table 2.6: Classification accuracy. For the Heart dataset, accuracy is measured by 10-fold cross
validation. Standard error across the folds is given in the parentheses. For the Diabetes dataset,
accuracy is measured by the test error on a held-out test set of 374 cases who are missing the 2-hour
insulin measurement.
2.9.2 Cleveland Heart Disease Dataset
This dataset contains information on heart disease for 297 individuals. There are 13 clinical
measurements in addition to the diagnosis, i.e. presence/absence of heart disease. The data was
collected from the Cleveland Clinic Foundation. The proposed method was applied to find a subgroup
with heart disease and a subgroup without. The maximum-heart-rate-achieved variable was chosen as
the surrogate variable because it was approximately normally distributed and is correlated to cardiac
mortality (MS et al., 1999).
The projections of the covariates onto the estimated separating hyperplane is shown in the
first panel of Figure 2.5. A smoothed histogram of the maximum-heart-rate measurement for each
discovered subgroup is shown in the last two panels of Figure 2.5. The Gaussian assumption seems
to hold quite well and there is no indication that the two component structure is incorrect. The plus
subgroup corresponds well with the individuals who were diagnosed with heart disease and the circle
subgroup with those who were not.
Because the dataset is relatively small, a large independent test set could not be afforded and the
10-fold cross-validation error rate is reported instead. The first row of Table 2.6 shows the error rates
of the proposed method, logistic regression and three off-the-shelf methods. Unsurprisingly, logistic
regression has the best accuracy because it uses trained labels. The proposed method performs
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Figure 2.5: Heart dataset. First panel shows the projections onto the estimated separating hyperplane
versus the surrogate variable, maximum-heart-rate achieved. The second and third panels show the
distribution of the surrogate variable in each of the discovered subgroups.
relatively well considering it does not use labeled data at all. The other methods, EM, Y clustering,
and X-Y clustering, perform quite poorly for this dataset.
2.9.3 Prostate Cancer Dataset
The Prostate dataset comes from a study which examined the relationship between the level of
PSA and certain clinical measures in men who were about to receive a radical prostatectomy. The
dataset has information on 97 subjects and 8 covariate measurements. Using the log PSA (lpsa) as
the surrogate variable, the proposed method is applied to find two subgroups that differ in terms of
log PSA. There is no binary outcome variable provided in this dataset. However, PSA is known to be
associated with more severe grades of prostate cancer so the binary outcome could be taken to be
“more severe” versus “less severe” grades of prostate cancer.
Figure 2.6 is a scatterplot of the continuous covariates in the Prostate dataset. The subgroups
found by the proposed method are displayed as different symbols, with the circle subgroup having
higher log PSA. Taking a look at Figure 2.6, patients with higher log PSA (circle) indeed have higher
log cancer volume (lcavol) and log prostate weight (lweight).
Other interesting covariates include the categorical variables Seminal Vesicle Invasion (SVI) and
Gleason score (gleason). The presence of SVI generally means a poor outlook for the patient and a
high Gleason score means the cancer is more likely to have spread past the prostate. Surprisingly,
patients without SVI are split roughly evenly between the subgroups, but those with SVI are entirely
from the circle subgroup (higher lpsa), see Figure 2.7(a). The circle subgroup also has higher Gleason
scores on average than the plus subgroup, see Figure 2.7(b).
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Figure 2.6: Scatterplot of the continuous covariates in the Prostate dataset. A complete list of the full
names of the variables is given in Appendix A. The symbols represent the subgroups found by the
proposed method where the circle subgroup has higher lpsa values on average. Note that the circle
group has higher log cancer volume (lcavol) and higher log prostate weight (lweight), two variables
that are linked to the severity of the cancer.
2.10 Discussion
In this chapter, a new type of machine learning task was introduced called latent supervised
learning. This type of learning represents a paradigm shift away from the conventional assumption
that labels are either completely unavailable (as in unsupervised learning) or when available, hard-
coded truths (as in supervised learning) to the more realistic idea that labels are actually “fuzzy”
in nature. A specific problem in latent supervised learning was studied called the change-line
classification problem. The proposed estimator was shown to be accurate on simulated data and
provide meaningful and interpretable results on real datasets.
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(a) SVI (b) Gleason
Figure 2.7: Distributions of the subgroups discovered by the proposed method in the Prostate dataset
for the categorical variables SVI and Gleason score. Note that the circle subgroup (higher lpsa)
mostly comprises the higher end of the Gleason score and comprises the presence for SVI entirely.
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CHAPTER 3: LATENT SUPERVISED LEARNING FOR SURVIVAL DATA
3.1 Introduction
Latent supervised learning is a machine learning technique for performing binary classification
using a surrogate variable when labeled training data is unavailable. Wei and Kosorok (2013) first
introduced this idea and applied it to a model wherein the surrogate variable is Gaussian distributed.
Here we extend the methodology to the surrogate variable that is a right-censored survival time.
The proposed methodology is particularly motivated by the problem of stratifying a population
into two risk groups based on a set of biomarkers. One rather naive approach for risk stratification
is to cluster the patients based solely on biomarkers. This approach ensures patients with similar
biomarker values are assigned to the same subgroup. There is no guarantee, however, that the
resulting clusters will exhibit different survival experiences. Another approach is to stratify patients
based solely on survival time. This, however, is likely to have the undesirable effect of producing
subgroups of patients in the same risk group with dissimilar biomarker patterns.
The proposed methodology can be applied to discover subgroups that are both biologically and
clinically meaningful. An index using the the binary rule ”index < cutpoint” is constructed to divide
the population into two subgroups. The index is chosen to be a linear combination of the biomarkers
to be estimated from the data. Our model takes the classic Cox model as a starting point. Let T
denote the true (unobservable) lifetime and C the censoring time. The observed data consists of
Y = min(T,C), δ = 1{T ≤ C} and a real p-dimensional covariate vector X . The proposed model
assumes the linear hyperplane in the covariate space defined by ωT0 x− γ0 = 0, where ω0 ∈ Rp and
γ0 ∈ R , “separates” the survival times into two distributions with proportional hazards. Accordingly,
the conditional hazard function is given by
h(t|x) = exp(β01{ωT0 x− γ0 ≥ 0})h0(t), (3.1)
32
where h0(t) is the baseline hazard function and β0 is the log hazards ratio, assumed to be nonzero for
identifiability. It is further assumed that censoring C is independent of survival T , conditional on X .
In the estimation of Model (3.1), the primary parameters of interest are ω0 and γ0. The estimation
procedure used in the Gaussian model in Wei and Kosorok (2013) will be adapted for Model (3.1)
to account for censoring. The estimation is obtained by maximizing the Cox proportional hazards
partial likelihood over a data-driven sieve, an approximating space constructed to grow dense as
sample size increases.
3.1.1 Related work
Tian and Tibshirani (2011) proposed the adaptive index model which constructs a score that
is the sum of several binary rules such as “age > 60” or “blood pressure > 120 mm Hg”. The
conditional hazard function in an adaptive index model is given by
h(t|x) = exp(β0 + β
K∑
k=1
1{x∗k ≤ ck})h0(t), (3.2)
where x∗k are from the set {±x1, . . . ,±xp} and K, the number of binary rules, is no bigger than p,
the dimension of the covariate vector X .
In both Model (3.1) and (3.2), the covariate space is divided into regions with different survival
experiences. As linear boundaries offer an especially rich and flexible array of binary partitions in
high dimensions, Model (3.1) may in this regard have certain advantages over the adaptive index
model in which boundaries always remain parallel to the coordinate axes.There is also no need to
pre-specify in the proposed model the number of covariates to include in the final stratification rule.
This is to be contrasted with the requirement that K in Model (3.2) be carefully chosen. Variable
selection is built into the proposed methodology since all covariates are assigned a weight which
give an indication of the importance of a variable.
An alternative to the single binary partition considered in Model (3.1) is to use tree-based
methods and perform recursive binary partitions. The Classification and Regression Tree (CART)
methodology of Breiman et al. (1984) is a seminal work in this area. CART and other tree-based
methods have many advantages over traditional linear methods in classification and regression. For
instance, tree-based methods perform well even if the assumptions deviate from the true model, i.e.,
they are robust. Several authors have extended tree-based methods in the setting of censored survival
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data (Leblanc and Crowley, 1993; Banerjee and Noone, 2007). Another generalization is multivariate
trees, see for instance Gama (2004), which allow for a linear combination of variables at decision
and leaf nodes rather than a single variable.
Trees combine binary rules constructed using univariate variables. In contrast, the proposed
methodology constructs a single binary split based on a linear combination of all variables. While
tree-based methods allow for finer risk stratification, the proposed methodology can offer easier
interpretation. For instance, patients that belong to neighboring nodes in a tree-based survival
model may exhibit very different survival outcome even though their covariate patterns are similar.
The richness of linear decision boundaries in high dimensions makes a further case for studying
a parsimonious model as in Model (3.1). Also, there are fewer tuning parameters involved in the
proposed methodology whereas in many tree-based methods, careful decisions have to be made
regarding growing the tree and then pruning it back.
There are also several related works in the literature that deal with risk stratification using
non-tree approaches. One such methodology was put forth in Bair and Tibshirani (2004). There,
a continuous predictor of survival based on gene expression is constructed and a threshold on the
predictor is used to identify two subgroups. The procedure has two steps: 1) a subset of genes
with the highest Cox scores is selected, and 2) principal components analysis is performed on this
subset of the gene expression data, and a proportional hazards model based on the first few principal
components is used to obtain a continuous predictor of survival. A disadvantage of this two-step
procedure is that genes which do not play a strong individual role but play an important role when
considered in an ensemble of genes will be completely removed in the first step.
In the simulations and data examples found later in this chapter, we will directly compare the
proposed methodology to a method proposed in Li et al. (1999), which will be referred to as Li’s
double-slicing method. This method is based on the dimension reduction technique Sliced Inverse
Regression (SIR) (Li, 1991). The SIR model assumes the response variable T ∈ R is related to the
covariate vector X ∈ Rp in the following manner:
T = g(ωT0,1X, . . . , ω
T
0,KX, ). (3.3)
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where ω0,k are unit vectors in Rp, k = 1, . . . ,K for some integer K. One feature of Li’s model is
that the function g and the distribution of the error term  are completely unspecified.
Li et al. (1999) proposed the double-slicing method as an extension of SIR for censored survival
data. This is a two-step procedure that first involves reducing the dimension of the covariate space by
slicing simultaneously on survival and censoring. A kernel-based approach is then used to estimate
the inverse regression curve adjusting for the presence of censoring. The double-slicing procedure
critically assumes censoring follows the SIR assumption, i.e.
C = h(ωT0,1X, . . . , ω
T
0,KX, δ). (3.4)
for some function h and error δ. It will be seen in simulations that Li’s double-slicing method is
rather sensitive to departures from the assumption in (3.4).
In summary, we extend the latent supervised learning framework introduced in Wei and Kosorok
(2013) to surrogate variables that are censored survival times. The proposed methodology can be
used for risk stratification, i.e., to identify subgroups of patients with different risk profiles. While
other methods may offer finer risk stratification, the proposed method has the advantage that the
stratified groups are also coherent when viewed in the covariate space.
3.1.2 Outline
The methodology is described in Section 3.2 and consistency of the estimator is established
in Section 3.3. Section 3.4 contains simulation findings comparing two variations of the proposed
method and Li’s double-slicing method. Applications to real datasets are presented in Section 3.5.
The chapter concludes with a discussion in Section 3.6.
3.2 Methodology
There are three parameters in Model (3.1) to estimate – the parameters that define the hyperplane,
ω0 and γ0, and the log ratio hazard β0. An obvious estimation procedure is simply to maximize
the Cox proportional hazards partial likelihood over the parameter space of these three variables.
However direct maximization is computationally challenging when the dimension of the covariate
is high. The proposed method performs maximization over a data-driven approximating space that
grows dense as the sample size increases. Such a sequence of approximating spaces is referred to as a
sieve in the literature, following the terminology in Grenander (1981). A sieve maximum likelihood
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approach was also used for the Gaussian Latent Supervised Learning model studied in Wei and
Kosorok (2013). We follow their procedure of constructing a preliminary sieve based on information
in the covariate space and then updating the sieve by incorporating the surrogate variable. Since the
surrogate variable – survival time – can be censored, there are many challenges here not faced in the
completely observed Gaussian model studied in Wei and Kosorok (2013).
3.2.1 The Estimator
The log proportional hazards partial likelihood is given by
Ln(ω, γ, β) = n
−1
n∑
i=1
δi{β1{ωTxi − γ ≥ 0} − log n−1
∑
j:yj≥yi
exp(β1{ωTxj − γ ≥ 0})}.
The factor n−1 is added to be consistent with the empirical processes notation in Section 3.3. Given
ω and γ, the estimated log hazard ratio βˆn(ω, γ) = arg maxβ Ln(ω, γ, β) can be found via the
standard Newton-Raphson approach. The profile likelihood is given by
Mn(ω, γ) = Ln(ω, γ, βˆn(ω, γ)).
The profile likelihood Mn(ω, γ) is maximized over a data-driven sieve Ωˆn ⊂ Sp where Sp = {ω ∈
Rp : ||ω|| = 1} is the unit sphere in Rp. The proposed estimator, called the sieve estimator, is given
by
(ωˆsn, γˆ
s
n) := arg max
ω∈Ωˆn,γ∈R
Mn(ω, γ). (3.5)
The next two sections describe the construction of the sieve Ωˆn.
3.2.2 The Simple Sieve
The simple sieve, denoted by Ω0, is constructed as in Section 5.2 of Wei and Kosorok (2013).
Essentially Ω0 consists of direction vectors ω that are the differences of centroid vectors for various
random binary partitions of the data {Xi}ni=1.
3.2.3 Incorporating the survival data
This section describes the process by which the simple sieve is updated. Let 0 = t1 < t2 <
· · · < tH < ∞ = tH+1 be a partition of the observed survival times and Ih = [th, th+1) for
h = 1, . . . ,H . The covariate X is standardized to have mean zero and unit covariance, denoted by
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Z = Σ
−1/2
xx (X − EX). The sample version is zi = Σˆ−1/2xx (xi − x¯), for i = 1, . . . , n, where x¯ and
Σˆxx are the sample mean and sample covariance matrix, respectively.
Under certain conditions, the largest eigenvector of the covariance matrix of the inverse regression
curve E(Z|T}) lies in the direction of ωT0 Σ1/2xx . This follows from the theoretical properties of Sliced
Inverse Regression established in Li (1991). To see this, we first need Condition 3.1 in Li (1991):
For any b ∈ Rp, the conditional expectation E(bTX|ωT0 X) = cωT0 X for some constant c.
Under this assumption, Theorem 3.1 in Li (1991) guarantees
E(Z|T ) falls into the space generated by ωT0 Σ1/2xx . (3.6)
To estimate the inverse regression curve E(Z|T ) and its covariance, we can slice on the variable T
as is done in SIR. However, Wei and Kosorok (2013) demonstrated that there are certain advantages
of slicing on both the variable T and the variable 1{ωTX − γ ≥ 0} over slicing on T alone for
the type of model we study here. Let V (ω, γ) be the weighted covariance matrix of E(Z|T ∈
Ih, 1{ωTX − γ ≥ 0}) given by
V (ω, γ) =
H∑
h=1
ph,1(ω, γ)mh,1(ω, γ)mh,1(ω, γ)
T +
H∑
h=1
ph,2(ω, γ)mh,2(ω, γ)mh,2(ω, γ)
T , (3.7)
where
mh,1(ω, γ) = E(Z|T ∈ Ih, ωTX − γ ≥ 0)
and
ph,1(ω, γ) = P (T ∈ Ih, ωTX − γ ≥ 0),
and similarly for mh,2(ω, γ) and ph,2(ω, γ) where the inequality is switched. Note that
mh,1(ω, γ) = E(Z|T ∈ Ih, 1{ωTX − γ ≥ 0}) = E(E(Z|T, ωTX)|T ∈ Ih, 1{ωTX − γ ≥ 0})
for any ω ∈ Sd and γ ∈ R such that P (ωTX − γ ≥ 0) > 0. Thus it follows from the properties of
SIR that the largest eigenvector of V (ω, γ) is in the direction of ωT0 Σ
1/2
xx under Condition (3.6).
37
Let Vˆn(ω, γ) be the estimate for V (ω, γ). The estimation is complicated by the fact that T may
not have been observed. Censoring must be handled carefully to construct an unbiased estimate. The
derivation of Vˆn based on a method called RIST proposed by Zhu and Kosorok (2012) is contained
in Appendix B.
Let νˆn(ω, γ) be the largest eigenvector of Vˆn(ω, γ). The updated sieve Ωˆn is formed by applying
νˆn to the directions in the simple sieve. It is given by
Ωˆn :=
{
νˆn(ω, γ(ω))Σˆ
−1/2
xx : ω ∈ Ω0
}
. (3.8)
where γ(ω) = arg maxγMn(ω, γ). The term Σˆ
−1/2
xx is necessary to transform the estimate back to
the original scale.
The sieve estimate based on the RIST adjustment will be called the sieve RIST estimator. in
Appendix B, we outline an alternative way to estimate V (ω, γ) using the Inverse Probability of
Censoring Weighting (IPCW). Our motivation for this is the successful application of IPCW in
Nadkarni et al. (2011) to estimate SIR-like directions in a regression setting. Following their
procedure, the IPCW is estimated using a kernel conditional Kaplan Meier estimate. The sieve
estimate based on the IPCW will be called the sieve IPCW estimator.
Finally we note that experience indicates the sieve estimation is not sensitive to the choice of
H , the number of slices; setting H = n/10 works well in most applications. The computational
complexity of the sieve estimate almost completely reduces to the cardinality of the simple sieve,
which can be chosen to grow linearly in n, as discussed in Wei and Kosorok (2013).
3.3 Consistency
In this section, the sieve estimator is shown to be consistent. This is done by applying Theorem
14.1 (Argmax Theorem) in Chapter 14 of Kosorok (2008). The following list of assumptions is
needed:
A1 The intercept γ0 is known to lie in a bounded interval [a, b].
A2 The log hazards ratio β0 is non-zero.
A3 For any b ∈ Rp the conditional expectation E(bX|ωT0 X) is linear in ωT0 X .
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A4 The variable ωT0 X has a strictly bounded and positive density f over [a, b] with P (ωT0 X <
a) > 0 and P (ωT0 X > b) > 0
A5 The covariate X has a continuous distribution.
A6 P (C = 0) = 0, P (C ≥ τ |X) = P (C = τ |X) > 0, almost surely for some 0 < τ <∞, and
censoring is independent of T given X .
The interval [a, b] in A1 may be estimated from the data by first calculating the direction of maximal
variation of the sample covariates X, and next considering the range of the resulting projections.
Assumption A2 ensures the model is identifiable. Li showed in Li (1991) that A3 is necessary to
ensure the consistency of SIR. Any elliptical distributions, the Gaussian in particular, satisfy the
condition. Condition A4 proved useful in establishing consistency of the sieve estimator for the
Gaussian Latent Supervised Learning model studied in Wei and Kosorok (2013). Condition A5 may
be relaxed at the cost of more complicated proofs. Condition A6 is standard in survival analysis.
Theorem 2 (Consistency). Let (x1, y1, δ1), . . . , (xn, yn, δn) be iid from Model (3.1). Under A1 –
A6, the sieve estimator (ωˆsn, γˆ
s
n) is consistent for (ω0, γ0).
Proof. Let P denote the probability measure of Z = (X,Y, δ) under Model (3.1). Define the
empirical measure to be Pn = n−1
∑n
i=1 δZi where δz is the measure that assigns mass 1 at
z and zero elsewhere. For a measurable function f , we denote Pnf = n−1
∑n
i=1 f(Zi) and
Pf =
∫
f dP . Using the empirical processes notation described above, the profile log proportional
hazards likelihood Mn(ω, γ) in Section 3.2.1 can be rewritten as
Mn(ω, γ) = Pnδ{βˆn(ω, γ)1{ωTX − γ ≥ 0} − logFn(Y, ω, γ, βˆn(ω, γ))}, (3.9)
where
Fn(t, ω, γ, β) = PnY (t) exp(β1{ωTX − γ ≥ 0})
and
Y (t) = 1{Y ≥ t}.
The related population quantities are now defined. First, let Z˜ = (X˜, Y˜ , δ˜) be an independent
realization of Z and let P˜ be a copy of the probability measure P. The theoretical log proportional
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hazards likelihood L(ω, γ, β) is given by
L(ω, γ, β) = P˜δ˜{β1{ωT X˜ − γ ≥ 0} − logPY (Y˜ ) exp(β1{ωTX − γ ≥ 0})}. (3.10)
Given ω and γ, the population log hazard ratio is defined to be β(ω, γ) = arg maxβ L(ω, γ, β). The
theoretical profile likelihood is given by
M(ω, γ) = L(ω, γ, β(ω, γ))
which can be written in empirical processes notation to mirror expression (3.9):
M(ω, γ) = Pδ{β(ω, γ)1{ωTX − γ ≥ 0} − logF0(Y, ω, γ, β(ω, γ))} (3.11)
where
F0(t, ω, γ, β) = PY (t) exp(β1{ωTX − γ ≥ 0}).
Following Theorem 14.1 (Argmax Theorem) in Kosorok (2008), the following conditions
must be satisfied to obtain consistency: 1) The sequence (ωˆsn, γˆ
s
n) is uniformly tight; 2) The map
(ω, γ) 7→M(ω, γ) is upper semi-continuous with a unique maximum at (ω0, γ0); 3) Mn converges
to M uniformly over compact subsets K of Sp × [a, b]; and 4) The sieve estimator nearly maximizes
the objective function, i.e.,
Mn(ωˆ
s
n, γˆ
s
n) ≥Mn(ω0, γ0)− oP (1).
Each of these conditions is checked in turn:
1) The first condition is easily seen to hold since ||ωˆsn|| = 1 and γˆsn is constrained to lie in the
interval [a, b].
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2a) The profile likelihood M(ω, γ) will actually be shown to be continuous. Let (ωn, γn) be a
sequence converging to (ω, γ). Since X is continuous by A5, we have
|Pδ1{ωTnX − γn ≤ 0} − δ1{ωTX − γ ≥ 0}|
≤ Pδ|1{ωTnX − γn ≤ 0} − δ1{ωTX − γ ≥ 0}|
= Pδ|1{ωTnX − γn ≤ 0} − δ1{ωTX − γ ≥ 0}|1{|ωTnX − γn − ωTX − γ0| ≤ }
+ δ|1{ωTnX − γn ≤ 0} − δ1{ωTX − γ ≥ 0}|1{|ωTnX − γn − ωTX − γ0| > }
→ 0
If β(ωn, γn) → β(ω, γ) then F0(t, ωn, γn, β(ωn, γn)) → F0(t, ω, γ, β(ω, γ)) almost surely.
Note that F0(t, ωn, γn, β(ωn, γn)) ≤ max(exp(beta), 1)PY (t) and is thus bounded by an inte-
grable function under A6. This gives Pδ logF0(Y, ωn, γn, β(ωn, γn)→ Pδ logF0(Y, ω, γ, β(ω, γ)).
Thus to show M(ω, γ) is continuous, the continuity of β(ω, γ) must be established.
We next show β(ω, γ) is continuous. First it is easy to see L(ω, γ, β) is continuous with
respect to ω, γ, and β using the arguments above. Next we establish L(ω, γ, β) has a unique
maximum in the β argument for every pair (ω, γ). Consider the partial derivative of L with
respect to β
dL
dβ
= P˜δ˜
{
1{ωT X˜ − γ ≥ 0} − PY (Y˜ ) exp(β1{ω
TX − γ ≥ 0})1{ωTX − γ ≥ 0}
PY (Y˜ ) exp(β1{ωTX − γ ≥ 0})
}
A straightforward calculation shows the second partial derivative with respect to β is strictly
less than 0. Thus combined with the continuity of L(ω, γ, β), we get β(ωn, γn)→ β(ω, γ).
2b) In the full likelihood, replace λ(t) with λs(t) = (1 + sh(t))λ(t), h is for now an unspecified
bounded function, and take the derivative of the full likelihood with respect to s (the Gateaux
derivative). Let N(t) = 1{Y ≤ t, δ = 0} be the counting process.
Using the fact that PdN(t) = P [Y (t) exp (β01{ω′0X − γ0 ≤ 0})], we obtain that the result-
ing derivative is:
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∫ τ
0
h(t)P [Y (t)b(X, θ0)]dΛ0(t)−
∫ τ
0
h(t)P [Y (t)b(X, θ)]dΛ(s) (3.12)
where b(X, θ) = exp (β1{ω′X − γ ≤ 0}), θ = (β, ω, γ) and θ0 = (β0, ω0, γ0). Now if
we replace Λ in 3.12 with Λs(t) =
∫ t
0 (1 + sg(u))dΛ(u), for some other function g, and
differentiate with respect to s again, we obtain the second Gateaux derivative is
−
∫ τ
0
h(t)g(t)P [Y (t)b(X, θ)]dΛ(t)
which is strictly negative, implying that for fixed θ, any Λ which satisfies 3.12 for a rich enough
collection of h is a maximizer over all Λ for fixed θ. Choose h(t) = 1{t ≤ u}, plug into 3.12,
and allow u to range over [0, τ ], and we obtain that the profile maximizer of the full expected
log-likelihood over Λ satisfies
∫ u
0
P [Y (t)b(X, θ0)]dΛ0(t)−
∫ u
0
P [Y (t)b(X, θ)]dΛ(t) = 0, for all u ∈ [0, τ ].
Hence
dΛ(t)
dΛ0(t)
=
P [Y (t)b(X, θ0)]
P [Y (t)b(X, θ)]
.
Plugging this back into the full likelihood, and removing additive terms which are constants
with respect to θ, we obtain that the profile log-likelihood is
P
[∫ τ
0
(b(X, θ)− log(P [Y (t)b(X, θ)])) dN(t)
]
, (3.13)
which is equal to the expected log-likelihood in Equation (3.10).
Now suppose θ1 maximizes 3.13. Then, by the fact that 3.13 is the profile log-likelihood,
there exists a Λ1 such that the joint parameter (θ1,Λ1) maximizes the full likelihood. By
the property of the Kullback-Leibler discrepancy and model identifiability, this implies that
θ1 = θ0.
Hence 3.13 has a unique maximizer at θ0.
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3) First let mω,γ,β(x, y, δ) = δ(β1{ωTX − γ ≤ 0} − logFn(y, ω, γ, β)) and consider the
class of functions {mω,γ,β(x, y, δ) : (ω, γ, β) ∈ K} where K is a compact subset of the
parameter space Sp × [a, b]× R. The argument that this class is Donsker and therefore also
Glivenko-Cantelli is as follows. The at-risk process Y is Donsker by Lemma 4.1 in Kosorok
(2008). Trivially, the class {β} is Donsker. The class {1{ωTX − γ ≥ 0}} is also Donsker by
way of the example in Section 4.1.1 in Chapter 4 of Kosorok (2008). Therefore the product
{β1{ωTX − γ ≥ 0}} is Donsker since products of bounded Donsker classes are Donsker.
Now the class expβ1{ωTX − γ ≥ 0} is Donsker since exponentiation is Lipschitz continuous
on compacts. Repeating these arguments shows logFn(y, ω, γ, β) is Donsker and hence the
class {mω,γ,β(x, y, δ) is Donsker.
Now, let mω,γ(x, y, δ) = δ{βˆn(ω, γ)1{ωTx − γ ≥ 0} − logFn(y, ω, γ, βˆn(ω, γ))}. The
estimated log ratio hazard βˆn(ω, γ) lives in a compact set in R for all ω, γ in compact K,
and thus the class {mω,γ(x, y, δ)} is contained in a Donsker class which implies it is also a
Glivenko-Cantelli class. Writing Mn(ω, γ) = Pnmω,γ(x, y, δ), we have
sup
ω∈Sp,γ∈R
|Mn(ω, γ)− Pmω,γ(x, y, δ)| → 0
in probability. The uniform convergence of βˆn(ω, γ) to β(ω, γ) and Fˆn(t, ω, γ) to F0(t, ω, γ)
follows from standard arguments. Thus we have Pmω,γ(x, y, δ) converges uniformly to
M(ω, γ) = Pδ{β(ω, γ)1{ωTX − γ ≥ 0} − logF0(Y )} over Sp × R. Finally, this gives
Mn(ω, γ) converging uniformly to M(ω, γ) over Sp × R.
4) The main text in Section 3.2.3 already established the sieve Ωˆn is dense. In other words, there
exists a sequence (ωn, γn) ∈ Ωˆn × [a, b] that converges to ω0, γ0. By definition we have
Mn(ωˆ
s
n, γˆ
s
n) ≥Mn(ωn, γn).
By the continuity of M(ω, γ), we have Mn(ω0, γ0)−Mn(ωn, γn) = oP (1) and thus
Mn(ωˆ
s
n, γˆ
s
n) ≥Mn(ω0, γ0)− oP (1).
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Note the conditions of the Argmax theorem are met, and the desired consistency follows.
3.4 Simulations
In this section we examine the performance of the sieve RIST estimator, the sieve IPCW estimator,
and Li’s double-slicing method. Performance is measured in terms of classification error on new data
vectors X , i.e. the accuracy of the estimated binary rule 1{ωˆsnTX − γˆsn ≥ 0} compared to the true
binary rule 1{ωT0 X − γ0 ≥ 0}.
Since Li’s double-slicing method produces a direction estimate only, the profile likelihood
Mn(ω, γ) is used to estimate an intercept in order to make a direct performance comparison with the
sieve estimators. The specific tuning parameters used for each of the methods, necessary to reproduce
the simulation results below, are given in Appendix B.
Let T1 be the distribution of T when ωT0 X − γ0 ≥ 0 and T2 be the distribution of T when
ωT0 X−γ0 < 0. The following distributions are considered for T1 and T2: 1) exponential distributions
satisfying proportional hazards (Exponential PH), 2) Weibull distributions satisfying proportional
hazards (Weibull PH), and 3) Weibull distributions satisfying the accelerated failure time model
(Weibull AFT). Let exp(λ) denote the exponential distribution with mean 1/λ. Let Weibull(λ, ν)
denote the Weibull distribution with scale parameter λ > 0 and shape parameter ν > 0 where the
density function is given by f(t) = λνtν−1 exp(−λtν). The specific survival time distributions
considered are
1. Exponential PH: T1 ∼ exp(λ exp(β)) and T2 ∼ exp(λ).
2. Weibull PH: T1 ∼ weibull(λ exp(β), ν) and T2 ∼ weibull(λ, ν).
3. Weibull AFT: T1 ∼ weibull(λ exp(νβ), ν) and T2 ∼ weibull(λ, ν).
The survival parameters are set to λ = 1/10, β = log 10, and ν = 2.
Various censoring mechanisms are also considered: 1) independent – censoring completely
independent of X , 2) linear – censoring dependent on X only through ωT0 X − γ0, and 3) nonlinear
– censoring dependent on X in a non-linear manner. Specifically, the three censoring distributions
considered are
1. independent: C ∼ unif(0, τ)
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2. linear: C ∼ min(unif(0, τ1), a)1{ωT0 X−γ0 ≥ 0}+min(unif(0, τ2), b)1{ωT0 X−γ0 < 0}
3. nonlinear: C ∼ exp(aeX1+X22+log |X3|)
The parameters τ, τ1, τ2, a, b are set to different values for each survival model considered. Their
values, along with the overall censoring percentage for each censoring and survival setting, are given
in Appendix B.
The covariate vector X is generated from the standard p-variate Gaussian distribution. The first
p/2 components of ω0 are set to −p−1/2 and the rest to p−1/2. The intercept γ0 is set to 1/4 which
results roughly in a 60/40 split of the data. The sample size is fixed at 100. Four dimensions are
considered p = 5, 10, 25, 50. The average classification error over 100 Monte Carlo simulations is
reported for each of the three methods. The error rate is obtained by generating a large independent
test set and calculating the number of misclassifications resulting from the estimated hyperplane.
The average angle between the estimate and the true direction ω0 and the average intercept estimate
error can be found in Web Appendix D.
Web Appendix D also reports other performance measurements include the the average angle
between the estimated direction and the true direction ω0 and the distance between the estimated
intercept and the true intercept.
Also we note that the various simulations settings considered here all assume that there are
two subgroups. Departures from this assumption and other forms of model mis-specification are
important issues. We refer the reader to Section 7 of Wei and Kosorok (2013) which discusses
techniques for model checking for latent supervised learning problems.
3.4.1 Exponential proportional hazards
Figure 3.1 shows the performance of the three methods for the Exponential PH survival setting.
The average classification error rate is given as a function of the dimension of X . We see that Li’s
method performs worse than the RIST sieve estimator in the independent censoring setting. This is
expected as there is no benefit to slicing on the censoring variable. We also see that the sieve IPCW
performs the worst in high dimensions.
In the linear censoring setting, all methods perform similarly. Since the linear censoring setting
satisfies Li’s double-slicing censoring assumption, we do not expect the sieve RIST method to provide
a substantial improvement. In the nonlinear censoring setting, the censoring time cannot be written
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Figure 3.1: Exponential proportional hazards – classification error as a function of dimension for 100
Monte Carlo simulations with error bars for each of the three censoring mechanisms considered –
independent, linear, and nonlinear.
as a function of a linear combination of the covariates. Hence, it does not satisfy Li’s double-slicing
assumption. We see that Li’s estimate is quite sensitive to departure from this assumption. The sieve
RIST estimate outperforms Li’s estimate and the sieve IPCW estimator. Note that under the nonlinear
censoring mechanism, the estimation of the individual slice means must adjust for the presence of
censoring unlike in the independent censoring setting. This is because, for instance, when x1, x2 and
x3 are large, the censoring time tends to be small. Thus if the slice means were estimated using the
sample mean of observed survival times, the estimate would be biased in favor of small values of
x1, x2 and x3.
3.4.2 Weibull proportional hazards
Figure 3.2 shows the performance of the three methods for the Weibull PH survival setting. In the
independent censoring setting, the sieve RIST estimate is more accurate than the other two methods.
In the linear censoring setting, all three methods perform similarly. In the nonlinear censoring setting,
the sieve RIST estimate performs the best as expected. The performance patterns of the three methods
for the Weibull PH survival setting is quite similar to those in the preceding Exponential PH setting.
One interesting difference is the sieve IPCW actually outperforms Li’s estimate in the nonlinear
censoring setting here.
3.4.3 Weibull accelerated failure time
Figure 3.3 shows the performance of the three methods for the Weibull AFT survival setting. The
Weibull AFT model violates the assumption of proportional hazards in Model (3.1) and thus provides
an opportunity to assess the robustness of the sieve estimators under distributional departures. In all
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Figure 3.2: Weibull proportional hazards – classification error as a function of dimension for 100
Monte Carlo simulations with error bars for each of the three censoring mechanisms considered –
independent, linear, and nonlinear.
three censoring settings, the sieve IPCW performs the worst across all dimensions while the sieve
RIST estimate and Li’s double slicing estimate perform very similarly across all three censoring
settings. Li’s double-slicing method makes no distributional assumptions unlike our sieve methods.
Fortunately, the sieve RIST estimate seems to be quite robust to departure from the proportional
hazards assumption.
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Figure 3.3: Weibull accelerated failure time – classification error as a function of dimension for 100
Monte Carlo simulations with error bars.
The simulations in this section suggest that the sieve RIST estimator performs similarly to the Li’s
double-slice method when Li’s censoring assumption is satisfied (as in the linear censoring setting)
but outperforms the double-slicing method when the assumption is not satisfied (as in the nonlinear
censoring setting) or satisfied trivially (as in the independent censoring setting). The simulations
also suggest that the sieve RIST method is more accurate than the sieve IPCW method, especially
for higher dimensions. In addition, the sieve RIST estimate which assumes the proportional hazards
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model is seen to be robust when the survival distribution actually follows the accelerated failure
time model. Finally, the simulations reveal that the performance of all three methods deteriorate
in high dimensions. Regularization may be promising for extending the proposed method to high
dimensions.
3.5 Examples
The sieve RIST method and Li’s double-slice method is demonstrated on two datasets. The sieve
IPCW method is omitted in the following analysis because the simulation findings revealed the sieve
RIST estimator consistently outperformed it. The tuning parameters used in the sieve RIST estimate
and Li’s double-slice estimate are the same as those used in the simulations section and are given in
Appendix B.
3.5.1 Diffuse large B-cell lymphoma
Diffuse large B-cell lymphoma (DLBCL) is a cancer of white blood cells and the most common
type of non-Hodgkin lymphoma among adults. In Rosenwald et al. (2002), hierarchical clustering
based on gene expression was used to identify three DLBCL subtypes: 1) Germinal-center B-cell-like
(GBC), 2) Activated B-cell-like (ABC), and Type 3. Although these subgroups are biologically
meaningful, there is no guarantee that their survival experiences differ. Indeed, Figure 3.4(a), which
displays the estimated survival function in each subgroup and the log-rank test p-values, reveals there
is little difference between the survival experiences of the ABC subgroup and the GBC subgroup.
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(b) Sieve RIST estimate
0 5 10 15 20
0
0.2
0.4
0.6
0.8
1
1.2
Kaplan−Meier estimate of survival functions
Es
tim
at
ed
 s
ur
viv
al
 fu
nc
tio
ns
Time
 
 
log hazards ratio=−1.4546
p=2.5014e−007
subgroup 1
subgroup 2
Censored
(c) Li’s double-slicing SIR
Figure 3.4: The first panel shows the estimated survival functions of the ABC and Type 3 subgroups.
The subgroups are not significantly different with respect to survival. The middle and right panels
regard the DLBCL training set and display the estimated survival functions of the subgroups identified
in the training set, by the sieve estimate and double-slicing SIR estimate, respectively. Both estimates
produce subgroups in the training set which are significantly different with respect to survival.
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The DLBCL data consists of 240 patients with 138 patient deaths at follow-up, resulting in 42%
censoring. There are five covariates in the data that are used in the analysis here. The covariates
include the average values of four gene expression signatures. The signatures are 1)Germinal center
B cell, 2)Lymph node, 2)Proliferation, and 4) MHC class II. The fifth covariate is the gene expression
value of the BMP6 gene. Removing cases with missing values leaves 222 cases, of which 73 are
randomly set aside for a test set. The remaining 149 cases comprise the training set. The training set
has 47% censoring, and the test set 34% censoring.
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(a) Sieve RIST estimator
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Figure 3.5: DLBCL test set. The left and right panels display the estimated survival functions of
the subgroups identified in the test set, by the sieve RIST estimate and Li’s double-slice estimate,
respectively. The sieve RIST estimate produces subgroups in the test set which are more significantly
different with respect to survival.
The sieve RIST estimator and Li’s double-slicing estimator are now applied to the DLBCL
dataset. Figures 5.1(b) and 3.4(c) show the estimated survival functions of the subgroups discovered
by each method and the estimated log hazards ratio β in the DLBCL training set. The p-value for
the log-rank test β = 0 is also displayed. Both methods identify subgroups that are significantly
different with respect to survival with the sieve RIST estimate producing a larger (in magnitude) log
hazard ratio and more significant p-value. As a model diagnostic, we apply the sieve RIST and Li’s
double-slicing estimates to the held out test set. Figure 3.5 shows the estimated survival functions
of the subgroups identified by each method on the DLBCL test set. The p-value is very significant
for the subgroups produced by the sieve RIST estimate. On the other hand, the subgroups identified
by Li’s estimate are not significant at the 0.01 level. Thus, the sieve RIST estimator was capable of
finding a more significant separation in survival in both the training and test sets than Li’s estimate.
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Furthermore, both methods identify subgroups of patients that are both biologically and clinically
relevant as compared to Rosenwald’s discovered subgroups.
3.5.2 Primary Biliary Cirrhosis
Primary Biliary Cirrhosis (PBC) is an autoimmune disease of the liver. The data studied here
is from the Mayo Clinic trial in PBC of the liver conducted between 1974 and 1984. This dataset
has been extensively studied in survival analysis. The first 312 cases in the data set participated in a
randomized trial and contain largely complete data. This will form our training set. The additional
112 did not participate in the clinical trial but have basic measurements recorded and were followed
for survival. This will form our test set. After removing cases with missing data, we have 308
patients in the training set with 60% censoring and 91 patients in the test set with 71% censoring. We
conduct our analysis with the following eight covariates: 1) age, 2) sex, 3) edema, 4) bili, 5) albumin,
6) platelet, 7) protime, and 8) stage.
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Figure 3.6: PBC training set. The left and right panels display the estimated survival functions of the
subgroups identified in the training set, by the sieve RIST estimate and Li’s double-slicing estimate,
respectively. Both pairs of subgroups are significantly different with respect to survival. The sieve
RIST estimate, however, results in subgroups with a higher log hazards ratio (in terms of magnitude).
The sieve RIST method and Li’s double-slicing method are now applied to the PBC dataset. For
the PBC training set, Figure 3.6 shows the estimated survival functions of the subgroups discovered
by each method and the p-value for the log rank test β = 0. Both methods identify subgroups that
are significantly different with respect to survival, with the sieve RIST estimate producing subgroups
with larger (in magnitude) log hazards ratio and a more significant p-value. As a model diagnostic, we
examine the performance of these estimates on the held out test set. Figure 3.7 shows the estimated
survival functions of the subgroups identified by each method on the PBC test set. The p-value for β
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is very significant for the subgroups produced by the sieve estimate. The subgroups identified by Li’s
estimate are less significant but still very significant. Overall, the sieve RIST estimator seems to be
fulfilling the purpose for which it was designed, i.e. to find two subgroups with maximally different
proportional hazards.
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Figure 3.7: PBC test set. The left and right panels display the estimated survival functions of
the subgroups identified in the test set, by the sieve RIST estimate and Li’s double-slice estimate,
respectively. Both pairs of subgroups are significantly different. The sieve RIST estimate, however,
results in subgroups with a higher log hazards ratio (in terms of magnitude).
3.6 Discussion
Latent supervised learning is a machine learning technique for performing binary classification
using a surrogate variable for the unobserved training label. The concept of latent supervised
learning bridges the gap between unsupervised and supervised learning. It was applied here to tackle
the problem of identifying two subgroups in the covariate space whose survival distributions have
maximally different proportional hazards. The model considered is parsimonious and easy to interpret.
The applicability of this method is immediate to areas such as drug discovery or personalized medicine
where it is desirable to identify subgroups that are both clinically and biologically meaningful.
The simulations conducted demonstrate the proposed method, although computationally more
expensive, outperforms Li’s estimate when Li’s censoring assumption (Equation 3.4) is violated. The
simulations also show that Li’s censoring assumption is more restrictive on the method’s performance
than the proportional hazards assumption on the proposed method. In the DLBCL dataset, the
proposed method produced subgroups that were significantly different with respect to survival on an
independent test set while Li’s estimate produced a less significant result.
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CHAPTER 4: LATENT SUPERVISED LEARNING FOR TREATMENT EFFECT
HETEROGENEITY
4.1 Introduction
Treatment effect heterogeneity is often observed in medical studies, i.e. different treatments
having different effects on different individuals. For instance, a treatment can be beneficial for all
the subpopulations but with varying magnitudes, or of more interest, a treatment is only beneficial
for certain subpopulations. Subgroup analysis is a commonly used approach to estimate for which
subpopulations a treatment is beneficial or harmful. However, its misuse is well-documented and
subgroup analysis remains quite controversial in the realm of medical research (Rothwell, 2005).
In this chapter we study a parsimonious model where the relationship between the outcome of
interest and a set of covariates is modified by a linear combination of a set of features. Specifically,
there exists a separating hyperplane in the feature space that divides the population into two subgroups
with different regression coefficients. For example, the outcome of interest could be survival time,
the covariates could include a treatment indicator and a set of confounding variables, and the set
of features could be gene expression variables. The model then postulates the existence of two
subpopulations whose treatment response differ according to a linear combination of gene expression
values.
We first present the model for the case when the outcome of interest belongs to the exponential
family of distributions. The analogous model for Y being a right-censored survival time is presented
later in Section 4.3. Recall the standard generalized linear model is characterized by the following
features:
• a linear predictor η = βTU .
• a differentiable one-to-one link function g which specifies the relationship between the mean
E(Y ) = µ and the linear predictor: g(µ) = η.
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• a variance function V which specifies the relationship between the mean and the variance:
V ar(Y ) = φV (µ) where φ represents the dispersion parameter.
We introduce several additional components to the the standard generalized linear model. First,
we decompose the independent variable into two parts, a joint and individual one. Let U ∈ Rd
denote the joint component and Z ∈ Rd′ denote the individual component. Per the setting motivated
above, the term joint refers to the fact that there is a single regression coefficient for U while the term
individual reflects the condition that the regression coefficient for Z depends on the features X ∈ Rp.
This dependency is only through the value of the indicator 1{ωTX − γ ≥ 0}. Here ω is of the same
dimension as X and has unit length, ||ω|| = 1. Specifically, the linear predictor has the following
form:
ηi = (β1 + (β2 − β1)1{ωTxi − γ ≥ 0})T zi + δTui. (4.1)
The primary interest is to estimate the separating hyperplane determined by ω and γ. This in turn
gives estimates of the regression coefficients β1, β2 and δ.
A subset of the feature X is allowed to be part of the joint variable or the individual variable or
both. In order to ensure identifiability, U and Z cannot contain the same variables, however. To be as
general as possible, the intercept term is included in the individual component Z and not in the joint
component U .
The independent variables Z and U are often low-dimensional. In applications of primary
interest to us, Z is the treatment variable and U the confounding variables. The X features can be
higher-dimensional such as gene expression profiles.
Existing methodologies for estimating treatment effect heterogeneity have focused on treatment-
covariate interaction. Taking a variable selection viewpoint, the methods proposed in Imai and Strauss
(2011) and Gunter et al. (2011) seek to identify variables with large interaction effects with treatment
for further analysis and validation. The personalized medicine methods in Qian and Murphy (2011)
and Zhao et al. (2012) focus on designing optimal treatment regimes for each individual and thus
indirectly estimate treatment effect heterogeneity. More commonly used methods such as Boosting
(LeBlanc and Kooperberg, 2010), Bayesian Additive Regression Trees (Chipman et al., 2010), and
other tree-based approaches (Su et al., 2009) focus on prediction and can be difficult to interpret.
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In the model proposed here, we are interested in estimating the treatment-subgroup interaction
effect as opposed to treatment-covariate interactions. Importantly, in the setting studied here, the
subgroup term is unknown a priori and as such we cannot apply the above methodologies for model
estimation. The proposed model is worthwhile to study for its simplicity, ease of interpretability,
and parsimony. Similar to the models studied in Imai and Strauss (2011) and Gunter et al. (2011),
variable selection is in some ways built into our framework. Namely, the coefficients of ω in Model
(4.1) are rough indicators of the importance of a feature in terms of how much it drives the separation
in treatment responses between the two subpopulations. The main advantage of the proposed model
over those studied previously is the fact that a general classification rule is learned for identifying
subpopulations with treatment effect heterogeneity. This is in contrast to the methods in Imai and
Strauss (2011) and Gunter et al. (2011) which can only go so far as to give soft characterizations of
the subpopulations with different treatment responses instead of a hard classification rule.
We apply techniques from a novel machine learning idea called Latent Supervised Learning for
model estimation. Latent Supervised Learning bridges the gap between unsupervised and supervised
learning. The basic idea is to use a continuous surrogate variable to supervise the learning of a binary
classifier. The following Gaussian classification problem was considered in Wei and Kosorok (2013):
Y ∼ N(µ1, σ21) when ωTX − γ ≥ 0
and
Y ∼ N(µ2, σ22) when ωTX − γ < 0.
This model is a special case of Model (4.1) studied here. To see this, set Z = 1 and U to be empty in
(4.1). Besides introducing regressors, we also allow Y to be any member of the exponential family
of distributions rather than restricting its distribution to be Gaussian. Finally, we allow the mean
response to be related to the linear predictor through a link function g. These additions require
adaptation of the original Latent Supervised Learning methodology.
4.2 Methodology
We focus on model estimation for the case when Y is in the exponential family of distributions.
The special case when Y is a right censored survival time is treated thoroughly in Section 4.3. We
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also restrict our attention to the case when there is no overlap between Z and X . The case when
there is overlap is postponed to Appendix C.
4.2.1 Sieve maximum likelihood estimation
The log likelihood of the data, denoted Ln, can be parametrized in terms of ω alone. Given ω
and γ, the regression coefficients β1, β2 and δ in (4.1) can be found via the standard Fisher scoring
method employed in generalized linear model estimation. Next, given ω, the cutpoint γ in the
separating hyperplane can be found via a simple grid search. Thus we only need concern ourselves
with a single parameter function Ln(ω).
A natural approach to estimate ω is via maximum likelihood. However, direct maximization over
Rp is computationally challenging when the dimension of the feature X is large. Instead we consider
maximization over a data-driven approximating space that grows dense as the sample size increases.
We will refer to such a sequence of approximating spaces as a sieve, following the terminology in
Grenander (1981).
A sieve maximum likelihood approach was also used in two previous chapters on Latent
Supervised Learning. There a preliminary sieve based on information in the covariate space is
first constructed and the sieve is next improved by incorporating the response variable Y . The
methodology employed here is adapted from this general strategy.
The simple sieve is constructed as follows. The convex hull of the point cloud in the X feature
space is first computed. For each possible binary enumeration of the points on the convex hull,
calculate the direction which connects the means of the two classes. Note this is the normal vector to
the separating hyperplane produced by the simple binary classifier known as the centroid method
in Hastie et al. (2001). If the number of points on the convex hull is very large, randomly select a
subset of m points. We recommend m no bigger than 10. The collection of the 2m directions trained
in this manner shall be referred to as the simple sieve.
Remark 1. In Wei and Kosorok (2013) and the subsequent technical report, the X space was first
partitioned into several regions and the simple sieve direction was calculated within each region.
This is much more computationally intensive than what is proposed here.
Remark 2. Convex hull computation can be difficult in high dimensions. If necessary, first reduce
the dimension of the X feature space via, say Principal Components Analysis. Interestingly, in very
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high dimensions, all points are on the convex hull, see Hall et al. (2005). Thus, a random number of
points can be chosen instead of the actual computation of the convex hull when this is the case.
For each ω direction in the simple sieve, Sliced Inverse Regression Li (1991) is performed on
the bivariate (Y, ωTX). For simplicity assume X has already been standardized to have mean zero
and unit covariance. The improved sieve is created as follows.
1. Slice the range of Y into several non-overlapping regions. Follow this by slicing on the range
of ωTX within each slice of Y . Let Ih denote the h-th slice for h = 1, . . . ,H .
2. Calculate the weighted sample covariance matrix
Vˆn(ω) =
H∑
h=1
pˆhmˆh(ω)
′mˆh(ω) (4.2)
where mˆh(ω) is the unbiased estimate of mh(ω) = E(X | (Y, ωTX) ∈ Ih) based on the
sample average of X for (Y, ωTX) ∈ Ih and similarly for pˆh(ω), the unbiased estimate of the
quantity ph(ω) = pr((Y, ωTX) ∈ Ih).
Remark 3. In Wei and Kosorok (2013) and the subsequent technical report, the bivariate (Y, 1{ωTX−
γ ≥ 0}) is sliced. Here we eliminate the need to first estimate γ. This results in a computational
improvement.
Remark 4. The number of slices H need not increase with n. We have found that slicing Y into
roughly n/10 slices and then further slicing ωTX into two slices works well in practice.
Under certain conditions we will detail in the next section, the largest eigenvector νˆn(ω) of the
weighted sample covariance matrix Vˆn(ω) in (4.2) is guaranteed to be consistent for ω0. Let Ωˆn be
the collection of directions νˆn(ω) where ω ranges over the simple sieve.
The final estimate for ω0 is
ωˆn = arg max
ω∈Ωˆn
Ln(ω). (4.3)
4.2.2 Asymptotic results
We establish the asymptotic properties of the sieve maximum likelihood estimator in this section.
Let P be the probability measure generating the data under Model (4.1) conditional on the variables
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U and Z. Let Pn be the empirical measure. The regression coefficients β1, β2 ∈ Rd′ , δ ∈ Rd are
collected into the variable ψ. The direction vector ω is constrained to have unit length. The unknown
parameters can be collected as θ ≡ (ψ, ω, γ) and the subscript zero will be used to denote the true
parameter values.
Since Y is a member of the exponential family, we can write its density in the following form
f(y|ζ) = c(y) exp(ζy − b(ζ)) (4.4)
where we have written the distribution in the canonical form (or natural form). We can further
simplify the expression by using the canonical link function g which gives η = ζ in which case the
density in (4.4) can be rewritten as
f(y|η) = c(y) exp(ηy − b(η)) (4.5)
Remark 5. The original definition of Nelder and Wedderburn (1972) introduces an additional
nuisance parameter in (4.4). The maximum likelihood estimator of θ remains unchanged. Thus,
without loss of generality, we content ourselves to the simpler form in (4.4).
From Equation 4.5, it is easy to see that maximizing the log likelihood of the data is the same as
maximizing Mn(θ) ≡ Pnmθ, where
mθ(y, x) ≡ ηy + b(η)
= [(β1 + (β2 − β1)1{ωTx− γ ≤ 0})T z + δTu]y
+ b((β1 + (β2 − β1)1{ωTx− γ ≤ 0})T z + δTu) (4.6)
Let θˆn be the sieve maximizer of Mn(θ), where θˆn ≡ (ψˆn, ωˆn, γˆn).
The following conditions will be needed:
A1 The parameter space of the regression coefficients ψ is compact.
A2 The cuptoint γ is known to lie in a bounded interval [a, b].
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A3 The univariate random variable ωTX has a strictly bounded and positive density f where
||ω|| = 1.
A4 For any b ∈ Rp, the conditional expectation E(bTX|ωT0 X) is linear in ωT0 X .
A5 The change-line regression coefficients β1,0 6= β2,0.
A6 The covariate X has a continuous distribution.
Conditions A1 and A2 guarantee the existence of θˆn. Condition A3 is used in establishing
semicontinuity of the theoretical objective function. Condition A4 is a key assumption in Li (1991)
and is satisfied when the distribution of X is Gaussian or more generally, elliptically symmetric. The
last two conditions guarantee the model is identifiable.
Theorem 3 (Consistency). Under Conditions A1–A6, the sieve estimator θˆn is consistent.
Proof. Our approach to establishing consistency will be to utilize the argmax theorem (Theorem
14.1 in Kosorok (2008). We first need to show that Mn  M in l∞(K) for all compact K ⊂ H =
R × Rd × Rd × Rd′ × Sp × [a, b] where M(θ) ≡ Pmθ and Sp is the collection of vectors in Rp
with unit length. We will also need to show that θ 7→M(θ) is upper semicontinuous with a unique
maximum at θ0. Near-maximization must then be established, i.e. Mn(θˆn) ≥ Mn(θ0) − oP (1).
Finally, the argmax theorem will yield that θˆn converges to θ0 in probability.
Fix a compact K ⊂ H . We now verify that FK ≡ {mθ : θ ∈ K} is Glivenko-Cantelli. The
latent features X can be partitioned into four mutually exclusive sets: A1 ≡ {ωTX ≤ γ, ωT0 X ≤
γ0}, A2 ≡ {ωTX ≤ γ, ωT0 X > γ0}, A3 ≡ {ωTX > γ, ωT0 X ≤ γ0}, A4 ≡ {ωTX > γ, ωT0 X >
γ0}. We can write
mθ(y, x) = {(βT1 Z + δTU)y + b(βT1 Z + δTU)}1{x ∈ A1}
+ {(βT1 Z + δTU)y + b(βT1 Z + δTU)}1{x ∈ A2}
+ {(βT2 Z + δTU)y + b(βT2 Z + δTU)}1{x ∈ A3}
+ {(βT2 Z + δTU)y + b(βT2 Z + δTU)}1{x ∈ A4}. (4.7)
It is easy to see that the classes {βTZ : θ ∈ K} and {δTU : θ ∈ K} are separately Glivenko-Cantelli
classes. Thus the sum is also Glivenko Cantelli by Corollary 9.27 (i) in Kosorok (2008). The product
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of the classes {βTZ + δTU : θ ∈ K} and {y} is also Glivenko-Cantelli by Corollary 9.27 (ii) since
the product of the two envelopes is integrable. The function b is continuous and by Corollary 9.27
(iii), the class {b(βT2 Z + δTU) : θ ∈ K} is Glivenko-Cantelli since the envelope is integrable. It
was shown in Wei and Kosorok (2013) and the subsequent technical report the class of indicator
function {1{ωTX − γ ≥ 0} : θ ∈ K} is Glivenko-Cantelli. Reapplications of Corollary 9.27 (i) and
Corollary 9.27 (ii) shows Fk itself is Glivenko-Cantelli. Thus Mn  M in l∞(K) for all compact
K.
We now establish upper semicontinuity of θ 7→M(θ). Using the same sets described above, we
have
M(θ)
= {(βT1 Z + δTU)g−1(βT1,0Z + δT0 U) + b(βT1 Z + δTU)}P (A1)
+ {(βT1 Z + δTU)g−1(βT2,0Z + δT0 U) + b(βT1 Z + δTU)}P (A2)
+ {(βT2 Z + δTU)g−1(βT1,0Z + δT0 U) + b(βT2 Z + δTU)}P (A3)
+ {(βT2 Z + δTU)g−1(βT2,0Z + δT0 U) + b(βT2 Z + δTU)}P (A4). (4.8)
The function g is differentiable and thus continuous, hence g−1 is continuous. Next, the function
b(η) is differentiable and thus continuous. Finally by Condition A3, ωTX and ωT0 X have bounded
densities. Thus M(θ) is continuous and therefore upper semicontinuous.
Identifiability plus the Kullback-Leibler discrepancy will show that M has a unique maximum
at θ0. Condition A5 ensures the regression coefficients are identifiable. The normal vector to the
separating hyperplane ω and the cutpoint γ are identifiable up to sign. Condition A6 guarantees that
ω = ω′ whenever 1{ωTX − γ} = 1{ω′TX − γ0}.
Finally, we establish near maximizability. Lemma 6 in Appendix C establishes the sieve Ωˆn is
dense, i.e. there exists a sequence ωn ∈ Ωˆn that converges to ω0. Let γn and ψn be the cutpoint and
regression estimates corresponding to ωn, respectively. Denote this sequence by θn = (ψn, ωn, γn).
Since θˆn maximizes Mn(θ) over Ωˆn, we have Mn(θˆn) ≥Mn(θn). By the continuity of M(θ), we
have Mn(θn)−Mn(θ0) = oP (1) and thus
Mn(θˆn) ≥Mn(θ0)− oP (1).
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Now the conditions of the argmax theorem are met, and the desired consistency follows.
4.3 Extension to right-censored survival data
In this section we consider the case when Y is a right-censored survival time. Let T denote the
true lifetime and C the censoring time. The observed data consists of Y = min(T,C), the censoring
indicator 1{T ≤ C}, along with the covariates Z and U and the feature vector X . Censoring is
assumed to be independent of survival, conditional on X .
For simplicity assume there is no overlap between X and Z. The linear predictor η takes on a
similar form as in Equation (4.1) except Z no longer contains an intercept term. The intercept term
can only be added to one subgroup, otherwise the model would not be identifiable. We have the
following form for the linear predictor:
ηi = (β1 + (β2 − β1)1{ωTxi − γ ≥ 0})T zi
+ intercept ∗ 1{ωTxi − γ ≥ 0}+ δTui. (4.9)
Our model is a Cox model with the linear predictor as in (4.9). The conditional hazard function is
h(t|z, u, x) = exp(η)h0(t)
where h0(t) is the baseline hazard function.
The survival model above generalizes the survival classification problem studied in the technical
report by Wei and Kosorok which was
h(t|x) = exp(β)h0(t) when ωTX − γ ≥ 0
and
h(t|x) = h0(t) when ωTX − γ ≥ 0.
To see this, set Z = 1 and U to be empty.
We follow the general strategy in the technical report by Wei and Kosorok of accounting for
censoring. Let 0 = t1 < t2 < · · · < tH <∞ = tH+1 be a partition of the observed survival times
and let Ih be the h-th slice from slicing on the pair (T, ωTX). Because T is not always observed,
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we must be careful in estimating mh(ω) = E(X|T, ωTX ∈ Ih). As in the technical report by Wei
and Kosorok, we use a method called Recursively Imputed Survival Trees, introduced in Zhu and
Kosorok (2012), to estimate the weight function
w(Y, t,X) = P (T ≥ t|X)/P (T ≥ Y |X).
Let the resulting estimate be denoted by wˆ. In the technical report by Wei and Kosorok, unbiased
estimates of mh and ph were derived using wˆ to adjust for censoring. The expressions are
mˆh(ω) =
1
npˆh(ω)
∑
zi{1{(yi, ωTxi) ∈ Ih}
+ wˆ(yi, th, xi)1{yi < th, δi = 0, ωTxi ∈ Ih}
− wˆ(yi, th+1, xi)1{yi < th+1, δi = 0, ωTxi ∈ Ih}}, (4.10)
where
pˆh(ω) = n
−1∑ 1{(yi, ωTxi) ∈ Ih}
+ wˆ(yi, th, xi)1{yi < th, αi = 0, ωTxi ∈ Ih}
− wˆ(yi, th+1, xi)1{yi < th+1, αi = 0, ωTxi ∈ Ih}. (4.11)
The remaining steps are the same as the methodology outlined in Section 4.2.1. Namely,
calculate the weighted sample covariance matrix in Equation (4.2) based on Equations (4.10) and
(4.11). Follow by taking the largest eigenvector of the weighted sample covariance matrix which will
become a candidate direction in the sieve. Finally, the estimate of ω is the direction in the sieve that
maximizes the likelihood of the data.
We briefly given an outline for the consistency of the sieve maximum likelihood estimator in
the survival setting. Instead of a true likelihood, we work with a profile likelihood in the survival
model proposed here. That the profile likelihood is continuous with a unique maximum follows
from the consistency proof given in the technical report by Wei and Kosorok. The Glivenko-Cantelli
component of the Argmax Theorem can be established similar to the argument given in Section 4.2.2.
Finally, demonstrating near-maximizability is quite straightforward given the continuity.
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Figure 4.1: Exponential family distributions: the classification accuracy of the proposed methodology
when X is not in U (solid) and X is in U (dashes) for various distributions of Y . Error bars are also
indicated.
4.4 Simulations
Simulations are conducted to examine the performance of the proposed methodology under
various settings. In particular, the following factors are investigated: 1) the dimension of the feature
vector X , 2) overlap between X and U , and 3) the distribution of the response variable Y .
The dimensions p = 4, 10, 20, 50 are considered for X . When there is no overlap between X
and U , the dimension of U is set to 5. Otherwise the first two marginals of X are added, bringing the
dimension of U to 7. We also consider several different distributions for the outcome variable Y –
Gaussian, Poisson, Bernoulli, and Binomial with 10 trials.
The sample size is fixed at 100 observations. The direction ω is set to the unit vector in the direc-
tion of (1, . . . , 1,−1, . . . ,−1) where the number of positive 1’s is roughly half of p. The cutpoint γ
is fixed at 0. The individual regression coefficients are set to β1 = (1/2,− log p, . . . ,− log p) and
β2 = (1/4, log p, . . . , log p). The value of the joint regression coefficient δ is drawn from a d-variate
random variable with uniform(−1, 1) independent marginals.
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Figure 4.2: Survival time: the classification accuracy of the proposed methodology when X is not in
U (solid) and X is in U (dashes). Error bars are also indicated.
We perform 100 Monte Carlo realizations for each simulation setting. The same δ is used for
each dimension of X . In contrast, the joint and individual variables U and Z and the feature vector
X are randomly drawn from the standard multivariate Gaussian distribution for each Monte Carlo
realization.
Accuracy of the methodology is measured by the percentage of subjects classified correctly
on a large independent test set. This only involves generating realizations of the feature vector
X . Figure 4.1 displays the average classification accuracy over 100 Monte Carlo simulations for
different distributions of Y in the exponential family. A general trend across all four panels is a
decrease in classification accuracy as dimension of X increases. However even up to dimension
50, the classification accuracy is reasonably high considering the sample size is fixed at n = 100.
The classification performance is comparable for the Gaussian, Poisson and Binomial distribution.
The Bernoulli setting proves to be a bit more challenging than the Binomial since there is less data
here. Finally, the performance of the method does not seem very sensitive to whether there is overlap
between X and U .
Next we examine the performance of the methodology for survival outcome. Let η be as
in Equation (4.9) with the individual regression coefficients set to β1 = (− log p, . . . ,− log p)
and β2 = (log p, . . . , log p), and the intercept to 1/2. The true survival time T is exponential
distributed with mean 2/ exp(η). We observe Y = min(T,C) where the censoring time C is
63
Figure 4.3: Horse colic dataset: estimated coefficients (and error bars) in the logistic regression
models (i) Y ∼ Z + U on the training set, (ii) Y ∼ Z + Z1{ωˆTnX − γˆn ≥ 0}+ U on the training
set, and (iii) Y ∼ Z + Z1{ωˆTnX − γˆn ≥ 0}+ U on the test set. Filled circles indicate significance
at the 0.05 level.
distributed uniform(0, 10). The percentage of censoring is approximately 30%. In all other regards
the parameters for the survival simulation is as above.
Figure 4.2 shows the classification performance of the methodology for survival outcome. Again,
we see the accuracy decreasing as dimension increases. The classification accuracy is just above
50% when the dimension of X is 50. The dimensionality of X proves to be more challenging in the
survival setting perhaps due to the presence of censoring. Still, the classification at moderately high
dimensions is reasonably accurate.
4.5 Data Examples
4.5.1 Horse colic disease
In this section, we study a dataset containing information on 368 horses suffering from colic. We
are interested in determining whether it is beneficial to perform surgery on horses with colic. Let Y be
the binary endpoint dead versus alive, coded 1 and 0, respectively. Let Z be the treatment indicator, 1
for surgery and 0 for traditional treatment. The joint variable U consists of the confounding variables
rectal temperature, pulse, respiratory rate, capillary refill time, abdominal distension, packed cell
volume, and abdomcentesis total protein.
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The dataset is split into a training set (n = 300) and a test set (n = 68). We first fit a standard
logistic regression model Y ∼ Z + U . The estimated coefficients are displayed in the first panel of
Figure 4.3. Surgery is significantly associated with mortality but it is a negative effect, i.e. the horse
has a higher chance of dying if it is treated with surgery.
The proposed methodology is applied to discover subgroups with possibly different treatment
responses. The X variables considered for possible interaction with treatment include age (1 for old,
0 for young) and the surgical possibility of the lesion (1 for surgical, 0 for not surgical). The output
of the proposed method is the following separating hyperplane
0.9010 ∗ age + 0.4338 ∗ surgical lesion ≥ 1.3348. (4.12)
Thus class 1 (when the above expression is true) is comprised of old horses with lesions that are
indeed surgical. Class 0 (when the above expression is false) is comprised of young horses and
horses whose lesions were not surgical.
The second panel of Figure 4.3 shows the coefficients of the model Y ∼ Z + Z1{ωˆTnX − γˆn ≥
0}+U on the training data. We see that surgery has a significantly beneficial effect for class 1 horses,
i.e. old horses with surgical lesions. On the other had, surgery is seen to be significantly harmful in
young horses and horses who do not have surgical lesions.
We next fit the same model on the test set to assess the generalizability of the estimated
hyperplane in Equation (4.12). The third panel of Figure 4.3 shows the coefficients of the model
Y ∼ Z + Z1{ωˆTnX − γˆn ≥ 0}+ U on the test set. The sign of the coefficients in the test set agree
with that of the coefficients fitted on the training set. The p-values are not as significant as in the
training set but still quite low. Thus we can comfortably conclude that we have found two subgroups
whose treatment responses are different.
4.5.2 Nefazodone-CBASP trial
The Nefazodone-CBASP trial compared three different treatments for patients suffering chronic
depression. Patients with non-psychotic chronic major depressive disorder (MDD) were randomized
to either 1) the Nefazodone drug, 2) cognitive behavioral-analysis system of psychotherapy (CBASP),
or 3) a combination of the two. The primary outcome measurement used in assessing the efficacy of
65
Figure 4.4: Depression dataset: estimated coefficients (and error bars) in the linear regression models
(i) Y ∼ Z on the training set, (ii) Y ∼ Z + Z1{ωˆTnX − γˆn ≥ 0} on the training set, and (iii)
Y ∼ Z + Z1{ωˆTnX − γˆn ≥ 0} on the test set. Filled circles indicate significance at the 0.05 level.
the treatments is the score on the 24-item Hamilton Rating Scale for Depression (HRSD). Lower
HRSD is desirable. For the detailed study design, Keller et al. (2000) can be consulted.
The data (courtesy of John Rush) consists of 570 patients which we split into a training set
(n = 399) and a test set (n = 171). Let Y in Model (4.1) be the HRSD score, assumed to be
Gaussian distributed. Psychotherapy is taken to be the baseline treatment and coded Z = (0, 0),
Nefazodone is coded Z = (1, 0) and the combined treatment Z = (0, 1). Since the patients were
enrolled in a randomized controlled trial, we take U in Model (4.1) to be empty. We considered 25
pretreatment variables for the feature vector X .
The original analysis in Keller et al. (2000) indicates that the combination of the drug and
psychotherapy is significantly more efficacious than either treatment alone. Fitting the linear model
Y ∼ Z, we confirm this is indeed true, the result of the fit is displayed in the first panel of Figure
4.4. Next, we apply the proposed methodology to discover subgroups of patients with possibly
different responses to treatment. The coefficients of the linear model Y ∼ Z +Z1{ωˆTnX − γˆn ≥ 0}
on the training data are displayed in the second panel of Figure 4.4. We see that neither of the
interaction terms are significant. This suggests that the combination treatment may indeed be superior
to psychotherapy for all patients.
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Figure 4.5: DLBCL dataset: estimated coefficients (and error bars) in Cox models (i) Y ∼ Z on the
training set, (ii) Y ∼ Z+Z1{ωˆTnX− γˆn ≥ 0} on the training set, and (iii) Y ∼ Z+Z1{ωˆTnX−γ ≥
0} on the test set. Filled circles indicate significance at the 0.05 level.
It also turns out that the estimated hyperplane divides the training data such that the overwhelming
majority (93%) fall in one subgroup. This is strong evidence that there is only one subgroup. Indeed,
we see from the last panel of Figure 4.4 that the class variable and the interaction terms are not
significant in the test set.
We also performed the analysis using Nefazodone as the baseline which also showed the
combination treatment to be the superior treatment for all subjects. Other independent analysis have
also drawn similar conclusions, see Qian and Murphy (2011), Gunter et al. (2011), and Zhao et al.
(2012).
4.5.3 Diffuse large B-cell lymphoma
Diffuse large B-cell lymphoma (DLBCL) is a cancer of white blood cells and the most common
type of non-Hodgkin lymphoma among adults. Here we analyze a survival dataset collected on
240 patients with DLBCL of which there are 138 patient deaths at follow-up (42% censoring). The
outcome of interest Y is survival. Our goal is to measure the association between survival and the
International Prognostic Index (IPI), a well-established predictor of the survival of DLBCL patients.
It has been noted in the literature that the survival outcome in patients who have identical IPI values
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can vary considerably. As such, we expect there to be subgroups of patients whose IPI is differentially
connected to survival.
We split the data into a training set (n = 149) and a test set (n=73). The censoring percentages
are 47% and 34%, respectively. We first fit the Cox model Y ∼ Z on the training data. The first
panel of Figure 4.5 shows there is a significant difference between IPI group 2 and IPI group 1 as
well between IPI group 3 and IPI group 1.
The proposed methodology is then applied with U set to be empty and X to include four gene
expression signatures 1) Germinal center B cell, 2) Lymph node, 3) Proliferation, and 4) MHC class II,
and the gene expression of the BMP6 gene. Let Z = (0, 0) for IPI group 1, Z = (1, 0) for IPI group
2, and Z = (0, 1) for IPI group 3. The estimated hyperplane splits the subjects in the training set into
two groups at roughly a 75–25 split. The coefficients of the model Y ∼ Z + Z1{ωˆTnX − γˆn ≥ 0}
on the training set is displayed in the second panel of Figure 4.5. We see that there is no significant
difference between IPI group 2 and IPI group 1. Within class 0, IPI group 3 experiences significantly
better survival than IPI group 1. In class 1, the opposite is true.
We now fit the same model on the test set. The coefficients of the model Y ∼ Z + Z1{ωˆTnX −
γˆn ≥ 0} on the test set are summarized in the third panel of Figure 4.5. The magnitude and sign of
the estimated coefficients in the training set and the test set are similar, with the exception of the IPI
group 2 variable and its interaction with the class variable. This is not surprising since the p-values
for these variables were not significant in the training set. Thus we can conclude that patients in IPI
subgroup 3 have different survival depending on which class they are in. In addition, there is no
significant survival difference between IPI group 2 and IPI group 1.
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CHAPTER 5: DIPROPERM
5.1 Introduction
High Dimensional Low Sample Size (HDLSS) datasets are becoming increasingly prominent in
statistical applications. When the data can be partitioned into two classes, a basic task is to use the
class labels to build a function that assigns data to the correct class, i.e. classification. A popular
classifier is the binary linear classifier which bases its decision on a linear combination of the features.
Binary linear classifiers are preferable to more complicated classifiers such as random forests or
neural networks in HDLSS settings for their ease of interpretability. Specifically, we can interpret
the features with larger coefficients to be more “important,” i.e. they play a more prominent role in
driving the separation between two classes.
Linear classifiers are also known to find spurious linear combinations in HDLSS settings. For
instance, a binary linear classifier could find, for two identical high dimensional distributions, a
linear combination of features such that the two classes appear to be very different. This is related to
overfitting; when dimension well exceeds sample size, a binary linear classifier can achieve 100%
classification accuracy on the training data.
We propose a computational tool called Direction-Projection-Permutation (DiProPerm) to rig-
orously assess whether a binary linear classifier is detecting a statistically significant difference
between two high dimensional distributions. This is accomplished by working directly with the
one dimensional projections of the data on the binary linear classifier, i.e. the value of the linear
combination. DiProPerm uses the projections to assess whether the original high dimensional distri-
butions are significantly different. The projection technique in DiProPerm has several advantages:
1) the outcome of the test can be related directly back to the binary linear classifier involved, and
2)DiProPerm borrows the strength of binary linear classifier in HDLSS settings to create a powerful
hypothesis test.
We now provide a real world example, to be revisited in detail in Section 5.5, to further motivate
the methodology. Two HDLSS breast cancer microarray datasets are considered. The panels in
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Figure 5.1 show, for each dataset, the one dimensional projection of the data onto a popular binary
classifier. The classifier is seen to provide better separation for the UNCGEO dataset – the UNCGEO
projections have no overlap whereas the UNCUP projections have some overlap. The DiProPerm
test results, shown in Section 5.5, reveal the surprising conclusion that the UNCGEO classes are not
actually significantly different while the UNCUP classes are very significantly different. The lesson
here is that binary linear classifiers can find spurious directions in HDLSS settings and DiProPerm is
a safeguard against this.
5.1.1 The Setup
Let X1, . . . , Xm and Y1, . . . , Yn be independent random samples of Rd-valued random vectors,
d ≥ 1 with multivariate distributions F1 and F2, respectively. We are interested in testing the null
hypothesis of equal distributions
H0 : F1 = F2 versus H1 : F1 6= F2 (5.1)
5.1.2 Related work
Here we review existing two-sample HDLSS tests. Many of them are extensions of two-sample
tests in the classic data setting where sample size exceeds dimension. For instance, certain tests
reviewed below are extensions of the multivariate Hotelling T 2 test which completely breaks down
in HDLSS settings.
There are several two-sample multivariate tests for equal distributions in the literature based
on inter-point statistics. One such family of tests is based on Nearest Neighbor (NN) coincidences
(Bickel and Breiman, 1983; Henze, 1988; Schilling, 1986). The test statistic is a function of the
number of neighbors around a data point that belong to the same sample. The null distribution of the
test statistic can either be determined using parametric theory or implemented non-parametrically via
a permutation approach.
A more recent contribution to testing equal distributions under HDLSS settings based on pairwise
distances is the non-parametric energy test (Szekely and Rizzo, 2004). The energy test statistic is
based on the Euclidean distance between pairs of sample elements. The significance of the energy
test statistic is assessed using a permutation test.
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The nearest neighbor test and the energy test require calculation of all pairwise distances between
sample elements. The computational complexity of both tests is independent of dimension, and is
thus suitable for the HDLSS setting. We will compare DiProPerm to the energy test later in the
power study in Section 5.4. We choose to focus on the energy test rather than the NN tests because
the latter critically depends on the choice of number of neighbors while the energy test has no tuning
parameters.
A two-sample test for equal distributions that is quite similar to DiProPerm was recently proposed
in Ghosh and Biswas (2013). We will describe in Section 5.4 details of the method and compare
DiProPerm to it . We will demonstrate that DiProPerm has certain advantages over the Ghosh and
Biswas method in part due to the fact that the former makes use of all of the data while the latter
holds out a subset during training.
There are several two-sample tests for equal means in the literature that have offered ways to
extend the classic Hotelling T 2 test (Bai and Saranadasa, 1996; Srivastava and Du, 2008; Chen and
Qin, 2010). Essentially, they operate by replacing the covariance matrix in the Hotelling T 2 statistic
by a diagonalized version. These tests set critical values of the test statistic using the limiting null
distribution of the statistic under the classic asymptotic regime where sample size goes to infinity
while dimension remains fixed. It is debatable whether this is a practical viewpoint since in HDLSS
data, the sample size is very limited and additional data collection is often cost prohibitive.
Lopes et al. (2011) claim that the limited use of the covariance structure will cause the above
procedures to suffer in power. They propose the Random Projection (RP) method, a two-sample test
of equal means for Gaussian data. The procedure projects the high dimensional data onto a random
subspace of low enough dimension so that the traditional Hotelling T 2 statistic may be used. The
resulting test statistic has a limiting F distribution in the classical asymptotic regime. The RP test
critically assumes normality and equal covariances.
We will focus on the RP test later in the power study in Section 5.4. Of particular interest is
to see how the random projection scheme in the RP procedure compares with the carefully chosen
projection direction in DiProPerm.
5.1.3 Overview
The outline of the chapter is as follows. In Section 5.2, the three-step DiProPerm procedure is
presented in detail. The theoretical properties of DiProPerm under the HDLSS asymptotic regime
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whereby the dimension goes to infinity and sample size remains fixed are studied in Section 5.3. In
particular, it is revealed that certain variations of DiProPerm are consistent and more importantly,
consistency is a non-trivial property in HDLSS asymptotics, i.e. there exists reasonable hypothesis
tests whose power do not converge to 1 as dimension goes to infinity. In Section 5.4 we perform
a Monte Carlo power study comparing DiProPerm to other two-sample HDLSS tests reviewed in
Section 5.1.2 in a wide array of data settings. Finally in Section 5.5, we follow up on the HDLSS
breast cancer microarray datasets discussed at the beginning of the chapter.
5.2 Methodology
DiProPerm is a three-step procedure:
1. Direction — train a binary linear classifier on the class labels and find the normal vector to the
separating hyperplane.
2. Projection — project data from both samples onto this normal vector and calculate a univariate
two-sample statistic.
3. Permutation — assess the significance of this univariate statistic by a permutation test:
(a) pool the two samples and permute the class labels
(b) re-calculate direction based on permuted class labels
(c) project data onto this direction and re-calculate the univariate two-sample statistic
For a level α test, we reject the null if the original test statistic is among the 100α% largest of the
permuted statistics. Further details on each of these steps is given below.
5.2.1 Direction
The first step of DiProPerm is based on a binary linear classifier. In particular, the normal vector
to the separating hyperplane corresponding to the classifier is taken to be the projection direction
in DiProPerm. Our classifier of choice is the Distance Weighted Discrimination (DWD) classifier
(Marron et al., 2007), a powerful binary linear classifier in high dimensions. DWD seeks to find
the separating hyperplane which minimizes the average inverse distance from data points to the
separating hyperplane.
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The Support Vector Machine (SVM) is another popular binary linear classification method, see
Hastie et al. (2001) for a good introduction. SVM seeks to find the separating hyperplane which
maximizes the minimum distance from each data point to the hyperplane.
Both DWD and SVM are large margin based classification methods. They can perform quite
differently in HDLSS settings however. Specifically, the SVM classifier suffers from severe data
piling in this setting, i.e. many projections pile onto the same value. Data piling is undesirable in the
DiProPerm framework because it drastically reduces the information in the projected values. DWD
was developed in part to overcome the data piling issue.
Figure 5.2 shows the projections of high dimensional data (d = 400) onto DWD and SVM
directions. The multivariate distributions considered are the multivariate t distribution with 2 degrees
of freedom and the multivariate Gaussian distribution. We can see for both distributions the SVM
projections exhibit data piling while the DWD projections do not.
Neither the DWD and SVM projection directions have closed form expressions. For this reason,
it is challenging to study theoretical properties of DiProPerm tests based on these directions. In
contrast, the centroid method (Hastie et al., 2001) is a simple but naive binary linear classifier where
points are assigned to the class whose centroid is closest. The normal vector to the separating
hyperplane is the unit vector in the direction of the line segment connecting the centroids of each
class, (X¯ − Y¯ ).
We rarely use the centroid projection direction in practice because it is “all about the mean” and
simple settings can be concocted where it performs much worse than either DWD or SVM. However
the centroid direction is most amenable for theoretical analysis, a fact we take advantage of in Section
5.3. Fortunately, the theoretical endeavors undertaken for the centroid direction carry over to the
SVM and DWD directions as several recent works have established that under certain conditions, the
SVM and DWD projection directions converge in probability to the centroid projection direction as
d→∞ for fixed sample size (Hall et al., 2005; Bolivar-Cime and Marron, 2013; Ghosh and Biswas,
2013).
5.2.2 Projection and univariate statistic
In the second step of DiProPerm, the data is projected on the trained direction in the previous
step and a univariate two-sample statistic is computed on the projected values. Here is a list of
possible univariate two-sample statistics:
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1. Difference of sample means (MD)
2. Area under the curve (AUC), the curve being the Receiver Operating Curve which plots for
two univariate lists of numbers x and y, P (x <= c) versus P (y <= c) for c ranging across
the support of x and y
3. Two-sample t-statistic (t)
t =
X¯1 − X¯2√
s21/n1 + s
2
2/n2
where s2 is the unbiased estimator of the variance in each sample.
In Section 5.4 we will further explore the advantages and disadvantages of each of these statistics.
5.2.3 Permutation
In the final step of DiProPerm, an approximate permutation test is conducted to assess the
significance of the test statistic in the previous step. Besides the empirical p-value, two other
p-value-like summaries are considered:
1. Empirical p-value: this is calculated as the proportion of the statistics under permutation that
exceed the original test statistic. The empirical p-value has the disadvantage of often being
zero. We may wish to compare two separations to see which is more significant. This motivates
the next quantity.
2. Gaussian fit p-value: we fit a Gaussian distribution to the permutation test statistics and based
on this calculate the percentage of rearrangement test statistics that exceed the original test
statistic. (The term p-value is used loosely here). We do this not because we believe the
permutation statistics are actually Gaussian, but because this provides a basis on which we can
compare two DiProPerm results. In certain settings where the Gaussian fit p-value may suffer
from round-off error, we use the next quantity as an alternative.
3. z-score: we fit a Gaussian distribution to the permutation test statistics and calculate the
corresponding z-score of the original test statistic with respect to the fitted distribution.
When interpreting the results of DiProPerm tests, it is generally useful to print all three indicators.
When it is non-zero, the empirical p-value is the most interpretable. When the empirical p-value
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is zero we next look to the Gaussian fit p-value. Finally if the Gaussian fit p-value suffers from
round-off error, the z-score is preferable.
Software for the DiProPerm procedure is available at
http://www.unc.edu/˜marron/marron_software.html.
5.3 Theoretical properties of DiProPerm in the HDLSS asymptotic regime
In this section, we study the limiting behavior of DiProPerm tests under the HDLSS asymptotic
regime, i.e dimension going to infinity while sample size remains fixed. This asymptotic regime is
more suitable for HDLSS settings than the classical asymptotic regime where sample size goes to
infinity while dimension remains fixed.
First, a few words on notation. The DiProPerm test that uses direction A and univariate two-
sample statistic B will henceforth be concatenated as A-B. For instance the DiProPerm test which
uses the centroid projection direction and the MD statistic will be concatenated to centroid-MD.
In the theoretical analysis we will focus on the centroid projection direction. As mentioned
in Section 5.2.1, the SVM and DWD projection directions tend to be proportional to the centroid
projection direction, X¯ − Y¯ , as d → ∞, see proof of Theorem 3.1 in Ghosh and Biswas (2013),
and proofs of Theorems 1 and 2 in Hall et al. (2005). This has the implication that our theoretical
endeavors for the centroid projection direction will carry over to the SVM and DWD directions.
As for the univariate two-sample statistic, we will focus on the MD statistic and the two-sample
t-statistic which have simple closed form expressions.
Consistency of hypothesis tests in the classical asymptotic regime is, in general, a rather trivial
property, i.e. most reasonable hypothesis tests will converge to 1 in power. We will show the same
is not true in the HDLSS asymptotic regime. Let F1 = N(µx,Σx) and F2 = N(µ2,Σy) be two
multivariate Gaussian distributions where the covariance matrices are spherical. Consider m draws
from the former and n draws from the latter.
Under the alternative of unequal means µx 6= µy, it is easy to establish that all DiProPerm tests
are consistent using Theorem 3.1 in Ghosh and Biswas (2013). This is not surprising since binary
linear classifiers are very adept at picking up signals in the mean. Further, in higher dimensions,
linear classifiers often outperform complex classifiers with complicated decision boundaries. Thus in
the case of a mean effect, we expect DiProPerm to experience high power.
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A more interesting alternative is equal means µx = µy but unequal covariances Σx 6= Σy.
Theorem 5 in Appendix D shows the DiProPerm centroid-t test is consistent (as d→∞) under these
settings (and therefore are the DiProPerm DWD-t and SVM-t tests also consistent). Next, Theorem 4
in Appendix D shows the DiProPerm centroid-MD test is not consistent under these same settings.
This also implies the SVM-MD and DWD-MD tests are not consistent. HDLSS geometric intuition
of these results are given in Appendix D.
The conclusions of Theorems 4 and 5 in Appendix D also have the surprising implication that
certain DiProPerm tests are asymptotically valid for testing equality of means, namely the centroid-
MD, DWD-MD, and SVM-MD tests. This is surprising because permutation tests are, in general,
not valid for testing equal means.
5.4 Comparison with Other Methods
We will compare the empirical power of DiProPerm with the RP test, the energy test, and the
Ghosh and Biswas (GB) method. We will focus on the DWD direction in DiProPerm for reasons
discussed in Section 5.2.1. We will consider all three univariate two-sample statistics presented in
Section 5.2.2 – the MD, two-sample t, and AUC statistic.
In the GB method, the data in each sample is first randomly split into two subsets, call them
training and testing. A binary linear classifier is trained on the training subsets, i.e. step 1 of
DiProPerm. The data in the testing subsets are projected onto the linear classifier and a univariate
two-sample statistic is calculated, i.e. Step 2 of DiProPerm. Ghosh and Biswas (2013) provide two
choices for the classifier – SVM and DWD – and two choices for the univariate two-sample statistic –
the Kolmogorov Smirnov (KS) statistic, and the Wilcoxon-Mann-Whitney (WMW) statistic. The
test function for this random split is calculated according to the KS null distribution or the WMW
null distribution. The final test function is averaged over many different random splits. As the final
test function is usually a number strictly between 0 and 1, the test is implemented via randomization.
The DWD and KS combination seems to have certain advantages over other combinations in the GB
method, and to this we will compare our DiProPerm method. We will abbreviate this version of the
GB method as KS-DWD.
The following data settings will be considered in the empirical power study:
1. Standard multivariate Gaussians, with a location shift of log(d)/3 in the first coordinate
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2. Multivariate Gaussians with a large location shift, and small covariance difference
3. Multivariate Gaussians with a small location shift, and large covariance difference
4. Standard multivariate T distributions with 2 degrees of freedom, with a location shift of
log(d)/3 in the first coordinate
5. Standard multivariate Cauchy distributions, with a location shift of log(d)/3 in the first
coordinate
Simulations 1, 4, and 5 were taken from Ghosh and Biswas (2013).
In all simulations that follow, we generate 100 observations from each class and study the
empirical power for a range of dimensions d = 25, 50, 100, 200, 400, 800, and 1600.
We first consider a setting studied in Ghosh and Biswas (2013) where two standard multivariate
Gaussian differ only in a location shift of log(d)/3 in the first coordinate. Note that the mean effect
grows stronger with dimension, so we should expect to see the power increase as a function of
dimension. Figure 5.3(a) shows the DiProPerm MD test, the energy test, and the KS-DWD test
outperform all other methods and perform similarly to each other. The DiProPerm AUC test is
seen to lose power as dimension increases. This is likely due to the fact that the AUC statistic has
a maximum value of 1 as soon as the projections are completely separated and as such, the AUC
does not actually quantify the extent of the separation past a certain point. This is confirmed in
Figure 5.3(b). The RP test performs poorly in this setting despite the fact that all assumptions for the
procedure are satisfied, i.e. normality and equal covariances. This is likely due to the fact that there
is only one direction which matters (the first coordinate direction) but the RP method tries to sense
many different random directions.
In Simulation 2, we consider a setting where the mean effect grows stronger with dimension
and covariance effect grows weaker with dimension. Let F1 = N(µ1,Σ1) and F2 = N(µ2,Σ2).
We set µ1 to be the zero vector and µ2 to be zero in the first 25% of the coordinates and 1/
√
n
in the rest. Let Σ be the covariance matrix with 1’s along the main diagonal and 0.2 along the
two diagonals off the main one. Let U be a d by d matrix with uniform(0, 32/d2) entries. Let
δ = |min( smallest eigenvalue of Σ, smallest eigenvalue of Σ +U)|+ 0.05. We set Σ1 = Σ + δId
and Σ2 = Σ + U + δId. This type of covariance alternative was considered in Cai et al. (2013).
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The empirical power of each method under this setting is shown in Figure 5.4(a). We see that the
DiProPerm MD test and energy test perform very similarly and outperform all other methods. This
is reasonable since the MD statistic is good at picking up a strong mean effect. The same is true
for the energy test which is based on pairwise distances between points. The DiProPerm AUC test
does not have very good power in this setting for the same reasons mentioned above. The RP test
also performs rather poorly in this setting even though the data are Gaussian and the mean effect
is felt through many directions. This may be a sign that the RP test is very unrobust to the equal
covariances assumption. The KS-DWD test also has decent performance but is not as powerful as
DiProPerm. Both methods use the DWD projection direction, but the KS-DWD method uses only a
subset of data to train DWD which could lead to a decrease in power.
In Simulation 3, we consider a mean effect which grows weaker with dimension and a covariance
effect which grows stronger with dimension. For this setting, we let µ1 be the zero vector and µ2
be 1/
√
d in all coordinates. The covariance matrices are formed as in Simulation 2 except U is a d
by d matrix with uniform(0, 32) entries. The empirical power of each method under this setting is
shown in Figure 5.4(b). The energy test outperforms all other methods by a large margin for low
dimensions. However, this setting is very difficult for all methods as dimension increases. We see
that when the mean effect is weak, all methods considered perform poorly. For this setting, a test
tailored for testing equal covariances may be necessary.
In Simulations 4 and 5, we look at multivariate distributions with heavier tails than the multi-
variate Gaussian. The distributions considered are the multivariate t distribution with 2 degrees of
freedom and the multivariate Cauchy distribution. For both, we consider location shifts of log(d)/3
in the first coordinate. The multivariate t and Cauchy distributions are generated with the correlation
matrix set to the identity matrix; note that this does not imply independence.
Figures 5.5(a) and 5.6(b) show the DiProPerm AUC outperforms all other methods for the two
heavy-tailed distributions considered. This makes good sense in light of Figure 5.2 which provides
visual evidence that the AUC statistic in DiProPerm can better handle heavy tail projections than
the MD or two-sample t statistic in DiProPerm. The RP test performs decently for low dimensions.
This is impressive since the RP procedure assumes normality and the data here is far from normal.
However, the RP test seems to suffer a great loss in power as soon as sample size exceeds dimension.
It is likely the energy test performed poorly because it is based on pairwise distances and thus is not
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robust to the heavy tailed-ness of the multivariate distributions. The KS-DWD test is second to the
DiProPerm AUC test. Again it is likely less powerful than DiProPerm because only part of the data
is used to train DWD.
5.5 Data Example
In this section we revisit the analysis of the two HDLSS breast cancer microarray datasets
introduced at the beginning of the chapter. The first dataset is denoted UNCGEO and the second
UNCUP, following the naming convention of their source which can be found at
http://peroulab.med.unc.edu/.
The UNCGEO dataset consists of the gene expression values of 9674 genes measured on 50
breast cancer patients at UNC. The UNCUP dataset looks at the same set of genes measured on 80
breast cancer patients in another study at UNC.
The UNCGEO patients are divided into two breast cancer subtypes: 1) Luminal A, and 2)
Luminal B. The UNCUP patients are divided into the groups: 1) Luminals (Luminal A and Luminal
B), and 2) HER and Basal. DiProPerm DWD-t is used to test for equal distributions of the gene
expression between the groups in each dataset.
Recall Figure 5.1 which shows the data projected onto DWD directions for each dataset. The
UNCGEO projections do not overlap at all whereas the UNCUP projections have a small amount of
overlap. These projection plots suggest that the separation is better for Luminal A vs. Luminal B in
the UNCGEO dataset than for Luminals vs. HER & Basal in the UNCUP dataset.
Figure 5.6 displays the DiProPerm test results. Each dot represents the test statistic resulting
from a single permutation in the permutation test. The position of the original t-statistic is marked by
a vertical dashed line. The empirical p-values show that the difference in the UNCGEO dataset is not
significant while the difference in the UNCUP dataset is very significant. The Gaussian fit p-value
and Gaussian fit z-score, two other types of “p-values” described earlier in Section 5.2.3, are also
displayed and further confirm the conclusions.
This example illustrates that what may seem to be a visually striking separation in lower
dimensional visualizations could well be an artifact of over-fitting or sampling variation. Importantly,
the hypothesis test results also agree with the biology. In particular, it is well known that Luminals
have a very different gene expression signature from HER and Basal. On the other hand, the
difference between Luminal A and Luminal B is less clear cut (Carey et al., 2006).
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Figure 5.1: One dimensional DWD projection plots for the UNCGEO dataset and the UNCUP
dataset. The separation in the UNCGEO dataset is more visually pronounced than in the UNCUP
dataset. Colors represent class labels.
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Figure 5.2: SVM projections versus DWD directions for multivariate t(2) distribution and multivari-
ate Gaussian distribution. SVM projections (bottom row) exhibit data piling issue while DWD (top
row) does not.
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Figure 5.3: Simulation 1 – Gaussian location shift in first coordinate
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(a) large mean, small covariance
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(b) small mean, large covariance
Figure 5.4: Simulations 2 and 3 – Gaussian mean and covariance alternatives
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Figure 5.5: Simulation 4 and 5 – heavy tail distributions
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Figure 5.6: The DiProPerm t test result for each dataset is displayed. In the UNCGEO study, the
difference between the Luminal A and Luminal B subgroups is not significant. In the UNCUP
study, the difference between the Luminals and HER & Basal subgroups is very significant. This is
surprising because the projection plots in Figure 5.1 suggest the contrary.
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CHAPTER 6: FUTUREWORK
In this dissertation, novel techniques in machine learning were brought to bear upon challenges
arising in modern biomedical problems. This chapter presents several open problems related to the
two methodologies developed herein.
6.1 Latent Supervised Learning
High dimensionality presents certain challenges to the proposed sieve maximum likelihood
estimation approach. Namely, data becomes scarce in very high dimensions and the sieve may not
converge quickly enough to be effective. One idea is to add a penalty term on the coefficients of ω
to the log likelihood. Alternatively it is also feasible to construct the sieve in such a way that the
candidate directions therein are already sparse.
Consistency for the sieve estimator for all the Latent Supervised Learning models was established.
Performing inference for the regression coefficients β, however, is still an open problem. To correct
for the fact that the subgroups discovered are data-dependent and not given a priori, we applied the
estimated separating hyperplane to an independently held out test set and performed inference for
the regression coefficients on this test set.
This splitting of the data is undesirable for several reasons. First, data that could have been
used to train a more powerful classifier has to instead be set aside to perform inference. Second,
the inference may be unstable due to the random splitting of the data into a training and test set. A
theoretical basis for performing inference would be preferable. Establishing the weak convergence
of the sieve estimator is thus an important endeavor.
Another interesting future research direction is to build variable selection into the methodology.
The advantages of a linear classifier lies in the fact that the weights in the linear combinations can be
loosely interpreted to indicate a variable’s importance. This should be assessed in a more rigorous
way however and work in this direction could help identify predictive biomarkers, i.e. a marker
which can be used to identify subpopulations of patients who are most likely to respond to a given
therapy.
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6.2 DiProPerm
Theoretical properties of DiProPerm could be further extended to encompass more sophisticated
linear classifiers such as SVM or DWD. This might be accomplished by building upon existing
work that has studied the behavior of these linear classifiers in the high dimensional low sample size
asymptotics.
A better understanding of which direction-univariate statistic pair to choose in practice is also
needed. We have observed so far that the choice of univariate statistic plays a crucial role in the
conclusion we can draw from the test results. Further asymptotics may help us to characterize settings
under which one direction choice may be preferable to another.
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APPENDIX A: CHAPTER 2 PROOFS AND DATASET DESCRIPTION
Lemma 1. Let ΘK1,K2 := {θ = (µ1, σ21, µ2, σ22) : |µ1|, |µ2| < K1, 1K2 < σ21, σ22 < K2} where
K1 ∈ (0,∞) and K2 ∈ (1,∞). Let (X1, Y1), . . . , (Xn, Yn) be iid from Model (2.1), under Assump-
tions (A1) - (A6), the class of functions
{mω,γ,θ(x, y) : (ω, γ) ∈ Sd × [a, b], θ ∈ ΘK1,K2}
is Glivenko-Cantelli.
Proof of Lemma 1. Recall the definition of m:
mω,γ,θ(x, y) = − log[(σ21 − σ22)1{ωTx− γ ≥ 0}+ σ22]−
[y − (µ1 − µ2)1{ωTx− γ ≥ 0} − µ2]2
(σ21 − σ22)1{ωTx− γ ≥ 0}+ σ22
Lemma 8.12 in Kosorok (2008) establishes the measurability of the class of indicator functions
{1(ωTx− γ ≥ 0) : (ω, γ) ∈ K}. Standard Vapnik-Chervonenkis (VC) class arguments then show
the class {1(ωTx− γ ≥ 0) : (ω, γ) ∈ K} is Glivenko-Cantelli. The classes
{µj : (ω, γ) ∈ Sd × [a, b], θ ∈ ΘK1,K2}
and
{σ2j : (ω, γ) ∈ Sd × [a, b], θ ∈ ΘK1,K2}
for j = 1, 2 are trivially Glivenko-Cantelli as they are not data-dependent. Furthermore, these classes
have integrable (in fact finite) envelopes by the definition of ΘK1,K2 . The preservation result given
by Corollary 9.27 (i) and (ii) in Kosorok (2008) can now be applied to show the classes
{(µ1 − µ2)1{ωTx− γ ≥ 0}+ µ2} with envelope K1,
{(σ21 − σ22)1{ωTx− γ ≥ 0}+ σ22} with envelope K2,
and
{ 1
(σ21 − σ22)1{ωTx− γ ≥ 0}+ σ22
} with envelope K2,
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are Glivenko-Cantelli with finite envelopes. Using Corollary 9.27 (iii), we have the class
{log((σ21 − σ22)1{ωTx− γ ≥ 0}+ σ22)}.
is Glivenko-Cantelli with integrable envelope logK2. The class
{y : (ω, γ) ∈ Sd × [a, b], θ ∈ ΘK1,K2}
is Glivenko-Cantelli simply by the regular Law of Large Numbers. The function |y| is an envelope
for this class and is integrable since E|Y | <∞ by (A4). The class
{(y − (µ1 − µ2)1{ωTx− γ ≥ 0} − µ2)2}
has an integrable envelope since EY 2 <∞ by (A4). Using Corollary 9.27 (i) and (iii), we can show
the class is Glivenko-Cantelli. Applying Corollary 9.27 (i) and (ii) one last time gives the desired
result that mω,γ,θ is itself a Glivenko-Cantelli class.
Lemma 2. Let (X1, Y1), . . . , (Xn, Yn) be iid from Model (2.1). Under Assumptions (A1)-(A6), the
class of functions
{mω,γ,θ(ω,γ) : (ω, γ) ∈ Sd × [a, b]}
is Glivenko-Cantelli.
Proof of Lemma 2. We can apply Lemma 1 directly to show the desired result. First we show there
exists some K1 ∈ [0,∞) such that |µ1(ω, γ)|, |µ2(ω, γ)| < K1 for all (ω, γ) ∈ Sd × [a, b]. For the
class of functions {µ1(ω, γ)}, we can write
µ1(ω, γ) =
P (Y 1{ωTX − γ ≥ 0})
P (1{ωTX − γ ≥ 0}
=
1
P (1{ωTX − γ ≥ 0}P ({Y 1{ω
T
0 X − γ0 ≥ 0}+ Y 1{ωT0 X − γ0 ≥ 0}}1{ωTX − γ ≥ 0})
=
1
P (1{ωTX − γ ≥ 0}P ({µ1,01{ω
T
0 X − γ0 ≥ 0}+ µ2,01{ωT0 X − γ0 ≥ 0}}1{ωTX − γ ≥ 0})
≤ maxµ1,0, µ2,0
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The above also shows µ1(ω, γ) ≥ minµ1,0, µ2,0 and thus |µ1(ω, γ)| ≤ K1 = max |µ1,0|, |µ2,0|.
Similarly, we can show |µ2(ω, γ)| ≤ K1.
Next we show there exists some K2 ∈ (0,∞) such that 1K2 < σ21(ω, γ), σ22(ω, γ) < K2. We
have
σ21(ω, γ) =
P{(Y − µ1(ω, γ))21{ωTX − γ ≥ 0}}
P (1{ωTX − γ ≥ 0}
=
P{(Y − µ1(ω, γ))21{ωTX − γ ≥ 0}{1{ωT0 X − γ0 ≥ 0}+ 1{ωT0 X − γ0 < 0}}}
P (1{ωTX − γ ≥ 0}
=
P{(σ21,0 + (µ1,0 − µ1(ω, γ))2)1{ωT0 X − γ0 ≥ 0}1{ωTX − γ ≥ 0}}
P (1{ωTX − γ ≥ 0}
+
P{(σ22,0 + (µ2,0 − µ2(ω, γ))2)1{ωT0 X − γ0 < 0}1{ωTX − γ ≥ 0}}
P (1{ωTX − γ ≥ 0} .
Thus we have c1 ≤ σ21(ω, γ) ≤ c2 where
c1 = inf
ω,γ∈K
min{σ21,0 + (µ1,0 − µ1(ω, γ))2, σ22,0 + (µ2,0 − µ1(ω, γ))2}
and
c2 = sup
ω,γ∈K
max{σ21,0 + (µ1,0 − µ1(ω, γ))2, σ22,0 + (µ2,0 − µ1(ω, γ))2}
Because |µ1(ω, γ) is bounded, we have that c1 and c2 are both finite. Let K2 be such that 1/K2 < c1
and K2 < c2. Then 1K2 < σ
2
1(ω, γ) < K2. A similar argument can be applied to σ
2
2(ω, γ).
Lemma 3. Let (X1, Y1), . . . , (Xn, Yn) be iid from Model (2.1). Under (A1-A6), there exists a
sequence ωn in Ωˆn that converges to ω0, where Ωˆn is the boosted sieve defined in Equation (3.8).
Further the corresponding intercept estimate γn ∈ [a, b] is consistent for γ0.
Proof of Lemma 3. Recall that the sieve Ωˆn is populated by boosted MD directions
{νˆn(ωMD(P ), γMD(P ))T Σˆ−1/2xx : P ∈
⋃
k
Pk}
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where νˆn is the largest eigenvector of Vˆn which was defined in Equation (B.1) as
Vˆn(ω, γ) =
H∑
h=1
(|Ih,1(ω, γ)|mˆh,1(ω, γ)mˆh,1(ω, γ)′ + |Ih,2(ω, γ)|mˆh,2(ω, γ)mˆh,2(ω, γ)′) .
Let ph,1(ω, γ) = E1{Y ∈ Ih, ωTX − γ ≥ 0} and ph,2(ω, γ) = E1{y ∈ Ih, ωTX − γ < 0}
be the theoretical proportions in each sub-slice. Let Z = Σ−1xx [X − EX] be the standardized
covariate and mh,1(ω, γ) = E[E(Z|Y )|Y ∈ Ih, ωTX − γ ≥ 0] and mh,2(ω, γ) = E[E(Z|Y )|Y ∈
Ih, ω
TX − γ < 0] be the theoretical means in each sub-slice. Define the matrix
V (ω, γ) =
H∑
h=1
ph,1(ω, γ)mh,1mh,1(ω, γ)
′ +
H∑
h=1
ph,2(ω, γ)mh,2(ω, γ)mh,2(ω, γ)
′.
It is easy to see Vˆn(ω, γ) is uniformly consistent for V (ω, γ) over (ω, γ) ∈ Sd × [a, b]. By Corollary
3.1 in Li (1991) which uses (A5), the largest eigenvector of V (ω, γ) falls in the linear space generated
by ω0Σ
1/2
xx . Since νˆn(ω, γ) is consistent for the largest eigenvector of V (ω, γ) and Σˆxx is consistent
for Σxx, we have νˆn(ω, γ)T Σˆ
−1/2
xx → ω0 uniformly over (ω, γ) ∈ Sd × [a, b]. We can find a
corresponding intercept estimate that is consistent in the following manner. For a consistent estimator
ωn of ω0, the corresponding intercept estimate given by
γn = min arg max
γ∈Γˆn(ωn)
Ln(ωn, γ, θˆn(ωn, γ))
= min arg max
γ∈Γˆn(ωn)
Mn(ωn, γ, θˆn(ωn, γ))
is consistent for γ0. To see this, we invoke the Argmax Theorem in Kosorok (2008) along with the
continuity of M to show γn converges to the argmax over γ of M(ω0, γ, θ(ω0, γ). By the proof in
Theorem 1 however, the argmax of M(ω0, γ, θ(ω0, γ)) over γ is γ0.
Lemma 4. Let Mn and θˆn be as defined in Section 3.3 and Equation (2.5), respectively. Under
Assumptions (A1-A6), we have
sup
(ω,γ)∈Sd×[a,b]
|Mn(ω, γ, θˆn(ω, γ))−Mn(ω, γ, θ(ω, γ))| → 0 (A.1)
in probability.
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Proof. In general, if a class of functions F is GC then |Pnf − Pf | → 0 in probability uniformly in
f varying over F . It is obvious then that |Pnfˆn − P fˆn| → 0 in probability for every sequence of
random functions fˆn contained in F . Furthermore if fˆn → f0 and the random sequence is dominated
so that P fˆn → Pf0 then it follows that Pnfˆn → Pf0.
In Lemma 2, it was shown that for some K1,K2, θ(ω, γ) ∈ ΘK1,K2 for all (ω, γ) ∈ Sd × [a, b].
It follows that there exists a δ-neighborhood around θ(ω, γ) that lives in ΘK′1,K′2 for some K
′
1,K
′
2
for all (ω, γ) ∈ Sd × [a, b]. To see this, set K ′1 = K1 + δ and let K ′2 be such that K2 + δ < K ′2 and
1/K ′2 < 1/K2 − δ. Thus the enlarged class
Fδ = {mω,γ,θ(x, y) : (ω, γ) ∈ Sd × [a, b], θ ∈ θδ(ω, γ)}
is contained in ΘK′1,K′2 and is hence GC. By Lemma 5, θˆn is uniformly consistent for θ over
(ω, γ) ∈ Sd× [a, b]. Then we have θˆn(ω, γ) ∈ θδ(ω, γ) for n large enough for all (ω, γ) ∈ Sd× [a, b].
This implies the class of functions
{mω,γ,θˆn(ω,γ)(x, y) : (ω, γ) ∈ Sd × [a, b]} ⊂ Fδ
for n large enough and is hence Glivenko-Cantelli, i.e.
sup
(ω,γ)∈Sd×[a,b]
|Mn(ω, γ, θˆn(ω, γ))−M(ω, γ, θˆn(ω, γ))| → 0
in probability. Then we have by the continuity of M ,
sup
(ω,γ)∈Sd×[a,b]
|Mn(ω, γ, θˆn(ω, γ))−M(ω, γ, θ(ω, γ))| → 0
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in probability. Using this and Lemma 2 once again, we have
sup
(ω,γ)∈Sd×[a,b]
|Mn(ω, γ, θˆn(ω, γ))−Mn(ω, γ, θ(ω, γ))|
≤ sup
(ω,γ)∈Sd×[a,b]
|Mn(ω, γ, θˆn(ω, γ))−M(ω, γ, θ(ω, γ))|
+ sup
(ω,γ)∈Sd×[a,b]
|Mn(ω, γ, θ(ω, γ))−M(ω, γ, θ(ω, γ))|
= oP (1) + oP (1).
Thus we have proven (A.1).
Lemma 5. Let θˆn be as defined in Equation (2.5). Under Assumptions (A1-A6), θˆn(ω, γ) is uniformly
consistent for θ(ω, γ) over (ω, γ) ∈ Sd × [a, b], i.e.
sup
(ω,γ)∈Sd×[a,b]
|θˆn(ω, γ)− θ(ω, γ)| → 0
in probability.
Proof. We showed in Lemma 1 the classes {y : (ω, γ) ∈ Sd × [a, b], θ ∈ ΘK1,K2} is Glivenko
Cantelli with an integrable envelope. We also showed the class of indicator functions 1{ωTX − γ ≥
0} is Glivenko-Cantelli. We can apply Corollary 9.27 (ii) in Kosorok (2008) to see the numerator of
µˆ1, n−1
∑n
i=1 yi1{ωTxi − γ ≥ 0}, converges in probability to P (Y 1{ωTX − γ ≥ 0}) uniformly
over (ω, γ) ∈ Sd × [a, b]. The denominator n−1∑ni=1 1{ωTxi − γ ≥ 0} converges in probability
to P (1{ωTX − γ ≥ 0}) which is bounded away from zero, uniformly over (ω, γ) ∈ Sd × [a, b].
Thus µˆ1(ω, γ) converges in probability to µ1(ω, γ) uniformly. A similar argument can be applied to
µˆ2(ω, γ).
The estimated variance σˆ21 is given by
σˆ21(ω, γ) =
∑
i(yi − µˆ1(ω, γ))21{ωTxi − γ ≥ 0}∑
i 1{ωTxi − γ ≥ 0}
.
The numerator converges to P ((Y −µ1(ω, γ))21{ωTX − γ ≥ 0}) while the denominator converges
to P (1{ωTX − γ ≥ 0}) which is bounded away from zero by assumption. Thus σˆ21(ω, γ) converges
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in probability to σ21(ω, γ) uniformly over (ω, γ) ∈ Sd × [a, b]. A similar argument can be applied to
σˆ22(ω, γ).
Data pre-processing and summary of data features
The Cleveland Heart Disease Dataset is available at the UCI Machine Learning Repository
(Frank and Asuncion, 2010). The dataset actually contains 76 features but most published work
seem to focus on the subset listed in Table A.1. There is a feature titled “goal”, valued from 0 to 4,
corresponding to the degree of heart disease in the patient. The presence of heart disease (1,2,3,4)
was combined into a single group versus the absence of heart disease (0).
The Pima Indian Diabetes Dataset is also available at the UCI machine learning repository. The
binary variable of interest is whether the patient has diabetes. The dataset also contains information
on various clinical measurements, summarized in Table A.1. This is a large dataset with 768 cases.
Some minimal preprocessing was necessary as certain cases have missing values encoded by 0
(where a 0 value would actually be biologically impossible). 3-Nearest Neighbors was used to impute
the missing values. Also, a large number of cases (about 300) are missing feature 5, the two hour
serum insulin measurement, which was taken to be the surrogate variable.
The Prostate Cancer dataset was analyzed in Chapter 1 of Hastie et al. (2001) and is available on
the authors’ website. No preprocessing was necessary.
Heart Diabetes Prostate
1. age in years 1. Number of times pregnant 1. log cancer volume (lcavol)
2. 1= male, 0 = female 2. Plasma glucose concentration 2. log prostate weight (lweight)
3. chest pain type 3. Diastolic blood pressure 3. age
4. resting blood pressure 4. Triceps skin fold thickness 4. log of the amount of benign prostatic hyper-
plasia (lbph)
5. serum cholesterol 5. Body mass index 5. seminal vesicle invasion (svi)
6. fasting blood sugar indicator 6. Diabetes pedigree function 6. log of capsular penetration (lcp)
7. resting electrocardiographic results 7. Age (years) 7. Gleason score (gleason)
8. maximum heart rate achieved 8. percent of Gleason scores 4 or 5 (pgg45)
9. exercise induced angina indicator
10. ST depression induced by exercise relative to rest
11. slope of the peak exercise ST segment
12. number of major vessels colored by fluoroscopy
13. 3 = normal, 6 = fixed defect, 7 = reversable defect
Table A.1: Dataset Features
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APPENDIX B: CHAPTER 3 DERIVATIONS AND SIMULATION RESULTS
Estimation of V (ω, γ) in the sieve RIST estimator
We derive the estimation of V (ω, γ) in this section. The estimate Vˆn has the following form
Vˆn(ω, γ) =
H∑
h=1
pˆh,1mˆh,1(ω, γ)mˆh,1(ω, γ)
′ +
H∑
h=1
pˆh,2mˆh,2(ω, γ)mˆh,2(ω, γ)
′ (B.1)
We detail in particular the derivation of the individual slice mean mh,1 from which it should be clear
how to estimate the probabilities ph,1. The individual slice mean can be written as
mh,1(ω, γ) =
E(Z1{T ≥ tj}1{ωTX − γ ≥ 0})− E(Z1{T ≥ tj+1}1{ωTX − γ ≥ 0})
E(1{T ≥ tj}1{ωTX − γ ≥ 0})− E(1{T ≥ tj+1}1{ωTX − γ ≥ 0}) .
Consider the following decomposition
E(Z1{T ≥ t}1{ωTX − γ ≥ 0})
= E(Z1{Y ≥ tj}1{ωTX − γ ≥ 0}) + E(Z1{T ≥ t, C < t}1{ωTX − γ ≥ 0}).
The second term can be further expressed as follows
E(Z1{T ≥ t, C < t}1{ωTX − γ ≥ 0})
= E(Z1{Y ≥ t, δ = 0}1{T ≥ t}1{ωTX − γ ≥ 0})
= E(Z1{Y ≥ t, δ = 0}1{ωTX − γ ≥ 0}E(1{T ≥ t}|Y, δ = 0, Z))
= E(Z1{Y ≥ t, δ = 0}1{ωTX − γ ≥ 0}E(1{T ≥ t}|C, T > C,Z))
= E(Z1{Y ≥ t, δ = 0}1{ωTX − γ ≥ 0}E(1{T ≥ t}|C, T > Y,Z))
= E(Z1{Y < t, δ = 0}1{ωTX − γ ≥ 0}w(Y, t, Z))
where
w(Y, t, Z) = P (T ≥ t|Z)/P (T ≥ Y |Z)
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is the weight adjustment for the presence of censoring. Let wˆ be an estimate of w to be discussed
below. Putting these pieces together leads to the following estimate for mh,1
mˆh,1(ω, γ) =
1
npˆh,1(ω, γ)
∑
zi{1{th ≤ yi ≤ th+1, ωTxi − γ0 ≥ 0}
+ wˆ(yi, th, xi)1{yi < th, δi = 0, ωTxi − γ0 ≥ 0}
− wˆ(yi, th+1, xi)1{yi < th+1, δi = 0, ωTxi − γ0 ≥ 0}}
We can similarly derive an expression for the estimate of ph,1
pˆh,1(ω, γ) = n
−1∑ 1{th ≤ yi ≤ th+1, ωTxi − γ0 ≥ 0}
+ wˆ(yi, th, xi)1{yi < th, δi = 0, ωTxi − γ0 ≥ 0}
− wˆ(yi, th+1, xi)1{yi < th+1, δi = 0, ωTxi − γ0 ≥ 0}.
The expressions for mˆh,2 and pˆh,2 can be found by switching the inequality in the indicator functions.
To estimate the weight adjustment, it is necessary to estimate the conditional survival function
of T given X . For this task, we choose a method called Recursively Imputed Survival Trees (RIST)
(Zhu and Kosorok, 2012). RIST can be viewed as a type of Monte Carlo EM algorithm which
generates extra diversity in the fitting process. Let wˆ(yi, th, zi) be the estimated RIST weight for
i = 1, . . . , n and h = 1, . . . ,H + 1.
Since RIST is known to be an unbiased estimator for the conditional survival function, the
proposed estimate Vˆn(ω, γ) is consistent for V (ω, γ).
Estimating the IPCW
We consider an alternative way to estimate V (ω, γ) using Inverse Probability of Censoring
Weight (IPCW) as in Nadkarni et al. (2011). Let mˆIPCWh,1 (ω, γ) be the IPCW-adjusted weighted
average of the Z’s associated with observed survival times in the h-th slice that are above the
hyperplane ωTx− γ ≥ 0:
mˆIPCWh,1 (ω, γ) =
∑n
i=1 δi
zi
Pˆ (C>yi|zi,ωT xi−γ≥0)1{yi ∈ Ih}1{ω
Txi − γ ≥ 0}
pˆh,1(ω, γ)
, (B.2)
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where
pˆIPCWh,1 (ω, γ) =
n∑
i=1
δi
1
Pˆ (C > yi|zi, ωTxi − γ ≥ 0)
1{yi ∈ Ih}1{ωTxi − γ ≥ 0}.
The expressions for mˆIPCWh,2 (ω, γ) and pˆ
IPCW
h,2 (ω, γ) are similar.
The inverse probability censoring weight Pˆ (C > t|z) can be estimated as follows. Let NCi (t)
and Y Ci (t) denote the counting process and at-risk process respectively for the i-th observation:
NCi (t) = 1{yi ≤ t, δi = 0} and Y Ci (t) = 1{yi > t}. The conditional censoring distribution
P (C > t|z) is estimated using a kernel conditional Kaplan Meier estimate:
Pˆ (C > t|z) = φ
(
−
∫ t
0
∑n
i=1K(||z − zi||/h) dNCi (t)∑n
j=1K(||z − zj ||/h)Y Cj (t)
)
. (B.3)
Here φ is the product integral functional and K is a kernel function and h is the bandwidth. The
integral on the right hand side of Equation (B.3) can be simplified as follows:
∫ t
0
∑n
i=1K(||z − zi||/h) dNCi (t)∑n
i=1K(||z − zi||/h)Y Ci (t)
=
n∑
i=1
∫ t
0
K(||z − zi||/h) dNCi (t)∑n
j=1K(||z − zj ||/h)Y Cj (t)
=
∑
i:δi=0
∫ t
0
K(||z − zi||/h) dNCi (t)∑n
j=1K(||z − zj ||/h)Y Cj (t)
=
∑
i:δi=0
K(||z − zi||/h)1{Yi ≤ t}∑n
j=1K(||z − zj ||/h)Y Cj (Yi)
=
∑
i:δi=0,Yi≤t
K(||z − zi||/h)∑
j:Yj>Yi
K(||z − zj ||/h)
which gives
Pˆ (C > t|z) =
∏
i:δi=0,Yi≤t
1− K(||z − zi||/h)∑
j:Yj>Yi
K(||z − zj ||/h) . (B.4)
It should now be clear how to derive the expressions for Pˆ (C > t|z, ωTx − γ ≥ 0) and Pˆ (C >
t|z, ωTx− γ < 0).
Simulation setup details
For the sieve RIST estimator, K-means clustering was used in the preliminary sieve Ω0 where
K is set to n/10 and the number of slices in the updated sieve, H , is also set to n/10. The RIST
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procedure contains several tuning parameters including 1) the number of covariates considered per
split, 2) the minimum number of observed data in each node, 3) the number of trees in each fold, and
4) the number of folds. We set these parameters to 5, 6, 50 and 1, respectively. For the sieve IPCW
estimator, K and H are also each set to n/10, and a standard Gaussian kernel is used in the IPCW
estimation. For Li’s double-slicing method, we used Wei Sun’s default implementation available at
http://www.bios.unc.edu/˜weisun/software.htm
For each censoring setting, the parameters (and censoring percentage) for the Exponential PH,
the Weibull PH, and the Weibull AFT, are respectively
1. independent: τ = 10 (42%); τ = 20 (32%); τ = 10 (58%)
2. linear: τ1 = 31.97, a = 20, τ2 = 3.2, b = 2 (32%); τ1 = 30, a = 15, τ2 = 9, b = 5 (34%);
τ1 = 15, a = 5, τ2 = 4, b = 2 (40%)
3. nonlinear: a = 1/10 (40%); a = 1/20 (39%); a = 1/20 (55%)
Additional simulation performance measures
Figure B.1 gives the average angle between the estimated direction and the true direction ω0
as function of dimension for the sieve RIST, sieve IPCW, and Li’s double-slicing method. Figure
B.2 gives the distance between the estimated intercept and the true intercept γ0 as a function of
dimension for these three methods.
98
0 10 20 30 40 50 60
0
10
20
30
40
50
60
70
80
90
dimension
m
e
a
n
 a
n
gl
e
independent
 
 
sieve RIST
sieve IPCW
Li"s
0 10 20 30 40 50 60
0
10
20
30
40
50
60
70
80
90
dimension
m
e
a
n
 a
n
gl
e
linear
 
 
sieve RIST
sieve IPCW
Li"s
0 10 20 30 40 50 60
0
10
20
30
40
50
60
70
80
90
dimension
m
e
a
n
 a
n
gl
e
nonlinear
 
 
sieve RIST
sieve IPCW
Li"s
(a) Exponential PH
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(c) Weibull AFT
Figure B.1: Angle between estimate and true direction ω0 as a function of dimension for 100 Monte
Carlo simulations with error bars.
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Figure B.2: Intercept error as a function of dimension for 100 Monte Carlo simulations with error
bars.
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APPENDIX C: CHAPTER 4 PROOFS AND DERIVATIONS
Overlap between covariates and treatment variables
In this section, we treat the case where the variables X and Z overlap. Let vˆ1n(ω) and vˆ
2
n(ω) be
the eigenvectors corresponding to the two largest eigenvalues of the weighted covariance matrix in
Equation (4.2).
Let L′n be the log likelihood of the data under the following modification to the linear predictor
component
ηi = (β1,0 + (β2,0 − β1,0) exp{ω
T
0 xi − γ0 ≥ 0}
1 + exp{ωT0 xi − γ0 ≥ 0}
)T zi + δ
T
0 ui. (C.1)
As with the log likelihood Ln, the modified log likelihood L′n can also be parametrized solely in
terms of the direction vector. Now consider the following optimization problem
arg max
c1,c2
−L′n(c1vˆ1n(ω) + c2vˆ2n(ω)). (C.2)
For each ω in the simple sieve, let the solution to the above minimization problem be the boosted
direction. This optimization problem can be solved using the fminsearch function in Matlab which
implements the Nelder-Mead algorithm for multidimensional unconstrained nonlinear minimization.
Proofs
Lemma 6. Under Conditions A1–A6, there exists a sequence ωn in Ωˆn that converges to ω0.
Proof. For simplicity, let us consider the case where there is no overlap between X and Z. Recall
the definition of νˆn(ω). It is the largest eigenvector of the weighted covariance matrix Vˆn(ω) where
ω is a direction in the simple sieve.
Let ph(ω) = E1{Y, ωTX ∈ Ih} be the theoretical proportions in each slice. Let Z = Σ−1xx [X −
EX] be the standardized covariate and mh(ω) = E[E(Z|Y )|Y, ωTX ∈ Ih] be the theoretical mean
in each slice. Define the matrix
V (ω) =
H∑
h=1
ph(ω)mhmh(ω)
′.
It is easy to see Vˆn(ω) is uniformly consistent for V (ω, γ) over (ω, γ) ∈ Sd × [a, b]. By Corollary
3.1 in Li (1991) which uses Condition A4, the largest eigenvector of V (ω) falls in the linear space
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generated by ω0Σ
1/2
xx . Since νˆn(ω) is consistent for the largest eigenvector of V (ω) and Σˆxx is
consistent for Σxx, we have νˆn(ω)T Σˆ
−1/2
xx → ω0 uniformly over ω ∈ Sd.
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APPENDIX D: CHAPTER 5 PROOFS AND HDLSS GEOMETRY
HDLSS Asymptotics
In this section we study the HDLSS asymptotic behavior of the centroid-MD and the centroid-t
tests. We show the centroid-t is consistent but the centroid-MD is inconsistent under the alternative
of equal means and unequal covariances.
Let Z be the pooled sample of X’s and Y ’s. The centroid-MD test statistic, to be denoted by
Tm,n(Z), is the mean of the projections of the X’s onto the unit vector in the direction of X¯ − Y¯
minus the mean of the projections of the Y ’s onto the unit vector in the direction of X¯ − Y¯ :
Tm,n(Z) = Tm,n(X1, . . . , Xm, Y1, . . . , Yn) (D.1)
=
1
m
m∑
i=1
X ′i
(X¯ − Y¯ )
||X¯ − Y¯ || −
1
n
n∑
j=1
Y ′j
(X¯ − Y¯ )
||X¯ − Y¯ || (D.2)
= ||X¯ − Y¯ || (D.3)
Theorem 4. Let X1, . . . , Xm be an iid sample from the d-variate Gaussian distribution N(µX ,Σx)
and Y1, . . . , Yn be an independent sample drawn iid from the d-variate Gaussian distribution
N(µY ,Σy) where ΣX 6= ΣY . If m = n then the unconditional distribution and the permutation
distribution of Tm,n(Z) are equal under the null µX = µY .
Proof. Under µX = µY , X¯ − Y¯ is distributed as
N(0,Σx/m+ Σy/n) (D.4)
and the permutation distribution of X¯ − Y¯ is
m∑
r=0
(
m
r
)(
n
r
)(
N
m
) N (0, (m− r)Σx + rΣy
m2
+
rΣx + (n− r)Σy
n2
)
(D.5)
If m = n, the expressions in (D.4) and (D.5) are the same, in which case the unconditional and
permutation distribution of Tm,n(Z) are also the same.
The centroid-t statistic, to be denoted by Um,n(Z), is the result of applying the unbalanced
sample sizes, unequal variance two-sample t-test statistic (also known as Welch’s t-test (Welch,
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1947)) to the projections onto the centroid direction. Let a ·b denote the standard dot product between
two vectors in Rd. The sample variances of the projected data can be expressed as
s2
X˜
=
1
m− 1
m∑
i=1
[(Xi − X¯) · (X¯ − Y¯ )]2
and
s2
Y˜
=
1
n− 1
n∑
i=1
[(Yi − Y¯ ) · (X¯ − Y¯ )]2.
Define Sm,n(Z) = Sm,n(X1, . . . , Xm, Y1, . . . , Yn) = s2X˜/m+ s
2
Y˜
/n. The centroid-t statistic is
Um,n(Z) = Tm,n(Z)
2/{Sm,n(Z)}1/2
where Tm,n(Z) is as defined above. We use the term “projected” rather loosely here since we have
not normalized by ||X¯ − Y¯ ||. This is of no actual consequence since the two-sample t-statistic is
scale invariant.
Theorem 4 establishes the numerator of the centroid-t statistic behaves the same in the permuta-
tion and unconditional world. The same is not true for the denominator of the centroid-t statistic. The
next result gives us a sense of just how far apart are the permutation and unconditional distributions
of the denominator Sm,n(Z).
Theorem 5. Let X1, . . . , Xm be a sample from the d-variate Gaussian distribution N(µx, σ2xId)
and Y1, . . . , Yn be an independent sample from the d-variate Gaussian distribution N(µy, σ2yId)
where σ2x 6= σ2y are scalars. Under µx = µy, we have
1
d
Sm,n(Z)
d−→ (σ
2
x
m
+
σ2y
n
)
{
1
m− 1
σ2x
m
χ2(m− 1) + 1
n− 1
σ2y
n
χ2(n− 1)
}
as d goes to infinity. For the permuted version, we have for some non-zero constant c,
1
d2
Sm,n(Zpi)→ c in probability.
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The results of this theorem are surprising in that the denominator of the centroid-t statistic
is actually of different orders in the unconditional and permutation worlds. In particular, in the
unconditional world Sm,n(Z) grows like a random variable times d, while in the permutation world
it grows like a constant times d2.
To prove Theorem 5, a few lemmas are needed.
Lemma 7. Let X1, . . . , Xm be a sample from the d-variate Gaussian distribution N(µx, σ2xId) and
Y1, . . . , Yn be an independent sample from the d-variate Gaussian distribution N(µy, σ2yId) where
σ2x 6= σ2y . Let X˜k = X ′k(X¯ − Y¯ ). Let X˜1:k−1 be the sample mean of X˜1, . . . X˜k−1. Under µx = µy,
we have, for k = 2, . . . ,m
d−1/2((X˜k − X˜1:k−1))
{ kk−1σ2x(σ2x/m+ σ2y/n)}1/2
d−→ N(0, 1) as d→∞.
Similarly we have
d−1/2((Y˜k − Y˜1:k−1))
{ kk−1σ2y(σ2x/m+ σ2y/n)}1/2
d−→ N(0, 1) as d→∞
k = 2, . . . , n.
Proof. We can write X˜k − X˜1:k−1 as a sum of products
X˜k − X˜1:k−1 =
d∑
p=1
(Xk − X¯1:k−1)(p)(X¯ − Y¯ )(p) (D.6)
where X(p) simply refers to the p-th component in the d-dimensional vector X . The expectation of
the summands in (D.6) is zero:
E(Xk − X¯1:k−1)(p)(X¯ − Y¯ )(p) = E(X(p)k X¯(p))− E(X¯(p)1:k−1X¯(p))
− E(X(p)k Y¯ (p)) + E(X¯(p)1:k−1Y¯ (p))
= 0
Next we look at the variance of the summands. Recall for Gaussian data, zero covariance is
equivalent to independence. We know the covariance between (Xk − X¯1:k−1)(p) and (X¯ − Y¯ )(p) is
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zero since the expectation of the latter is zero and the expectation of the product was shown above
to be zero as well. Thus each summand in (D.6) is the product of two independent variables. The
variance of a product of independent variables, U and V , is
(EU)2V ar(V ) + (EV )2V ar(U) + V ar(U)V ar(V ). (D.7)
Thus we have
V ar(Xk − X¯1:k−1)(p)(X¯ − Y¯ )(p) = V ar(Xk − X¯1:k−1)(p)V ar(X¯ − Y¯ )(p)
=
k
k − 1σ
2
x(σ
2
x/m+ σ
2
y/n)
By the Central Limit Theorem, we have
d1/2(1d(X˜k − X˜1:k−1))
{ kk−1σ2x(σ2x/m+ σ2y/n)}1/2
d−→ N(0, 1) as d→∞
Lemma 8. Let X1, . . . , Xm be a sample from the d-variate Gaussian distribution N(µx, σ2xId) and
Y1, . . . , Yn be an independent sample from the d-variate Gaussian distribution N(µy, σ2yId) where
σ2x 6= σ2y . Let pi be a permutation of {1, . . . , N = m+ n}. Let Z¯pi = (Z¯pi(1:m) − Z¯pi(m+1:N)) be the
centroid direction trained on the permuted labels determined by pi. We have for i = 1, . . . ,m,
E((Zpi(i) − Zpi(1:m))(k)Z¯(k)pi )
is non-zero. Similarly, for i = m+ 1, . . . , N , we have
E((Zpi(i) − Zpi(m+1:N))(k)Z¯(k)pi )
is non-zero.
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Proof. We prove the first statement. The second can be shown in a similar fashion. Let P (n, k)
denote the number of k permutations of n, i.e.
P (n, k) = n · (n− 1) · (n− 2) · · · (n− k + 1)
We have for i = 1, . . . ,m and k = 1, . . . , d,
E((Zpi(i) − Zpi(1:m))(k)Z¯(k)pi ) = E((Zpi(i) − Z¯pi(1:m))(k)(Z¯pi(1:m) − Z¯pi(m+1:N))(k))
= EZ
(k)
pi(i)Z¯
(k)
pi(1:m) − EZ
(k)
pi(i)Z¯
(k)
pi(m+1:N) − E(Z¯
(k)
pi(1:m))
2 + EZ¯
(k)
pi(1:m)Z¯
(k)
pi(m+1:N)
=
(EZ
(k)
pi(i))
2
m
+
m
m− 1µ
2 − µ2 − E(Z¯(k)pi(1:m))2 + µ2
=
var(Z
(k)
pi(i)) + µ
2
m
+
m
m− 1µ
2 − (var(Z¯(k)pi(1:m)) + µ2)
=
var(Z
(k)
pi(i))
m
− var(Z¯(k)pi(1:m))
=
m
N
{σ
2
x
m
− 1
m2
1
w1
m−1∑
r=0
P (m− 1, r)P (n,m− r)[rσ2x + (m− r)σ2y ]}
+
n
N
{σ
2
y
m
− 1
m2
1
w2
n−1∑
r=0
P (n− 1, r)P (m,m− r)[rσ2y + (m− r)σ2x]}
where w1 and w2 are the weights
w1 :=
m−1∑
r=0
P (m− 1, r)P (n,m− r) and w2 :=
n−1∑
r=0
P (n− 1, r)P (m,m− r)
Thus if σ2x 6= σ2y , we have E((Zpi(i) − Zpi(1:m))(k)Z¯(k)pi ) is nonzero.
Lemma 9. Let Z1, Z2 be two random variables in Rd such that Z
(k)
1 Z
(k)
2 are i.i.d. for k = 1, . . . , d
and E(Z(k)1 Z
(k)
2 ) exists and is finite. Then
1
d2
(Z1 · Z2)2 → [E(Z(k)1 Z(k)2 )]2 in probability
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Proof. By the Law of Large Numbers, we have
1
d
(Z1 · Z2)→ E(Z(k)1 Z(k)2 ) in probability.
By Continuous Mapping Theorem, we have
1
d2
(Z1 · Z2)2 → [E(Z(k)1 Z(k)2 )]2 in probability.
Proof of Theorem 5. To prove the first part of Theorem 5, we decompose s2
X˜
and s2
Y˜
each into a sum
of independent variables. Let X˜k−1 be the sample mean of the first k − 1 projections X˜1, . . . X˜k−1.
We will write s2
X˜
in a recursive fashion. Define s21 = 0. We will use the following recursive formula
to define s2k for k = 2, . . . ,m
(k − 1)s2k = (k − 2)s2k−1 +
k − 1
k
(X˜k − X˜k−1)2 (D.8)
Since s2k−1 is independent of (X˜k − X˜k−1)2, this recursive viewpoint allows us to decompose
s2
X˜
= s2m into a sum of independent terms. Using the result in Lemma 7 and the second-order Delta
method, we have
1
d(X˜k − X˜1:k−1)2
k
k−1σ
2
x(σ
2
x/m+ σ
2
y/n)
d−→ χ2(1) as d→∞ (D.9)
Inputting expression (D.9) into the recursion defined in (D.8) and exploiting the independence of the
individual terms in s2
X˜
, we get
1
d
s2
X˜
d−→ 1
m− 1σ
2
x(
σ2x
m
+
σ2y
n
)χ2(m− 1) as d→∞
Similarly, we can show for the sample of projections Y˜1, . . . , Y˜n,
1
d
s2
Y˜
d−→ 1
n− 1σ
2
y(
σ2x
m
+
σ2y
n
)χ2(n− 1) as d→∞
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Thus we have
1
d
Sm,n(Z) =
1
d
(
s2
X˜
m
+
s2
Y˜
n
)
d−→ 1
m− 1
σ2x
m
(
σ2x
m
+
σ2y
n
)χ2(m− 1) + 1
n− 1
σ2y
n
(
σ2x
m
+
σ2y
n
)χ2(n− 1)
For the second part in Theorem 5, we expand the sample variance of the projected values in the
permuted group as follows:
s2
Z˜pi(1:m)
=
1
m− 1
m∑
i=1
(Z˜pi(i) − Z˜pi(1:m))2
=
1
m− 1
m∑
i=1
((Zpi(i) − Zpi(1:m)) · (Z¯pi(1:m) − Z¯pi(m+1:N)))2
Lemma 8 shows E(Zpi(i) − Z¯pi(1:m))(k)(Z¯pi(1:m) − Z¯pi(m+1:N))(k) is nonzero. Now apply Lemma 9
with Z1 = (Zpi(i) − Zpi(1:m)) and Z2 = (Z¯pi(1:m) − Z¯pi(m+1:N)) to see that 1d2 s2Z˜pi(1:m) converges in
probability to a nonzero constant. A similar argument can be applied to s2
Z˜pi(m+1:N)
. Combining these
results, it immediately follows that 1
d2
Sm,n(Zpi) converges in probability to a nonzero constant.
HDLSS Geometry
In this section, we give some geometric intuition as to why the centroid-t statistic behaves so
differently in the permutation and the original world under equal means. Recall that under equal
means the numerator in the centroid-t statistic behaves similarly in the permutation world and the
original world. Theorem 5, however, shows that the denominator of the centroid-t is larger in the
permuted world. This has the effect of making the unconditional distribution of the centroid-t statistic
larger than the permutation distribution.
To gain some intuition, consider the following toy HDLSS example. Suppose we observe
X1, X2 ∼ F1 and Y1, Y2 ∼ F2 where F1 = N(0, Id) and F2 = N(0, σ2Id), σ2 6= 1. The points
X1, X2, Y1, Y2 form the vertices of a tetrahedron in three dimensional space. The two-dimensional
plane generated by Y1, Y2 and X¯ is shown in Figure D.1.
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√
3dσ2/2
√
3dσ2/2
√
d(1/2 + σ2)
√
d(1/2 + σ2) √
d/2(1 + σ2)
X¯
Y1 Y2
Y¯
Figure D.1: Plane generated by Y1, Y2 and X¯ where X1, X2 ∼ F1 = N(0, Id) and Y1, Y2 ∼ F2 =
N(0, σ2Id) for σ2 6= 1. Note that the projections of Y1 and Y2 onto X¯ − Y¯ is close to the projection
of Y¯ onto X¯ − Y¯ . This has the implication that s2
Y˜
will be small.
Distances between elements of interest are calculated using HDLSS asymptotics in the manner
of (Hall et al., 2005) which we briefly review here. Let X ∼ N(0, σ2xId) and Y ∼ N(0, σ2yId). We
have simply by definition
||X − Y ||2/(σ2x + σ2y) ∼ χ2(d).
Then by the Central Limit Theorem,
√
d
(
||X − Y ||2/(σ2x + σ2y)√
2d
− 1√
2
)
→ N(0, 1)
as d→∞. Applying the Delta Method, we get
√
d
 ||X − Y ||
21/4
√
(σ2x + σ
2
y)d
− 1
21/4
 = OP (1)
and thus
||X − Y || =
√
(σ2x + σ
2
y)d+OP (1)
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In the diagrams, all distances have an additional OP (1) term that is not shown to avoid clutter.
The geometric configuration in Figure D.1 has the implication that s2
Y˜
is small. To see this, note the
projections of Y1 and Y2 onto the centroid direction X¯ − Y¯ is close to the projection of Y¯ itself. A
similar argument can be applied to show s2
X˜
is small.
Now let’s look at what happens in the permutation world. Figure D.2 shows the two-dimensional
plane generated by the realization of a random permutation where X∗1 = X2, X∗2 = Y2 and Y ∗1 = X1
and Y ∗2 = Y1. Notice that the distance between Y ∗1 and X¯∗ is different than the distance between Y ∗2
and X¯∗. This has the effect of making s2
Y˜ ∗ , the sample variance of the the projections of Y
∗
1 and Y
∗
2 ,
large. To see this, note the projections of Y ∗1 and Y ∗2 onto the permuted centroid direction are not
close to the projection of Y¯ ∗. A similar argument can be applied to show s2
X˜∗ , the sample variance
of the projections of X∗1 and X∗2 , is large.
√
d(1 + 5σ2)/4)√
d(5 + σ2)/4 √
d(1 + σ2)/2
X¯∗ = (X2 + Y2)/2
Y ∗1 = X1 Y
∗
2 = Y1
Y¯ ∗ = (X1 + Y1)/2√
d(5 + σ2)/4
√
d(1 + 5σ2)/4
Figure D.2: Plane generated by a particular permutation realization of X1, X2, Y1, and Y2. Note that
the projections of Y ∗1 and Y ∗2 onto X¯∗ − Y¯ ∗ is not close to the projection of Y¯ ∗ onto X¯∗ − Y¯ ∗. This
has the implication that s2
Y˜ ∗ may be large.
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