Abstract-This paper presents a deep reinforcement learning (DRL) approach for controlling a compact fiber drawing system. The compact fiber drawing system is smaller and less expensive than industrial draw towers. It is suitable for prototyping novel variable diameter polymer fibers. A controller for the system was developed using DRL. Especially, we focused on regulating the fiber diameter to track non-steady trajectories, where it needs to deal with stochasticity and nonlinear delayed dynamics of the system. The custom DRL-based controller learned to control the process dynamically within approximately two hours of real-time training. This enabled the regulation of the diameter to various trajectories such as step or spline. While a PI feedback controller showed 5.7 seconds of average delay in a step response, the DRL controller showed only -0.7 seconds of average delay. It did not require prior analytical or numerical models of the system. It was also able to track trajectories that it has never faced in the training process.
I. INTRODUCTION
O PTICAL fiber has been an integral part of communication technology for decades. There is a growing interest in the creation of the smart fiber. For example, base on the accurate modeling of the optical fiber drawing process, researcher placed micro structures inside an optical fiber [1] . This approach was used to develop thermally drawn fiber with semi-conducting material or conductive material, resulting in fiber based sensors [2] . Thermally drawn fiber has also been used as a wave guide for interaction with neurons [3] . Other researchers use hollow polymer fiber to grow nerve cells for repairing severed nerves [4] . Fiber researchers continue to explore new applications. A fiber manufacturing system for research prototyping requires control systems capable of supporting varying geometries, new materials, and fabrication methodologies.
The optical fiber drawing process heats the large diameter glass rod (preform), which is then pulled axially out of the furnace to generate a thin fiber. Early models of the neck-down shape and temperature distribution were validated experimentally [5] . The initial models were extended for non-isothermal conditions [6] . The modern approach using iterative methods to improve the model were introduced [7] . Models were improved by incorporating the physics and properties of the drawing process including the gas flow and iris opening sizes [8] , [9] . There was also research done to simplify the model [10] , along with research to enable high-speed drawing as well [11] , [12] . The fiber process models were further augmented to include stochastic characteristics [13] and to evaluate parameters critical to stabilize the fiber diameter [14] .
In addition to the numerical model of the process, control of the fiber diameter has been studied. Many of them focused on maintaining a steady diameter. Mulpur and Thompson developed a modal diameter control method based on simulation [15] . They assumed isothermal temperature profiles and utilized modal control method. They also developed nonlinear control on the optical fiber diameter [16] . State-space modeling of the optical fiber drawing process coupled with Linear Quadratic Gaussian optimal controllers were investigated [17] , [18] . Improved models of the neck-down profile and control of the draw tension enabled high speed production [19] . Reduced order models were coupled with robust control methods [20] . This long history on modeling and controlling the optical fiber manufacturing process focuses on maintaining the diameter at a fixed set point. When set points change, new state models at new set points are required [17] . A dynamic model of the transition between different set points are also required. In this paper, we use deep reinforcement learning (DRL) to allow the controller to continuously track a varying target diameter without requiring a CFD model every time the set point changes.
The availability of computation power in recent years has triggered a strong emphasis on control methods that utilize machine learning, especially DRL. DRL based algorithms have outperformed the humans in playing the game of Go [21] and Atari [22] . It is successful in the simulation of physical tasks [23] , heat exchanging process control [24] and AUV control [25] . It also perform well in real-world applications such as robot manipulation [26] and flying quadrotor [27] . This paper discusses how the DRL algorithm can be used to optimally and predictively control the fiber drawing process without a analytical or numerical model of the system. Especially, we focus on regulating the diameter, either steady or varying.
We apply the DRL framework to the desktop fiber drawing system, which has been developed in Device Realization Laboratory at MIT [28] . One benefit of the system compared to industrial optical fiber draw towers, which are typically a few stories tall, is a significantly smaller frame so that it fits on a table top. The associated cost to build and operate the system is relatively small. This compact fiber manufacturing system is useful for prototyping new smart fiber concepts.
II. BACKGROUND

A. Reinforcement Learning
Reinforcement learning (RL) is a programming method that trains the software algorithms to maximize rewards or minimize penalty. The RL agent interacts with the environment at each time step. It receives observation and reward from the environment, then computes the action based on its policy. The environment is affected by the action and the new reward that corresponds to the new state of the environment is computed. The cycle is repeated until the task is finished. In this cycle, the action that resulted in high reward is 'reinforced'. The agent tends to prefer the action that is similar to the reinforced action. As a result, the agent is optimized to maximize the expected future reward. In manufacturing process, a controller and a manufacturing process can be considered as the agent and the environment; the controller receives the observations through sensor readings and computes the input actions. a) State-action value function Q(s, a): State-action value function, also called Q-function, represents the expected future reward when taking a certain action at a certain state, then thereafter following the agent's policy,
where R t and µ represents the expected future reward and the policy of the agent. The expected future reward R t , also called return, is often discounted with a discount factor γ ∈ [0, 1),
where r t is the reward at time t. The discount factor γ models the notion that a state and a action have decreased relation with the state and reward that are farther separated in time. Therefore, the reward is discounted at each time step by multiplying the discount factor γ. As a result, when optimizing the return, the agent is biased on the more recent time steps.
b) Bellman Equation:
A large number of computations are typically required to calculate the Q-value by trying the entire trajectory multiple times. Therefore, the Bellman equation is widely used to solve this issue by bootstrapping the Q-value estimation between consecutive time step,
This equation compares the Q-values with a single time step difference. The error between the left and right side of the equation is called the temporal difference (TD) error. By iterating the Bellman equation, the Q-value can be estimated with significantly less computation. 1) Actor-Critic Approach: The actor-critic approach is often used for reinforcement learning [29] . The approach separates the actor and the critic, each representing the agent and the Q-function. An actor acts as the agent observing a state from the environment and computing actions accordingly. The critic evaluates the actor's action by estimating Q-value. A critic takes the observations and the actions as the inputs and computes the Q-value estimation. Based on the critic's evaluation, the actor is updated along the direction that increases the Q-value estimation. Simultaneously, the critic is also updated by minimizing the TD error in the Bellman equation. Consequently, the critic converges near the true Q-value and the actor is optimized to maximize the Q-value. In deep reinforcement learning, multilayer perceptrons are often used as function approximators for the actor and the critic (e.g. deep deterministic policy gradient (DDPG) [23] ). Recurrent Neural Networks (RNN) are used to consider the history of the observations and actions (e.g. recurrent deterministic policy gradient (RDPG) [30] ). There are some cases where multiple critics are used (e.g. twin delayed DDPG (TD3) [31] ).
2) Partial Observability and Long Short Term Memory (LSTM): Full observability means that the observation can represent the current state completely. Therefore, if the state is fully observed, then the probability distribution of the next state only depends on the current observation and the current action. This types of model is a Markov decision process (MDP). On the other hand, partial observability means that the observation can represent only partial components of the full state.
ii Therefore, the probability distribution of the next state cannot be determined based on the current observation and the current action. This model is a partially observed Markov decision process (POMDP).
In the fiber drawing process discussed in III, sensors measure the diameter of the fiber, temperature of the heating chamber, speed of the spool motor, and feed rate of the extruder. However, this is not a full observation mainly due to delayed dynamics. The diameter response to the feed rate or the spool speed change is delayed by few seconds since it takes time for material to flow through the system. Therefore, the history of observations and actions are needed to predict the future states accurately. One solution to this problem is using RNN. RNNs pass activation values to consecutive time step so the inputs at the previous time steps are considered when computing outputs. On the other hand, a non-recurrent network computes its outputs from scratch at each time step so only the current input is considered.
A neural network is generally updated using gradient. In a typical feed-forward network, the gradient is backpropagated from the output layer to the input layer. In RNNs, the gradient is also backpropagated through time (BPTT) to consider the previous inputs while updating. LSTM is a type of RNN that enables BPTT to reach farther time steps without vanishing gradient by using gate mechanism [32] . Therefore, LSTM is widely used in domains such as robot manipulation [33] , self-driving cars [34] and language modeling [35] .
III. MECHANICAL SYSTEM
From the previous work [28] , the mechanical design has been improved. The improved system is shown in Fig. 1 . The design revisions were implemented for increased accuracy and stability of mechanical design. This section will discuss the different subsystems and their functions.
A. Extruder System
The extruder system is shown in Fig. 1b . The extruder system is composed of a heating chamber and a feeding actuator. The heating chamber has a sensor and heating elements to control the temperature. The feeding actuator feeds the preform into the heating chamber at a controlled speed.
The heating chamber has 2 cartridge heaters each operating at 40W. It also has a resistance temperature detector (RTD) to measure the temperature. In the center of the heating chamber, a hole slightly larger than the preform diameter is placed.
The feeding actuator is composed of a stepper motor and an idler. The feed rate is controlled by the stepper motor speed. As the feed rate increases, the fiber diameter increases given a fixed spool velocity.
B. Cooling and Spool System
After the fiber comes out of the extruder system, the fiber will go through the cooling and spool system. The overall path of the fiber is shown in Fig. 1a with a red arrow. First, the fiber will go through the laser micrometer for diameter measurement before it enters the coolant. After the fiber comes out of the cooling system, the fiber enters the spool system.
The detailed design of the spool system is shown in Fig. 1c . The main function of the spool system is to collect the fiber and to provide speed feedback to control the fiber diameter. The spool is rotated by a DC motor with encoder attachment. The spool and the DC motor is mounted to the stage that is actuated by a lead screw and a stepper motor. The stage movement along the lead screw allows the fiber to be spread out evenly on the spool. The limit switches limit the range of the linear motion of the stage to ensure the fiber does not go off the spool's ends. As the spool spins faster, the fiber goes under tension and diameter reduces given a fixed feed rate.
IV. LEARNING ALGORITHM
The learning algorithm inspired by [23] , [30] , [33] , [36] is used for training the controller. Fig. 2 shows the overview of the learning method and the pseudocode is elaborated in Alg. 1. Four LSTM networks compose the overall model: actor, critic, target actor and target critic. The networks are manipulated in the three subprocesses: initialization, control thread, and train thread. The control thread and the train thread run simultaneously throughout the entire process.
In the control thread, the sensors attached to the system measure the state and the actor computes the action accordingly. The reward is computed using the reward function. These observations, actions and rewards are then stored in the history memory H. In the train thread, a minibatch of data sampled from the history memory is fed into a critic and the critic computes the Q-value as an output. The Q-value is then compared with the target value computed by target networks and the critic is updated by minimizing the difference between the Q-value and the target value. Lastly, the actor is updated by maximizing the critic's evaluation (Q-value). 
A. Network Structure
The network structure of the actor and the critic are shown in Fig. 3 . The structure of the target actor and the target critic are identical to that of the actor and the critic. Each of the circles (c i ) in the figure represents the LSTM network. The number of layers of each networks is set to five and the number of nodes in each layer is set to 512. tanh is used as the activation function. The networks recurse through L time steps. L is the window length and the window is a span of time where the networks take inputs. The outputs of the networks are determined by the inputs that are within the window length. At each time step, the action taken at one time step before and the following observation is fed into the actor. An observation at each time step and the following action is fed into the critic. The outputs are computed by passing the activation values of the last recursion through a fully connected layer.
1) Observation: Observation (o t ) includes the below components
• the spool's angular speed (ω t )
• the fiber's diameter (d t )
• summation of the extruder feed rate ( t=0 f t ∆t)
• target diameter (ζ t , ζ t+10 , ..., ζ t+50 ) The spool's angular speed and the fiber's diameter are measured by the motor encoder and the laser micrometer. The summation value of the feed rate represents how much fiber has produced during the production run. This is important information because the system is a timevariant system mainly due to the drawn fiber accumulation. Over time, the fiber is drawn and wrapped around the spool, and the effective radius of the spool increases. The linear speed of the fiber would increase over time given a fixed angular speed of the spool. Consequently, if the stacking fiber on the spool is not considered and the spool is ran with a constant angular speed, the linear speed increases and results in a thinner fiber. There is a very strong relation between the summation value and the effective radius of the spool, and therefore include the summation value in the observation.
The last component of the observation is the target diameter. The target diameter at not only the present time step but also several future target diameters are included (10, 20 while spool is not full do Observe observation o t and reward r t
8:
h t ← h t−1 , a t−1 , o t , append observation and previous action to the history buffer 9: if t > L then 10: discard the oldest observation o t−L and action a t−L from h t
11:
end if 12: select action a t = π φ (h t ) + , : exploration noise (OU process) 13: append r t , o t , a t to the history memory H
14:
end while // Train Thread
15:
while spool is not full do 16: Sample a mini-batch on N sequences from H:
Construct history buffers:
Compute target values for each sequence:
Compute critic update (using BPTT):
Compute actor update (using BPTT):
Update target networks:
end while 23: end for ahead. Therefore, the actor and the critic can plan the action and estimate the Q-value unless the response delay time to input actions is longer than 12.5 seconds.
2) Action: The action includes the below components.
• spool input (a sp,t )
• extruder input (a ex,t ) The spool input and the extruder input have a value between 0 and 100. The spool input determines the (a) Motor's duty cycle vs. speed relation before linear mapping (b) Action input vs. speed relation after linearly mapping action input to the speed Fig. 4 : Action-speed linear mapping spool motor's PWM duty cycle. When the spool input is 0 and 100, the duty cycle is set to 7.8% and 100%, respectively. The extruder input determines the extruder stepper motor's frequency, which is proportional to the feed rate. The extruder input value of 0 and 100 is equivalent to the feed rate of 0.09 mm/s and 0.56 mm/s, respectively.
The relation between the spool motor's duty cycle and the angular speed measured by an encoder is shown in Fig. 4a . The slope is steeper at the lower duty cycle and flatter at the higher duty cycle. Low velocities are very sensitive to the variation of the duty cycle. Consequently, if the spool input (a sp ) is mapped just linearly with the duty cycle, then it is hard to precisely control the speed. Therefore, we do polynomial regression on Fig. 4a and convert the spool input so that it has a linear relation with the speed, as shown in Fig. 4b . The extruder input (a ex ) is linearly mapped with the stepper motor's frequency, because the feed-rate is proportional to the frequency.
3) Window Length (L): In the original RDPG paper [30] , which our model is inspired by, the activation values of the LSTM network are propagated from the beginning to the end of each episode. The gradients are back-propagated to the beginning of the episode, and the updates are done between each episode rather than within the episodes. One problem with this method is that computation time increases as the episode gets longer since the gradient must back-propagate through the entire episode. Therefore, the computational requirement can become a bottleneck if we want to train the model in real-time. In the case of the fiber drawing system, each episode is thousands of time steps long (tens of minutes). Therefore, the computation time becomes long for each training iteration, which makes it hard to train the model in real-time.
Thus, we consider only the time span that significantly affects the state of the system, rather than the entire episode. We set the length of the window, through which v the networks look into the system (Fig. 3) . The networks do the computations for control and updates only within the window. The window size should be long enough to capture the delayed dynamics of the system. One of the longest delayed dynamics in the fiber drawing system is the delay between the feed rate change and the response in diameter. When we apply a step change to the feed rate, it takes about ∼10 seconds (∼40 time steps) for the response to show up in the diameter. Therefore, the window length should be at least ∼40 time steps to capture the delayed dynamics.
In the original RDPG, the model is trained by minimizing the Bellman equation's temporal difference (TD) error based on Q-value computed at every time step. However, as we set a finite window length, computation results at the early part of the window will be less accurate than that of the later part. This is because the result is computed based on less information. For example, the output at the first time step of the window is based on only one observation and one action. Therefore, we only consider the last Q-value computed within the window, as depicted in Fig. 3b .
4) When-Label (B):
To facilitate the learning, whenlabels are augmented to the inputs. When-labels have scalar values between 0 and 100. It indicates how far ago from the present did each observation and action happened. It forms an arithmetic sequence, where the most recent inputs have a when-label value of 0 and the oldest inputs within the window size have a value of 100 (Fig. 3) . Without when-label, the LSTM network processes the inputs in the same way, no matter when the input data is produced. In contrast, the network can process the inputs more efficiently if it knows when the input data arrived.
B. Initialization
The first step of the algorithm is initializing each network. The parameters of the actor and the critic are initialized using the Glorot initialization [37] . Then, the parameters of the actor and the critic are copied to the target actor and the target critic. Next, the empty history memory H is initialized. Lastly, the history buffer h of window length L is initialized. The history buffer is a buffer that contains the L most recent observations and actions.
C. Control Thread
The control thread is where the actor receives the observation from the system and computes the input action. First, the actor receives the observation and the reward is computed by a reward function. The reward function can be defined as the negative value of error between the actual diameter and the target diameter, or any other function defined by the human operator. Next, the observation and the most recent action are appended to the history buffer h. The actor then takes the history buffer as the input and computes a greedy action. An exploration noise is added to the greedy action to explore the action space. An Ornstein-Uhlenbeck process [38] with a decay factor β is used for the exploration noise. The volatility of the exploration is decreased by the factor of β at each time step. Lastly, the action with the exploration noise is exerted on the fiber drawing system as the control input. The reward, observation, and action are added to the history memory H at each time step.
D. Train Thread
The train thread run in parallel with the control thread. First, N samples of memory slice, which have a length of L + 2, are sampled from the history memory H. Each sample does not include the beginning or the end of the episode. Next, we compute the target value y i as described in Alg. 1. The target value y i is used as the right hand side term of (3). Then, the mean square error (MSE) of the Bellman equation becomes,
Therefore, the critic gradient that decreases MSE can be computed with BPTT,
(5) By applying this gradient, the critic is updated. The Adam optimizer [39] is used as the gradient descent optimizer. After updating the critic, the actor can also be updated by applying gradient that increases the Qvalue. The chain rule is used to compute the gradient,
where C(·) is a transformation inspired by [36] , which bounds actions between the maximum and the minimum.
if ∇ a suggests increasing a and a > a max ∇ a · (a − a min )/(a max − a min )
if ∇ a suggests decreasing a and a < a min ∇ a , otherwise
vi Lastly, the target actor and the target critic is updated by applying the soft update,
where τ is a very small positive scalar value. This soft updates of the target networks enable the stable convergence of the model [23] .
V. EXPERIMENTS AND RESULTS
A. Experimental Setup 1) Hardware System and Hyperparameters:
The temperature of the heating chamber was set to 80°C, where the fiber drawing is stable with minimal diameter fluctuation. The stage speed was set to 9.28 mm/s. Adtech W220-3824 glue-sticks composed of ethylenevinyl acetate and room temperature water were used as the material and coolant. For the neural network computation, Nvidia's RTX 2080 was used. Sensor measurements and computation results were received and transmitted to PJRC Teensy 3.5 board, an Arduinobased microcontroller. The Teensy 3.5 then controlled the motors and drivers based on the computation results. The frequency of the control and sensing was set to 4 Hz. The hyperparameters of the algorithms were set to the values in Table I .
2) Reward and Training Target Design: The reward function for the learning algorithm is,
where α and C are positive scalars, and d and ζ are in 100 µm. The first term represents the difference between the target diameter and the measured diameter at each step. The reward decreases as the difference increases. The second term is proportional to the feed rate of the material and thus represents the mass production rate of the fiber. The α is set to 0.106 s/mm, which makes this term to have an order of approximately ten times smaller than the first term. This term is needed to ensure the uniqueness of the input action combination. There are two input actions (the spool and the extruder input), which regulate only one output measurement (diameter). Therefore, there could be several input action combinations that yield a similar diameter. For example, a combination of a high spool input and a high extruder input can lead to a similar diameter as when a low spool input and a low extruder input is used. However, by adding the second term, the model chooses the combination that maximizes the production rate when there are several other options with similar diameter output. The offset term C is set to 1 so that it can facilitate the learning. If there is no offset term, the reward will be negative at most times. This will lead the model to think that the actions in the operable boundary are worse than the actions that are outside of the operable region, especially at the early stage of the learning. In this case, the action can be trapped near the operable boundary. To train the model so that it can track the arbitrary step change, a training target trajectory that includes random step changes was used for training. The interval of each step is 120 time steps (30 seconds), and each step's diameter is randomly sampled between 300 µm and 600 µm.
B. Experiment Result 1) Test on Various Target Trajectories:
The model was trained for approximately 50,000 time steps (3.5 hours) and tested on several target trajectories: steady, random step, chirp and random spline. The target trajectory, measured diameter and input actions of each case are plotted in Fig. 5 . The measured diameter was processed with a low pass filter of pass-band frequency 0.25Hz for the visualization. a) Steady Target: In the steady target trajectory case, the DRL controller was compared with the mass conservation model and a PI control (Fig. 5a) . The mass conservation model is a model that is based on the assumption that the mass flow rate of the raw material is the same as the mass flow rate of the drawn fiber,
where v, A, r, ω are linear speed, cross-sectional area, radius and angular speed. This model uses a constant r spool , which means that it does not consider the increase of the effective radius due to the fiber stacking up on the spool. The PI control diagram is depicted in Fig 6 and the P, I parameters were manually tuned at the set point diameter of 550 µm. The material feed rate was fixed to 0.37 mm/s and only the spool speed was controlled with P, I gain.
In the mass conservation model, there was a decreasing trend of diameter with respect to time. Since the model did not consider the increase in the spool radius and maintained the constant angular speed, the linear speed of the fiber increased and the diameter decreased with respect to time. In comparison, the DRL control and the PI control maintained diameter close to the target. In DRL control, it can be seen from the figure that ratio of the extruder input (material feed rate) to the spool input increased with respect to time. It means that it compensated the effect of the stacking spool by feeding more material and rotating the spool slower. Similarly, in PI control, it maintained the constant diameter by decreasing the spool's angular speed with respect to time. As a result, the DRL model showed an average diameter (551.3 µm) and a standard deviation (29.3 µm) similar to that of the PI control (545.5 / 25.9 µm). b) Random
Step Target: The random step target used for testing had an interval of 50 seconds (Fig  5b) . When the PI control was used for this target, it showed 5.7 seconds of average delay estimated by the cross correlation analysis. It sometimes was not able to settle to the target diameter within a single interval and sometimes it showed offshoot. Contrastly, the DRL model had only -0.7 seconds of average delay in diameter response by manipulating input actions in advance to the step change. On average, the spool input changed 4.5 seconds ahead of the step and the extruder input changed 8.0 seconds in advance to the step, both estimated by the cross correlation analysis; this is consistent with the fact that pulling the fiber from the spool induces faster response in diameter than feeding material from the extruder. The model predictively controlled the input actions according to the upcoming target trajectory. This was possible since we fed into the model the information about the future trajectory as the observation. The DRL networks perceive the future target trajectory as far as 50 time steps (12.5 seconds) away so it can handle c) Continuous Target: Although the model was trained using a discontinuous step-changing target, it was tested on continuous target trajectories: chirp (sine sweep) and random spline target (Fig. 5c, 5d ). The chirp trajectory swept from 0.01 Hz to 0.06 Hz with a chirpyness 10 −4 Hz/s. The mean and the amplitude were fixed to 450µm and 100µm. The random spline target was generated by connecting several points with a B-spline curve. The diameter of each points were set between 350µm and 550µm and the time step difference between adjacent points were set between 20 time steps (5 seconds) and 80 time steps (20 seconds) so that it includes various frequency components with various amplitude.
In chirp trajectory, the DRL model showed significantly less delay and less mean absolute error (MAE) in diameter than PI control. It was able to regulate the MAE under 30 µm until the chirp frequency exceeded 0.045 Hz. It was also able to track the random spline trajectory with various frequency and amplitude by gradually varying the input actions. It shows that the learned controller can be used for not only specific types of trajectory but also other trajectory types that it has never faced during the training process.
2) Effect of Action-Speed Linear Mapping: Fig. 7a shows that the action-speed linear mapping is critical to achieving a good performance. The model without the linear mapping converged to the average reward approximately 0.2 smaller than the model with the mapping. This means that the average diameter error was approximately 20 µm bigger. The model showed poor performance especially when the target diameter was large, where low spool speed is required (Fig. 8a) . This is because it is hard to control the speed precisely at the low speed range if action-speed is not linearly mapped. Linearly mapping the spool action to the speed enables the model to control the speed precisely throughout the entire speed range and result in better performance.
3) Effect of Window Length: Models with several different window lengths are compared. The learning ix curve comparison shows that the window length must be long enough to achieve optimal performance (Fig.  7b) . When the window length is 1, it computes the input action based on only one time step of observation. Therefore, it cannot consider the previous history of the process. Also, it cannot capture the stochastic nature of the system. As a result, the computed input action fluctuates violently as shown in Fig. 8b . The model with window length 25 was also not as good as that with window length 50. This is because 25 time steps (6.25 seconds) are not enough to capture the delayed dynamics when the step change occurs. As mentioned earlier, change in the extruder input should occur 8.0 seconds earlier than the diameter step change. Therefore, the window length should be at least 32 time steps (8.0 seconds) to capture these delayed dynamics.
4) Effect of When-label: Fig. 7c shows that the whenlabel speeds up the learning, especially at the early phase of the learning. The when-label helps the learning of the model by providing additional information about when the data was observed. Thereby, the model can learn the process faster than when the label is not provided. Also, the model with the when-label computed more consistent outputs. In comparison, the model without when-label showed some fluctuation in its outputs, as shown in Fig.  8c . This high-frequency fluctuation is unnecessary since the system does not respond to the high frequency.
VI. CONCLUSION AND FUTURE WORK
We introduced the compact fiber drawing system and implemented the control strategy to it. The drawing system is significantly smaller and less expensive than industrial fiber draw towers, so it is suitable for prototyping fiber and thus can facilitate smart fiber research. We developed a DRL based control method that can be deployed to the desktop system. We focused on regulating the fiber diameter to track various target trajectories. By modifying and customizing DRL algorithms, we were able to improve the performance of the control in terms of tracking error. Without any analytical or numerical model of the physical system, the controller learned to track various types of target trajectories under the stochasticity and the non-linear delayed dynamics of the system. It was also able to track the target that it had never experienced in the training process. As future work, one can develop a pretraining method, where the controller can learn from the pre-existing production data and thus decrease the time required for the online training.
