If hazardous contaminants are suddenly released indoors, quickly identifying the pollutants characteristics, such as the locations and emission rates, of the contaminant sources is critical for developing fast and effective response measures. This study presents a theoretical model for quickly identifying the locations and emission rates of multiple constant sources indoors using a single or limited number of ideal sensors. The model combines a linear programming model with an analytical expression of indoor contaminant dispersion that was presented in our previous study. Before the release of contaminants, only a limited number of time-consuming computational fluid dynamics (CFD) simulations need to be conducted to cover a large number of possible scenarios because of the analytical expression integrated into the model. After the release of contaminants, the model can be solved in real-time. Through case studies of sixteen contaminant release scenarios in a three-dimensional office, the effectiveness of the model was numerically demonstrated and validated. The results revealed that the identification accuracy of the presented model was closely related to the sensor layouts and the total sampling time, rather than the sampling interval. 
Introduction
Indoor environments are especially vulnerable to hazardous contaminants released, either accidentally or intentionally. Extreme cases related to the release of hazardous contaminants indoors, such as biochemical terrorist attacks, epidemic outbreaks and toxic gas leakages, have aroused increasing public concern about the safety of indoor environments. When hazardous contaminants are suddenly released indoors, fast identification of the characteristics (e.g., location and emission rate) of the contaminants sources is crucial to implement prompt response measures to protect building occupants and mitigate losses.
In comparison with the prediction of contaminant dispersion, the identification of contaminant sources is an inverse modelling problem. Inverse modelling problems have been extensively studied for many years in the fields of heat transfer [1, 2] , groundwater and soil pollution [3] [4] [5] and atmospheric constituent transport [6] [7] [8] [9] . In contrast, research on identifying indoor contaminant sources is still in the preliminary stage. Liu and Zhai [10] have thoroughly reviewed various pollutant inverse modelling methods for both groundwater and air transport and concluded that although groundwater and air contaminants follow the same transport rules, large challenges remain to be overcome in the field of air transport because of the significant property disparities between the two problems.
The identification of contaminant sources in indoor environments is also full of challenges because a variety of realistic contaminant releases scenarios exist. First, the number of sources could be one or multiple. Second, the release of contaminants could be instantaneous or continuous with a constant or changing rate. The contaminants may also be released from many potential locations. In some cases, potential source locations are known, such as a virus-spreading from patients at certain locations, hazardous agents released by terrorists from supply air inlets or the leakage of toxic gas from certain indoor locations. In other cases, potential source locations are totally unknown, such as hazardous agents released by terrorists in uncertain indoor locations.
With increasing concerns about the hazards of indoor contamination, several studies have been devoted to develop effective methods for identifying contaminant sources indoors during recent years. For identifying contaminant sources in buildings with many rooms, several methods have been presented, including the Bayesian probability model [11] , probability-based inverse multizone model [12] and artificial neural network model [13, 14] . In these studies, the airflow and contaminant transport were calculated using multi-zone models that can only provide macroscopic information about contaminant transport [15] [16] [17] . Studies of this type cannot provide the exact location and emission rate of a contaminant source.
For identifying a contaminant source more accurately in one area, several methods based on inverse computational fluid dynamics (CFD) modelling have been developed, including the inverse CFD model with quasireversibility (QR) method [18] and a pseudo-reversibility (PR) method [19] and the probability-based CFD modelling method [20] . These studies have laid a foundation for developing more sophisticated and realistic indoor source identification techniques. Despite this, issues related to identifying multiple sources in one area have not been explicitly discussed.
As a first step to resolve complex problems involving multiple sources, this study aimed to develop a theoretical model for quickly identifying the locations and emission rates of multiple constant contaminant sources using a limited number of ideal sensors. The model was numerically demonstrated and validated by identifying sixteen contaminant release scenarios in a three-dimensional office. The performance of the model was tested and compared using different sensor layouts, total sampling times and sampling time intervals.
Theoretical Source Identification Model
Available Source Identification Methods Available source identification methods can roughly be divided into two categories, backward and forward methods. Backward methods use measurements from sensors at a given time as the initial conditions and solve the contaminant transport models inversely to obtain the source characteristics [12, [18] [19] [20] . Although these studies have shown the applicability of backward methods in indoor environments, these methods face a number of challenges in cases involving multiple sources. First, ensuring the uniqueness of results can be difficult. In cases involving multiple sources, identical sensor measurement at a given time may be to the result of a large number of possible release scenarios with different numbers, locations and source emission rates. This means identical results may correspond to a large number of causes. Second, controlling the amplification of initial errors requires some attention during the reverse solving process. In a dynamic system, like in the ''butterfly effect'', small errors in the initial conditions can potentially produce large deviations in the final results. Finally, reducing the computing time for inverse CFD models requires significant effort, potentially limiting their applications for online and real-time source identification.
Forward methods solve the contaminant transport models directly, and typically use a two-stage procedure for source identification [11, 13, 14] . First, in the pre-event stage, a large number of hypothetical contaminant transport scenarios are simulated by solving the contaminant transport models directly before a contaminant release event occurs. In the second stage, during a contaminant release event, the source characteristics are identified in real-time using techniques to find the best match between the sensor measurements and model simulations. Forward methods use sensor measurements over a defined time period rather than at a single moment as inputs. This may contribute to find a unique solution and control the amplification of initial errors. Also, the two-stage process of the methods offers the possibility for real-time source identification.
One disadvantage of the forward methods is that they need to conduct a large number of simulations before a release event to cover all the possible scenarios for different numbers, locations and source emission rates. Therefore, forward methods only work well using a fast contaminant transport model, such as the multi-zone model. The multizone model, however, usually neglects the spatial distribution of a contaminant in one area and cannot be used to identify the exact locations and emission rates of contaminant sources [15] [16] [17] . Compared with the multi-zone model, the CFD model can provide detailed information on the temporal and spatial distribution of contaminants, but it is computationally intensive and usually requires several hours or days to simulate a contaminant transport scenario indoors [21] . For the application of forward methods, which need to simulate a large number of contaminant transport scenarios, the CFD model is computationally prohibitive.
In this study, a theoretical model that was essentially a linear programming model built on an analytical expression of indoor contaminant dispersion we presented in a previous study [22] was developed to overcome the disadvantages of forward methods. The model presented is also performed in two stages. In the first stage, before a release event, because of the analytical expression, only a limited number of time-consuming CFD simulations (equal to the number of predefined potential source locations) need to be conducted to determine the transport of contaminants in scenarios where a single source is released at one potential source location at a specified emission rate. In the second stage, during a release event, using measurements from several ideal sensors at defined time period as inputs, the linear programming model can be solved in real-time.
Main Assumptions of the Theoretical Model
The applicability of the theoretical model is limited by the following assumptions:
1. The indoor airflow field is steady and the contaminant can be treated as passive gas. For most ventilated indoor environments, the airflow field can reach a steady-state much more quickly than the dispersion of contaminant. Normally, airflow is turbulent and the contaminant concentration is low. Contaminant dispersion primarily depends on the airflow characteristics, regardless of contaminant type. Also, the contaminant concentration is low enough that the effects of contaminant on the density of air and the airflow field are trivial. Therefore, in most indoor environments, the gaseous contaminants that are found in low enough levels can be treated as passive gases. 2. The number of potential sources is limited and their locations are known. This assumption can be applied to a variety of contaminant dispersion scenarios, such as a virus spreading from patients, hazardous agents released by terrorists from supply air inlets and the leakage of toxic gas. 3. The emission rates of sources are constant. In practice, continuously released contaminants are more common than instantaneously released contaminants. This study only considered continuous contaminant release.
For continuous contaminant release with changing rates, this assumption is still applicable if the change is slow and the identification is relatively fast. 4. A limited number of ideal sensors are used. The ideal sensors were assumed to be capable of detecting minimal concentrations without any error. In reality, concentrations below detection limits are undetectable and random errors are inevitable using real sensors, making the problem of source identification much more complicated. To simplify this problem, we focused on developing a model using ideal sensors, hoping it would contribute to the development of more sophisticated models using real sensors.
Analytical Expression of Contaminant Dispersion
For the dispersion of a passive gas in a steady-state airflow field, the time-averaged concentration of a contaminant at an arbitrary indoor point, p, can be expressed as equation (1) [22] :
where C S,k is the contaminant concentration at the k th inlet, C 0 is the initial contaminant concentration indoors, S i is the emission rate of the i th contaminant source, Q is the air flow rate, A Sk, p ðÞ is the accessibility of supply air (ASA) from the k th inlet to p within the time period and A Ci, p ðÞ is the accessibility of the contaminant source (ACS) from the i th contaminant source to p within .
The ASA quantifies how the air from a supply inlet is continuously delivered to an indoor location. It is a function of the flow characteristics, regardless of the contaminant type and source. In a ventilated space, only the air from the k th inlet containing a hypothetical contaminant gas and no source of the contaminant exists in the room, are assumed. At anyp, the ASA from the k th inlet within would be defined by equation (2) [22, 23] :
where C p ðtÞ is the contaminant concentration at p at moment t.
The ACS quantifies how the contaminant is continuously diffused into an indoor location. It is a function of both the flow characteristics and the source location, regardless of the emission rate and contaminant type. In a ventilated space, the initial concentration and all the inlets concentrations would be 0 and only the i th contaminant source existed are assumed. At any p, the ACS from the i th contaminant source within would be defined by equation (3) [22, 23] :
where C e, i is the average exhausted contaminant concentration under steady-state conditions as given by equation (4):
Using the analytical expression of contaminant dispersion, only the ASA from each inlet and the ACS from each source would need to be calculated using time-consuming CFD simulations. After the calculations of the ASA and ACS, the evolution of contaminant distributions under different supply air concentrations and source emission rates can be calculated using simple algebraic calculations. This feature of the analytical expression provides a foundation for predicting the dispersion of contaminants or identifying the characteristics of sources in real-time.
Source Identification Modelling
When the initial concentration is 0 and all the inlet concentrations are 0, equation (1) can be reduced to equation (5):
Assuming the identified emission rate of i th contaminant source is S Ã i , then equation (5) becomes equation (6):
where, C Ã p ðÞ is the calculated time-average concentration at p by substituting S Ã i into equation (5), e is the difference between C p ðÞ and C Ã p ðÞ. When there are M measurements from the sensors, we obtain the linear equations as shown in equations (7) and (8):
where,
A nonlinear programming model can be built to identify the S Ã i as follows:
x Nþi s:t: Ax¼b
The nonlinear programming model can further be transformed into a linear programming model by setting the parameters as shown in equations (9) and (10):
Then, Nþi into equation (8), yield equation (11):
Nþi þ x 00 Nþi s:t: Ax¼b
By solving equation (11) , the emission rate of each potential source can be obtained.
Source Identification Procedure
Using the theoretical model, the source identification procedure can be summarized as follows:
1. Calculate the steady-state flow field indoors using CFD; 2. Calculate the distribution of ACS for each potential source using CFD, noting that the number of CFD simulations is limited and is equal to the number of potential sources. In each CFD simulation, only the dispersion of contaminant is calculated based on the airflow field obtained in Step 1, because the contaminant is treated as passive gas that does not affect the airflow field; 3. Solve the linear programming model, equation (11) , to obtain the emission rate of each source using the sensor measurements and the data obtained in Steps 1 and 2.
In practice, the time-consuming CFD simulations in Steps 1 and 2 can be conducted before the event (stage I).
Step 3 can be conducted in real-time during the contaminant release event (stage II). The ACS information cannot only be determined using CFD but also using tracer gas experiments. These experiments may be more expensive and time-consuming but could be more accurate if they were carefully conducted.
Numerical Validation
Case Setup A three-dimensional office (Figure 1 ) was studied to validate the identification method presented. There were six people in the room and each person was sitting at a fixed position. The room was 9.6 m long (X), 3. indoors, including six computers, six people, six lamps and a window. The heat generation rates of each computer, person and lamp were 108, 75 and 34 W, respectively, while the window contributed 220 W. For simplicity, the four walls, the ceiling and the floor were assumed to be adiabatic boundaries. Assuming one or more people in the room were infected and spreading a certain virus. To find the infected people and protect others from the infectious disease, a source identification system equipped with five virus sensors (SR1-SR5) was installed in the office (Figure 1 ). In this case, all the sensors were assumed to be ideal sensors that Table 1 . Sixteen virus-spreading scenarios were designed to test the performance of the identification method presented ( Table 2) . Scenarios 1-6 represent situations where only one person was spreading the virus. Scenarios 7-15 represent the situations involving multiple infected people. Scenario 16 represents the worst scenario for all the people, where the virus was spread simultaneously from each person. In all the scenarios, the virus released was treated as a passive contaminant which has no influence on the airflow field. The emission rate of each virus source was set as a constant. In practice, emission rates may change with time because of the development of symptoms. Nevertheless, because the method presented would identify the virus sources quickly, it is reasonable to use constant emission rates over a short time period.
Simulation Tool
The indoor airflow field and contaminant dispersion under each scenario were simulated using CFD [24] [25] [26] . A commercial CFD program, AIRPAK (http://airpak.-fluent.com/), was used as the simulation tool, which was specialized from a general-purpose program, FLUENT (http://www.fluent.com/), for indoor environmental simulations. AIRPAK has been validated by numerous indoor airflows and contaminant dispersion studies [27] .
To account for indoor turbulent flow, an indoor zero equation turbulence model was used that adopted an algebraic expression of eddy viscosity directly in the nearwall region [28] . Compared with the advanced turbulence models, such as RNG k-e model and large eddy simulation (LES), the indoor zero equation model is less accurate for simulating indoor turbulent flow [29] . Nevertheless, the indoor zero equation can achieve reasonable accuracy and always has good convergence speed. Therefore, the indoor zero equation still has its advantage in striking a good balance between simulation accuracy and convergence speed. The Reynolds Averaged Navier-Stokes (RANS) equations, together with averaged energy and mass conservation equations, were discretized using a finite volume method (FVM). The difference scheme was a second-order upwind scheme. The momentum equations were solved on non-uniform staggered grids using a SemiImplicit Method for Pressure-Linked Equations (SIMPLE) algorithm [24] . The discrete equations for each variable were solved using a point implicit (Gauss-Seidel) linear equation solver in conjunction with an algebraic multigrid (AMG) method (http://airpak.-fluent.com/). Linear under-relaxation iteration was applied to ensure convergence.
AIRPAK automates the mesh generation procedure, but allows users to customize the meshing parameters. The office room in this study was discretized by 56,244 hexahedral control volumes. The maximum control volume sizes were set to be 1/20 of the room dimensions in the X, Y and Z directions. Also, the control volumes around locations adjacent to contaminant sources, inlets and outlets were refined to reflect the details of velocity and contaminant distributions at these locations. The virus source with an emission rate greater than zero is highlighted in gray. 
Procedure of Validation
The source identification method presented was validated by the following steps:
1. The steady-state flow field indoors was calculated using CFD; 2. The distribution of accessibility of contaminant source (ACS) for each potential source was calculated using CFD. The number of CFD simulations was equal to the number of potential sources; 3. For each scenario with predefined source emission rates (see Table 2 ), the dispersion of contaminant indoors was simulated using CFD and the changing concentration at the positions of sensors were recorded. This step can be replaced by using actual measurements from the sensors; 4. The emission rate of each source was obtained using data from Steps 2 and 3; 5. The performance of the source identification method was evaluated by comparing the identified emission rates with predefined ones.
Results

Airflow Pattern and the Accessibility of Contaminant Source
The steady-state flow field indoors was calculated first. Figure 2 presents the airflow pattern on a vertical plane through the middle of the inlets. The supply air injected from the two inlets moved to the floor, then flowed along the floor and created several vortexes and was finally vented by the outlet.
After calculating the flow field, the distribution of ACS for each potential source was calculated. This involved a total of six CFD simulations. The distributions of ACS for CS4 on a horizontal plane through the sensors at different time points are plotted in Figure 3 as an example of the typical results.
Source Identification Results
Following the validation procedures (Steps 3, 4 and 5), 16 virus-spreading scenarios were tested using different sensor layouts. Table 3 presents the source identification results for all 16 virus-spreading scenarios using a single sensor (SR1). To quantify the accuracy of the results, a series of indexes, called the Scale of Relative Errors (SRE), were defined by equations (12) (13) (14) as follows:
where S i and S 
SRE2 (equation 13) indicates the average level of SRE1 i (1 i N) . A lower value of SRE2 would indicate a more accurate identification of all the potential sources in respect to the overall average.
SRE3 (equation 14) indicates the maximum level of SRE1 i (1 i N) . A lower value of SRE3 would indicate a more accurate identification of all the potential sources in respect to the maximum relative error. Table 3 presents the identification results using a single sensor (SR1). The SRE indexes listed in Table 3 indicate that the results were very accurate for all the scenarios with a single virus source (Scenarios 1-6 ). In contrast, the Table 4 presents the identification results using five sensors (SR1-SR5). Comparing the data in Tables 3 and 4 shows that the accuracy of the results was significantly improved using more sensors. With five sensors, each of the 16 scenarios was identified with high accuracy. The results indicate that by using more sensors, it is not only possible to improve the accuracy of the method but also possible to make the method applicable for a wider range of scenarios.
Discussion
The Effects of the Number and Positions of Sensors To quantify the overall accuracy of the results for all the 16 scenarios, an index based on SRE2 was defined by equation (15):
where L is the number of scenarios tested; SRE2 j is the value of SRE2 (see equation (13)) for the j th scenario.
SRE4
would indicate the average level of SRE2 j in all the scenarios. A lower value of SRE4 indicates a more accurate overall identification in all the scenarios tested. Figure 4 presents the SRE4 index for all 16 scenarios with different sensor layouts. The SRE4 index varied significantly with the number and positions of sensors used. When a single sensor was used, the best results (using SR1) were significantly different than the worst results (using SR3). When multiple sensors were used, the SRE4 index changed significantly with the number and positions of the sensors. Unexpectedly, the results of sensor layout 1 (composed of layout 2 and SR3) were worse than with layout 2 in terms of the SRE4 value. A possible explanation for this is that SR3, which corresponded to the worst results when used alone, had an adverse effect on the overall performance of the existing sensor system. These results indicate that the accuracy of source identification is closely related to the number and positions of sensors used. Also, adding sensors to an existing sensor system may not improve the accuracy of identification if the additional sensors are not placed at appropriate positions.
In Figure 4 , the SRE4 of single sensor SR1 is 1.9 and the SRE4 of the multiple sensors of layout 2 is 1.4. The two values are very close, which indicates that finding an optimal single sensor can be more effective and costefficient than using multiple sensors for the virusspreading scenarios in this study. Nevertheless, this result may not apply to other cases. In this study, ideal sensors were used to simplify the problem of source identification. The ideal sensors were assumed to be capable of detecting minimal concentrations without any error. The assumption of ideal sensor may contribute to achieve a high level of identification accuracy using a single sensor. In reality, when real sensors are used, a single sensor may not be so capable by considering undetectable concentrations and random errors. To obtain a desirable accuracy for source identification in a cost-efficient way, it is of significant importance to optimize the number and positions of sensors.
The Effects of the Total Sensor Sampling Time As shown in Figure 5 , the SRE4 for all 16 scenarios decreased as a power function of the total sampling time. When the total sampling time was 10 s, extremely large errors (SRE4 ¼ 1.6 Â 10 6 %) were obtained. As the total CS1-CS6: Potential contaminant sources. a Only a single sensor (SR1) was employed. The total sampling time was 120 s and the sampling interval was 5 s. Cells highlighted in gray indicate that the emission rate of the corresponding source was greater than zero.
b SRE2 and SRE3 are indexes for quantifying the relative errors of identification results. The specific meanings of these indexes are described in equations (13) and (14), respectively. CS1-CS6: Potential contaminant sources. a All the sensors (SR1-SR5) were employed. The total sampling time was 120 s and the sampling interval was 5 s. Cells highlighted in gray indicate that the emission rate of the corresponding source was greater than zero.
b SRE2 and SRE3 are indexes for quantifying the relative errors of identification results. The specific meanings of these indexes are described in equations (13) and (14), respectively. sampling time was extended to 20 s, the errors decreased dramatically to an acceptable level (SRE4 ¼ 13.4%). When the total sampling time was longer than 90 s, the identifications were very accurate (SRE4 0.65%). A possible explanation for the high accuracy is the use of ideal sensors in this study. These results indicate that the accuracy of source identification can be improved by extending the total sampling time. Also, there is a threshold total sampling time for reaching a desirable accuracy of source identification. Figure 6 presents the average computing time and SRE4 index for all 16 scenarios with the same total sampling time (60 s) and different sampling intervals. The computing time corresponding to each sampling interval was very short (Figure 6(a) ) and would be expected to meet the needs of identifying the sources in a number of seconds for most applications. The average computing time decreased as a power function of the sampling interval ( Figure 6(a) ). Unexpectedly, SRE4 decreased with the increase of sampling intervals (Figure 6(b) ), indicating that the accuracy of identification increased using less sensor measurements as inputs of source identification model. This may be explained from the following two aspects. First, although different sampling intervals were used in source identification, the measurements in each process of source identification were sufficient to ensure the source identification model can be solved with enough number of inputs. Second, in the initial stage of virusspreading, the concentration of virus was very low, and in a drastic change. The small errors in simulating the concentration of virus in the initial stage can lead to large relative errors and consequently may lead to the decrease of accuracy in source identification. When large sampling intervals were used, the number of inputs with higher relative errors may be reduced and then contributed to improve the accuracy of source identification. These results indicate that increasing the sampling interval has the potential to greatly reduce computing time.
The Effects of the Sampling Interval
In addition, if the sensor measurements are sufficient for solving the source identification model, the increase of sampling interval may not deteriorate the accuracy of source identification. Therefore, increasing the sampling interval is recommended to reduce computing time in more complex cases.
Conclusions
This study presents a theoretical model for quickly identifying the locations and emission rates of multiple constant sources indoors using ideal sensors. The model is applicable in most indoor environments that meet the following criteria: the indoor airflow field is steady and the contaminant can be treated as passive gas; the number of potential sources is limited and their locations are known; the emission rates of sources are constant and a limited number of ideal sensors are used. The model is essentially a linear programming model built on an analytical expression of indoor contaminant dispersion and uses a two-stage procedure for identification: (1) before a release event, using the analytical expression, only a limited number of time-consuming CFD simulations need to be conducted and (2) during a release event, using the measurements of several ideal sensors over a certain time period as inputs, the model can be solved in real-time. The model was numerically demonstrated and validated by case studies from which the following conclusions could be drawn:
1. The method has the potential to rapidly and accurately identify the locations and strengths of multiple constant contaminant sources indoors using a single or a limited number of ideal sensors. When more sensors are used, it is possible to obtain more accurate results and to cover a wider range of scenarios. 2. The accuracy of identification is closely related to the layout of sensors (number and positions). Also, the accuracy of identification would be improved only if the additional sensors are placed at appropriate positions, demonstrating the importance of developing a method to optimize the sensor layouts. 3. The identification accuracy depends heavily on the total sensor sampling time rather than on the sampling interval. Higher accuracy of identification can be obtained using a longer total sampling time.
For reaching a desirable accuracy of identification, the total sampling time should exceed a certain threshold. 4. The computing time of the method (with a personal computer) is expected to be a few seconds for most applications. In complex cases, the computing time can be reduced without decreasing the accuracy of identification by increasing the sampling interval.
The applicability of the theoretical model presented is limited by using ideal sensors, which were assumed capable of detecting minimal concentrations without error. In reality, the use of real sensors will make the problem of source identification much more complicated because contaminant concentrations below the sensor threshold are undetectable and measurement errors are inevitable. The research on identifying multiple indoor contaminant sources using real sensors is ongoing and will be reported in the near future.
