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Abstract
A symmetrized lattice of 2n points in terms of an irrational real number
α is considered in the unit square, as in the theorem of Davenport. If α
is a quadratic irrational, the square of the L2 discrepancy is found to be
c(α) log n + O (log log n) for a computable positive constant c(α). For the
golden ratio ϕ, the value
√
c(ϕ) log n yields the smallest L2 discrepancy of
any sequence of explicitly constructed finite point sets in the unit square. If
the partial quotients ak of α grow at most polynomially fast, the L
2 discrep-
ancy is found in terms of ak up to an explicitly bounded error term. It is also
shown that certain generalized Dedekind sums can be approximated using
the same methods. For a special generalized Dedekind sum with arguments
a, b an asymptotic formula in terms of the partial quotients of a
b
is proved.
1. Introduction. Consider an arbitrary finite set A ⊂ [0, 1]2 in the unit square.
For any x, y ∈ [0, 1] let
SA(x, y) = |A ∩ ([0, x)× [0, y))| (1)
denote the number of elements of A in the rectangle [0, x)×[0, y). A classical result
of K. Roth [8] in the theory of discrepancy is that for any finite set A ⊂ [0, 1]2 we
have ∫ 1
0
∫ 1
0
(SA(x, y)− |A|xy)2 dx dy > C · log |A| (2)
for some universal constant C > 0. The square root of the left hand side of (2) is
sometimes called the mean square discrepancy, or the L2 discrepancy of the set A.
Several constructions for the set A show that (2) is best possible up to a
constant factor, the first of which is due to H. Davenport. For a positive integer n
and an irrational real number α consider the set
1
A = A(n, α) =
{(
{±kα} , k
n
)
: 1 ≤ k ≤ n
}
(3)
of 2n points, where {x} denotes the fractional part of x. Davenport [5] shows
that if α is badly approximable, i.e. infm>0m ‖mα‖ > 0, where ‖x‖ denotes the
distance of x from the nearest integer, then for A as in (3) we have∫ 1
0
∫ 1
0
(SA(x, y)− |A|xy)2 dx dy < C(α) · log |A| (4)
for some positive constant C(α) depending only on α.
The purpose of this paper is to find the precise order of magnitude of the left
hand side of (4), where A is as in (3). We will work with a weaker assumption than
α being badly approximable, however: we will assume that the continued fraction
representation α = [a0; a1, a2, . . .] satisfies ak = O(k
d) for some constant d ≥ 0.
Note that α is badly approximable if and only if this condition holds with d = 0.
The motivation for this generality comes from the fact that the partial quotients
of Euler’s number e satisfy ak = O(k). In fact, there is a class of transcendental
numbers related to Euler’s number e, including e.g. e
2
n for every positive integer n,
the partial quotients of which satisfy the same condition. Since there are very few
classes of irrational numbers the continued fraction representations of which are
explicitly known, we wanted our results to hold for as many of them as possible.
2. The theorem of Davenport. The original proof of Davenport [5] of (4)
heavily uses the properties of the sequence ‖mα‖. The first step toward finding
the precise order of magnitude of the left hand side of (4) is to isolate its dependence
on ‖mα‖ as follows.
Theorem 1. Let α be an irrational real number. Suppose its continued fraction
representation α = [a0; a1, a2, . . .] satisfies ak = O(k
d) for some constant d ≥ 0.
For A as in (3) we have
∫ 1
0
∫ 1
0
(SA(x, y)− |A|xy)2 dx dy =
n∑
m=1
1
4π4m2 ‖mα‖2 +O
(
log2d n log logn
)
,
as n→∞. The implied constant depends only on α.
The proof of Theorem 1 is based on the observation that SA(x, y) is con-
stant on the horizontal stripes k
n
< y ≤ k+1
n
. This enables us to first integrate
(SA(x, y)− |A|xy)2 with respect to y on [0, 1], then apply the Parseval formula
on the function obtained of the variable x. The same idea is used in the original
2
proof of Davenport [5]. To isolate the specific Diophantine sum in Theorem 1, we
will need delicate estimates of certain trigonometric sums, however, which are not
present in the original paper.
3. Generalized Dedekind sums. A Diophantine sum similar to the one in The-
orem 1 appears in the study of generalized Dedekind sums. Following the notation
of [6] let Bn(x) denote the nth Bernoulli polynomial, defined e.g. recursively as
B0(x) = 1,
B′n(x) = nBn−1(x),
∫ 1
0
Bn(x) dx = 0 (5)
for every positive integer n. For relatively prime positive integers a, b and positive
integers p, q we define the generalized (inhomogeneous) Dedekind sum sp,q(a, b) as
sp,q(a, b) =
b−1∑
k=1
Bp
(
k
b
)
Bq
({
ak
b
})
. (6)
In the special case, when p = q is even, the generalized Dedekind sum can
be approximated by a Diophantine sum similar to the one in Theorem 1, with a
rational number α = a
b
.
Theorem 2. Let a, b be relatively prime positive integers, and let p ≥ 2 be an
even integer. Then
sp,p(a, b) =
2 (p!)2
(2π)2pbp−1
(
b−1∑
m=1
1
mp
∥∥ma
b
∥∥p + E
)
,
where the error satisfies 0 < E < 5 · 2p.
Applying integration by parts p times, and using the recursive definition (5) of
the Bernoulli polynomials it is easy to see that for any integer m 6= 0 their Fourier
coefficients are ∫ 1
0
Bp(x)e
−2πimx dx =
−p!
(2πim)p
.
Thus the Fourier series of Bp ({x}) is particularly simple:
Bp ({x}) =
∑
m6=0
−p!
(2πim)p
e2πimx (7)
for any real number x and any integer p ≥ 2. Moreover, the series is absolutely
convergent. The main idea in the proof of Theorem 2 is to replace Bp in the
definition (6) of sp,p(a, b) by its Fourier series (7).
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4. The Diophantine sum. We now turn our attention to the Diophantine sum
n∑
m=1
1
mp ‖mα‖p . (8)
J. Beck [2] studies the similar sum
n∑
m=1
1
m2 sin2(mπα)
in the special case, when α is a quadratic irrational. Since
n∑
m=1
1
m2 sin2(mπα)
=
n∑
m=1
1
π2m2 ‖mα‖2 +O(1)
with an absolute implied constant, his results are directly applicable. It is shown
([2] Proposition 3.2) that if α is a quadratic irrational, then
n∑
m=1
1
4π4m2 ‖mα‖2 = c(α) logn +O(1) (9)
for some positive constant c(α) depending only on α, where the implied constant
depends only on α as well. Several methods are known ([2] Chapter 3) to compute
c(α), e.g. ([2] 3.92 , 3.102) we have
c(
√
2) =
1
24
√
2 log
(
1 +
√
2
) , c(√3) = 1
12
√
3 log
(
2 +
√
3
) ,
c
(
1 +
√
5
2
)
=
1
30
√
5 log
(
1+
√
5
2
) .
A rather general result ([2] 3.2.1) is that for any prime p ≡ 3 (mod 4) such that
the class number h(p) = 1 we have
c(
√
p) =
p
π4 log ηp
ζK(2),
where ζK is the Dedekind zeta function, while ηp is the fundamental unit of the
real quadratic field K = Q
(√
p
)
.
We now offer a way to estimate the Diophantine sum (8) in terms of the con-
tinued fraction representation of α.
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Theorem 3. Let α be an arbitrary real number, and consider its (finite or infinite)
continued fraction representation α = [a0; a1, a2, . . .]. Let
pk
qk
= [a0; a1, . . . , ak−1]
denote the convergents to α. For any real number p > 1 and any positive integer
ℓ (which is at most the number of partial quotients in the case of a rational α) we
have ( ∑
0<m<qℓ
1
mp ‖mα‖p
) 1
p
=
( ∑
0<k<ℓ
ζ(2p)apk
) 1
p
+O
(
ℓ
1
p
)
,
where ζ is the Riemann zeta function. The implied constant is at most 6p 4p
2
(p−1)2 .
In the proof of Theorem 3 we will decompose the Diophantine sum into two
parts. For the terms where m is an integral multiple m = aqk of a convergent
denominator qk for some 0 < k < ℓ and a > 0 we have
1
(aqk)p ‖aqk‖p ≈
a
p
k
a2p
.
We will obtain the main term by summing over every positive integer a and over
0 < k < ℓ. The terms where m is not of the form m = aqk will be treated as an
error term.
Note that if the partial quotients ak of α are bounded, in particular if α is a
quadratic irrational, then the main term and the error term in Theorem 3 have
the same order of magnitude, making the result useless. If, however,
1
ℓ
∑
0<k<ℓ
a
p
k →∞,
in particular if α is Euler’s number e, then Theorem 3 evaluates the Diophantine
sum (8) up to an error of smaller order of magnitude.
5. Conclusions. We can easily combine Theorem 1, and the result (9) of J. Beck
or Theorem 3 with p = 2 to obtain the following.
Corollary 4. Let α be an irrational real number, and let A be as in (3).
(i) If α is a quadratic irrational, then
∫ 1
0
∫ 1
0
(SA(x, y)− |A|xy)2 dx dy = c(α) logn+O (log logn)
for some positive constant c(α), where c(α) and the implied constant depend
only on α.
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(ii) Suppose the continued fraction representation α = [a0; a1, a2, . . .] satisfies
ak = O
(
kd
)
for some constant d ≥ 0. Let pk
qk
= [a0; a1, a2, . . . , ak−1] denote
the convergents to α. If qℓ ≤ n < qℓ+1 then
∫ 1
0
∫ 1
0
(SA(x, y)− |A|xy)2 dx dy =
1
360
ℓ∑
k=1
a2k +O
(
logd+1 n+ log2d n log log n
)
.
The implied constant depends only on α.

Intuitively one expects that the smaller the partial quotients of α are, the
smaller the left hand side of (4) is. The most extreme case is that of the golden
ratio α = 1+
√
5
2
= [1; 1, 1, . . .], for which we have ([2] 3.102)
c
(
1 +
√
5
2
)
=
1
30
√
5 log
(
1+
√
5
2
) ≈ 0.030978.
Note that ([3] 2.61) numerical computations have already yielded the constant
0.030978 for an essentially identical construction for the set A, although it has
neither been supported by a rigorous proof, nor has it been identified as an explicit
expression. According to [7], as of 2016 every other known construction for a
sequence of finite sets A ⊂ [0, 1]2 satisfies
lim inf
|A|→∞
1
log |A|
∫ 1
0
∫ 1
0
(SA(x, y)− |A|xy)2 dx dy > 0.032.
Now let a, b be relatively prime positive integers, let p ≥ 2 be an even integer,
and consider the generalized Dedekind sum sp,p(a, b). From a computational point
of view, Theorem 2 is not an effective way of approximating sp,p(a, b): both defini-
tion (6) and the formula in Theorem 2 require the computation of a sum of b− 1
terms. If we consider the continued fraction representation a
b
= [a0; a1, . . . , aℓ],
however, we have that the last convergent is
pℓ+1
qℓ+1
= a
b
, therefore we can combine
Theorem 2 and Theorem 3 with qℓ+1 = b to obtain
6
sp,p(a, b) =
2(p!)2ζ(2p)
(2π)2pbp−1
ℓ∑
k=1
a
p
k

1 +O


(
1
ℓ
ℓ∑
k=1
a
p
k
)− 1
p



 (10)
with an implied constant depending only on p. Note that (10) requires the com-
putation of a sum of only ℓ = O (log b) terms. On the other hand, (10) is only
useful if the power mean of the partial quotients satisfies
(
1
ℓ
ℓ∑
k=1
a
p
k
) 1
p
→∞.
It is interesting to compare (10) to Barkan’s evaluation [1] of s1,1(a, b), which
roughly states
s1,1(a, b) =
1
12
ℓ∑
k=1
(−1)k+1ak +O(1). (11)
The proof of (11) is based on a reciprocity formula for s1,1(a, b), and in fact gives
the exact value without an error term. While various reciprocity formulas are
known for the generalized Dedekind sum sp,q(a, b) as well (see e.g. [6]), these
formulas do not yield an evaluation similar to (11). Although asymptotic formulas
for sp,q(a, b) are known (e.g. [6]), (10) seems to be the first asymptotic formula in
terms of the partial quotients of a
b
.
6. The proofs of the theorems. We start by stating the facts about continued
fractions to be used in the proofs. We follow the conventions of Cassels [4]. The
finite or infinite continued fraction representation of an arbitrary real number α
will be denoted by α = [a0; a1, a2, . . .]. In the case of a rational α it will not matter
which of the two possible representations is chosen. The convergents to α will be
denoted by
pk
qk
= [a0; a1, . . . , ak−1] = a0 +
1
a1 +
1
a2+
1
···+ 1ak−1
.
The properties of continued fractions to be used are the following.
Proposition 5. For an arbitrary real number α we have:
(i) If either k ≥ 2, or k = 1 and a1 > 1, then 1qk+1+qk ≤ ‖qkα‖ ≤ 1qk+1 .
(ii) We have q1 = 1, q2 = a1 and qk+1 = akqk + qk−1 for any k ≥ 2.
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(iii) For any k ≥ 2 we have pkqk−1 − qkpk−1 = (−1)k, and the numbers pk, qk are
relatively prime.
(iv) For any k ≥ 1 we have sign (qkα− pk) = (−1)k+1.
(v) For any k ≥ 1 we have q1 + q2 + · · ·+ qk ≤ 3qk.
(vi) For any k ≥ 2 we have
∑
0<m<qk
1
‖mα‖ ≤ 8qk log2(2qk).
(vii) For any k ≥ 2 and p > 1 we have
∑
0<m<qk
1
‖mα‖p ≤
4p+1
2p − 2q
p
k.
Proof: (i)-(iv) See e.g. [4] Chapter I.
(v) Summing the recurrence in (ii) we get
qk + qk−1 − q2 − q1 =
k−1∑
ℓ=2
aℓqℓ ≥
k−1∑
ℓ=2
qℓ,
2qk ≥ qk + qk−1 − q2 ≥
k−1∑
ℓ=1
qℓ.
Adding qk finishes the proof.
(vi)-(vii) For any 0 < m < qk we have ‖mα‖ ≥ ‖qk−1α‖ > 12qk . For any integer
n ≥ 0 consider the set
An =
{
0 < m < qk : 2
n 1
2qk
≤ ‖mα‖ < 2n+1 1
2qk
}
.
If 2n 1
2qk
> 1
2
, i.e. if n > log2 qk, then An = ∅.
For every m ∈ An consider the point in
[−1
2
, 1
2
)
equivalent to mα modulo 1.
All these points belong to the interval
(
−2n+1 1
2qk
, 2n+1 1
2qk
)
of length 2
n+1
qk
. On the
8
other hand, the distance of any two points is larger, than 1
2qk
. Indeed, otherwise
there would exist integers 0 < m < m′ < qk such that ‖(m′ −m)α‖ ≤ 12qk . Hence
by the pigeonhole principle we have |An| ≤ 2n+2.
First consider∑
0<m<qk
1
‖mα‖ =
∑
0≤n≤log2 qk
∑
m∈An
1
‖mα‖ ≤
∑
0≤n≤log2 qk
2qk
2n
2n+2 ≤ 8qk log2(2qk).
Finally,
∑
0<m<qk
1
‖mα‖p =
∑
0≤n≤log2 qk
∑
m∈An
1
‖mα‖p ≤
∞∑
n=0
(2qk)
p
2pn
2n+2 =
4p+1
2p − 2q
p
k.

Proof of Theorem 1: Elementary calculation shows that for any real number S
and any integer 0 ≤ k ≤ n− 1 we have
∫ k+1
n
k
n
(S − 2nxy)2 dy = 1
n
(S − 2kx)2 − 2
n
(S − 2kx)x+ 4
3n
x2. (12)
From the definition (1) of SA(x, y) it is clear that for any 0 ≤ x ≤ 1 and any
k
n
< y ≤ k+1
n
we have SA(x, y) = SA
(
x, k+1
n
)
. To compute the double integral in
the theorem, we can thus substitute S = SA
(
x, k+1
n
)
in (12), integrate with respect
to x on [0, 1], and sum over 0 ≤ k ≤ n − 1. Let us introduce a notation for the
first two terms obtained:
M =
1
n
n−1∑
k=0
∫ 1
0
(
SA
(
x,
k + 1
n
)
− 2kx
)2
dx,
L = −2
n
n−1∑
k=0
∫ 1
0
(
SA
(
x,
k + 1
n
)
− 2kx
)
x dx.
Since the contribution of 4
3n
x2 in (12) is clearly bounded, we have∫ 1
0
∫ 1
0
(SA(x, y)− |A|xy)2 dx dy =M + L+O (1) . (13)
Now we compute the main term M and estimate L. From the definition (1) of
SA we can see that
9
SA
(
x,
k + 1
n
)
− 2kx =
k∑
j=1
(
χ[0,x) ({jα}) + χ[0,x) ({−jα})− 2x
)
,
where χ denotes the characteristic function of a set. Elementary integration shows∫ 1
0
(
χ[0,x) ({jα}) + χ[0,x) ({−jα})− 2x
)
dx = 0,
∫ 1
0
(
χ[0,x) ({jα}) + χ[0,x) ({−jα})− 2x
)
e−2πimx dx =
cos(2mjπα)
πim
for any integer m 6= 0. Summing over 1 ≤ j ≤ k we obtain the Fourier coefficients∫ 1
0
(
SA
(
x,
k + 1
n
)
− 2kx
)
dx = 0,
∫ 1
0
(
SA
(
x,
k + 1
n
)
− 2kx
)
e−2πimx dx =
sin ((2k + 1)mπα)
2πim sin(mπα)
+O
(
1
|m|
)
for any integer m 6= 0. Note that | sin(mπα)| ≥ 2 ‖mα‖.
Since the Fourier coefficients of x are O
(
1
|m|
)
, the Parseval formula yields
L = O
( ∞∑
m=1
1
m2 ‖mα‖
)
. (14)
Applying the Parseval formula again we obtain
M =
1
n
n−1∑
k=0
∞∑
m=1
sin2 ((2k + 1)mπα)
2π2m2 sin2(mπα)
+O
( ∞∑
m=1
1
m2 ‖mα‖
)
. (15)
The error terms in (14) and (15) can be estimated as
∞∑
m=1
1
m2 ‖mα‖ =
∞∑
k=1
∑
qk≤m<qk+1
1
m2 ‖mα‖ ≤
∞∑
k=1
1
q2k
∑
0<m<qk+1
1
‖mα‖ . (16)
Using Proposition 5 (vi), qk+1 = O (akqk) = O
(
kdqk
)
, and the fact that qk is at
least as big as the kth Fibonacci number, it is easy to see that (16) is O(1). Thus
(13)-(15) yield
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∫ 1
0
∫ 1
0
(SA(x, y)− |A|xy)2 dx dy = 1
n
n−1∑
k=0
∞∑
m=1
sin2 ((2k + 1)mπα)
2π2m2 sin2(mπα)
+O(1). (17)
We now estimate the tail of the infinite series in (17). Note that
sin2 ((2k + 1)mπα)
sin2(mπα)
=
∣∣∣∣∣
2k∑
j=0
e2πijmα
∣∣∣∣∣
2
= 2k + 1 +
∑
0≤j1,j2≤2k
j1 6=j2
e2πi(j1−j2)mα.
Hence the partial sums satisfy
cℓ =
ℓ∑
m=1
sin2 ((2k + 1)mπα)
sin2(mπα)
= (2k + 1)ℓ+
∑
0≤j1,j2≤2k
j1 6=j2
e2πi(j1−j2)ℓα − 1
1− e−2πi(j1−j2)α =
O

kℓ+ ∑
0≤j1,j2≤2k
j1 6=j2
1
‖(j1 − j2)α‖

 = O
(
kℓ+ k
2k∑
j=1
1
‖jα‖
)
.
Proposition 5 (vi) and ak = O(k
d) thus yield cℓ = O
(
kℓ+ k2 logd+1 k
)
. Applying
summation by parts on the infinite series in (17) starting at m = ⌊k√log k⌋ we get
∞∑
m=⌊k√log k⌋
1
2π2m2
· sin
2 ((2k + 1)mπα)
sin2(mπα)
=
−c⌊k√log k⌋−1 ·
1
2π2⌊k√log k⌋2 +
∞∑
m=⌊k√log k⌋
cm ·
(
1
2π2m2
− 1
2π2(m+ 1)2
)
=
O

logd k + ∞∑
m=⌊k√log k⌋
km+ k2 logd+1 k
m3

 = O (logd k) .
Therefore we can replace the infinite series in (17) by a finite sum to obtain
∫ 1
0
∫ 1
0
(SA(x, y)− |A|xy)2 dx dy =
11
1n
n−1∑
k=0
∑
1≤m≤n√logn
sin2 ((2k + 1)mπα)
2π2m2 sin2(mπα)
+O(logd n). (18)
Let us switch the order of summation in (18), and use the trigonometric identity
n−1∑
k=0
sin2 ((2k + 1)x) =
n
2
− sin(4nx)
4 sin(2x)
with x = mπα to get∫ 1
0
∫ 1
0
(SA(x, y)− |A|xy)2 dx dy =
∑
1≤m≤n√logn
1
4π2m2 sin2(mπα)
+
O

 1
n
∑
1≤m≤n√logn
|sin(4nmπα)|
m2 |sin(2mπα)|3 + log
d n

 . (19)
We first estimate the terms 1 ≤ m ≤ n
log3d n
in the error. We have
1
n
∑
1≤m≤ n
log3d n
|sin(4nmπα)|
m2 |sin(2mπα)|3 = O

 ∑
1≤m≤ 2n
log3d n
1
nm2 ‖mα‖3

 =
O

 ∑
k
qk≤
2n
log3d n
∑
qk≤m<qk+1
1
nm2 ‖mα‖3

 = O

 ∑
k
qk≤
2n
log3d n
1
nq2k
∑
0<m<qk+1
1
‖mα‖3

 .
(20)
Using Proposition 5 (vii), q3k+1 = O
(
log3d n · q3k
)
and Proposition 5 (v) one can see
that (20) is O(1). We can estimate the terms n
log3d n
≤ m ≤ n√log n in the error
of (19) by applying | sin(4nmπα)| ≤ 2n |sin(2mπα)| to get
∫ 1
0
∫ 1
0
(SA(x, y)− |A|xy)2 dx dy =
n∑
m=1
1
4π2m2 sin2(mπα)
+
O

 ∑
n
log3d n
≤m≤2n√logn
1
m2 ‖mα‖2 + log
d n

 . (21)
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Finally, we need to estimate the error in (21). We can use Proposition 5
(vii) again to estimate the terms as m runs between two consecutive convergent
denominators as∑
qk≤m<qk+1
1
m2 ‖mα‖2 ≤
1
q2k
∑
0<m<qk+1
1
‖mα‖2 = O
(
k2d
)
= O
(
log2d n
)
.
The recurrence in Proposition 5 (ii) yields qk+2
qk
= ak+1qk+1+qk
qk
≥ 2, which in
turn shows that the number of convergent denominators which fall in the interval[
n
log3d n
, 2n
√
log n
]
is O (log log n). Thus the error in (21) is O
(
log2d n log logn
)
,
hence∫ 1
0
∫ 1
0
(SA(x, y)− |A|xy)2 dx dy =
n∑
m=1
1
4π2m2 sin2(mπα)
+O
(
log2d n log log n
)
.
Finally, note that
n∑
m=1
1
4π2m2 sin2(mπα)
=
n∑
m=1
1
4π4m2 ‖mα‖2 +O(1).

Proof of Theorem 2: Since Bp(0) = 0, we can change the lower limit of sum-
mation in the definition (6) of sp,p(a, b) to k = 0. Substituting the Fourier series
(7) of Bp ({x}) in (6) we obtain
sp,p(a, b) =
∑
m6=0
∑
ℓ 6=0
(p!)2
(2π)2pmpℓp
b−1∑
k=0
e2πi
ℓ+am
b
k.
Note that the inner sum is zero whenever b ∤ ℓ+ am, therefore
sp,p(a, b) =
(p!)2b
(2π)2p
∑
m6=0
∑
ℓ 6=0
b|ℓ+am
1
mpℓp
. (22)
It is easy to see that the sum of all the terms in (22) such that b | m is
(p!)2
(2π)2pb2p−1
4ζ(p)2.
For every term in (22) such that b ∤ m we have that the inner sum is over integers
ℓ = jb− am, as j runs in Z. Thus
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sp,p(a, b) =
(p!)2
(2π)2pbp−1

∑
b∤m
∑
j∈Z
1
mp
(
j − a
b
m
)p + 4
bp
ζ(p)2

 . (23)
Note that for any c 6∈ Z we have
1
‖c‖p ≤
∑
j∈Z
1
(j − c)p ≤
1
‖c‖p +
( ∞∑
k=1
1
kp
+
∞∑
k=0
1(
k + 1
2
)p
)
=
1
‖c‖p + 2
pζ(p).
Applying this with c = a
b
m in (23) we get
sp,p(a, b) =
(p!)2
(2π)2pbp−1

∑
b∤m
1
mp
∥∥ma
b
∥∥p + A


for some
0 < A < 2p+1ζ(p)2 +
4
bp
ζ(p).
The terms indexed by m and −m are equal. Thus
sp,p(a, b) =
2(p!)2
(2π)2pbp−1

 b−1∑
m=1
1
mp
∥∥ma
b
∥∥p +
∞∑
k=1
∑
kb<m<(k+1)b
1
mp
∥∥ma
b
∥∥p + A2

 .
Here we have ∑
kb<m<(k+1)b
1
mp
∥∥ma
b
∥∥p ≤ 1kpbp
∑
kb<m<(k+1)b
1∥∥ma
b
∥∥p .
Since (a, b) = 1, as m runs in kb < m < (k + 1)b, the numbers ma fall into each
nonzero residue class modulo b exactly once. Therefore the sum is
1
kpbp
b−1∑
j=1
1∥∥ j
b
∥∥p ≤ 2kp ζ(p).
Hence
sp,p(a, b) =
2(p!)2
(2π)2pbp−1
(
b−1∑
m=1
1
mp
∥∥ma
b
∥∥p + E
)
for some
0 < E < 2ζ(p)2 + 2pζ(p)2 +
2
bp
ζ(p) < 5 · 2p.

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Proof of Theorem 3: First suppose ℓ ≥ 2 and qℓ ≥ 2, and consider the sum
∑
qℓ≤m<qℓ+1
1
mp ‖mα‖p . (24)
Let us introduce the notation εℓ = qℓα− pℓ. Then
‖mα‖ =
∥∥∥∥mpℓqℓ +
mεℓ
qℓ
∥∥∥∥ .
We will decompose the sum (24) using the index sets
A =
{
qℓ ≤ m < qℓ+1 : mpℓ 6≡ 0, (−1)ℓ (mod qℓ)
}
,
B =
{
qℓ ≤ m < qℓ+1 : mpℓ ≡ (−1)ℓ (mod qℓ)
}
,
C = {qℓ ≤ m < qℓ+1 : mpℓ ≡ 0 (mod qℓ)} .
Consider the sum over m ∈ A first. The assumption qℓ ≥ 2 and Proposition 5
(i) imply that for any qℓ ≤ m < qℓ+1∣∣∣∣mεℓqℓ
∣∣∣∣ = m ‖qℓα‖qℓ <
1
qℓ
.
(Note that if qℓ = 1 then pℓ might not be the integer closest to qℓα.) Using the
definition of A and the fact that sign εℓ = (−1)ℓ+1 from Proposition 5 (iv), we thus
get that
‖mα‖ =
∥∥∥∥mpℓqℓ +
mεℓ
qℓ
∥∥∥∥ ≥ 12
∥∥∥∥mpℓqℓ
∥∥∥∥
for any m ∈ A. Hence
∑
m∈A
1
mp ‖mα‖p =
∞∑
a=1
∑
aqℓ≤m<(a+1)qℓ
m∈A
1
mp ‖mα‖p ≤
∞∑
a=1
1
apq
p
ℓ
∑
aqℓ<m<(a+1)qℓ
2p∥∥∥mpℓqℓ
∥∥∥p .
Since pℓ and qℓ are relatively prime, as m runs in aqℓ < m < (a+1)qℓ, the numbers
mpℓ fall into each nonzero residue class modulo qℓ exactly once. Thus the sum
satisfies
∑
m∈A
1
mp ‖mα‖p ≤
∞∑
a=1
1
apq
p
ℓ
qℓ−1∑
j=1
2p∥∥∥ jqℓ
∥∥∥p ≤
∞∑
a=1
2p+1
ap
ζ(p) = 2p+1ζ(p)2. (25)
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Consider now the sum over m ∈ B. Taking the equation
pℓqℓ−1 − qℓpℓ−1 = (−1)ℓ
from Proposition 5 (iii) modulo qℓ, we learn that the multiplicative inverse of pℓ in
the ring Zqℓ is (−1)ℓqℓ−1. This means that
B = {aqℓ + qℓ−1 : 1 ≤ a ≤ aℓ − 1} .
Indeed, the choice a = aℓ would result in aℓqℓ + qℓ−1 = qℓ+1 which is outside the
interval qℓ ≤ m < qℓ+1. For any element m = aqℓ + qℓ−1 ∈ B we thus have
‖mα‖ =
∥∥∥∥(−1)ℓqℓ +
(aqℓ + qℓ−1)εℓ
qℓ
∥∥∥∥ = 1− qℓ−1|εℓ|qℓ − a|εℓ|.
Rearranging the inequality
|εℓ| = ‖qℓα‖ ≤ 1
qℓ+1
=
1
aℓqℓ + qℓ−1
from Proposition 5 (i), we get
aℓqℓ|εℓ| ≤ 1− qℓ−1|εℓ|,
which in turn shows that for any m = aqℓ + qℓ−1 ∈ B we have
‖mα‖ ≥ (aℓ − a)|εℓ|.
Therefore we have
∑
m∈B
1
mp ‖mα‖p ≤
aℓ−1∑
a=1
1
apq
p
ℓ (aℓ − a)p|εℓ|p
≤ 2
p+1
a
p
ℓq
p
ℓ |εℓ|p
ζ(p).
Proposition 5 (i), (ii) imply
|εℓ| = ‖qℓα‖ ≥ 1
(aℓ + 1)qℓ + qℓ−1
≥ 1
3aℓqℓ
, (26)
hence
∑
m∈B
1
mp ‖mα‖p ≤ 2 · 6
pζ(p). (27)
The sum over m ∈ C will be the main term of (24). We have
16
C = {aqℓ : 1 ≤ a ≤ aℓ} ,
since the choice a = aℓ+ 1 would result in (aℓ +1)qℓ > aℓqℓ + qℓ−1 = qℓ+1. For any
m = aqℓ ∈ C we have
‖mα‖ =
∥∥∥∥mεℓqℓ
∥∥∥∥ = a|εℓ|,
therefore
∑
m∈C
1
mp ‖mα‖p =
∞∑
a=1
1
a2pq
p
ℓ |εℓ|p
−
∞∑
a=aℓ+1
1
a2pq
p
ℓ |εℓ|p
.
Using (26) again we obtain∣∣∣∣∣
∑
m∈C
1
mp ‖mα‖p −
1
q
p
ℓ |εℓ|p
ζ(2p)
∣∣∣∣∣ ≤
∫ ∞
aℓ
1
x2pq
p
ℓ |εℓ|p
dx ≤ 3
p
2p− 1 .
To estimate the main term, use Proposition 5 (i), (ii) to get
1
(aℓ + 2)qℓ
≤ |εℓ| = ‖qℓα‖ ≤ 1
aℓqℓ
,
0 ≤ 1
q
p
ℓ |εℓ|p
− apℓ ≤ (aℓ + 2)p − apℓ ≤ 2p3p−1ap−1ℓ .
Hence we have∣∣∣∣∣
∑
m∈C
1
mp ‖mα‖p − ζ(2p)a
p
ℓ
∣∣∣∣∣ ≤ 3
p
2p− 1 + 2p3
p−1ζ(2p)ap−1ℓ . (28)
(25), (27) and (28), together with the trivial estimate
2p+1ζ(p)2 + 2 · 6pζ(p) + 3
p
2p− 1 + 2p3
p−1ζ(2p) < 6p
4p2
(p− 1)2
show that ∣∣∣∣∣
∑
qℓ≤m<qℓ+1
1
mp ‖mα‖p − ζ(2p)a
p
ℓ
∣∣∣∣∣ < 6p 4p
2
(p− 1)2 · a
p−1
ℓ (29)
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holds whenever ℓ ≥ 2 and qℓ ≥ 2.
We now claim that (29) in fact holds for every ℓ ≥ 1. We have to distinguish
between two cases. If a1 > 1, then 1 = q1 < q2 < . . ., thus we need to prove (29)
for ℓ = 1 only. If, on the other hand, a1 = 1, then 1 = q1 = q2 < q3 < . . ., thus we
have to prove (29) for ℓ = 1, 2.
Suppose that a1 > 1. Recalling the algorithm for finding the continued fraction
representation of α, we have
1
a1 + 1
≤ α− a0 ≤ 1
a1
.
Hence for any 1 ≤ m ≤ a1
2
we have
m
a1 + 1
≤ ‖mα‖ = mα−ma0 ≤ m
a1
,
0 ≤ 1
mp ‖mα‖p −
a
p
1
m2p
≤ (a1 + 1)
p − ap1
m2p
≤ p2
p−1
m2p
a
p−1
1 .
On the other hand, if a1+1
2
≤ m ≤ a1 − 1, then
a1 −m
a1
≤ ‖mα‖ = |mα−ma0 − 1| ≤ a1 + 1−m
a1 + 1
.
Therefore ∣∣∣∣∣
∑
q1≤m<q2
1
mp ‖mα‖p − ζ(2p)a
p
1
∣∣∣∣∣ ≤
∑
1≤m≤ a1
2
p2p−1
m2p
a
p−1
1 +
∑
m≥ a1+1
2
a
p
1
m2p
+
∑
a1+1
2
≤m≤a1−1
a
p
1
mp(a1 −m)p ≤ 6
p 4p
2
(p− 1)2a
p−1
1 .
Finally, suppose that a1 = 1. Then (29) is clearly true for ℓ = 1. We have
q1 = q2 = 1 and q3 = a2 + 1, thus we need to consider
∑
q2≤m<q3
1
mp ‖mα‖p =
a2∑
m=1
1
mp ‖mα‖p .
Recalling the algorithm for finding the continued fraction representation of α, we
have
1
a2 + 1
≤ 1
α− a0 − 1 ≤
1
a2
,
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−1
a2 + 1
≤ α− a0 − 1 ≤ −1
a2 + 2
.
Hence for any 1 ≤ m ≤ a2+1
2
we have
m
a2 + 2
≤ ‖mα‖ = |mα−ma0 −m| ≤ m
a2 + 1
,
0 ≤ 1
mp ‖mα‖p −
a
p
2
m2p
≤ (a2 + 2)
p − ap2
m2p
≤ 2p3
p−1ap−12
m2p
.
On the other hand, if a2+2
2
≤ m ≤ a2, then
a2 + 1−m
a2 + 1
≤ ‖mα‖ = mα−ma0 −m+ 1 ≤ a2 + 2−m
a2 + 2
.
Therefore ∣∣∣∣∣
∑
q2≤m<q3
1
mp ‖mα‖p − ζ(2p)a
p
2
∣∣∣∣∣ ≤
∑
1≤m≤ a2+1
2
2p3p−1ap−12
m2p
+
∑
m≥ a2+2
2
a
p
2
m2p
+
∑
a2+2
2
≤m≤a2
(a2 + 1)
p
mp(a2 + 1−m)p ≤ 6
p 4p
2
(p− 1)2a
p−1
2 .
This finishes the proof of the fact that (29) holds for every integer ℓ ≥ 1.
Summing (29) we obtain∣∣∣∣∣
∑
0<m<qℓ
1
mp ‖mα‖p −
∑
0<k<ℓ
ζ(2p)apk
∣∣∣∣∣ ≤ 6p 4p
2
(p− 1)2
∑
0<k<ℓ
a
p−1
k .
Using the general inequality |A− B| ≤ |Ap−Bp|
Bp−1
, which holds for any positive reals
A,B, we get∣∣∣∣∣∣
( ∑
0<m<qℓ
1
mp ‖mα‖p
) 1
p
−
( ∑
0<k<ℓ
ζ(2p)apk
) 1
p
∣∣∣∣∣∣ ≤ 6p
4p2
(p− 1)2 ·
∑
0<k<ℓ a
p−1
k(∑
0<k<ℓ ζ(2p)a
p
k
) p−1
p
.
Finally, the inequality
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(
1
ℓ− 1
∑
0<k<ℓ
a
p−1
k
) 1
p−1
≤
(
1
ℓ− 1
∑
0<k<ℓ
a
p
k
) 1
p
yields
6p
4p2
(p− 1)2
∑
0<k<ℓ a
p−1
k(∑
0<k<ℓ ζ(2p)a
p
k
) p−1
p
≤ 6p 4p
2
(p− 1)2 (ℓ− 1)
1
p .

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