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Transient stability is the ability of the power system to maintain synchronism when 
subjected to a severe transient disturbance such as transmission line shortage, loss of a 
transmission line, loss of generation, or loss of a large load. Loss of synchronism due to transient 
instability is very dangerous because it can lead to a widespread power outage, and moreover it 
is extremely fast to manifest and affect the system, usually within 2 to 3 seconds of the initial 
disturbance. As a result, the best approach to deal with transient instability is to detect and 
prevent it before it actually happens. The BCU (Boundary of stability region based Controlling 
Unstable equilibrium point) method for direct analysis of power system transient stability 
prevails over existing assessment methods due to (1) its fast computational speed, (2) its ability 
to provide conservative index for degree of stability, and (3) its ability to provide useful 
information regarding how to derive enhancement control actions. In this thesis work, we expand 
the applicability of the BCU method to a wider range of power system applications and models, 
by providing numerical illustrations, conducting critical evaluations, and developing new 
solution methods. We propose new BCU-based methods for enhancing power system transient 
stability based on the TSCOPF (transient stability constrained optimal power flow) and direct 
generation rescheduling frameworks. Our methods combine the advantages of the traditional 
transient stability enhancement/preventive control schemes with that of the dynamic and 
geometric characteristics of the stability regions of the corresponding power system transient 
 stability model. Our methods were tested on several practical power systems with large 
contingency lists and the advantages of using this novel framework are clearly evident. This 
framework not only significantly improves the computational aspects of the algorithm (i.e. 
speed, and the ability to handle large-scale power systems with large contingency lists), but also 
enhances the overall accuracy in enforcing transient stability within the methods. Numerical 
studies of the stability regions for various power system models are also conducted to illustrate 
the CUEP method for DAE system, and to evaluate several CUEP-based direct methods in 
approximating relevant stability boundaries. 
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CHAPTER 1  
Introduction 
 
1.1   Transient Stability in Power Systems 
 Transient stability analysis is associated with the ability of a power system to maintain its 
machine synchronism following a large disturbance, or a fault. The mathematical model for 
transient stability is described by either a set of nonlinear differential algebraic equations (DAE) 
or ordinary differential equations (ODE). There are three stages in transient stability analysis: 
pre-fault stage, fault-on stage, and post-fault stage [1]. Mathematically, the transient stability of a 
power system can be determined by checking the initial state of the post-fault trajectory. If this 
point lies inside the stability region of the post-fault stable equilibrium point (SEP), then the 
post-fault system trajectory is stable.  
 The three stages in power system transient stability analysis are illustrated in Figure 1.1 
and can be mathematically described as follows:  
 
1. Pre-Fault 
 In the pre-fault stage, the system is operating at a pre-fault SEP or 
pre
sx . The dynamics of 
this stage is described by: 
 
2
1( ), 0,
nx F x t x R    (1.1) 
 
where (0)
pre
sx x , and state variables are machine angles and angular speeds.  
 
2 
 
2. Fault-On 
 At 0t  , the system experiences a large disturbance and enters the fault-on stage whose 
dynamics are governed by 
 2( ), (0) , 0
pre
s clx F x x x t t     (1.2) 
 
where clt  is the time when the protective system is activated. It should be noted that the fault-on 
stage can also be modeled as several sub-stages when multiple protective devices are activated at 
different times. For now, we only consider a single-stage fault-on period. 
 
3. Post-Fault 
 When the fault or disturbance is cleared, the system enters the last stage whose dynamics 
are described by 
 ( ), clx f x t t   (1.3) 
 
In this stage, the system is assumed to have a post-fault SEP at
post
sx . 
 The fundamental issue of transient stability analysis is whether the system trajectory, 
starting at the post-fault initial state ( )clx t , will be able to settle down at
post
sx . This can be 
expressed using the concept of the stability region. The stability region (or the region of 
attraction ( )
post
sA x ) of the post fault stable equilibrium point 
post
sx  is defined as the set of points 
from which the trajectories converge to 
post
sx . The goal of transient stability analysis is to 
determine whether the initial point of the post-fault trajectory is located inside the stability region 
of the post-fault SEP, 
post
sx . Therefore it can be mathematically expressed by checking the 
following condition: 
 ( ) ( )
post
cl sx t A x  (1.4) 
3 
 
 
 The methods for transient stability assessment can be categorized into two main 
approaches; the time-domain approach, and the direct methods. In the time-domain approach, 
complete numerical integrations must be performed at every stage of transient stability analysis. 
Although this may result in great accuracy in assessing stability, the speed performance suffers 
due to large computational requirements. Moreover, the time-domain approach does not provide 
any measurement for the degree of stability (which indicates how stable (or unstable) the post-
fault system is). The direct methods have been developed to overcome these limitations. By 
providing an approximation of the stability boundary, direct methods can assess stability without 
having to rely on numerical integrations during the post-fault stage. The stability boundary 
approximation can be used to provide degrees of stability of the system as well. The PEBS 
method [49], the closest UEP method [12, 47, 94], and the controlling UEP method [13, 50] are 
energy function based direct methods. Some of the non-energy function based methods include 
the hyperplane method [51, 52], a quadratic approximation approach [53, 54] and a normal form 
 
 
Figure 1.1 Three stages in transient stability analysis. The sustained fault-on trajectory moves 
towards the stability boundary ( )
post
sA x  of post-fault SEP, 
post
sx . If the initial point of the post-
fault trajectory lies inside the stability region, or ( ) ( )
post
cl sx t A x , then the post-fault trajectory 
converges to 
post
sx and the system is stable after fault. However, if the fault-on trajectory exits the 
stability region of 
post
sx , then ( ) ( )
post
cl sx t A x  and the system becomes unstable after fault. 
 
 
 
4 
 
approach [55, 56]. The transient stability status of a power system with respect to a fault (or a 
contingency) can be assessed by these methods and categorized as following: 
 
1) Secure: The critical clearing time (CCT) of the system with respect to the contingency is 
much larger than the fault clearing time. A secure contingency is considered safe and 
does not require any further actions. 
2) Critical: The CCT of the system with respect to the contingency is slightly larger than the 
fault clearing time. Although a critical contingency is considered safe, it is still close to 
instability and can be undesirable. Enhancement control actions can be taken to increase 
the stability margin. The result is a new system configuration with a larger CCT and 
hence improved transient stability. 
3) Insecure: The CCT of the system with respect to the contingency is smaller than the fault 
clearing time. The system will become unstable if the contingency occurs. An insecure 
contingency is considered dangerous and it is crucial that a preventive control action 
must be taken to bring the CCT to a safe value. 
 
Generally, it takes around 5-8 cycles or 0.083-0.133 second for a 60 Hz system, typical 
fault clearing times, before the protective relay system is activated to clear a fault. To ensure 
transient stability, the fault clearing time must be smaller than the system’s CCT. This guarantees 
the post-fault trajectory to stay inside the post-fault stability region and to asymptotically 
converge to a post-fault stable operating point, or a post-fault SEP. When a contingency is 
considered critical or unstable, a control action should be immediately taken to move the 
insecure (or critical) operating point to a new configuration with better transient stability profile. 
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1.2   BCU Method 
A boundary of stability region based controlling unstable equilibrium point method (BCU 
method) for direct analysis of power system transient stability was proposed in [13].  The BCU 
method is an energy function based direct method that gives direct transient stability assessment 
via the critical potential energy value at the controlling unstable equilibrium point (CUEP), a 
UEP on the post-fault stability boundary whose stable manifold is intersected by the fault-on 
trajectory. The features distinguishing the BCU method from other existing direct methods are as 
following: 
1) It is capable of consistently computing the exact CUEP relative to a fault-on 
trajectory.  
2) It has a sound theoretical basis which can be found in [6, 13, 14].  
 
1.2.1 The BCU methodology [6, 13, 14] 
 The BCU method finds the CUEP of the original system via a reduced-state system 
whose CUEP is computationally cheaper and easier to obtain. A general network-preserving 
transient stability model with losses can be described by a set of nonlinear differential algebraic 
equations (DAE) shown in (1.5). 
 
1
2
3
4
0 ( , , , ) ( , , , )
0 ( , , , ) ( , , , )
( , , , ) ( , , , )
( , , , ) ( , , , )
U
u w x y g u w x y
u
U
u w x y g u w x y
w
U
Tx u w x y g u w x y
x
y z
U
Mz Dz u w x y g u w x y
y

  


  


  



   

 
(1.5) 
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where ( , , , )U u w x y  is a scalar function, and ( , , , )g u w x y  represents transfer conductances.  In 
developing a BCU method for a given power system stability model, an associated reduced-state 
model must be defined. The DAE system in (1.6) is the corresponding reduced-state system of 
the DAE system in (1.5).  
 
1
2
3
4
0 ( , , , ) ( , , , )
0 ( , , , ) ( , , , )
( , , , ) ( , , , )
( , , , ) ( , , , )
U
u w x y g u w x y
u
U
u w x y g u w x y
w
U
Tx u w x y g u w x y
x
U
y u w x y g u w x y
y

  


  


  


  

 (1.6) 
 
It is shown in [6] that the original model in (1.5) and the artificial, reduced-state model in 
(1.6) satisfy the following static and dynamic properties. 
Static Properties ([6], p.280) 
(S1) The locations of the equilibrium points of the reduced-state model correspond to the 
locations of the equilibrium points of the original model. 
(S2) The types of equilibrium points of the reduced-state model are the same as those of 
the original model. 
 
Dynamic Properties ([6], p.281) 
(D1) There exists an energy function for the artificial, reduced-state model. 
(D2) An equilibrium point, say ( , , , )u w x y  is on the stability boundary ( , , , )s s s sA u w x y  of 
the reduced-state model in (1.6) if and only if the equilibrium point ( , , , ,0)u w x y  is 
on the stability boundary of ( , , , ,0)s s s sA u w x y  of the original model in (1.5). 
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(D3) It is computationally feasible to detect efficiently the point at which the projected 
fault-on trajectory ( ( ), ( ), ( ), ( ))u t w t x t y t  intersects the stability boundary 
( , , , )s s s sA u w x y  of the post-fault reduced-state model. 
 
 These static and dynamic properties allow the BCU method to compute the CUEP of the 
original model (1.5) by computing the CUEP of the artificial, reduced-state model (1.6). The 
BCU method then relates the CUEP of the reduced-state model to the CUEP of the original 
model. There are several ways to numerically implement the conceptual network-preserving 
BCU method described in [6]. The following numerical BCU method is implemented and used 
extensively in this thesis. 
 
A Numerical BCU Method ([6] p.301) 
Step 1: Construct a numerical energy function ( , , , , )numW u w x y z  for the original post-fault 
system: 
 
1
( , , , , ) ( , , , )
2
T
num numW u w x y z z Mz U u w x y   (1.7) 
 
where the scalar function ( , , , )numU u w x y  is the numerical energy function for the 
reduced-state model. 
Step 2: From the fault-on  trajectory ( ( ), ( ), ( ), ( ), ( ))u t w t x t y t z t  of the original system, detect 
the exit point ( *, *, *, *, *)u w x y z  at which the projected trajectory 
( ( ), ( ), ( ), ( ))u t w t x t y t  reaches the first local maximum of the numerical potential 
energy function ( , , , )numU u w x y . 
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Step 3: Use the point ( *, *, *, *)u w x y  as the initial condition and integrate the post-fault, 
reduced-state system (1.6) to the first local minimum of the norm of the post-fault, 
reduced-state system. Let the local minimum be 0 0 0 0( *, *, *, *)u w x y  
Step 4: Use the point 0 0 0 0( *, *, *, *)u w x y  as the initial guess to solve the following set of 
nonlinear algebraic equations. Let the solution be 0 0 0 0( *, *, *, *)C C C Cu w x y . 
 
1
2
3
4
( , , , ) ( , , , )
( , , , ) ( , , , )
( , , , ) ( , , , )
( , , , ) ( , , , ) 0
U
u w x y g u w x y
u
U
u w x y g u w x y
w
U
u w x y g u w x y
x
U
u w x y g u w x y
y




 


 


  

 (1.8) 
 
 
Step 5: The CUEP relative to the fault-on trajectory ( ( ), ( ), ( ), ( ), ( ))u t w t x t y t z t  of the original 
model is 0 0 0 0( *, *, *, *,0)C C C Cu w x y . 
Step 6: The critical energy crv  is the numerical energy function value at CUEP, 
0 0 0 0( *, *, *, *,0)cr num C C C Cv W u w x y . 
Step 7: Calculate the numerical energy function at the time of fault clearance clt  using the 
fault on trajectory ( ( ), ( ), ( ), ( ), ( ))f num cl cl cl cl clv W u t w t x t y t z t . 
Step 8: If f crv v  then the post-fault trajectory is considered stable. Otherwise, it may be 
unstable. 
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1.2.2 An illustrative example 
Consider a network-preserving model of the 3-machine WSCC9 system [2], with 
constant impedance load model and a uniform damping of 0.1. The contingency being 
considered is where bus 8 is shorted during the fault-on stage, and line 8-7 is tripped to clear the 
fault. The state variables are machine rotor angles and speeds 1 2 3 1 2 3( , , , , , )      . The network 
or algebraic variables are terminal bus voltage magnitudes and angles 1 9 1 9( ,..., , ,..., )V V   . Figure 
1.2 shows the stability region (on the 0   intersection plane) of the original system along with 
the pre-fault SEP, post-fault SEP and the UEPs on the stability boundary. Figure 1.3 shows the 
stability region of the artificial, reduced-state system along with the same set of SEPs and UEPs. 
The locations of pre-fault and post-fault SEPs of both original and reduced-state system are listed 
in Table 1.1.  
 
 
Table 1.1: Pre-fault SEP and Post-fault SEP of original and reduced-state systems 
 Original system Reduced-state system 
 
1 2 3 1 2 3
1 9 1 9
, , , , ,
,..., , ,...,V V
     
 
 
 
 
 
1 2 3 1 2 3
1 9 1 9
, , , , ,
,..., , ,...,V V
     
 
 
 
 
 
Pre-fault 
SEP 
(-0.048,0.125,0.112,0.0,0.0,0.0, 
1.1,1.097,1.087,1.094,1.072, 
1.084,1.1,1.089,1.1,-0.093,-0.008, 
-0.036, -0.136,-0.174,-0.163, 
-0.077,-0.114,-0.083) 
(-0.048,0.125,0.112,1.1,1.097, 
1.087,1.094,1.072,1.084,1.1, 
1.089,1.1,-0.093,-0.008,-0.036, 
-0.136,-0.174,-0.163,-0.077, 
-0.114,-0.083) 
Post-fault 
SEP 
(-0.065,0.243,-0.002, 0.0,0.0,0.0, 
1.093,1.094,1.054,1.080,1.055, 
1.062,1.095,1.023,1.057,-0.105, 
0.113,-0.153,-0.143,-0.136,-0.209, 
0.044,-0.282,-0.202) 
(-0.065,0.243,-0.002,1.093, 
1.094,1.054,1.080,1.055, 
1.062,1.095,1.023,1.057,-0.105, 
0.113,-0.153,-0.143,-0.136,-0.209, 
0.044,-0.282,-0.202) 
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Figure 1.3 The stability region of the WSCC9 system (reduced-state system) on the intersection 
plane of 0  . Post-fault SEP, pre-fault SEP, and UEP on the stability boundary are also 
included. 
 
 
 
 
Figure 1.2 The stability region of the WSCC9 system (original system) on the intersection plane 
of 0  . Post-fault SEP, pre-fault SEP, and UEP on the stability boundary are also included. 
 
 
 
11 
 
 
 The first step of the numerical BCU method is to integrate along the fault-on trajectory 
and locate an exit-point on the stability boundary of the reduced system, as shown in Figure 1.4. 
The exit point is computed by locating the first local maximum of the numerical energy function 
of the reduced-state system along the fault-on trajectory. It is illustrated in Figure 1.4 that the exit 
point in this example is very close to the actual point where the projected fault-on trajectory exits 
the stability region of the reduced-state system.  
After the exit point is obtained, a short numerical integration is performed to locate the 
minimum gradient point (or MGP). The MGP corresponds to the point along the trajectory with 
the lowest norm value of the post-fault, reduced-state system. Figure 1.5 illustrates the process of 
finding MGP in the BCU method. It also shows that the trajectory moves towards a type-1 UEP 
on the stability boundary of the post-fault SEP. 
 
 
Figure 1.4 The fault-on trajectory and the exit-point of the WSCC9 system with respect to 
contingency 10 (Fault bus: 8, Tripped line: 8-7). 
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Figure 1.6 The fault-on trajectory, the exit-point, the MGP finding path, and CUEP convergence 
of the WSCC9 system with respect to contingency 10 (Fault bus: 8, Tripped line: 8-7). 
 
 
 
 
Figure 1.5 The fault-on trajectory, the exit-point and the MGP finding path of the WSCC9 
system with respect to contingency 10 (Fault bus: 8, Tripped line: 8-7). 
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After the MGP has been computed, it is then used as an initial guess for a local solver to 
compute for the controlling unstable equilibrium point or CUEP of the reduced-state system, see 
Figure 1.6. Once the CUEP has been found, the direct transient stability assessment can be made 
based on the critical energy function value at the CUEP, as described previously in the numerical 
BCU method. 
1.3   Contributions of this Thesis 
 This thesis work contributes mainly to the analysis, applications and extended 
development of the BCU methods:  
 Illustrate the theoretical foundations of the CUEP method for network-preserving power 
system models via the visualization of stability regions.  
 Extend and implement a BCU-based method for power systems with dynamic load 
models. Construct a numerical energy function for network-preserving power system 
models with induction motors. 
 Develop a CUEP-based control scheme and algorithms to enhance power system 
transient stability via generation rescheduling of critical machines. Demonstrate 
empirically that the schemes are effective and robust on practical test systems.  
 Propose exact and CUEP-based methods for computing accurate system threshold values. 
Use the proposed methods to evaluate the discretization-based TSCOPF methods. 
 Demonstrate that the current fixed-threshold proxi used in TSCOPF is inaccurate and 
may cause both underestimate and overestimate assessment. Emphasize the importance 
of adjusting the threshold values based on the actual system dynamics. 
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 Establish a stability-region framework in the area of transient stability constrained 
optimization power flow (TSCOPF). Propose a more accurate TSCOPF formulation 
based on the stability-region framework.  
 Develop a novel BCU-based TSCOPF algorithm for large-scale power systems with 
transient stability constraints. The method is capable of solving large-scale TSCOPF 
problems with large contingency lists. 
 Apply the above mentioned BCU-based TSCOPF method and CUEP-based enhancement 
control scheme to practical power system cases. 
1.4   Organization of this Thesis 
Figure 1.7 shows the organization chart of this thesis. There are three main parts in this 
thesis, which are i) analysis, ii) methods, and iii) extensions. The analysis part consists of 
Chapter 2, 5 and 7. Chapter 2 presents the illustrations and numerical results for the CUEP 
method for DAE systems. Chapter 5 analyzes the accuracy of transient stability constraints in 
TSCOPF, and proposes a stability-region framework for TSCOPF formulation. In Chapter 7, 
 
 
 
Figure 1.7 Organization chart of this thesis. The three main parts (analysis, methods, 
and extensions) are illustrated. 
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nonlinear analysis and critical evaluation of direct methods are performed using the proposed 
CUEP-based visualization technique and time-domain simulations. The methods part consists of 
Chapter 4 and 6 where BCU-based methods are developed for transient stability enhancement 
control and TSCOPF problems in power systems. In Chapter 4, a CUEP-based control scheme 
for direct enhancement of power system transient stability via generation rescheduling of critical 
machines are proposed. Chapter 6 presents the proposed novel BCU-based TSCOPF method for 
solving large-scale TSCOPF problems with large contingency lists. A direct extension and 
implementation of the BCU method to include dynamic loads is presented in Chapter 3. All 
proposed methods are tested and applied on practical test systems. Finally, the thesis is 
concluded in Chapter 8 with proposals for future research directions. 
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CHAPTER 2  
On the Controlling UEP Method and Stability Regions of 
DAE Systems 
 
The controlling unstable equilibrium point (CUEP) method is a reliable direct method for 
stability analysis of electrical power systems [6]. The foundations of the CUEP method, initially 
developed for network-reduced power system models, have been extended to network-preserving 
power system models, which are represented by a set of differential-algebraic equations (DAEs) 
[6]. The network-preserving CUEP method explores the relationship between the stability 
boundary of DAE systems and those of their associated singularly perturbed systems (SPS). In 
this chapter, the network-preserving CUEP method is numerically evaluated with the focus of 
characterizing relevant stability regions of DAE system. 
 
2.1   Introduction 
The CUEP method has been recognized as a viable and reliable direct method for 
stability analysis of electrical power systems [6, 7]. Roughly, the CUEP method computes the 
unstable equilibrium point that is in the “direction” of the fault-on trajectory to obtain a good 
estimation of the relevant part of the stability boundary and consequently of the critical clearing 
time (CCT). 
The basis for the foundations of the CUEP method is the theory of stability region for 
nonlinear dynamical systems represented by a set of ordinary differential equations (ODEs) [9]. 
These foundations led to a precise definition of CUEP, which guarantees the conservativeness of 
the results, i.e. the estimated CCT is always smaller than the real CCT. 
17 
 
The foundations of the CUEP method were initially developed for network-reduced 
power system models [7]. In network-reduced models, loads are represented as constant 
impedance and the algebraic equations of the network are reduced. Consequently, network-
reduced models are composed of a set of ODEs. The CUEP, for these models, is defined as the 
unstable equilibrium point (UEP) whose stable manifold is intersected by the sustained fault-on 
trajectory.  
Network-reduced models were used in the early development of direct methods for 
transient stability analysis [6]. However, the necessity of considering comprehensive models of 
loads and generation, including power grids with dynamic loads and renewable energy, requires 
the preservation of the network in these analyses, see [57], for example, for the inclusion of DC 
lines. The network-preserving CUEP method has been extended in [6]. 
2.2   Problem Formulation 
In transient stability analysis, power system dynamic models go through three stages: 
pre-fault stage, fault-on stage and post-fault stage. The dynamics of the pre-fault system (2.1), 
fault-on system (2.2) and post-fault system (2.3) are all modeled by different sets of differential 
algebraic equations (DAEs): 
    
( , )
( ,0)
0 ( , )
pre
pre
x f x y
t
g x y

 

 (2.1) 
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 (2.3) 
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where nx R  and 
my R  are the corresponding dynamic and static variables of the systems, 
respectively. The system undergoes a disturbance at 0t   and the protection system is activated 
to clear the fault at clt t .  The DAE system (2.3) can be interpreted as an implicitly dynamic 
system defined on the constraint manifold  : 
  ( , ) : ( , ) 0x y g x y    (2.4) 
 
All the equilibrium points, stable and unstable manifolds, and stability regions must lie in 
the above constraint manifold. We note that the constraint manifold of the pre-fault, fault-on and 
post-fault systems are different. We will respectively denote them by pre , f  and  . 
Typically, the constraint manifold is composed of several disjoint connected components. 
In each connected component Γi, the number of eigenvalues of zD g  on the right-half of the 
complex plane is constant. Therefore, it makes sense to define a type of stability for each 
component i  with respect to the fast dynamics. If all the eigenvalues of zD g  calculated at 
points of i  have a negative real part, then we call i  a stable component of  . Otherwise, it is 
called an unstable component. 
Usually the system is operating at an asymptotically stable equilibrium point 0 0( , )x y  of 
the pre-fault system. At time 0t  , the system undergoes a perturbation and the trajectory jumps 
instantaneously from 0 0( , ) prex y   to a point 0 0( , ) fx y
  . For the fault-on trajectory, along the 
fault-on constraint manifold f , we will use the notation  ( ) ( ), ( )f f fz t x t y t . At the clearing 
time clt , trajectory instantaneously jumps from  ( ) ( ), ( )f cl f cl f clz t x t y t  on the fault-on 
manifold f  to a point  ( ) ( ), ( )cl cl clz t x t y t   on the post-fault manifold  . 
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These jump behaviors are a modeling problem that arises as a consequence of neglecting 
some parasitic or fast dynamics. This problem has been fixed using the singular perturbation 
approach [58] . The singular perturbation approach treats the set of algebraic equations 
describing a DAE system as a limit of the fast dynamics: ( , )y g x y  . In other words, as   
approaches zero, the fast dynamics will approach its constraint manifold. In this way, the jumps 
will be associated with the limit, as   approaches zero, of very fast dynamics. 
Therefore, for the DAE system (2.3), we can define an associated SPS:  
 
( , )
( , )
x f x y
y g x y


 (2.5) 
 
where   is a sufficiently small positive number. The state variables of system (2.5) have very 
different rates of dynamics and they can be separated into two distinct time scales: slow variable 
x and fast variable y. 
Note that trajectories of the SPS (2.5) will not be confined to the constrained manifold   
and are not exactly the same as those of the original DAE system (2.3). However, trajectories 
generated by the SPS are still valid approximations as opposed to those of the DAE system. A 
theoretical justification to ensure that the difference of solution trajectories between the original 
DAE (2.3) and the singularly perturbed system (2.5) is uniformly bounded by the order of ( )O   
is provided by the Tikhonov’s theorem over the infinite time interval [59]. 
2.3   CUEP for DAE Systems 
The concept of a controlling UEP is well defined for network-reduced power system 
models described by ODEs. The controlling UEP of a fault-on trajectory is the UEP whose stable 
manifold contains the exit point, i.e. the point at which the fault-on trajectory intersects the 
stability boundary and leaves the stability region. 
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One key difficulty in extending the concept of the controlling UEP to network-preserving 
power systems modeled by DAEs is that the fault-on trajectory will not lie on the constraint 
manifold of its post-fault DAE system, making the task of defining exit point and controlling 
UEP for DAE systems difficult. Since the fault-on trajectory does not belong to the constraint 
manifold of the post-fault DAE system, the fault-on trajectory does not reach the stability 
boundary of the post-fault DAE system. Thus, the exit point of the DAE trajectory cannot be 
defined as the point of intersection between the fault-on trajectory and the stability boundary of 
the post-fault system, which lies on a different constraint manifold.  
Two approaches are developed to overcome this issue. One approach is to exploit the 
SPS associated with the DAE system and define the controlling UEP of this DAE system as the 
controlling UEP of the associated singularly perturbed system. In this case, the fault-on 
trajectory will intersect the stability boundary of the corresponding singularly perturbed post-
fault system and hence the controlling UEP of the singularly perturbed system is well defined. 
 
Definition 2.3.1  (CUEP for singularly perturbed model) [61] The controlling UEP of the 
singularly perturbed model (2.5) for a fixed small 0   with respect to a fault-on trajectory is 
the UEP on the stability boundary ( , )s sA x y  of the singularly perturbed post-fault system (2.5), 
whose stable manifold contains the exit point of the fault-on trajectory. 
 
This definition is based on the fact that the exit point must lie on the stable manifold of 
some UEP on the stability boundary of the singularly perturbed post-fault model (2.5). By 
exploiting the complete characterization of the stability boundary of the singularly perturbed 
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post-fault system (2.5), one can prove the existence and uniqueness of the controlling UEP of the 
singularly perturbed model (2.5). 
Now, it is needed to establish a relationship between the controlling UEP of the SPS (2.5) 
and the controlling UEP of the DAE system (2.3). In other words, it is desirable to study the 
behavior of the controlling UEP for the SPS (2.5) when 0  . This requirement leads to the 
following definition of a uniform controlling UEP. 
 
Definition 2.3.2 (Uniform Controlling UEP) [61]  Let ( , )co cox y
 
 be the controlling UEP of the 
singularly perturbed post-fault system (2.5) with respect to the fault-on trajectory ( ( ), ( ))f fx t y t
 
. 
Consider the map ( , )co cox y
   . If there exist an 0    such that the map is constant for all 
(0, )   , then 0 0( , ) ( , )co co co cox y x y
   is a uniform controlling UEP with respect to the fault-on 
trajectory ( ( ), ( ))f fx t y t
 
 for all (0, )   . 
 
The controlling UEP of the SPS with respect to a fault-on trajectory may alter due to the 
change of  . However, the CUEPs of SPS are generically uniform. This property not only allows 
us to define the controlling UEP of DAE systems via the controlling UEP of the singularly 
perturbed system, but also provides a way to compute the controlling UEP of the DAE system 
with the aid of the associated singularly perturbed system. 
 
Definition 2.3.3 (Controlling UEP for DAE systems # 1) [61]  The controlling UEP of a DAE 
system (2.3) with respect to a fault-on trajectory is the uniform controlling UEP of the associated 
SPS (2.5). 
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Definition 2.3.4 (Relevant stability boundary) [61]  The relevant stability boundary with 
respect to a projected fault-on trajectory is the stable manifold of the controlling UEP of the 
DAE system. 
 
An alternative definition for the CUEP of DAE systems exploits the concept of projected 
fault-on trajectory. For each point ( ( ), ( ))f fx t y t  of the fault-on trajectory, we define a projected 
point on the post-fault constraint manifold denoted by ( ( ), ( ))f px t y t  such that ( , )f px y   and 
( , ) 0f pg x y  . Since the projected fault-on trajectory lies on the constraint manifold of the post-
fault system, we can define the exit point of a DAE system with respect to a DAE fault-on 
trajectory as the point at which the projected fault-on trajectory intersects the stability boundary 
of the post-fault DAE system. 
 
Definition 2.3.5 (Exit point) [61]  The point at which a (sustained) projected fault-on DAE 
trajectory intersects the stability boundary of a post-fault DAE system is termed the exit point of 
the fault-on DAE trajectory (relative to the post-fault DAE system). 
With the definition of the exit point for a DAE system, we next present an alternative 
definition of controlling UEP of DAE trajectories. 
 
Definition 2.3.6 (Controlling UEP of DAE systems # 2) [61]  The controlling UEP of a fault-
on DAE trajectory is the UEP of the post-fault DAE system whose stable manifold intersects the 
projected fault-on DAE trajectory at the exit point. 
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Assuming that the jump behavior of the switched DAE systems can be approximately 
modeled by the fast dynamics of the associated SPS, the next theorem shows that both 
definitions of controlling UEP for DAE systems are equivalent. 
 
Theorem 2.3.1 (Equivalence between the two definitions of CUEP) [61] Suppose ( , )co cox y  is 
the controlling UEP of the DAE system (2.3), with respect to a projected fault-on trajectory 
( ( ), ( ))f px t y t , then ( , )co cox y  is the uniform controlling UEP of the singularly perturbed system 
SPS (2.5). 
 
2.4   Numerical Simulation Results 
We next illustrate the theoretical developments derived so far in this chapter on two 
simple examples.  
2.4.1 Example 1 [62,63] 
The following dynamical system represent a simple power system with single generator 
and one load.  
 
1 1
( , )
1
( , )
0 ( , )
g
g g
l
D f V
M M
f V
D
g V
  
  

  
  
 
 
(2.6) 
 
where 12( , ) sin lf V B V P    and 
2
12 22
1
( , ) ( cos )lg V Q B V B V
V
      
For the following set of parameters: Mg = 20, Dg = 9, Dl = 50, Pl = 4, Ql = -0.5, B12 = 10 
and B22 = -10, system (2.6) possesses the stable equilibrium point (0,0.4291,0.9613) and the 
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following two unstable equilibrium points (0, 1.2660, 0.4193) and (0, -5.0172, 0.4193). These 
equilibrium points lie on the constraint manifold {( , , ) : ( , ) 0}V g V     . Figure 2.1 
illustrates a stable component of this constraint manifold, which contains these 3 equilibrium 
points. Both unstable equilibrium points lie on the stability boundary of the stable equilibrium 
point. The stability boundary is composed of the union of the stable manifolds of these two 
UEPs, as indicated in Figure 2.1. The system is operating at the stable equilibrium point when it 
undergoes a short-circuit on the load bus.  
 
 
 
 
 
 
 
Figure 2.1 The constraint manifold of the DAE system (2.6). Both unstable equilibrium points 
(0, 1.2660, 0.4193) and (0, -5.0172, 0.4193), marked in red, lie on the stability boundary of the 
stable equilibrium point (0,0.4291,0.9613), marked in blue. 
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Figure 2.3 The projected fault-on trajectory of the DAE system (2.7) along the constraint 
manifold of the post-fault system (2.6)  
 
 
Figure 2.2 The fault-on trajectory of the DAE system (2.7). The fault trajectory travels along the 
constraint manifold of the fault-on system, which differs from the constraint manifold of the 
post-fault system. 
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The fault-on system dynamics are governed by the following set of differential algebraic 
equations: 
 
1 1
( , )
1
( , )
0
g
g g
l
D f V
M M
f V
D
V
  
  
  
  

 
(2.7) 
 
 
We assume that the post-fault system is equal to the pre-fault system. The constraint 
manifold of the fault-on system is the plane  . The disturbance trajectory instantaneously 
jumps on this manifold and travels along it. Figure 2.2 illustrates the fault-on trajectory of this 
system. 
The projected fault-on trajectory of the DAE system (2.7) along the constraint manifold 
of the post-fault system (2.6) is depicted in Figure 2.3, as well as the corresponding exit point 
and the controlling UEP, which in this case is the UEP (0, 1.2660, 0.4193). The relevant stability 
region is also highlighted in this figure in a thick blue line. It is composed of the stable manifold 
of the controlling UEP. 
We compare the stability region of the DAE system with the stability region of the 
corresponding singularly perturbed system with different values of epsilons. The comparison is 
made on the subspace of ( , )  ; i.e. the intersection of the stability region and the subspace. As 
can be seen from Figure 2.4-Figure 2.7, the stability region of the corresponding singularly 
perturbed system approaches the stability region of the DAE system as the values of epsilon 
approaches zero and this observation is in a agreement with our theoretical development. When 
epsilon gets smaller at the value of 0.005, the stability region of the corresponding singularly 
perturbed system captures that of the DAE system more accurately as we can see in Figure 2.7. 
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Figure 2.5 The stability region (on 0   and ( , ) 0g x y  ) of the singularly perturbed system 
with epsilon = 5.0 is closer to that of the corresponding DAE system. 
 
 
 
Figure 2.4 An illustration of a large mismatch of the stability regions of DAE and SPS systems 
when the chosen value of epsilon is too large, eps = 10. 
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Figure 2.7 The stability region (on 0   and ( , ) 0g x y  ) of the singularly perturbed system 
with epsilon = 0.5 is very close to that of the corresponding DAE system. 
 
 
 
Figure 2.6 The stability region (on 0   and ( , ) 0g x y  ) of the singularly perturbed system 
with epsilon = 1.0 is closer to that of the corresponding DAE system. 
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2.4.2 Example 2 [2] 
Consider the 3-machine, 9-bus system, shown in Figure 2.8, and which is modeled by the 
DAE system (2.8). 
 ( , , ) 1,2,3
0 ( , , )
i i
i i mi ei i iM P P V d i
F V
 
   
 

   

 (2.8) 
 
 
Figure 2.8 The one-line diagram of the (pre-fault) 3-machine, 9-bus system; the value of Y is 
half the line charging. 
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We consider a uniform damping factor / 0.1i id M   with 1 2 3[ , , ]d d d  = [0.0125, 0.0034, 
0.0016]. A short-circuit occurs near bus 8 on the line between bus 8 and bus 7 at time 0 seconds 
for a period of 8 cycles of 60Hz. The system trajectory jumps from the SEP onto the fault-on 
constraint manifold. 
The SEP of the pre-fault system, and the constraint manifold of the fault-on system and 
that of the post-fault system are depicted in Figure 2.9 and Figure 2.10. During the fault-on 
period, the fault-on trajectory moves along the fault-on constraint manifold. At the same time, 
the projected fault-on trajectory moves on a (stable) post-fault constraint manifold, see Figure 
2.9 and Figure 2.10. 
The projected fault-on trajectory intersects with the stability boundary of the post-fault 
system at the exit point. The CUEP is the unstable equilibrium point on the stability boundary 
whose stable manifold contains the exit point, see Figure 2.10. If the fault is cleared before the 
projected fault-on trajectory intersects with the stability boundary (i.e. the projected fault-on 
trajectory still lies inside the stability region of the post-fault system), then the fault-on trajectory 
will jump onto the post-fault constraint manifold and the initial condition of the corresponding 
post-fault trajectory lies inside the stability region of the post-fault and will converge to the SEP 
of the post-fault system.  
If the fault is cleared after the projected fault-on trajectory intersects with the stability 
boundary, then the fault-on trajectory will jump onto the post-fault constraint manifold and the 
initial condition of the corresponding post-fault trajectory lies outside the stability region of the 
post-fault SEP and, hence it will diverge from the SEP. The CCT estimation obtained via an 
energy function for the post-fault system is 0.4088s. 
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Figure 2.10 The CUEP is the unstable equilibrium point of the post-fault system whose stable 
manifold is intersected by the projected fault-on trajectory. The relevant stability boundary is the 
stable manifold of the CUEP. 
 
 
 
Figure 2.9 After fault occurrence, the system trajectory jumps from the SEP of the pre-fault 
system into the fault-on constraint manifold. The fault-on trajectory travels on this manifold 
while the projected fault-on trajectory moves along the post-fault constraint manifold.  
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2.5   Conclusions 
The difficulties of defining exit point and CUEP for DAE models were overcome by 
exploring the relationship between the DAE system and the corresponding singularly perturbed 
system. A method to compute the CUEP based on a projected fault-on trajectory was illustrated 
and numerically shown that the CUEP calculated in this form equals the CUEP calculated via the 
uniform CUEP of the singularly perturbed system. It is expected that the network-preserving 
CUEP method will play a vital role in the development of direct methods for transient stability 
analysis of more comprehensive power system models, including those that contain dynamic 
loads or renewable generation penetration. 
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CHAPTER 3  
Development of the BCU Method for Power System 
Models with Dynamic Loads 
 
3.1   Introduction 
When the BCU method was first developed in [13], it was initially applied to a simple 
classical model [1] (or network-reduction model) that can be mathematically expressed by a 
system of nonlinear ordinary differential equations (ODE). With the availability of analytical (for 
lossless system) [69] and numerical (for lossy system) [6] energy functions for more detailed 
models, the BCU method was later extended to incorporate network-preserving power system 
models as shown in [6]. The sound theoretical basis and foundations of the BCU methodology 
allow this method to be applicable to any power system models, as long as the required static and 
dynamic properties (Properties S1-S2 and D1-D3 in [6] and [14]) are satisfied. Up to now, 
several load models such as constant impedance, constant power, constant current, and the 
composite of the three (or ZIP) have been incorporated into the BCU method. These load models 
however still cannot be considered as an accurate representation of the real world loads for 
which 60% of the total power demand typically belongs to induction motors or dynamic loads. 
Unlike most composite ZIP load models, the response of dynamic loads to voltage and frequency 
changes may not always be fast, and this may lead to some dynamic behaviors that can only be 
observed and detected when more comprehensive dynamic load models are included in the 
system model [76-77]. As a result, it is crucial that the BCU method should be extended further 
to include dynamic load models.  
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In this chapter, we developed a BCU method for power systems with dynamic load 
models (induction motors). Two main tasks are required in this development: (1) the construction 
of a numerical energy function for power systems with dynamic loads, (2) the derivation and 
implementation of the corresponding BCU method for power systems with dynamic loads. 
Section 3.2.1  provides a literature survey on the construction of energy functions and dynamic 
load modeling for power system transient stability analysis. The electrical circuits and models of 
the induction motors used in our research are explained in Section 3.2.2. Section 3.2.3 presents a 
guideline for constructing numerical energy functions and deriving the corresponding BCU 
method. Section 3.3 contains the complete expression of a network-preserving model with 
dynamic loads which is later used to construct numerical energy functions for power systems 
with induction motors. The derivation of the BCU method for power systems with induction 
motors is given in Section 3.4. The new BCU method is tested on two adapted WSCC9 systems 
and the numerical results are shown in Section 3.5. Section 3.6 gives the conclusions. 
3.2   Preliminaries 
3.2.1 Literature survey 
The construction of analytical energy functions has been the central problem in the direct 
transient stability analysis of power systems [3, 4, 5, 47, 72, 75, 76]. The direct methods were 
initially developed for network-reduction models [1, 13, 49], in which loads are expressed as 
constant impedances. The network-reduction models however have been heavily criticized for 
their inaccuracy in capturing actual dynamic behaviors and phenomena in power systems. This is 
due to the fact that only a constant impedance load model and reduced transmission network can 
be considered in this model. This consequently leads to an exclusion of the dynamic behaviors at 
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PQ(load) buses, and the loss of the full network topology. The network-preserving models were 
proposed in [70] to overcome some of the shortcomings of the network-reduction model. The 
energy functions for network-preserving model was then developed for both lossless [69] and 
lossy [6] power systems, and also utilized in energy function-based direct methods [6]. 
Employing the network-preserving power system models for direct transient stability analysis 
has the following advantages: (1) it allows more realistic representations of power system 
components, such as load behaviors, (2) it allows the use of sparse matrix techniques to quickly 
solve nonlinear algebraic equations involved in direct methods, and (3) it offers a way to 
physically explain each mathematical term in the energy function [69].  
The past research on the construction of an energy function for network-preserving 
transient stability models can be found in [66, 67, 69, 70, 71] however none of these works 
considers dynamic loads in the system model. An attempt to construct Lyapunov functions for 
power systems with dynamic reactive power loads has been made in [73], but it does not 
consider the dynamics of detailed induction motors. Dynamic loads or induction motors have 
been shown to have significant effects on the overall system transient stability [76-78]. The 
modeling and identifications of dynamic loads have been extensively researched in [81, 83, 87-
91]. The effect of dynamic loads on power system stability and dynamics was studied in [84-86] 
which illustrates various phenomena that do not exist in the simpler static load models. 
 
3.2.2 Induction motor models 
 Three induction motor models are considered in our development of the extended BCU 
method: (1) a simplified model (Order I model), (2) a squirrel-cage model (Order III model) and 
(3) a double squirrel-cage model (Order V model). These three models are pure mechanical 
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models whose equivalent circuits are illustrated in Figure 3.1, Figure 3.2, and Figure 3.3 
respectively. More details on each of the induction motor model can be found in [1] and [93]. 
The Order I model represents an induction motor model in a very simple mathematical form. It is 
suited for applications in which simplicity of the system model or computational speed is highly 
prioritized. The Order III model or squirrel-cage is a very common induction motor model. The 
Order V or double squirrel-cage is a special arrangement that allows higher value of motor 
efficiency. It will be shown that as the order number increases, the numbers of associated 
equations and variables for the model also increase. 
 
 
 
 
 
 
Figure 3.2 Order III induction motor (single or squirrel cage model): electrical circuit 
 
 
 
Figure 3.1 Order I induction motor (simplified model): electrical circuit 
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Order I Model (a simplified model) 
The following composite load model is the expression used for the torque-speed 
characteristic [93]. 
 
2
mT a b c     (3.1) 
 
The torque is slip dependent and the relationship between the slip   and the angular 
speed   in p.u. is 1   . We can then express the torque-slip characteristic as follows: 
 
2
mT       (3.2) 
 
where 
 
 
a b c     
2b c     
c   
(3.3) 
 
In the first order induction motor model, only the mechanical state variable, slip  , is 
considered and the dynamic of the slip can be described as follows: 
  
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Figure 3.3 Order V induction motor (double squirrel-cage model): electrical circuit 
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The real and reactive power injections are: 
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Order III Model (single or squirrel-cage model) 
The equivalent electrical circuit used for the squirrel-cage (Order III) induction motor is 
presented in Figure 3.2. The equations are formulated in terms of the real (r) and imaginary (m) 
axis, with respect to the network reference angle. In a synchronously rotating reference frame, 
the link between the network and the stator machine voltages are as follows [93]: 
 
sin
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r
m
v V
v V
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
 

 (3.6) 
 
 The real and reactive power absorbed by the induction motor are: 
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 The differential equations in terms of the voltage behind the stator resistance Sr can be 
described as follows: 
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 (3.8) 
 
 
 The link between voltages, currents and state variables is as follows: 
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where 0 ,x x  and 0T   can be obtained from the motor parameters: 
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(3.10) 
 
 The slip dynamic for squirrel-cage induction motors can be described as follows: 
 
     / 2m e mT T H    (3.11) 
 
where the electrical torque is: 
 
 e r r m mT e i e i    (3.12) 
 
 
 
Order V Model (double squirrel-cage model) 
The equivalent electrical circuit used for the double squirrel-cage (Order V) induction 
motor model is displayed in Figure 3.3. The machine real and imaginary axis are defined with 
respect to the network reference angle, and equations (3.6) and (3.7) also apply in Order V 
model. Two voltages behind the stator resistance Sr  describe the cage dynamics as follows [93]: 
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 (3.13) 
 
The links between voltages and currents are: 
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 (3.14) 
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where the parameters can be determined from the circuit resistance and reactances. They are 
given by (3.10) in the Order III model and: 
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 (3.15) 
 
The differential equation describing the slip dynamics is the same (3.11) as in Order III 
model, while the equation for electrical torque is as follows: 
 e r r m mT e i e i    (3.16) 
 
3.2.3 A guideline for constructing a numerical energy function and the corresponding 
BCU method 
A numerical energy function for lossy power system stability models can be constructed 
by two methods. The first method is based on the first integral principle while the other is based 
on a two-step procedure [3, 6]. The numerical energy function derived by these methods all 
contain path-dependent terms which need to be evaluated by a numerical approximation scheme. 
Two approximation schemes are employed in our development: ray-approximation scheme  and 
the trapezoidal approximation schemes. For more detail on these approximation schemes, see 
[6]. It is suggested to use the trapezoidal scheme to avoid a numerical ill-conditioned problem 
during the approximation of a path-dependent term. 
A guideline for constructing a numerical energy function for power system with dynamic 
loads and the corresponding BCU method is presented as follows:  
  
Step 1: Derive a new DAE (or ODE) system that includes dynamic load models. 
Step 2: Apply the first integral principle or two-step procedure to construct a numerical 
energy function for the new DAE (or ODE) derived in step 1. 
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Step 3: Check the validity of the numerical energy function. This energy function value 
should be non-increasing along a stable trajectory. 
Step 4: Derive a numerical expression of the BCU reduced-state artificial system using 
the energy function constructed in step 2. 
Step 5: Implement a new numerical BCU method as suggested in Chapter 1 or [6]. 
 
3.3   Construction of Numerical Energy Functions for Power system Models 
with Induction Motors 
 The development of new numerical energy functions for power systems with dynamic 
loads (Order I and Order III induction motors) is completed by following the guideline given in 
Section 3.2.3. We first present a complete network-preserving power system model that includes 
an induction motor model, and then show the numerical work on the construction of a new 
numerical energy function. 
 
3.3.1 Network-preserving model with Order I induction motor  
In order to construct a numerical energy function for a power system, as suggested in [6], 
the derivation of the full network-preserving power system model must be made. In this section, 
we derive a complete network-preserving model with dynamic loads (Order I or simplified 
induction motors). The formulation includes two-axis generator models, first-order excitation 
system, dynamic load models (Order I induction motor), and the slip dynamic of the induction 
motors. Bus n+1 is considered as a reference frame. Bus 1,…, n are PV bus and bus n+2,…, 
n+m+1 are PQ buses. 
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 Two-axis generator dynamics for i = 1,…, n 
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where      2
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First-order exciter dynamics for i = 1,…, n 
 
  cosvi fi fi i i i i i iT E E kV l        (3.18) 
  
PV-bus Power flow equations for i = 1,…, n 
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PQ-bus Power flow equations (ZIP with order I induction motor) for k = n+2,…, n+m+1 
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Slip dynamics (induction motor) for k = n+2,…, n+m+1 
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 (3.23) 
 
 
 The set of equations (3.17)-(3.23) construct a complete network-preserving power 
system model with dynamic loads (Order I induction motor). The additional terms associated 
with the induction motor are present in the ZIPM load model in (3.21) and (3.22), and the slip 
dynamics in (3.23). 
 
3.3.2 A numerical energy function for Order I induction motor model 
We next show the derivation of a numerical energy function constructed from the new 
network preserving model derived in the previous section. This represents a numerical energy 
function for power systems with Order I induction motors. The expression of ZIP load models 
added by Order I induction motors can be described as follows: 
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(3.24) 
* LiP  are zero at PV buses. 
 
The slip dynamics must be considered and its expression is: 
    
2
2 1
2 2
1 1
/
2
/
                                           for i = 1,...,
R i i i
mi i i i i i i
Si R i i Si R i
r V
H
r r x x
n m

    

   
  

 (3.25) 
* No slip dynamics at PV buses 
 
 
 
The derivation of a numerical energy for the new system is performed by using the first 
integral principle described in [3, 6]. The final energy function 1MotorW  developed in this section 
will be composed of various parts: (1) energy function associated with swing equations SwingW , 
(2) energy function associated with power flow equations PFW , (3) energy function associated 
with rotor circuit equations RotorW , and (4) energy function associated with slip equations slipW . 
Summing all four parts, we get: 
 1Motor Swing PF Rotor SlipW W W W W     (3.26) 
 
Since the new system model with induction motors developed in this thesis is a direct 
extension from the network preserving-model presented in [6, p.85], most of the terms in 1MotorW  
have been already derived and can be found in [6, pp.100-104]. The expressions for SwingW  and 
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RotorW  are identical to those in [6] while PFW  needs to be updated due to the extra power 
demands from the induction motors as shown in (3.24). The expression of 
SlipW  is new and needs 
to be derived.  In this chapter, we only present the new numerical expressions we developed for 
the updated PFW , and SlipW . For the full expression of other parts that have been derived, please 
see [6]. 
As we can see in (3.24), the new expression of load models are voltage and slip 
dependent. As a result, it is not possible to derive an analytic expression of the first integral in 
this case. However we can approximate it by treating it as a path dependent integral described as 
follows: 
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 Multiply the slip dynamics equations by i
d
dt

 and sum over the n+m machines, we get 
the following: 
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After summing the above expression over all the equations and integrating, we get the 
first integral terms for the slip dynamics. 
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(3.30) 
 
 We have now derived five new energy function terms that are associated with the updated 
PFW  and SlipW  as follows: 
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 12  due to reactive load , d
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(3.34) 
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(3.35) 
 
 As shown in [6, p.103], the energy function shown in (3.26) can now be rearrange as 
follows: 
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 where kW  is the kinetic energy, 1 23U U  are energy function terms found in [6], and 
1 5new newU U  are the new terms we derived in (3.31)-(3.35). This completes the derivation of a 
numerical energy function for power system models with Order I induction motors. 
 
3.3.3 A numerical energy function for Order III induction motor model 
 Following the same procedure presented in Section 3.3.2, we first derive a new ZIPM 
load model when Order III induction motors are considered. 
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(3.37) 
* LiP  are zero at PV buses. 
 
The slip dynamics must also be considered and its expression is: 
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* No slip dynamics at PV buses 
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 The dynamics for the voltages behind the stator resistance Sr can be described as follows: 
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 Using the first integral principle and same guideline presented in the previous section, we 
can derive the new numerical energy function terms associated with the new equations shown in 
(3.37)-(3.39). The new energy function terms are as follows: 
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 Combining the new energy function terms derived in (3.40)-(3.46) with other available 
terms in [6], the numerical energy function for power systems with Order III induction motors 
can be described as follows: 
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3.4   Compact Representation of the System Models and the Derivation of 
the BCU Reduced-State Artificial Systems for Power System with Dynamic 
Loads 
 The potential energy function terms for induction motor models in (3.36) and (3.47) can 
be combined as follows: 
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 The compact representation of the original network preserving model with Order I 
induction motors can then be expressed as follows: 
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(3.50) 
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 The corresponding BCU reduced-state artificial system for Order I induction motor 
model can be derived and described as follows: 
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 The compact representation of the original network preserving model with Order III 
induction motors can then be expressed as follows: 
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 The corresponding BCU reduced-state artificial system for Order III are described as 
follows: 
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3.5   Numerical Examples  
 We next present numerical results from running the extended BCU method with 
induction motor model on two adapted WSCC9 test systems. A detailed description on how to 
implement a numerical BCU method can be found in Chapter 1 or [6]. 
 
3.5.1 Example 1: Adapted WSCC9 with one induction motor 
We present simulation results from running the new BCU method on an adapted WSCC9 
system [2] as shown in Figure 3.4. In this example, the constant power load model at bus 7 is 
entirely replaced by an induction motor. The induction motor is formulated by the Order I or 
simplified model. The motor parameters are as follows: rS = 0.01, xS = 0.15, rR1 = 0.05, xR1 = 
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0.15, rR2 = 0.001, xR2 = 0.04, xm = 5, Hm = 3, a = 1, b = 0, and c = 0. The classical generator 
model is used in this first test system. 
 
Table 3.1 contains the post-fault SEPs of five different contingencies associated with the 
first adapted WSCC9 test system with Order I induction motor at bus 7. Table 3.2 shows the 
corresponding controlling unstable equilibrium points or CUEPs of the same five contingencies 
in Table 3.1. The CUEPs are computed by the new BCU method developed in this chapter. The 
results shown in Table 3.3 display successful direct assessments by the new BCU method on 8 
different contingencies. It can be seen that the critical clearing time or CCTs computed by the 
BCU method are all conservative (smaller) when compared to the actual CCTs which are 
computed by time-domain simulations. The average relative error for the estimated critical 
clearing times computed by the BCU method is 7.03%. Using the visualization technique 
proposed in [46], we plot the stability regions of the post-fault system associated with 
 
Figure 3.4 Adapted WSCC9 with Order I induction motor at bus 7 
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contingency#1 and contingency#3. The stability regions are plotted in the state space as depicted 
in Figure 3.5 and Figure 3.6. This result shows that the approximations of relevant stability 
boundary via energy function surface passing through CUEPs are always conservative in the 
direction of fault-on trajectories. 
 
 
 
 
 
 
Table 3.1: Post-fault SEPs of the first adapted WSCC9 with Order I induction motor 
Post-fault SEP C#1 C#2 C#3 C#4 C#5 
δ1 -0.1575 -0.1575 -0.1219 -0.1219 -0.1325 
δ2 0.4487 0.4487 0.4292 0.4292 0.3397 
δ3 0.2829 0.2830 0.0451 0.0451 0.3187 
ω1 0 0 0 0 0 
ω2 0 0 0 0 0 
ω3 0 0 0 0 0 
σ1 0.0548 0.0549 0.0830 0.0830 0.0498 
θ1 -0.1132 -0.1132 -0.0786 -0.0786 -0.0874 
θ2 0.3138 0.3138 0.2971 0.2971 0.2087 
θ3 0.1704 0.1704 -0.0756 -0.0756 0.2090 
θ4 -0.0717 -0.0717 -0.0373 -0.0373 -0.0449 
θ5 -0.0726 -0.0726 0.0530 0.0530 0.0172 
θ6 -0.0038 -0.0038 -0.0674 -0.0674 0.1685 
θ7 0.2419 0.2419 0.2295 0.2295 0.1417 
θ8 0.1586 0.1586 -0.2279 -0.2279 0.1203 
θ9 0.1353 0.1353 -0.1166 -0.1166 0.1757 
V1 1.0618 1.0618 1.0526 1.0526 1.0586 
V2 1.0301 1.0301 1.0578 1.0578 1.0579 
V3 1.0395 1.0395 0.9744 0.9744 1.0634 
V4 1.0685 1.0685 1.0506 1.0506 1.0623 
V5 1.0766 1.0766 1.0576 1.0576 1.0713 
V6 1.0712 1.0712 1.0363 1.0363 1.1148 
V7 1.0272 1.0272 1.0690 1.0690 1.0690 
V8 1.0149 1.0149 0.8787 0.8787 1.0556 
V9 1.0495 1.0495 0.9638 0.9638 1.0809 
C#1: Fault bus is 5, Tripped line is 7-5     C#2: Fault bus is 7, Tripped line is 7-5 
C#3: Fault bus is 7, Tripped line is 8-7     C#4: Fault bus is 8, Tripped line is 8-7 
C#5: Fault bus is 4, Tripped line is 4-6 
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Table 3.3: CCT comparisons (BCU vs. Time-domain), WSCC with induction motor 
Contingency Actual CCT  
(Time-domain) 
Estimated CCT 
(BCU) 
Relative 
Error% 
C#1 0.22341 0.20365 -8.84472 
C#2 0.12025 0.11358 -5.54678 
C#3 0.28501 0.25365 -11.0031 
C#4 0.07658 0.07539 -1.55393 
C#5 0.11475 0.11356 -1.03704 
C#6 0.26387 0.2536 -3.89207 
C#7 0.20228 0.20113 -0.56852 
C#8 0.13609 0.10366 -23.8298 
C#1: Fault bus is 5, Tripped line is 7-5     C#2: Fault bus is 7, Tripped line is 7-5 
C#3: Fault bus is 7, Tripped line is 8-7     C#4: Fault bus is 8, Tripped line is 8-7 
C#5: Fault bus is 4, Tripped line is 4-6     C#6: Fault bus is 6, Tripped line is 4-6 
C#7: Fault bus is 8, Tripped line is 8-9     C#8: Fault bus is 9, Tripped line is 8-9 
 
 
Table 3.2: CUEPs of the adapted WSCC9 with induction motor 
CUEP C#1 C#2 C#3 C#4 C#5 
δ1 -0.7158 -0.7158 -0.4925 -0.7054 -0.7537 
δ2 1.9317 1.9317 1.9862 1.7772 1.8138 
δ3 1.5146 1.5146 -0.3551 1.7609 1.6651 
ω1 0 0 0 0 0 
ω2 0 0 0 0 0 
ω3 0 0 0 0 0 
σ1 0.7832 0.7832 1.2245 0.6889 0.5301 
θ1 -0.6987 -0.6987 -0.4833 -0.6748 -0.7537 
θ2 1.7469 1.7469 1.7331 1.5688 1.8138 
θ3 1.3194 1.3194 -0.5050 1.6066 1.6651 
θ4 -0.6720 -0.6720 -0.4701 -0.6247 -0.7039 
θ5 -0.7700 -0.7700 -0.2151 -0.2018 -0.3417 
θ6 -0.2487 -0.2487 -0.5560 -0.6991 1.4563 
θ7 1.6142 1.6142 1.4300 1.3719 1.5858 
θ8 1.4342 1.4342 -0.6544 1.4134 1.5499 
θ9 1.2065 1.2065 -0.5630 1.5398 1.5928 
V1 0.8420 0.8420 0.87389 0.8277 0.8172 
V2 0.8496 0.8496 0.6369 0.7258 0.6906 
V3 0.6685 0.6685 0.8845 0.8156 0.7909 
V4 0.6391 0.6391 0.7009 0.6120 0.5914 
V5 0.6069 0.6069 0.4126 0.3430 0.2807 
V6 0.3892 0.3892 0.7415 0.5899 0.6807 
V7 0.7610 0.7610 0.4597 0.5797 0.5300 
V8 0.6587 0.6587 0.8146 0.6430 0.6033 
V9 0.5657 0.5657 0.8468 0.7561 0.7239 
*See Table 3.1  for the descriptions of all contingencies 
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Figure 3.6 The stability region of an adapted WSCC9 with Order I induction motor at bus 7. 
Contingency # 3 with bus 7 shorted during fault and line 8-7 is tripped. The conservative 
estimation of relevant stability boundary by the BCU method is also illustrated. 
 
 
 
Figure 3.5 The stability region of an adapted WSCC9 with Order I induction motor at bus 7. 
Contingency # 1 with bus 5 shorted during fault and line 7-5 is tripped. The conservative 
estimation of relevant stability boundary by the BCU method is also illustrated. 
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3.5.2 Example 2: Adapted WSCC9 with ZIPM loads 
The simulation results from running the new BCU method on the second adapted 
WSCC9 system (Figure 3.7) are presented. The constant power loads at bus 5, 7 and 9  are 
entirely replaced by ZIPM loads with a 60:10:10:20 ratio. The induction motor is formulated by 
an Order I model. The motor parameters are as follows: rS = 0.01, xS = 0.15, rR1 = 0.05, xR1 = 
0.15, rR2 = 0.001, xR2 = 0.04, xm = 5, Hm = 3, a = 1, b = 0, and c = 0. The classical generator 
model is used in this second test system. 
 
 The post-fault SEPs of 5 different contingencies for the second test system are shown in 
Table 3.4. Based on the same 5 contingencies, the CUEPs are computed by the proposed 
extended BCU method and presented in Table 3.5. The actual CCTs and estimations by the BCU 
methods on 8 different contingencies are shown in Table 3.6. Unlike the results we obtained in 
the first test system, it can be seen that Table 3.5 and Table 3.6 contain cases in which the new 
 
Figure 3.7 Adapted WSCC9 with ZIPM loads on bus 5, 7 and 9 
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BCU method fails to compute a CUEP. In these cases, the fault-on trajectory runs into an 
impasse surface (as illustrated in Figure 3.8) before it can detect an exitpoint. In other words. the 
impasse surface is encountered before the energy function along the fault-on trajectory reaches a 
local maximum. As a result, the exit-point cannot be identified and therefore the CUEP cannot 
be computed. In the successful cases, the results in Table 3.6 show all conservative estimations 
of CCT with an average error of 10.7%. A visualization of the post-fault stability region and a 
stability boundary approximation by the BCU method is depicted in Figure 3.9.  
 
 
Table 3.4: Post-fault SEPs of the adapted WSCC9 with ZIPM loads 
Post-fault 
SEP 
C#1 C#2 C#3 C#4 C#5 
δ1 -0.18585 -0.18585 -0.13655 -0.13655 -0.10573 
δ2 0.422081 0.422081 0.417844 0.417844 0.359956 
δ3 0.323474 0.323474 0.072714 0.072714 0.34905 
ω1 0 0 0 0 0 
ω2 0 0 0 0 0 
ω3 0 0 0 0 0 
σ1 0.042149 0.042149 0.073866 0.073866 0.05522 
σ2 0.123781 0.123781 0.163108 0.163108 0.23753 
σ3 0.069679 0.069679 0.176742 0.176742 0.165395 
θ1 -0.08528 -0.08528 -0.04057 -0.04057 -0.03841 
θ2 0.34391 0.34391 0.332383 0.332383 0.225288 
θ3 0.210531 0.210531 -0.05684 -0.05684 0.254202 
θ4 -0.03283 -0.03283 0.011443 0.011443 -0.00807 
θ5 -0.11979 -0.11979 0.012396 0.012396 0.045221 
θ6 -0.00468 -0.00468 -0.07607 -0.07607 0.203121 
θ7 0.200607 0.200607 0.19746 0.19746 0.105108 
θ8 0.145776 0.145776 -0.23771 -0.23771 0.144474 
θ9 0.175161 0.175161 -0.13085 -0.13085 0.209284 
V1 1.03107 1.03107 1.018657 1.018657 1.080118 
V2 1.046995 1.046995 1.025607 1.025607 1.020101 
V3 1.089288 1.089288 1.024295 1.024295 1.080054 
V4 1.061768 1.061768 1.099093 1.099093 1.096383 
V5 1.050609 1.050609 1.066723 1.066723 1.064873 
V6 1.055157 1.055157 1.050169 1.050169 1.069479 
V7 1.032329 1.032329 1.107602 1.107602 1.029312 
V8 0.965264 0.965264 0.866579 0.866579 1.044323 
V9 1.039512 1.039512 0.98747 0.98747 1.107424 
*See Table 3.1  for the descriptions of all contingencies 
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Table 3.6: CCT comparisons (BCU vs. Time-domain), WSCC with ZIPM loads 
Contingency Actual CCT  
(Time-domain) 
Estimated CCT 
(BCU) 
Relative 
Error% 
C#1 0.268709 0.254872 -5.14944 
C#2 0.163765 0.160293 -2.12011 
C#3 0.056748 0.043501 -23.3436 
C#4 - - - 
C#5 0.085174 0.072364 -15.0398 
C#6 - - - 
C#7 0.196563 0.187354 -4.68501 
C#8 0.128206 0.11039 -13.8964 
*See Table 3.3  for the descriptions of all contingencies 
 
Table 3.5: CUEPs of the adapted WSCC9 with ZIPM loads 
CUEP C#1 C#2 C#3 C#4 C#5 
δ1 -0.72486 -0.66668 -0.47908 - -0.75978 
δ2 1.938955 1.777174 2.015379 - 1.78278 
δ3 1.502299 1.752075 -0.37516 - 1.69322 
ω1 0 0 0 - 0 
ω2 0 0 0 - 0 
ω3 0 0 0 - 0 
σ1 0.819916 0.667689 1.26835 - 0.527345 
σ2 0.491571 0.217766 0.840688 - 0.101961 
σ3 0.10731 0.494303 0.171013 - 0.313082 
θ1 -0.73031 -0.68391 -0.47837 - -0.77214 
θ2 1.747602 1.545104 1.758341 - 1.858581 
θ3 1.307567 1.587938 -0.5249 - 1.619442 
θ4 -0.69243 -0.62249 -0.48462 - -0.70016 
θ5 -0.79441 -0.18617 -0.18263 - -0.30297 
θ6 -0.22333 -0.72046 -0.52869 - 1.443512 
θ7 1.582596 1.365874 1.403351 - 1.633899 
θ8 1.481931 1.462976 -0.70061 - 1.585778 
θ9 1.163728 1.504782 -0.57358 - 1.575581 
V1 0.801744 0.873833 0.867929 - 0.855932 
V2 0.801547 0.677716 0.587095 - 0.705661 
V3 0.680657 0.810339 0.873389 - 0.764242 
V4 0.674296 0.591222 0.694389 - 0.590007 
V5 0.598863 0.298449 0.427472 - 0.266339 
V6 0.406466 0.585268 0.731173 - 0.716128 
V7 0.797349 0.530968 0.45521 - 0.532452 
V8 0.650043 0.679662 0.775649 - 0.623386 
V9 0.528558 0.781661 0.812495 - 0.710119 
*See Table 3.1  for the descriptions of all contingencies 
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Figure 3.9 The stability region of an adapted WSCC9 with ZIPM loads at all PQ buses. 
Contingency # 1 with bus 5 shorted during fault and line 7-5 is tripped. The conservative 
estimation of relevant stability boundary by the BCU method is also illustrated. 
 
 
 
Figure 3.8 An illustration of an impasse surface which can be encountered  
during the simulation procedure of the BCU method.  
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3.6   Conclusions 
In this chapter, an extension of the BCU method was developed for power systems with 
induction motors. Based on the first integral principle, we constructed numerical energy 
functions for power system models with Order I and Order III induction motors, and then 
employed it to derive the corresponding BCU methods with dynamic load capability. The 
numerical results on two adapted WSCC9 systems show successful computations of the CUEPs, 
which consequently lead to the successful conservative direct assessments of transient stability. 
It must be noted that in some cases where a ZIPM load model is considered, our method was 
forced to stop prematurely due to the encounter of impasse surface. This numerical issue must be 
addressed in future work.  
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CHAPTER 4  
A CUEP-Based Enhancement Control Scheme for Large-
Scale Power Systems 
 
4.1   Introduction 
In the past few decades, the demand for power system dynamic security has significantly 
increased as the economics and deregulations have forced more power systems to be operated 
near their stability limits. The past research work in the area of power system dynamic security 
has focused on transient stability assessment and control. In the aspect of transient stability 
assessment, time domain simulations, direct methods based on transient energy function [5, 6, 
12, 13, 47, 49, 50, 94] and other techniques [51-56] can be employed to obtain stability 
assessment results. 
There are two levels of control where a power system stability can be enhanced. The first 
level is device-based type of control which involves insertions of various devices capable of 
improving system stability. These devices include HVDC [146, 147], static exciter [98], SVCs 
[149] and FACTS devices [95, 100-104, 106-109, 111]. The extra reactive power provided by 
SVC’s and FACTS devices help damp machine rotor angle swing and results in improved system 
stability. The second level is operation-based control which can be categorized into two 
subtypes: corrective control and preventive control. The corrective control actions are conducted 
in the power system control center and include such functions as power flow monitoring and 
adjustments. The general concept is based on a control as an after-the-fault action. The main 
issue with corrective control for transient stability is that transient instability can occur and lead 
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to a cascade or a black-out within a few seconds, which is far too short for the system operators 
to perform any corrective measures.  
A preventive control is a control action designed to bring a vulnerable or insecure system 
into a secure operating state prior to the occurrence of an actual fault. Only adjustments to 
system configurations or control variables (such as real and reactive generation outputs, 
transformer tap changers, etc.) are required. Many schemes in the literature have been based on 
optimal power flow (OPF) such as the works reported in [32-42, 112] where preventive security 
dispatch OPF was used for system stability enhancement. However, these methods suffer some 
shortcomings due to: (1) the difficulty with addition of transient stability as a constraint in 
control optimization problems, and (2) the computational cost of performing mathematical 
optimization at regular intervals. A less computationally expensive approach via optimal 
generation rescheduling has been proposed for security enhancement in [113-119, 125, 129] 
where transient stability is considered as a constraint for pseudo optimality. 
In this chapter, we propose an enhancement control scheme that is based on the 
generation rescheduling of critical machines. Based on the stability-region related framework, 
we developed a method for identifying and ranking critical machines in power systems. A 
literature survey on past attempts on operation-based enhancement controls are given in Section 
4.1 and Section 4.2.2. The preliminaries, including the descriptions of the mathematical models 
and the concept of critical machines, are given in section 4.2. In Section 4.3, we provide the 
definition and characterization of critical machines using knowledge of stability regions and 
dynamics in power system. A systematic CUEP-based approach for identifying and ranking 
critical machines is proposed in Section 4.4. Numerical experimental results are then given in 
section 4.5 to test the effectiveness of the proposed method. A complete CUEP-based 
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enhancement control scheme for large-scale power system is proposed in section 4.6 along with 
numerical studies. The conclusion and discussion are given in section 4.7. 
4.2   Preliminaries 
4.2.1 Network-reduction model and transient stability 
Consider a power system with n generators and loads interconnected by a transmission 
network. The dynamics of this power system can be represented by a set of nonlinear differential 
equations: 
 ( )x f x  (4.1) 
 
where 2nx R  are the state variables. The classical model [1] is used and the loads are modeled 
as constant impedances. The dynamics of the i-th generator can be represented by the swing 
equations: 
 
( ) , 1,...,
i i
i i mi ei i iM P P D i n
 
  

   
 (4.2) 
 
where iD  and iM  are the damping ratio and inertia constant of machine i . 
2( ) ( ( cos sin ))
n
ei i ii i k ik ik ik ikk i
P E G E E G B  

      is the electrical power at machine i , iE  is 
the constant voltage behind direct axis transient reactance, and miP  is the mechanical power. 
( )ij n nY Y   ( )ij ij n nG jB    is the reduced admittance matrix. 
If the center of inertia for all machines is used as the reference (COI format) and uniform 
damping is assumed, then (4.2) can be transformed into the following system: 
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where 
 
0 0  ( ) /
n
i i k k Tk
M M         
0 0  ( ) /
n
i i k k Tk
M M         
0 / , 1,...,
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T k i ik
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( cos sin )
n n n
COI mk k j kj kj k j kj kjk k j
P P E E G E E B       
 
 
To analyze the transient stability of a power system, as mentioned in Chapter 1, three stages 
of systems dynamics must be considered, as illustrated in Figure 1.1. This can be mathematically 
described as follows:  
 
1. Pre-Fault 
 In the pre-fault stage, the system is operating at 
pre
sx . The dynamics of this stage is 
described by: 
 
2
1( ), 0,
nx F x t x R    (4.4) 
 
where (0)
pre
sx x , and state variables are machine angles and angular speeds.  
 
2. Fault-On 
 At 0t  , the system experiences a large disturbance and enters the fault-on stage whose 
dynamics are governed by 
 2( ), (0) , 0
pre
s clx F x x x t t     (4.5) 
 
where clt  is the time when the protective system is activated.  
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3. Post-Fault 
 When the fault is cleared, the system enters the last stage whose dynamics are described 
by equation (4.6). In this stage, the system is assumed to have a post-fault SEP at
post
sx . 
 ( ), clx f x t t   (4.6) 
 
By using the stability-region framework as elaborated in Chapter 1, the mathematical 
expression for checking the transient stability of the post-fault system is: 
 ( ) ( )
post
cl sx t A x  (4.7) 
 
 
 
4.2.2 Critical machines and generation rescheduling 
Several research studies in [16, 105, 113, 118-119, 122-125] have shown that each 
generator in a power system can be characterized by its level of relevance and dependence to the 
overall system transient stability. Some generators can withstand moderate external influences or 
changes (i.e. power outputs) without significantly affecting the overall system stability. Some 
machines, on the contrary, are much more susceptible to disturbances, and may cause a 
significant drop or increase in system stability  even when a small change is applied to their 
configurations. Through the time-domain simulation analysis in [105, 122-123], it can be 
observed that when a transient instability occurs, these vulnerable or “critical” generators tend to 
lose their synchronisms first and rapidly separate from the rest of the machines, see Figure 4.1. 
These machines can be described as being under stress (with reference to system transient 
stability), and normally a decrease in MW output of these critical machines is likely to improve 
transient stability of the power system [16, 105, 125]. The main challenge in applying this 
concept to a practical enhancement control scheme is, "How do we accurately and efficiently 
identify these critical machines?". Current available methods for identifying critical machines are 
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based on the observation of system trajectories, heuristics-based approaches [105, 114, 117], and 
sensitivity-based approaches [16, 118]. Although the results from these methods seem promising, 
none of them provides a rigorous definition and characterizations of the critical machines. The 
lack of a rigorous definition of critical machine, as a result, constrains most of these methods to 
rely only on observations and heuristics approaches. Sensitivity based approaches, while having 
a sound and systematic way of computing energy margin sensitivities with respect to generation 
changes, can be computationally expensive to perform. 
4.3   Definitions and Characterizations of Critical machines 
The general observations of system trajectories in [105, 122-123] have indicated that the 
critical machines are the group of machines whose rotor angles separate first from the rest of 
machines and then rapidly diverges. It is crucial to clarify that "first" in this context is in 
reference to both post-fault integration time and fault clearing time. To elaborate this point, 
please see the right subfigure of Figure 4.1. Looking only at this figure, we can see that machine 
# 16 is the first to lose synchronism which occurs at around 0.5 second. This illustrates the first 
loss of synchronism with respect to the post-fault integration time. The reference to the fault 
clearing time, on the other hand, can be illustrated by considering both subfigures, which shows 
that machine # 16 is the first to lose synchronism, occurring at a fault clearing time slightly 
larger than 0.28 sec (the actual CCT or critical clearing time is 0.285 second). This demonstrates 
two different types of transitions when the post-fault trajectory moves from being stable to 
unstable, one with respect to the post-fault integration time, and the other with the fault clearing 
time. To conclude, as we increase the fault clearing time past CCT, the first group of generators 
that is observed to lose their synchronism will be considered critical. 
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This leads to the requirement of studying the post-fault system dynamics near the 
stability boundary in the direction of fault-on trajectory, and therefore the definitions of critically 
(un)stable post-fault trajectory are given as follows: 
 
Definition 4.3.1 (Critically stable post-fault trajectory) 
 A critically stable post-fault trajectory is a post-fault system trajectory whose initial point 
lies just inside the stability boundary of the post-fault SEP. A critically stable post-fault 
trajectory is considered to be in the direction of a fault-on trajectory if its initial point also lies on 
the fault-on trajectory (with fault clearing time slightly smaller than CCT).   
 
 
 
 
 
Figure 4.1 An illustration of a critical machine in IEEE145 with 50 generators. Bus# 100 is 
shorted during fault and line 100-72 is tripped to clear fault. When clearing time is 0.28 sec the 
post-fault trajectories are stable. Increasing the clearing time to 0.29 sec causes one machine 
(#16) rotor angle to separate from the group and rapidly diverges. 
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Definition 4.3.2 (Critically unstable post-fault trajectory) 
 A critically unstable post-fault trajectory is a post-fault system trajectory whose initial 
point lies just outside the stability boundary of the post-fault SEP. A critically unstable post-fault 
trajectory is considered to be in the direction of a fault-on trajectory if its initial points also lies 
on the fault-on trajectory (with fault clearing time slightly larger than CCT).   
 
 The definition 4.3.1 implies that a critically stable post-fault trajectory has a starting point 
that satisfies the expression (4.7) and hence asymptotically converges to the post-fault SEP. On 
the other hand, a critically unstable post-fault trajectory has a starting point that does not satisfy 
(4.7) and therefore either diverges or converges to a different SEP. As mentioned earlier, to find 
the set of machines that lose synchronism first, it is required that we study the critically unstable 
post-fault trajectory in the direction of the fault-on trajectory. Based on this concept, the 
definition of critical machines can be provided as follows: 
 
Definition 4.3.3 (Critical machines with respect to transient stability)  
Given a critically unstable post-fault trajectory in the direction of fault-on trajectory (with 
clearing time slightly larger than CCT), the set of machines whose rotor angles separate from the 
rest of the machines are the critical machines. 
 
Generally two different types of machine synchronism loss can be observed in the 
generator swing curves generated by time-domain based software. The distinct behaviors 
between the two types of synchronism loss are depicted in Figure 4.2 and Figure 4.3. Figure 4.2 
shows the case where only one machine loses its synchronism and its corresponding rotor 
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quickly separates from the rest within a few seconds. Figure 4.3 displays the case where a 
multiple-machine loss of synchronism occurs. A large number of generators lose their 
synchronism simultaneously and creates a separation between two comparably-sized groups of 
generators. The characterizations of the critical machines are given as follows: 
1) Critical machines are the set of machines that lose synchronism first, with respect to 
both post-fault integration time and fault clearing time.  
2) Critical machines can be identified from a critically unstable post-fault trajectory in the 
direction of fault on trajectory. 
3) The set of critical machines tend to be either very small in size (one or two) or very large 
(about half of the machines in the system) 
4) Applying a decrease to the generation output on critical machines usually results in an 
improvement in system transient stability.  
 
 
 
Figure 4.2 Single-machine loss of synchronism 
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4.4   CUEP-based Approach for Identifying and Ranking Critical Machines 
It has been shown in [105, 122, 125], that reducing the power outputs of critical machines 
can significantly improve the system overall transient stability. By incorporating this key 
guideline into a generation rescheduling scheme, we could design a simple and efficient 
algorithm for an operation-based enhancement control. The task of computing accurate or exact 
critical machines, however, has several technical challenges. 
 
1) The full swing curves must be generated in order to observe angle separations and 
identify the critical machines. This requires a time-domain simulation in the post-fault 
stage, which is computationally expensive and slow. 
 
 
Figure 4.3 Multiple-machine loss of synchronism 
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2) To identify the exact critical machines, it is required that we compute the critically 
unstable post-fault trajectory, a trajectory with an initial point lying just outside the 
stability region. This involves the task of computing the exact stability boundary itself, 
and therefore requires multiple runs of time-domain simulations.  
 
3) The critical machines are fault dependent, which means that each contingency has a 
different set of critical machines and requires separate computations. This can be 
computationally undesirable when practical power systems, which are usually subject to 
large contingency lists, are considered. 
 
 
 
To overcome these computational challenges associated with time-domain simulations, 
we propose a CUEP-based approach for fast identification and ranking of critical machines. Our 
approach is based on the stability-region framework in [6, 13] and the integration of the CUEP 
method into the task of finding critical machines.  
It has been established that, in order to compute the critical machines in a power system, 
a critically unstable post-fault trajectory in the direction of fault-on trajectory must be computed. 
In other words, using the Definition 2.3.4 (relevant stability boundary), the system dynamics 
outside the stability region near the relevant stability boundary is needed for identifying critical 
machines. The study in [6, 7, 9] shows that the dynamics near an equilibrium point in a 
dynamical system is governed by the stable and unstable manifolds. Applying this key concept to 
the relevant stability boundary, we may assume that the post-fault dynamics near the relevant 
stability boundary are governed by the stable and unstable manifold of the CUEP as shown in the 
Figure 4.4. 
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The 1-dimensional unstable manifold of the controlling UEP can then be utilized as a 
"predictor" to the behavior of the unstable trajectory with a fault clearing time slightly larger than 
CCT. By performing linearization at the CUEP, the unstable eigenvector of the CUEP can be 
computed and used instead of the actual unstable manifold for post-fault dynamics prediction, 
which is more difficult and computationally expensive to compute.  The conceptual CUEP-based 
approach for indentifying and ranking critical machines is as follows: 
 
Given:   A contingency with a specified fault-on trajectory and a specified post-fault SEP.  
Method: Fast identification and ranking of critical machines 
 
Step 1: Compute the CUEP, 
CUEPx , of the post-fault system by BCU method [13]. 
Step 2: Compute the unstable eigenvector(eigenvector corresponding to the eigenvalue with 
positive real part) at CUEP.  
 
Figure 4.4 The dynamics near the relevant stability boundary 
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Step 3: Analyze the sign of all components in the unstable eigenvector, and determine the set of 
critical machines. 
Step 4: Analyze the magnitude of all components in the unstable eigenvector, and determine the 
ranking of machines. 
 
Output: The set of critical machines and ranking of all machines in the system 
4.5   Experimental Results 
An experimental study is conducted to test the effectiveness and reliability of the 
proposed CUEP-based approach in identifying and ranking critical machines. Although our 
framework is based on the well-established theories of stability regions and boundaries [9], the 
concept of using the unstable manifold of a CUEP, or the corresponding linearized form, as a 
predictor of the dynamics near relevant stability boundaries is fairly new in the power system 
literature. Therefore, a thorough experimental investigation is conducted to address the following 
points: 
1) Accuracy of the method in identifying critical machines. 
2) Accuracy of the method in ranking critical machines. 
3) Effectiveness of the generation rescheduling (based on our rankings) in improving 
system transient stability 
Table 4.1 displays an example of all unstable eigenvector components at a CUEP. The 
test system is IEEE 145-bus system with constant impedance load model and uniform damping 
of 0.1. Bus 7 is shorted during fault and line 7-6 is tripped to clear the fault. We can see that only 
two components (machine# 20 and machine#26) have different signs than the rest, which 
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according to our predictor, indicates that these two machines are heading towards a different 
direction than the rest of the machines in the system. When compared to the actual critically 
unstable post-fault trajectories in the direction of fault-on trajectory in Figure 4.5, the results 
from our CUEP-based approach match perfectly, as we can observe the rotor angles of 
machine#20 and #26 are the first to separate from the rest at approximately 4 seconds after the 
fault is cleared. 
 
 
Table 4.1: Unstable eigenvector components at CUEP for IEEE145, fault bus is 7  
and tripped line is 7-6 
Machine 
Unstable Eigenvector 
Component 
Machine 
Unstable 
Eigenvector Component 
1 -0.028443218 26 0.086547818 
2 -0.015793744 27 -0.005334443 
3 -0.016531533 28 -0.05436711 
4 -0.017245319 29 -0.056627207 
5 -0.018281657 30 -0.059380572 
6 -0.008617586 31 -0.057344028 
7 -0.026449223 32 -0.051146504 
8 -0.013407089 33 -0.028467887 
9 -0.0182035 34 -0.025295965 
10 -0.030359916 35 -0.018722806 
11 -0.036232103 36 -0.049622151 
12 -0.009281323 37 -0.051624615 
13 -0.013869813 38 -0.051892653 
14 -0.005200714 39 -0.048785046 
15 -0.015933339 40 -0.052642076 
16 -0.008846032 41 -0.052164134 
17 -0.005097949 42 -0.052676523 
18 -0.057878286 43 -0.052616318 
19 -0.011389872 44 -0.052680081 
20 0.097410128 45 -0.052636997 
21 -0.009084563 46 -0.053095411 
22 -0.009184021 47 -0.052751491 
23 -0.023995197 48 -0.053703005 
24 -0.019245936 49 -0.052374009 
25 -0.018666241 50 -0.052705697 
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Table 4.2 presents a numerical study on the IEEE145 system with a consideration of 11 
different contingencies. The table presents a comparison of critical machines found by the 
traditional time-domain approach (by observing critically unstable post-fault trajectory), and our 
proposed approach using unstable eigenvectors at the CUEP. The results show that the critical 
machines identified by the unstable eigenvector at CUEP are very accurate when compared to 
the time-domain approach, especially on the cases with small numbers of critical machines. For 
the cases with multiple critical machines, the results from the first method are found to be the 
subsets of those obtained by the time-domain simulation.  
The concern regarding the accuracy of the proposed approach in identifying critical 
machines has been addressed as the numerical results in Table 4.1, Table 4.2, and Figure 4.5 
show that the proposed CUEP-based eigenvector predictor can accurately indentify critical 
machines without having to compute the full swing curves through time-domain simulations.  
 
Figure 4.5 Swing curves of a two-machine loss of synchronism.  
Fault bus is 7, and line 7-6 is tripped to clear fault. 
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The derivation of machine rankings based on our proposed CUEP-approach will be next 
evaluated and presented in the following section. The first set of ranking is obtained based on the 
magnitude that each generator output affects the stability region of the post-fault system. To 
obtain this ranking, each generator is monitored after two types of adjustments are applied: 
increase in MW outputs and decrease in MW outputs. The most critical machine is expected to 
cause the largest shrinkage of the post-fault stability region after an increase in MW output while 
Table 4.2: Comparison of unstable machines determined by eigen properties  
and time-domain approach 
Contingency Number 
Unstable Machines 
(by negative components 
of unstable eigenvector at 
controlling UEP) 
Unstable Machine 
(by time-domain 
simulation) 
C#1 2 20, 26 20, 26 
C#2 2 20, 26 20, 26 
C#3 1 6 6 
C#4 
20 
2, 5, 6, 8, 12, 13, 14, 16, 
17, 19, 20, 21, 22, 23, 24, 
26, 27, 33, 34, 35 
1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 
11, 12, 13, 14, 15, 16, 17, 
19, 20, 21, 22, 23, 24, 25, 
26, 27, 33, 34, 35 
C#5 1 28 28 
C#6 1 29 29 
C#7 
20 
2, 5, 6, 8, 12, 13, 14, 16, 
17, 19, 20, 21, 22, 23, 24, 
26, 27, 33, 34, 35 
1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 
11, 12, 13, 14, 15, 16, 17, 
19, 20, 21, 22, 23, 24, 25, 
26, 27, 33, 34, 35 
C#8 1 16 16 
C#9 
20 
2, 5, 6, 8, 12, 13, 14, 16, 
17, 19, 20, 21, 22, 23, 24, 
26, 27, 33, 34, 35 
1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 
11, 12, 13, 14, 15, 16, 17, 
19, 20, 21, 22, 23, 24, 25, 
26, 27, 33, 34, 35 
C#10 1 8 8 
C#11 1 27 27 
C#1: Fault bus is 7, line tripped is 7-6, C#2: Fault bus is 6, line tripped is 7-6 
C#3: Fault bus is 59, line tripped is 59-72, C#4: Fault bus is 72, line tripped is 59-72 
C#5: Fault bus is 115, line tripped is 115-116, C#6: Fault bus is 116, line tripped is 115-116 
C#7: Fault bus is 72, line tripped is 72-100, C#8: Fault bus is 100, line tripped is 72-100 
C#9: Fault bus is 75, line tripped is 75-91, C#10: Fault bus is 91, line tripped is 75-91 
C#11: Fault bus is 112, line tripped is 112-69 
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the least critical one is expected to cause the largest expansion or the least shrinkage of the 
stability boundary. The total loads of the system stays constant during the evaluations, meaning 
that the outputs of all other generators will be adjusted to compensate (equally distributed) the 
change of the monitored machine. Table 4.3 shows the ranking obtained from this procedure on 
the IEEE 145-bus 50-machine system. Fault bus is 7 and fault line is 7-6.  There are two critical 
machines where 200 MW increase in generation output causes the stability boundary to shrink 
(or a decrease in CCT). One is machine 20 and the other is machine 26. Other amounts of MW 
shifting (i.e. 50 MW, 100 MW and 500 MW) were also tried. The rankings obtained from 50 
MW and 100 MW are identical to that of 200 MW, but the result from 500 MW case starts to 
deviate from the former three. This indicates that the ranking retains its order only within a 
certain range of adjustments from the original configuration. Negative MW shifting was also 
performed and it gave the exact opposite ranking as the positive shifting. In other words, an 
increase in MW on critical machines causes the stability boundary to shrink but a decrease in 
MW helps expand the stability boundary, which improves the overall transient stability of the 
system.  
 Table 4.4 presents three sets of rankings obtained by using three different criteria: 1) 
CUEP-SEP distance change following 200MW shift, 2) CUEP-SEP vector, and 3) unstable 
eigenvector at the CUEP. The test system is, once again, the IEEE 145-bus system. Fault bus is 7 
and line 7-6 is tripped to clear fault. The CUEP-SEP distance change represents a criterion that is 
based on a simple measurement of the size of stability region. Using this criterion, the machine 
that causes the largest decrease in CUEP-SEP distance following a 200MW increase will be 
considered as the most critical. The criterion based on the CUEP-SEP vector is an experimental 
approach to test if the CUEP-SEP vector, which is very cheap to compute, can be used in place 
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of the unstable eigenvector at CUEP to identify critical machines. Using this criterion, the 
CUEP-SEP vector components are used for ranking based on their signs and magnitudes. Figure 
4.9 illustrates how the rankings can be computed. The last criterion is based on our proposed 
scheme, using the unstable eigenvector at CUEP to identify critical machines and obtain 
rankings. The components of the unstable eigenvector at CUEP are used to rank the machines 
based on their signs and magnitudes as shown in Figure 4.9. 
 
 
Table 4.3: First ranking obtained by monitoring the critical clearing time (CCT)  
following 200MW shifting 
Machine CCT Difference Ranking Machine CCT Difference Ranking 
Original 0.16103   
 
  0.16103   
 1 0.16159 0.00056 22 26 0.15138 -0.00965 2 
2 0.16124 0.00021 4 27 0.16141 0.00038 9 
3 0.16163 0.0006 29 28 0.16169 0.00066 45 
4 0.16165 0.00062 32 29 0.16174 0.00071 46 
5 0.16164 0.00061 31 30 0.16179 0.00076 48 
6 0.16154 0.00051 15 31 0.16176 0.00073 47 
7 0.16668 0.00565 50 32 0.16158 0.00055 20 
8 0.16157 0.00054 18 33 0.16153 0.0005 14 
9 0.16167 0.00064 41 34 0.16145 0.00042 10 
10 0.16159 0.00056 23 35 0.16133 0.0003 5 
11 0.15897 0.00059 27 36 0.16154 0.00051 17 
12 0.15542 0.00036 6 37 0.1616 0.00057 24 
13 0.16118 0.00015 3 38 0.16161 0.00058 26 
14 0.16139 0.00036 7 39 0.16158 0.00055 21 
15 0.16161 0.00058 25 40 0.16165 0.00062 33 
16 0.1615 0.00047 11 41 0.16166 0.00063 36 
17 0.1614 0.00037 8 42 0.16167 0.00064 42 
18 0.16184 0.00081 49 43 0.16166 0.00063 37 
19 0.16153 0.0005 13 44 0.16166 0.00063 38 
20 0.14244 -0.01859 1 45 0.16166 0.00063 39 
21 0.16154 0.00051 16 46 0.16167 0.00064 43 
22 0.16152 0.00049 12 47 0.16165 0.00062 34 
23 0.16158 0.00055 19 48 0.16167 0.00064 44 
24 0.16162 0.00059 28 49 0.16163 0.0006 30 
25 0.16166 0.00063 35 50 0.16166 0.00063 40 
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Table 4.4: Three sets of rankings derived from three different schemes 
Machine CCT 
Benchmark 
(Time-
domain) 
change in 
CCT 
Ranking 
SEP-
CUEP 
Distance 
change 
Ranking 
CUEP-
SEP 
Vector 
Ranking 
Eigenvector 
1-50 
Ranking 
1 0.16159 0.00056 22 0.1622 28 0.932626 23 0.028443 26 
2 0.16124 0.00021 4 0.6995 40 1.33572 32 0.015794 14 
3 0.16163 0.0006 29 0.5257 31 1.332306 31 0.016532 16 
4 0.16165 0.00062 32 0.5954 33 1.315365 30 0.017245 17 
5 0.16164 0.00061 31 0.6618 34 1.366449 34 0.018282 19 
6 0.16154 0.00051 15 0.8517 50 1.598127 47 0.008618 6 
7 0.16668 0.00565 50 0.8432 24 1.066556 27 0.026449 25 
8 0.16157 0.00054 18 0.7512 45 1.428149 36 0.013407 12 
9 0.16167 0.00064 41 0.6798 36 1.521883 38 0.018204 18 
10 0.16159 0.00056 23 0.1556 27 0.937584 24 0.03036 28 
11 0.15897 0.00059 27 0.8435 25 0.568787 22 0.036232 29 
12 0.15542 0.00036 6 0.8444 26 1.543203 40 0.009281 10 
13 0.16118 0.00015 3 0.6985 38 1.383417 35 0.01387 13 
14 0.16139 0.00036 7 0.8244 49 1.619863 48 0.005201 4 
15 0.16161 0.00058 25 0.7001 41 1.539413 39 0.015933 15 
16 0.1615 0.00047 11 0.8005 47 1.570652 42 0.008846 7 
17 0.1614 0.00037 8 0.7015 42 1.572827 44 0.005098 3 
18 0.16184 0.00081 49 -0.2396 23 0.418501 21 0.057878 49 
19 0.16153 0.0005 13 0.8008 48 1.557579 41 0.01139 11 
20 0.14244 -0.01859 1 -1.4355 1 2.268343 50 -0.09741 1 
21 0.16154 0.00051 16 0.7568 46 1.587637 46 0.009085 8 
22 0.16152 0.00049 12 0.7476 44 1.583199 45 0.009184 9 
23 0.16158 0.00055 19 0.3091 30 1.202679 28 0.023995 23 
24 0.16162 0.00059 28 0.5424 32 1.347783 33 0.019246 22 
25 0.16166 0.00063 35 0.6782 35 1.51893 37 0.018666 20 
26 0.15138 -0.00965 2 -1.0109 2 2.113246 49 -0.08655 2 
27 0.16141 0.00038 9 0.6993 39 1.570912 43 0.005334 5 
28 0.16169 0.00066 45 -0.3336 15 -0.03091 9 0.054367 46 
29 0.16174 0.00071 46 -0.3258 18 0.091006 14 0.056627 47 
30 0.16179 0.00076 48 -0.3125 21 0.206075 17 0.059381 50 
31 0.16176 0.00073 47 -0.3233 19 0.140746 15 0.057344 48 
32 0.16158 0.00055 20 -0.3806 3 0.234133 18 0.051147 32 
33 0.16153 0.0005 14 0.2252 29 0.997465 25 0.028468 27 
34 0.16145 0.00042 10 0.6805 37 1.052873 26 0.025296 24 
35 0.16133 0.0003 5 0.7258 43 1.255958 29 0.018723 21 
36 0.16154 0.00051 17 -0.3684 4 0.366518 20 0.049622 31 
37 0.1616 0.00057 24 -0.3670 5 0.147101 16 0.051625 33 
38 0.16161 0.00058 26 -0.3552 6 0.079247 12 0.051893 34 
39 0.16158 0.00055 21 -0.3031 22 0.269738 19 0.048785 30 
40 0.16165 0.00062 33 -0.3377 10 -0.17944 7 0.052642 39 
41 0.16166 0.00063 36 -0.3417 8 -0.18496 6 0.052164 35 
42 0.16167 0.00064 42 -0.3369 12 -0.20236 5 0.052677 40 
43 0.16166 0.00063 37 -0.3200 20 -0.52889 1 0.052616 37 
44 0.16166 0.00063 38 -0.3340 14 -0.26647 3 0.05268 41 
45 0.16166 0.00063 39 -0.3312 17 -0.34654 2 0.052637 38 
46 0.16167 0.00064 43 -0.3372 11 -0.10343 8 0.053095 44 
47 0.16165 0.00062 34 -0.3414 9 -0.00636 11 0.052751 43 
48 0.16167 0.00064 44 -0.3331 16 0.085207 13 0.053703 45 
49 0.16163 0.0006 30 -0.3480 7 -0.00745 10 0.052374 36 
50 0.16166 0.00063 40 -0.3353 13 -0.22913 4 0.052706 42 
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 It can be observed in Table 4.4 that all three approaches generate different rankings than 
the one generated by the time-domain approach in Table 4.3. Since the time-domain based 
rankings is based the actual CCT change caused by each generator, it is considered as the 
benchmark in our comparison. Figure 4.6-4.8 provide direct comparisons between each set of 
rankings and the benchmark by the time-domain approach. The diagonal black straight line 
represents the perfect match with the benchmark. It is clear from these figures that the set of 
rankings obtained by the unstable eigenvector at CUEP are the most accurate among all three 
sets of rankings.  
 
 
  
 
Figure 4.6 Ranking of CUEP-SEP distance approach vs. Benchmark 
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Figure 4.8 Ranking of unstable eigenvector at controlling UEP approach vs. Benchmark 
 
 
 
 
Figure 4.7 Ranking of CUEP-SEP vector approach vs. Benchmark 
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The numerical comparison in Figure 4.6-4.8 shows that the machine rankings obtained 
from our CUEP-based approach are fairly accurate when compared to the ranking generated by 
the benchmark time-domain approach. The main advantage of our method over the time-domain 
approach is the speed in obtaining the rankings, which makes it much more practical in real 
world applications.  
To improve transient stability via the rankings obtained by our method, the critical 
machines must be rescheduled to produce less MW outputs, while some non-critical machines 
have to compensate by increasing their outputs. This process will be referred as a MW shift. 
Figure 4.10 shows the characteristic of critical clearing time CCT as a MW shift is performed. 
The figure shows the result after an enhancement control, using 1-50 pair (minimal amount of 
control) to shift power. It also shows that the graph reaches a maximum at 1500 MW shift and 
 
Figure 4.9 Ranking by unstable eigenvector components at CUEP 
 (or CUEP-SEP vector components)  
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starts to decrease afterwards. This indicates that an over-shifting of MW can also lead to poor 
CCT improvements. Therefore, a fast assessment tool such as the BCU method should be 
employed in the algorithm to monitor the CCT at each step of shifting. If a decrease in CCT is 
detected, the process should stop as the maximum CCT has been obtained. Figure 4.11 shows the 
performances when other non-critical machines are considered. The performance of rank 31-50 
non-critical machines are displayed by black lines, while the results from rank 21-30 and 11-20 
non-critical machines are represented by blue and red respectively. 
It can be observed that the top 20 most stable or non-critical machines which are 
represented by black lines have comparable CCT improvement. However, when the lower 
ranked machines are used for MW shift, we start to get poor results in CCT improvement. This 
emphasizes the importance of choosing top 20 most non-critical (safe) machines to compensate 
the critical machines when performing MW shifting. 
 
 
 
 
Figure 4.10 MW shift vs. CCT on contingency#1, pair 1-50 
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4.6   A CUEP-based Enhancement Control Scheme 
A CUEP-based enhancement control scheme is proposed in this section. The control 
scheme is based on the machine ranking computed from the unstable eigenvector at the CUEP. 
The control scheme can be employed to reconfigure the power dispatch so that the stability of the 
post fault system can be greatly improved.  
 Main Control Scheme Generation outputs rescheduling 
1. Decrease MW output of critical machines 
2. Increase MW output of non-critical(safe) machines to compensate 
 
In order to provide the same amount of MW outputs, some machines need to increase 
their outputs to compensate the decrease in MW output on the critical machine. Table 4.5 shows 
the control scheme selection criteria. 
 
Figure 4.11 MW shift vs. CCT on contingency#1, pair 1-50 through 1-11 
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The control scheme can be chosen differently depending on the priority according to the 
system operators. If minimum MW adjustments are of most important, then the rank-one-fifty 
pair should be used as it usually gives the fastest increase of CCT. On the other hand, if the 
minimum cost is desired, the system operators can select the pair that are the cheapest and then 
move on to the next once the first peak is reached. The running time may be longer but the total 
cost of final configurations will also be cheaper. 
Figure 4.12 presents the flow chart of our proposed enhancement control scheme. The 
main objective of this algorithm is to improve system transient stability as much as the specified 
control scheme allows. The control scheme box is left undetermined as it can be adjusted to fit 
the users’ preferences. In other words, the users need to specify the pairs to be MW shifted based 
on their priorities. The program terminates when the largest improvement in CCT has been 
reached. As a result, the final result should give a new generation dispatch in which transient 
stability is significantly improved. This algorithm has been implemented and run on IEEE 145-
bus system with ten different contingencies. The results can be found in Table 4.6.  
 
 
 
Table 4.5: Different control scheme criteria and control actions 
Scheme Criteria Machine to Decrease 
MW 
Machine to Increase MW 
1. Minimal number of 
controls (machines) 
1 most critical machine 1 non-critical machine 
(Bottom 20 safest machines) 
2. Maximum transient 
stability 
All critical machines Several non-critical machines 
(Bottom 20, safest machine) 
3. Multiple contingencies At least one of the 
critical machines 
from each contingency 
At least one of the non-critical 
machines from each contingency 
(Bottom 20, safest machine) 
4. Most economical Generation costs are considered during rescheduling. 
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Table 4.6: CCT improvements in IEEE 145-bus system by  
MW shifting of rank-one-fifty pair 
Contingency # Fault- bus: fault-line Original CCT Maximum CCT 
after 
enhancement 
controls 
% Improvement 
1 7: 7, 6 0.16103 0.48921 203.8 % 
2 59: 59, 72 0.25914 0.43190 66.67 % 
3 112: 112, 69 0.27209 6.0462 2122.13% 
4 91: 91, 75 0.29763 0.53721 80.5% 
5 6: 6, 1 0.17822 4.39887 2368.22% 
6 12: 12, 14 0.33291 0.53222 59.87% 
7 6: 6, 10 0.26490 3.29890 1145.34% 
8 33: 33, 49 0.21777 0.41671 91.35% 
9 69: 69, 32 0.13749 0.31002 125.49% 
10 105: 105, 73 0.19812 0.26773 35.14% 
11 59: 59, 103 0.23701 5.67811 2295.726% 
12 66: 66, 8 0.30105 2.33595 675.93% 
 
 
Figure 4.12 Flow chart of the algorithm for transient stability enhancement 
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4.7   Conclusions 
A new CUEP-based method for large-scale power system transient stability enhancement 
is developed and tested in this chapter. The method consists of three main procedures: (1) fast 
CUEP computations and CCT analysis by the BCU method, (2) identification and ranking of 
critical machines via a CUEP-based approach, and (3) control actions by generation output 
rescheduling. Unlike other existing methods, our method identifies and ranks critical machines 
using a stability-region based framework which considers the actual dynamics near the relevant 
stability boundary. 
Numerical tests were conducted on 12 different contingencies of the IEEE 145-bus 50-
generator system. The numerical results show great accuracy regarding the identification and 
rankings of critical machines, fast computational speed, and significant improvement in system 
transient stability. 
 
The main features and advantages of our proposed methods are listed as follows: 
1) Fast identification and ranking of critical machine, especially when using in 
conjunction with a BCU method. 
2) Accurate identification and ranking of critical machines, based on system actual 
dynamics. 
3) Does not rely on the fault assumption that the mode of CUEP does not change after 
generation rescheduling. 
4) Inexpensive and simple derivation of control actions. 
5) Can be applied to more detailed power system models 
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It should be pointed out that the direct application of a transient stability enhancement 
control using generation-rescheduling only addresses the dynamic security problem, whereas in 
some practical situations, we are required to take into account other types of limits (i.e., thermal, 
voltage, etc.) and economics. Thus, in the next Chapter 5, we present critical numerical studies 
on the existing transient stability-constrained optimal power flow (TSCOPF) methods, exploring 
their strengths, weaknesses, and also the possibility for further improvement. In Chapter 6, we 
propose a novel TSCOPF method as an alternative control measure that is more suitable for 
transient stability enhancement/preventive control problems with additional conditions and 
constraints.  
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CHAPTER 5  
Evaluation Study of the Incorporation of Transient 
Stability Constraints into Optimal Power Flow 
 
An extensive study of a widely used fixed-threshold proxi for expressing transient 
stability constraints in optimal power flow is conducted. The purpose of this work is to examine 
the accuracy and reliability of this proxi in enforcing transient stability constraints into OPF 
problems. An evaluation method is proposed for computing the exact threshold value of a power 
system. It is shown via numerical studies that the exact threshold value of the proxi for each 
system and contingency is in fact not a constant. It can vary from 80 to 190 degrees, depending 
on several factors such as contingencies, loading conditions and network topology. Further 
numerical study shows that using the same threshold value for every system, as suggested in the 
literature, can lead to both severe underestimate and overestimate assessments. A stability-region 
framework for TSCOPF is proposed to provide a more accurate expression of transient stability 
constraints in OPF. 
5.1   Introduction 
The consideration of transient stability constraints in optimal power flow (OPF) problems 
has become increasingly important in modern power systems. Transient stability constrained 
OPF (TSCOPF) is a nonlinear optimization problem subject to a set of algebraic and differential 
equations. Solving a TSCOPF problem can be challenging due to (i) the differential-equation 
constraints in an optimization problem, (ii) the lack of a true analytical expression for transient 
stability in OPF. To handle the dynamics in TSCOPF, the set of differential equations can be 
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approximated or converted into equivalent algebraic equations before they are included in an 
OPF formulation. The direct discretization of the differential equations was proposed in [32], and 
utilized in [34]-[41]. This technique however is subject to inaccuracy and convergence issues due 
to the approximation and the introduction of large numbers of variables and equations for each 
time step. Therefore, the functional transformation technique was proposed in [33] to handle 
differential equations by converting the infinite-dimensional TSCOPF into a finite-dimensional 
optimization problem. Mathematically, the transient stability of a power system does not have an 
analytical expression that can be directly incorporated in an OPF formulation. To avoid this 
difficulty, many researchers use a predefined and fixed threshold for rotor angles as a mean to 
determine transient stability of the system, see for example [32]-[42]. The value of the thresholds 
used in the literature usually varies from 100° to 120°, but the explanation on how it is selected is 
still lacking or nonexistent. Although this proxi may suffice as a simplified criterion, it is not an 
exact expression of transient stability in power system. Therefore, the results from using this 
proxi in TSCOPF may be subject to compromises and errors. 
In this chapter, we provide a detailed numerical investigation of the widely used fixed-
threshold proxi on its performance in enforcing transient stability constraints in TSCOPF. The 
question of accuracy and reliability from using this fixed-threshold proxi will be addressed 
through extensive time-domain simulation studies. The computations and analysis of the exact 
threshold values under different test systems, loading conditions, network topology and 
contingencies is conducted. To obtain the exact threshold values, this chapter presents an exact 
method using the framework of stability region. A stability-region framework for TSCOPF is 
also established to provide a more accurate expression of transient stability constraints in the 
TSCOPF formulation.  
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Our evaluation study shows that the exact threshold value is not a constant, as assumed in 
the literature, and can vary from 80 to 190 degrees. This leads to the following issues related to 
the current fixed-threshold proxi: (i) the current common threshold values of 100º-120º can be 
very conservative as the correct value can be as large as 190º, (ii) the common threshold values 
can also be very optimistic as the correct value can be as small as 80º in some systems, (iii) the 
exact threshold value is not a constant and depends on contingencies, loading conditions and 
network topology, and (iv) the integration time of 2 to 5 seconds can be problematic for the cases 
with multi-swing instability. It is numerically shown that using the same fixed threshold value 
can lead to both severe underestimate and overestimate transient stability assessments. Instead of 
using the same predetermined and fixed thresholds in the inequalities of every system and 
contingency, we suggest using adaptive limits that depend on the overall system dynamics. 
5.2   TSCOPF Problem Formulations 
The TSCOPF problem can be formulated by incorporating a set of transient stability 
constraints into the conventional OPF formulation, which can be described as follows: 
 
5.2.1 Conventional OPF formulation 
Min ( )gf P  (5.1) 
S.T  , 0g LP P P V     (5.2) 
  , 0g LQ Q Q V     (5.3) 
 
max( , ) 0S V S    (5.4) 
 min maxV V V   (5.5)
 
 
min max
g g gP P P   (5.6) 
 
min max
g g gQ Q Q   (5.7) 
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Where ( )f  is an objective function; gP  and gQ  
are the vectors of generator active and 
reactive power outputs, respectively; 
max
gP and 
min
gP  are the upper and lower bounds of real power 
output while 
max
gQ and 
min
gQ  are the bounds for reactive power output; LP  and LQ  are real and 
reactive power loads; ( , )P V   and ( , )Q V   are the real and reactive network injections; ( , )S V   
is a vector of apparent power across the transmission lines whose thermal limits are restricted by 
maxS ; V  and   are the vectors of bus voltage magnitudes and angles with associated lower and 
upper limits of minV  and maxV , respectively. gP , gQ ,  V  and   are the free variables in the 
problem. 
 
5.2.2 Transient stability constraints 
The constraints associated with transient stability consist of swing equations (a set of 
DAEs) that describe the generator rotor angle deviation after a disturbance and stability limit 
criteria to determine whether the system is stable.  
 
A. Swing equations 
The classical model of a synchronous generator is adopted, and loads are modeled as 
constant impedances. The rotor angle deviation of the i-th synchronous generator can be 
expressed by differential equations as follows [1]: 
 
( ) , 1,...,
i i
i i mi ei i iM P P D i n
 
  

   
 (5.8)  
 
where, 
1
( ) ( cos sin )
n
ei i k ik ik ik ikk
P E E G B  

  is the electrical power at machine i , iE  is the 
constant voltage behind direct axis transient reactance. iD  and iM   are the damping ratio and 
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inertia constant of machine i .   and miP  is the mechanical power. ( )ij n nY Y   
 ( )ij ij n nG jB    is 
the reduced admittance matrix. 
 
B. Stability region 
A stability-region framework is proposed to provide a more accurate expression of 
transient stability constraints in the TSCOPF formulation. Let us consider a general nonlinear 
dynamical system described by: 
 ( )x f x  (5.9) 
 
An equilibrium point is a solution to the equation 0 ( )f x . An asymptotically stable 
equilibrium point sx  of (5.9) is the point where all the eigenvalues of the Jacobian matrix have 
negative real parts. The flow or trajectory of the system (5.9) is the solution to (5.9) at time t  
starting at x , and it is denoted by ( , )t x . The stability region of an asymptotically stable 
equilibrium point (SEP) sx  can be expressed as: 
 ( ) { : ( , ) , as }s sA x x t x x t    (5.10)  
 
To analyze transient stability due to a fault, the system is considered to go through three 
stages: pre-fault stage, fault-on stage and post-fault stage. The fundamental issue of transient 
stability analysis is whether the system trajectory, starting at the post-fault initial state ( )clx t , will 
settle down to
post
sx . Transient stability analysis is to determine whether the initial point of the 
post-fault trajectory is located inside the stability region of the equilibrium point 
post
sx . It can be 
mathematically expressed by checking the following condition: 
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 ( ) ( )
post
cl sx t A x  (5.11)  
 
To be practical we let N  be the set of the contingencies being considered in a TSCOPF 
problem, and ( )
post
siA x i N  denotes the stability region of 
post
six  associated with the 
contingency i. Then the mathematical expression of the transient stability constraints in TSCOPF 
based on the stability-region framework can be described as follows: 
 ( ) ( )
post
i cl six t A x i N    (5.12)  
 
In summary, the TSCOPF problem can be formulated as follows: 
Min (5.1) 
(5.13) S.T (5.2)-(5.7)                 
 (5.8) and (5.12) 
 
 
 
 
Figure 5.1 The sustained fault-on trajectory ( )fx t  moves towards the stability boundary 
( )postsA x  and intersects it at the exit point, ex . The exit point lies on the stable manifold of the 
controlling UEP, CUEPx  
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5.3   Proxi for Transient Stability Constraints and Numerical Issues 
Solving a TSCOPF problem as formulated in (5.13) can be very challenging because (i) 
there are infinite-dimensional variables, equalities and inequalities associated with the swing 
curves (5.8), and (ii) the expression in (5.12) does not have a closed-form analytical expression. 
To avoid these two numerical difficulties, many researchers consider the transient stability 
constraints in TSCOPF through discretized swing curves [32], [34]-[41] and constrain the 
relative rotor angle within a predefined limit [32]-[42]. By using the implicit trapezoidal rule 
[32] or Taylor series expansion, differential equations can be discretized and converted into 
numerically equivalent algebraic equations, which can be easily included in the OPF 
formulation. The following criterion is widely used in TSCOPF research as a proxi for ensuring 
system transient stability. 
 
maxmax
max
( ) ( )
0
i COIt t
t t
   
 
 (5.14) 
 
where ( )i t  is the rotor angle of machine i at time t. ( )COI t is the center of inertia (COI) 
reference angle. max  is a fixed angle threshold, normally set between 100° - 120°. maxt  is the 
total integration time. In TSCOPF, maxt  is typically set to 2-5 seconds. This constraint requires 
the rotor angle deviation of all machines, with respect to the center of inertia, to be no greater 
than max  at all time. If the condition is satisfied, the operating point is considered stable. 
Although the proxi (5.14) has been commonly used in the TSCOPF formulation, there are 
several technical and numerical issues that must be addressed: 
 
1. Accuracy and validity of the criterion – The inequality criterion in (5.14) is merely an 
approximated and simplified form of the real expression of transient stability in (5.12). 
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Moreover, the predefined thresholds, or max  in (5.14), are heuristically chosen and vary 
considerably from 90° to 140° in the literature [32]-[42].  
2. Computational burden – The discretization of the differential equations introduces a large 
number of new equations and variables for each time step. The number increases greatly 
when multiple contingencies or a longer integration duration is being considered.  
3. Convergence – A large number of constraints and variables may cause a TSCOPF 
program to diverge. 
4. Scalability – Although in theory this guideline can be extended to consider multiple 
contingencies or detailed generator models, it is computational impractical due to the 
extra computational burden. 
 
We will address the issue of accuracy and, to a certain extent, address the issue of 
computational burden.  
5.4   Method for Computing Exact Thresholds 
An exact method is proposed to compute the exact thresholds using the framework of 
stability region. The exact threshold represents the highest value of rotor angle deviation, with 
reference to the center of inertia (COI), such that the post-fault trajectory remains in the stability 
region of the post-fault system and converges to the post-fault stable equilibrium point. The 
method for computing the exact threshold values is presented below. 
 
Given:   A contingency with a specified fault-on trajectory and a specified post-fault SEP.  
Method: Computing exact threshold values for angle inequalities 
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Step 1: Compute the exact critical clearing time (CCT) in the direction of fault-on trajectory by 
using a time-domain method. 
Step 2: Perform a time-domain numerical integration starting from an initial point with fault 
clearing time slightly less than the critical clearing time. This step produces a critically 
stable post-fault trajectory. 
Step 3: Identify the maximum angle deviation max
exact
 
along the critically stable post-fault 
trajectory, which can be found at the highest or lowest peak of the trajectories. 
Output: The exact threshold of the contingency in the context of angle inequality (5.14)  is max
exact . 
 
One distinguished feature of the proposed method is that it reflects the network topology, 
loading conditions, etc. and is based on the exact relevant stability boundary of the transient 
stability models [6]. It has been observed from our numerical results that the peak value of the 
angle deviations of post-fault trajectories strictly increases as the fault clearing time increases. 
The simulation results summarized in  
Table 5.1 and Figure 5.2 confirm this observation. This observation shows that the 
highest rotor angle deviation, or the exact threshold, can be obtained from a critically stable post-
fault trajectory whose initial point lies just inside the stability boundary of the post-fault system. 
 
 
Table 5.1: Clearing times and the peaks of post-fault trajectories WSCC9,  
fault-bus is 9 and line 9-6 is tripped. 
Clearing times Peak* (degree) 
0.2429 = CCT 166.16 
0.202 100.00 
0.20 98.27 
0.15 66.58 
0.10 45.95 
0.07 37.15 
* A peak value represents the maximum amplitude of post-fault trajectories 
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Figure 5.3 Critically stable swing curves when clearing time is 0.2429 second, slightly less than 
the CCT. The peak of the rotor angles is observed at 2.9 radian or 166.16°. 
 
 
 
 
Figure 5.2 The exact threshold value can be obtained at the highest peak of the critically stable 
post-fault trajectory. The fault-on trajectory crosses the stability boundary at the critical clearing 
time of 0.2429 second  
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Figure 5.5 The stable swing curves and unstable stable swing curves in Figure 5.4 as a function 
of time. The exact threshold value of 2.9 radians of 166.16 degrees was found at CCT = 0.2429 
second by an exact method, and compared to the commonly used threshold of 100°. 
 
 
 
 
Figure 5.4 A stable trajectory travelling inside the stability region in the state space, while an 
unstable trajectory lying outside the stability region moves away from it. 
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5.5   Proxi from Stability region viewpoint 
To address the accuracy issue of using (5.14) in place of (5.12), we present a numerical 
result showing the performance of the fixed-threshold proxi in estimating the critical clearing 
times (CCTs). The WSCC9 [2] with constant impedance loads and a uniform damping of 0.1 is 
considered. Bus 9 is shorted during the fault-on period and line 9-6 is tripped by the protection 
system. The actual CCT of this system and contingency is 0.2429 second. Figure 5.4 and Figure 
5.5 show the same set of post-fault trajectories in different spaces and representations. Figure 5.4 
displays post-fault stable and unstable trajectories in the state space, along with the exact 
stability region of the post-fault SEP. The stable trajectory moves inside the stability region and 
eventually converges to the post-fault SEP. On the other hand, the unstable trajectory, starting 
from the outside the stability region, directly diverges to infinity. Figure 5.5 contains the same 
stable and unstable trajectories as shown in Figure 5.4, however they are represented as swing 
curves versus time.  
Using the proposed exact method, we can obtain a critically stable post-fault trajectory 
when the fault clearing time is 0.2429 second, and the corresponding exact threshold value of 
166.16°, see Figure 5.2 or Figure 5.5. When compared to the exact value, the common fixed-
threshold of 100° is very conservative with a relative threshold error of 39.82%. The estimated 
CCT associated with the 100° threshold is equal to the highest fault-clearing time such that the 
post-fault trajectories (or the post-fault swing curves) lie entirely in the +/- 100° range. In this 
contingency, the estimated CCT associated with the 100° threshold is 0.202 second, see Table 
5.1. This translates to a 16.84% relative error of estimated CCT by the 100° fixed threshold 
proxi.  
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5.6   Numerical Studies on Threshold Values 
A time-domain study on the IEEE145 test system [1] was conducted to address the 
following issues associated with the commonly used fixed-threshold proxi for transient stability 
constraints in TSCOPF. 
 
1. The predefined threshold value is heuristically selected in the range of 100°-120°, 
through generalized estimations of swing curves. It will be shown that the exact threshold 
value of a system can vary from 80° to 190°, depending on several factors such as types 
of contingency, loading conditions, and network topology. The question is, if the same 
threshold value is used for every system and contingency, as suggested in the literature, 
will it affect the accuracy of the proxi in enforcing transient stability in TSCOPF? If it 
does, how large the errors can be expected? 
 
2. Due to the highly-computational nature of this solution method, longer integration times 
are undesirable. As can be seen in [32, 36-38], only 2-5 seconds of integration time is 
chosen and employed to solve TSCOPF problems. This practice may become problematic 
in the case of multi-swing instability, where the rotor angle separations usually take 
longer time to occur. We will address this issue and find out the outcomes of using a 
short integration time along with a fixed-threshold proxi to solve TSCOPF in this 
situation.  
 
We next show the numerical results on the IEEE145 test system. Loads are modeled as 
constant impedances and the uniform damping of 0.1 is considered. Bus 7 is shorted during the 
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fault-on period and line 7-6 is tripped to clear the fault. The actual critical clearing time is 0.1424 
second.  
5.6.1 Underestimate of threshold and CCT 
Figure 5.6 shows a critically stable post-fault trajectory when the fault clearing time is 
0.1420 second, slightly lower than the CCT. All 50 machine rotor angles are presented in Figure 
5.6. Figure 5.8 displays the displacement from the post-fault SEP to the trajectory. It confirms 
that this trajectory is stable and asymptotically converges to the post-fault SEP. Figure 5.6 
presents an example of a stable trajectory which the TSCOPF criterion in (5.14) with 100° fixed 
threshold considers unstable. The rotor angles at the following buses are all larger than 100° or 
1.7453 radian at some points along the curves: 2, 3, 4, 6, 7, 8, 9, 12, 13, 14, 15, 16, 17, 19, 20, 
21, 22, 25, and 26. To confine the whole swing curves in the +/- 100° limits, the fault clearing 
time has to be significantly reduced to 0.0751 second, see Figure 5.7. We show in  
Table 5.1 that the peak value of swing curves strictly increases as the fault clearing time 
increases. This means that, for this system and contingency, using a 100° threshold is equivalent 
to restricting the fault clearing time to be equal or less than 0.0751 second. In other words, it is 
equivalent to having an estimated CCT of 0.0751 second.  
Table 5.2 contains the relative errors of CCTs and threshold values when fixed thresholds 
of 100° or 120° are used in the TSCOPF proxi. This numerical result shows that using a fixed-
threshold proxi (i.e. 100°) in TSCOPF can lead to a severe underestimate of the exact threshold 
and CCT. The relative error for threshold value in this case can be as high as 43.70 %. In the 
context of optimization problems, this means that a large number of feasible solutions, those that 
are transiently stable, may be considered unstable and disregarded due to the predetermined 
threshold value being too small and conservative. 
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Figure 5.7 At fault clearing time = 0.110 sec, the stable post-fault trajectories are confined in the 
commonly used limits of +/- 100°. 
 
 
 
Figure 5.6 At fault clearing time = 0.1420 second, the stable post-fault trajectories are confined 
in the correct limits of +/- 177.62°. 
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5.6.2 Overestimate of threshold and CCT 
The test system for this example is the IEEE145 with constant impedance loads and a 
uniform damping of 0.1. Bus 8 is shorted during the fault-on period and line 8-7 is tripped to 
clear the fault. A high loading condition is considered in this case. The actual CCT is 0.071 
second. Using the proposed exact method, we found the exact threshold value of 95°. Figure 5.9 
shows a multi-swing unstable swing curve when the fault clearing time is 0.072 second, slightly 
larger than the actual CCT. It can be observed that the separation of the rotor angles does not 
occur until after 15 second in the post-fault stage. If the common 100° threshold is considered in 
(5.14), the violation of the inequality will occur at 17.35 second. This becomes a problem 
because, as described in section 5.3, the post-fault integration time is normally limited to 2-5 
seconds. This means no violation will occur within this period and the angle separation at 17.35 
second will not be detected. Using the correct threshold value of 95° will however result in a 
 
Figure 5.8 Fault clearing time = 0.1420 sec, the post-fault trajectory converges to a post-fault 
SEP 
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correct detection at 2.46 second, see Figure 5.9. This is an example where using a fixed-
threshold proxi (i.e. 100°) can lead to an overestimate of CCT, and a false assessment. In the 
context of optimization problems, this means that some infeasible solutions, those that cause 
transient instability, may be considered feasible when solving for an optimal solution.  
In summary, we present the numerical results to show that if the threshold value in (5.14) 
is predetermined and fixed for every case and contingency, it may lead to both severe 
underestimate and overestimate assessments in TSCOPF. It is also shown that using the exact 
threshold values in, which can be found by the proposed exact method, can eliminate these 
shortcomings.  
 
 
 
 
 
Figure 5.9 A multi-swing unstable post-fault trajectory can take more than 15 seconds before 
encountering an angle separation. 
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5.7   Accurate Thresholds Under Different Conditions 
It has been shown that the correct threshold value in (5.14) can be different for each 
system and contingency, and that using a fixed threshold, as suggested in the literature, can lead 
to an inaccurate proxi for transient stability constraints in TSCOPF. We next examine the exact 
threshold values under the following different conditions: (i) types of contingencies, (ii) loading 
conditions, and (iii) severe contingencies. The numerical study on the IEEE145 shows that the 
exact threshold values vary significantly from 80°-190° under different system conditions. This 
emphasizes the importance in adjusting max  of (5.14) in accordance to the system’s dynamics 
and contingencies. 
 
A. Type of contingencies 
Table 5.3 shows the correct threshold values when different types of contingencies are 
considered. Since the protection system is normally activated within 5-8 cycles, or 0.0833-
0.1333 second after a disturbance, any case with a CCT lower than 0.1 second will be considered 
insecure. If the CCT lies between 0.1 and 0.2, it will be considered critical. When the CCT is 
greater than 0.2, that contingency is considered secure.  We can see that the threshold values are 
smallest in the insecure group with the average value of 119.78°, followed by 170.52° of the 
critical group. The secure group has the highest average value of 176.24°. It can be observed that 
as the CCT decreases, the threshold tends to decrease in general.  
This numerical result shows that true threshold value for each contingency is different 
and it is related to the value of the critical clearing time. It can be observed that the exact 
threshold value decreases as CCT decreases.  
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B. Loading conditions 
The effect of loading conditions on the threshold value is studied and presented in Table 
5.4. Three contingencies (one from each contingency group) are considered in this study. It can 
be observed from the results that as loads increase, both CCTs and threshold values strictly 
decrease. The results are uniform among all three types of contingencies. Note that the insecure 
contingency contains less data than the other two due to the lowest load margin. The result  
illustrates how the loading condition has a direct impact on the exact threshold value of each 
contingency. As loads increase, the exact threshold value also decreases. 
 
C. Severe contingencies 
Table 5.5 presents the threshold values of some severe contingencies of IEEE145. Line 
17-22 is permanently taken out when the test for other contingencies is run. It can be observed 
that the exact threshold values of all the cases are below 100°. If the criterion (5.14) is used with 
a fixed 
max 100   , and if the multi-swing instability is taken into consideration, these insecure 
contingencies may be considered secure by the proxi. To avoid this type of false assessment in 
TSCOPF, either the integration time must be extended well beyond 5 seconds, or an exact 
threshold value must be used.  
 
 
Table 5.2: Relative error percentage of estimated CCTs 
 max 100    max 120    
Fixed threshold 100° 120 
Exact threshold
 
177.62° 177.62° 
Threshold relative error % 43.70 32.44 
Estimated CCT 0.0751 0.1100 
Actual CCT 0.1424 0.1424 
CCT relative error % 47.26 22.75 
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Table 5.4: Exact threshold values in different loading conditions 
Loading CCT(sec) Threshold (degree) 
Secure Contingency: 8:7-8 
Original 1.0596 165.81 
+5% 0.7708 164.55 
+10% 0.5433 154.13 
+15% 0.3686 127.83 
+19% 0.166 107.49 
+19.5% 0.075 104.11 
+20% 0 - 
Critical Contingency: 7:7-6 
Original 0.1424 182.66 
+5% 0.1167 171.03 
+10% 0.0837 145.36 
+14% 0.0311 126.28 
+15% 0 - 
Insecure Contingency: 17:17-22 
Original 0.0835 139.74 
+5% 0.0431 119.63 
+6% 0.0221 97.92 
+7% 0 - 
 
Table 5.3: Exact threshold values in different types of contingencies 
Contingencies CCT(sec) Threshold (degree) 
Secure CCT > 0.2  
59: 59-72 0.2415 174.24 
116:115-116 0.2866 192.63 
1: 1-2 0.4067 176.47 
8: 7-8 1.0596 165.81 
11: 9-11 2.4959 172.69 
Average threshold = 176.24 degree 
Critical 0.1 < CCT < 0.2  
6: 7-6 0.1671 190.11 
7:7-6 0.1424 182.66 
104: 7-104 0.1681 195.03 
98: 58-98 0.1208 144.10 
89: 59-89 0.1402 155.10 
Average threshold = 170.52 degree 
Insecure CCT < 0.1  
17: 17-22 0.0835 139.74 
33: 33-34 0.0676 115.22 
99: 36-99 0.0419 110.70 
2: 2-113 0.0693 113.45 
Average threshold = 119.78 degree 
 
109 
 
 
5.8   TSCOPF Using Different Threshold Values 
Through a numerical study on several single-contingency TSCOPF problems, we 
demonstrate that the TSCOPF solution can be significantly different when different values of 
threshold in (5.14) are considered. The test system is WSCC9 with a uniform damping of 0.05. 
The system cost function can be found in [43]. The results show that the objective function 
values at optimal power flow solutions vary considerably under different fixed threshold values. 
Figure 5.10 displays the single-contingency TSCOPF solutions associated with three different 
values of fixed threshold. It can be observed that the objective function can be improved by 
adjusting the fixed-threshold value in (5.14). The costs are highest when the threshold value is 
100°, and gradually decrease as the threshold value is raised. The objective function values 
appear be the lowest or the best when the threshold value is relaxed to 160°, the highest of the 
three values we tested. Regarding the system transient stability, the stability requirement is 
satisfied in all threshold values and contingencies as we can see that the CCTs are all greater 
than the required 0.20 second. The CCTs however appear to be on the conservative side in all 
cases, with 100° threshold being the most conservative.  
 
Table 5.5: Exact threshold values in severe contingencies 
Contingency CCT(sec) Threshold (degree) 
Line out: 17-22 
59: 59-72 0.0209 90.46 
115: 115-116 0.0198 89.76 
1: 1-2 0.0212 92.48 
6: 7-6 0.0164 83.23 
98: 58-98 0.0173 85.49 
89: 59-89 0.0103 79.41 
104: 7-104 0.0115 81.69 
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This result shows that if the threshold value in (5.14) is chosen without the actual 
knowledge of system dynamics, it may cause unnecessary conservativeness and degradation of 
the optimal solution. This demonstrates the importance of adjusting the threshold values in 
accordance to the dynamics of studied systems. By properly reflecting accurate threshold values, 
the TSCOPF solutions can be improved without losing system transient stability. 
 
 
C1 - Fault bus: 9, Tripped-line: 9-6,  
C2 - Fault bus: 7, Tripped-line: 7-5 
C3 - Fault bus: 9, Tripped-line 9-8. 
 
Figure 5.10 Total generation costs improve as the fixed-threshold value is relaxed (or increased). 
All CCTs are considerably larger than the required 0.20 second.  
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5.9   Conclusions 
This chapter provides a critical evaluation of the fixed-threshold proxi for transient 
stability constraints in TSCOPF. An exact method to determine exact threshold values is 
developed based on the stability region framework. The proposed method has been applied to 
derive exact threshold values of power system under different test systems, loading conditions, 
network topology and contingencies. Our evaluation study shows that the exact threshold values 
are not constant, as assumed by many researchers [32]-[42], and can vary from 80 to 190 degrees 
depending on several factors such as types of contingency, loading conditions, and network 
topology. By using the commonly used fixed-threshold proxi (i.e. 100° or 120°) to express 
transient stability in TSCOPF, it can lead to severe underestimate assessments as well as 
overestimate assessments. We also demonstrate that if the threshold value in the proxi is chosen 
without the actual knowledge of system dynamics, it may lead to unnecessary conservativeness 
of transient stability and degradations of the optimal solutions. 
We emphasize that the current fixed-threshold proxi used in the TSCOPF literature is 
merely a simplified form of the real expression of transient stability in power systems. Therefore, 
it may be subject to errors and incorrect assessments. To achieve accurate results in TSCOPF, it 
is critical that the threshold value is adjusted based on the system dynamics and its loading 
conditions, and this adjustment should be based on the knowledge of stability regions. The 
proposed method can meet this requirement. 
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CHAPTER 6  
A Novel BCU-Based OPF Method for Large-Scale Power 
Systems with Transient Stability Constraints 
 
Transient stability constrained optimal power flow or TSCOPF is a big challenge for 
power system researchers due to its computational complexity. Even the current best TSCOPF 
solvers still suffer from the curse of dimensionality, and unacceptable computational time. 
Moreover, it has been recently shown that the widely used fixed-threshold proxi for enforcing 
transient stability in TSCOPF can lead to inaccurate assessments as well as degradations of the 
optimal solutions. In this chapter, we propose a novel BCU-based method to address these issues 
and to enhance the overall TSCOPF performances. The improvement is achieved through the 
combination of fast screening by the BCU method, and the computation of accurate system-
dependent threshold values. Detailed case studies on several systems up to 678 buses indicate 
that the proposed BCU-based method can significantly improve (i) the computational speed, (ii) 
the capability of TSCOPF method to handle large contingency lists, and (iii) the quality of the 
TSCOPF solutions on both objective function value and transient stability.   
6.1   Introduction 
Optimal power flow or OPF has been a very important tool in the field of power system 
operation and planning. Early research on OPF only consider static security constraints in the 
problem formulation [44], [45], however the resulting dispatches may lead to transient instability 
under some critical or severe contingencies. To overcome this issue, the transient stability 
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constrained optimal power flow (TSCOPF) was introduced in [44] and has become a new 
challenge in the recent years. 
TSCOPF can be modeled as a large-scale nonlinear programming problem including the 
constraints of differential-algebraic equations (DAE). Solving a TSCOPF problem can be 
challenging due to (i) the differential-equation constraints in an optimization problem, (ii) the 
lack of a true analytical expression for transient stability in OPF. The direct discretization of the 
differential equations was proposed in [32], and utilized in [34]-[42]. The functional 
transformation technique was proposed in [33] to handle differential equations by converting the 
infinite-dimensional TSCOPF into a finite-dimensional optimization problem. Unfortunately, 
even the current best TSCOPF solvers still suffer from the curse of dimensionality, unacceptable 
computational time and memory consumption, especially for large-scale power systems with 
multiple contingencies [40]. Furthermore, it has been shown in [46] that the widely used fixed-
threshold proxi for enforcing transient stability in TSCOPF can lead to both severe 
underestimated and overestimated assessments as well as degradations of the optimal solutions. 
To further improve the performance and usability of the discretization-based TSCOPF methods 
on large-scale practical power systems, it is crucial that the above issues must be addressed and 
corrected. This paper proposes a novel BCU-based TSCOPF method that overcomes these issues 
through the combination of a fast screening algorithm by BCU method [13] and a BCU-based 
computation of accurate system-dependent threshold values.  
The BCU method is incorporated in our algorithm to reduce the computational burden by 
eliminating irrelevant contingencies. It screens out the majority of secure contingencies that do 
not require control actions, and hence prevents the main TSCOPF solver from considering 
unnecessary contingencies. A BCU-based approach is proposed to provide an efficient way to 
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compute system threshold values. Although the method for computing exact threshold values has 
been proposed in [46], it is based on a time-domain approach which is computationally 
expensive and impractical for large-scale power systems. To overcome this limitation, a BCU-
based scheme is proposed for fast computation of system threshold values. The scheme is tested 
on several case studies and shown to yield fairly accurate and conservative estimations of the 
exact threshold values. The CPU times by the proposed BCU-based scheme is shown to be 
remarkably reduced when compared to the original time-domain-based approach.  
The unique features of the proposed BCU-based TSCOPF method are as follows: (uf1) it 
enables the TSCOPF to solve practical power systems with a large contingency list, (uf2) it 
provides accurate threshold values which improves the accuracy of transient stability constraints 
and quality of the TSCOPF solution, (uf3) it can be applied to any discretization- based TSCOPF 
methods. The numerical results using an interior point method as the main TSCOPF solver show 
significant improvement in both computational capability and solution quality in all case studies. 
This promising result shows that the proposed BCU-based method is suitable for solving the 
solution of large-scale TSCOPF problems that are subject to a large contingency list. 
6.2   TSCOPF Problem Formulations 
The TSCOPF problem can be formulated as a large-scale nonlinear programming 
problem associated with DAE constraints [44]. 
 
,
0
0
min ( , )
. . ( , , ) 0
( , , ) 0
f
s t 

x z
x z
H x x z
G x x z
 (6.1) 
 
where vector x  are state variables such as voltage magnitudes and angles, while z  are the 
control variables such as power outputs, transformer tap ratios, phase shifter positions, etc. 
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A. Objective function 
The objective functions in TSCOPF are generally the same as those in conventional OPF. 
In this paper, minimization of generation cost functions is considered. 
  2
1
( )
ng
i gi i gi i
i
f x a P b P c

    (6.2) 
 
B. Conventional OPF equality and inequality constraints 
1) Power flow equations: 
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where gP  and gQ  are the vectors of generator active and reactive power outputs, while lP  and 
lQ  are real and reactive power loads. ,V θ  are the vectors of bus voltage magnitudes and angles. 
 
2) Static security constraints: 
 
min max
min max
min max
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 
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C. Transient Stability Constraints 
The constraints associated with transient stability consist of swing equations (a set of 
DAEs) that describe the generator rotor angle deviation after a disturbance, and a stability limit 
criteria that determines system stability.  
In this chapter, the classical model (network-reduction) of a synchronous generator is 
adopted, and loads are modeled as constant impedances. The rotor angle deviation of the i-th 
synchronous generator can be expressed by differential equations as follows [6]: 
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where, 
1
( ) ( cos sin )
ng
ei i k ik ik ik ikk
P E E G B  

  is the electrical power at machine i , iE  is the 
constant voltage behind direct axis transient reactance. iD  and iM   are the damping ratio and 
inertia constant of machine i .   and miP  is the mechanical power. ( )ij n nY Y   
 ( )ij ij n nG jB    is 
the reduced admittance matrix. 
A stability-region framework for expressing transient stability constraints in the TSCOPF 
formulation was proposed in [46]. Let us consider a general nonlinear dynamical system 
described by: 
 ( )x f x  (6.6) 
 
 
An equilibrium point is a solution to the equation 0 ( )f x . An asymptotically stable 
equilibrium point sx  of (6.6)  is the point where all the eigenvalues of the Jacobian matrix have 
negative real parts. The flow or trajectory of the system (6.6) is the solution to (6.6) at time t  
starting at x , and it is denoted by ( , )t x . The stability region of an asymptotically stable 
equilibrium point (SEP) sx  can be expressed as [9]: 
 
 ( ) { : ( , ) , as }s sA x x t x x t    (6.7) 
 
To analyze transient stability due to a fault, the system is considered to go through three 
stages: pre-fault stage, fault-on stage and post-fault stage. The fundamental issue of transient 
stability analysis is whether the system trajectory, starting at the post-fault initial state ( )clx t , will 
settle down to
post
sx . Transient stability analysis is to determine whether the initial point of the 
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post-fault trajectory is located inside the stability region of the equilibrium point 
post
sx . It can be 
mathematically expressed by checking the following condition: 
 ( ) ( )
post
cl sx t A x  (6.8) 
 
 
To be practical we let N  be the set of the contingencies being considered in a TSCOPF 
problem, and ( )
post
siA x i N  denotes the stability region of 
post
six  associated with the 
contingency i. Then the mathematical expression of the transient stability constraints in TSCOPF 
based on the stability-region framework can be described as follows. 
 ( ) ( )
post
i cl six t A x i N    (6.9) 
 
Solving a TSCOPF problem using the expression in (6.9) can be challenging because this 
expression does not have a closed-form analytical expression. As a result, many researchers use 
predefined and fixed thresholds for rotor angles as a mean to determine transient stability of the 
system. 
 
maxmax
max
( ) ( )
0
i COIt t
t t
   
 
 (6.10) 
 
where ( )i t  is the rotor angle of machine i at time t. ( )COI t is the center of inertia (COI) 
reference angle. max  is a fixed angle threshold, normally set between 100° - 120°. maxt  is the 
total integration time. In TSCOPF, maxt  is typically set to 2-5 seconds.  
It has been numerically shown in [46] that the exact threshold values are system-
dependent, and can vary from 80 to 190 degrees depending on several factors such as types of 
contingency, loading conditions, and network topology. The results also show that using the 
same fixed threshold for every system and contingency may lead to severe underestimated and 
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overestimated assessments as well as degradations of the optimal solutions. Therefore, in this 
paper, the following stability criterion (6.11) is considered instead of (6.10): 
 
maxmax
max
( ) ( ) ( )
0
j
i COI
j
t t
t t j N
   
   
z
 (6.11) 
 
where  max ( )
j z  are the threshold values to be computed on the fly. These thresholds 
depend on the system control variables z , and each contingency j . 
In this paper, the  numerical discretization technique is applied to discretize the 
differential equations into a set of equivalent algebraic equations. Based on the equations (6.2)-
(6.5) and (6.11), our TSCOPF formulation can be described as follows: 
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where vector xˆ  are the new state variables which includes all discretized state variables. The 
difference between the proposed formulation and the traditional discretization-based TSCOPF 
formulation is the inclusion of a more accurate expression of transient stability criterion shown in 
(6.11). Instead of using the same fixed thresholds for every system and contingency in (6.10), 
(6.11) employs threshold values that reflect system's actual dynamics and contingencies. 
6.3   A BCU-based Scheme for Computing System-Dependent Threshold 
Values 
An exact method is proposed in [46] to compute the exact thresholds using the 
framework of stability region. An exact threshold represents the highest value of rotor angle 
deviation, with reference to the center of inertia (COI), such that the post-fault trajectory remains 
in the stability region of the post-fault system and converges to the post-fault stable equilibrium 
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point. This method, however, requires several numerical integrations to locate exact stability 
boundary, which can be computational expensive and not suitable for large-scale power systems. 
The BCU-based scheme for computing system threshold values is proposed to overcome this 
issue.  
Figure 6.1 visualizes the main differences between time-domain-based and BCU-based 
approaches in computing system threshold values. To obtain an exact threshold, a post-fault 
trajectory starting from a point lying just inside the stability boundary (point 1) must be 
computed and analyzed [46]. This exact point 1 however can be very expensive to compute due 
to the requirement to locate the exact relevant stability boundary in the direction of the fault-on 
trajectory. This usually requires several numerical integrations. In the same way that a CUEP 
method can be used to approximate the relevant stability boundary, we can compute point 2 as an 
approximation of point 1. This scheme is much faster than the time-domain-based approach due 
to the direct identification of the initial point 2 (for computing system thresholds) via energy 
surface passing through the CUEP.  
 
 
Figure 6.1 Visualization of two initial points for computing system thresholds.  Point 1 can be 
computed by a time domain-based approach while Point 2 by the proposed CUEP-based scheme. 
System thresholds computed from point 1 leads to an exact value while the results computed 
from point 2 are estimated and conservative values. 
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The proposed scheme is presented as follows: 
 
Given:   A contingency with a specified fault-on trajectory and a specified post-fault SEP.  
Method: Computing threshold values for angle inequalities in the form of (6.11). 
 
Step 1: Compute the CUEP, 
CUEPx , of the post-fault system by BCU method [13]. 
Step 2: Find the point along the fault-on trajectory that crosses the energy surface passing 
through the CUEP, ( ( ))CUEPS V x  . This point must lie inside the post-fault stability 
region, ( )
post
sA x  
Step 3: Find the point along the fault-on trajectory that crosses the energy surface passing 
through the CUEP, ( ( ))CUEPS V x  . This point must lie inside the post-fault stability 
region, ( )
post
sA x . 
Step 4: Perform a time-domain numerical integration starting from the point computed in step 2. 
This step produces an estimated critically stable post-fault trajectory. 
Step 5: Identify the maximum angle deviation max
est
 
along the critically stable post-fault 
trajectory, which can be found at the highest or lowest peak of the trajectories. 
 
Output: The estimated system threshold value of the contingency in the context of angle 
inequality is max
est . 
 
The proposed scheme is tested on several case studies and the results are summarized in 
Table 6.1 and Table 6.2. The tests are performed on three groups of contingencies based on 
contingency severity. In Table 6.1, it can be seen that the estimated thresholds are uniformly and 
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slightly smaller than the exact threshold values. The average relative error from all 14 cases is 
5.95%. Table 6.2 shows the comparison of CPU time between two approaches. It is clear that the 
computational times by the proposed CUEP-based scheme are much less than the original time-
domain-based approach. The average relative improvement for CPU time is 90.17%. Although 
the computation has been greatly reduced due to the approximation, the system thresholds 
estimated by the proposed scheme still reflects the network topology, loading conditions, etc. and 
is based on the relevant stability boundary of the transient stability models [6]. 
 
 
 
 
 
Table 6.1: Exact (time-domain) vs. Estimated (CUEP) threshold values 
Contingencies 
TD-based 
Exact 
Threshold 
(degree) 
CUEP-based 
Estimated 
Threshold 
(degree) 
Relative Error % 
Secure CCT > 0.2 
59: 59-72 174.24  164.11 5.81 
116:115-116 192.63  173.3 10.03 
1: 1-2 176.47  172.09 2.48 
8: 7-8 165.81  151.67 8.53 
11: 9-11 172.69  165.7 4.05 
Critical 0.1 < CCT <0.2 
6: 7-6 190.11  188.41 0.89 
7:7-6 182.66  175.52 3.91 
104: 7-104 195.03  175.28 10.13 
98: 58-98 144.10  140.34 2.61 
89: 59-89 155.10  143.08 7.75 
Insecure CCT < 0.1 
17: 17-22 139.74  133.32 4.59 
33: 33-34 115.22  110.47 4.12 
99: 36-99 110.70  99.01 10.56 
2: 2-113 113.45  104.52 7.87 
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These numerical studies on the CUEP-based scheme have shown that: 
 The threshold values estimated by the proposed scheme are slightly different than the exact 
threshold values, with fairly small relative errors.  
 The threshold values estimated by the proposed scheme are always less than the exact 
threshold values. This implies conservative estimations by the scheme.  
 The computational times are greatly reduced when compared to the original time-domain 
approach. Over all it is roughly 10 times faster. 
 
 
 
 
 
 
Table 6.2: Exact (time-domain) vs. Estimated (CUEP) CPU time 
Contingencies 
TD-based 
CPU time 
(sec) 
 
CUEP-based 
CPU time (sec) 
Relative 
improvement % 
Secure CCT > 0.2 
59: 59-72 132.48 15.23 88.50393 
116:115-116 156.22 16.09 89.70042 
1: 1-2 142.48 12.23 91.41634 
8: 7-8 135.23 12.1 91.05228 
11: 9-11 149.01 17.64 88.16187 
Critical 0.1 < CCT <0.2 
6: 7-6 128.46 13.35 89.60766 
7:7-6 148.1 15.48 89.5476 
104: 7-104 132.09 11.29 91.4528 
98: 58-98 133.67 12.31 90.79075 
89: 59-89 143.59 16.75 88.33484 
Insecure CCT < 0.1 
17: 17-22 153.27 11.04 92.79702 
33: 33-34 147.48 13.58 90.79197 
99: 36-99 139.95 12.02 91.41122 
2: 2-113 131.3 14.6 88.88043 
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6.4   The Proposed BCU-based TSCOPF Method 
The conceptual algorithm of the proposed BCU-based TSCOPF method is presented in 
Figure 6.2. The key procedures are listed as follows: 
 
1) Assessment and Screening 
Practical large-scale power systems are subject to large contingency lists, but typically 
only a few are insecure and require control actions. Due to the computation limitation of 
numerical discretization-based TSCOPF, it is extremely unfavorable to consider a large number 
of contingencies in the formulation. To prevent these irrelevant or secure contingencies from 
getting included in the main TSCOPF solver, BCU method [13] is incorporated in the algorithm 
as a fast screening tool. This ensures that only critical or insecure contingencies are considered 
by the main TSCOPF solver.  
 
 
 
Figure 6.2 The conceptual BCU-based TSCOPF method for large-scale power systems with 
large contingency lists. The method consists of (i) fast assessment and screening by BCU method 
for taking out irrelevant contingencies (ii) computation of system and contingency dependent 
threshold values via a BCU-base scheme, (iii) reduce-space interior point method as the main 
TSCOPF solver 
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2) Computation of system and contingency dependent threshold values 
The importance of using accurate threshold values in (6.11) has been stressed in [46]. The 
proposed BCU-based scheme is implemented to compute accurate system threshold for each 
critical or insecure contingency. One advantage of using this scheme along with the BCU 
method as screening tool is that, the CUEPs  are already computed in the screening process, and 
hence can be readily used by the scheme. 
 
3) TSCOPF problem formulation 
The computed threshold values for all critical or insecure contingencies must be 
incorporated or updated into the main TSCOPF formulation in the form of (6.11). 
 
4) Solve TSCOPF  
The reduced-space interior point method is adopted as the main TSCOPF solver in this 
paper. 
Figure 6.3 shows the flow chart of our complete BCU-based TSCOPF algorithm which 
includes a computational loop that constantly checks and updates the system contingency list and 
threshold values. Since individual transient stability constraints are typically not binding, it is 
prudent to begin by solving a standard OPF. The BCU method is then executed to screen out 
secure cases and provide CUEPs for the computation of thresholds values. Once the threshold 
values are computed, the main TSCOPF solver is executed to solve the problem.  This process 
repeats until no insecure contingency is found. The procedure is fully described as follows: 
 
Given:   A power system case with a contingency list.  
Method:  Computing TSCOPF solution based on the proposed BCU-based scheme. 
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Step 1: Solve standard OPF without considering any transient stability constraints. 
Step 2: Run BCU method to filter out screen out secure cases [13]. Save the CUEP’s of 
insecure cases. 
Step 3: Check if all contingencies are secure. If yes, end the program and output solution, 
otherwise proceed to step 4. 
Step 4: Update the insecure contingency list by adding the new insecure cases found in step 2.  
 
 
Figure 6.3 The complete algorithm of BCU-Based method for solving large-scale TSCOPF 
problems 
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Step 5: Compute the system threshold of each insecure contingency in (6.11) using the 
proposed BCU-based scheme. 
Step 6: Formulate TSCOPF problem in expression (6.12) using the thresholds computed in 
step 5. 
Step 7: Solve TSCOPF problem by interior point method and repeat step 2. 
Output:    A transient stability constrained optimal power flow solution. 
 
6.5   Case Studies 
Detailed numerical results for different test systems are presented in this section in order 
to check the robustness and efficiency of the proposed BCU-based method. Table 6.3 gives a 
summary of these test systems. The reduced-space IPM approach described in [40] was 
developed to use as the main TSCOPF solver. 
In realistic scenarios, it is inevitable that large numbers of contingencies must be 
considered when TSCOPF problems are solved. Without a fast screening tool within a TSCOPF 
algorithm, it can be extremely expensive or impossible to perform the computation. Table 6.4 
shows the performance of the BCU method in eliminating irrelevant or stable cases. It is clear 
that the results by the BCU method are very close to those of time-domain approach. Although 
some stable cases fail to get screened out, the difference is considerably small. Moreover, the 
computation times taken by the BCU method are much less when compared to the traditional 
time-domain approach. This confirms that the BCU can greatly reduce the number of 
contingencies to be included in the main TSCOPF solver. 
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Table 6.5 shows the comparison between the conventional method and our proposed 
BCU-based TSCOPF regarding the capability in handling large contingency lists. Both methods 
utilize interior point method as the main TSCOPF solver. The third and fifth columns show that 
the conventional approach cannot solve most of the cases while the BCU-based approach is 
successful in all cases, including 678-bus system with 300 contingencies. The fourth column of 
Table 6.5 presents the CPU time when conventional TSCOPF is performed along with a time-
domain-based approach for screening. It can be seen that the CPU times by the time-domain 
approach are much higher than the BCU-based approach in all cases. This inferior performance 
in computational speed by the time-domain approach is mainly caused by the time-consuming 
numerical integrations of post-fault systems. 
The advantage of using accurate system threshold values is presented in Table 6.6. The 
widely-used fixed threshold proxi with 100° is utilized by the conventional TSCOPF (with TD 
screening), while the BCU-based TSCOPF approach computes and uses the actual system 
threshold values. The results show that by using more accurate threshold values, the quality of 
the optimal solutions of all test systems can be improved by our approach. The resulting 
objective function values of total generation costs are shown in the Table 6.6. The average 
improvement on the objective function values is 7.03%.  
 
Table 6.3: Summary of all test systems 
Test Systems BN  GN  maxT (SEC) t  
WSCC9 9 3 2.00 0.01 
IEEE39 39 10 2.00 0.02 
IEEE145 145 50 2.00 0.02 
IEEE162 162 25 2.00 0.02 
IEEE300 300 69 2.00 0.02 
CASE678 678 170 1.00 0.02 
BN  = Number of buses, GN  = Number of generators 
maxT  = Total integration time, t  = integration step size 
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Table 6.6: Capability to handle large contingency lists:  
Conventional TSCOPF (IPM) vs. BCU-based TSCOPF (IPM) 
System lN  
Objective function value at TSCOPF 
solution 
Relative 
improvement 
% Conventional 
TSCOPF (IPM) 
*with TD screening 
BCU-based 
TSCOPF  
(IPM) 
WSCC9 10 $15,421 $14,031 9.01% 
IEEE39 50 $65,330  $61,248  6.25%  
IEEE145 300 $203,449  $185,226  8.96%  
IEEE162 300 $148,405  $132,110  10.98%  
IEEE300 300 $544,095  $523,060  3.87%  
CASE678 300 $832,713  $790,432 5.08%  
lN  is number of contingencies in the contingency list 
 
Table 6.5: Capability to handle large contingency lists:  
Conventional TSCOPF (IPM) vs. BCU-based TSCOPF (IPM) 
System lN  
CPU time (sec) 
Conventional TSCOPF 
(IPM) 
*without TD screening 
Conventional 
TSCOPF (IPM) 
*with TD screening 
BCU-based 
TSCOPF  
(IPM) 
WSCC9 10 1.23 8.41 4.623 
IEEE39 50 - 40.33 21.06 
IEEE145 300 -  1256.45 538.42 
IEEE162 300 -  2696.78 1002.59 
IEEE300 300 -  4073.19 1716.44 
CASE678 300 -  14493.05 6128.81 
lN  is number of contingencies in the contingency list 
 
Table 6.4: BCU method and screening performance 
System lN  
Contingency screening 
BCU method 
Drop-out cases 
Time-Domain 
stable cases 
BCU screening 
Rate % 
WSCC9 10 8 8 100% 
IEEE39 50 45 46 97.83% 
IEEE145 300 293 295 99.32% 
IEEE162 300 295 297 99.33% 
IEEE300 300 298 299 99.67% 
CASE678 300 298 298 100% 
lN  is number of contingencies in the contingency list 
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6.6   Conclusions 
The TSCOPF problem is a big challenge in the field of power system operation. Based on 
a numerical discretization approach and interior point method, a BCU-based method is proposed 
for computing the solution of TSCOPF problems. Details of the BCU-based method are 
discussed, including the BCU-based scheme for computing accurate system thresholds and the 
implementation of the BCU method as fast screen tool. The key parts of the proposed BCU-
based TSCOPF algorithm are as follows: 
 
1) The incorporation of the BCU provides our method a fast and effective tool to screen 
out irrelevant or secure contingencies. This greatly reduces the computational burden 
when large contingency lists are considered. 
2) The BCU-based approach for computing system threshold provides the TSCOPF 
solver with accurate system-dependent threshold values. This improves the accuracy 
in stability assessment as well as the quality of the TSCOPF solution. 
3) This method is applicable to any discretization based TSCOPF solvers.  
 
Numerical results on  several TSCOPF problems indicated that the proposed BCU-based 
algorithm could improve (i) the computational speed, (ii) the capability of TSCOPF method to 
handle large contingency lists, and (iii) the quality of the optimal solutions of every case study. 
This promising result shows that our proposed method is suitable for solving large-scale 
TSCOPF problems that are subject to large contingency lists.  
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CHAPTER 7  
Critical Evaluation of Numerical Methods for 
Approximating the Stability Boundary of Large Power 
Systems 
 
The analysis of transient stability plays a vital role in providing secured operating 
configurations in power systems. In this paper, we present a critical evaluation study of several 
numerical methods for approximating the relevant stability boundary of stable equilibrium points 
and for directly assessing transient stability. These methods include the PEBS method, the 
energy function-based controlling UEP method, the hyperplane method and a quadratic 
approximation approach. A technique for visualizing informative stability regions of stable 
equilibrium points in high-dimensional power systems is also proposed. The numerical 
evaluation shows that the energy function-based controlling UEP method is overall the most 
suitable method for approximating the relevant stability boundary and for assessing transient 
stability in power systems. 
7.1   Introduction 
Many computational methods for transient stability analysis in the power system are 
present in the literature. The time-domain approach is usually considered as a benchmark due to 
its accuracy in assessing stability and its applicability to any general power system stability 
model. This method is used by many utility companies around the world to perform transient 
stability analysis. However, the main disadvantages of this approach are the high computational 
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burden, the lack of a measurement for the degree of stability, and the absence of useful 
information for deriving preventive controls.  
The direct methods (based on energy functions) [5], [7], [12], [15], [47]-[49] were 
proposed to overcome the shortcomings of the time-domain approach. By avoiding numerical 
integration during the post-fault stage, the direct methods require much less computation than the 
time-domain approach and are more suitable for applications where fast computation is required. 
Such applications include online security assessments and contingency screening. The PEBS 
method was proposed by Kakimoto et al. [49] with its theoretical foundation provided in [8]. 
Among the direct methods, the concept of the controlling unstable equilibrium point (controlling 
UEP or CUEP) has been shown in [7], [50] to give more accurate estimates of stability than 
those computed by the classical concept of the closest UEP. Several other direct methods (not 
based on energy functions) for transient stability analysis are also present in the literature, i.e. the 
hyperplane method in [51], [52], the solutions to a special set of partial differential equations 
[53], [54], and the use of the normal form [55], [56]. Despite their differences in assessing 
stability, these direct methods share one common goal: to provide an accurate approximation of 
the stability boundary in the direction of the fault-on trajectory. The performance of each 
method, however, may vary considerably in several aspects such as computational speed, 
accuracy in approximating the stability boundary, conservativeness, robustness, etc. 
Unfortunately, any technical in-depth comparisons or evaluations of these available direct 
methods are still lacking in the literature.  
This chapter provides a critical evaluation of four direct methods for approximating the 
relevant stability boundary and assessing transient stability in power systems: the PEBS method, 
the energy function-based CUEP method, the hyperplane method, and a method that employs the 
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solution set (via a quadratic approximation) of a special set of partial differential equations. The 
evaluation study consists of two parts. First, a graphical evaluation displays the accuracy of each 
method in approximating relevant stability boundaries while a second detailed evaluation 
compares the accuracy of each method in computing the estimated critical clearing times (CCTs) 
on two test systems, the WSCC 9-bus system and the IEEE 145-bus system. The evaluation is 
mainly focused on the accuracy and conservativeness in assessing stability where the time-
domain approach is used as the benchmark. The mathematical concepts and backgrounds of 
transient stability analysis are provided in section 7.2. The concept of the controlling UEP theory 
is given in section 7.3. Section 7.4 describes the task of computing the controlling UEP and how 
it can be carried out effectively. All five methods for transient stability boundary approximations 
are explained in section 7.5. Sections 7.6 and 7.7 contain the simulation results and evaluation of 
all the methods. Conclusions are given in Section 7.8. 
7.2   Preliminaries 
7.2.1 Power system model 
Consider a power system with n generators and loads interconnected by a transmission 
network. The dynamics of this power system can be represented by a set of nonlinear differential 
equations: 
 ( )x f x  (7.1) 
 
where 2nx R  are the state variables. The classical model is used and the loads are modeled as 
constant impedances. The dynamics of the i-th generator can be represented by the swing 
equations: 
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( ) , 1,...,
i i
i i mi ei i iM P P D i n
 
  

   
 (7.2) 
 
where iD  and iM  are the damping ratio and inertia constant of machine i . 
2( ) ( ( cos sin ))
n
ei i ii i k ik ik ik ikk i
P E G E E G B  

    is the electrical power at machine i , iE  is the 
constant voltage behind direct axis transient reactance, and miP  is the mechanical power. 
( ) ( )ij n n ij ij n nY Y G jB     is the reduced admittance matrix. 
If the center of inertia for all machines is used as the reference (COI format) and uniform 
damping is assumed, then (7.2) can be transformed into the following system: 
 
0( ( )) / /
                                                       1,...,
i i
i mi ei i COI T iP P M P M d
i n
 
  

   

 (7.3) 
 
where, 
 
0 0  ( ) /
n
i i k k Tk
M M         
0 0  ( ) /
n
i i k k Tk
M M         
0 / , 1,...,
n
T k i ik
M M d D M i n    
( cos sin )
n n n
COI mk k j kj kj k j kj kjk k j
P P E E G E E B       
 
 
 
7.2.2 Stability region and stability boundary 
Let us first consider a general nonlinear dynamical system described by (7.1). An 
equilibrium point is a solution to the equation 0 ( )f x . A hyperbolic equilibrium point is an 
equilibrium point at which the Jacobian ( ) /J x f x     has no eigenvalue with a zero real part. 
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A hyperbolic stable equilibrium point sx  of (7.1) is the point where all the eigenvalues of the 
Jacobian matrix have negative real parts. A type-k equilibrium point is a hyperbolic equilibrium 
point at which k eigenvalues of ( )J x  have a positive real part. The flow or trajectory of the 
system (7.1) is the solution to (7.1) at time t  starting at x , and it is denoted by ( , )t x . The 
stable manifold of a hyperbolic equilibrium point kx  is the set of all points from which the flow 
will converge to kx  as time approaches positive infinity. It can be mathematically expressed by: 
 ( ) { : ( , ) , as }
s
k kW x x t x x t    (7.4) 
 
The unstable manifold of the hyperbolic equilibrium point kx  is the set of all points from 
which the flow will converge to kx  as time approaches negative infinity. It can be 
mathematically expressed by: 
 ( ) { : ( , ) , as }
u
k kW x x t x x t    (7.5) 
 
The stability region of an asymptotically stable equilibrium point sx  is the stable 
manifold of sx  and can be expressed as: 
 ( ) { : ( , ) , as }s sA x x t x x t    (7.6) 
 
The following theorem from [9] characterizes the stability region of a dynamical system. 
 
Theorem 7.2.1 Suppose the system (7.1) satisfies the following assumptions. 
1) All the unstable equilibrium points on the stability boundary are hyperbolic. 
2) The stable and unstable manifolds of the equilibrium points on the boundary satisfy the 
transversality condition. 
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3) Every trajectory on the stability boundary approaches one of the equilibrium points as 
t  . 
Then, the boundary of the stability region ( )sA x  of a hyperbolic stable equilibrium point 
sx  is composed of the stable manifolds of all unstable equilibrium points ex  on the boundary of 
the stability region. 
 ( ) ( )
e
s
s e
x A
A x W x

   (7.7) 
 
7.2.3 Transient stability  
Transient stability is the ability of a power system to maintain its machine angle 
synchronism following a large disturbance or fault. To analyze transient stability due to a fault, 
the system is considered to go through three stages. The first stage, the pre-fault stage, represents 
the period before a fault occurs. The system is assumed to be in steady state. The second stage, 
or the fault-on stage, is the short period of time where the power system is under stress right after 
the fault occurs. Once the fault is cleared by the protective relay system, the system enters the 
last stage, called the post-fault stage. If the system settles to a stable operating condition, then the 
system is said to be transiently stable following the fault. In fact, transient stability analysis can 
be considered as the study of the stability of the post-fault system. 
Pre-Fault 
 In the pre-fault stage, the system is operating at a stable equilibrium point 
pre
sx . The 
dynamics of this stage is described by 
 
2
1( ), 0,
nx F x t x R    (7.8) 
 
where (0)
pre
sx x , and state variables are machine angles and angular speeds.  
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Fault-On 
 At 0t  , the system experiences a large disturbance and enters the fault-on stage whose 
dynamics are governed by 
 2( ), (0) , 0
pre
s clx F x x x t t     (7.9) 
 
where clt  is the time when the protective system is activated. It should be noted that the fault-on 
stage can also be modeled as several sub-stages when multiple protective devices are activated at 
different times. In this paper, we only consider a single-stage fault-on period. 
 
Post-Fault 
 When the fault is cleared, the power system enters the last stage whose dynamics are 
described by 
 ( ), clx f x t t   (7.10) 
 
In this stage, the system is assumed to have a stable equilibrium point at
post
sx . 
The fundamental issue of transient stability analysis is whether the system trajectory, 
starting at the post-fault initial state ( )clx t , will be able to settle down at
post
sx . This can be 
expressed by the concept of the stability region. The stability region (or the region of attraction 
( )postsA x ) of the post fault stable equilibrium point 
post
sx  is defined as the set of points from 
which the trajectories converge to 
post
sx . The goal of transient stability analysis is to determine 
whether the initial point of the post-fault trajectory is located inside the stability region of the 
equilibrium point 
post
sx . Therefore it can be mathematically expressed by checking the following 
condition 
 ( ) ( )
post
cl sx t A x  (7.11) 
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7.3   Controlling UEP 
Let 
pre
sx  be a pre-fault stable equilibrium point (SEP), ( )fx t  be the corresponding fault-
on trajectory and 
post
sx  be the post-fault SEP. Let ( )
post
sA x  denote the stability boundary of the 
post-fault SEP 
post
sx . A comprehensive theory of the characterization of the stability boundary of 
nonlinear systems has already been developed in [48] and [7]. The exit point plays a direct 
relationship between the fault-on trajectory and the post-fault system as it uniquely defines the 
controlling UEP. 
 
 
Definition 7.3.1  (Exit-Point) Given a contingency on a power system stability model, the point 
at which the sustained fault-on trajectory intersects with the stability boundary of the post-fault 
SEP is called the exit-point of the fault-on trajectory (relative to the post-fault system). In 
addition, the fault-on trajectory exits the stability region after the exit point. 
 
Definition 7.3.2  (Controlling UEP) The controlling UEP of a fault-on trajectory ( )fx t  is the 
UEP whose stable manifold contains the exit point of ( )fx t  (i.e. the controlling UEP is the first 
UEP whose stable manifold intersects with the fault-on trajectory ( )fx t  at the exit point). 
 
Theorem 7.3.1  (Existence and Uniqueness of the controlling UEP) Given a pre-fault SEP, a 
fault-on system, and a post-fault system with an SEP 
post
sx . Let the post-fault system admit an 
energy function  
2( ) : nV R R   and let the stability region of postsx  contain the pre-fault SEP. 
Then, the controlling UEP of the fault-on trajectory always exists and is unique. 
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Proof: The existence of the exit point of a fault-on trajectory is ensured as long as the energy 
function value increases along the fault-on trajectory. This proof is built on the following facts. 
Fact 1) A sustained fault-on trajectory must exit the stability boundary of a post-fault 
system. 
Fact 2) The exit point of the fault-on trajectory must lie on the stable manifold of a UEP 
on the stability boundary of the post-fault system. 
 
Fact 1) is a consequence of the following two conditions: (i) the fundamental assumption 
of direct methods that the pre-fault SEP lies inside the stability region of the post-fault SEP and 
(ii) the energy value increases along a fault-on trajectory. Fact 2) is a consequence of the 
following fundamental theorem in [7]: the stability boundary is contained in the union of the 
stable manifolds of the UEPs on the boundary. Combining both facts, we complete the proof. 
 
 
 
Figure 7.1 The sustained fault-on trajectory ( )fx t  moves toward the stability boundary ( )
post
sA x  
and intersects it at the exit point, ex . The exit point lies on the stable manifold of the controlling 
UEP, CUEPx  
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According to Theorem 7.2.1, the stable manifold of controlling UEP forms the relevant 
stability boundary toward which the fault-on trajectory moves. If the fault is cleared before the 
fault-on trajectory reaches the relevant stability boundary, then the post-fault system will be 
stable; otherwise, it will be unstable. Hence, the controlling UEP method for direct analysis of 
transient stability is composed of the following two tasks. 
Task 1: Compute the controlling UEP relevant to the fault-on trajectory. 
Task 2: Approximate the stable manifold of the controlling UEP by an appropriate 
method. 
 We discuss computational aspects of Task 1 in the next section and evaluate different 
numerical methods for Task 2 in the following section. 
7.4   Computing Controlling UEP 
The task of computing the (exact) controlling UEP of a given fault for general power 
system models is very challenging due to the following complexities: 
1) The controlling UEP is a particular UEP embedded in a large-degree state-space. 
2)  The controlling UEP is the first UEP whose stable manifold is hit by the fault-on 
trajectory (at the exit point). 
3)  The task of computing the exit point is very involved; it usually requires a time-domain 
approach.  
The task of computing the controlling UEP is complicated further by the size and the 
shape of its convergence region. It is known that, with respect to a selected numerical method, 
each equilibrium point has its own convergence region, i.e., the region from which the sequence 
generated by the numerical method starting from a point in the region will converge to the 
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equilibrium point. It has been observed and theoretically investigated by several researchers that, 
under the Newton method, the size of the convergence region of the UEP can be much smaller 
than that of the SEP. In addition, the convergence region of either an SEP or a UEP is a fractal. 
Unfortunately, finding an initial guess sufficiently close to the controlling UEP is a difficult task. 
The above complexities also call into doubt the correctness of any attempt to directly 
compute the controlling UEP of a power system stability model. The only one method that can 
directly compute the controlling UEP of an (original) power system stability model is the time-
domain approach. These complexities serve to explain why many methods proposed in the 
literature fail to compute the controlling UEP. It is because these methods attempt to directly 
compute the controlling UEP of the power system stability model, which is difficult if not 
impossible to compute without using the time-domain approach.  
The ability to compute the controlling UEP is vital to direct stability analysis. It may 
prove fruitful to develop a tailored solution algorithm for finding the controlling UEP by 
exploiting special properties as well as some physical and mathematical insights of the 
underlying power system model. We will discuss such a systematic method, called the BCU 
method [13], along this line for finding the controlling UEP for power system models. 
The fundamental ideas behind the BCU method can be explained as follows. Given a 
power system stability model (which admits an energy function), say the original model, the 
BCU method first explores the special properties of the underlying model with the aim of 
defining a reduced-state model such that certain static as well as dynamic relationships between 
the original model and the reduced-state model are met. The BCU method then finds the 
controlling UEP of the reduced-state model by exploring the special structure of the stability 
boundary and the energy function of the reduced-state model. Third, it relates the controlling 
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UEP of the reduced-state model to the controlling UEP of the original model. In summary, given 
a power system stability model, there exists a corresponding version of the BCU method. The 
BCU method does not compute the controlling UEP directly on the original model since, as 
pointed out, the task of computing the exit point of the original model, a key step to compute the 
controlling UEP, is very difficult and usually requires the time-domain approach. 
A conceptual BCU method is summarized as follows. 
Step 1:  From the fault-on trajectory ( )fx t , detect the exit point at which the projected trajectory 
exits the stability boundary of the post-fault reduced-state model. 
Step 2: Use the exit point, detected in Step 1, as the initial condition and integrate the post-fault 
reduced-state model to an equilibrium point. Let the solution be CUEPX . 
Step 3:  The controlling UEP with respect to the fault-on trajectory of the original model is 
solved by using CUEPX . The energy function at  CUEPV x  is the critical energy for the 
fault-on trajectory ( )fx t  
7.5   Methods for Approximating Stability Boundary 
7.5.1 Time-domain approach 
Following the dynamics of (7.10), the system is stable if ( , ( ))
post
cl st x t x   as t  . 
Since the system can only be observed for a certain amount of time obs clt t , transient stability is 
assessed by checking | ( ) |
post
obs sx t x    for some appropriate tolerance value,  . 
The exact stability boundary of a stability region via the time-domain approach can be 
obtained by checking every point in the neighborhood of a stable equilibrium point. This way of 
determining the stability region, however, is extremely inefficient and computationally 
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impossible for larger power systems. It is included in this paper only as a benchmark for the 
evaluation.  
 
7.5.2 Potential energy boundary surface (PEBS) method 
As described in [49] and [8], the approximated stability boundary by the PEBS method is 
obtained using the first local maximum of the potential energy along the fault-on trajectory. The 
following is the three-step procedure for finding the approximated boundary. 
1) Locate the first local maximum of the potential energy PEBSx  along the fault-on trajectory. 
2) Determine the critical energy using ( )c p PEBSV V x  where 
2: npV R R  is the potential 
energy function described in [1]. 
Obtain the approximation of the stability boundary using all the points in the set 
2{ : ( ) }n cS x R V x V    where 
2: nV R R  is the total energy function described in [1]. 
  
7.5.3  Energy function-based CUEP method 
The approximation of the stability boundary via the energy function-based CUEP method 
can be obtained by the following steps. 
Step 1: Locate the controlling unstable equilibrium point 
CUEPx  
on the stability boundary. 
Controlling   unstable equilibrium points can be effectively computed by the BCU 
method proposed in [13]. 
Step 2: Determine the critical energy at the controlling unstable equilibrium point 
CUEPx , 
( )c CUEPV V x  where 
2: nV R R  is the total energy function described in [1]. 
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Step 3: Obtain the approximation of the stability boundary by all the points in the set 
2{ : ( ) }n cS x R V x V   . 
 
7.5.4 Hyperplane-based CUEP method 
Let us consider the dynamical system (7.1). As described in [51], the approximation of 
the stability boundary in the vicinity of a type-1 unstable equilibrium point 
1 1 1( , )e e ex    can be 
described by the following equation. 
 1 1( , ) '( ) '( ) 0e eg              (7.12) 
 
where ( , )   is the eigenvector associated with the unstable eigenvalue  . 
 
1( )eJ x
 

 
   
   
   
 (7.13) 
 
where ( ) /J x f x    is the Jacobian of f . 
In this paper, all non energy function-based methods are evaluated at the controlling 
UEP. The hyperplane method will therefore be referred to specifically as the hyperplane-based 
CUEP method. 
 
7.5.5 Quadratic-based CUEP method 
It is shown in [53] that the function describing the stable manifold of a type-1 unstable 
equilibrium point 
1
ex  satisfies a specific set of partial differential equations.  
 
 
1
1
: ( ) 0,  rank( / ) 1
( )
such that [ / ] , ( ) 0
s
e
e
x h x h x
W x
h x f h h x
    
  
    
 (7.14) 
144 
 
According to Theorem 7.2.1, the stability boundary near an unstable equilibrium point 
can therefore be characterized by the equations ( ) 0h x  .  
The implicit expression of ( )h x  in (7.14) can be approximated and expressed explicitly 
by a power series expansion at an equilibrium point. Consider the dynamic system (7.1) and 
assume 
1
ex  is a type-1 unstable equilibrium point with unstable eigenvalue  . The series 
expansion at 
1
ex  is as follows  
 
1 1 1
1
1 1 1
1 1 1
( ) ( )( )
1
( ) ( ) ( )( )
2
( ) ( )( )
e e e
e e e
e n e e
x x H x x x
f x f x J x x x
x x H x x x
  
 
     
   
 (7.15) 
 
where ( ) /J x f x    is the Jacobian of f  and  ( )iH x   
2 2/if x    is the Hessian matrix of if . 
Then a quadratic approximation of the stable manifold ( )h x  at 
1
ex  can be expressed as: 
 
1 1 1( ) ( ) ( ) ( ) / 2T TQ e e eh x x x x x Q x x      (7.16) 
 
The coefficients   and Q  of the quadratic expression can be determined as follows. 
1) The coefficient vector 
nR  of the linear term is the left eigenvector associated with 
eigenvalue   of the Jacobian J  at the equilibrium point 
1
ex  
 , 1T TJ       (7.17) 
 
2) The coefficient matrix Q  of the quadratic term is the solution of the Lyapunov equation 
 
TCQ QC H   (7.18) 
 where ( / 2 )
TC I J  , I  is the n n  identical matrix, and 
1
[ ]
n
i ii
H H

  . 
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Since the final expression of the stability boundary is obtained by a quadratic 
approximation and the type-1 unstable equilibrium point used for the evaluation is a controlling 
UEP, we refer to this approach as the quadratic-based CUEP method. 
7.6   Visualization of the Stability Regions of High-dimensional Power 
Systems 
The ability to visualize stability regions can provide us with a better understanding of the 
dynamic behaviors and stability characteristics of the study system. With the visualization of 
stability regions, it becomes easier to observe system reactions to several factors such as changes 
in loading conditions, damping, etc. This task, however, can be very challenging for large 
systems. A technique for visualizing 2-D portraits of high-dimensional power systems while 
maintaining critical points of interest is proposed. 
The following are steps for obtaining the 2-D portraits.  
Step 1: Obtain three points of dynamic importance: a post-fault stable equilibrium point, the 
controlling UEP and an exit point. The post-fault SEP is computed by the Newton 
method, and the controlling UEP can be effectively computed using the BCU method. 
The actual exit point is very expensive to compute. We use the first local maximum of 
the potential energy value along the fault-on trajectory, starting at a pre-fault SEP, as an 
estimate of an actual exit point. 
Step 2: Define the first intersection hyperplane from the three points found in 1) as shown in 
Figure 7.2. 
Step 3: Obtain the stability boundary on this intersection plane. Since the computation only has 
to be done on the two dimensional plane, the computational burden is greatly reduced.  
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Step 4: Pick two observed machine angles such that the distances between the three points 
found in step 1) are maximized. This ensures that these points will be reasonably spaced 
in the final 2-D portrait.  
Step 5: As shown in Figure 7.2, obtain the final 2-D portrait by projecting the results on the first 
intersection plane onto the final observed plane defined by the two chosen machines 
angles in step 4). 
 
 
7.7   Evaluation of Relevant Stability Boundary Approximations 
We define the relevant stability boundary as the stable manifold of the controlling UEP 
intersected by the fault-on trajectory. It can also be viewed as the stability boundary in the 
neighborhood of the controlling UEP. The performance of each method in approximating the 
relevant stability boundary is illustrated by two test systems: the WSCC 9-bus system and the 
IEEE 145-bus system. 
 
 
Figure 7.2 How to obtain an informative 2-D portrait of the stability regions of high-dimensional 
power systems. 
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7.7.1 WSCC 9-bus system 
The one-line diagram and dynamic data of the WSCC 9-bus system can be found in [2]. 
A uniform damping of 0.1 is applied to every machine while loads are maintained at the original 
values. Two contingencies are studied to illustrate the performance of each method in 
approximating the relevant stability boundary. The first contingency has bus no. 9 as the fault 
bus, and line 9-6 is tripped at the clearing time. The second contingency has bus no. 8 as the fault 
bus, and line 8-7 is tripped. All graphical results for this system are obtained on the 0   plane. 
Figure 7.3 shows the approximated relevant stability boundaries of the first contingency 
by the hyperplane-based CUEP and the quadratic-based CUEP methods. The exact stability 
boundary, displayed by the solid black line, is obtained via the time-domain simulation and is 
 
 
 
Figure 7.3 The exact stability boundary of the WSCC 9-bus system and the approximations by 
the hyperplane-based CUEP and the quadratic-based CUEP methods. The fault-bus is 9 and 
line 9-6 is tripped. Both methods give over-approximations of the relevant stability boundary.   
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included as a benchmark. Since the hyperplane method employs only the first derivative 
information at the controlling UEP, the result is the straight blue line passing through the 
controlling UEP at (-0.7576, 1.858). The dotted red line is the projection of the actual fault-on 
trajectory onto 0   plane and is presented in the figure as a fault-on trajectory example. It can 
be seen that the fault-on trajectory hits the actual stability boundary long before it reaches the 
boundary approximated by the hyperplane method. This large approximation error by the 
hyperplane method is caused by two major factors: first is the extreme non-linear characteristic 
of the actual stability boundary near the controlling UEP, and second is the large distance 
between the controlling UEP and the point where the fault-on trajectory hits the actual stability 
boundary. The quadratic method tries to alleviate the non-linear characteristic issue by taking 
 
Figure 7.4 The exact stability boundary of the WSCC 9-bus system and the approximation by 
the energy function-based CUEP method. The fault-bus is 9 and line 9-6 is tripped. Because the 
controlling UEP is also a closest UEP in this case, this method gives a strictly conservative 
approximation of the entire stability boundary. 
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into account the second derivative at the controlling UEP. The result of this approach is shown 
by the solid red line passing through the controlling UEP, and it appears to capture the 
characteristics of the stability boundary around the controlling UEP much more accurately than 
the hyperplane method. Despite the better results, the quadratic approximation can be subject to 
large approximation errors if the fault-on trajectory moves in a direction considerably far from 
the controlling UEP. Both the hyperplane and quadratic methods give an over-approximation (in 
the direction of fault-on trajectory) in this case. 
The performance of the energy function-based direct methods is displayed in Figure 7.4-
7.5. The green line in Figure 7.4 represents the relevant stability boundary approximated by the 
energy surface passing through the controlling UEP (energy function-based CUEP method), and 
 
Figure 7.5 The exact stability boundary of the WSCC 9-bus system and the approximation by 
the PEBS method. The fault-bus is 9 and line 9-6 is tripped. The PEBS method gives a good 
approximation in the direction of the fault-on trajectory, but it produces a poor overall result for 
the relevant stability boundary. 
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the magenta line in Figure 7.5 is the boundary approximated by the PEBS method. In this 
example, the controlling UEP is also the closest UEP. Hence the green boundary appears to be 
strictly conservative in any direction from the SEP. The PEBS method is the only direct method 
that does not require a UEP to obtain a boundary approximation. It employs the first local 
maximum of the potential energy along the fault-on trajectory to determine the critical energy 
value. As a result, the boundary approximated by the PEBS method is the only one that does not 
pass through the controlling UEP. The approximation of the relevant stability boundary by the 
PEBS method is good only in the direction of the fault-on trajectory. The result in other 
directions can be very poor or nonexistent. 
 The results of the second contingency (where bus no. 8 is the fault-bus and line 8-7 is 
tripped) are shown in Figure 7.6-7.8. In Figure 7.6, it can be seen that both non-energy-function-
based methods give much better approximations of the actual stability boundary than in the first 
contingency. Even though the point where the fault-on trajectory hits the actual stability 
boundary is farther from the SEP than in the first example, the linear characteristic of the 
stability boundary in the neighborhood of the controlling UEP helps make the approximations by 
both methods satisfactorily accurate. In the direction of the fault-on trajectory, the hyperplane 
method still gives an overestimate while the quadratic gives a slight underestimate in this case. In 
Figure 7.7, the approximated boundary by the energy function-based CUEP method shows that 
the controlling UEP at (-0.3765, 0.012) is not the same point as the closest UEP at (-0.561, 
2.309). The approximation by the energy function-based CUEP method is conservative in the 
direction of the fault-on trajectory. The relevant boundary approximation by the PEBS method in 
Figure 7.8 is only available in the direction of the fault-on trajectory, and the result in this case is 
a slight overestimate. 
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Figure 7.7 The exact stability boundary of the WSCC 9-bus system and the approximation by 
the energy function-based CUEP method. The fault-bus is 8, and line 8-7 is tripped. This method 
gives a conservative approximation in the neighborhood of the controlling UEP (relevant 
stability boundary). 
 
 
 
Figure 7.6 The exact stability boundary of the WSCC 9-bus system and the approximations by 
the hyperplane-based CUEP and the quadratic-based CUEP methods. The fault-bus is 8 and line 
8-7 is tripped. 
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7.7.2 IEEE 145-bus system 
By utilizing the visualization technique proposed in section 7.6, the performance of each 
method can be graphically evaluated for the larger system of IEEE 145 buses [1]. A uniform 
damping of 1.0 is applied to every machine and the loads are at the original values. One 
contingency (59 as the fault-bus, and 59-72 as the fault-line) is presented. The stability boundary 
approximated by the hyperplane-based CUEP and quadratic-based CUEP methods are displayed 
in Figure 7.9. The results by the energy function-based CUEP and the PEBS method are shown 
in Figure 7.10 and Figure 7.11. The chosen angle coordinates are machine 3 at bus 79 and 
machine 6 at bus 89. In this case, the characteristic of the stability boundary near the controlling 
 
Figure 7.8 The exact stability boundary and the approximation of stability boundary of WSCC 
9-bus system by the PEBS method. The fault-bus is 8, and line 8-7 is tripped. The 
approximation of the relevant stability boundary by the PEBS method is acceptable in the 
direction of the fault-on trajectory, but it is very bad in the neighborhood of the controlling 
UEP.  
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UEP is somewhat linear and results in good approximations by the hyperplane and quadratic 
methods, see Figure 7.9. Both methods, however, give slight overestimations in the direction of 
the fault-on trajectory. In Figure 7.10, the boundary approximated by the energy function-based 
CUEP method is contained within the actual stability region yielding a conservative boundary 
approximation. In Figure 7.11, the result by the PEBS method in the fault-on direction also gives 
a conservative approximation and is less conservative than that given by the energy function-
based CUEP method. Similar to the WSCC 9-bus cases, the approximation of the relevant 
stability boundary by the PEBS method is very poor in the neighborhood of the controlling UEP.  
 
 
 
 
Figure 7.9 A 2-D portrait of the exact stability boundary of the IEEE 145-bus system and 
approximations by the hyperplane-based CUEP and the quadratic-based CUEP methods. The 
fault-bus is 59 and line 59-72 is tripped. Both methods give over-approximations of the relevant 
stability boundary. 
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Figure 7.11 A 2-D portrait of the exact stability boundary of the IEEE 145-bus system and 
approximation by the PEBS method. The fault-bus is 59 and line 59-72 is tripped. The PEBS 
method gives a good approximation in the direction of fault-on trajectory but a poor result in the 
neighborhood of the controlling UEP. 
 
 
Figure 7.10 A 2-D portrait of the exact stability boundary of the IEEE 145-bus system and 
approximation by the energy function-based CUEP method. The fault-bus is 59, and line 59-72 
is tripped. Even in the larger case, this method gives a strictly conservative approximation of the 
relevant stability boundary. 
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The numerical studies of the relevant stability boundary approximations by all four direct 
methods give us the following observations. 
 
 The energy function-based CUEP method always gives conservative approximations of 
the relevant stability boundary. 
 The quadratic-based CUEP method gives a relatively accurate approximation of the 
relevant boundary but does not guarantee conservativeness. 
 The hyperplane-based CUEP method always gives over-approximations of the relevant 
stability boundary. This may imply the convex-set characteristic of the stability region in 
the vicinity of the controlling UEP. 
 The PEBS method can only provide a good approximation in the direction of the fault-on 
trajectory. However, the approximation of the relevant stability by this method is mostly 
very poor in the neighborhood of the controlling UEP. 
 
7.8   Evaluation of CCT Computations 
The accuracy of each direct method in computing estimated critical clearing times 
(CCTs) is evaluated. The time-domain approach is used as a benchmark. Ten different 
contingencies and five loading conditions are considered on both WSCC 9-bus and IEEE 145-
bus systems. Moreover, we also investigate whether each method can give conservative 
estimates of the CCTs. Conservative assessment is a crucial property for fast contingency 
screening, where only safe contingencies can be screened out.  
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7.8.1 WSCC 9-bus system 
For the WSCC 9-bus system, the CCTs are computed by each method for ten different 
contingencies as shown in Table 7.1. The average relative errors and conservativeness 
percentages are also included. The CCTs from the time-domain approach are considered as the 
benchmark. The performance of each method can be affected by several factors such as increases 
in loads, changes in damping values, etc. In this thesis, we present the performance of each 
method under variable loading conditions. In Table 7.2, the results of four loading conditions (at 
90%, 125%, 150% and 200%) are presented. The data was cultivated from the same ten different 
contingencies as shown in Table 7.1. The increase of loads applied to the system is done such 
that all the original power factors are preserved. 
In Table 7.1, the average relative error by the PEBS method, 2.3883%, is the smallest at 
followed by that of the quadratic-based CUEP method, 3.1306%. The hyperplane-based CUEP 
method has the highest average error of 8.6550% while the energy function-based CUEP method 
is marginally better at 7.0894%. Regarding the conservative assessment percentage, the energy 
function-based CUEP method is 100%, the quadratic method is 70%, the PEBS method is 50% 
and the hyperplane method is 0%.  In Table 7.2, we observe that relative errors of every method 
rise as loads increase. The quadratic method performs much worse under stressed conditions, 
showing the highest relative error of 40.6959% at 200% of the loading condition. Its 
conservativeness percentage also decreases as loads increase. The hyperplane method has a high 
average relative error of 30.3171% at 200% loading, and it has a 0% conservative assessment 
percentage for all loading conditions. The energy function-based CUEP method, not only being 
the least affected in average error, produces 100% conservative estimates at all loading 
conditions. Its average relative error at 200% loading is the smallest among the four direct 
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methods at 9.2614%. The PEBS method has the lowest average relative error at smaller loading 
conditions but at 200% loading, the error becomes larger than that of the energy function-based 
CUEP method at 9.4005%. 
 
 
 
 
 
Table 7.2: CCT  estimates (9-bus) at different loading conditions 
Methods 
Time- 
domain 
PEBS 
Energy-function 
CUEP 
Hyperplane 
CUEP 
Quadratic 
CUEP 
 10% Decrease 
Average relative error % - 2.1562% 8.0148% 8.4234% 2.9772% 
Conservativeness % - 60% 100% 0% 50% 
 25% Increase 
Average relative error% - 2.9298% 7.5058% 9.5224% 6.3272% 
Conservativeness % - 60% 100% 0% 60% 
 50% Increase 
Average relative error % - 3.7712 8.3190% 11.9172% 13.0768% 
Conservativeness % - 50% 100% 0% 60% 
 100% Increase 
Average relative error % - 9.4005% 9.2614% 30.3171% 40.6959% 
Conservativeness % - 40% 100% 0% 30% 
% increase is applied to all loads in the system in such a way that the original power factors are all preserved. 
 
Table 7.1: CCT  estimates of the WSCC 9-bus system 
Methods 
Time-
domain 
PEBS 
Energy- function 
CUEP 
Hyperplane 
CUEP 
Quadratic 
CUEP 
Fault #1 0.5809     0.5799 0.5802   >  0.5907     0.5732 
Fault #2 0.2611 >  0.2864 0.2604   >  0.2967     0.2560 
Fault #3 0.2736 >  0.2878 0.2429   >  0.2951 >  0.2835 
Fault #4 0.4178 >  0.4288 0.3415   >  0.4735     0.4083 
Fault #5 0.4117     0.4099 0.4112   >  0.4198 >  0.4155 
Fault #6 0.7436     0.7422 0.7433   >  0.7453     0.7426 
Fault #7 0.6797     0.6763 0.6752   >  0.6830     0.6785 
Fault #8 0.2430     0.2391 0.2276   >  0.3237 >  0.2749 
Fault #9 0.4210 >  0.4293 0.3003   >  0.4650     0.3892 
Fault #10 0.2273 >  0.2307 0.2155   >  0.2357     0.2268 
Average relative error % - 2.3883% 7.0894% 8.6550% 3.1306% 
Conservativeness % - 50% 100% 0% 70% 
    * The sign > at the CCT estimates indicates an over-approximation. 
 
Fault #1 - Fault bus: 5, Line-tripped: 7-5, Fault #2 - Fault bus: 7, Line-tripped: 7-5, Fault #3 - Fault bus: 7, Line-tripped: 8-7, 
Fault #4 - Fault bus: 8, Line-tripped: 8-7, Fault #5 - Fault bus: 4, Line-tripped: 4-6, Fault #6 - Fault bus: 6, Line-tripped: 4-6, 
Fault #7 - Fault bus: 6, Line-tripped: 6-9, Fault #8 - Fault bus: 9, Line-tripped: 6-9, Fault #9 - Fault bus: 8, Line-tripped: 9-8, 
Fault #10 - Fault bus: 9, Line-tripped: 9-8. 
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7.8.2 IEEE 145-bus system 
The simulation results for the IEEE 145-bus system are presented in the same format as 
in the 9-bus system. Table 7.3 contains the CCTs data of ten contingencies at the base loading 
condition while Table 7.4 contains the average relative errors and conservativeness percentages 
at four different loading conditions. 
Table 7.3 shows that the energy function-based CUEP method produces the smallest 
error of 17.2108% when compared to 20.6718%, 25.6618% and 27.9817% of the other three 
approaches. The energy function-based CUEP method still maintains a 100% conservative 
assessment percentage. Similar to the results in WSCC 9-bus system, the hyperplane method 
always overestimates the CCTs and hence shows 0% in its conservative assessment percentage.  
Compared to the WSCC9 system, the accuracy of the PEBS method, hyperplane method 
and quadratic method is greatly reduced in this larger system as the average errors increase from 
 
Figure 7.12: Conservative assessment percentages of 10 different contingencies of the WSCC 9-
bus system 
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2.3883% to 20.6718% for the PEBS method, 8.6550% to 25.6618% for the hyperplane method 
and 3.1306% to 27.9817% for the quadratic method. 
In Table 7.4, percentage errors at three loading conditions are presented. Since the 145-
bus system is already stressed at the original loading condition, only small changes (up to 10% 
increase) in loads can be applied. When loads are slightly increased, the average relative error 
percentages of all three approaches also increase. The small increases in loading do not greatly 
affect the conservative assessment percentage on any approach. The energy function-based UEP 
method maintains its 100% conservative assessment percentage in all of the four loading 
conditions and gives the most accurate estimations at higher loading conditions. The hyperplane 
approach, same as in the WSCC 9-bus system, always overestimates CCTs in the 145-bus case.  
 
 
 
Table 7.3: CCT  estimates of the IEEE 145-bus System 
Methods 
Time-
domain 
PEBS 
Energy-function 
CUEP 
Hyperplane 
CUEP 
Quadratic 
CUEP 
Fault #1 0.1610 0.0981 0.1235 >   0.1860 >    0.2744 
Fault #2 0.2009 0.1262 0.0985 >   0.2498 >    0.4780 
Fault #3 0.2591 0.2212 0.1420 >   0.2881 >    0.2707 
Fault #4 0.2699     0.1834        0.2307 >   0.5035       0.1863 
Fault #5 0.3169 0.3111 0.3129 >   0.3195    >    0.3189    
Fault #6 0.2998 0.2832 0.2840 >   0.3043 >    0.3032 
Fault #7 0.2698 0.1832 0.2307 >   0.5034         0.1860   
Fault #8 0.2850 0.2684 0.2619 >   0.2935  >    0.2871  
Fault #9 1.0439 0.6674 1.0023 >   1.2981 >    1.0589 
Fault #10 0.2095 0.2044 0.1990 >   0.2153 >    0.2116 
Average relative error % - 20.6718% 17.2108% 25.6618% 27.9817% 
Conservativeness % - 100% 100% 0% 20% 
* The sign > at the CCT estimates indicates an over-approximation. 
Fault #1 - Fault bus: 7, Line-tripped: 7-6, Fault #2 - Fault bus: 6, Line-tripped: 7-6, Fault #3 - Fault bus: 59, Line-tripped: 59-
72, Fault #4 - Fault bus: 72, Line-tripped: 59-72, Fault #5 - Fault bus: 115, Line-tripped: 115-116, Fault #6 - Fault bus: 116, 
Line-tripped: 115-116, Fault #7 - Fault bus: 72, Line-tripped: 100-72, Fault #8 - Fault bus: 100, Line-tripped: 100-72, Fault #9 - 
Fault bus: 75, Line-tripped: 91-75, Fault #10 - Fault bus: 91, Line-tripped: 91-75.  
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Figure 7.13: Average relative error percentages of 10 different contingencies of the IEEE 145-
bus system. 
 
  
 
 
Table 7.4: CCT estimates (145-bus) at different loading conditions 
Methods 
Time-
domain 
PEBS 
Energy-function 
CUEP 
Hyperplane 
CUEP 
Quadratic 
CUEP 
 10% Decrease 
Average relative error % - 18.3362% 16.9460% 23.6817% 25.1587% 
Conservativeness % - 90% 100% 10% 30% 
 2% Increase 
Average relative error % - 21.4668% 18.9319% 27.7587% 29.1791% 
Conservativeness % - 90% 100% 0% 20% 
 5%Increase 
Average relative error % - 25.9607% 22.4051% 35.8428% 33.3557% 
Conservativeness % - 80% 100% 0% 20% 
 10% Increase 
Average relative error % - 30.1464% 25.0647% 48.9923% 39.9396% 
Conservativeness % - 80% 100% 0% 20% 
% increase (or % decrease) is applied to all loads in the system in such a way that the original power factors are 
all preserved. 
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The evaluation of CCT computations by all four direct methods provides the following 
observations. 
 The energy function-based CUEP method is the most accurate method in estimating 
CCTs on the larger IEEE 145-bus system at all loading conditions except at 90% loading. 
 The energy function-based CUEP method is the only method that guarantees 
conservative estimations of CCTs in both systems and all loading conditions. 
 The accuracy in estimating CCTs by the energy function-based CUEP method is the least 
affected by load increases when compared to other methods. 
 Although the PEBS method is very accurate in estimating CCTs on the smaller 9-bus 
system, the results are not as good as the energy function-based CUEP method at highest 
loading, at 200%, and in most conditions of the larger 145-bus system. 
 An increase in loading conditions (original power factors are preserved) leads to higher 
 
Figure 7.14: Conservative assessment percentages of 10 different contingencies of the IEEE 
145-bus system. 
 
  
 
162 
 
error percentages in estimating CCTs by all methods. 
 The hyperplane-based CUEP method gives overestimated CCTs in almost every case 
regardless of the systems, contingencies or loading conditions. This may imply the 
convex-set characteristic of the stability region in the vicinity of the controlling UEP. 
 Among all four direct methods, the PEBS method and the energy function-based CUEP 
method require the least computational effort in computing estimated CCTs. Only a 
computation of the energy function is needed for the two methods. The time-domain 
approach, the benchmark, is very slow since a large amount of numerical integrations are 
required in order to get the exact CCTs. 
7.9   Conclusions 
A critical evaluation of four direct methods for transient stability analysis is given in this 
paper: the energy function-based CUEP method, the PEBS method, the hyperplane-based CUEP 
method, and the quadratic-based CUEP method. A technique to visualize stability regions of 
high-dimensional power systems is also presented, showing that it is possible to obtain a simple 
yet informative 2-D portrait of the stability region of larger power systems. Using the proposed 
visualization technique, we provide a graphical evaluation of the performance of each direct 
method in approximating the relevant transient stability boundary of a large 145-bus power 
system. The CCT computation evaluation gives us more insight regarding the conservative 
assessment capability, and the accuracy of each direct method in estimating CCTs. The impact of 
load increases on the performance is also considered.  
A comparison of the simulation results with the time-domain approach reveals several 
interesting observations regarding the performances of the four direct methods as follows: 
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 The energy function-based CUEP method always gives conservative approximations of 
the relevant stability boundary in both test systems. 
 The energy function-based CUEP method is the most accurate method in estimating CCTs 
on the larger IEEE 145-bus system at most loading conditions. 
 The energy function-based CUEP method is the only method that guarantees conservative 
estimations of CCTs in both systems and all loading conditions. 
 The accuracy in estimating CCTs by the energy function-based CUEP method is the least 
affected by load increases when compared to other direct methods. 
 It is computationally cheaper to approximate the relevant stability boundary or compute 
estimated CCT using the energy function-based direct methods (the energy function-based 
CUEP and the PEBS methods). 
 
From these numerical results and the theoretical foundation of the controlling UEP 
method, it can be concluded that the energy function-based controlling UEP method excels in the 
following regard: the accuracy in estimating CCTs on a larger power system, the ability to 
provide conservative assessments, error sensitivity to higher loading conditions, and 
computational burden.  
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CHAPTER 8  
Conclusion and Future Work 
 
This chapter concludes and highlights the major contributions of this thesis. It also 
discusses future research directions for the BCU-based methods. 
8.1   Conclusions 
This thesis expands the applicability of the CUEP method to a wider range of power 
system applications and models, by providing numerical illustrations, conducting critical 
evaluations, and developing new solution methods. The first key result is the successful 
application of stability region theories and the concept of the CUEP method to the area of 
transient stability enhancement controls and TSCOPF in power systems. As a result of this work, 
two novel BCU-based methods were developed. The second key result is the extension and 
implementation of the CUEP methodology to incorporate more comprehensive power system 
models. 
In Chapter 2, we explored the relationship between the stability regions of DAE system 
and the corresponding singularly perturbed system. We also numerically illustrated a method for 
computing the CUEP based on a projected fault-on trajectory, and demonstrated that the CUEP 
calculated in this form equals the CUEP calculated via the uniform CUEP of the singularly 
perturbed system. It is expected that the network-preserving CUEP method will play a vital role 
in the development of the CUEP method for power systems with more comprehensive models, 
including those that contain dynamic loads or renewable energy devices. 
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A practical extension of the BCU (CUEP) method for power systems with induction 
motors was developed and implemented in Chapter 3. We constructed numerical energy 
functions for power system models with induction motors based on the first integral principle, 
and then employed it to develop a corresponding BCU method with dynamic load capability. 
The numerical results on the adapted WSCC9 systems demonstrated the successful computations 
of the CUEPs which consequently, led to conservative direct assessments of transient stability. 
In Chapter 4, a CUEP-based enhancement control scheme for large-scale power systems 
was developed and tested. Based on a stability-region framework, we gave the definition and 
characterizations of critical machines in power systems, and then proposed a new method for fast 
identifications of these machines. Instead of relying on time-domain-based observations or 
heuristic criteria like other existing methods, the proposed method accurately computes the 
critical machines by utilizing the unstable eigenvector at the CUEP to predict the post-fault 
system dynamics near the relevant stability boundary without having to perform numerical 
integrations. The numerical test results from applying the proposed method to our test systems 
revealed (i) good accuracy regarding the identification and rankings of critical machines, (ii) fast 
computational speed, and (iii) significant improvement in system transient stability.  
In Chapter 5, a numerical critical evaluation of the fixed-threshold proxi for transient 
stability constraints in TSCOPF was conducted. By employing the proposed method for 
computing exact threshold values in power systems, we have shown that the exact threshold 
values are not constant, as assumed in the literature, and can vary from 80 to 190 degrees 
depending on several factors such as types of contingency, loading conditions, and network 
topology. We also demonstrated that if the threshold value in the proxi is chosen without the 
actual knowledge of system dynamics, it may lead to severe underestimate assessments, 
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overestimate assessments, and unnecessary degradations of the optimal solutions. These results 
led to the proposal of the novel BCU-based TSCOPF method in Chapter 6. 
A BCU-based method is proposed in Chapter 6 to compute the solution of TSCOPF 
problems. What distinguishes this method from other existing TSCOPF methods is the ability to 
determine actual non-constant system threshold values, and more importantly the capability to 
handle large contingency lists. The first feature was achieved through the development of a 
BCU-based approach that can compute actual system thresholds, whereas the integration of the 
BCU method into our proposed method as a fast screening tool offers the second feature. The 
proposed method has been applied to several TSCOPF problems and the numerical results 
indicated that our proposed BCU-based method offers the advantages of (i) ensuring the accurate 
treatment of transient stability constraints, (ii) improving the overall computational speed, (iii) 
extending the capability of a TSCOPF method to handle large contingency lists, and (iv) 
achieving better quality optimal solutions.  
In Chapter 7, a critical evaluation of four direct methods for transient stability analysis 
was conducted. The four direct methods include the energy function-based CUEP method, the 
PEBS method, the hyperplane-based CUEP method, and the quadratic-based CUEP method. We 
proposed a numerical technique to visualize the stability regions of high-dimensional power 
systems that is capable of providing fast visualizations of  informative 2-D portrait of the 
stability region of larger power systems. The evaluation results revealed several interesting 
insights and showed that the energy function-based controlling UEP method excels other direct 
methods in (i) the accuracy in estimating CCTs of larger power systems, (ii) the accuracy in 
approximating relevant stability boundaries, (iii) the ability to provide conservative assessments, 
(iv) error sensitivity to higher loading conditions, (v) and computational burden.  
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8.2   Future Work 
Our future research directions for the CUEP methodology include (i) the performance 
enhancement of the proposed BCU-based TSCOPF method and enhancement control scheme, 
(ii) the extension of both methods to incorporate detailed power system models, and (iii) the 
development of the theoretical work for the proposed methods. 
In power system transient stability analysis, there are several special properties that can 
be exploited, such as the concept of critical machines presented in Chapter 4 or the concept of a 
group of coherent contingencies (group properties) which was recently introduced and 
characterized in [6]. The group properties in power system has proven useful in the development 
of a family of group-based BCU methods for accurate critical energy computations and for exact 
CUEP calculation [6]. Group properties can also be applied to other practical applications, such 
as group-based enhancement control schemes. As a result, the CUEP-based enhancement control 
scheme we proposed in Chapter 4 may be further enhanced by considering the group properties 
in its upgraded version. The consideration of group properties should greatly reduce the 
computation time during the contingency screening process. This computational advantage might 
be present during the derivation and application of the control schemes as well, i.e. one control 
action that enhances the transient stability of multiple contingencies that belong in the same 
group.  
The BCU-based TSCOPF method proposed in Chapter 6 may be upgraded in the same 
manner except that it could also benefit from the concept of critical machines that we presented 
in Chapter 4. The main shortcoming of the discretization-based TSCOPF methods is the high 
computational burden due to the large number of constraints and variables considered in the 
formulation. By properly integrating the concept of critical machines in the solution method, we 
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may be able to reduce the number of constraints by enforcing the rotor angle limits only on 
critical machines, and omitting the rest. Since the rotor angles of non-critical (safe) machines 
should never separate first, their associated inequality limits stay non-binding throughout the 
calculation. Therefore they may be safely omitted to reduce the overall computation. Based on 
this conjecture, we conducted a study on the number of TSCOPF constraints using classical 
model, 5 seconds of integration time, 0.1 second step-size, and 1 critical machine. The results in 
Table 8.1 show that the number of constraints can be reduced by up to 28% of its original 
number. 
 
 
A new BCU-based preventive control scheme can also be developed by using the 
framework we presented in Chapter 4. Different algorithms and conditions must however be 
developed so that the preventive control actions can terminate when a contingency become 
sufficiently secure. Furthermore, the group properties may be applied to the BCU-based 
preventive control scheme to further enhance its performance. 
Table 8.1: The concept of critical machines can be incorporated in the BCU-based TSCOPF 
algorithm to further reduce the number of inequality constraints. 
 Without reduction With reduction  
(1 critical machine) 
# of 
eliminated 
constraints 
Relative 
improvement 
in  number of 
constraints % 
System Inequalities 
Rotor angles 
(thresholds) 
Total 
number of 
constraints 
Inequalities 
Rotor angles 
(thresholds) 
Total 
number of 
constraints 
WSCC9 150 510 50 410 100 19.61% 
New 
England 
500 1763 50 1313 450 25.52% 
IEEE145 2500 8588 50 6138 2450 28.53% 
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