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Abstract 
This paper has two major objectives. The first objective intends to answer the following question which is 
of significant interest to information system (IS) researchers and practitioners: How does user satisfaction 
(satisfaction) respond to changes in system use and system attributes? The second and more ambitious 
objective is to promote the application of economic theories in user behavior research. In contrast to prior 
research that conceived the development of user satisfaction as an information valuation and integration 
process, we consider such development to be embedded in the IS consumption process, that is, users gain 
utility (satisfaction) from consuming (using) the system. This perspective enables us to re-conceptualize 
user satisfaction as a proxy of utility and apply utility research in economics to study user satisfaction. An 
economic model of user satisfaction was developed. Two empirical studies were conducted to examine 
the research model. The findings confirmed the consumptive nature of user satisfaction. Apart from 
enriching our understanding of user satisfaction, this research demonstrates the usefulness of economic 
theories in user behavior research.  
 
Keywords: User satisfaction, marginal utility, information quality, economic theory, information 
technology consumption 
 
 
3 
Introduction 
 
As a major intervener between information technology (IT) investments and the realization of their 
economic value, user satisfaction (satisfaction) has been an enduring topic of interest over the past two 
decades [6, 37, 67]. This paper attempts to answer the following important yet under-researched question: 
How does user satisfaction respond to changes in system use and to system attributes? IT practitioners 
often attempt to promote the use and quality of information systems (ISs), thus they need to know how 
such efforts work to improve user satisfaction. Understanding this research question helps practitioners 
formulate an optimal IS implementation strategy and make better decisions regarding resource allocation 
to maximize user satisfaction.  
Among various theoretical lenses applied by scholars to investigate IS user satisfaction, the IS 
Success Model by DeLone and McLean [19] continues to be widely used. Relying strongly on 
information integration theory (IIT) in psychology [4, 24], the IS Success Model and its subsequent 
extensions have predominantly focused on how users evaluate information systems and integrate their 
evaluations in developing user satisfaction. Linear models have been widely used in user satisfaction 
studies, indicating the presumed monotone effect of system use and user perceptions of system attributes 
(such as information quality and system quality) on user satisfaction. Our specific research question ―i.e., 
how user satisfaction responds to changes (increases or decreases) in system use and to improvements or 
deteriorations in system attributes― remains unanswered.  
Several studies have explored the non-linear formation of user satisfaction from different 
theoretical perspectives. Drawing on the lens of information integration, Sethi and King [68] examined 
whether different ways (linear and non-linear) of integrating cognitive elements affect user satisfaction. 
However, the results of their study offer minimal insights to explain the effects of changes in the 
perception of system attributes on user satisfaction. Grounded on expectation-disconfirmation theory in 
psychology, Brown et al. [14] applied polynomial regression analysis to investigate whether non-linear 
relationships exist across experience, expectation, and user satisfaction. They argued that researchers’ use 
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of polynomial analysis is consistent with expectation-disconfirmation theory; however, their results 
suggest that the investigated relationships are linear in nature. The aforementioned studies, all inspired by 
psychological theories, investigate possible non-linear relationships across user evaluation, user 
experience, and user satisfaction. However, none of these studies have theoretically modeled how user 
satisfaction responds to changes in user evaluations and system use.  
To achieve this end, this research refers to economics for theoretical support. Economics, 
especially microeconomics, explicitly studies changes in user utility and preferences, and thus can be 
helpful in exploring the answer to our research question. Conceiving user satisfaction as a proxy of the 
utility derived from IS consumption, we draw on utility research to re-theorize the relationships between 
user satisfaction and system use and between user satisfaction and information quality/system quality. 
Specifically, we use Law of Diminishing Marginal Utility to propose non-linear effects from system user 
and information and system qualities on user satisfaction. Accordingly, the more a person uses an IS, the 
less an increase in system use will enhance user satisfaction. Similarly, the higher the information 
quality/system quality is, the less one unit change in information quality/system quality can contribute to 
user satisfaction.  
This paper makes two primary contributions. First, this research is the first to offer an enriched 
understanding of user satisfaction by referring to economics as the theoretical foundation. As will be 
illustrated in detail later, this paper uses Utility Theory in economics to re-conceptualize user satisfaction 
and its relationship with information quality, system quality, and system use, thereby advancing our 
understanding of the nature of user satisfaction. This also renders significant practical implications with 
regard investment on information systems improvement, as will be discussed later. Second, this paper 
bridges economic research and user behavior research. “We see things in part by how we talk about them 
and the concepts and constructs we use in our descriptions” [23, p. 16]. This research demonstrates how to 
apply the utility theory to study user satisfaction with information systems. To do so, several assumptions 
held in economics are released. We hope that this research can encourage more studies in the 
interdisciplinary area of economics and user behavior.  
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2. Conceptual Developments 
1.1. Theoretical Foundation: Utility Theory 
Utility is a fundamental concept in economics. Its definition has changed over the past centuries. 
The original definition of utility dates back to the 1780s. Bentham conceived utility as “pleasure and pain, 
the ‘sovereign masters’ that ‘point out what we ought to do, as well as determine what we should do’” 
[10, cited from 41]. This original definition views utility as a subjective feeling. Conceptually, utility is 
abstract rather than concrete or observable. We can arbitrarily assign a value to measure utility for the 
sake of comparison (for example, we can compare apples and bananas in terms of how much utility a 
person can obtain from eating them). As the foundation of classical economics, the work of Bentham 
profoundly influenced economists during his time and in the succeeding generations [21, 39]. Bentham’s 
definition of utility was later labeled as experienced utility because it emphasized the actual experience of 
people [41]. Subsequent researchers also proposed other types of utilities, e.g., decision utility (utility that 
can be inferred from decisions) [65, 75, 76]. Nevertheless, the definition of Bentham is the most 
fundamental and hence, the most widely used. In fact, Kahneman et al. [41] emphasized that we should 
“go back to Bentham” when studying utility. Accordingly, we refer to the traditional Bentham definition 
of utility in this research. 
A revolutionary event in the field of economics was the development of the notion of marginal 
utility by neoclassical economists [39, 49, 53]. In contrast to preceding classical economics movement 
that focused on total utility, neoclassical economics emphasized marginal utility. Marginal utility refers to 
the additional benefit or amount of utility gained from each extra unit of consumption. According to the 
law of diminishing marginal utility, marginal utility decreases with each additional unit of increase in the 
consumption of a good (Figure 1). Marginal utility depends on how much a person has already consumed, 
such that the more goods an individual consumes, the less incremental utility he or she obtains from the 
last unit of that good. Accordingly, total utility increases at a slower pace as an individual consumes more 
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of the same good (for example, a person obtains less utility from the second apple than from the first one). 
With few exceptions, goods exhibit diminishing marginal utility [31].  
 
Figure 1. Diminishing Marginal Utility 
 
Bentham’s definition of utility focuses on past consumption, whereas the other stream of utility 
research emphasizes expected utility of future consumptions. Researchers [e.g., 5, 26, 43, 66, 93] have 
argued that a person chooses between prospects by comparing their expected utility values. Specifically, 
expected utility values of prospects are usually conceived as the weight sums obtained by adding utility 
values of outcomes multiplied by their respective probabilities. People compare utilities of the future state 
with the current state. Rational people would wish to obey the axioms of the theory, and most people do 
so most of the time [40].  
Furthermore, when developing their Nobel Prize-winning prospect theory, Kahneman and Tversky 
[40, 86] argued that people evaluate utility of prospects based on gains and losses relative to a reference 
point rather than on weight sums of the utility of different outcomes [9]. A reference point is usually the 
“current position” of an individual, although exceptions exist [9, 86]. For example, a widely used 
reference point in economics is current wealth. The impact of a prospect of wealth on a person’s 
happiness depends on the amount of wealth he/she currently possesses. 
CONSUMPTION
UTILITY
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Despite its differences from the original utility theory, the prospect theory also embraces 
diminishing sensitivity
1
, a concept similar to the law of diminishing marginal utility. Diminishing 
sensitivity posits that the first expected gains/losses lead to the largest increase/decrease in utility [9, 40, 
86]. The value of a change (that is, marginal value) “decreases with the distance from the reference point” 
[86, p.1048]. Although diminishing sensitivity and diminishing marginal utility are “logically 
independent” [86, p.1049], both predict that the distance from the current status determines incremental 
contribution to utility of one unit change of consumption/evaluations. From the reference point (the 
current status), additional consumption contributes diminishingly to utility. Therefore, both utility theory 
and prospect theory will yield an empirically similar diminishing contribution of deviations from the 
reference point.  
2.2 Re-theorization of the IS Success Model: A Utility Approach 
Although prior IS Success studies have resulted in various model re-specifications and extensions 
[20, 63, 67], user satisfaction remains a pivotal construct. Satisfaction has been conceptualized as “a 
subjective evaluation of the various consequences… evaluated on a pleasant-unpleasant continuum” [67, 
p.246]. Satisfaction has also been viewed as “the attitude that a user has toward an information system” 
[97 p. 87], an object-based attitudinal evaluation of the system rather than the use of the system alone.  
From the utility perspective, we conceive user satisfaction, which has an obvious happiness 
component in its definition, as a valid proxy for utility. As stated earlier, utility refers to the subjective 
pleasure and pain of a person and cannot be measured directly [10, cited from 41]. A number of experts 
describe utility as “agreeable states of consciousness,” whereas others explicitly refer to utility as “the 
satisfaction of people’s informed preferences or desires” [31 p.243]. Therefore, definitions of utility in 
economics are consistent with the traditional definition of user satisfaction in IS research. Indeed, 
                                                 
1 One major assumption of the prospect theory is that people are generally risk averse [40, 80, 85] and as such, people usually 
place more weight on potential losses than potential gains. However, we do not study risk aversion in this paper, that is, we do 
not distinguish between the weights of gains and losses because of two reasons. First, both gains and losses still demonstrate 
diminishing sensitivity; from a reference point, marginal sensitivity of both gains and losses is declining. Second, expected utility 
theory has long considered risk aversion to be equivalent to the concavity of the utility function, that is, diminishing marginal 
utility [5, 62]. Nevertheless, risk aversion is a promising topic for future research. 
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satisfaction has been conceived as experienced utility and is related to “happiness.” [15, 41]. Therefore, it 
is legitimate to conceive satisfaction as an indicator/proxy of utility.  
It is worth noting that the utility theory has been applied, extended, and appropriated in other 
disciplines, as what this research attempts to do with regard to user satisfaction. This is often done by 
releasing assumptions held in economics in several ways. First, the dependent variable is not limited to 
the originally defined utility. The original definition of utility is primarily about subjective “happiness.” 
Researchers in other disciplines have extended this by applying utility theory to study other dependent 
variables such as customer satisfaction [54], perceived product similarity [27], consumer product adoption 
[56], and willingness to pay [34], arguing that the law of diminishing utility is not limited to subjective 
feeling of happiness. Similarly, this research applies utility theory to study user satisfaction with 
information systems. 
Second, extending the original utility theory, researchers have studied the relationship between 
consumptions of different “goods.” The original utility theory has traditionally been focused on singular 
products or services. This has been expended to study consumptions of different attributes of a product or 
service. For example, to study the impact of new product attributes, Nowlis and Simonson [56] proved 
that the addition of a new feature contributes more value to a relatively inferior product than to a superior 
one, referring to the “common assumption in economics that value function are concave.” (p. 37). More 
explicitly, the utility of a new feature is dependent on the utility of the different features already included 
in the product/service. Similarly, referring to the diminishing marginal utility, Mittal et al. [54] showed 
that improvement of attribute (i.e., feature) -level performance has diminishing impact on consumer 
satisfaction. In both studies, the impact on satisfaction from the improvement in one attribute on the 
product that includes a large number of other attributes still follows the law of diminishing marginal 
utility. 
Third, while the original utility theory treats the consumer as a “sovereign master,” implying that 
consumption is completely voluntary, people can still derive utility, i.e., satisfaction, from mandated 
consumption. For example, Brown [13, 14] argued that in mandatory use contexts, as “employees must 
9 
use the system to perform their job functions, there are no alternatives to actual use,” (p. 233) user 
satisfaction, relative to IS use, is a more appropriate indicator of IS success. Hsieh et al. [35] made a 
similar argument that user satisfaction is indeed a better indicator than system use in mandatory use 
contexts. Chan et al. [16] also showed that people can form satisfaction with mandated e-government 
systems. The rationale is that even when use is mandatory people still vary in the quality and intensity of 
use [32]. After all, as indicated by DeLone and McLean, “no system use is totally mandatory” [20, p. 16].  
In addition, it is likely that the influence of voluntariness/mandatoriness is limited only to the early 
stage ― rather than the later stage ― of system implementation. For example, Venkatesh and colleagues 
[92] showed that there is a direct influence of social influence on using a technology in mandatory 
contexts, but not in voluntary context. However, this difference is limited to the early stage of system 
implementation. At the later stage of system implementation, the direct influence of social influence on 
system use disappears in both voluntary and mandate contexts. 
 
A strong advantage of conceiving user satisfaction as utility is found in the law of diminishing 
marginal utility. It has been known that system use contributes positively to job performance and user 
satisfaction [19, 20, 83, 84]. System use indicates how much the user exploits the system to enhance task 
performance and thus can be an indicator of how much the user “consumes” the information system. The 
more a person uses a system, the more he/she experiences and exploits capacity of this system. 
This research posits that the impact of system use on user satisfaction also complies with the law of 
diminishing marginal utility, assuming that information systems are normal goods. That is, the 
incremental contribution of an increase in system use constantly decreases when people use a system 
more frequently. The learning effect can help explain the diminishing utility of system use. Specifically, 
people know a limited number of system features when first interacting with the system. Over time, they 
learn more about how to use the system. They may learn more features or new ways of using the system 
[78]. This is often done in cycles of adaptation: that is, the users learn new things about using the system, 
followed by another cycle of learning [38, 46]. Such learning effect, however, is more salient at the 
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beginning when the system is unknown to the users and when there are windows of opportunities to 
explore it [88]. The opportunities to learn new things about the system become scarcer over time when the 
unknown features are fewer. In order words, the learning effect of system use on user satisfaction, if any, 
diminishes over time. In summary, the law of diminishing marginal utility of system use suggests that the 
current amount of system use determines to what degree an increase in system use contributes to 
enhancing user satisfaction. 
Hypothesis 1: System use demonstrates diminishing impact on user satisfaction such that 
system use has less impact on user satisfaction when the system is used more 
frequently. 
The IS Success Model attributes the development of user satisfaction to two user perceptions: 
information quality and system quality [19]
2
. Information quality refers to user perception of the quality 
of system output and has also been labeled as data quality [98]. It is conceived as the semantic success of 
an information system and relates to features such as information completeness, accuracy, format, 
currency, relevance, timeliness, precision, reliability, and conciseness [63, 68, 81]. System quality, on the 
other hand, is more concerned with the technical success of an IS (DeLone and McLean, 1992), such as 
system reliability, flexibility, integration, error recovery, accessibility, language, and timeliness [19, 36, 
97].  
The utility research suggests a non-linear influence of information and system qualities on user 
satisfaction. The rationale is that people “consume” information and system attributes. As stated earlier, 
people evaluate changes of future prospects in reference to the current status. We generalize this logic to 
evaluations of changes of information quality/system quality. Accordingly, the impact on user satisfaction 
of a potential change in information quality/system quality depends on the current level of quality. When 
                                                 
2 DeLone and McLean (2003) modified the IS Success Model by adding IS service quality as a new antecedent of user 
satisfaction. However, as they pointed out, “To measure the success of a single system, ‘information quality’ or ‘system quality’ 
may be the most important quality component. For measuring the overall success of the IS department, as opposed to individual 
systems, ‘service quality’ may become the most important variable. Once again, context should dictate the appropriate 
specification and application of DeLone and McLean’s IS Success Model” (page 18). Given our focus on user satisfaction with a 
specific IS rather than an IS department, IS service quality may not be a critical antecedent for user satisfaction. This paper, 
therefore, does not include service quality in the model.  
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the current level of information quality/system quality is already high, an increase of this quality will 
result in less increase in utility. Conversely, when the current level of information quality/system quality 
is low, a unit of improvement in this quality is more conspicuous and accordingly generates a larger 
impact on overall satisfaction. 
A case in point is Amazon.com. When it was first launched in 1995 as an online bookstore, the 
inclusion of a new product line (such as toys), which can be viewed as a change in information 
completeness of Amazon.com, was significant news. The news attracted many new customers and was 
found to enhance customer satisfaction greatly. Today, adding a new product line in Amazon.com is 
unlikely to stimulate a similar level of impact because consumers already have access to many product 
lines in Amazon.com. Because Amazon.com has already obtained a high level of information quality, a 
new addition is less likely to create a significant increase in customer satisfaction.  
Marketing research also supports the importance of contrast between a new product feature and 
existing features [28, 56]. Evaluation of a newly added feature is affected by whether this feature is 
assimilated by or contrasted against the overall value of the brand to which it is added, resulting in the 
diminishing utility of the new feature [28, 56]. When a product is of high quality (for example, it has 
superior features or it belongs to a popular brand name), a new feature is assimilated into the existing 
perception of high quality of the product, thus the new feature is unlikely to create a significant influence. 
Conversely, the addition of a new feature to an otherwise inferior product is likely to create a contrasting 
effect, thus leading to a relatively large impact on overall product evaluation [27, 56, 74]. In summary, the 
marginal utility of a particular dimension is declining as the magnitude of the dimension increases [82]. 
Information quality/system quality can also deteriorate because people may perceive quality as 
being lower than before. In such cases, the aforementioned argument is still valid. It is necessary at this 
point to bring in the notion of multi-attribute utility, an important extension to the original utility theory. 
The notion of multi-attribute utility is of particular merit to this study in light of the fact that an 
information system is often complex and consists of multiple features (i.e., attributes). As mentioned 
earlier, a person often evaluates the utility of a new feature based on the utility of existing features [56]. 
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The rationale is that the contrast between the new feature and the existing features matters so that the 
larger the contrast, the greater the influence of the new feature on the user’s evaluation. Hence, when the 
current level of information quality/system quality is high, a unit of deterioration of this quality is salient 
by contrast and significantly lowers user satisfaction. Conversely, when the current level of information 
quality/system quality is already low, a unit of deterioration of this quality is less salient and contributes 
less to lowering user satisfaction.  
In summary, the current level of information quality/system quality serves as the reference point 
and determines the degree achieved by the improvement/deterioration of this quality and contributes to 
the enhancement of user satisfaction. 
Hypothesis 2: Information quality demonstrates diminishing influence on user satisfaction 
such that information quality has less impact on user satisfaction when 
information quality increases. 
Hypothesis 3: System quality demonstrates diminishing influence on user satisfaction such 
that system quality has less impact on user satisfaction when system quality 
increases.  
 
Empirical Studies 
 
We conducted two longitudinal field studies under different contexts for hypothesis testing (that is, 
for the generalizability of the hypotheses). Study 1 surveyed 195 users of a service IS (SIS) in the call 
center of a large service firm in China, representing a mandatory-use context. Study 2 investigated the use 
of a wiki system by 84 Master students, representing a voluntary-use context. 
3.1. Study One: Service Information Systems 
The first study was conducted in a call center of a large service company in China. Customer 
service representatives (CSRs) use the SIS of the firm to respond to customer inquiries via telephone. 
Similar to most SISs [69], this system contains sophisticated information about regular and promotional 
products, service offerings, company policies, and all customer-related information, such as customer 
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profiles, billing histories, and preferences. This SIS enables CSRs to increase customer value by 
identifying add-ons or cross-selling opportunities. Similar to most initiatives that deploy SISs to support 
frontline CSR operations, the subjects are required to use the system in their daily work [51]. By the time 
we collected our data, the system had been in place for 16 months and was being routinely operated.  
Data collection process involved several steps. First, two certified translators performed standard 
instrument translation and back-translation between English and Chinese [12]. We then conducted a pilot 
study to examine construct validity and reliability using 31 CSRs who used the target system in daily 
operation. Minor revisions were made according to subject feedback. 
This study included two waves of examinations, with the first wave measuring the independent 
variables (IVs) (information quality, system quality, and use), the dependent variable (DV) (satisfaction), 
and the control variables. The second wave measured only the IVs and DV. At Time 1 (T1), the 
instrument was distributed to 300 CSRs randomly sampled from the call center, and 250 responded. We 
contacted the same 250 respondents six months later (T2), and 195 responded. Similar to the findings in 
prior call center studies [48, 69], CSR subjects were more likely to be female and have an educational 
level lower than a bachelor’s degree (Table 1). Collecting data at two time points enables us to assess if 
our findings at T1 are reliable over time (i.e., at T2) at the same research site. Study 1 enabled collection 
of data at two points. We thus leveraged this opportunity and proved that our findings are stable. 
Table 1. Sample demographics of Study 1 
 Category Percentage 
Education 
Senior high school 38.5% 
College (Associate Degree) 59.0% 
Bachelor’s or higher 2.6% 
Gender 
Male 5.6% 
Female 94.4% 
 Mean Std. deviation 
Age (year) 23.22 3.09 
Prior experience with the system (month) 13.93 4.61 
Prior customer service experience (month) 22.06 12.39 
 
14 
 
Measures 
The measures can be seen in Appendix A. Whenever possible, we adapted previously validated 
measures with minor modifications tailored for our specific areas of inquiry. Three items each for both 
information quality and system quality were adapted from the research of Wixom and Todd [97]. As SIS 
use by the CSRs is mandatory, we measured CSR system use by asking the subjects to specify the 
percentage of their work time using the SIS by using a 0–100% scale [63]. Marketing scholars have 
measured consumer satisfaction using various types of scales, including multi-item Likert scales, 0 to 100 
ratio scales, or facial/graphical expressions [33]. We adopted the single-item 0 to 100 ratio scale [59, 96] 
to measure user satisfaction in order to minimize the common scale format bias cautioned by Padsokoff et 
al. [60] and Sharma et al. [71]. We also controlled for factors that might affect individual responses to IS, 
including gender, age, and prior experience on the technology being investigated to safeguard against 
alternative explanations. 
Algorithm 
 
We developed a quadratic regression equation (QRE) to model the non-linear relationship between 
user satisfaction and the predictors (information quality, system quality, and Use). The QRE is a widely 
used approach in economics for modeling marginal utility [40, 64, 86]. In addition, this strategy is 
consistent with prior research that applied the utility theory to study satisfaction [e.g., 54]. This non-linear 
approach can circumvent several methodological shortcomings arising from the linear scheme [22, 47, 
58]. The satisfaction model is depicted as follows:  
2
6
2
5
2
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Measurement Model 
 
Given the available sample size, confirmatory factor analysis (CFA) using AMOS 6.0, a more 
conservative technique, was performed to assess the psychometric properties of the two multi-item 
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constructs (information quality and system quality) at both T1 and T2. CFA results indicate that all 
indices were higher than the criterion levels (Table 2). In terms of reliability, the values of Cronbach’s 
alpha and composite reliability were all greater than 0.707 (Tables 3 and 4) [57]. The average variance 
extracted (AVE) for each construct was higher than 0.50 (Tables 3 and 4), suggesting that the observed 
items show more variance than the error terms [25]. Items loaded heavily on their constructs (Table 5). 
As for common method bias (CMB), the instruments contained different scale formats in order to 
reduce scale commonality [71]. We also performed the Harmon one-factor test, as recommended by 
Podsakoff et al. [60]. A factor analysis combining the IVs and DV revealed no signs of a single factor 
accounting for the majority of the covariance, indicating that CMB is not a concern.  
Table 2. Fit indices of CFA (Study 1) 
Fit 
indices 
Measurement model 
(Time 1) 
Measurement model 
(Time 2) 
Desired 
levels 
2 /df 1.92 1.47 < 3.0 
CFI 0.99 0.99 > 0.90 
TLI 0.99 0.99 > 0.90 
GFI 0.98 0.98 > 0.90 
AGFI 0.94 0.95 > 0.80 
RMSEA 0.07 0.05 0.05-0.08 
Standardized RMR 0.03 0.01 < 0.08 
 
Table 3. Descriptive, internal consistency, convergent, and discriminant validity (Study 1, Time 1) 
Constructs Mean 
Standard 
deviation 
Cronbach’s 
Alpha 
Composite 
reliability 
AVE 1 2 3 4 
1. Information quality 4.10 1.20 0.92 0.94 0.81 0.90(a)    
2. System quality 3.66 1.28 0.93 0.95 0.85 0.65(b) 0.92   
3. Use (d) 0.76 0.18 N/A N/A N/A 0.20 0.15 N/A  
4. User satisfaction (d) 0.53 0.17 N/A N/A N/A 0.57 0.64 0.12 N/A 
a. Diagonals represent the square root of the average variance extracted (AVE). 
b. Off diagonal elements are the correlations among constructs.  
c. For discriminant validity, diagonal elements should be larger than off-diagonal elements. 
d. A single-item measure was used. 
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Table 4. Descriptive, internal consistency, convergent, and discriminant validity (Study 1, Time 2) 
Constructs Mean 
Standard 
deviation 
Cronbach’s 
Alpha 
Composite 
reliability 
AVE 1 2 3 4 
1.Information 
quality 
4.35 1.34 0.96 0.89 0.86 0.93(a)    
2. System quality 3.96 1.36 0.96 0.96 0.88 0.68(b) 0.94   
3. Use (d) 0.78 0.18 N/A N/A N/A 0.32 0.21 N/A  
4.User satisfaction 
(d) 
0.56 0.19 N/A N/A N/A 0.65 0.66 0.25 N/A 
a. Diagonals represent the square root of the AVE.  
b. Off diagonal elements are the correlations among constructs.  
c. For discriminant validity, diagonal elements should be larger than off-diagonal elements. 
d. A single-item measure was used. 
 
 
Table 5. Item loadings (Study 1) 
Construct Items Time 1 Time 2 
1. Information quality 
InfoQ1 0.909 0.954 
InfoQ2 0.953 0.947 
InfoQ3 0.900 0.921 
2. System quality 
SysQ1 0.927 0.947 
SysQ2 0.933 0.968 
SysQ3 0.908 0.913 
 
Structural Model 
 
We used hierarchical regression analysis (HRA) via the software SPSS 19.0 for hypothesis testing 
of the data. HRA is considered more appropriate compared with structural equation modeling techniques, 
such as partial least square, for modeling interaction effects, i.e., the quadratic terms in our algorithm 
[29]. Based on a recommendation of Aiken and West [2], we standardized the IVs to create quadratic 
terms to facilitate result interpretation and to avoid the threat of multi-collinearity
3
. Results (Table 6) 
reveal consistent behavioral patterns between the two time points. In particular, results from T1 and T2 
                                                 
3 The VIF values for all terms entered in HRA were lower than five, suggesting no threat of multi-collinearity (Hair et al., 1998). 
17 
both suggest that: (1) although information quality and system quality had direct significant impacts on 
user satisfaction, Use did not; and (2) information quality and system quality, not Use, demonstrated 
quadratic effects on user satisfaction. These findings support H2 and H3, but not H1. 
Table 6. Hierarchical regression analysis: China mobile data (Study 1) 
Independent variable 
Dependent variable: User satisfaction  
TIME: T1 TIME: T2 
Standardized beta Standardized beta  
Step 1: Direct effect 
Constant 0.535 0.609  
Gender n.s. n.s.  
Age n.s. n.s.  
Education level -0.137 ** n.s.  
Prior usage experience n.s. n.s.  
Service tenure -0.161** -0.136 **  
Information quality  0.314 ** 0.449 **  
System quality 0.386 ** 0.376 **  
Use n.s. n.s.  
 R2 for Step 1 0.404 0.491  
Step 2: Quadratic effect 
(Use)2 n.s. n.s. H1 (x) 
(Information quality)2 -0.107 * -0.220 ** H2 (√) 
(System quality)2 -0.124 * -0.104 * H3 (√) 
 R2 for Step 2 0.025 0.051  
Overall model R2 0.429 0.542  
**: p<0.01    *: p<0.05 
 
Inclusion of the quadratic terms of information quality and system quality enhanced the explained 
variance from 40.4% to 42.9% (an increase of 2.5% in R-Square) for T1 and from 49.1% to 54.2% (an 
increase of 5.1% in R-Square) for T2. Following Cohen [17] and Mathieson et al. [50], we calculated the 
effect size f 2 and evaluated the significance of the derived f 2 statistics using a pseudo F test.
4
 The 
resulting f 2 of 0.044 at T1, with a p-value of 0.005, represents a significant small-to-medium effect; the 
                                                 
4 The effect size f 2 can be calculated as (R2 full model - R2 partial model)/(1- R2 full model) [17]. Multiplying f 2 by (n-k-1), 
where n equals sample size and k equals the number of independent variables, offers a pseudo F test for evaluating the 
significance of the f 2 statistic with 1 and n-k degree of freedom. According to Cohen [17], an effect size of 0.02, 0.15, and 0.35 
is small, medium, and large, respectively.  
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resulting f 2 of 0.111 at T2, with a p-value of 0.000, also represents a salient small-to-medium effect size 
[17, 50]. Therefore, the evidence suggests that adding quadratic items of information quality and system 
quality significantly increases explanatory power of the model. 
Reflection on Study 1 
 
A reflection on Study 1 reveals two issues worthy of further investigation. First, the non-significant 
influence of use on satisfaction may be a result of the non-voluntary nature of SIS. Voluntariness refers to 
the extent to which users perceive system use as non-mandatory [55, 89]. Voluntariness is, in essence, 
about whether an individual perceives that another social actor (boss, colleague, friend, family) wants 
him/her to perform a specific behavior (such as adopting a technology), and the social actor has the ability 
to reward behavior and punish non-behavior [90, 95]. In Study 1, the use of the SIS system was largely 
mandatory; CSRs were required to use the SIS system. This mandatory nature of system use makes the 
marginal utility of use irrelevant because system use in this case is the consequence of 
organizational/managerial mandate rather than driven by the real benefits one obtains from use [67]. In 
summary, in mandatory use contexts, the user likely derives utility primarily from consumption of the 
attributes (i.e., information quality and system quality) of the system. 
Second, the cost issue was not included in Study 1. System use is accompanied by cost. At the 
individual level, such costs can be the time and effort required to use an IS. Costs can influence how 
people use an IS or switch to a new IS [61]. Study 1 did not yield an ideal context for studying cost issues 
associated with learning and using the system because the SIS system was implemented for 16 months 
and was being routinely operated. Therefore, our subjects would have likely passed the learning curve 
where the effects of costs would be more obvious. 
Therefore, we conducted another study under a different content to further examine the potential 
influence of voluntariness and cost.  
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3.2. Study Two: Student use of PBwiki 
The second study investigated voluntary use of students of a wiki system called PBwiki. Wiki 
systems are considered an ideal platform for teaching and research [42]. PBwiki is a popular online wiki 
system that facilitates student collaborations by allowing students to work on the same Web pages with a 
record of all previous revisions. 
Study 2 supplements Study 1 in two ways. First, it is under a voluntary-use context. Students in our 
sample, to a large degree, determined whether they would use PBwiki. Second, PBwiki was relatively less 
well-known such that most, if not all students, did not have prior experience with the program, thus 
providing an ideal context for us to study cost issues associated with learning how to use the wiki system. 
The IS Success Model does not include a cost factor explicitly.  
In this research, we propose to focus on one particular cost, that is, perceived cognitive effort 
(PCE), which refers to the cognitive effort that a person perceives as required to learn or use a technology 
[94]. PCE has proven to influence how people use ISs such as e-commerce Web sites [94]. In line with 
economic theories, both benefit factors, such as information quality, system quality, and system Use, and 
cost factor (PCE) are believed to influence satisfaction simultaneously. A person needs to spend cognitive 
resources to learn how to use an IS. Such cognitive resources may lower user satisfaction with the IS, 
which is reflected as a negative relationship between PCE and satisfaction. However, such negative 
influence may diminish when the required cognitive resources increase. The rationale is that after the 
initial investment of cognitive resources in learning the technology, people becomes familiar with the 
technology, thus an equal amount of cognitive resources can lead to less satisfaction decrease.  
We conducted the study in a university in Hong Kong. We studied the students of a master-level 
class that used PBwiki for information exchange. The survey included all 98 students in the class. Data 
were collected at the end of the three-month class. The survey instruments, which contained questions 
about the IVs, the DV, and the demographics, were administered to all students. We collected 84 
complete responses. Table 7 presents the profiles of these students.  
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Measures 
The measures for information quality, system quality, and user satisfaction are consistent with 
those in Study 1. The instrument was first pre-tested on 10 students in another MBA class. Minor 
modifications were then made based on their feedback. The use of PBwiki was largely voluntary in this 
study; thus the measures of Davis et al. (1993) were adapted to measure system use. Measures for 
perceived cognitive effort were adapted from Wang and Benbasat’s [94] research. Similar to Study 1, we 
included control variables such as gender, education, age, and service tenure (in months).  
Table 7. Sample demographics of Study 2 
 Category Percentage 
Gender 
Male 54% 
Female 46% 
Age 
18 years to 30 years old 52% 
31 years to 40 years old 48% 
 Mean Std. deviation 
Prior PBwiki experience (Months) 0.46 0.72 
Computer experience (Years) 14.5 4.31 
 
Measurement Model 
Principal factor analysis was performed to assess the properties of the multi-item constructs 
(information quality and system quality). In terms of reliability, the values of Cronbach’s alpha and 
composite reliability were all greater than 0.707 (Table 8) [57]. The average variance extracted (AVE) 
statistic for each construct was higher than the suggested threshold of 0.50 [25]. Table 9 reveals that each 
item loaded high (all > 0.707) on its corresponding construct and much lower on the other constructs 
(<0.40). The square root of AVE of every construct was higher than its correlations with other constructs, 
indicating discriminant validity [25]. For common method bias (CMB), we executed actions similar to 
those in Study 1 and found no serious concerns. The aforementioned pieces of evidences suggest 
appropriate measurements. 
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Table 8. Descriptive, internal consistency, convergent, and discriminant validity (Study 2) 
Constructs Mean 
Standard 
Deviation 
Cronbach’s 
alpha 
Composite 
reliability 
AVE 1 2 3 4 5 
1. Information quality 5.48 0.91 0.90 0.90 0.75 0.86(a)     
2. System quality 5.85 0.72 0.91 0.91 0.76 0.26(b) 0.87    
3. Use (d) 0.75 0.12 N.A. N.A. N.A. 0.56 0.41 N.A.   
4. User satisfaction (d) 5.60 0.69 N.A. N.A. N.A. 0.58 0.61 0.66 N.A.  
5. PCE 2.47 0.77 0.80 0.81 0.60 -0.50 -0.39 -0.56 -0.45 0.77 
a. Diagonals represent the square root of the AVE. 
b. Off diagonal elements are the correlations among constructs.  
c. For discriminant validity, diagonal elements should be larger than off-diagonal elements. 
d. A single-item measure was used. 
 
Table 9. Item loadings and Cross loadings (Study 2) 
Construct Items 
 
1 2 3 
1. information quality 
InfoQ1 0.961 -0.106 0.055 
InfoQ2 0.886 0.199 -0.110 
InfoQ3 0.728 0.128 0.231 
2. system quality 
SysQ1 0.024 0.926 -0.030 
SysQ 2 0.075 0.870 0.031 
 SysQ 3 -0.025 0.823 0.256 
3. PCE 
PCE1 0.069 -0.164 0.866 
PCE2 -0.198 0.177 0.733 
PCE3 -0.041 -0.211 0.706 
 
Structural Model 
 
Similar to Study 1, we used HRA for hypothesis testing. The results (Table 10) suggest that: (1) 
Use, information quality, and system quality all have direct significant influence on satisfaction; and (2) 
both Use and system quality demonstrate quadratic effects on satisfaction, whereas information quality 
does not (thus supporting H1 and H3, but not H2).  
By including the quadratic effect, we increased the explained variance from 61.1% to 68.6% (an 
increase of 7.5% in R-Square). The resulting f 2 of 0.239, with a p-value smaller than 0.001, represents a 
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salient medium-to-large effect size. The aforementioned pieces of evidence collectively suggest that the 
addition of quadratic effects of system use substantially increases the explanatory power of the model.  
 
Table 10. Hierarchical regression analysis: PBwiki (Study 2) 
Independent variable 
Dependent variable: User satisfaction  
Standardized beta  
Step 1: Direct effect 
Constant 2.497  
Gender n.s.  
Age n.s.  
Computer experience n.s.  
Prior usage experience 0.148 *  
PCE -0.212 *  
Use 0.434 **  
Information quality  0.264 *  
System quality 0.320 *  
 R2 for Step 1 61.1 %  
Step 2: Quadratic effect  
(PCE) 2 n.s.  
(Use)2 -0.145 * H1 (√) 
(Information quality)2 n.s. H2 (x) 
(System quality)2 -0.138 * H3 (√) 
 R2 for Step 2 7.5 %  
Overall model R2 68.6 %  
**: p<0.01    *: p<0.05  
 
Mediation Analysis 
 
Following DeLone and McLean [19, 20] our assumption is that information quality and system 
quality affect Use, which in turn, affects user satisfaction. In other words, prior research also suggests that 
Use may somewhat mediate the influence of information quality and system quality on satisfaction. Thus, 
we conducted a mediation test, following the three-step procedure suggested by Baron and Kenny [7]. 
Specifically, we first tested the direct impacts of information quality and system quality on satisfaction. 
Then, the direct effect of Use on satisfaction was tested. Finally, we included information quality, system 
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quality, and Use in one model as three antecedents of satisfaction and examined whether the direct impact 
of information quality and system quality decreases when Use is included. The results, which are 
summarized in Table 11, suggest that Use partially mediates the direct effects of information quality and 
system quality, as well as the quadratic effect of system quality. 
5
  
 
Table 11. Mediation analysis (Study 2) 
 Model 1 Model 2 Model 3 
 
Constant 3.490 4.187 2.497 
Gender n.s. n.s. n.s. 
Age n.s. n.s. n.s. 
Computer experience n.s. n.s. n.s. 
Prior usage experience n.s. 0.158 * 0.148 * 
PCE -0.194 * -0.243 * -0.212 * 
Information quality  0.367 **  0.264 * 
System quality 0.341 *  0.320 * 
(Information quality)2 n.s.  n.s. 
(System quality)2 -0.141 *  -0.138 * 
(PCE) 2 n.s. n.s. n.s. 
 
Use  0.523 ** 0.434 ** 
(Use)2  -0.128 * -0.145 * 
    
Overall model R2 65.4 % 61.6 % 68.6 % 
**: p<0.01    *: p<0.05  
 
 
Discussion 
 
4.1. Major Findings and Research Implications 
This research confirms the importance of studying theory-driven non-linear effects of system use, 
information quality, and system quality on user satisfaction. Prior research on user satisfaction, rooted 
strongly in psychological Information Integration Theory, examined how user evaluations of various 
                                                 
5
 We did not conduct the mediation test in Study 1 because use has no impact on user satisfaction. As such, we could conclude 
that no mediation effect was detected.  
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aspects of an information system may be integrated in a linear or non-linear manner to form user 
satisfaction with this system. This study extends this research stream by drawing on economic theories to 
investigate how changes in system use and user perceptions affect user satisfaction. In addition, the 
application of economic theories enables the study of the non-linear impact of system use on user 
satisfaction, which would not be possible if IIT was employed. 
When re-conceptualizing user satisfaction as a proxy of utility, we noticed that use satisfaction is 
not completely identical to utility. Utility is a direct result of consumption and is about consumers’ 
happiness. User satisfaction, on the other hand, is more remotely related to consumption. Factors other 
than consumption, e.g., disconfirmation may influence user satisfaction too [11].  
Findings from our two empirical studies in the context of SIS and wiki technology confirm the 
consumptive nature of IS use. In other words, technology users can also be conceived as consumers [44]. 
As expected, we observed the expected quadratic effects of system use and information quality/system 
quality on user satisfaction. The addition of quadratic items significantly increased the explanatory power 
of the research model in both studies. In the first study, unlike information quality/system quality, system 
use did not demonstrate significant quadratic effects. We attributed this result to the mandatory context of 
system use in the first study. Accordingly, we conducted the second study on student use of the PBwiki, 
which was largely voluntary. We observed the expected diminishing influence of increased system use on 
user satisfaction, demonstrating the law of diminishing marginal utility. Findings from the two studies 
jointly suggest that the law of diminishing marginal utility does not hold for system use in mandatory 
contexts.  
An interesting finding on the relationship between PCE and user satisfaction was discovered in 
Study 2. On the one hand, PCE has a significant negative effect on satisfaction, as expected. On the other 
hand, we do not find any diminishing effects of PCE on satisfaction. This finding may be a result of the 
simplicity of PBwiki. PBwiki is a simple innovation, and the Master students may not experience any 
difficulty in learning how to use it.  
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It is worth noting that the original IS Success model does not include PCE. We consider it 
necessary to add PCE to the IS Success Model in light of the fact that using a technology comes with 
necessary costs. This is also consistent with Utility Maximization, which essentially concerns how to 
maximize the utility within budget constraints (e.g., costs). Adding cost (i.e., PCE) to the IS success 
model explicitly incorporates the costs associated with using the system.  
In addition, we have assumed that more use leads to high satisfaction. This assumption may not 
always be true. On the one hand, more use may be a result of system deficiencies [52]. The user has to 
spend more time bypassing system limitations. In this case, more system use indicates the deficiencies of 
the system. On the other hand, consumption of goods or services can be satiated. In other words, the 
marginal utility of goods or services can be zero or negative after a threshold. The same is true for 
information systems. The marginal utility of system use is diminishing, and upon one point (the satiation 
point), marginal utility becomes zero or even negative. This is a promising topic for future research. 
Beyond an enriched understanding of the formation of user satisfaction, a broader implication of 
this research is the application of economic theories to study user behaviors. Inspired by this research, we 
encourage IS scholars to further exploit the rich sources of theories in economics and to explicitly lay out 
and discuss connections between economics and user studies in IS research 
6
. The application of 
economic theories is not new in IS research. These theories have been widely applied in the study of IT 
investments at the organizational level [e.g., 8]. However, economic theories are rarely applied in 
studying individual user behavior [99]. Economics has long been interested in resource-constrained 
human behaviors and share many similarities with user behavior research in terms of subject matter and 
level of analysis. The movements of behavioral economics [40, 72, 79, 87] and information economics [3, 
73, 77], which investigate the implications of bound rationality and self-interest of human beings and the 
impact of information asymmetry on decision-making, can significantly contribute to IS research by 
treating IS users as “social actors” [45]. This research demonstrates that in order to apply economic 
                                                 
6 Although we attempted to connect economics and user studies in IS research, we do not purport to offer a contribution to 
economics literature.  
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theories to IS research, the assumptions held in economics need to be examined and released with great 
caution. 
Methodologically, we applied quadratic terms and HRA to empirically examine the non-linear 
relationship between user perceptions of IS attributes and user satisfaction. Although using quadratic 
terms is a popular technique for modeling non-linear relationships in other disciplines [22, 47, 58], such 
function is underused in the IS field. A number of recent IS studies have employed polynomial regression 
for testing theories of confirmation-disconfirmation [14, 91], thus our application of quadratic terms and 
HRA is consistent with our choice of utility theories.  
4.2 A Reflection on the New Approach 
 
Thus far, we have developed a new utility-based approach that emphasizes the non-linear nature of 
relationships among user satisfaction, system use, and information quality/system quality. Figure 2 
illustrates the differences between this approach and the existing IIT approach.  
 
 
 
 
Figure 2. Theoretical comparison between prior and  
current research 
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The fundamental difference between prior and current research lies in their theoretical 
assumptions. IIT conceptualizes satisfaction as the weighted summation of the perceptions of various 
attributes. By contrast, the utility approach views user satisfaction as a utility gained by consuming IS. 
The impact of system use and IS attributes on user satisfaction is analogous to the consumption of goods 
that generates consumer utility. This perspective is relevant in theorizing the diminishing marginal impact 
of system use and information quality/system quality on user satisfaction. The IIT and the utility 
approaches complement each other well (Appendix B). The IIT approach focuses on various strategies of 
valuating and integrating currently available perceptions in developing user satisfaction at any given 
moment, whereas the utility approach addresses how user satisfaction responds to changes in system use 
and user perceptions.  
It is worth noting that when applying economic theories to IS researchers, it is necessary to 
examine the assumptions that are often held in economics. For example, as discussed earlier, economics 
has assumed that individuals follow the utility function, which is apparently arguable. When applying 
utility theory to study user satisfaction, we released several assumptions. Future research should carefully 
examine the assumptions in the economic theory. 
4.3 Limitations 
First, the sample size of the second study is small. Although we tested for robustness in analysis, a 
larger sample size is certainly preferable. The small sample size may account for the non-significant 
relationship we found in the empirical study due to its low statistical power. Also, using the student 
sample may limit how the results can be generalized to other contexts [18].  
Second, the application of the law of diminishing marginal utility implies that all IS studied should 
be taken as “normal goods” [30]. This assumption can be challenged. For example, people may become 
addicted to gaming technologies where the law of diminishing marginal utility may be inapplicable. In 
addition, in uncertain conditions and without sufficient information, people may select “lemons” (that is, 
products with deficiencies) [3]. Similarly, people may accept a lemon system (such as a system  that lacks 
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the ability to meet an individual’s needs) [1]. Thus, future research can study “lemon” information 
systems. In such systems, more use may not increase satisfaction. As a result of direct experience, people 
know that the system will never meet their needs.  
Third, this research to some degree overlooks individual differences. Although we control for 
individual difference factors, we assumed that individual users follow the same utility curve. This is 
implied in our strategy of using the quadratic regression equation (QRE) and then examining the 
estimates. This assumption, albeit commonly held in economic and marketing research [54], can be 
loosened in future research. One way to do so is to conduct paired sample analysis, i.e., to analyze the 
relationship between a person’s evaluation of the information system and utility at different points of 
time.  
Fourth, system use is measured by percentage of work time (Study 1) and frequency of use (Study 
2). Indicating how much the user generally utilizes the system, neither of the measures is a direct 
indicator of the overall consumption of the system. An ideal measure would be the total amount of use of 
each individual extracted from the system log file. 
4.4 Practical Implications 
 
A major implication of this research is that the marginal utilities of system use and user evaluations 
may be decreasing. Our findings suggest that one should first calculate marginal utilities of system use 
and information quality/system quality and then invest in the attributes with the highest marginal utilities 
to enhance user satisfaction. In fact, the IIT approach and the utility approach may yield different 
conclusions with regard to which aspect of an IS, information quality, or system quality, should be 
invested (see Appendix C for a detailed demonstration). In short, the traditional linear model is 
inadequate compared with the non-linear model. User satisfaction researchers have been using linear 
models as an effective proxy for non-linear relationships [70]; however, the linear model does not allow 
integration of diminishing marginal utility. Our study demonstrates that marginal utility should be a major 
consideration when making resource-allocation decisions with regard to IS improvements. Therefore, we 
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believe that the non-linear model serves as a superior decision-making tool for practitioners. Specifically, 
our model allows practitioners to make better decisions on choosing optimal information quality level, 
system quality level, and system usage level, according to the desired satisfaction as illustrated in 
Appendix C.  
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Appendix A: The Instrument 
 
Measurement Items for Study 1 
 
 
Construct 
Items Sources 
 
system quality 
 
 
system quality1: In terms of system quality, I would rate the SIS highly. 
system quality2: Overall, the SIS is of high quality. 
system quality3: Overall, I would give the quality of the SIS a high rating. 
 (Strongly Disagree/Agree) (1–7 scale) 
Wixom and 
Todd (2005) 
 
information 
quality 
information quality1: Overall, I would give the information from the SIS high marks. 
information quality2: Overall, I would give the information provided by the SIS a high rating in terms of 
quality. 
information quality3: In general, the SIS provides me with high-quality information. 
(Strongly Disagree/Agree) (1–7 scale) 
Wixom and 
Todd (2005) 
 
Use 
 
What is the percentage of your work time using the SIS? 
 
  0%          10%       20%       30%       40%        50%        60%       70%       80%       90%       100% 
  
                                                                                                             
Rai et al. 
(2002) 
Satisfaction 
 
Overall, how satisfied have you been with the SIS? 
 
0%             10%           20%           30%          40%          50%           60%          70%          80%           90%        100% 
   
Not at all                                                                   Half-                                                          Completely 
satisfied                                                                satisfied                                                        satisfied 
Oliver et al. 
(1983, 1982); 
Westbrook 
(1980, 1981) 
 
 
Measurement Items for Study 2 
 
Construct Items Sources 
 
system quality 
 
 
SysQ1: In terms of system quality, I would rate PBwiki highly. 
SysQ 2: Overall, PBwiki is of high quality. 
SysQ3: Overall, I would give the quality of PBwiki a high rating. 
(Strongly Disagree/Agree) (1–7 scale) 
Wixom and 
Todd (2005) 
 
information 
quality 
 
InfoQ1: Overall, I would give the information from PBwiki high marks. 
InfoQ2: Overall, I would give the information provided by PBwiki a high rating in terms of quality. 
InfoQ3: In general, PBwiki provides me with high-quality information. 
(Strongly Disagree/Agree) (1–7 scale) 
Wixom and 
Todd (2005) 
 
Use 
 
How frequently do you use PBwiki? 
(1) Not at all, (2) Less than once a week, (3) Once a week,  
(4) Several times a week, (5) About once a day, or (6) Several times a day. 
Davis et al. 
(1993) 
Satisfaction 
 
Overall, how satisfied have you been with PBwiki? 
 
0%             10%           20%           30%          40%          50%           60%          70%          80%           90%        100% 
    
Not at all                                                                   Half-                                                          Completely 
satisfied                                                               satisfied                                                        satisfied 
Oliver et al. 
(1983, 1982); 
Westbrook 
(1980, 1981) 
PCE 
1. The task of learning to use PBwiki takes too much time.  
2. Learning to use PBwiki requires too much effort.  
3. Learning to use PBwiki is too complex. 
 
Wang and 
Benbasat [94]
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Appendix B: Comparison between IIT approach and utility approach in informing the formation of user satisfaction  
 IIT approach Utility approach 
Theoretical 
foundation 
IIT: The development of user satisfaction has two processes, 
namely, information valuation and integration. User 
satisfaction is a summation of user beliefs with static weights 
regarding system attributes.  
Utility research: The development of user satisfaction is embedded in the process 
of IS consumption. The marginal utility of system use on user satisfaction 
diminishes. The current level of information quality/system quality serves as the 
reference point for user evaluations of the improvement/deterioration of this 
quality.  
Research model USESysQInfoQSat 3210    
0,,, 3210   
2
6
2
5
2
43210 USESysQInfoQUseSysQInfoQSat    
0,,;0,,, 6543210    
The effect of 
system attributes 
and system use 
on user 
satisfaction 
Fixed:  
information quality: 1  
system quality: 2  
System Use: 3
  
Varying:  
information quality: 
InfoQ
Sat


 
system quality: 
SysQ
Sat


 
System use: 
USE
Sat


 
Static vs. 
dynamic process  
Static process: Focusing more on the correlations between 
IV and DV. The effect of each IV is constant (see row 
above). The current levels of IVs do not matter. 
Dynamic process: The impact of each IV is not a constant and depends on its 
current level. 
Problems of 
interest 
Are system use and user perceptions on the information 
quality/system quality of an IS related to user satisfaction?  
How does more system use or a unit of improvement in information quality or 
system quality contribute to the enhancement of user satisfaction?  
Does more use of an IS significantly contribute to enhancing user satisfaction?  
Practical 
implications  
We should always provide the budget to improve the 
attribute with a higher path coefficient ( 1  or 2 ).  
More training may not be worth it because higher system use 
does not contribute to significant marginal utility.  
1. We should allocate the budget to improve the attribute with the highest 
marginal sensitivity (
InfoQ
Sat


 or
SysQ
Sat


), which can enhance user satisfaction 
the most.  
2. We should constantly monitor marginal utility/sensitivity because this factor 
changes.  
3. Maximum satisfaction is achieved when 
InfoQ
Sat


 =
SysQ
Sat


= 
USE
Sat


.
 
Advantages This approach is parsimonious and a conditionally valid 
surrogate for nonlinear relationships.  
This approach reflects the dynamics of user satisfaction development more 
faithfully. 
Weaknesses This approach may be misleading in terms of resource 
allocation decisions.  
This approach is too complex for practical use.  
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Appendix C: An illustration of the different conclusions drawn from IIT and 
utility approaches. 
 
In Figure C1, we present two nonlinear utility curves, representing information quality and system 
quality, respectively, by drawing on utility theory. Both curves are concave, reflecting diminishing 
marginal utility. Points A and B represent future prospects of information quality and system quality, 
resulting from the same amount of investment. The dashed lines representing the linear relationship 
between perceptions of IS attributes and user satisfaction are drawn based on IIT; α and β are path 
coefficients of information quality and system quality in the linear model, respectively. Following the 
linear model, we choose to invest in system quality because it has greater impact on satisfaction (β > α). 
However, based on the non-linear model, we should invest in information quality because it has greater 
marginal impact on user satisfaction (the slope tangent to the nonlinear model is steeper for information 
quality than for system quality).  
 
 
Figure C1. IIT and utility approaches yielding different conclusions 
 
 
