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1. General introduction
In some versions of the Bible, the Word was the beginning of all things. This 
viewpoint implies that language has always existed, and is perhaps even older than mankind 
itself. Whether or not you subscribe to this view, language use is certainly one of the most 
important human skills. It is likely that Eve enticed Adam to eat the apple by whispering 
sweet-nothings into his ears (and probably using other forms of communication) - and this 
“ speech act” led to their expulsion from paradise! Life without some form of communication 
seems to us, human beings, to be a very empty life. Indeed, all forms of communication, with 
other members of the species and of other species, appear to be essential.
Over the last century, scores of studies have been carried out that were concerned with 
language in every aspect: reading, listening, speaking, and writing. However, only recently 
have researchers started to pay attention to how human language users can process words and 
sentences of several languages, sometimes even in rapid alternation. Compared to research in 
the monolingual domain of language, bilingual and multilingual research has only scratched 
the surface of the many topics that could be examined.
That these topics deserve to be investigated is shown by the comical example on the 
cover of this thesis. Most bilinguals have found themselves at one time or another in such a 
situation, where interpretation is ambiguous. Understanding how we process a second 
language and resolve cross-lingual ambiguities in normal daily life can be profitable in 
diverse areas, such as in language translation, and foreign language education.
The goal of this thesis is to shed some light on a number of underexposed areas of 
bilingualism. First of all, most prior research in the bilingual domain has focused on visual 
word perception. Few studies are available with respect to auditory word recognition by 
bilinguals or multilinguals. Second, most research has been concerned with early or late 
bilinguals having a fair amount of proficiency in their second language (L2). Little research 
has examined the development of the language system with increasing L2 knowledge. Third, 
the majority of studies examined the effects of the native language on processing of the 
second language. Not much is known about the size and sort of effects of L2 on native 
language processing. In this thesis, we w ill examine these three relatively unexplored areas of 
bilingualism, by means of a variety of empirical techniques. These are cross-modal (auditory 
to visual) priming, language-specific visual lexical decision, generalized lexical decision, and
1
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lexical decision with masked orthographic primes. W e w ill focus especially on the mutual 
effects between Dutch (as a native language) and English (as a second language). Empirical 
data w ill be collected that w ill not only be interpreted within the frameworks of available 
models in the bilingual domain, but w ill also provide empirical tests of these models, leading 
to changes and/or additional specifications.
In chapter 2 we w ill examine the bilingual auditory word recognition process in more 
detail. How does a bilingual’s knowledge of Dutch and English affect the recognition of 
spoken English words? W e w ill investigate this issue by using ambiguous auditory words, so- 
called interlingual homophones as stimulus material. These words sound very similar across 
languages, but do not have the same meaning. For example, the English word ‘leaf’ is (more 
or less) homophonic to the Dutch word ‘lief’ , meaning ‘sweet’. W e w ill consider whether the 
similarity of such words across languages leads to the co-activation of both word candidates, 
irrespective of the language to which the auditory input belongs. In contrast, however, it 
might be that the subtle sublexical differences between the homophones are picked up by the 
bilingual, leading to the exclusion of the candidate from the non-target language. The issue 
w ill be investigated by testing the effects of an auditory input item on a lexical decision made 
on a visual target word, using the cross-modal priming technique.
Chapters 3 to 7 describe a large scale cross-sectional study in bilingual visual word 
recognition. The aim of this study was to investigate the development of L2 proficiency in 
bilinguals, especially with respect to the topics of ‘cognitive control’ and ‘automatisation’.
The lexical decision experiments in these chapters made use of words belonging purely to one 
language (English or Dutch), but again also of language-ambiguous words. In this visual 
study, interlingual homographs were used. An interlingual homograph is a word that is 
orthographically the same across languages, but has a different meaning in each language. For 
example, the English word ‘room’ also exists in Dutch, where it means ‘cream’. The series of 
experiments is designed to clarify the extent to which bilinguals of different proficiency 
groups can control the activation or deactivation of their two languages. It also intends to 
examine when during second language acquisition the process of word recognition becomes 
automatized (i.e. requiring little attentional capacity). What is the effect of more experience 
with a second language on the recognition of words in that language? How many years of L2 
experience does a bilingual need to have with words from a second language before the 
recognition of words becomes automatized? And is the recognition of L2 words from 
different frequency groups automatized to the same extent?
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Finally, chapter 8 explores the possibility that words from the second language of a 
bilingual (English) interfere with the recognition of words from the native language (Dutch). 
In this study, a different type of stimulus material is used, namely that of interlingual 
neighbors. Interlingual neighbors are words from a given language that differ in only one 
letter position from the target word. For example, the English target word ‘level’ has ‘lepel’ 
as a Dutch neighbor (meaning ‘spoon’). W e w ill test a very strong theoretical prediction, 
namely that a prime word from the second (weaker) language can affect the recognition from 
a target from the first (stronger) language, even in a pure L1 situation, in which the 
presentation of the prime word occurs for only 60 ms and is unknown to the participant. This 
study w ill apply the masked priming technique, in which the prime word is presented for a 
brief time and then masked before the target word appears.
In the last chapter of this thesis, we w ill provide a short overview of the most relevant 
findings and conclusions presented in this thesis and their ramification for available models 
on bilingual word recognition.
For the convenience of the reader, a Key is added to the Appendices (page 213) that 
provides a short explanation of several frequently used abbreviations and technical terms.
3

2. Recognition of interlingual homophones in 
bilingual auditory word recognition1
2.1 Introduction
In the Bible, Judges 12, 5-6, the following account is found: “ The Gileadites captured 
the fords of the Jordan leading to Ephraim, and whenever a survivor of Ephraim said, “Let me 
cross over” , the men of Gilead asked him, “ Are you an Ephraimite?” . If  he replied “No” , they 
said, “A ll right, say “ Shibboleth” ” . If  he said “ Sibboleth” , because he could not pronounce 
the word correctly, they seized him and killed him at the fords of the Jordan. Forty-two 
thousand Ephraimites were killed at that time.” This story clearly shows the important 
implications of the differences that exist between languages, even as subtle as the 
pronunciation of the same word. A  lot of Ephraimites would have been saved, if  only they had 
known about the tiny difference in their pronunciation of the word “ Shibboleth” and that by 
the Gileadites.
As this anecdote shows, languages differ in their phonemic repertoire. For example, 
English has words including the phoneme /9/ (e.g., /9o:t/, thought), which does not exist in 
Dutch, while words with the diphthong /œy/ are common in Dutch but nonexistent in English 
(e.g., /hœys/, huis, meaning “house” ). However, there are also words that sound almost the 
same in different languages but have different meanings. For example, the English word /pet/ 
also exists in Dutch (as /pet/ = cap), although the initial /p/ consonant is not aspirated in 
Dutch. These phonological differences and similarities raise a number of interesting questions 
about word recognition by bilinguals. First, if  bilingual listeners hear a word, do they activate 
word candidates from both languages, or only of the (contextually relevant) target language? 
Second, how do they process words that sound very similar across languages but have 
different meanings, such as /pet/? Are both representations of such interlingual homophones 
accessed or only the intended one (e.g., only in L1 or in L2)? Third, can bilingual listeners use 
the often subtle subphonemic and phonemic differences in auditorily presented words in order 
to restrict their word recognition process to the language of the target word? This chapter 
addresses these issues, focusing on the auditory processing of words that are phonologically 
similar across languages.
1 This chapter is identical to Schulpen, B., Dijkstra, A., Schriefers, H., & Hasper, M. (Submitted). Recognition of 
interlingual homophones in bilingual auditory word recognition.
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With respect to the first issue, whether one or both representations of sound-alike 
words are activated during listening, two main theoretical views have been proposed in the 
literature on bilingual word recognition. The language-selective access view holds that during 
processing, only words of the currently relevant language are accessed (e.g., Gerard &  
Scarborough, 1989; Macnamara &  Kushnir, 1971). In contrast, the language nonselective 
access view holds that lexical candidates of both languages are activated in parallel, even 
when a word in one language is presented (e.g., Altenberg &  Cairns, 1983; Grainger &  
Beauvillain, 1987; Van Heuven, Dijkstra, &  Grainger, 1998). In the past decade, many studies 
on visual word recognition have found evidence for language non-selective access (for 
overviews see Keatley, 1992; Grainger, 1993; Dijkstra &  Van Heuven, 1998), and the same 
holds for bilingual language production (Colomé, 2001; Hermans, Bongaerts, De Bot, &  
Schreuder, 1998; Kroll &  Dijkstra, 2002). In the domain of visual word recognition, this non­
selectivity has been found to be applicable to different types of representations. For example, 
with respect to interlingual homographs (words that have the same orthography but different 
meanings across languages, e.g., Dutch/English A N G EL) orthographic, phonological, and 
semantic overlap all affected the recognition of such items (Dijkstra, Grainger, &  Van 
Heuven, 1999).
I f  bilingual visual word recognition takes place in a non-selective way, does the same 
hold for bilingual auditory word recognition? A  difference between visual and auditory word 
recognition is that many alphabetic writing systems have identical letters, while speech 
contains sublexical, phonemic, and subphonemic cues that could be used as evidence that a 
presented word belongs to one language and not the other. Are listeners sensitive to such 
cues, and can they be used to restrict the word recognition process to words of one language 
only? So far there has been little research that specifically investigates the effects of cross- 
linguistic similarity on word recognition in bilinguals, leaving the matter wide open.
As a prerequisite to such investigations, Pallier, Colomé, and Sebastiân-Gallès (2001) 
showed in a recent study that bilinguals are differentially sensitive to specific phoneme 
contrasts in their first language (L1) or their second language (L2). Using Spanish-Catalan 
and Catalan-Spanish bilinguals as their participants, they compared repetition priming effects 
to pairs of words that were identical or differed minimally in a contrast that exists only in 
Catalan. For instance, in Catalan the length difference in the first vowel of the words /nets/ 
(“ granddaughter” ) and /nets/ (“ clean” ) leads to a meaning difference (the words are minimal
6
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pairs), but this specific contrast does not exist in Spanish. When identical auditorily presented 
words were repeated, the standard repetition priming effect was found, i.e., the lexical 
decision times to the second presentation of the words were faster than to its first presentation. 
However, the repetition priming effect for the minimal pairs was found to depend on the 
language dominance of the bilingual participants. Spanish-Catalan bilinguals (maternal 
language: Spanish) showed equivalent priming effects for minimal pairs and identical words, 
demonstrating that they did not perceive the phoneme contrast that was specific to Catalan. 
However, Catalan-Spanish bilinguals did not show the repetition effect for the minimal pairs, 
although they did for the identical words. Apparently, Spanish-dominant bilinguals, but not 
Catalan-dominant bilinguals, treated the Catalan-specific minimal pairs as homophones (see, 
e.g., Lively et al., 1994, for analogous findings with respect to Japanese listeners processing 
the English phoneme contrast between /r/ and /l/). The study by Pallier et al. indicates that 
bilingual participants may not be optimally equipped to make distinctions between phonemes 
that are irrelevant in their mother tongue, a conclusion that forms a key concept in Flege’s 
(1987) Speech Learning model, which intends to account for the bilingual acquisition of 
common and unique phonemes in a new language.
The results of this study lead to an interesting prediction with respect to the effects of 
the native language on second-language processing. When bilinguals are performing in their 
L2, they may well be affected by the cross-linguistic similarity in words that sound very 
similar across languages, because their phonological representation of L2 words may be less 
specific or represented in terms of phonemes that are more like those in their L1. In this study, 
we w ill refer to such words that have a large cross-linguistic similarity as interlingual 
(between-language) homophones, contrasting them with the intralingual (within-L2) 
homophones in the study by Pallier et al.
In principle, there are two ways to investigate the effects of cross-linguistic similarity 
on auditory word recognition in bilinguals. W e w ill discuss each of these in turn. First, 
borrowing stimulus materials and tasks from the visual domain and applying them auditorily, 
one can examine if  lexical competitors from another language affect target word recognition 
as competitors do from within the language. In the auditory domain, lexical competitors are 
called “ cohort members” (cf. neighbors in the visual domain). Cohort members are words that 
share onsets within or across languages, for example, English /ma:k/ (mark) and /ma:kr/
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(marker), Russian /ma:ka/. Second, one can examine if  words that are ambiguous across 
languages (in particular, interlingual homophones) are processed differently than words that 
exist exclusively in one language. W e w ill examine this second issue in the present paper, but 
we w ill first discuss the few available studies investigating the effects of interlingual lexical 
competitors on target word recognition.
Marian and Spivey (1999, in press; Marian, Spivey &  Hirsch, in press; Spivey &  
Marian, 1999) investigated the effects of lexical competitors of a target word from the same 
language and from another language on target word recognition by means of an eye 
movement tracking paradigm. In this paradigm, a head-mounted eyetracker registered eye 
movements of bilingual participants to particular objects presented on a display with nine 
squares. Russian-English bilinguals received a spoken instruction in English or Russian to 
move a particular target object. The name properties of the objects on the display were varied 
systematically, resulting in four conditions. In the first, within-language competition 
condition, there was one target object (e.g., /spi:ksr/ [English], speaker), one within-language 
competitor (e.g., /spe:r/ [English], spear), and two filler objects. In the second, between- 
language competition condition, a target object (e.g., a speaker) was presented in the presence 
of two filler objects and one object with a phonologically similar name in the other language 
(e.g., matches, which in Russian are called /spi:tjki/, speachki). In the third condition, the 
within- and between-language competition condition, there was one target object (e.g., 
speaker), one within-language competitor (e.g., spear), one between-language competitor 
(e.g., matches, /spi:tjki/ [Russian]), and one filler object. In the fourth, no competition 
condition, the target object was accompanied by three filler objects.
The authors predicted that if  lexical competitors of the target object are activated 
during listening to the instruction, participants would fixate more often on distractor objects 
with target-similar names than on other unrelated objects. Confirming this prediction, they 
found significant within-language competition effects: Participants looked more often at the 
within-language competitor object than at the control object (21% versus 9%). However, this 
effect was only found when the target language was English and not when it was Russian.
The authors ascribed this effect to the much lower average frequency of the Russian within- 
language competitor object names relative to the frequency of the target object names.
Interestingly, the authors also found strong between-language competition effects. 
There were more eye movements to the between-language competitor objects than to the 
control objects (16% versus 7%). A  remarkable asymmetric result pattern was found for
8
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English and Russian blocks of items, in the sense that a stronger influence from L1 to L2 was 
observed than vice versa. The authors attributed the asymmetry to the manipulation of the 
strength of what they called the “Russian language mode” : The participants listened to 
Russian music prior to the experiment to maximally activate their mother tongue.
Consistent with the results of the previous two conditions, the simultaneous within- 
and between-language competition condition also showed significant competition effects. For 
this condition, the effect was stronger for within-language competition (19% versus 9% ) than 
for between-language competition (13% versus 7%).
In all, the experiments provided evidence for both within- and between-language 
competitor effects on auditory target word recognition. Thus, they support the language 
nonselective access view. Marian and Spivey concluded that bilingual listeners do not appear 
to be able to deactivate words from the lexicon that is irrelevant in the task situation at hand, 
even if  the situation is purely monolingual and even if  it is restricted to the native language. 
They proposed that auditory stimuli activate lexical representations for both languages, but 
that the competitor representation is only partially activated because it only partially matches 
the spoken signal of the target object’s name. They further proposed that there are two 
separate lexicons for the two languages that are accessed via a shared acoustic-phonetic input 
system.
The eye movement tracking paradigm was used by Weber (2001) to replicate the 
between-language competition effect found by Marian and Spivey for another language pair, 
namely English and Dutch. Dutch-English bilinguals listened to spoken English instructions 
asking to move a target object. Four objects were presented in two conditions, a between- 
language competition condition and a no competition condition. For example, the target 
object was a /desk/ ([English], desk) and the between-language competitor object was a “ lid” , 
named /dekssl/ (deksel) in Dutch. Between-language competition effects were again found, 
confirming that bilingual listeners cannot deactivate their irrelevant L1 lexicon in a 
monolingual L2 situation.
Closer analysis showed that the fixation proportion for competitor object and the 
unrelated distractor object started to diverge from one another at 300 ms after target name 
onset. After this point in time until at approximately 800 ms, the competitor object had a 
greater fixation proportion than the unrelated objects. Furthermore, there was an advantage in 
fixation proportion for the Dutch competitor object (L1) over the English target object (L2) 
until approximately 500 ms after target word onset.
9
Chapter 2
As one interpretation of these findings, Weber proposes that the target object’s English 
name only became active after the Dutch distractor was excluded as a possible lexical 
candidate. This would be after the point of mismatch was reached between the acoustic 
information and the distractor object’s name, implying that the target object was considered as 
a potential word candidate only after 400 ms of spoken signal had been presented. A  
consequence of this view is that word candidates from the native language are initially 
activated prior to words from the second language.
However, as Weber points out, the difference between fixations to the target and the 
competitor might also be due to subjective frequency differences across languages. Because 
English was the participants' weaker language, it may simply have taken more time for the 
English (L2) target object's name to become active enough to overcome the activation of its 
Dutch (L1) competitor. A  short time after target name onset, the obtained proportions of eye 
movements to the different objects were distributed rather equally anyway.
The second research approach that can be borrowed from the visual domain involves 
the recognition of words that are ambiguous across languages, such as interlingual 
homophones. In a gating study, Grosjean (1988) has explored how “guest words” in sentences 
are processed by bilingual listeners (also see L i, 1996; Soares &  Grosjean, 1984). Guest 
words are words from another language that are brought into the main language of ongoing 
communication, called “base language” by Grosjean. One type of guest words are so-called 
code-switches. In code-switching, the introduced elements are completely uttered in the other 
language, for instance, the English words W ILD  G UYS in the French sentence “ C'était des 
wild guys à cheval” (Those were wild guys on horseback). Another type of guest words are 
borrowings that are completely integrated phonetically and morphologically into the base 
language, for instance, the English verb SW ITCH  in the sentence “On peut switcher les 
places?” (Can we switch the seats?).
One issue that Grosjean (1988) addressed was if, in sentence context, guest words that 
have close homophones in the main language are identified more slowly than guest words that 
do not. English-French examples of such guest words are “ pick” (piquer), “ cool” (couler), and 
“ knot” (noter). Grosjean investigated this issue by means of a bilingual variant of the gating 
paradigm (Grosjean, 1980, 1996). Participants heard increasing fragments of words and 
“made a guess” from which words the fragments were derived and how confident they were 
of their judgment. At the first presentation they heard only the first 40 ms of the word; at the
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second presentation, the first 80 ms were presented; and so on, until at the last presentation, 
the whole of the word had been presented. Each target word was embedded in a carrier (lead­
in) sentence, namely “ Il faudrait qu’on...” . An example of a complete sentence is “ Il faudrait 
qu’on P IC K  les bons chiffres” (W e should pick the right numbers) with P IC K  as the code­
switched element. After the entire target word had been heard, the last three words of the 
sentence (containing disambiguating information) were presented individually in three more 
gates.
Grosjean found that guest words in a base language context initially only elicited 
members of the base language lexicon. During the following isolation (word identification) 
process, interlingual homophones clearly behaved differently from other guest words and 
words that belonged to only one lexicon. Their isolation required a longer speech segment (if 
they were identified at all) and also depended on item characteristics. For instance, code­
switched homophones were isolated sooner than borrowed homophones, apparently because 
isolation was sensitive to the presence of phonetic cues indicating to which language the 
fragment belonged (the item's language phonetics). The relative frequencies of the 
homophone competitors from the two languages were also important for isolation. The ease 
with which a homophone was identified depended on the difference between the frequency of 
the base language item and its other-language homophone (called “ frequency pull” by 
Grosjean).
In sum, Grosjean's study suggests that interlingual homophones are harder to process 
than words that belong exclusively to one language and identifies some important 
determinants of the isolation process. In the present study we w ill first attempt to replicate and 
extend Grosjean's results by means of a somewhat different gating approach, involving 
English and Dutch words without sentence context. However, it may be disputed whether 
conclusions on the basis of the gating task can really be generalized to on-line reaction time 
studies, because gating allows the participant unlimited time for responding (Tyler &
Wessels, 1985; Zwitserlood, 1989). In our second experiment we will therefore use the same 
stimulus materials in a hitherto unexploited on-line paradigm, bilingual cross-modal priming. 
In this paradigm participants make lexical decisions on visually presented target words that 
are accompanied by auditory primes. Our underlying assumption is that effects of bilingual 
auditory word recognition w ill be reflected in the responses to the visually presented target 
items. Finally, to establish beyond doubt that our results are not restricted to the materials, the
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specific design used, or the characteristics of the speaker producing the critical stimulus 
words, we performed a third experiment.
2.2 Experiment 1: Gating Study
Because we were interested in the recognition of isolated words, we used an adapted 
version of Grosjean's gating paradigm. W e presented interlingual homophones and control 
words without any sentence context in gates increasing in 40 ms (thus, our study did not 
include any borrowings). Furthermore, participants provided three judgments for each gate. 
First, they indicated which word they thought the presented fragment would turn into. These 
responses allowed us to determine for each word the point at which it was identified 
(hereafter referred to as Isolation Point), and gave an impression of the cohort of words that 
were considered for that fragment by the participants. On the basis of the hypothesis of 
language nonselective access, we expected interlingual homophones to be isolated later than 
their monolingual controls. Hypothesizing that bilinguals are sensitive to sublexical language- 
specific cues in the signal, we further expected the composition of the bilingual cohort (Dutch 
or English candidates) to be affected differentially by the language of the presented target 
item.
Second, participants indicated how confident they were about their word choice. We 
predicted that participants would feel less confident about their responses to interlingual 
homophones, due to the presence of two representations for such items.
Third, participants indicated the certainty with which they guessed that the word 
associated with the fragment was English or Dutch. These responses provide information 
about the point in the signal at which participants identified without doubt the language the 
target word belongs to (Language Decision and Language Confidence). If  participants base 
their language guess on both lexical and sublexical information, they would find it more 
difficult to make a language decision for interlingual homophones than for monolingual 
controls, and their ratings should also reflect a lower language confidence for the homophone 
items.
2.2.1 Method
Participants
Twenty-four Dutch students of the University of Nijmegen took part in the experiment 
for course credit or payment. A ll were native speakers of the Dutch language, who had learnt
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English as a foreign language at school for at least six years. They all used English regularly 
in their study.
Stimulus Materials
All English monosyllabic 3-5 letter nouns that were homophonic to a Dutch word 
were extracted from the CELEX-database (Baayen, Piepenbrock, &  van Rijn, 1993). 
Homophones were only selected if  “ noun” was by far their most frequent syntactic category 
(e.g., the English noun COOK was not selected because of its relatively high verb frequency), 
and cognates (homophones sharing meaning components across languages) were excluded. 
For all listed words, 12 Dutch students of the University of Nijmegen indicated if  they knew 
them or not. Words that were unknown to more than half of these students were excluded 
from the test set.
From the remaining word set, 20 English-Dutch interlingual homophone pairs were 
selected (e.g., B U L L  - BO EL, /bul/ - /bu:l/), together with 20 Dutch-English control pairs 
consisting of English and Dutch nouns sharing an initial consonant-vowel combination but 
diverging at the final consonant (e.g., SPOON - SPOED, /spu:n/ -/spu:t/). Overlap between 
the initial consonant-vowel cluster of the controls and that of the homophones was avoided 
(e.g., because of the presence of the homophone pair W H IP  - W IP, (/wip/ - /vip/), there were 
no controls starting with /wi/ or /vi/). Thus, the experiment included four word types: English 
and Dutch versions of interlingual homophones, and exclusively English and exclusively 
Dutch control words. A ll stimulus materials can be found in Appendix, page 215.
For all selected words, the listed frequency was determined on the basis of the lemma 
counts in the C E LE X  lexical database (Baayen et al.). Frequency per million occurrences was 
used to have a comparable scale for both languages. Furthermore, for the interlingual 
homophone pairs, frequency pull was determined, defined as the difference between the 
Dutch and English frequency of the two words of a pair (Grosjean, 1988). Next, the subjective 
frequency of all selected items was assessed by having 24 students of the later participant 
population grading them on a scale of “ 1” (very low frequency) to “ 10” (very high 
frequency). Twelve students saw a list containing the Dutch control words and the English 
homophones, and the other twelve saw the English controls and the Dutch homophones.
A ll stimulus words were recorded in a soundproof studio using a 16 bit Audio 
Spectrum sound card sampling mono at 44.1 kHz. Stimulus words were spoken in two 
language blocks by a Dutch native speaker who had lived in England for seven years,
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studying university level English and translation science. Before reading the list of English 
words, the speaker read some English prose out loud to exclude Dutch phonology from her 
pronunciation.
Each stimulus word was recorded three times and the best version of each word was 
selected based on the subjective evaluation of three judges. Selected word stimuli were 
trimmed (using visual and auditory feedback) to remove the silence surrounding the word, 
and then cut into gates, each fragment longer than the previous one by 40 ms. Any clicks at 
signal offset (due to a sudden drop of signal amplitude to zero) were removed by applying a 
+- 2 ms smoothing function that lowered the amplitude more gradually (following Grosjean, 
1988).
Experimentation software was programmed on PC using Expe5, a language based on 
PASCAL. The sound fragments were presented over a SONY MDR-V100 headphone at a 
sample rate of 44.1 kHz using the Audio Spectrum sound card.
Procedure
Participants sat in front of a monitor at a comfortable reading distance. The audio 
fragments were presented over a pair of headphones. Participants were informed in English 
that they would repeatedly hear a word split into fragments of increasing length, and were 
asked to type in their answers to four questions on the computer screen after listening to each 
fragment. First, they had to guess the target word on the basis of the presented fragment. 
Second, they rated how sure they were of their word guess on a scale from 1 to 9. Third, they 
had to guess whether the word was English or Dutch. Fourth, they rated their certainty that the 
word was English or Dutch on a 1 to 9 scale.
Participants were tested individually in two sessions separated by four to seven days. 
Each participant was presented with 40 out of the 80 experimental words. In each session, 20 
gated words, 10 homophones and 10 controls, were presented. Over the two sessions, 
participants were presented with both (Dutch and English) members of homophone and 
control pairs in a counterbalanced way. For instance, if they had been presented with the 
Dutch control /vre:s/ (V R EES ) and the English homophone /li:s/ (L EA SE ) in the first block, 
they would hear the English control /freim/ (FR A M E) and the Dutch homophone /li:s/ (L IE S ) 
in the second block. Presentation of words in each session was randomized with the 
restriction that no more than three words from one language or type were presented in a row.
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Each experimental session lasted about an hour and consisted of two blocks separated by a 
short break.
2.2.2 Results
After the second session of the experiment the participants received a list of all 
English words in the experiment and indicated the words that they did not know. The 
responses on those English words and their paired Dutch items were removed from the 
results. As a consequence, the number of responses on particular homophone pairs depended 
on the items involved. In total, 6.7% of the control responses and 10.4% of the homophone 
responses were removed. For the remaining items, the number of correct isolations by each 
participant lay between 10 and 17 out of 20, with an average of 14. On the basis of these 
results, the data for all participants were included in subsequent analyses.
Because items differed in length, they were presented over varying numbers of gates. 
For comparisons of different items and item types, the data were normalized in 10 quantiles of 
10% each (i.e., the first measurement point was placed at 10% of the total signal for the word 
in question, the next at 20%, and so on, till word offset or 100%). Furthermore, for use in later 
analyses we determined the vowel offset for each item in the experiment. Vowel offset was 
defined as the point at which the vowel periodicity stops and is replaced by either silence (in 
the case of voiceless stops), non-vowel periodicity (in the case of voiced consonants), or a 
periodic noise (in the case of voiceless fricatives). This point was determined by examining 
the wave form and was operationalized as the gate at which vowel offset occurred divided by 
the total number of gates over which the item was presented.
The results of the gating experiment were analyzed by means of Analysis of Variance 
(AN O VA) and the Studentized Range Statistic (SRS; Maxwell &  Delaney, 1990). The results 
will be presented in four subsections, considering isolation point, cohort characteristics (size 
and composition), word confidence, and language decision.1 The first two subsections apply 
to dimensions that were also considered by Grosjean (1988), while the last two concern data 
aspects that were not discussed by Grosjean.
1 Additional information on the correlations between the various dependent item variables and the data for 
intermediary quantiles can be obtained from the authors.
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Isolation Point
The isolation point is defined as the gate at which a participant guesses the target word 
correctly without changing the response anymore at later gates (see Grosjean, 1988, for more 
information). For instance, for a particular word 70% of the signal might be sufficient for 
participants to guess it correctly, sticking to their opinion at later gates (80% or more). For 
every word, an isolation point was computed, defined as the gate at which isolation occurred 
divided by the total number of gates over which the word was presented. The four word types 
in the experiment were analyzed first in terms of the overall percentage of words isolated 
before the end of the word signal (percentage of isolated words) and then in terms of their 
mean isolation point, expressed as percentage of total signal (see Table 2.1).
Table 2.1. Percentage of isolated words and mean isolation point (expressed as percentage of total signal) per 
condition.
EHO M ECON DHOM DCON
Example of stimuli whip fish wip fik
Percentage of isolated words 41.9 67.9 63.7 84.4
Mean isolation point 72.4 61.7 58.0 61.7
Note: EHOM = English homophones, ECON = English controls, DHOM = Dutch homophones,
DCON = Dutch controls.
Participants had more difficulty isolating homophones than non-homophones in either 
language (52.8% of the homophones and 76.1% of the controls were isolated). Dutch words 
were isolated more easily than English words, regardless of whether the word was a 
homophone or not (74.2% of the Dutch words and 55.1% of the English words were isolated). 
To test the statistical significance of these observations, every response was scored as 1 if  the 
word had been isolated, and as 2 if  it had not been isolated. An AN O VA carried out on these 
ratings with Homophonic Status (Homophone/Control) and Language (English/Dutch) as 
factors showed a main effect of Homophonic Status [F1(1,23)=35.11, p<.001; F2(1,76)=11.57, 
p<.001]. In a subsequent analysis, the SRS was used for a posteriori pairwise comparisons 
between the four word conditions. Dutch controls were found to be isolated significantly more
Because these are data with only two values (1 or 2) a non-parametric test may be more appropriate. A 
Kruskal-Wallis test also indicates there were significant differences between the four word conditions: ^ 2= 50.7 
for the participant analysis and ^ 2= 21.6 for the item analysis, both p<.001.
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often than the other three word types (p<0.05) and English homophones were isolated 
significantly less often than the other three word types (p<0.05).
To determine if  the word types differed in terms of isolation point, an AN O VA was 
conducted with Homophonic Status and Language as factors. If  a word had not been isolated 
by a participant, it was replaced by the participant or item mean,
except when the item was not successfully isolated by any of the participants, in which case it 
was excluded from the analysis. A  significant main effect of Language was found in the 
participant analysis [Fi(1,23)=27.27, p<.001; F2(1,76)=2.82, p=.10] accompanied by an 
interaction between Homophonic Status and Language that was significant in the participant 
analysis and nearly so in the item analysis [F1(1,23)=15.08, p<.01; F2(1,76)=3.87, p=.05]. In a 
posteriori pairwise comparisons for the analysis by items using the SRS, the English 
homophones were found to be isolated later than the other word types (p<0.05).
Table 2.2. Correlations between Isolation Point and four different item characteristics.
EHO M ECON DHOM DCON
Example of stimuli whip fish wip fik
Listed frequency -.22 .24 -.57 ** -.43 *
Subjective frequency -.28 -.47 * -.40 * -.36
Vowel offset .00 .08 .57 ** .50 *
Frequency pull .32 --- -.36 ---
Note: EHOM = English homophones, ECON = English controls, DHOM = Dutch homophones,
DCON = Dutch controls. Significance of correlations: * p<.05; ** p<.01.
W e further computed the correlation of the mean isolation points for each word type 
with subjective and listed frequency, frequency pull, and vowel offset. In these correlations, 
responses in which a word was not isolated were replaced by a virtual isolation point of 
110%. Each correlation presented in Table 2.2 was based on twenty data pairs (one for each 
word). Table 2.2 indicates that listed and subjective frequency play a role in the isolation of 
gated words. For Dutch items, high frequency words were isolated more quickly than low 
frequency words. However, for our Dutch-English bilinguals the subjective frequency 
measure may provide a better estimate of frequency of word usage than listed frequency, and
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this measure correlated positively (though not always significantly) with all word types (cf. 
Grosjean, 1988, p. 254). Vowel offset was also important in the isolation of Dutch words. 
Dutch words that had an early vowel offset were isolated more quickly than those with a later 
vowel offset. The frequency pull variable, found by Grosjean (1988) to be a good correlate 
with the Isolation Point of second language homophones, in our experiment did no better than 
the English frequency variable. The latter was significant at p<0.05, while the former was not 
significant.
Overall, the Isolation Point data indicate that type and language of the target word are 
important in the isolation of gated words. Relative to other item types, English homophones 
are particularly difficult to isolate. To a lesser extent, the same holds for Dutch homophones.
To conclude, the Isolation Point data provide evidence that a target item that is 
homophonic to a word in another language is more difficult to isolate, because the other- 
language item is co-activated and functions, in effect, as a direct competitor.
Bilingual Cohort: Size
The cohort is the set of words that remain candidates for word recognition after part of 
a word has been heard (see Marslen-Wilson &  Welsh, 1978). The word responses given by 
participants to a target item at each gate may to a considerable extent reflect the cohort as it 
appears in on-line word recognition (Grosjean, 1988, 1996; Cotton &  Grosjean, 1984; Salasoo 
&  Pisoni, 1985; Tyler &  Wessels, 1985; but see Zwitserlood, 1989). O f course, in bilingual 
gating, the cohort may consist of lexical candidates from both languages. The number of 
Dutch and English words in the cohort might depend on the presence of language specific 
cues contained in the word fragment.
In bilingual gating, the cohort can be operationalized as the set of different English or 
Dutch word responses given by the participants to a word at a certain gate. For instance, the 
proportion of Dutch words in the cohort is computed by dividing the number of different 
Dutch responses by the total number of different responses. Figure 2.1 shows how the 
proportion of the cohort set that is Dutch varies with the percentage of signal presented for 
each of the four word types. Each data point is the mean of the twenty items belonging to 
each word type.
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Analyses of variance by items were carried out to test the differences in proportion of 
Dutch responses between the four word types at word onset (10% quantile), at each quantile, 
and at word offset (100% quantile). Given space restrictions, we w ill only report the 60% 
quantile of the series of intermediate quantiles, because the first significant differences were 
found at this quantile, making it an important marker point in our study. The 2x2 AN O VA 
involving Homophonic Status (Homophone/Control) and Language (English/Dutch) at the 
10% quantile did not show any main effects, but the AN O VA  at the 60% quantile showed a 
significant main effect of Homophonic Status [F2(1,76)=11.92, p<.01]. A  posteriori 
comparisons using the SRS showed that the proportion of the cohort that was Dutch was 
significantly lower for the English controls than for all other word types (p<0.05) at the 60% 
quantile. The AN O VA at the 100% quantile also showed a main effect of Homophonic Status 
[F2(1,76)=15.43, p<.001], and of Language [F2(1,76)=5.22, p<.05], as well as a significant 
interaction between the two factors [F2(1,76)=5.22, p<.05]. An analysis involving the SRS 
showed that all word types differed significantly from each other at word offset (p<0.05).
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Figure 2.1. Proportion of Dutch words in the bilingual cohort across percentage of word signal heard.
In sum, more different English responses were given to the English controls and more 
different Dutch responses to the Dutch controls. Descriptively, this pattern already started to 
arise at the very first gate in the case of the English responses to the English controls. In 
contrast, the Dutch and English homophones were accompanied by a cohort that was more 
equally divided between Dutch and English candidates. The difference between the
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proportion data for these word types was not significant at the 10% and the 60% quantiles. 
Both the Dutch and English representation of an interlingual homophone remain viable 
candidates over a long stretch of the speech signal. However, at offset, a significant difference 
also arose between the bilingual cohorts of the two homophone types. Similar conclusions are 
reached if  analyses of variance are carried out on the number rather than the proportions of 
different Dutch and English competitors within the Dutch and English cohorts across time for 
the four word types.
These data support the view that upon the presentation of the auditory input word, 
lexical candidates of both languages are activated. However, word candidates that belong to 
the language of the auditory input word may receive somewhat more bottom-up support than 
words that do not due to the presence of language-specific sublexical cues.
Bilingual Cohort: Composition
For each of the four word types, one can analyze which types of responses are given at 
each gate. This may clarify the relationship between a homophone target and its other- 
language competitor. Furthermore, by examining at which point in the gated word the cohort 
becomes dominated by Dutch or English words, the use of language cues is clarified. Figure
2.2 shows the mean proportion of the most important response types made to items belonging 
to the four word types. For homophones, informative responses are the target item itself, its 
other-language counterpart (referred to as competitor in Figure 2.2), other English words 
(referred to as English in Figure 2.2), or no response (Dutch responses are left out). For one- 
language control words, possible responses are the target item, other words from the same or 
the other language (English or Dutch), or no response. The figures in the panel provide an 
insight in how responses change with increasingly longer gates. Target responses increase 
steadily in number as more word signal is presented. This is the case for all four word types. 
However, for Dutch homophones and Dutch monolingual controls (the two upper panels of 
Figure 2.2), target responses start to dominate over competitor responses after about half the 
signal is available, while the English homophones and controls generally require more signal 
information in order to be identified more often than alternatives. Note that the temporal 
distributions of other lexical candidates from the target item’s language are somewhat 
different for Dutch and English items. English lexical candidates are potential responses 
during a much longer period of time than Dutch candidates.
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Further analysis of the non-target responses shows a clear difference of the same- 
language responses for English and Dutch words. The proportion of Dutch non-target 
responses to Dutch words (both the Dutch versions of the interlingual homophones and Dutch 
controls) peaks between 30% and 40% of the word signal.
After this point these responses rapidly decrease in number. When 70% has been 
presented only 8% of these responses remain. The English versions of the homophones and 
English monolingual controls show a similarly high proportion of English non-targets at 40%. 
However, in stark contrast to the Dutch words, at 70% through the word 28% of the responses 
are still same-language non-targets. In other words, when a Dutch target can be uniquely 
determined on the basis of the phonetic input, Dutch competitor words are quickly eliminated 
as possible responses. When an English target can be uniquely determined on the basis of the 
phonetic input, a number of other English words remain acceptable candidates.
P e r c e n t a g e  o f  t he W o r d  S i gna l  H e a r d  f o r  the D u t c h  
H o m o p h o  n e s
P e r c e n t a g e  o f  t he W o r d  S i gna l  H e a r d  f o r  the Eng l i s h  
H o m o p h o n e s P e r c e n t a g e  o f  t he W o r d  S i g n a l  H e a r d  f o r  the En g l i s h  C o n t r o l s
Figure 2.2. Proportion of response types given to the Dutch and English homophones and to the Dutch 
and the English controls across percentage of word signal heard.
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To conclude, there are clear differences in the processing of English and Dutch target 
words. The Dutch participants in the experiment were clearly slower or less proficient in 
recognizing English words. On the basis of the bilingual cohort data we conclude that this 
difficulty relates to a temporary inability or hesitance to uniquely select the correct English 
response to an English target word.
Word Confidence
For confidence on target words, we took the original positive ratings (1-9). Confidence 
ratings on non-target words were recoded from their original positive value (1-9) into a 
corresponding negative value. Next, mean word confidence was calculated across gates for 
each of the four target word types (see Figure 2.3).
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Figure 2.3. Word confidence ratings for all word types across percentage of word signal heard.
This measure provides a combination of the relative strength of the confidence ratings 
and the number of participants that correctly guessed the target word at a certain gate. An 
AN O VA with the factors Homophonic Status (Homophone/Control) and Language 
(English/Dutch) showed a significant main effect of Homophonic Status [F1(1,23)=87.35, 
p<.001; F2(1,76)=22.89, p<.001] and Language [F1(1,23)=39.92, p<.001; F2(1,76)=13.97, 
p<.001]. A  posteriori comparisons using the SRS showed that the word confidence ratings on 
the correct English homophones were significantly lower than on the targets from the three
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other word types (p<0.05). Thus, participants were less sure of their guesses when responding 
to English homophones. While it may be the case that bilinguals are more conservative in 
their ratings for L2 (English) words than for L1 (Dutch) words, it is interesting to observe that 
especially the English homophones are treated in a different way. This suggests their 
judgment is affected by the presence of their Dutch counterparts.
To conclude, our Dutch-English participants were less confident in their judgments for 
English words, especially if  these had homophonic counterparts in Dutch, and they needed 
more bottom-up support to make confident word decisions on such items.
Language Decision
In Grosjean's (1988) study, participants indicated the language of the word they 
thought was being presented to them by marking each word response as English or French. As 
a more sensitive measure for the detection of language cues in the word signal, we used a 
nine-point scale to measure the decision and confidence of a participant that a word was 
Dutch or English. Comparisons between this dependent variable and the Isolation Point may 
clarify if  the target language of an item is identified only after word recognition or even 
before word recognition by means of sublexical cues. High language confidence prior to word 
isolation may indicate that word recognition is limited to the words in the language that has 
already been identified.
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Figure 2.4. Mean language decision ratings across percentage of word signal heard.
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Figure 2.4 shows the mean language decision for each word type from word onset to 
word offset. Each data point is the mean of the twenty items belonging to each word type. To 
test the statistical significance of the difference between the four word types, analyses of 
variance were carried out on the language decision data at onset, at 60% mark, and at offset.
The AN O VA  on the onset data showed a significant main effect of Homophonic 
Status [Fi(1,23)=16.20, p<.01; F2(1,76)=2.36, p=.13] and of Language [Fi(1,23)=32.62, 
p<.001; F2(1,76)=11.63, p<.01]. Post hoc tests on the participant data showed that the 
language decision score on the English controls was significantly lower than the language 
decision score on the other words (p<0.05). The decision score on the Dutch controls was 
significantly higher than that on the English homophones (p<0.05).
The AN O VA  on the 60% data also showed a significant main effect of Homophonic 
Status [Fi(1,23)=9.7, p<.01; F2(1,76)=1.88, p=.17] and of Language [Fi(1,23)=135.56, 
p<.001; F2(1,76)=46.94, p<.001], but also an interaction [F1(1,23)=40.29, p<.001; 
F 2(1,76)=7.11, p<.01]. A  posteriori comparisons using the SRS showed that the language 
decision score on the English controls was significantly lower than the other word types 
(p<0.05), that the decision score on English homophones was lower than that on both Dutch 
word types (p<0.05), and that the difference between the Dutch homophones and the Dutch 
controls was not significant.
The AN O VA  on the offset data also showed a main effect of Homophonic Status 
[Fi(1,23)=4.9, p<.001; F2(1,76)=1.18, p=28] , of Language [Fi(1,23)=409.91, p<.001; 
F2(1,76)=150.51, p<.00i] and an interaction [Fi(i,23)=i04.93, p<.00i; F2(i,76)=25.8i, 
p<.00i]. The SRS (p<.05) showed that the order of mean language decision score was 
English controls (lowest) - English homophones - Dutch homophones - Dutch controls 
(highest).
In sum, at the first gate (i0 % , corresponding roughly to vowel onset) participants were 
not able to differentiate all English and Dutch words in terms of their language decision. 
However, already at the 60% mark, the mean language decision scores for the English words 
and the Dutch words were significantly different, suggesting that the language decision can 
sometimes be made pre-lexically. Finally, at word offset, all four word types could be 
differentiated.
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Another analysis of the language decision data involves examining the difference 
between the language decision and the neutral language decision score (i.e., the middle value
5 of the 9-point scale). This measure may be called Language Confidence. These data clarify 
how the special lexical status of the homophones differentiates them from the two types of 
controls. Figure 2.5 shows how the mean language decision diverges from 5 from word onset 
to offset. The language decision data were statistically analyzed by performing an AN O VA 
on the difference from zero at word offset. This analysis showed a significant main effect of 
Homophonic Status [F1(1,23)=97.65, p<.001; F2(1,76)=19.85, p<.001]. The SRS showed 
that both types of controls had a significantly higher language confidence rating than both 
types of homophones in the participant analysis (p<0.05). In the item analysis, only the 
differences between the English homophones and both types of controls were significant 
(p<0.05).
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Figure 2.5. Language confidence ratings for all word types across percentage of word signal heard.
The most important conclusion to be drawn from the language decision data is that our 
Dutch-English participants are sensitive to the presence of language-specific cues in the input 
words. The early differentiation in language decisions on this basis suggests that participants 
may sometimes be able to determine the language of the input word before they have 
identified it.
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2.2.3 Discussion
The gating study led to clearly different results for English (L2) and Dutch (L1) words 
in general with respect to several response measures (Isolation Point, Cohort Size and 
Composition, Language Decision, and Word and Language Confidence). For instance, fewer 
English words were isolated than Dutch words and those that were isolated, were isolated 
later in time (requiring longer gates). Furthermore, when an English target could be uniquely 
determined on the basis of the input signal, a number of English competitor words still 
remained as acceptable candidates until a larger stretch of the utterance was presented.
In addition, interlingual homophones were isolated less often or later in time than 
monolingual control words, confirming Grosjean’s (1988) conclusions for homophonic items 
from a different language pair. Especially English homophones suffered from this. It appears 
that the Dutch versions of the homophones were stronger represented than the English ones 
(as seen, for instance, in confidence ratings and frequency pull effects). Participants were less 
sure of their responses when they responded to English homophones, even though at signal 
offset the two types of homophones were distinguished.
The gating results indicate that participants are sensitive to sublexical or even 
subphonemic aspects of the auditory signal with respect to both their L1 and L2, and are using 
such cues in the signal to discriminate between lexical candidates from different languages. In 
fact, the gating results suggest that participants are making their language decisions to some 
extent prelexically, on the basis of subtle language-specific cues in the signal. Note that this 
may be different in the visual domain, where interlingual homographs are used that are 
identical in orthography across languages (e.g., L IST  in English and in Dutch), and where, as 
a consequence, language decisions can only be made after lexical identification. In other 
words, in the auditory domain language decisions can be made both prelexically and 
postlexically.
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2.3. Experiment 2: Cross-modal priming with gating materials
Even though gating responses reflect the amount of information that is present in 
stretches of the speech signal that differ in length, there has been some discussion in the 
literature on whether all such information is actually used during on-line recognition of 
complete words (Grosjean, 1996; Tyler and Wessels, 1985; Zwitserlood, 1989). To examine 
if the conclusions we have based on the off-line gating task (allowing unlimited time for 
responding) can be generalized to on-line reaction time studies, we used the stimulus 
materials of the gating study in a cross-modal priming paradigm.
In the cross-modal priming paradigm, an auditory prime is presented, immediately 
followed by a visual target item, on which a lexical decision is performed. Grainger, Nguyen 
Van Kang, and Segui (2001) used this paradigm to study the recognition of monolingual 
ambiguous words. In their study, three different types of visual stimuli were included: 
heterographic homophones (words with identical pronunciation, but different spelling in the 
language, e.g., M A D E and M A ID ), non-homophonic words, and nonwords. The authors 
hypothesized that an auditory heterographic homophone (such as /meid/) would activate all 
corresponding whole-word orthographic forms (M A D E and M A ID ). A  facilitated lexical 
decision was indeed found for both types of related target stimuli relative to unrelated target 
items. The facilitation effect was affected by the frequency of the target: The visually 
presented high frequency members of the homophonic pairs were recognized faster than their 
low frequency counterparts.
In our application of the cross-modal priming task in the bilingual domain, Dutch- 
English participants were presented with Dutch or English auditory primes directly followed 
by visual target items that were either English words or English-like nonwords. B y  including 
various related and unrelated prime-target combinations (see Table 3 below), this design 
allowed us to make the following three basic predictions on the basis of our gating results. 
First, we expect related prime-target pairs (e.g., /li:s/ [E] followed by L E A S E ) to lead to faster 
response times (RTs) than unrelated pairs (e.g., /pig/ [E] followed by LEA SE ). W e will call 
this the Relatedness effect. W e will compute the RT differences between related and unrelated 
item pairs separately for interlingual homophones and monolingual controls preceded by 
Dutch and English primes, referring to these as Priming Effects.
Second, we expect slower RTs to interlingual homophones than to matched 
monolingual controls in the related conditions, because the auditory primes should activate
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both orthographic versions of the homophones (e.g., /li:s/ [D] and /li:s/ [E] would activate 
both English L E A S E  and Dutch L IE S ), leading to competition effects that slow down RTs. 
W e will refer to this as the Type of Target effect. In addition, the competition between the 
two versions of the interlingual homophones is expected to reduce the Relatedness effect for 
interlingual homophones relative to monolingual controls.
Third, if  listeners pick up the language specific cues that are present in the auditory 
primes, the effect of homophone primes on the visual target words in the related conditions 
should be language-dependent, i.e. the English version of the interlingual homophone should 
lead to more facilitation of the related English target word than the Dutch version of the 
interlingual homophone (RT to /li:s/ [E] - L E A S E  faster than to /li:s/ [D] - LEA SE ). W e will 
call this the Prime Language effect.
In sum, we assume that form-overlap between prime and target w ill result in 
facilitation and that ambiguity of the prime (in case of homophones) w ill lead to inhibition. 
This leads us to predict the following RT  pattern. The fastest RTs will be found for 
monolingual controls (e.g., /fre:m/ [E] - FR A M E) in the related conditions; somewhat slower 
RTs w ill be found for interlingual homophones in these conditions, possibly different for the 
English and Dutch version of the homophones (e.g., /li:s/ [D] or /li:s/ [E] combined with 
LEA SE ); and the slowest RTs w ill arise for unrelated conditions (e.g., /spu:t/ [D] - FRA M E, 
or /spu:n/ [E] - FRA M E).
2.3.1. Method 
Participants
Twenty-six students (18 female and 8 male, mean age: 22.4) of the University of 
Nijmegen participated in the experiment for course credit. A ll participants were native Dutch 
speakers who had at least six years of experience with English (mean years of experience:
11.2 years). They all used English regularly in their study.
Stimulus materials
A  total of 32 monosyllabic 3-, 4-, and 5- letter target nouns were taken from the 
originally recorded stimulus materials of Experiment 1 (gating study). Item selection took into 
account the results of the gating task, in particular percentage isolated (how much one needs 
to hear of a word to identify it) and word confidence (how sure the participants are of their
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choice). The 12 item pairs with the highest percentage isolated and the highest word 
confidence were selected from all Dutch and English homophone and monolingual control 
pairs, for example, /li:s/ [D] - L E A S E  and /vre:s/ [D] - FRA M E. In addition, from the 
recorded materials that were not used in the gating task, 128 fillers and practice items were 
selected. A ll recorded versions of each stimulus word were listened to in sequence and the 
best version was selected on the basis of auditory judgment. Next, the selected words were 
trimmed of silences by means of Sonicfoundry Soundforge 4.0d, a professional sound editor 
under Windows. Trimming was based both on the inspection of the visual waveform and on 
auditory judgments. The trimmed words were all leveled on the same loudness of -7 DbFs. 
During the experiment, the sound fragments were played over a Yamaha M S 20S monitor 
speaker using a soundcard at a sample rate of 44.100 Hz.
Thirty-two prime-target fillers were selected and added to the 12 homophonic prime­
target pairs and 12 monolingual prime-target pairs. The same number of prime-target fillers 
was selected for the nonword condition. They were constructed following two constraints. 
First, the onset of the target nonword was identical to the onset of the target word (both 
orthographically and phonologically), and, second, the target nonword ended in orthographic 
and phonological strings that were phonotactically legal in English (e.g., for the prime /freim/ 
[E], the target nonword FR A Y N  was made). The primes in the nonword condition were the 
same English and Dutch words as in the word condition (the homophone-primes were 
repeated 2 times and the control-primes 6 times). (See Appendix, page 217 for all stimulus 
materials.)
Design and Procedure
The experimental design was blocked within and between-subjects, with as within- 
subject factors Lexical Status (word/nonword), Type of Target (homophone/monolingual 
control), Relatedness (related/unrelated), and Prime Language (Dutch/English prime), and as 
between-subject factor Order of Item Presentation. Table 2.3 gives an example of the different 
conditions in the design. The design consisted of item blocks that were rotated across 
participants. Within item blocks, word order presentation was randomized individually with 
the restriction that no more than three words or nonwords were presented in a row.
29
Chapter 2
Table 2.3. Examples of prime-target pairs for words and nonwords in Experiment 2.
Type of Target 
W ORDS Related Unrelated
Dutch Prime English prime Dutch prime English prime
Homophone 
Monolingual control
/li:f/-LEAF /li:f/-LEAF 
/fre:m/-FRAME /fre:m/-FRAME
/spu:t/-LEAF
/spu:t/-FRAME
/spu:n/-LEAF
/spu:n/-FRAME
NONW ORDS Related Unrelated
Derived from: Dutch Prime English prime Dutch prime English prime
Homophone 
Monolingual control
/li:f/-LEME /li:f/- LEM E  
/ fre:m/-FRAYN / fre:m/-FRAYN
/spu:t/- LEM E  
/spu:t/-FRAYN
/spu:n/- LEM E  
/spu:n/-FRAYN
Note: For the phonological transcription the IPA (International Phonetic Association) font is used, according to 
IPA rules. /li:f/ = lief [Dutch]; /li:f/ = leaf [English]; /spu:t/ = spoed [Dutch]; /spu:n/ = spoon [English]; 
/fre:m/ = vrees [Dutch]; /fre:m/ = frame [English].
The total stimulus set consisted of 256 items, of which 128 items were words (48 
homophones, 48 exclusively monolingual controls, and 32 fillers) and 128 were nonwords.
Each participant was tested individually in a soundproof room. The presentation of the 
visual and auditory stimuli and the recording of the RTs was controlled by a Pentium 166 
MHz computer with 32 megabytes of working memory. The experiment was programmed in 
N ESU , a programming language designed for psychological experimentation by the Max 
Plank Institute for Psycholinguistics in Nijmegen.
The participants were seated at a table with the computer monitor at a 60 cm distance. 
The visual target stimuli were presented in capital letters (36 points) and in font New Courier 
on a 17-inch computer monitor in white on a dark-grey background. The participants 
performed an English visual lexical decision task. They first read an English instruction, 
telling them that they would hear a word and then see a letter string to which they were 
supposed to react by deciding whether it was an English word or not. They were asked to 
indicate their decision by pressing one of the two buttons of the button box in front of them. 
The participants were told to react as quickly as possible without making too many errors. 
Each trial started with the visual presentation of a plus sign followed by the auditory prime. 
W ith offset of the auditory prime, the target letter string appeared in the middle of the screen. 
It remained on the screen until the participant responded or until a maximum of 2000 ms.
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When the button was pressed, the visual target stimulus disappeared and a new trial was 
triggered immediately.
The experiment was divided into two parts of equal length, with a short break in 
between. The first part was preceded by 16 practice trials. After the practice set the participant 
could ask questions about the task. A ll communication between participant and experimenter 
was conducted in English. After the experiment, the participants were asked to fill out two 
questionnaires, one about their level of proficiency in the English language and one 
evaluating their knowledge of the stimulus words used in the experiment. In total, the 
experimental session lasted about 30 minutes.
2.3.2 Results
First, the data of two participants with error rates larger than 10 percent were excluded 
from further analyses. This left us with the data of 24 participants. Second, three items of the 
homophone condition with mean error rates larger than 10 percent were discarded, because 
we suspected that these items were not known by the participants (BA IT , M ACE, W H IP). 
However, leaving out these items did not affect the outcome pattern of the statistical analyses. 
Third, RTs that were outside the range of two standard deviations from both the participant 
and item mean in a particular condition were considered as outliers (1.3 percent of all valid 
data) and were discarded. Fourth, incorrect responses (3.9 percent of all data) were removed 
from the data.
The mean reaction times for words in all conditions are presented in Table 2.4. Words 
were reacted to 66 ms faster than nonwords (544 ms and 610 ms, respectively), while the two 
types of item had comparable error percentages (1.99 %  and 1.96 % , respectively). Analyses 
of variance were carried out on RTs for words only. Because error rates followed RTs, no 
error analyses were performed.
It was not appropriate to run an over-all analysis on the combined homophones and 
monolingual controls combined for a number of reasons. First, because the three discarded 
items were all homophones, only nine homophones, but twelve monolingual controls were 
left, which might affect their statistical comparison. Second, the homophonic and 
monolingual controls were not matched for frequency. The mean frequency of the 
monolingual controls was higher than that of the homophones (85 and 36 occurrences per 
million, respectively). Third, one monolingual control condition was an identity condition in 
which the prime was identical to the target, for example, /freim/ [E] - FRAM E.
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However, by removing three monolingual controls (D EA L, F IELD , and F ISH ) it was possible 
to obtain a set of nine homophone-monolingual control pairs that were matched in word 
frequency (homophone frequency: mean 36 opm; monolingual controls frequency: mean 43 
opm). On this restricted set of nine control pairs matched in frequency a trustworthy 
comparison could therefore be made regarding homophones versus monolingual controls.
Table 2.4. Mean RTs (in ms), SDs, and error percentages for frequency-matched homophones and 
monolingual controls in the related and unrelated conditions of Experiment 2.
Means for word pairs not matched for frequency are given in parentheses.
Type of Target Related Unrelated
Dutch prime English prime Dutch prime English prime
Homophone /li:f/-LEAF /li:f/-LEAF /spu:t/-LEAF /spu:n/-LEAF
RT 524 (524) 523 (523) 569 (569) 585 (585)
SD 78 69 57 76
Error 4.9 5.3 8.4 3.6
Monolingual control /vre:s/-FRAME /fre:m/-FRAME /spu:t/-FRAME /spu:n/-FRAME
RT 558 (549) 477 (476) 553 (548) 564 (560)
SD 86 68 51 65
Error 3.1 0.9 0.9 3.6
Note: The homophone condition consisted of nine word items in both the frequency-matched and -unmatched 
analyses.
W e w ill first present this matched frequency AN O VA (repeated measures) for all 
words. This analysis is followed by separate analyses for homophones and the monolingual 
controls, and separate analyses on the matched frequency controls in these conditions only.
In the matched frequency analysis for words significant main effects were found of 
Relatedness [F1(1,23)=12.61, p<.01; F2(1,64)=26.27, p<.001], Type of Target [F1(1,23)=7.31, 
p<.05; F 2(1,64)=1.94, ns], and Prime Language [F1(1,23)=69.93, p<.001; F 2(1,64)=1.96, ns]. 
A  summary of the Relatedness priming effects in various conditions is given in Table 2.5. 
Overall, mean RTs in the related and unrelated conditions were 520 and 568 ms, respectively.
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Table 2.5. Relatedness priming effects for interlingual homophones and monolingual controls preceded 
________ by Dutch and English primes in Experiments 2 and 3._______________________________
Dutch prime English prime
Homophones Monolingual controls Homophones Monolingual controls
Experiment 2 -45 +5 -62 -87
Experiment 3 -45 +6 -77 -98
Note: Effects are computed by subtracting the RTs in unrelated conditions from those in corresponding 
related conditions. Negative numbers represent facilitation.
Homophones were reacted to with a mean RT of 550 ms and monolingual controls 
with a mean RT  of 538 ms. Mean RTs for the Dutch prime and English primes were 551 and 
537 ms, respectively. There was a significant interaction for Type of Target and Relatedness 
[F1(1,23)=22.24, p<.001; F2(1,64)<1], but only in the participant analysis. Apparently 
homophones were influenced more by form overlap than the monolingual controls. There was 
also an interaction between Type of Target and Prime Language [F1(1,23)=1.77, ns; 
F2(1,64)=5.38, p<.05], but it was significant only in the item analysis. For the homophones 
(and across the two levels of the factor Relatedness), responses to targets preceded by Dutch 
primes were faster than responses to targets preceded by English primes, while for the 
monolingual controls responses to targets preceded by an English prime were faster than 
responses to targets with a Dutch prime. Furthermore, a significant interaction between 
Relatedness and Prime Language [F1(1,23)=18.41, p<.001; F2(1,64)=8.00, p<.01] indicated 
that the priming effect (related vs. unrelated) was larger for the English primes than for the 
Dutch primes. Finally, a triple interaction was found between Type of Target, Prime 
Language, and Relatedness [F1(1,23)=12.57, p<.01; F 2(1,64)=4.94, p<.05].
Next, separate ANOVAs were carried out for homophones and monolingual controls. 
The analysis for the homophones showed a significant main effect of Relatedness, but only in 
the item analysis [F1(1,23)=1.21, ns; F2(1,32)=15.33, p<.001]. Mean latencies for the related 
and unrelated conditions were 524 ms and 577 ms, respectively. The homophones also 
showed a significant main effect of Prime Language [F1(1,23)=62.68, p<.001, F2(1,32)<1, ns] 
but only in the participant analysis. Mean latencies were 547 ms for Dutch primes and 554 ms 
for English primes. There was no significant interaction between Relatedness and Prime 
Language within the homophonic items. In other words, in Table 5 the 62 ms facilitation
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priming effect for the English prime condition did not differ significantly from the 45 ms for 
the Dutch prime condition. This result contrasts with those of the gating task, in which the 
participants were sensitive to subphonemic differences across languages, using them in their 
language decision. At the same time, the facilitation effect in both homophone prime 
conditions indicates that both the English and the Dutch version of the homophones are 
capable of speeding up the recognition of the English target words. As such, they provide 
evidence in favor of language nonselective access.
The analysis for the monolingual controls also showed significant effects for 
Relatedness [F1(1,23)=54.74, p<.001; F2(1,32)=10.95, p<.01] and for Prime Language 
[F1(1,23)=27.58, p<.001; F2(1,32)=8.05, p<.01]. Mean latencies were 518 ms for related and 
559 ms for unrelated conditions. Mean latencies with respect to Prime Language were 556 ms 
and 521 ms for Dutch and English prime, respectively. There was a significant interaction 
between Relatedness and Prime Language [F1(1,23)=32.42, p<.001; F2(1,32)=14.87, p<.001], 
reflecting that targets with an English prime were more affected by form-overlap 
(Relatedness) than the targets with Dutch primes (-87 ms vs. 5 ms, see Table 2.5) .
2.3.3 Discussion
The bilingual cross-modal paradigm proved to be sensitive to our manipulations. 
Responses to the same visual targets were affected by the characteristics of the accompanying 
auditory primes. Focusing on the target words, the result patterns were in line with two of our 
three basic hypotheses. First, as expected, a Relatedness effect was found. For instance, the 
related prime-target pairs in the monolingual control condition (e.g., /fre:m/ [E] - FR A M E) led 
to faster target latencies than the unrelated pairs (e.g., /vre:s/ [D] - FRA M E). Furthermore, a 
Type of Target effect occurred. The RTs to targets preceded by interlingual homophones in 
the related conditions were indeed slower than those to targets preceded by matched 
monolingual controls (e.g., /li:s/ [E] - L E A S E  was slower than /fre:m/ [E] - FRA M E). The 
presence of these two types of effect are completely in line with the gating results.
The evidence in favor of the Prime Language effect, however, was less conclusive. 
While there was a 17 ms difference in Dutch and English prime effects when the related and 
unrelated conditions are compared for the interlingual homophones (respectively 45 ms and 
62 ms facilitation, see Table 5), the mean RTs to homophones preceded by related Dutch or 
English primes themselves did hardly differ (/li:s/ [D] - L E A S E  and /li:s/ [E] - L E A S E  in
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Table 4). This was unexpected, because gating resulted in clear differences in the 
identification process for the two types of homophones. Note that the Prime Language effect 
for monolingual controls cannot be interpreted directly, because in the unrelated conditions 
the prime and target were different words from different languages (e.g., V R EES , /vre:s/ [D] 
and FRA M E, /fre:m/ [E]).
To reconcile this difference in results for the gating task and the cross-modal priming 
task, one could propose that in the latter task participants did not pick up the sublexical cues 
in the auditory signal because they were focusing on the visual targets. In other words, the 
auditory primes might be processed more superficially in this auditory-visual task than in a 
purely auditory task. Alternatively, a number of nine experimental items in each condition of 
the experiment may have yielded insufficient power to reveal such sublexical cue use. 
Therefore, we decided to rerun the experiment with an improved design and new materials 
recorded by a different bilingual speaker.
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2.4 Experiment 3: Cross-modal priming with new materials
2.4.1 Method 
Participants
Twenty-five students (14 female and 11 male, mean age: 22.2) of the University of 
Nijmegen participated in the experiment for course credit or payment. A ll participants were 
native Dutch speakers who had at least six years of experience with English (mean years of 
experience: 10.2). They all used English regularly in their study.
Stimulus materials
Twenty new 3-, 4- and 5- letter words were selected from the C E LE X  database 
(Baayen, Piepenbrock &  Van Rijn, 1993) for each condition. A ll items (both primes and 
targets) were matched, where possible, on an item-by-item basis for word frequency in 
occurrences per million. (See Appendices, page 219, for all stimulus materials.)
A ll selected stimulus words were recorded by a Dutch-English bilingual speaker, who 
studied English at the University and has been teaching English for 30 years. The stimuli were 
recorded directly on file in a soundproof studio using a professional sound editor under 
Windows, Sonicfoundry Soundforge 4.0d. The stimuli were recorded using a Digidesign 
AudioMedia I I I  soundcard at 44.100 Hz. The three or four recorded versions of each stimulus 
word were listened to in sequence and the best version was selected on the basis of auditory 
judgment by a Dutch bilingual and an English native speaker. Next, the selected words were 
trimmed of silences. Trimming was based both on the inspection of the visual waveform and 
on auditory judgments. The trimmed words were all leveled on the same loudness, namely 0 
DbFs. During the experiment, the sound fragments were played over a Yamaha M S 20S 
monitor speaker using a soundcard at a sample rate of 44.100 Hz.
The nonword prime - target pairs were constructed using the same method as in Experiment 2.
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Design and Procedure
The experimental design and stimulus conditions were the same as in Experiment 2, 
except for one major change in the presentation of the primes. In Experiment 2 some primes 
were repeated six times and others only two times. In Experiment 3 each prime was presented 
only twice, each time in combination with a different target. The total stimulus set consisted 
of 384 items, of which 192 items were words (80 homophones, 80 exclusively monolingual 
controls, and 32 fillers) and 192 were nonwords. Each experimental session lasted about 45 
minutes.
The procedure and instruction was the same as in Experiment 2.
2.4.2 Results
First, the data of four participants with error rates larger than 10 percent were excluded 
from further analyses, leaving the data of 21 participants. Second, three items of the 
homophone condition with mean error rates larger than 10 percent were discarded (BET , 
D EAR, and N EA R ) together with their matched monolingual controls (TOY, BEA R , and 
H A IR ) and corresponding nonword items. Third, RTs that were outside the range of two 
standard deviations from both the participant and item mean in a particular condition were 
considered as outliers (0.3 percent of all valid data) and were discarded. Fourth, incorrect 
responses (4.5 percent of all data) were removed from the data.
The resulting mean reaction times for all conditions are presented in Table 2.6. Words 
were reacted to 68 ms faster than nonwords (545 ms and 613 ms, respectively), while the two 
types of item had comparable error percentages (1.02 %  and 1.37 % , respectively). Analyses 
of variance were carried out on RTs for words only. Because error rates followed RTs, no 
error analyses were performed.
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Table 2.6. Mean RTs (in ms), SDs, and error percentages for interlingual homophones and 
monolingual controls in the related and unrelated conditions of Experiment 3.
Type of Target 
W ORD Related Unrelated
Dutch prime English prime Dutch prime English prime
Homophone /li:f/-LEAF /li:f/-LEAF /spu:t/-LEAF /spu:n/-LEAF
RT 547 511 592 589
SD 87 65 48 63
Error 1.9 1.1 1.7 3.4
Monolingual control /vre:s/-FRAME /fre:m/-FRAME /spu:t/-FRAME /spu:n/-FRAME
RT 613 493 607 590
SD 63 71 65 58
Error 2.8 1.4 4.2 3.6
W e w ill first present the (repeated measures) AN O VA  for all words combined. This 
analysis is followed by separate analyses for homophones and monolingual controls, and 
separate analyses on the items in each condition.
In the analysis for words there were significant main effects of Relatedness 
[F1(1,20)=72.80, p<.001; F2(1,128)=53.14, p<.001], Type of Target [F1(1,20)=9.48, p<.01; 
F2(1,128)=6.71, p<.05], and Prime Language [F1(1,20)=101.56, p<.001; F2(1,128)=35.23, 
p<.001]. Relatedness priming effects are presented in Table 5. Mean RTs in the related and 
unrelated conditions were 541 and 595 ms, respectively. Homophones were reacted to with a 
mean RT  of 560 ms and monolingual controls with a mean RT of 576 ms. Mean RTs for the 
Dutch prime and English primes were 590 and 546 ms, respectively. There was a significant 
interaction between Type of Target and Prime Language [F1(1,20)=26.41, p<.001; 
F 2(1,128)=11.76, p<.001], between Relatedness and Prime Language [F1(1,20)=56.65, 
p<.001; F2(1,128)=19.76, p<.001], and a triple interaction between Type of Target, Prime 
Language and Relatedness [F1(1,20)=9.11, p<.01; F2(1,128)=5.40, p<.05] in both the 
participant and item analyses.
To better understand this triple interaction, ANOVAs were carried out for 
homophones and monolingual controls separately. The analysis for the homophones showed a 
significant main effect of Relatedness [F1(1,20)=6.66, p<.05; F2(1,64)=63.94, p<.001] and
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Prime Language [F1(1,20)=36.74, p<.001; F2(1.64)=5.83, p<.05]. Mean RTs for the related 
and unrelated conditions were 529 ms and 591 ms, respectively. Mean RTs for target words 
preceded by Dutch primes were 570 ms and 550 ms for targets preceded by English primes. 
There was a significant interaction of Relatedness and Prime Language, but only in the item 
analysis [F1(1,20)=3.46, p=.08; F2(1,64)=4.18, p<.05]. In Table 2.5, this interaction refers to 
the difference in priming effects for homophones of -77 ms in the English prime condition 
and of -45 ms in the Dutch prime condition.
The analysis on the monolingual controls also showed a significant main effect for 
Relatedness [F1(1,20)=170.77, p<.001; F2(1,64)=13.50, p<.001], and for Prime Language 
[F1(1,20)=49.94, p<.001; F2(1,64)=30.00, p<.001]. Mean latencies were 553 ms for related 
and 599 ms for unrelated conditions. Mean latencies with respect to Prime Language were 
610 ms and 542 ms for Dutch and English primes, respectively. There was a significant 
interaction between Relatedness and Prime Language [F1(1,20)=76.34, p<.001; 
F 2(1,64)=15.68, p<.001]. This interaction is reflected in Table 5 in the difference in priming 
effects of -98 ms for monolingual control targets in the English prime condition and 6 ms in 
the Dutch prime condition.
As can be seen in Table 2.6, the following result pattern arose within the related 
conditions. The fastest RTs were given for the monolingual English-prime condition (/fre:m/ 
[E] - FRA M E), followed by the English homophone condition (/li:f/ [E] - LEA F ), then the 
Dutch homophone condition (/li:f/ [D] - LEA F ), and, finally, the monolingual Dutch-prime 
condition (/vre:s/ [D] - FRA M E). Planned comparisons testing the differences between these 
conditions showed they were all significantly different at the 5%-level, although the 
difference between the English monolingual and homophone conditions (493 ms vs. 511 ms) 
was only marginally significant (for /fre:m/ [E] - FR A M E versus /li:f/ [E] - LEA F  t(21)=1.59, 
one-tailed p=.06, for /li:f/ [E] - L EA F  versus /li:f/ [D] - L EA F  t(21)=2.88, one-tailed p<.05, 
and for /li:f/ [D] - LEA F  versus /vre:s/ [D] - FR A M E t(21)= -5.08, one-tailed p<.001).
39
Chapter 2
2.4.3 Discussion
As can be seen in Tables 2.4-2.6, the basic priming patterns in the various conditions 
of Experiment 3 were strikingly similar to those in Experiment 2. To compare the effects in 
both experiments, we analyzed the priming data from both experiments in Table 2.5 with the 
factors Experiment, Prime Language (Dutch or English homophone primes), and Type of 
Target (interlingual homophone or monolingual control). While there was no main effect of 
Experiment [both Fs<1], there was a marginally significant main effect of Type of Target in 
the participant analysis [F1(1,43)=3.59, p=.06; F2(1,96)=1.42, p=.24] , and a significant 
interaction of Prime Language and Type of Target [F1(1,43)=58.54, p<.001; F2(1,96)=9.24, 
p<01].
The result patterns indicate that three important effects consistently appeared in both 
experiments. First, RTs to monolingual targets preceded by English primes led to the largest 
priming (Relatedness) effects (87 ms and 98 ms in Experiments 2 and 3, respectively). This 
finding can be explained by the fact that target and prime represent one and the same item 
(e.g., the word FR A M E in the visual and auditory modality).
Second, Dutch primes preceding the monolingual targets did not induce priming 
effects at all. This may be due to the fact that for several of our monolingual targets preceded 
by related Dutch primes, the target items already differed at their onset or following vowel 
(e.g., /vre:s/ [D] - FRA M E).
Third, homophones showed priming effects in both the Dutch and the English prime 
condition, but these priming effects were both smaller than those in the monolingual condition 
with English primes (Type of Target effect). Furthermore, priming effects for homophones in 
the English prime condition were somewhat larger than in the Dutch prime condition (Prime 
Language effect). Thus, both English and Dutch homophone primes appeared to preactivate 
the English (orthographic) target item, but Dutch primes did so to a lesser degree. Apparently, 
such preactivation varied as a function of phonemic/phonetic differences between English and 
Dutch variants of the interlingual homophones.
One important difference in the results of the two experiments indicates that 
improvements in design and change in stimulus materials induced a larger sensitivity in 
Experiment 3. In contrast to Experiment 2, in Experiment 3 there were faster RTs for 
homophones preceded by English primes than for those preceded by Dutch primes (see Table 
2.6). A  difference of 36 ms was found in the RTs for the related Dutch- and English-prime 
conditions for this item type (547 ms versus 511 ms respectively). This result is in line with
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the gating results, which showed that participants were able to detect sublexical cues. 
Furthermore, an increased sensitivity is also visible in the generally larger difference in 
priming effects between the homophone conditions with Dutch and English primes in 
Experiment 3 (32 ms) than in Experiment 2 (17 ms) (see Table 2.5). These results suggest 
that, just like for the off-line gating task, participants of the on-line priming study were 
sensitive to the sublexical cues in the auditory primes. These cues apparently affected the 
relative degree of activation of the two versions (English or Dutch) of the homophone prime, 
which in turn led to different priming effects on the visually presented target words.
To conclude, the result patterns in Experiment 3 indicate that participants were 
sensitive to the language of the auditory primes, the type of prime (homophone or 
monolingual control), and the degree of form overlap of prime and target item. The largely 
consistent results of Experiments 2 and 3 allow the formulation of a consistent theoretical 
interpretation of the data patterns in the General Discussion.
2.4. General Discussion
In this study we examined bilingual auditory word recognition by means of two tasks, 
gating and cross-modal priming. The results of the two tasks were highly convergent. The 
results of the gating task can be summarized as follows. First of all, interlingual homophones 
were more difficult to isolate than monolingual controls. The English homophones 
(pronounced in the L2 of the participants) were the most difficult to isolate, followed by the 
Dutch homophones (in the L1 of the participants); the English and Dutch monolingual 
controls were the easiest to isolate. Second, the language of the target word affected the 
composition of the bilingual cohort. While Dutch monolingual controls had more Dutch 
lexical competitors than other target items, English monolingual controls had more English 
candidates in the bilingual cohort. About the same number of English and Dutch cohort- 
members were present in the bilingual cohort for Dutch and English versions of homophones. 
Third, participants were less confident in their identification of homophones, but only for the 
English version of the homophones. Fourth, the gating results showed that the participants 
were less confident about the language of the interlingual homophones compared to the 
monolingual controls. Finally, language decisions already diverged significantly for English 
and Dutch words at early gates. The language decision on the English monolingual controls
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and not that on the homophones turned out to be the most difficult to make (lowest scores and 
latest decisions).
The first four results can be interpreted as evidence that the recognition of an 
interlingual homophone suffers from the presence of the other-language counterpart. In other 
words, our findings indicate that interlingual homophones have two different representations, 
which are both activated upon presentation of one version of the homophone and compete for 
recognition. Furthermore, the last result we discussed indicates that participants are sensitive 
not only to lexical characteristics of the items, but also to sublexical cues. The data indicate 
the participants use such sublexical cues to facilitate their language decision, which in turn 
may facilitate their word recognition process (and helps to resolve the competition between 
the two internal representations of the interlingual homophones).
The two cross-modal priming experiments we reported showed that these conclusions, 
based on the results of the off-line gating task, also hold for the on-line processing of 
auditorily presented words. The activation of both the English and Dutch versions of an 
interlingual homophone upon the presentation of either version of the homophone was 
reflected in the Relatedness priming effects for such items irrespective of whether the prime 
was English or Dutch (see Table 2.5). At the same time, the Relatedness priming effect for 
homophone conditions, e.g., /li:f/ [E] - LEA F, was smaller than that for monolingual control 
conditions, e.g., /fre:m/ [E] - FRA M E. This is the Type of Target effect, which indicates that 
interlingual homophones were more difficult to process than monolingual controls. 
Furthermore, the Prime Language effects of Experiment 3 also showed that participants were 
sensitive to sublexical cues: Participants reacted more slowly to the homophones preceded by 
Dutch primes than to homophones preceded by English primes, e.g., /li:f/ [D] - LEA F  led to 
slower RTs than /li:f/ [E] - LEA F .4 This sensitivity to sublexical cues was also evident in 
gating, in the different time-courses of the responses to target and competitor homophones. In 
fact, the differential priming pattern for interlingual homophones and monolingual controls in 
the cross-modal priming task appears to correspond directly to the identification pattern found 
for these items in gating.
From the combination of the three experiments in this study, the following view on the 
lexical and sublexical aspects of bilingual auditory processing can be construed. Upon the 
presentation of an auditory input signal, lexical candidates from both languages are activated,
4 Above we argued that the absence of this effect in Experiment 2 is due to the relatively small number of item 
pairs (frequency-matched homophones -- monolingual controls) in that experiment.
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depending on the degree of overlap between the input signal of a target word and its internal 
representation. Next, a process of lexical selection takes place that can be facilitated even at a 
relatively early stage by sublexical cues present in the input signal. These cues can increase 
activation of some candidates and reduce activation of other candidates. In our bilingual 
experiments, language-specific cues may lead to a reduction of the number of lexical 
candidates from one language rather than the other. In the gating task, language decisions may 
sometimes be made pre-lexically, implying they can play a role in lexical selection. In this 
respect bilingual auditory processing may be different from bilingual visual processing. Note 
that for language pairs with identical writing systems, the visual stimulus does not contain the 
equivalent of subphonemic cues such as aspiration or final devoicing. In other words, ceteris 
paribus language information in the visual domain may more often be derived only after a 
specific lexical item has been identified rather than before.
Our gating data further indicate that participants are not willing to make irreversible 
decisions with respect to their lexical selection process. This was evident in the role played by 
word and language confidence. Especially with respect to their recognition of English words, 
participants seemed to be cautious, delaying final decisions until more signal information 
became available. A  similar conclusion is also supported by our finding that, in the case of 
interlingual homophones, both versions of the homophones remain viable lexical candidates 
until rather late in the signal. Only when enough information has been collected to warrant 
reliable identification, participants are willing to choose one representation of the interlingual 
homophones over the other.
The listener’s selection problem (and the accompanying low confidence ratings in the 
gating task) in the case of interlingual homophones can be characterized as follows. The 
participants’ task in gating is to select one lexical candidate. In standard conversation within 
one language, there is already some variability in how a word can be pronounced, and a 
participant must decide if  the perceived mismatch between an input signal and an internal 
representation is relevant for identification or not. For instance, if, due to a cold, a Dutch 
person produces the word /pant/ [D] (pand) with an aspirated /p/, it w ill still be acceptable to 
a Dutch listener. However, if  the person says /bant/ [D] (band) rather than /pant/, it is likely 
that listeners retrieve a different word. In the case of an interlingual homophone, this decision 
problem is even more complicated, because of the small differences that exist between the 
Dutch and English versions of the homophones. In other words, the acceptability of within-
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language variation here needs to be assessed against the acceptability of between-language 
variation.
Furthermore, it must be taken into account that the L2 words to be processed may 
contain phonemes that contrast across languages in ways that are not characteristic for the 
native language of the bilingual (Pallier et al., 2001). In this sense, the theoretical extension of 
the word recognition process in one language to several languages may require both 
quantitative and qualitative changes in the identification and decision processes involved.
The theoretical view that we have just presented is to considerable extent compatible 
with the limited number of available other studies on bilingual spoken word recognition that 
were discussed in the Introduction. For instance, in their eye-tracker study Marian and Spivey 
(1999) found that the eye fixations of Russian-English participants to objects on a display 
were affected by the phonological similarity of object names in Russian and English. When 
instructed in English to pick up a speaker, they fixated more often than expected on matches, 
also laying on the display, for which the Russian word is /spi:£ki/ [R] (speachki). This result is 
comparable to our finding of language nonselective access (parallel activation) for interlingual 
homophones. Such homophones represent a more extreme version of Marian and Spivey’s 
overlap manipulation, because these items do not differ from each other as much as their 
cohort stimuli did.
We note that we did not obtain any priming effects for the Dutch prime condition 
involving monolingual controls, though these items at first sight would seem to be more 
comparable to the stimuli used by Marian and Spivey. For instance, our stimulus materials 
comprised monolingual controls like /di:l/ ([E ] deal) and /di:f/ ([D ] dief). However, while all 
items that Marian and Spivey used were cohort members (having the same onsets), some of 
our items were competitors with somewhat different onset consonants and/or different 
vowels, e.g., /freim/ [E] and /vre:s/ [D]). As a consequence, the distinction between English 
and Dutch monolingual controls may have been more easy to make in our study.
Nevertheless, an important question for future research w ill be how much similarity between 
cross-linguistic items must be present in order to produce cross-linguistic priming effects or 
other language nonselective results.
Let us now examine to what extent the theoretical view that we presented is 
compatible with the model of bilingual auditory word recognition that is under development 
by Léwy and Grosjean (1996). The Bilingual Interactive Activation Model of Lexical Access 
(B IM O LA ) is specifically designed to account for spoken word recognition in bilinguals (see
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also Chapter 3, page 50-51). Similar to the monolingual TRA C E model for auditory word 
recognition (McClelland &  Elman, 1986), B IM O LA  consists of three levels of nodes. First, 
an auditory input word activates phonological features, which are shared by the two 
languages. Second, features activate associated phonemes, which are organized to some extent 
in independent subsets for each language, but are part of a larger system (this is the so-called 
subset hypothesis by Paradis, 1989). Within the phoneme level there is subset activation and 
lateral inhibition. Subset activation implies that when a phoneme in a given language is 
activated, it sends a small positive signal to other phonemes in the language subset (indicating 
that the language in question is probably relevant in the situation at hand). At the same time, 
phonemes exert an inhibitory influence on other phonemes of the same language (lateral 
inhibition within the subset). Finally, phonemes activate words they are part of. The word 
level is organized similar to the phoneme level, allowing subset activation and lateral 
inhibition. Between levels, units can be activated both from the bottom up and top down. 
Furthermore, the word level receives top-down pre-activation from external information, for 
example, reflecting the language mode (activation state of the two languages) of the bilingual 
and higher linguistic information from syntactic or semantic sources.
The B IM O LA  model predicts that upon the presentation of a homophone, its 
constituent features are first activated. These features w ill then activate phonemes of both 
subset languages and these in turn w ill activate both representations of the homophones, e.g., 
both /li:f/ [D] and /li:f/ [E] w ill activate both LEA F  and L IE F . This account agrees with our 
own view on homophone processing. For instance, that the English version of a homophone 
prime is ultimately chosen can be explained by assuming that /li:f/ [E] has a better match with 
the input signal and that the non-target language (Dutch) is inhibited. In B IM O LA  such 
inhibition could arise from the pre-activation of the external information (e.g., being in 
English mode for the experiment).
In accordance with B IM O LA  and Grosjean’s (1988) paper discussed in the 
Introduction, there appear to be strong effects of the participants’ native language on the 
auditory recognition of words in the second language. To some extent, this appears to agree 
with Grosjean’s proposal that in the early stages of bilingual word recognition, only word 
candidates of the base language are activated. In our study, the base language for our 
participants would appear to be Dutch (even though the target language is English), implying 
that the Dutch version of the interlingual homophones would be activated early in time. Their 
activation should therefore be overcome before the English version can become a viable
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candidate for lexical selection. While there is some evidence supporting this view (see, e.g., 
Weber, 2001, p. 116; Sebastiân-Gallès &  Kroll, in preparation), our data are more ambiguous. 
Homophonic auditory primes of both languages facilitated the response to the English visual 
targets, but the priming effects were somewhat larger for English primes. In addition, the 
amount of priming produced in the case of homophones was less than that produced for 
monolingual controls. As an alternative, the findings could be interpreted in favor of the 
presence of lateral inhibition both across and within languages. In either theoretical 
interpretation, the data indicate that both versions of the interlingual homophone are activated 
when a language-specific version of them is presented.
In all, the present study on bilingual auditory word recognition arrives at conclusions 
that are remarkably similar to those that have been drawn for the visual domain. In both cases, 
the architecture of the bilingual word recognition system appears to entail an integrated 
lexicon and a language nonselective access mechanism. Characteristics of the input items 
rather than language membership initially determine the activation of lexical candidates. 
Deviating from the results in the visual modality, however, it appears that subphonemic cues 
that are present in the auditory signal may affect the composition of the lexical candidate set 
over time. In this sense, language information may already be used to constrain this set before 
identification of the target word.
In sum, we propose that the bilingual auditory word recognition process consists of a 
bottom-up identification process providing output to a decision level system. Initially, lexical 
candidates from both languages of the bilingual are activated to a degree that depends on the 
match of the input signal to internal lexical representations with respect to sublexical and 
lexical characteristics, such as language specific cues (e.g., aspiration) and word frequency. 
Subsequently, a response may be initiated sooner or later and with more or less confidence on 
the basis of varying decision criteria, depending on, for instance, the task at hand and stimulus 
list composition.
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3. Cognitive control and automatisation in bilingual word 
recognition with different proficiencies
3.1. Introduction
Many Dutch third-grade high school students, tested as low-proficient Dutch-English 
bilinguals for this thesis, were confused when they were confronted with English words that 
shared their orthographic form, but not their meaning with Dutch words. Examples of such 
items, which are called “ interlingual homographs” , are ‘wet’, ‘room’, and ‘list’. Sometimes I 
would be asked, for instance, what the word form ‘wet’ meant in Dutch ( ‘law’). After quite 
some amazement on my part (the Dutch reading of the word ‘wet’ is highly frequent, even 
more frequent than the English reading of ‘wet’), I  tried to explain to them that its meaning 
had to do with ‘justice’ and that ‘one could break a ‘law’’. Nevertheless, there were still some 
students left that did not seem to be able to suppress the English meaning of the word ‘wet’ to 
allow them to recognize the Dutch word ‘wet’. Fascinating enough, the more proficient 
groups of participants in the same task seemed to be less confused with respect to such 
“ interlingually ambiguous” items.
Several questions arise when one considers the example above for a longer time. Was 
only one reading of the word ‘wet’ activated during the participant’s recognition process, or 
were both readings initially active? Did the task the participant was performing exert any 
influence on the recognition process and its language (non)selectivity? And were more 
proficient participants perhaps better able to suppress an unwanted reading of an interlingual 
homograph?
To answer these questions, this and the following chapters w ill consider three related 
theoretical issues: (1) How does the bilingual word recognition system function? (2) What 
exactly is the role of relative language activation and cognitive control? (3) How do 
recognition, cognitive control, and automaticity develop with proficiency in the second 
language (L2)?
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3.1.1 The bilingual word recognition system: Organization and process
In the last decade, there have been a number of different theoretical approaches to the 
bilingual word recognition system. In this section, we w ill discuss four of them. W e will 
consider their account of lexical activation in different languages, non-linguistic context 
effects (due to task and instruction), and cognitive control aspects.
(a) BIMOLA and the Language Mode hypothesis
B IM O LA  (Grosjean, 1997; Léwy and Grosjean, in preparation) is a model for 
bilingual auditory word recognition (Bilingual Interactive Activation Model of Lexical 
Access, see Figure 1; also see Chapter 2, page 45). The model is similar to the monolingual 
auditory TRACE model by McClelland and Elman (1986). It consists of three levels of 
representations, corresponding to features, phonemes, and words. When an acoustic signal is 
presented, phonetic-phonological features w ill be derived from it, which w ill activate their 
associated phonemes. These phonemes are organized as independent subsets for each 
language (cf. subset hypothesis by Paradis, 1989), but as part of a larger system. Different 
phonemes inhibit each other (lateral inhibition), but subset activation exists as well. Such 
subset activation implies that when a phoneme of a certain language is activated, it w ill send 
extra activation to other phonemes belonging to the same language. Finally, the activated 
phonemes activate words they are part of. The mechanisms of lateral inhibition and subset 
activation also operate at the word level. Furthermore, activation does not only flow in a 
bottom-up direction, but also top-down. To give an example, the word level can receive top- 
down pre-activation from external sources.
The B IM O LA  is built in accordance with Grosjean’s views about the relative state of 
activation words from different languages can be in. According to his Language Mode 
hypothesis, in a particular situation the relative activation of the two languages of a bilingual 
may vary from a state in which one language is very active and the other practically not 
(monolingual language mode), to a situation in which both languages are active and active to 
a similar extent (bilingual language mode). Grosjean assumes that the relative language 
activation state --or language mode-- of a bilingual is influenced by several factors. For 
instance, stimulus list composition may affect the relative activation of the languages, e.g., 
encountering a Dutch word can affect the recognition of the next word, if  this is English. 
Grosjean further states that participant expectations and instruction may affect the degree of 
language activation. In other words, he assumes that bilinguals have some control over
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language activation (based on expectancy) and that top-down effects can affect the language 
mode a participant is in (e.g., via instruction). In the model this is represented by the 
information flow arising from ‘Global language activation’ and ‘Higher linguistic 
information’ (see Figure 3.1).
Global language activation 
Higher linguistic information
WAVE
Figure 3.1. Architecture of the BIMOLA model. Arrowheads indicate excitatory connections; black filled circles 
indicate inhibitory connections.
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(b) The Inhibitory Control (IC) model (Green, 1998)
The Inhibitory Control (IC ) model by Green (1998) is depicted in Figure 3.2. W e will discuss 
an application of the IC  model to bilingual word recognition, but we note that the model has 
been applied more often to language production and translation issues than to pure language 
comprehension. However, several notions incorporated in this model can also be applied to 
the comprehension domain.
The IC  model consists of seven different components. A  visually presented input word 
(I) w ill activate representations in the bilingual lexico-semantic system. In the bilingual 
lexico-semantic system, word forms and lemma representations (syntactic/semantic word 
representations) are activated. Each lemma has a language tag that specifies to which 
language the lemma belongs. If  several lemmas are active at the same time, a suppression of 
one lemma by its language tag may occur after initial co-activation of both lemmas (this 
suppression is therefore called “ reactive inhibition” ). The active lemmas activate their 
corresponding conceptual representations in the Conceptualiser. Thus, when a letter string like 
‘faith’ is presented to the bilingual lexico-semantic system, its corresponding word form and 
its semantic representation are activated. The tag of the word ‘faith’ w ill be English and the 
lemma for ‘faith’ can inhibit other active lemmas with an English tag. The lemma and its tag 
w ill in turn activate the associated conceptual representation in the Conceptualiser. The 
Conceptualiser is further driven by the goal (G), in order to achieve some effect through 
language. This whole process is mediated by the Supervisory Attentional System (SAS).
In parallel with the word recognition process, the SAS activates a specific task schema. A  task 
schema consists of a series of mental steps or cognitive operations needed to perform a 
specific processing task. Activated language task schemas w ill compete to control the output 
of the bilingual lexico-semantic system, in order to produce the appropriate output (O). In the 
example used above, the recognition of the word ‘faith’ in a lexical decision task must lead to 
the response ‘yes’. First, the SAS w ill activate the appropriate task schema for executing the 
lexical decision task. Next, the activated task schema, together with the Goal ( ‘give a correct 
response’), controls the output of the bilingual lexico-semantic system, which in this task 
should lead to a ‘yes’ response. A  major aspect of the Inhibitory Control model is therefore 
how the relative activation in the two languages is controlled. W e w ill discuss this point in 
more detail in the section on relative language activation and cognitive control (page 66).
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Figure 3.2. Architecture of the Inhibitory Control model.
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(c) The BIA model
There are few implemented models of bilingual word recognition. Perhaps the most 
tested one is the B IA  model (Bilingual Interactive Activation model; Dijkstra &  Van Heuven, 
1998, 2002; Van Heuven et al., 1998). This model (derived from the IA  model by McClelland
&  Rumelhart, 1981) assumes that the bilingual possesses a lexicon that is integrated across 
languages and that is accessed in a language nonselective way. A  graphical representation of 
this model is presented in Figure 3.3.
There are four different levels of representations in the model, containing, 
respectively, features, letters, words, and language nodes. When a word is presented to the 
model, its constituent letter features at every letter position are activated (for instance, vertical 
and horizontal line segment features are activated in case of the letter T). Active features in 
turn activate the letter units that they are connected to in the correct position of the word (e.g., 
at onset). This w ill then excite words from both languages that have the letter at the correct 
position (e.g., ‘tend’; or ‘tand’, the Dutch word for ‘tooth’). At the word level, active words 
inhibit all other words, irrespective of the language they belong to (so, if they are active,
‘tend’ and ‘tand’ inhibit each other). At the same time, words send activation back to the letter 
level and forward to the language nodes they are connected to. For instance, a Dutch word 
like ‘tand’ w ill activate the Dutch language node. This language node w ill then send top-down 
inhibition to all English word candidates (e.g., ‘tend’). In contrast, an English word will 
activate the English language node, which will inhibit Dutch words. After a while, one word 
candidate/unit w ill become the most active, and lexical selection w ill take place when its 
activation reaches a pre-set threshold for recognition. To account for differences in word 
frequencies, each word has a resting level activation that depends on its frequency relative to 
other words. (Note that this also makes it possible to introduce a different resting level 
activation setting for L1 and L2 words.)
Simulations with the B IA  model have accounted for a number of experimental 
findings in the bilingual word recognition research (e.g., neighborhood effects: Van Heuven et 
al., 1998; masked priming effects: Bijeljac-Babic et al., 1997; interlingual homograph effects: 
Dijkstra et al., 1998). Apart from receiving considerable empirical support from the authors of 
the model themselves, the model has stimulated other researchers to test it (Von Studnitz &  
Green, 1997; 2002) and to consider its theoretical framework (Kroll, 1993).
The B IA  model differs in two major respects from the IA  model on which it was 
based. A  first difference is that at the word level words from two languages are represented, 
rather than one (e.g., not just English, but English and Dutch). A  second, for our purposes
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more important difference, is that it incorporates language nodes, while the IA  model did not. 
Four functional aspects of the language nodes may be mentioned here (see also Dijkstra &  
Van Heuven, 2002). First, the language nodes serve as language tags, indicating the language 
membership of each word. Second, they collect activation from the various active word 
candidates, and therefore reflect the amount of global lexical activation associated with one 
language at a particular moment in time. Third, because the two language nodes may differ in 
their relative activation levels, they can in principle serve as “ language filters” or selection 
devices. Fourth, the language filters could collect context activation from sources outside the 
word identification system, for instance, the linguistic or non-linguistic context. Due to the 
presence of top-down inhibition from the language nodes to the word level (items of the other 
language), this would then lead to interactions between context and lexical identification 
processes.
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Figure 3.3. The architecture of the BIA model. Arrowheads indicate excitatory connections; black filled circles 
indicate inhibitory connections. The Dutch and English words are enclosed in stippled ovals to indicate that they 
are part of an integrated Dutch/English lexicon.
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(d) The BIA+ model
Recently, Dijkstra and Van Heuven (2002) have recognized that the BIA model was 
incomplete in several respects. With respect to the representations in the BIA model, they 
have indicated that phonological and semantic representations must be added to the model 
(before purely orthographic), that the representations of interlingual homographs and cognates 
need to be clarified, and that the language nodes confound representational with functional 
goals. With respect to task demands and decision strategies, the BIA model must specify how 
particular tasks are executed, how stimulus list composition affects the decisions that are 
made, and how non-linguistic and linguistic context characteristics in general affect the word 
recognition process. Finally, some of the mechanisms suggested by the BIA model may 
operate differently than previously assumed. For instance, it may be that top-down effects 
from non-linguistic context on word recognition are, in fact, non-existent.
To resolve these problems, the authors have proposed to extend and adapt the BIA 
model, turning it into what they call the BIA+ model. The adapted model incorporates the 
BIA model, but it has additional representations and allocates changed functions to the 
languages nodes. Another important addition to the BIA model is the inclusion of a 
task/decision mechanism (see Figure 3.4). In this respect, the BIA+ model has been clearly 
influenced by the Inhibitory Control model by Green (1998), which we have discussed in the 
previous section.
In BIA+, the word identification system consists of a variety of linguistic 
representations, while the task/decision system incorporates non-linguistic task schema 
specifications. The decision mechanism continuously reads out the activation present in the 
identification system. At the appropriate point in the schema, it weighs different kinds of 
activation input from the identification system to arrive at a response according to the task at 
hand. A response can be made, for instance, as soon as the activation of a particular lexical 
candidate surpasses its recognition threshold. Dynamic adaptations of the task schema occur 
during the experiment due to, for example, the on-line experience with the composition of the 
practice set or stimulus list (e.g., its difficulty and types of nonwords).
The BIA+ model still assumes an integrated lexicon with language nonselective 
access. However, language non-selectivity now not only pertains to orthographic 
representations, but also to semantic and phonological codes. This implies that word 
recognition is not only affected by orthographic overlap, but also by phonological and 
semantic overlap (e.g., Dijkstra et al., 1999; Jared & Kroll, 2001). A basic assumption is the 
similarity of the input to the internal lexical representation and not its language membership
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determines the relative activation of a lexical unit. Task differences may lead to a different 
use of the lexical codes, but non-linguistic context does not affect the activation pattern in the 
word identification system (in contrast to the BIA model).
The BIA+ model assumes there are two orthographic lexical representations for 
interlingual and intralingual homographs, in accordance with recent empirical evidence (e.g., 
Van Hell & Dijkstra, 2002; Lemhöfer and Dijkstra, submitted; Dijkstra, Grainger, & Van 
Heuven, 1999. The distinction between a word identification system and a task/decision 
system limits the functions of the language nodes considerably. The activation of the language 
nodes is now solely based on the activation of other linguistic representations (e.g., lexical 
input or previous sentence context). Because it is further assumed that there is only a slow or 
late feedback from language nodes to the lexical level, language membership can only have a 
limited influence on word recognition.
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' Task schema ^
• Specifies processing steps for task at hand
• Receives continuous output from the
identification system
• Decision criteria determine when a
response is made based on relevant codes
Identification System
Language nodes (L 1 /L 2 J
T
Lexical Orthography
Sublexical Orthography
Semantics
Lexical Phonology
Sublexical Phonology
Figure 3.4. The BIA+ model for bilingual word recognition. 
Arrowheads indicate excitatory connections.
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Relating stimulus to response in BIA+
One aspect of the relationship between the word identification system and the 
task/decision system that is specified in the new account of the BIA+ model concerns 
stimulus-response binding in the lexical decision task. This account may explain why in the 
English lexical decision studies by Dijkstra et al. (1998, Exp. 1) and De Groot et al. (2000, 
Exp. 2), the RTs to Dutch-English interlingual homographs did not differ from those to purely 
English control words.
A basic assumption of the account is that responding in the English lexical decision 
task requires establishing a binding between English words and the ‘yes’ response, and 
between nonwords and the ‘no’ response. If no exclusively Dutch words are present in the 
experiment, the binding between those words and the ‘no’ response will not be strong. We 
will refer to a lexical decision task with exclusively English words and nonwords as EVLD 
(English Visual Lexical Decision). If a participant in an EVLD is presented with a Dutch- 
English homograph, there is no strong binding between the Dutch reading of the homograph 
and the ‘no’ response either (see left panel of Figure 3.5). As a consequence, there is little 
response competition between the English and Dutch readings of the homograph under these 
circumstances. Therefore, the RTs to the homographs will not differ significantly from those 
to the English control words.
However, adding Dutch words to the stimulus list (as was done in Experiment 2 from 
Dijkstra et al., 1998) changes the experimental situation considerably. Now an explicit 
binding will be forged between a Dutch word and a ‘no’ response. We will refer to this task 
with English words requiring a ‘yes’-response and nonwords and Dutch words requiring a 
‘no’-response asMixed-EVLD (Mixed English Lexical Decision). This stronger binding will 
induce more response competition between the two readings of the homograph (see middle 
panel of Figure 3.5) than in the previous experimental situation without purely English words. 
As a consequence, the RTs to the homographs will now become slower than RTs to English 
control words.
Using the same stimuli as the Mixed-EVLD, but changing the task demands leads 
again to a different result pattern for the homographs relative to the English controls. We will 
refer to this task with both English and Dutch words requiring a ‘yes’-response as GVLD 
(Generalized Visual Lexical Decision). As can be seen in the right panel of Figure 3.5, the 
binding of Dutch and English to the ‘yes’-response is equally strong and there is only a 
binding of the ‘no’-response with the nonwords. This change in task demands leads to a 
facilitation effect for the homographs in Dijkstra et al. (1998). This can be explained by the
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fact that both readings of the homograph are connected with ‘yes’ and therefore the item can 
be recognized faster than an English control word.
EVLD 
E item Hom\ / V
Mixed EVLD 
E item Hom D item
l/M
GVLD 
E item Hom D item
W
‘yes’ ‘yes’ ‘yes’
Figure 3.5. Overview of stimulus-response binding in three different lexical decision tasks. Note: EVLD= 
English Visual Lexical Decision; Mixed EVLD= Mixed English Visual Lexical Decision; Generalized VLD= 
Generalized Visual Lexical Decision; E item= English monolingual item; Hom= intralingual homograph; D 
item=Dutch monolingual item. Note: Nonword bindings are omitted.
The stimulus-response binding account specifies one aspect of the relationship 
between the word-identification system and the task/decision system, but several other issues 
remain to be resolved. In particular, it is not clear to what extent and in which ways bilingual 
participants are able to exert cognitive control over their task performance. Can they only 
affect the settings of the decision criteria for performance, or are they also able to influence 
the relative activation of the words from the languages that are relevant in the experimental 
situation at hand?
3.1.2 Comparing the four viewpoints with respect to relative language activation and 
cognitive control
The four viewpoints we have discussed differ with respect to the degree of control 
they assume over the relative activation of words from the two languages of a bilingual.
First, in terms of the Language Mode hypothesis, Grosjean (1997) argues that the 
‘language mode’ a participant is in can affect bilingual lexical processing. Grosjean assumes 
that the language mode of a bilingual can be influenced both by bottom-up and top-down 
factors. Stimulus list composition can affect the activation of the (words of the) languages, 
e.g., encountering a Dutch word will influence the recognition of the next word, if this is 
English. Participant expectations and instruction can also affect the degree of language 
activation. Thus, Grosjean assumes that bilinguals have some control over (the activation of) 
their languages and that such top-down effects (e.g., instruction) can affect the language
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mode a participant is in. The BIMOLA model also assumes that the identification level and 
the decision level interact.
Second, the IC model (Green, 1998) assumes that language task schemas steer 
language activation. As we saw earlier, a language task schema is a mental schema specifying 
how to perform a specific language task. Schemas can change the relative activation of lexical 
representations from the two languages. Green positions this modulation of activation at the 
lemma level. In addition to the schemas, stimulus list composition and participant 
expectations can also influence the activation of different lemmas. Furthermore, there is a 
reactive top-down inhibition effect at the lemma level and an interaction of the identification 
level and the decision level (cf. Grosjean).
Third, the BIA model by Dijkstra and Van Heuven (1998) makes some similar 
assumptions as Green’s IC model, but without referring to the notion of language task 
schemas. The state of language activation is indirectly reflected in the resting level activation 
of the different words, and such activation is also dependent on the relative proficiency of 
each bilingual. Again, stimulus list composition can affect word recognition, but Dijkstra et 
al. position this effect at the word form level, in contrast to Green (lemma level) and Grosjean 
(language mode). They dismiss the notion that the expectation of a participant has a strong 
influence on the state of word activation. Furthermore, they assume a top-down inhibition 
effect from the language nodes on the non-target language items (see also the more detailed 
explanation of the BIA model above). Like the two previous models, the BIA model argues 
that the identification level and the decision level interact.
Fourth, the BIA+ model by Dijkstra and Van Heuven (2002) shares some assumptions 
with the BIA model, for example, that the resting level activation of words reflects relative 
language activation as well as L1/L2 proficiency. However, in BIA+ stimulus list 
composition and participant expectations affect the task/decision level instead of the word 
form level. The model further assumes no top-down inhibition of the task/decision system to 
the identification system, implying that between these two components the 
activation/information flow is purely bottom-up, and that the only type of control that can be 
exerted is in terms of the moment a decision is made or in terms of the lexical activation 
sources on which it is based.
In sum, the first three models (Language Mode view by Grosjean, IC model by Green, 
and BIA model by Dijkstra and Van Heuven) assume an interaction between the identification 
system and the decision system. Here the state of affairs in either system can influence that in
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the other system. For example, the pattern of lexical activation in the word identification 
system may affect parameter settings in the task/decision schema; and task demands, L1/L2 
proficiency, and participant expectancies can affect the relative activation state of words from 
different languages. In contrast, the BIA+ model does not assume such interactivity between 
the identification system and the task schema. According to the BIA+ model, only linguistic 
context (e.g., syntactic or semantic aspects of sentence context) can affect the state of 
activation in the word identification system.
We conclude that the four models of bilingual word recognition agree that the 
bilingual has some control over the activation of different languages. However, they differ in 
the amount of cognitive control they allow, as well as in the proposed locus of this control.
3.1.3 The development of the bilingual word recognition system with increasing L2 
proficiency
At present, the bilingual word recognition models we discussed above focus more on 
the state of affairs in an adult bilingual than on the way the system develops (for a theoretical 
framework that explicitly discusses second-language acquisition, we refer to the Revised 
Hierarchical Model by Kroll and colleagues: Kroll & Stewart, 1994; Kroll & De Groot, 1997). 
Two key notions that must be considered if one wants to study the role of an increasing L2 
proficiency in bilingual word recognition are automatisation and cognitive control. It has been 
assumed that both automatisation and cognitive control become stronger when the proficiency 
in the processing of a language increases. In the following section, we will first examine 
automatisation in more depth, and subsequently discuss the aspect of cognitive control.
3.2 Automatisation
Automatic processes have extensively been studied for more than two decades for all 
aspects of human cognitive processing. The most important characteristics of automatic 
processing have been defined as follows (e.g., Posner & Snyder, 1975; Shiffrin & Schneider, 
1977).
• They occur without intention. This implies that a participant has no control over these 
processes.
• They occur without conscious awareness of the participant. One is not aware of how a 
certain action is executed, for example, how a particular synchronized movement is 
made by exciting a number of muscles in the right order and at the right time.
63
Chapter 3
• They make few demands on cognitive resources. Thus, during the execution of 
automatic processes, one is able to perform other cognitive processes simultaneously. 
For example, during a grasping movement making a subtraction is not very hard to do. 
Performing two non-automatized actions at the same time (e.g., doing a calculation 
while remembering a list of items) is much harder.
• They are fast. Automatic processes do not take long, which makes the system function 
more efficient and faster in executing certain tasks.
Let us now focus on the automatic processes that occur during bilingual word recognition. 
Tzelgov, Henik, and Leiser (1990; also Tzelgov, Porat, & Henik, 1997) investigated the role 
of automaticity in reading a word by means of the Stroop task. During this task, participants 
are asked to name the color of the ink in which a word is written. For example, the correct 
naming for the word ‘WHITE’ in this thesis would be ‘black’, because it is printed in black 
ink. Color naming is slower in a case like this, where the color word and the ink color are 
incongruent. It has been proposed that this Stroop effect first increases, but later decreases 
with increased proficiency in the language of the target word. Tzelgov et al. conducted a 
bilingual Stroop task with Arabic-Hebrew bilinguals and obtained both within-language and 
between-language Stroop effects. The between-language Stroop effects seemed to be 
attenuated by the participants’ proficiency in L2. More proficiency led to less Stroop 
interference. One can assume that this change in Stroop effect was due to a change in 
automaticity.
A difficult issue is how one can measure the relative automaticity of the L1/L2 word 
recognition processes for different participants and items. Most research concerning this 
question has been performed by Segalowitz and his colleagues.
Segalowitz and Segalowitz (1993) argued that two types of changes in performance 
can occur when words in the second language are acquired and become more familiar through 
regular use or repetition. First, a general increase in processing rate could occur. In this case, 
word recognition processes proceed more quickly than before, but they still need the same 
amount of attention to be performed (cf. ‘performance fluency’; Segalowitz, 2000). Second, a 
qualitative change or restructuring could occur. In this case, the component processes 
underlying bilingual word recognition again take place more quickly, but some processing 
components become automatized (cf. ‘cognitive fluency’; Segalowitz, 2000). According to 
Segalowitz and Segalowitz, the difference between these two types of faster processing can be
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distinguished in the data by computing the so-called Coefficient o f Variability (CV). This CV 
measure is defined as standard deviation divided by mean reaction time. The CV measure will 
not necessarily change when processing merely becomes faster (because both RT and SD will 
decrease in size), but it will decrease if a ‘qualitative change’ (namely automatisation) occurs. 
In that case, some components of processing will be eliminated or reduced, and the change in 
SD will not be linearly proportional to the change in RT. This will result in a significant 
correlation between CV and RT, because the reduction in RT will be accompanied by a more 
than proportional reduction in SD. As an example, one might imagine that in an automatized 
word recognition system, individual letters would no longer require attention to be 
recognized.
The authors tested the usefulness of the CV measure in a bilingual experiment 
consisting of two parts. In the first part, they let participants perform the simple test of 
detecting a visual square on a computer screen. Participants were instructed to press a button 
as fast as possible when they saw the square appear. The authors found a significant 
correlation between SD and RT, but no correlation between CV and RT. According to them, 
the differences in SDs in this task (some participants were faster in square detection than 
others) did not reflect a qualitative change in processing, most likely because this particular 
task did not “require a differential use of effortful processing” (Segalowitz et al., 1993).
In the second part of the study, French-English bilingual participants who differed in 
their proficiency of English performed a lexical decision task, which is assumed to involve 
effortful processing. Now, a positive correlation of CV with RT was found. This positive 
correlation was interpreted as an indication that the faster participants showed less variability 
than the slower participants, and that this processing of the faster participants was not just 
faster, but also reflected a restructuring of their psychological processes relative to the other 
group (i.e. automatisation).
Segalowitz, Segalowitz, and Wood (1998) applied the CV measure in a somewhat 
different experimental setting. They were convinced that one could automatize the processing 
of L2 words by practice. During a two-semester course of French, English students were 
given a lexical decision task in French. On the basis of the results in this lexical decision task, 
the participants were divided into two groups: an initially-fast group and an initially-slow 
group. Next, the participants performed two more French lexical decision tasks. The initially- 
fast group showed a significant positive correlation between CV and RT at all three test times. 
The initially-slow group showed no significant correlation at the initial test, but did so in the 
middle and end test, presumably because of the training during the course. The authors argued
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that in the end both groups showed automaticity with respect to the processing of the French 
items in the task.
Segalowitz further proposed that an increase in bilingual proficiency will lead to 
‘restructuring’ of underlying processing mechanisms and hence to improved performance in 
any RT task. Thus, it should be possible to take the empirical data for a particular bilingual 
RT task and calculate whether the performance of a participant or participant group is 
automatized.
3.3 Cognitive control
Processes under cognitive control can be characterized as follows.
• They require attention. In contrast to automatized processes, participants are conscious 
(aware) of controlled processes and such processes need the partial (or full) attention 
of the participant.
• They are flexible, meaning that they are prone to change when necessary. For 
example, when an item from another language is suddenly encountered in a 
monolingual task, controlled processes are able to change the applied decision criteria 
in accordance with the sudden change in stimulus list composition.
• They limit the capacity of the resources available. It is difficult to perform other 
processes when a controlled process is taking place, due to the limits on attentional 
capacity.
Note that the notion of cognitive control as defined in this way contrasts with the view of 
automatisation that was expressed in the earlier section. It appears that these two components 
of increased proficiency stand in a paradoxical relationship with each other: Increased 
cognitive control appears to imply a decrease in automatisation, and vice versa. This is, of 
course, in apparent contradiction with the often made assumption that both control and 
automaticity increase with an increase in proficiency. We will come back to this problem after 
we have discussed in more detail how we measured cognitive control in the present study.
Our proposal with respect to the experiments to be reported, is that the amount of control 
participants have over their word recognition system is reflected in their performance in 
different tasks. As a consequence, differences in the result patterns in different tasks can be 
taken to reflect differences in control across these tasks. For the experiments by Dijkstra et al. 
(1998), for example, one could state that the null effects for homographs in the English lexical
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decision task arose because the participants were to some extent able to ‘control’ their native 
language (Dutch). However, the experiment with added Dutch words, which required a ‘no’- 
response, did show an inhibitory homograph effect. Possibly, due to the presence of the Dutch 
items in the stimulus list of this experiment, the participants were no longer able to ‘control’ 
their native language under these circumstances to the same extent (because they ‘needed’ 
their L1 to perform the task). In other words, both readings of an interlingual homograph 
became active, leading to response competition and therefore to slower RTs than to purely 
English control words (cf. the stimulus-response binding account by Dijkstra and Van 
Heuven, 2002, discussed above).
In sum, the comparison of performance in a purely language-specific lexical decision 
task with that in a ‘mixed’ lexical decision task (including words from both languages, bound 
to either ‘yes’ or ‘no’) can be considered to reflect the relative amount of control participants 
have over their languages in these two tasks. Similarly, the comparison of performance in a 
purely monolingual task with that in a generalized language decision task (words from both 
languages requiring a ‘yes’-response) can also be considered as an independent measure 
reflecting the relative amount of participant control.
In the next section, we will zoom in on the series of experiments that we conducted, 
using the cross-task comparison to measure cognitive control and the CV ratio to measure 
degree of automaticity in four groups of participants differing in their relative L2 proficiency.
3.4 The present experiments
To investigate the role of the two key concepts discussed above, namely cognitive 
control and automatisation, we decided to run three different lexical decision experiments (cf. 
Dijkstra et al., 1998). The first experiment involved a purely English visual lexical decision 
task (EVLD), requiring a ‘yes’-response for English items and a ‘no’-response for nonwords 
(no Dutch words were included in the task). The second experiment involved a mixed English 
lexical decision task (Mixed-EVLD), requiring a ‘yes’-response for English items, and a ‘no’- 
response for Dutch items and nonwords. Finally, the third experiment involved a generalized 
visual lexical decision task (GVLD), requiring a ‘yes’-response to both English and Dutch 
items, and a ‘no’-response for nonwords.
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All three experiments included Dutch-English interlingual homographs, exclusively 
English items, and nonwords. The Mixed-EVLD and the GVLD experiments also contained 
purely Dutch items (see also Appendices, page 221, for a full overview of the different items). 
One part of the purely Dutch and English words were matched in all relevant item 
characteristics to the interlingual homographs, while the other part consisted of a selection 
covering a large frequency range of items from the particular language. Thus, among these 
“frequency range items”, there were low-frequency items, middle frequency items, and high- 
frequency English and Dutch items.
To investigate the effects of proficiency on cognitive control and automatisation, four 
different bilingual participant groups were tested. The group with the least proficiency in 
English was a group of third-grade high school students, followed by fifth-grade high school 
students and then university students. The group most proficient in English were Ph.D. 
students and staff members at the NICI (Nijmegen Institute for Cognition and Information).
In general, we expect to replicate the pattern of homograph effects obtained by 
Dijkstra et al. (1998), because tasks and materials are to a large extent comparable. Thus, for 
the proficiency groups that are most comparable to those in the earlier studies, we expect null­
effects for homographs in the language-specific lexical decision task (EVLD), inhibition 
effects in the mixed task (Mixed-EVLD), and facilitation effects in the generalized lexical 
decision task (GVLD). However, we also expect to find differences in the magnitude of the 
effects for the different proficiency groups. If cognitive control is less for the less proficient 
bilinguals, even in a purely monolingual task interference from the other language (in this 
case their L1) might occur. Therefore, instead of null effects in the EVLD task, a significant 
homograph effect might be obtained for the third-grade high school students. Less L2 
proficient groups might further show stronger inhibition effects and weaker facilitation 
effects. Finally, we note that a perfect cognitive control over relative language activation in 
the highest proficiency group would result in null-effects in the EVLD and MEVLD, but not 
in the GVLD. The argument here is that the participants’ performance would benefit from 
suppressing the native language (L1) in the first two tasks, but not in the third task.
At the same time, the degree of automatisation is assessed by means of the CV 
measure of Segalowitz and Segalowitz (1993). We take it that this measure can be applied in a 
way that differs somewhat from that of these researchers. We do not only assume that a 
certain participant group may be less automatized than another group, but also that the degree 
of automatisation differs for higher- and lower-frequency items within participants of the
68
Cognitive control and automatisation in bilingual word recognition with different proficiencies
same proficiency group. In fact, we assume there are certain low frequency words in a 
language that are not recognized by automatized processes, at least not for participants in the 
lowest proficiency groups, who have just acquired such items. In other words, we will not 
only calculate the CV measure for these English frequency range items across participant 
groups, but also within a group for the different item categories. For low proficiency 
participants, we expect to find an indication that low-frequency English words are not 
automatized yet, while higher frequent words are (see also Figure 3.6). In this figure the four 
columns represent the four different proficiency groups, and the three rows represent the three 
frequency categories of the English frequency range items. Thus, we expect to find the 
highest CV in the upper left corner and the smallest CV in the bottom right corner.
Proficiency
a 1 a 2 a 3 a 4
a I LF
a n MF
a m HF
MF
HF
HHF
Figure 3.6. The expected pattern of CV measures across participant proficiency groups and item frequency 
groups. The left upper corner will contain the largest CV and the right bottom corner will contain the smallest 
CV. Note: a = CV measure; LF = low frequency; MF = middle frequency; HF = high frequency; HHF = very 
high frequency.
In the following chapters we will discuss the three experiments and their results for the 
four different proficiency groups. Table 3.1 gives an overview of the design and stimulus list 
composition of the three experiments with an overview of their similarities and dissimilarities. 
For all three experiments and four proficiency groups an analogous series of analyses will be 
executed. First, analyses of variance will be reported for the different test conditions followed 
by similar analyses of error rates (statistical analyses will only be reported for comparisons and 
effects associated with a p smaller than .10). Next, the obtained Coefficients of Variability for 
each experiment will be reported. Each section ends with correlational analyses and a series of 
hierarchical regression analyses.
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Table 3.1. An overview of the design and conditions for the three experiments.
Note: E controls = English controls matched in frequency to the English reading of the homograph; 
D controls = Dutch controls matched in frequency to the Dutch reading of the homograph;
E item = English frequency range items; D items = Dutch frequency range items;
HH = High frequent in both English and Dutch;
HL = High frequent in English, Low frequent in Dutch;
LH = Low frequent in English, High frequent in Dutch;
HF = High frequent;
MF = Middle frequent;
LF = Low frequent.
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4. Experiment 1: English Visual Lexical Decision
4.1 Method 
Participants
Thirty-two third-grade high school students (mean age: 14.8 years), 29 fifth-grade high 
school students (mean age: 16.9 years), 19 students of the University Nijmegen (mean age: 
22.5 years), and 12 NICI staff members and Ph.D. students (Highest Proficiency group, mean 
age: 40.2 years) were paid to participate in the experiment. All were native speakers of 
Dutch.
Stimulus materials
In total, the stimulus set consisted of 420 items of which 210 were words and 210 
nonwords. All word items were selected from the CELEX database (Baayen, Piepenbrock & 
Van Rijn, 1993) and had a length of 3, 4, 5, or 6 letters. The items belonged to 10 different 
test conditions (see Appendix on page 221, for an overview of the conditions). First, there 
were three frequency conditions that consisted of 14 interlingual homographs each. The 
homographs in these conditions were of high frequency (frequency larger than 10 0  
occurrences per million or opm) in English and in Dutch (HFE-HFD; mean opm respectively 
233 and 104), of high frequency in English and low frequency (frequency less than 10 opm) 
in Dutch (HFE-LFD; mean opm respectively 244 and 9), or of low frequency in English and 
high frequency in Dutch (LFE-HFD; mean opm respectively 32 and 114). Next, 42 English 
control words were selected that were matched in frequency and length to the English reading 
of the various homographs. Furthermore, 126 exclusively monolingual English items were 
added of which the frequency varied across the total English frequency range items; these 
could also be allocated to three groups of words, containing low frequency English words (5 
opm), middle frequency English words (48 opm), and high frequency English words (415 
opm). Finally, 210 nonwords were constructed with an orthographic structure that is legal in 
English. The nonwords were divided in three categories. First, 70 nonwords were derived 
from a low frequent English word (0-10 opm) by changing one letter (LFENW). Second, 70 
other nonwords were derived from a middle frequent English word (10-100) by also changing 
one letter (MFENW).
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Finally, 70 nonwords (NEUTRAL) were constructed that had a structure specifically 
belonging to neither the Dutch nor the English language (as rated on a scale from 1 to 7 by a 
group of 10 Ph.D.-students).
Design and Procedure
The experimental design (see also Appendices on page 229) had as within-subject 
factors Lexical Status (word/nonword), Type of Target (homograph, control, and frequency 
range items), and Frequency Category (HFE-HFD, HFE-LFD, LFE-HFD), and as between- 
subject factor Order of Item Presentation (6  different lists of presentation were constructed). 
The design consisted of four blocks of 126 items with presentation of blocks rotated across 
participants. The presentation order of items within a block was randomized individually with 
the restriction that no more than three words or nonwords were presented in a row.
Each participant was tested individually. The presentation of the visual stimuli and the 
recordings of the RTs were controlled by a Apple Powerbook G3 400 MHz with 128 
megabytes of working memory, with an external Multiplescan 15AV Display. The 
experimentation software was developed by the technical group of the University in Nijmegen 
and extensively tested before use.
The participants were seated at a table with the computer monitor at a 60 cm distance. 
The visual stimuli were presented in capital letters (24 points) in New Courier font in the 
middle of the screen on a white background. The participants performed an English visual 
lexical decision task. They first read a Dutch instruction, telling them that they would see a 
letter string to which they were supposed to react by pressing the ‘yes’ button when it was an 
English word or the ‘no’ button when the letter string was not a word. The participants were 
told to react as quickly as possible without making too many errors. Each trial started with the 
visual presentation of a fixation dot for 500 ms followed after 150 ms by the target letter 
string in the middle of the screen. The target letter string remained on the screen until the 
participant responded or until a maximum of 2000 ms. When the button was pressed, the 
visual target stimulus disappeared and a new trial was triggered immediately.
The experiment was divided in three parts of equal length. The first part was preceded 
by 24 practice trials. After the practice set the participant could ask questions. All 
communication between participant and experimentator was conducted in Dutch (taking into 
account the low level of English of the lowest proficiency group). After the experiment, the 
participants were asked to fill out two questionnaires, one on paper about their level of 
proficiency in the English language, and one on the computer evaluating their knowledge of
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the stimulus words used in the experiment on a 7-point scale. In total, the experimental 
session lasted about 45 minutes.
4.2 Results
In the following sections, the results for each proficiency group will be discussed in detail. 
The reader whose primary interest lies in the overall results and in differences between the 
groups is referred to page 95.
4.2.1 Results third-grade high school students
Data cleaning procedures were based on error rates for items and participants. First, 
the data of nine third-grade high school participants with error rates larger than 2 0  percent 
were excluded from further analyses. This left us with the data of 23 participants. Second, 
four items of the English frequency range group with mean error rates larger than 30 percent 
in each group were discarded, because we suspected that these items were not known by most 
participants of this proficiency group (FLU, VENOM, AURAL, and TUNA). However, 
leaving out these items did not affect the outcome pattern of the statistical analyses. Third, 
RTs that were outside the range of two standard deviations from both the participant and item 
mean in a particular condition were considered as outliers and were discarded (1.9 percent of 
all data). Fourth, incorrect responses were removed from the data (13.6 percent of all data). 
The mean RTs for all conditions are presented in Table 4.1 The words were reacted to 94 ms 
faster than nonwords (743 ms and 837 ms, respectively).
Table 4.1. Mean RTs (in ms), SDs, and error percentages for the interlingual homographs, monolingual English 
control words, and nonwords in the EVLD for the third-grade high school students.____________________
HFE-HFD HFE-LFD LFE-HFD All
Homographs pool angel brief
RT 789 698 752 746
SD 132 77 146 118
Error 23 4 26 18
English Controls thief child weird
RT 726 681 789 732
SD 80 86 118 95
Error 12 6 2 0 13
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LFE MFE HFE All
English frequency range items beetle thumb month
RT 859 740 664 754
SD 128 78 69 92
Error 46 12 2 16
LFENW MFENW NEUTRAL All
Nonwords lopth tronch polt
RT 835 860 816 837
SD 125 128 109 121
Error 11 9 7 9
Analyses of variance
We will first present the analyses of variance (ANOVA) that were conducted on the 
RT and error results for the homographs and English controls together. These analyses will be 
followed by those for the English frequency range words and the nonwords. All pairwise 
comparisons referred to as significant in the following section and elsewhere in this thesis are 
associated with an alpha level of .05 or smaller.
Analysis o f variance for homographs and English controls.
In the analysis for the interlingual homographs and the English controls, a repeated 
measurement design was used with Type of Target (homograph versus English control) and 
Frequency Category (three levels) as factors. The associated analysis showed no main effect 
of Type of Target, but a significant effect of Frequency Category [F1(2,44)=25.76, p<.001; 
F2(2,78)=8.67, p<.001], and a significant interaction [F1(2,44)=4.6, p<.05; F2(2,78)=3.42, 
p<.05]. These results reflect that the homographs and the English controls only differ 
significantly in the HFE-HFD category, as indicated by a pairwise comparison. In this 
category, participants react significantly slower to the homographs than to the English 
controls (789 ms versus 726 ms, respectively). In the other two frequency categories the 
pairwise comparisons of homograph and English control did not reach significance.
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Analysis o f variance for English frequency range items.
The analysis for the frequency range items showed a significant main effect of 
Frequency Category [F1(2,44)=121.75, p<.001; F2(2,119)=55.79, p<.001]. As demonstrated 
by planned comparisons, all three categories (LFE, MFE, and HFE) differed significantly 
from each other, (859 ms, 740 ms, and 664 ms, respectively).
Analysis o f variance for the nonwords.
The analysis for the nonwords showed a significant main effect of Type of Target 
[F1(2,44)=12.71, p<.001; F2(2,123)=5.59, p<.01]. Pairwise comparisons showed that all three 
conditions differed significantly from each other (RTs to LFENW: 835 ms, MFENW: 860 ms, 
and Neutral: 816 ms, respectively).
Error analyses
Because of the large error rates (see also Table 4.1) in some conditions, error analyses 
of the various conditions seemed appropriate. The same analyses for the error data as the RT 
data were conducted and will be reported below in the same order as the RT analyses.
Analysis o f errors for the homographs and the English controls.
The error analysis for the homographs and the English controls with Type of Target 
and Frequency Category as factors showed a significant main effect of Type of Target 
[F1(1,22)=7.15, p<.05; F2(1,78)=1.49, ns], but only in the participant analysis. A significant 
main effect of Frequency Category was found, both by participants and by item 
[F1(2,44)=40.92, p<.001; F2(2,78)=6.73, p<.01]. There was also a significant interaction, but 
only by participant [F1(2,44)=4.98, p<.05; F2<1]. Analyzing each frequency category 
separately, a significant difference in the error rates was only found between the homographs 
and their matched English controls in the HFE-HFD category. Significantly more errors were 
made for the homographs than for the English controls in this category (23 versus 12 percent, 
respectively).
Analysis o f errors for the English frequency range items.
The error analysis for the English frequency range items revealed a significant main 
effect of Frequency Category [F1(2,44)=296.87, p<.001; F2(2,119)=63.55, p<.001]. As 
indicated by pairwise comparisons, all three categories differed significantly from each other.
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Most errors were made in the LFE category (46%), followed by the MFE category (12%), and 
the least errors were made in the HFE condition (2%).
Analysis o f errors for the nonwords.
An analysis on the errors for the nonwords also showed a significant main effect of 
Type of Target, but only in the analysis by participants [F1(2,44)=5.38, p<.01;
F2(2,207)=1.33, ns]. The nonwords derived from low frequency English words (LFENW) 
were more prone to errors than the Neutral nonwords (11% versus 7%, respectively)
CV analyses
The Coefficient of Variability (CV by Segalowitz and Segalowitz, 1993) was also 
calculated for each item of the English frequency range items. These CVs are reported below 
together with the relevant ANOVAs (only item analyses) and correlations.
Analysis o f CV for the English frequency range items.
Table 4.2. CVs and correlations of CV with RT for English frequency items.
LFE MFE HFE
CV .28 .27 .23
R(CV,RT) .02 .31* .29
The analysis showed a significant main effect of Frequency Category [F2(2,118)=6.28, 
p<.01]. Pairwise comparison showed significant differences in CV between the LFE and MFE 
condition on the one hand and the HFE condition on the other hand (.28 and .27 versus .23).
The correlation between CV and RT was significant (p<.05) for the MFE condition 
(.31), and the correlation for the HFE condition (.29) was marginally significant (p=.06).
Correlational analyses
Next, we were interested in the extent to which a number of word form variables 
affect the RT results of the lexical decision task (cf. De Groot et al., 2000). The word form 
variables were English objective frequency (EF), Dutch objective frequency (DF), English 
logarithmic frequency (LogEF), Dutch logarithmic frequency (LogDF), English subjective 
frequency (familiarity ratings) (EFAM), word length (LEN), Number of English neighbors 
(NumEN), Number of Dutch neighbors (NumDN), and Total number of neighbors (in both L1
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and L2, TotNumN). The correlations between these variables and with RT are summarized in 
Table 4.3 (See Appendices, page 234, for an overview of all correlations).
Table 4.3. Correlations between selected variables with RT in the EVLD of the third-grade 
high school students._________________________________________________
Homographs English controls EFreqrange Nonwords
1 DF .13 - - -
2 LogDF .09 - - -
3 EF -.18 -.36** -.39** -
4 LogEF -.28 -.49** -.69** -
5 EFAM -.46** -.85** -.81** -
6 LEN -.19 .13 .24** .39**
7 NumEN .03 -.14 -.31** -.17*
8 NumDN .28 -.31* -.29** -.17*
9 TotNumN .16 -.24 -.33** -.17
Note: EFregrange = English frequency range items (LFE-MFE-HFE); EF = English frequency (in opm);
DF = Dutch frequency (in opm); LogEF = English logarithmic frequency; LogDF = Dutch logarithmic frequency; 
EFAM = English familiarity (subjective ratings); LEN = number of letters of item; NumEN = Number of English 
Neighbors; NumDN = Number of Dutch Neighbors; TotNumN = Total Number of Neighbors.
Table 4.3 shows that the subjective frequency (familiarity) ratings led to higher correlations 
than objective and logarithmic English frequency. Furthermore, there were clear effects of 
neighborhood density for the English items that varied over a frequency range.
Hierarchical regression analyses
In order to assess the relative importance of these variables with respect to the 
explained variance in the RTs, we conducted a series of hierarchical regression analyses 
(method: enter, with separate input of predictor factors), in which the choice and order of the 
predictors was based on theoretical considerations and predictions made before the 
experiment was executed (see also Martensen, Maris, & Dijkstra, 2000). For the interlingual 
homographs, subjective frequency, English log frequency, Dutch log frequency, and length 
were entered as predictors. The input order of these predictors was dependent on the 
frequency category under analysis (for the LFE-HFD category Dutch frequency was entered 
before English frequency, for the HFE-LFD category this was reversed). For the English 
frequency range items, the subjective frequency, English log frequency, and length were 
considered as predictors. The results of the different regression analysis can be seen in Table
4.4 to Table 4.6.
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Table 4.4. Explained variance for the different homograph categories in the hierarchical regression analysis 
for the third-grade high school students._______________________________________________
HFE-HFD HFE-LFD LFE-HFD
Step Predictors R 2 R 2inc R 2 R 2inc R 2 R 2inc
1 EFAM 34.3 34.3* 12 .0 1 2 .0 3.2 3.2
2 EFAM, LogEF 42.0 7.7 2 2 .8 10.8 7.0 3.9
3 EFAM, LogEF, LogDF 42.1 0.1 37.6 14.9 8.5 1.5
4 EFAM, LogEF, LogDF, LEN
^ __ ™2x _________
45.6 3.5 71.5 33.9* 22.7 14.1
Note: Explained variance (R ) is given as a percentage. 
R2inc is the increase of R2 after adding a new factor.
Table 4.5. Explained variance for all homographs in the hierarchical regression
analysis for the third-grade high school students._____________________
All homographs
Step Predictors R2 R2inc
1 EFAM 2 1 .0 2 1 .0
2 EFAM, LogEF 2 1 .1 0.1
3 EFAM, LogEF, LogDF 2 1 .1 0.0
4 EFAM, LogEF, LogDF, LEN 32.2 1 1 .1
Note: Explained variance (R ) is given as a percentage. 
R2inc is the increase of R2 after adding a new factor.
Table 4.6. Explained variance for the English frequency range items in the
hierarchical regression analysis for the third-grade high school students._______
English frequency range items
Step Predictors R2 R2inc
1 EFAM 65.1 65.1**
2 EFAM, LogEF 65.4 0.3
3 EFAM, LogEF, LEN
^  __ ™2, ___
6 6 .6 1 .2 *
Note: Explained variance (R ) is given as a percentage. 
R2inc is the increase of R2 after adding a new factor.
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4.2.2 Results fifth-grade high school students
Data cleaning procedures were based on error rates for items and participants. First, to 
keep the analyses comparable across participant groups, the same four items of the English 
frequency range group were discarded as for the third-grade participants (FLU, VENOM, 
AURAL, and TUNA). These items also led to error percentage of more than 30 percent in 
different conditions of the present participant group. Leaving out these items did not affect the 
outcome pattern of the statistical analyses. Second, RTs that were outside the range of two 
standard deviations from both the participant and item mean in a particular condition were 
considered as outliers and were discarded (2.1 percent of all data). Third, incorrect responses 
were removed from the data (9.9 percent of all data). The mean RTs, SDs, and error 
percentages for all conditions are presented in Table 4.7. The words were reacted to 89 ms 
faster than nonwords (628 ms and 717 ms, respectively).
Table 4.7. Mean RTs (in ms), SDs, and error percentages for the homographs, monolingual English controls, 
and nonwords in the EVLD for the fifth-grade high school students._____________________________
HFE-HFD HFE-LFD LFE-HFD All
Homographs pool angel brief
RT 659 560 644 621
SD 95 45 121 87
Error 15 2 16 11
English Controls thief child weird
RT 618 590 662 623
SD 57 60 67 61
Error 5 2 14 7
LFE MFE HFE All
English frequency range items beetle thumb month
RT 730 626 564 640
SD 87 51 44 61
Error 33 5 2 13
LFENW MFENW NEUTRAL All
Nonwords lopth tronch polt
RT 721 730 699 717
SD 94 82 68 81
Error 9 9 6 8
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Analyses of variance
We will follow the same analysis procedure as for the third-grade group, first 
presenting the ANOVA for the homographs and English control words together and then the 
ANOVAs for the English frequency range items and the nonwords.
Analysis o f variance for the homographs and the English controls.
In the analysis for the homographs and the English controls, a repeated measurement 
analysis was executed with Type of Target and Frequency Category as factors. The analysis 
showed no significant effect of Type of Target, but a significant main effect of Frequency 
Category [F1(2,56)=34.65, p<.001; F2(2,78)=12.61, p<.001], and a significant interaction 
[F1(2,56)=7.71, p<.01; F2(2,78)=3.52, p<.05]. These results reflect a significant difference 
between the homographs and the English controls in the HFE-HFD category. In this category, 
participants were significantly slower in reacting to the homographs compared to the English 
controls (659 ms versus 617 ms, respectively). There was also a significant difference in the 
RTs for the homographs and controls of the HFE-LFD category, although there the 
homographs were reacted to 30 ms faster compared to the English controls (560 ms versus 
590 ms, respectively).
Analysis o f variance for the English frequency range items.
The analysis for the frequency range items showed a significant main effect of 
Frequency Category [F1(2,56)=156.03, p<.001; F2(2,119)=48.94, p<.001]. All three categories 
of items (LFE, MFE, and HFE) differed significantly from each other, as indicated by planned 
comparisons (730 ms, 626 ms, and 564 ms, respectively).
Analysis o f variance for the nonwords.
The analysis for the nonword RTs resulted in a significant effect of Type of Target 
[F1(2,56)=10.38, p<.001; F2(2,207)=4.32, p<.05]. Pairwise comparisons showed that the 
LFENW and MFENW conditions differed significantly from the Neutral nonword condition, 
having RTs of 721 ms and 730 ms versus 699 ms, respectively.
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Error analyses
Analysis o f errors for the homographs and the English controls.
Next, an error analysis was performed on these data. For the homographs and the 
English control words a significant main effect of Type of Target [F1(1,28)=13.71, p<.001; 
F2(1,78)=2.17, ns] and of Frequency Category [F1(2,56)=34.12, p<.001; F2(2,78)=7.32, 
p<.01] was found, as well as a significant interaction [F1(2,56)=5.39, p<.01; F2<1], although 
only significant in the participant analysis. To find out which frequency categories were 
responsible for the significant main and interaction effects, a separate analysis was conducted 
for each category. The analysis showed only a significant difference between homographs and 
English controls in the HFE-HFD condition [F1(1,28)=20.28, p<.001; F2(1,26)=3.20, p=.085]. 
The participants made more errors for the homographs than for the English controls (15% 
versus 5%).
Analysis o f errors for the English frequency range items.
For the English frequency range items a significant effect of word frequency was 
found [F1(2,56)=171.27, p<.001; F2(2,119)=61.45, p<.001]. Most errors were made in the 
LFE condition (33%), followed by the MFE condition (5%) and the HFE condition (2%).
Analysis o f errors for the nonwords.
A significant difference with respect to error rate was found for the nonwords 
[F1(2,56)=8.35, p<.001; F2(2,207)=2.09, ns], but only in the participant analysis. Fewer errors 
were made in the Neutral nonword condition than in the other two nonword conditions (6% 
versus 9%).
CV analyses
The Coefficient of Variability (CV) was again calculated for each item of the English 
frequency range items. These CVs are reported below together with the relevant ANOVAs 
(only item analyses) and correlations.
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Analysis o f CV for the English frequency range items.
Table 4.8. CVs and correlations between CV and RT for the English frequency items.
LFE MFE HFE
CV .29 .24 .20
R(CV,RT) .09 .54** .39*
The analysis showed a significant main effect of Frequency Category 
[F2(2,119)=21.31, p<.001]. Pairwise comparison showed a significant difference in CV 
between all conditions. The correlation between CV and RT was significant for the MFE and 
HFE condition.
Correlational analyses
Correlational analyses were conducted in the same way as for the third-grade high 
school students. The correlations between these variables and with the RT are summarized in 
Table 4.9 (for an overview of all correlations see Appendices, page 235). As before, English 
familiarity and neighborhood density correlated highly with the RTs.
Table 4.9. Correlations between the selected variables with RT in the EVLD for the fifth-grade 
high school students in the different conditions._________________________________
Homographs English controls EFreqrange Nonwords
1 DF .31* - - -
2 LogDF .39** - - -
3 EF -.08 -.36* -.35** -
4 LogEF -.29 - 4 3 ** -.6 8 ** -
5 EFAM -.62** - 72** -.79** -
6 LEN .14 .19 .16 - 3 4 **
7 NumEN -.03 -.35 -.2 1 * - .1 2
8 NumDN -.06 -.26 - 2 3 ** -.08
9 TotNumN -.05 -.32* - 2 4 ** -.1 1
Note: RTI = reaction time item; EF = English frequency (opm); DF = Dutch frequency (opm); LogEF = English 
logarithmic frequency; LogDF = Dutch logarithmic frequency; EFAM = English familiarity (subjective ratings); 
LEN = number of letters of item; NumEN = Number of English Neighbors; NumDN = Number of Dutch 
Neighbors; TotNumN = Total Number of Neighbors.
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Hierarchical regression analyses
Hierarchical regression analyses were carried out in the same way as for the third- 
grade high school students. The results of the different regression analyses can be seen in 
Table 4.10 to Table 4.12.
Table 4.10. Explained variance for the different homograph categories in the hierarchical regression analysis 
for the fifth-grade high school students.________________________________________________
HFE-HFD HFE-LFD LFE-HFD
Step Predictors R 2 R 2inc R 2 R 2inc R 2 R 2inc
1 EFAM 60.3 60.3** 15.9 15.9 6.1 6.1
2 EFAM, LogEF 73.3 13.0* 17.5 1.7 8.2 2 .1
3 EFAM, LogEF, LogDF 80.4 7.1 23.7 6 .2 8.6 0.4
4 EFAM, LogEF, LogDF, LEN
^ __ ™2, _____......
83.7 3.3 23.7 0 .0 9.0 0.4
Note: Explained variance (R ) is given as a percentage. 
R2inc is the increase of R2 after adding a new factor.
Table 4.11. Explained variance for all homographs in the hierarchical regression 
analysis for the fifth-grade high school students._______________________
All homographs
Step Predictors R 2 R 2inc
1 EFAM 37.9 37.9**
2 EFAM, LogEF 40.6 2.7
3 EFAM, LogEF, LogDF 46.5 5.9*
4 EFAM, LogEF, LogDF, LEN 46.6 0.1
Note: Explained variance (R ) is given as a percentage. 
R2inc is the increase of R2 after adding a new factor.
Table 4.12. Explained variance for the English frequency range items in the 
hierarchical regression analysis for the fifth-grade high school students.________
English frequency range items
Step Predictors R2 R2inc
1 EFAM 62.3 62.3**
2 EFAM, LogEF 62.6 0.3
3 EFAM, LogEF, LEN
^  __ ™2, ___
63.6 1.0
Note: Explained variance (R ) is given as a percentage. 
R2inc is the increase of R2 after adding a new factor.
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4.2.3 Results University Students
Data cleaning procedures were based on error rates for items and participants. First, 
the same four items of the English frequency range group were discarded as for the earlier 
two participant groups, because again they led to error rates of over 30 percent (FLU, 
VENOM, AURAL, and TUNA). Leaving out these items did not affect the outcome pattern of 
the statistical analyses. Second, RTs that were outside the range of two standard deviations 
from both the participant and item mean in a particular condition were considered as outliers 
and were discarded (1.7 percent of all data). Third, incorrect responses were removed from 
the data (7 percent of all data).
The mean RTs for all conditions are presented in Table 4.13. The students reacted to 
the words with a mean of 593 ms and for the nonwords a mean of 660 ms (67 ms difference).
Table 4.13. Mean RTs (in ms), SDs, and error percentages for the homographs, monolingual English controls, 
and nonwords in the EVLD for the university students.______________________________________
HFE-HFD HFE-LFD LFE-HFD All
Homographs pool angel brief
RT 594 540 592 575
SD 70 43 77 63
Error 15 1 13 10
English Controls thief child weird
RT 605 541 617 588
SD 48 39 88 58
Error 5 4 7 5
LFE MFE HFE All
English frequency range items beetle thumb month
RT 680 577 531 596
SD 86 48 37 57
Error 25 5 1 10
LFENW MFENW NEUTRAL All
Nonwords lopth tronch polt
RT 682 677 663 674
SD 114 10 2 84 10 0
Error 6 6 4 5
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Analyses of variance
Analysis o f variance for the homographs and the English controls.
In the analysis for the homographs and the English controls a repeated measurement 
analysis was executed with as factors Type of Target and Frequency Category. The analysis 
showed no effect of Type of Target, but led to a significant main effect of Frequency 
Category [F1(2,22)=14.29, p<.001; F2(2,78)=14.18, p<.001] and no significant interaction.
Analysis o f variance for the English frequency range items.
The analysis for the frequency range items showed a significant main effect of 
Frequency Category [F1(2,22)=44.73, p<.001; F2(2,119)=78.43, p<.001]. Planned 
comparisons showed that all three categories (LFE, MFE, and HFE) differed significantly 
from each other (680 ms, 577 ms, and 531 ms, respectively).
Analysis o f variance for the nonwords.
The analysis of the nonwords showed no significant effects.
Error analyses
Analysis o f errors for the homographs and the English controls.
An error analysis was also conducted on the data for the university students. The 
analysis for the homographs and the English controls showed a significant main effect of 
Type of Target [F1(1,18)=7.06, p<.05; F2(1,78)=3.65, p=.06], a significant effect of 
Frequency Category [F1(2,36)=12.16, p<.001; F2(2,78)=4.84, p<.05], and a significant 
interaction [F1(2,36)=7.89, p<.01; F2(2,78)=2.48, p=.09]. Comparisons within every 
frequency category separately showed that in the HFE-HFD and the LFE-HFD categories 
significantly more errors were made for the homographs than for the English controls (the 
effect was marginally significant for the LFE-HFD category).
Analysis o f errors for the English frequency range items.
The analysis for the English frequency range items showed a significant main effect of 
Frequency Category [F1(2,36)=86.56, p<.001; F2(2,119)=39.74, p<.001]. Most errors were 
made in the LFE condition (29%), followed by the MFE (5%) and least errors in the HFE 
condition (1%). Pairwise comparisons showed that all three categories differed significantly.
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Analysis o f errors for the nonwords.
For the nonwords a significant effect of Type of Target was found, but only significant 
in the participant analysis [F1(2,36)=3.63, p<.05; F2<1]. Least errors were made in the neutral 
nonword condition compared to the other two conditions (4% versus both 6%, respectively).
CV analyses
The Coefficient of Variability (CV) was calculated for each item of the English 
frequency range items. These CVs are reported below together with the relevant ANOVAs 
(only item analyses) and correlations.
Analysis o f CV for the English frequency range items.
Table 4.14. CVs and correlations between CV and RT for the English frequency items.
LFE MFE HFE
CV .25 .20 .19
R(CV,RT) .29 .22 .15
The analysis showed a significant main effect of Frequency Category [F2(2,119)=6.54, 
p<.01]. Pairwise comparison showed a significant difference in CV for the LFE condition 
with the MFE and the HFE conditions. The correlation between CV and RT was never 
significant.
Correlational analyses
Correlational analyses were carried out as for the other proficiency groups. The 
correlations between these variables and with the RT are summarized in Table 4.15 (see also 
Appendices, page 236, for an overview of all correlations).
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Table 4.15. Correlations between the selected variables for the EVLD for the university students in the different 
conditions.
Homographs English controls EFreqrange Nonwords
3 DF -.13 - - -
5 LogDF -.32 - - -
2 EF -.1 1 -.36* - 41** -
4 LogEF -.31 -.54** - 7 3 ** -
6 EFAM -.74** -.6 6 ** -.81** -
7 LEN .08 .14 .2 1 * .28**
8 NumEN .01 -.34** -.24** -.0 1
9 NumDN -.0 2 -.17 -.29** .00
10 TotNumN -.0 1 -.26 -.29** -.0 1
Note: RTI = reaction time item; EF = English frequency (opm); DF = Dutch frequency (opm); LogEF = English 
logarithmic frequency; LogDF = Dutch logarithmic frequency; EFAM = English familiarity (subjective ratings); 
LEN = number of letters of item; NumEN = Number of English Neighbors; NumDN = Number of Dutch 
Neighbors; TotNumN = Total Number of Neighbors.
Hierarchical regression analyses
Hierarchical regression analyses were carried out as for the other proficiency groups. 
The results of the different regression analyses can be seen in Table 4.16 to Table 4.18.
Table 4.16. Explained variance for the different homograph categories in the hierarchical regression analysis for 
the university students.______________________________________________________________
HFE-HFD HFE-LFD LFE-HFD
Step Predictors R 2 R 2inc R 2 R 2inc R 2 R 2inc
1 EFAM 55.4 55.4** 7.7 7.7 30.3 30.3*
2 EFAM, LOGEF 63.4 8 .0 8.1 0.5 30.3 0.0
3 EFAM, LOGEF, LOGDF 71.4 8 .0 8.5 0.4 31.1 0.8
4 EFAM, LOGEF, LOGDF, LEN
TT—TT—T—T— —-TT——r— — —
72.1 0.7 8.5 0.0 33.0 1.9
Note: Explained variance (R ) is given as a percentage. 
R2inc is the increase of R2 after adding a new factor.
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Table 4.17. Explained variance for all homographs in the hierarchical regression 
analysis for the university students.________________________________
All homographs
Step Predictors R 2 R 2inc
1 EFAM 49.9 4 9  9 **
2 EFAM, LogEF 52.3 2.4
3 EFAM, LogEF, LogDF 52.7 0.4
4 EFAM, LogEF, LogDF, LEN 53.6 0.9
Note: Explained variance (R ) is given as a percentage. 
R2inc is the increase of R2 after adding a new factor.
Table 4.18. Explained variance for the English frequency range items in the 
hierarchical regression analysis for the university students.____________
Step Predictors
Latency
R2 R2inc
i EFAM 6 6 .1 6 6 .1 **
2 EFAM, LogEF 66.5 0.4
3 EFAM, LogEF, LEN
^  __ ™2, ___
68.5 2 .0 **
Note: Explained variance (R ) is given as a percentage. 
R2inc is the increase of R2 after adding a new factor.
4.2.4 Results Highest Proficiency Group
Data cleaning procedures were based on error rates for items and participants. First, 
the same four items of the English frequency range group were discarded as for the other 
participant groups (FLU, VENOM, AURAL, and TUNA). Leaving out these items did not 
affect the outcome pattern of the statistical analyses. Second, RTs that were outside the range 
of two standard deviations from both the participant and item mean in a particular condition 
were considered as outliers and were discarded (1.5 percent of all data). Third, incorrect 
responses were removed from the data (6.7 percent of all data).
The mean RTs for all conditions are presented in Table 4.19. The Highest Proficiency 
group, consisting of NICI staff members/Ph.D. students, reacted 84 ms faster to words than to 
nonwords (588 ms and 672 ms, respectively).
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Table 4.19. Mean RTs (in ms), SDs, and error percentages for the homographs, monolingual English controls 
and nonwords in the EVLD for the NICI staff members/Ph.D. students.
HFE-HFD HFE-LFD LFE-HFD All
Homographs pool angel brief
RT 584 557 591 577
SD 78 69 101 83
Error 8 2 4 5
English Controls thief child weird
RT 595 602 560 586
SD 95 81 79 85
Error 3 5 10 6
LFE MFE HFE All
English frequency range items beetle thumb month
RT 674 592 533 600
SD 86 78 53 72
Error 16 4 2 7
LFENW MFENW NEUTRAL All
Nonwords lopth tronch polt
RT 674 674 669 672
SD 135 141 125 134
Error 7 6 5 6
Analyses of variance
Analysis o f variance for the homographs and the English controls.
In the analysis for the homographs and the English controls a repeated measurement 
analysis was executed with as factors Type of Target and Frequency Category. The analysis 
showed no effect of Type of Target, but a significant main effect of Frequency Category 
[F1(2,22)=9.92, p<.01; F2(2,78)=3.79, p<.05] and no significant interaction.
Analysis o f variance for the English frequency range items.
The analysis for the frequency range items showed a significant main effect of 
Frequency Category [F1(2,22)=83.64, p<.001; F2(2,119)=78.21, p<.001]. All three categories 
(LFE, MFE, and HFE) differed significantly from each other (674 ms, 592 ms, and 533 ms, 
respectively).
91
Chapter 4
Analysis o f variance for the nonwords.
The analysis of the nonwords showed no significant effects.
Error analyses
Analysis o f errors for the homographs and the English controls.
The error analysis for the homographs and the English controls showed no significant 
main effects, but a significant interaction [F1(2,22)=6.62, p<.01; F2(2,78)=2.62, p=.08] in the 
participant analysis. Separate analyses for the different Frequency Categories showed a 
significant difference in errors between the homographs and the English controls for the HFE- 
HFD condition (8% versus 3%, respectively) and for the LFE-HFD condition (4% versus 
1 0 %, respectively).
Analysis o f errors for the English frequency range items.
The analysis for the English frequency range items showed a significant main effect of 
Frequency Category [F1(2,22)=35.74, p<.001; F2(2,119)=34.41, p<.001]. Most errors were 
made in the LFE condition (16%), followed by the MFE and the HFE condition (4% and 2%, 
respectively).
CV analyses
The Coefficient of Variability (CV) was calculated for each item of the English 
frequency range items. These CVs are reported below together with the relevant ANOVAs 
and correlations.
Analysis o f CV for the English frequency range items.
Table 4.20. CVs and correlations between CV and RT for the English frequency items.
LFE MFE HFE
CV .25 .22 .17
R(CV,RT) -.2 0 .29 .39*
The analysis showed a significant main effect of Frequency Category 
[F2(2,119)=11.74, p<.001]. Pairwise comparison showed a significant difference in CV
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between all conditionsi The correlation between CV and RT was significant for the HFE 
condition and a marginally significant for the MFE condition (p=06)
Correlational analyses
Correlational analyses were carried out in the same way as for the preceding 
experiments (see Table 4i21; for all correlations see Appendices, page 238)i
Table 4.21. Correlations between the selected variables for the EVLD for the highest 
proficiency group in the different conditionsi______________________________
Homographs English controls EFreqrange Nonwords
1 DF -i06 - - -
2 LogDF -i02 - - -
3 EF -i27 - 3 4 * -45** -
4 LogEF -i31* -i49** -i77** -
5 EFAM -i49** **4i6-i -i77** -
6 LEN -i06 i05 i17 i13
7 NumEN -i05 -i15 -31** i03
8 NumDN i06 -i27 - 2 3 ** i03
9 TotNumN i01 -i2 2 -31** i03
Note: RTI = reaction time item; EF = English frequency (opm); DF = Dutch frequency (opm); LogEF = English 
logarithmic frequency; LogDF = Dutch logarithmic frequency; EFAM = English familiarity (subjective ratings); 
LEN = number of letters of item; NumEN = Number of English Neighbors; NumDN = Number of Dutch 
Neighbors; TotNumN = Total Number of Neighbor
Hierarchical regression analyses
To see which variables explain most of the variance of the Reaction Time for this 
group in this task, regression analyses were executedi The results of the different regression 
analyses can be seen in Table 4i22 to Table 4i24i
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Table 4.22. Explained variance for the different homograph categories in the hierarchical regression analysis 
for the highest proficiency groupi____________________________________________________
HFE-HFD HFE-LFD LFE-HFD
Step Predictors R2 R 2J-'- inc R 2 R 2inc R 2 R 2inc
1 EFAM 26i7 26i7 18i7 18i7 1 1 i2 1 1 i2
2 EFAM, LogEF 26i8 0 i1 29i9 1 1 i2 13i5 2i3
3 EFAM, LogEF, LogDF 41i8 15i0 34i5 4i6 41i0 27i5
4 EFAM, LogEF, LogDF, LEN
^ __ ™2, _____......
43i5 1i7 35i3 0 i8 48i7 7i7
Note: Explained variance (R ) is given as a percentagei 
R2inc is the increase of R2 after adding a new factor
Table 4.23. Explained variance for all homographs in the hierarchical regression 
analysis for the highest proficiency groupi___________________________
Step Predictors
Latency
R2 R2inc
1 EFAM 24i2 242**
2 EFAM, LogEF 24i4 0 i2
3 EFAM, LogEF, LogDF 27i2 2 i8
4 EFAM, LogEF, LogDF, LEN 29i5 2i3
Note: Explained variance (R ) is given as a percentagei 
R2inc is the increase of R2 after adding a new factor
Table 4.24. Explained variance for the English frequency range items in the 
hierarchical regression analysis for the highest proficiency groupi_______
Latency
Step Predictors R2 R2inc
1 EFAM 58i8 58i8**
2 EFAM, LogEF 63i8 5i0**
3 EFAM, LogEF, LEN
^ , • , . •__ ™2, ___
64i2 0i4
Note: Explained variance (R ) is given as a percentagei 
R2inc is the increase of R2 after adding a new factor
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4.3 Results for all groups combined
To investigate whether and how the four participant groups differ with respect to their 
performance in the English lexical decision task, analyses of variance for RTs and Errors were 
conducted with Group as a between-subject factor These analyses are reported in the 
following sectioni
Analyses of variance
Analysis o f variance for the homographs and the English controls.
For the homographs and English controls an analysis of variance was executed with as 
factors Type of Target, Frequency Category, and Groupi The analysis showed no effect of 
Type of Target, but a significant main effect of Frequency Category [F1(2,158)=74i12, 
p<i001; F2(2,318)=35i60, p<001], a significant main effect of Group [F1(3,79)=22i49, 
p<i001; F2(2,318)=102i27, p<001], and a significant interaction of Type of Target with 
Frequency Category [F1(2,158)=6i55, p<i01; F2(2,318)=6i23, p<01]
Next, we conducted analyses for the different Frequency Categories separately 
involving the factors Type of Target and Groupi These analyses showed no significant effects 
for the LFE-HFD condition between the homographs and the English controlsi However, for 
the HFE-HFD condition a significant effect was found of Type of Target [F1(1,79)=7i17, 
p<i01; F2(1,104)=4i14, p<05], of Group [F1(3,79)=20i23, p<001; F2(3,104)=26i37, p<001], 
and a significant interaction [F1(3,79)=3i45, p<05; F2(3,104)= F<1]i Pairwise comparisons 
for the different groups showed that the third-grade high school students differed significantly 
from the other groups in that they had slower RTsi Finally, for the HFE-LFD condition, a 
significant main effect of Group [F1(3,79)=26i78, p<i001; F2(3,104)=56i93, p<i001] and a 
significant interaction [F1(3,79)=4i64, p<01; F2(3,104)= F<1] was foundi Pairwise 
comparisons of the four groups with respect to this condition again showed a significant 
difference of the third-grade high school students and the other three groupsi The third-grade 
students were significantly slower in this condition For the homograph effect for all groups 
see also Figure 4i1i
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Figure 4.1. Reaction times to the Homographs minus the English controls for all participant groups in the 
EVLDi
Analysis o f variance for the English frequency range items.
The analysis for the frequency range items showed a significant main effect of 
Frequency Category [F1(2,158)=375i32, p<i001; F2(2,484)=244i60, p<i001], a significant 
main effect of Group [F1(3,79)=22i81, p<001; F2(3,484)=120i60, p<001], and a significant 
interaction [F1(6,158)=2i07, p=06; F2(6,484)=2i61, p<05], although this interaction was only 
marginally significant in the participant analysisi Pairwise comparisons of the factor Group 
showed that the third-grade high school students responded significantly slower than the other 
three groupsi
Analysis o f variance for the nonwords.
The analysis showed a main effect of Type of Target [F1(2,158)=17i29, p<001; 
F2(2,828)=9i39, p<01] , a significant main effect of Group [F1(3,79)=13i09, p<001; 
F2(3,828)=267i55, p<001], and a significant interaction in the analysis by participant 
[F1(6,158)=2i26, p<i05; F2(6,828)=1i53, ns]i Pairwise comparisons of the factor Group
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showed a significantly slower response for the nonwords for the third-grade high school 
students compared to the three other groups (p<05) In addition, the RTs from fifth-grade 
high school students differed marginally from the university students (p=06)
Error analyses
Analysis o f errors for the homographs and the English controls.
The error analysis for the homographs and the English controls showed several 
significant main effects: Type of Target [F1(1,79)=14i79, p<001; F2(1,326)=4i53, p<05], 
Frequency Category [F1(2,158)=62i29, p<i001; F2(2,326)=18i08, p<001], Group 
[F1(3,79)=13i90, p<i001; F2(3,326)=7i91, p<001]; and a significant interaction of Frequency 
Category and Group in the participant analysis [F1(6,158)=5i11, p<i001; F2 (6,326)=L64, ns]i 
Separate analyses for the different Groups showed a significant difference in errors 
between the third-grade high school students and the other three groupsi The fifth-grade high 
school students also made significantly more errors than the Highest Proficiency groupi 
Separate analyses for the different Frequency Categories showed a significant main effect of 
Type of Target for the HFE-HFD condition [F1(1,79)=36i44, p<001; F2(1,104)=8i81, p<01], 
and significant effect of Group [F1(3,79)=8i04, p<001; F2(3,104)=2i54, p=06], but this 
Group effect was only marginally significant in the item analysisi Pairwise comparisons of 
groups showed that only the third-grade high school students made significantly more errors 
than the other three groupsi
The HFE-LFD condition showed a significant main effect of Type of Target 
[F1(1,79)=4i78, p<i05; F2(1,104)=2i02, ns] and a significant effect of Group [F1(3,79)=2i95, 
p<i05; F2(3,104)=1i49, ns]i Pairwise comparisons in this Frequency Category showed that the 
third-grade high school students (5%) made significantly more errors than the fifth-grade high 
school students (2%) and the university students (2%), but not more than the Highest 
Proficiency group (4%), the latter group made even more errors than the previous two groups, 
although not significantly soi
The LFE-HFD condition only revealed a significant effect of Group [F1(3,79)=12i07, 
p<i001; F2(3,104)=5i50, p<01] Pairwise comparisons of the groups showed that the third- 
grade high school students (23%) made significantly more errors than the other three groupsi 
The fifth-grade high school students (15%) made significant more errors than the Highest 
Proficiency group (7%)i
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Analysis o f errors for the English frequency range items.
The analysis for the English frequency range items showed significant main effects of 
Frequency Category [F1(2,158)=430i58, p<i001; F2(2,492)=217i22, p<001], and Group 
[F1(3,79)=13i54, p<001; F2(3,492)=14i91, p<001], and a significant interaction 
[F1(6,158)=13i93, p<i001; F2(6,492)=7i56, p<i001]i Pairwise comparisons of Group showed 
that the third-grade high school students made significantly more errors than the other three 
groupsi The fifth-grade high school students made significantly less errors than the third- 
grade high school students and significantly more errors than the university students and the 
Highest Proficiency groupi
Analysis o f errors for the nonwords.
The analysis for the nonwords showed a significant main effect of Type of Target by 
participants [F1(2,158)=14i47, p<001; F2(1,828)=1i10, ns]i The main effect of Group was 
only significant by item [F1(3,79)=2i66, p=054; F2(3,828)=5i23, p<01] Pairwise 
comparisons of groups showed a significant difference in error rates of the third-grade high 
school students (9%) relative to the university students (5%) and of the fifth-grade high 
school students (8%) relative to the university studentsi
CV analyses
The CV analysis for the English frequency range data for all groups combined showed 
a significant main effect of Frequency Category [F2(2,475)=39i71, p<001] and a significant 
effect of Group [F2(3,475)=12i57, p<001] Pairwise comparisons showed that the CV 
measure differed significantly for all groups, except between the university students and the 
Highest Proficiency group (see also Table 4i25)i
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Table 4.25. CVs for the English frequency range items for all groups.
Third-grade high 
school students
Fifth-grade high 
school students
University students Highest Proficiency 
group
CV All FE .26 .24 .21 .22
R(CV,RT) .30** 4 9 ** .38** .32**
CV LFE .28 .29 .25 .25
R(CV,RT) .02 .09 .29 -.2 0
CV MFE .27 .24 .20 .22
R(CV,RT) .31* .54** .22 .29
CV HFE .23 .20 .19 .17
R(CV,RT) .29 .39* .15 .39*
Note: All FE = all frequency categories.
Separate analyses for each frequency category only showed a nearly significant main 
effect of Group for the LFE condition [F2(3,147)=2.53, p=.06]. Pairwise comparisons of 
Groups revealed that the fifth-grade high school students differed significantly from the 
university students and the Highest Proficiency group.
The analysis for the MFE condition showed a significant main effect of Group 
[F2(3,164)=7.15, p<.001]. Pairwise comparisons showed that the third-grade high school 
students differed significantly from the university students and the Highest Proficiency group 
and the fifth-grade high school students differed significantly from the university students.
The analysis for the HFE condition also showed a significant effect of Group 
[F2(3,164)=6.10, p<.001]. Here pairwise comparisons indicated that the third-grade high 
school students differed significantly from all three other groups.
4.4 Discussion of the EVLD
We will discuss the main results of the English lexical decision task by organizing 
them across proficiency groups but by item category.
Interlingual homographs relative to English controls
The third-grade high school students produced a homograph inhibition effect in the 
HFE-HFD condition (63 ms), while the fifth-grade high school students showed such an 
effect in both the HFE-HFD (41 ms) and the HFE-LFD (-30 ms) conditions. In contrast, the 
university students and the participants of the Highest Proficiency group showed no 
homograph effects at all. The percentages error for the homographs also showed that the
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third-grade high school students and the fifth-grade high school students to a lesser extent, 
made more errors for these items compared to the other two groups. Overall, the percentages 
errors were 18%, 11%, 10%, and 5%, respectively.
English frequency range items
The frequency categories of the English frequency range items differed significantly 
from each other for each group. However, the third-grade high school students were 
significantly slower in reacting to these English items compared to the other three groups. 
Mean RTs collapsed over the three frequency categories clearly showed this effect. The third- 
grade high school students reacted with a mean RT of 754 ms, followed by the fifth-grade 
high school students (640 ms), and then the university students (596 ms) and the Highest 
Proficiency group (600 ms). With respect to the percentage error, both the third-grade (16%) 
and fifth-grade (13%) high school students made significantly more errors than the two higher 
proficiency groups (10% and 7% for the university students and the HP, respectively).
Nonwords
For the nonword conditions, RTs and percentage error differed for the third-grade high 
school students (overall RT was 837 ms and overall percentage error was 9%) from the other 
three groups. The fifth grade high school students only differed in the number of errors made 
(8%), which was significantly larger than for the other two groups.
CV measure
The CV measure for the English frequency range items showed a decline in CV going 
towards higher frequency regions, but the correlations between CV and RT differed for every 
category and every group. The CV measure for the English frequency range items showed a 
difference between the third-grade high school students and the other three groups, and 
between the fifth-grade high school students and the other three groups.
Correlations with RT
Analyses showed that the English subjective frequency (ratings) were highest 
correlated with RT for all groups, followed by English logarithmic frequency and English 
frequency (in opm).
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Regression analyses
Of all predictors in the regression analyses, English subjective frequency was the best 
for each group.
To summarize, the most obvious difference between the participant groups in this task 
lay in the homograph effect, which was absent in the more proficient groups and significant in 
the least proficient groups. Furthermore, the least proficient groups were slower and made 
more errors. We will postpone an explanation of these results until the General Discussion.
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5. Experiment 2: English Visual Lexical Decision 
including Dutch controls
In this chapter we will focus on the second task, the English lexical decision task 
including purely Dutch words. The Dutch items in the task explicitly required a ‘no’-response. 
Thus, a major change relative to the English lexical decision task without Dutch words lies in 
the different stimulus list composition.
5.1. Method 
Participants
Thirty-two third-grade high school students (mean age: 14.7 years), 30 fifth-grade high 
school students (mean age: 16.7 years), 18 students of the University Nijmegen (mean age:
25.1 years) and 13 NICI staff members and Ph.D. students (mean age: 30.8 years) 
participated in the experiment for payment. All were native speakers of Dutch who had not 
participated in the previous experiment.
Stimulus materials
The stimulus set consisted of 420 items of which 210 were English words, 126 
nonwords, and 84 Dutch words. All words consisted of 3, 4, 5, and 6- letters and were 
selected from the CELEX database (Baayen et al, 1993). In total, there were 18 different 
conditions; the same 42 interlingual homographs, 42 English controls, and 42 English 
frequency range items were used as in the EVLD. Forty-two Dutch control words were added 
that were matched in frequency to the Dutch reading of the homographs. Furthermore, a 
group of 42 Dutch frequency range items was selected, consisting of 14 low frequency Dutch 
words (mean frequency of 5 opm), 14 middle frequency Dutch words (40 opm), and 14 high 
frequency Dutch words (489 opm). Finally, 126 nonwords were selected out of the 210 that 
were used in the EVLD, all having an orthographic structure that was legal in English (see 
also Appendices, page 221).
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Design and Procedure
The experimental design and procedure were almost identical to that of the English 
lexical decision task without purely Dutch words. The most important difference was that, 
due to the inclusion of Dutch words, the factor Type of target had two extra levels (now 
consisting of homographs, English and Dutch control words, and English and Dutch 
frequency range items). Another important difference with the earlier task was that in the 
present task purely Dutch words were included that, just like the nonwords, required a ‘no’ 
response (because they were not English words). The participants read a Dutch instruction 
telling them to react to the letter string with a the right button if it was a correct English word 
and with the left button if it was not a word or an exclusively Dutch word. Furthermore, the 
participants were asked to fill out three questionnaires after the experiment, one on paper 
about their level of proficiency in the English language, one on the computer evaluating their 
knowledge of the English stimulus words used in the experiment on a 7-point scale, and one 
evaluating their knowledge of the Dutch stimulus words used in the experiment, also on a 7- 
point scale. As before, the experiment was preceded by 24 practice trials. A complete 
experimental session lasted 50 minutes.
5.2 Results
In the following sections, the results for each proficiency group will be discussed in detail. 
The reader whose primary interest lies in the overall results and in differences between the 
groups is referred to page 126.
5.2.1 Results third-grade high school students
Data cleaning procedures were based on error rates for items and participants. First, 
the data of nine third-grade high school participants were discarded with error rates larger 
than 20 percent. This left us with the data of 23 participants for third-grade high school. 
Second, four items of the English frequency range items with mean error rates larger than 30 
percent were discarded (FLU, VENOM, AURAL, and TUNA). These were the same items 
that had high error rates in the EVLD. However, leaving out these items did not affect the 
outcome pattern of the statistical analyses. Third, RTs that were outside the range of two 
standard deviations from both the participant and item mean in a particular condition were 
considered as outliers (1.8 percent of all data) and were discarded. Fourth, incorrect responses 
were removed from the data (13.9 percent of all data).
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The mean RTs for all conditions are presented in Table 5.1 . The English words were 
reacted to 115 ms faster than nonwords (722 ms and 837 ms, respectively). Dutch words, 
eliciting a ‘no’ response, were reacted to in 754 ms.
Table 5.1. Mean RTs (in ms), SDs, and error percentages for the homographs, monolingual English controls, 
monolingual Dutch controls, English frequency range items, Dutch frequency range items and nonwords in the 
mixed-EVLD for the third-grade high school students._______________________________________
HFE-HFD HFE-LFD LFE-HFD All
Homographs pool angel brief
RT 837 667 782 762
SD 128 69 134 1 1 0
Error 39 9 55 34
English Controls thief child weird
RT 702 643 740 695
SD 80 67 67 71
Error 9 4 15 9
Dutch Controls ('no'-response) vlek kwal kleur
RT 764 759 740 754
SD 1 1 1 98 84 98
Error 6 4 5 5
LFE MFE HFE All
English frequency range items beetle thumb month
RT 798 68 8 644 710
SD 108 53 41 67
Error 34 8 2 15
LFD MFD HFD All
Dutch frequency range items 
('no'-response)
wrok fiets mond
RT 794 759 709 754
SD 117 83 72 91
Error 11 6 1 6
LFENW MFENW NEUTRAL All
Nonwords ('no'-response) lopth tronch polt
RT 841 860 811 837
SD 1 1 1 127 94 1 1 1
Error 16 14 9 13
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Analyses of variance
In the following analysis, the Dutch controls are not analyzed in combination with the 
homographs, because we are not interested in the differences between trials requiring a ‘yes’- 
response and trials requiring a ‘no’-response. The inclusion of the Dutch controls is of interest 
to us to determine the extent to which this manipulation affects the RTs to the homographs.
Analysis of variance for the homographs and the English controls.
The analysis with Type of Target and Frequency Category as factors showed a 
significant main effect of Type of Target [F1(1,22)=28.87, p<.001; F2(1,78)=13.75, p<.001], a 
significant main effect of Frequency Category [F1(2,44)=42.10, p<.001; F2(2,78)=14.50, 
p<.001], and a significant interaction, though only in the participant analysis [F1(2,44)=8.36, 
p<.01; F2(2,78)=2.92, p=.06]. Differences between homographs and English controls for the 
three frequency categories separately showed a significant difference for the HFE-HFD 
condition (mean RTs were 837 ms for homographs versus 702 ms for controls, respectively), 
and a significant difference in the HFE-LFD condition (mean RTs were 667 ms and 643 ms, 
respectively).
Analysis of variance for the English frequency range items.
The analysis showed a significant main effect of Frequency Category [F1(2,44)=52.54, 
p<.001; F2(2,119)=50.52, p<.001]. Pairwise comparisons showed significant differences 
between all three conditions (LFE, MFE, and HFE). The slowest responses were found in the 
LFE condition (798 ms), followed by the MFE condition (6 8 8  ms) and the HFE condition 
(643 ms).
Analysis of variance for the Dutch frequency range items.
The analysis for the Dutch frequency range items also showed a significant main 
effect of Frequency Category [F1(2,44)=18.05, p<.001; F2(2,39)=4.19, p<.05]. Pairwise 
comparisons indicated that all three frequency conditions differed significantly. Fastest RTs 
were given to the HFD condition (709 ms), followed by the MFD condition (759 ms) and the 
LFD condition (794 ms).
Analysis of variance for the nonwords.
The analysis for the nonwords showed a significant effect of Type of Target 
[F1(2,44)=13.12, p<.001; F2(2,123)=5.17, p<.01]. Pairwise comparison showed that the
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neutral nonwords were reacted to fastest compared to the LFENW and the MFENW 
conditions (811 ms versus 841 ms and 860 ms, respectively).
Error analyses
Analysis of errors for the homographs and the English controls.
The error analysis showed a significant main effect of Type of Target 
[F1(1,22)=158.09, p<.001; F2(1,78)=32.32, p<.001], a significant main effect of Frequency 
Category [F1(2,44)=117.65, p<.001; F2(2,78)=15.14, p<.001], and a significant interaction 
[F1(2,44)=41.82, p<.001; F2(2,78)=5.84, p<.001]. Separate analyses for the different 
frequency categories showed that in every category significantly more errors were made to the 
homographs than to the English controls.
Analysis o f errors for the English frequency range items.
The analysis for the English frequency range items showed a significant main effect of 
Frequency Category [F1(2,44)=140.01, p<.001; F2(2,119)=49.98, p<.001]. Pairwise 
comparisons of the three different categories (LFE, MFE, and HFE) showed that they all 
differed significantly. Most errors were made in the LFE condition (34%), followed by the 
MFE condition (8%), and the fewest errors occurred in the HFE condition (2%).
Analysis o f errors for the Dutch frequency range items.
Analysis of the Dutch frequency range items showed a significant effect of Frequency 
Category [F1(2,44)=14.49, p<.001; F2(2,39)=4.82, p<.05]. Pairwise comparison showed that 
all three different categories differed significantly in the number of errors. Fewest errors were 
made in the HFD condition (1%), followed by the MFD condition (6%), and most errors were 
made in the LFD condition (11%).
Analysis o f errors for the nonwords.
The nonwords also showed a significant effect of Type of Target in the error analysis 
[F1(2,44)=11.02, p<.001; F2(2,123)=2.91, p=.058], but only in the participant analysis. Fewest 
errors were made for the neutral nonwords (9%), compared to the LFENW (16%) and the 
MFENW (14%) conditions.
107
Chapter 5
CV analyses
The Coefficient of Variability (CV by Segalowitz and Segalowitz, 1993) was 
calculated for the English frequency range items. The relevant ANOVAs and correlations are 
reported below.
Analysis o f CV for the English frequency range items.
Table 5.2. CVs and correlations between CV and RT for the English frequency range items.
LFE MFE HFE
CV .29 .22 .22
R(CV,RT) .61** .55** .25
The CV analysis showed a significant main effect of Frequency Category 
[F2(2,119)=11.78, p<.001]. Pairwise comparisons showed significant differences in CV 
between all conditions, except between the MFE and the HFE conditions. Significant 
correlations between CV and RT were found in the LFE condition and in the MFE condition.
Correlational analyses
Next, we were interested in the extent to which a number of word form variables 
affect the RT results of the lexical decision task (cf. De Groot et al., 2000). The word form 
variables were English objective frequency (EF), Dutch objective frequency (DF), English 
logarithmic frequency (LogEF), Dutch logarithmic frequency (LogDF), English subjective 
frequency (familiarity ratings) (EFAM), word length (LEN), Number of English neighbors 
(NumEN), Number of Dutch neighbors (NumDN), and Total number of neighbors (in both L1 
and L2, TotNumN). The correlations between these variables and with RT are summarized in 
Table 4.3 (See Appendices, page 240, for an overview of all correlations).
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Table 5.3. Correlations between selected variables with RT in the MEVLD of the third-grade high 
school students in the different conditions.
Homo­
graphs
English
controls
EFreqrange Dutch
controls
DFreqrange Nonwords
1 DF .20 - - -.17 -.30 -
2 LogDF .35* - - -.2 1 -.39* -
3 EF -.23 -.35* -.36** - - -
4 LogEF -.40** -.45** -.69** - - -
5 EFAM -.58** -.67** -.80** - - -
6 DFAM .40** - - -.24 -.42** -
7 LEN .05 .01 .14 - 41** -.28 .41**
8 NumEN .1 0 -.06 -.25** .43** .55** .01
9 NumDN .21 -.18 -.17 -.0 2 .11 -.29**
10 TotNumN .17 - .1 2 -.24** .19 .36* -.18*
Note: RTI = reaction time item; EF = English frequency (opm); DF = Dutch frequency (opm); LogEF = English 
logarithmic frequency; LogDF = Dutch logarithmic frequency; EFAM = English familiarity (subjective ratings); 
LEN = number of letters of item; NumEN = Number of English Neighbors; NumDN = Number of Dutch 
Neighbors; TotNumN = Total Number of Neighbors.
Hierarchical regression analyses
Next, we conducted hierarchical regression analyses on the RT data. For the 
interlingual homographs, subjective frequency, English log frequency, Dutch log frequency, 
and length were entered as predictors. The input order of these predictors was dependent on 
the frequency category under analysis (for the LFE-HFD category Dutch frequency was 
entered before English frequency, for the HFE-LFD category this was reversed). For the 
English frequency range items, the subjective frequency, English log frequency, and length 
were considered as predictors. The results of the different regression analyses can be seen in 
Table 5.4 to Table 5.6.
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Table 5.4. Explained variance for the different homograph categories in the hierarchical regression analysis for 
the third-grade high school students.____________________________________________________
Step Predictors
HFE-HFD HFE-LFD LFE-HFD
R 2 R 2J-'- inc R 2 R 2inc R 2 R 2inc
1 EFAM 18.9 18.9 28.2 28.2* 7.0 7.0
2 EFAM, DFAM 24.7 5.8 40.2 1 2 .0 2 0 .6 13.6
3 EFAM, DFAM, LogEF 31.1 6.4 42.3 2 .1 2 2 .8 2 .2
4 EFAM, DFAM, LogEF, LogDF 39.1 8.0 60.3 18.0 45.9 23.1
5 EFAM, DFAM, LogEF, LogDF, LEN
__ ™2x ______________
39.6 0.6 66.3 6.0 46.8 0.8
Note: Explained variance (R ) is given as a percentage. 
R2inc is the increase of R2 after adding a new factor.
Table 5.5. Explained variance for all homographs in the hierarchical regression analysis for 
the third-grade high school students.______________________________________
All homographs
Step Predictors R 2 R 2inc
1 EFAM 33.6 33.6**
2 EFAM, DFAM 38.1 4.5
3 EFAM, DFAM, LogEF 38.2 0.1
4 EFAM, DFAM, LogEF, LogDF 39.8 1.6
5 EFAM, DFAM, LogEF, LogDF, LEN
__ ™2x ____________ ____
41.7 1.9
Note: Explained variance (R ) is given as a percentage. 
R2inc is the increase of R2 after adding a new factor.
Table 5.6. Explained variance for the frequency range items in the hierarchical regression 
analysis for the third-grade high school students._____________________________
English freq. range Dutch freq. range
Step Predictors R 2 R 2inc R 2 R 2inc
1 FAM 64.4 64.4** 18.2 18.2**
2 FAM, LogEF 64.8 0.4 20.4 2 .2
3 FAM, LogEF, LEN 
Tr—r r —T —r — n^T-r—r—
64.9 0.1 27.1 6.7
Note: Explained variance (R ) is given as a percentage. 
R2inc is the increase of R2 after adding a new factor.
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5.2.2 Results fifth-grade high school students
Data cleaning procedures were based on error rates for items and participants. First, 
the data of three fifth-grade high school students with error rates larger than 2 0  percent were 
excluded. This left us with the data of 26 participants for the fifth-grade high school group. 
Second, the same four items of the English frequency range items were discarded as before 
(FLU, VENOM, AURAL, and TUNA). Leaving out these items did not affect the outcome 
pattern of the statistical analyses. Third, RTs that were outside the range of two standard 
deviations from both the participant and item mean in a particular condition were considered 
as outliers and were discarded (2 percent of all data). Fourth, incorrect responses (13 percent 
of all data) were removed from the data.
The mean RTs for all conditions are presented in Table 5.7. For the fifth-grade high 
school students English words were reacted to 98 ms faster than nonwords (6 6 6  ms and 764 
ms, respectively). Dutch words were rejected in 712 ms.
Table 5.7. Mean RTs (in ms), SDs, and error percentages for the homographs, monolingual English controls, 
monolingual Dutch controls, English frequency range items, Dutch frequency range items, and nonwords for the 
mixed-EVLD for the fifth-grade high school students._________________________________________
HFE-HFD HFE-LFD LFE-HFD All
Homographs pool angel brief
RT 773 631 744 716
SD 125 64 95 95
Error 29 10 39 26
English Controls thief child weird
RT 645 595 648 629
SD 68 54 88 70
Error 6 3 16 8
Dutch Controls ('no'-response) vlek kwal kleur
RT 716 734 68 8 713
SD 106 96 90 97
Error 6 5 4 5
LFE MFE HFE All
English frequency range items beetle thumb month
RT 743 628 588 653
SD 106 63 57 75
Error 27 5 2 11
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LFD MFD HFD All
Dutch frequency range items 
('no'-response)
wrok fiets mond
RT 747 717 682 715
SD 87 72 82 80
Error 8 4 4 5
LFENW MFENW NEUTRAL All
Nonwords ('no'-response) lopth tronch polt
RT 770 779 745 765
SD 114 109 83 10 2
Error 14 10 8 11
Analyses of variance
Analysis o f variance for the homographs and the English controls.
The analysis showed a significant main effect of Type of Target [F1(1,25)=125.98, 
p<.001; F2(1,78)=21.57, p<.001], a significant main effect of Frequency Category 
[F1(2,50)=42.21, p<.001; F2(2,78)=12.44, p<.001], and a significant interaction, although only 
marginally significant in the item analysis [F1(2,50)=9.35, p<.001; F2(2,78)=2.60, p=.08]. 
Separate analyses for each Frequency Category showed a significant difference in each 
category between the RTs to homographs and to English controls. Mean RT to the 
homographs was slower than to the English controls in each condition.
Analysis o f variance for the English frequency range items.
For the English frequency range items the analysis showed a significant main effect of 
Frequency Category [F1(2,50)=97.31, p<.001; F2(2,119)=56.98, p<.001]. Pairwise 
comparisons showed that all categories differed significantly. The order of conditions with 
responses from fast to slow was HFE, MFE, and, finally, LFE (743 ms, 628 ms, and 588 ms, 
respectively).
Analysis o f variance for the Dutch frequency range items.
The analysis for the Dutch frequency range items also showed a significant main 
effect of Frequency Category [F1(2,50)=14.47, p<.001; F2(2,37)=2.29, ns], but only in the 
participant analysis. Pairwise comparisons revealed that all three categories differed
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significantly. Slowest responses were given to the LFD items, followed by the MFD items, 
and the fastest responses were given to the HFD items.
Analysis o f variance for the nonwords.
The nonwords showed a significant main effect of Type of Target, but only in the 
participant analysis [F1(2,50)=5.66, p<.05; F2(2,123)=2.18, ns]. Pairwise comparisons showed 
that the neutral nonword condition was reacted to faster than the LFENW and the MFENW 
conditions (745 ms versus 770 ms and 779 ms).
Error analyses
Analysis o f errors for the homographs and the English controls.
The error analysis for the homographs and the English controls showed a significant 
main effect of Type of Target [F1(1,25)=52.38, p<.001; F2(1,78)=23.46, p<.001], a significant 
main effect of Frequency Category [F1(2,50)=74.32, p<.001; F2(2,78)=10.15, p<.001], and a 
significant interaction, but only in the participant analysis [F1(2,50)=12.82, p<.001; 
F2(2,78)=2.05, ns]. Separate analyses showed that in every category significantly more errors 
were made to the homographs compared to the English controls.
Analysis o f errors for the English frequency range items.
The error analysis for the English frequency range items showed a significant main 
effect of Frequency Category [F1(2,50)=94.74, p<.001; F2(2,119)=40.54, p<.001]. Pairwise 
comparisons showed that all three categories differed significantly in the number of errors 
made. Most errors were made in the LFE condition (27%), followed by the MFE condition 
(5%) and then the HFE condition (2%).
Analysis o f errors for the Dutch frequency range items.
The Dutch frequency range items showed a significant main effect of Frequency 
Category in the error analysis, but this was only significant in the participant analysis. 
[F1(2,50)=3.67, p<.05; F2(2,37)=1.25, ns]. Pairwise comparisons showed that only the LFD 
condition (8%) differed significantly from the MFD condition (4%) in the number of errors 
made.
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Analysis o f errors for the nonwords.
The nonwords also showed a significant main effect of Type of Target [F1(2,50)=9.83, 
p<.001; F2(2,123)=2.57, p=.08], but this effect was only marginally significant in the item 
analysis. Pairwise comparisons showed that significantly more errors were made in the 
LFENW condition (14%) than in the other two nonword conditions, namely the MFENW 
condition (1 0 %) and the neutral nonwords (8%).
CV analyses
The Coefficient of Variability (CV by Segalowitz and Segalowitz, 1993) was 
calculated for the English frequency range items. Relevant ANOVAs and correlations are 
reported below.
Analysis o f CV for the English frequency range items.
Table 5.8. CVs and correlations between CV and RT for the English frequency range items.
LFE MFE HFE
CV .32 .25 .25
R(CV,RT) .33* .25 .07
The analysis showed a significant main effect of Frequency Category 
[F2(2,119)=12.09, p<.001]. Pairwise comparisons showed a significant difference in CV 
between all conditions, except between the MFE and the HFE condition. Correlations 
between CV and RT were significant only for the LFE condition.
Correlational analyses
Correlational analyses were carried out in the same manner as for the third-grade high 
school students. The correlations are summarized in Table 5.9 (For a full overview see the 
appendix, page 242).
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Table 5.9. Correlations between the variables for the MEVLD for the fifth-grade high school students in the 
different conditions.
Homographs English
Controls
EFreqrange Dutch
Controls
DFreqrange Nonwords
1 DF .26 - - -.15 -.23 -
2 LogDF .36* - - -.26 -.28 -
3 EF - .1 1 -.31* -.37** - - -
4 LogEF -.26 -.35* -.71** - - -
5 EFAM -.39* -.55** -.81** - - -
6 DFAM .25 - - -.29 -.28 -
7 LEN .18 .02 .15 -.33* -.27 .37**
8 NumEN -.0 1 .05 -.24** .51** .55** -.07
9 NumDN .15 - .1 2 -.16 -.0 1 -.0 2 - .1 2
10 TotNumN .08 -.03 -.23* .24 .27 - .1 0
Note: RTI = reaction time item; EF = English frequency (opm); DF = Dutch frequency (opm); LogEF = English 
logarithmic frequency; LogDF = Dutch logarithmic frequency; EFAM = English familiarity (subjective ratings); 
LEN = number of letters of item; NumEN = Number of English Neighbors; NumDN = Number of Dutch 
Neighbors; TotNumN = Total Number of Neighbors.
Hierarchical regression analyses
Hierarchical regression analyses were carried out in the same way as for the third- 
grade high school students. The results of the different regression analyses can be seen in
Table 5.10 to Table 5.12.
Table 5.10. Explained variance for the different homograph categories in the hierarchical regression analysis for 
the fifth-grade high school students._____________________________________________________
Step Predictors
HFE-HFD HFE-LFD LFE-HFD
R2 R 2J-'- inc R 2 R 2inc R 2 R 2inc
1 EFAM 28.4 28.4* 37.4 37.4* 19.2 19.2
2 EFAM, DFAM 34.0 5.6 42.4 5.0 34.0 14.8
3 EFAM, DFAM, LogEF 38.2 4.3 51.9 9.5 36.1 2 .1
4 EFAM, DFAM, LogEF, LogDF 38.5 0.3 52.5 0.6 38.5 2.5
5 EFAM, DFAM, LogEF, LogDF, LEN
__ ™2x ______________
46.7 8.1 52.6 0.1 46.7 8.1
Note: Explained variance (R ) is given as a percentage. 
R2inc is the increase of R2 after adding a new factor.
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Table 5.11. Explained variance for all homographs in the hierarchical regression analysis for 
the fifth-grade high school students.________________________________________
All homographs
Step Predictors R 2 R 2inc
1 EFAM 48.4 48.4**
2 EFAM, DFAM 52.2 3.7
3 EFAM, DFAM, LogEF 52.7 0 .6
4 EFAM, DFAM, LogEF, LogDF 52.7 0 .0
5 EFAM, DFAM, LogEF, LogDF, LEN 54.2 1.5
Note: Explained variance (R ) is given as a percentage. 
R2mc is the increase of R2 after adding a new factor.
Table 5.12. Explained variance for the frequency range items in the hierarchical regression 
analysis for the fifth-grade high school students.
English freq. range Dutch freq. range
Step Predictors R2 R2inc R 2 R 2J-'- inc
1 FAM 57.2 57.2** 2 .2 2 .2
2 FAM, LogEF 59.6 2.4** 3.9 1.7
3 FAM, LogEF, LEN 59.7 0.2 1 0 .0 6.1
Note: Explained variance (R ) is given as a percentage. 
R2inc is the increase of R2 after adding a new factor.
5.2.3 Results University Students
Data cleaning procedures were based on error rates for items and participants. First, 
four items of the English frequency range items (FLU, VENOM, AURAL, and TUNA) were 
removed. These were the same items as in the EVLD. Leaving out these items did not affect 
the outcome pattern of the statistical analyses. Second, RTs that were outside the range of two 
standard deviations from both the participant and item mean in a particular condition were 
considered as outliers and were discarded (2 percent of all data). Third, incorrect responses 
were removed from the data (9 percent of all data).
The mean RTs for all conditions are presented in Table 5.13. The students reacted 
with a mean of 638 ms to the English words and with a mean of 728 ms to nonwords (90 ms 
difference). They reacted in on average 683 ms to the Dutch words (‘no’-response).
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Table 5.13. Mean RTs (in ms), SDs, and error percentages for the homographs, monolingual English controls, 
monolingual Dutch controls, English frequency range items, Dutch frequency range items and nonwords in the 
mixed-EVLD for the university students._________________________________________________
HFE-HFD HFE-LFD LFE-HFD All
Homographs pool angel brief
RT 714 604 689 669
SD 132 82 1 1 0 108
Error 36 9 35 27
English Controls thief child weird
RT 637 574 642 618
SD 8 8 6 6 87 80
Error 6 2 9 6
Dutch Controls ('no'-response) vlek kwal kleur
RT 682 691 675 683
SD 116 1 0 1 94 104
Error 6 7 6 6
LFE MFE HFE All
English frequency range items beetle thumb month
RT 713 606 566 628
SD 125 69 64 8 6
Error 2 0 3 2 8
LFD MFD HFD All
Dutch frequency range items 
('no'-response)
wrok fiets mond
RT 693 695 664 684
SD 85 96 1 0 2 94
Error 7 4 5 5
LFENW MFENW NEUTRAL All
Nonwords (‘no’-response) lopth tronch polt
RT 747 743 694 728
SD 127 96 90 104
Error 7 7 6 7
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Analysis of variance
Analysis o f variance for the homographs and the English controls.
Statistical analysis for the homographs and the English control items together showed 
a significant main effect of Type of Target [F1(1,17)=14.79, p<.01; F2(1,78)=12.97, p<.01], a 
significant main effect of Frequency Category [F1(2,34)=42.86, p<.001; F2(2,78)=11,15, 
p<.001] and no significant interaction. Separate analyses for each frequency category showed 
that in all three categories the homographs were reacted to significantly slower compared to 
the English controls, although only marginally significantly so in the LFE-HFD category by 
participants (p=.057).
Analysis o f variance for the English frequency range items.
Statistical analysis showed a significant main effect of Frequency Category 
[F1(2,34)=60.46, p<.001; F2(2,119)=64.40, p<.001]. Pairwise comparisons revealed that all 
categories differed significantly from each other (713 ms versus 606 ms versus 566 ms).
Analysis o f variance for the Dutch frequency range items.
The Dutch frequency range items (eliciting a 'no'-response) also showed a significant 
effect of Frequency Category [F1(2,34)=5.62, p<.01; F2(2,39)=1.15, ns], but the effect was 
only significant in the participant analysis. Pairwise comparisons showed that the HFD 
category was significantly faster than the MFD and the LFD conditions (664 ms versus 695 
ms and 693 ms, respectively).
Analysis o f variance for the nonwords.
The analysis of the nonwords showed a Type of Target effect [F1(2,34)=12.32, 
p<.001; F2(2,123)=5.38, p<.01]. Pairwise comparisons showed that the neutral nonword 
condition was reacted to significantly faster than the LFENW and the MFENW conditions 
(694 ms versus 747 ms and 743 ms).
Error analyses
Analysis o f errors for the homographs and the English controls.
The error analysis for the homographs and the English controls showed a significant 
main effect of Type of Target [F1(1,17)=37.93, p<.001; F2(1,78)=34.33, p<.001], a significant
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main effect of Frequency Category [F1(2,34)=53.78, p<.001; F2(2,78)=8.62, p<.001], and a 
significant interaction [F1(2,34)=27.29, p<.001; F2(2,78)=4.06, p<.05]. Separate error 
analyses of each category showed that more errors were made for the homographs than for the 
English controls (see Table 5.19).
Analysis o f errors for the English frequency range items.
For these items, the error analysis showed a significant main effect of Frequency 
category [F1(2,34)=66.99, p<.001; F2(2,119)=44.00, p<.001]. Pairwise comparisons showed 
that the LFE (20%) condition differed significantly from the MFE (3%) and the HFE (2%) 
conditions, but the latter two did not differ significantly.
Analysis o f errors for the Dutch frequency items.
The error analysis for the Dutch frequency range items showed no significant main 
effects, interactions, or effects on pairwise comparisons.
Analysis o f errors for the nonwords.
No significant effects were obtained for the nonwords.
CV analyses
The CV was calculated for the English frequency range items. Appropriate ANOVAs 
and correlations are reported below.
Analysis o f CV for the English frequency range items.
Table 5.14. CVs and correlations between CV and RT for the English frequency range items.
LFE MFE HFE
CV .28 .23 .23
R(CV,RT) . 0 1 . 1 2 . 0 2
The analysis showed a significant main effect of Frequency Category [F2(2,119)=6.38, 
p<.01]. Pairwise comparisons showed a significant difference in CV between all conditions, 
except between the MFE and the HFE condition. There were no statistically significant 
correlations between CV and RT.
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Correlational analyses
Correlational analyses were carried out as for the previous experimentSi The 
correlations are summarized in Table 5i15 (see also Appendices, page 244, for an overview)i
Table 5.15. Correlations between the variables with RT for the university students in the MEVLD in the 
different conditions.
Homographs English
Controls
EFreqrange Dutch
Controls
DFreqrange Nonwords
1 DF i19 - - -i03 -i18 -
2 LogDF i29 - - -i06 -i16 -
3 EF -i2 1 -i25 -i38** - - -
4 LogEF -i35* -37* - 7 3 ** - - -
5 EFAM - 70** -52** -76** - - -
6 DFAM **2i4 - - i15 -i1 2 -
7 LEN -i0 2 -i06 i14 -i34 -i19 **2i4
8 NumEN i0 1 -i0 1 **9i2-i i56** i49** -i13
9 NumDN i13 -i16 -i2 1 * -i04 -i06 -i17
1 0 TotNumN i08 -i09 -i28** i23 i2 2 -i16
Note: RTI = reaction time for item; EF = English frequency (opm); DF = Dutch frequency (opm); LogEF = 
English logarithmic frequency; LogDF = Dutch logarithmic frequency; FAM = familiarity (subjective ratings); 
LEN = number of letters of item; NumEN = Number of English Neighbors; NumDN = Number of Dutch 
Neighbors; TotNumN = Total Number of Neighbor
Hierarchical regression analyses
Again, we conducted hierarchical regression analyses on the datai The results of the 
different regression analysis can be seen in Table 5i16 to Table 5i18i
Table 5.16. Explained variance for the different homograph categories in the hierarchical regression analysis for 
the university students!______________________________________________________________
Step Predictors
HFE-HFD HFE-LFD LFE-HFD
R2 R 2J-'- inc R 2 R 2inc R 2 R 2inc
1 EFAM 62i4 624** 37i4 3 7 4 * 19i2 19i2
2 EFAM, DFAM 6 6 i6 4i2 42i4 5i0 34i0 14i8
3 EFAM, DFAM, LogEF 67i4 0 i8 51i9 9i5 36i1 2 i1
4 EFAM, DFAM, LogEF, LogDF 6 8 i2 0 i8 52i5 0 i6 38i5 2i4
5 EFAM, DFAM, LogEF, LogDF, LEN
__ ™2x ______________
6 8 i6 0i4 52i6 0 i1 46i7 8 i2
Note: Explained variance (R ) is given as a percentagei 
R2inc is the increase of R2 after adding a new factor
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Table 5.17. Explained variance for all homographs in the hierarchical regression analysis for 
the university studentsi_________________________________________________
All homographs
Step Predictors R2 R 2J-'- inc
1 EFAM 48.4 48 4**
2 EFAM, DFAM 52i2 3.8
3 EFAM, DFAM, LogEF 52i7 0i5
4 EFAM, DFAM, LogEF, LogDF 52i7 0 i0
5 EFAM, DFAM, LogEF, LogDF, LEN
__ ™2x ____________ ____
54i2 1.5
Note: Explained variance (R ) is given as a percentagei 
R2inc is the increase of R2 after adding a new factor
Table 5.18. Explained variance for the frequency range items in the hierarchical regression 
analysis for the university studentsi_______________________________________
English freq. range Dutch freq. range
Step Predictors R 2 R 2inc R 2 R 2inc
1 FAM 57.2 572** 1.4 1.4
2 FAM, LogEF 59i6 2i4** 2i7 1.3
3 FAM, LogEF, LEN 
Tr—r r —T —r — n^T-r—r—
59i7 0 . 1 7i0 4i3
Note: Explained variance (R ) is given as a percentagei 
R2inc is the increase of R2 after adding a new factori
5.2.4 Results Highest Proficiency Group
Data cleaning procedures were based on error rates for items and participantsi First, 
the data of one NICI staff member/PhiDi student with an error rate larger than 20 percent 
were excluded from further analysesi This left us with the data of 12 participantsi Second, 
four items of the English frequency range (FLU, VENOM, AURAL, and TUNA) were 
removedi These were the same items as in the EVLD. Leaving out these items did not affect 
the outcome pattern of the statistical analyses. Third, RTs that were outside the range of two 
standard deviations from both the participant and item mean in a particular condition were 
considered as outliers (2 percent of all data) and were discarded. Fourth, incorrect responses 
were removed from the data ( 6  percent of all data).
The mean RTs for all conditions are presented in Table 5.19. For the NICI staff 
members/Ph.D. students English words were reacted to 37 ms faster than nonwords (630 ms 
and 667 ms, respectively). Dutch words, eliciting a 'no'-response, were reacted to in 675 ms.
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Table 5.19. Mean RTs (in ms), SDs, and error percentages for homographs, monolingual English controls, 
monolingual Dutch controls, English frequency range items, Dutch frequency range items and nonwords in the 
mixed-EVLD for the Highest Proficiency group.___________________________________________
HFE-HFD HFE-LFD LFE-HFD All
Homographs pool angel brief
RT 727 604 689 673
SD 94 58 98 83
Error 13 2 2 2 1 2
English Controls thief child weird
RT 609 570 638 606
SD 64 42 6 8 58
Error 2 2 4 3
Dutch Controls ('no'-response) vlek kwal kleur
RT 6 8 6 697 655 679
SD 8 8 89 65 81
Error 7 7 6 7
LFE MFE HFE All
English frequency range items beetle thumb month
RT 6 8 8 603 567 619
SD 69 48 41 53
Error 9 2 1 4
LFD MFD HFD All
Dutch frequency range items 
('no'-response)
wrok fiets mond
RT 673 709 641 674
SD 55 75 78 69
Error 6 7 7 7
LFENW MFENW NEUTRAL All
Nonwords (‘no’-response) lopth tronch polt
RT 6 6 6 676 6 6 6 669
SD 67 74 78 73
Error 5 5 2 4
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Analyses of variance
Analysis o f variance for the homographs and the English controls.
The analysis for the homographs and the English controls combined showed a 
significant main effect of Type of Target [F1(1,11)=62.56, p<.001; F2(1,78)=24.79, p<.001], a 
significant main effect of Frequency Category [F1(2,22)=37.12, p<.001; F2(2,78)=16.07, 
p<i001], and a significant interaction [F1(2,22)=6.27, p<.01; F2(2,78)=4.74, p<.05]. Separate 
analyses showed that in each frequency category separately, RTs to the homographs were 
slower than to English controls.
Analysis o f variance for the English frequency range items.
The analysis showed a significant main effect of Frequency Category 
[F1(2,22)=105.78, p<.001; F2(2,119)=75.91, p<.001]. Pairwise comparisons showed that all 
frequency categories (LFE, MFE, and HFE) differed significantly from each other.
Analysis o f variance for the Dutch frequency range items.
The analysis showed a significant main effect of Frequency Category [F1(2,22)=16.05, 
p<i001; F2(2,40)=3.31, p<.05]. Pairwise comparisons showed that all categories differed 
significantly from each other. Slowest responses were found in the MFD condition, followed 
by the LFD and then the HFD conditions.
Analysis o f variance for the nonwords.
The analyses for the nonwords did not reveal any significant effects.
Error analyses
Analysis o f errors for the homographs and the English controls.
The error analysis for the homographs and the English controls combined showed a 
significant effect of Type of Target [F1(1,11)=25.96, p<.001; F2(1,78)=14.15, p<.001], a 
significant main effect of Frequency Category [F1(2,22)=10.83, p<.01; F2(2,78)=6.35, p<.01], 
and a significant interaction [F1(2,22)=8.54, p<.01; F2(2,78)=4.34, p<.05]. Separate analyses 
for the different frequency categories revealed that in the HFE-HFD and the LFE-HFD
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conditions significantly more errors were made for the homographs compared to the English 
controls (see also Table 5.19).
Analysis o f errors for the English frequency range items.
The error analysis showed a significant main effect of Frequency Category 
[F1(2,22)=16.65, p<.001; F2(2,119)=21.49, p<.001]. Pairwise comparisons showed that the 
LFE condition (9%) differed significantly from the MFE (2%) and the HFE conditions (1%).
Analysis o f errors for the Dutch frequency range items.
The analysis for the Dutch frequency range items showed no significant effects.
Analysis o f errors for the nonwords.
The error analysis for the nonwords showed a significant effect of Type of Target, but 
only by participants [F1(2,22)=3.94, p<.05; F2(2,78)=2.11, ns]. According to pairwise 
comparisons the neutral nonword condition (2%) differed significantly from the LFENW 
condition (5%) and the MFENW condition (5%).
CV analyses
The CV was calculated for the English frequency range items. Appropriate ANOVAs 
and correlations are reported below.
Analysis o f CV for the English frequency range items.
Table 5.20. CVs and correlations for the English frequency range items.
LFE MFE HFE
CV .23 .18 .17
R(CV,RT) i24 .33* .31*
The analysis showed a significant main effect of Frequency Category 
[F2(2,119)=11.84, p<i001]i Pairwise comparison showed a significant difference in CV 
between all conditions, except between the MFE and the HFE condition. The correlation 
between CV and RT was significant for the MFE condition and for the HFE condition.
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Correlational analysis
The results of the correlational analyses are summarized in Table 5.21 (for all 
correlations see Appendices, page 246).
Table 5.21. Correlations between the variables with RT of the highest proficiency group in the MEVLD in the 
different conditions.
Homographs English
Controls
EFreqrange Dutch
Controls
DFreqrange Nonwords
1 DF .09 - - - . 1 2 -.29 -
2 LogDF .27 - - - . 2 1 -.19 -
3 EF -.24 -.35* **6.3-. - - -
4 LogEF -.39* -.56** -.65** - - -
5 EFAM -.45** -.36* -.42** - - -
6 DFAM .38* - - -.18 -.32* -
7 LEN .30 .17 . 0 1 -.17 -.29 .26**
8 NumEN -.14 -.16 -.2 0 * .32* .58** . 0 0
9 NumDN -.04 -.29 - . 1 2 -.14 - . 0 1 - . 0 1
1 0 TotNumN -.09 -.24 -.18* .04 .31 - . 0 1
Note: RTI = reaction time for item; EF = English frequency (opm); DF = Dutch frequency (opm); LogEF = 
English logarithmic frequency; LogDF = Dutch logarithmic frequency; FAM = familiarity (subjective ratings); 
LEN = number of letters of item; NumEN = Number of English Neighbors; NumDN = Number of Dutch 
Neighbors; TotNumN = Total Number of Neighbors.
Hierarchical regression analyses.
Again, we conducted a number of hierarchical regression analyses on the data, the 
results of which can be seen in Table 5.22 to Table 5.24.
Table 5.22. Explained variance for the different homograph categories in the hierarchical regression analysis for 
the Highest Proficiency group._________________________________________________________
HFE-HFD HFE-LFD LFE-HFD
Step Predictors R2 R2inc R2 R2inc R2 R2inc
1 EFAM 38.6 38.6* 0 . 0 0 . 0 44.9 44.9*
2 EFAM, DFAM 39.6 1 . 0 16.1 16.1 45.0 0 . 1
3 EFAM, DFAM, LogEF 40.4 0 . 8 63.5 47.4* 49.5 4.5
4 EFAM, DFAM, LogEF, LogDF 45.2 4.8 70.0 6.5 51.7 2 . 2
5 EFAM, DFAM, LogEF, LogDF, LEN
TT—TT—T—r—— -rT——r— —— ——
54.0 8 . 8 71.6 1 . 6 85.6 33.9*
R inc is the increase of R after adding a new factor.
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Table 5.23. Explained variance for all homographs in the hierarchical regression analysis 
for the Highest Proficiency group.______________________________________
All homographs
Step Predictors R 2 R 2inc
1 EFAM 20.4 20.4*
2 EFAM, DFAM 32.7 12.3*
3 EFAM, DFAM, LogEF 36.2 3.5
4 EFAM, DFAM, LogEF, LogDF 36.2 0 . 0
5 EFAM, DFAM, LogEF, LogDF, LEN 39.8 3.6
Note: Explained variance (R ) is given as a percentage. 
R2inc is the increase of R2 after adding a new factor.
Table 5.24. Explained variance for the frequency range items in the hierarchical regression 
analysis for the Highest Proficiency group.
English freq. range Dutch freq. range
Step Predictors R2 R2inc R 2 R 2inc
1 FAM 18.0 18.0** 10.5 10.5*
2 FAM, LogEF 41.6 23.6** 11.5 1 . 0
3 FAM, LogEF, LEN 42.8 1.2 18.4 6.9
Note: Explained variance (R ) is given as a percentage. 
R2inc is the increase of R2 after adding a new factor.
5.3 Results for all groups combined
To investigate how different the four groups were in executing this task, analyses of 
variance for RTs and Errors were also conducted with Group as a between subject factor. 
Next, we will report these analyses for all groups combined.
Analyses of variance
Analysis o f variance for the homographs and the English controls.
In the analysis for the homographs and the English controls a repeated measurement 
analysis was executed with as factors Type of Target, Frequency Category, and Group. The 
analysis showed a effect of Type of Target [Fi(1,75)=138.90, p<.001; F2(1,312)=58.01, 
p<.001], a significant main effect of Frequency Category [F1(2,150)=129.46, p<.001; 
F2(2,312)=49.97, p<.001], a significant main effect of Group [F1(3,75)=6.30, p<.0.01;
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F2(3,312)=28.13, p<.001] and a significant interaction of Type of Target with Frequency 
Category [Fi(2,150)=18.96, p<.001; F2(2,312)=7.94, p<.001].
Separate analyses for the different Frequency Categories showed a significant effect 
for the HFE-HFD condition of Type of Target [F1( 1 ,7 5 )= 1 0 1 .8 6 , p<.001; F2(1,104)=52.79, 
p<.001], also a significant effect of Group [F1(3,75)=5.27, p<.01; F2(3,104)=11.10, p<.001]. 
Pairwise comparisons for the factor Group showed that the third-grade high school students 
differed significantly from the other three groups in a slower RT .
For the HFE-LFD condition also a significant main effect of Type of Target 
[F1(1,75)=42.65, p<.001; F2(1,104)=12.29, p<.01] was obtained, and a significant main effect 
of Group [F1(3,75)=5.18, p<.01; F2(3,104)=18.73, p<.001]. Pairwise comparison of the factor 
Group also showed here a significant difference between the third-grade high school students 
and the other three groups. The third-grade students were significantly slower.
The LFE-HFD condition showed a significant main effect of Type of Target 
[F1(1,75)=34.96, p<.001; F2(1,104)=9.49, p<.01], and a significant main effect of Group 
[F1(3,75)=5.75, p<.01; F2(3,104)=7.66, p<.001]. Pairwise comparisons of the factor Group 
showed a significant difference between the third-grade high school students and the other 
three groups. The third-grade students were again significantly slower. For a comparison of 
the homograph for the different groups see also Figure 5.1.
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Figure 5.1. Reaction times to the Homographs minus the English controls for all participants groups in the 
Mixed-EVLD.
Analysis o f variance for the English frequency range items.
The analysis for the frequency range items showed a significant main effect of 
Frequency Category [Fi(2,150)=218.23, p<.001; F2(2,492)=232.75, p<.001], and a significant 
main effect of Group [F1(3,75)=6.85, p<.001; F2(3,492)=61.03, p<.001]. Pairwise 
comparisons of the factor Group showed that the third-grade high school students were 
significantly slower compared to the other three groups.
Analysis o f variance for the Dutch frequency range items.
The analysis for the frequency range items showed a significant main effect of 
Frequency Category [F1(2,150)=35.36, p<.001; F2(2,155)=8.47, p<.001], a significant main 
effect of Group [F1(3,75)=3.77, p<.05; F2(3,155)=11.42, p<.001], and a significant interaction 
[F1(6,150)=3.98, p<.01; F2(6,155)= F<1], although only significant by participants. Pairwise 
comparisons of the factor Group showed that the third-grade high school students were 
significantly slower than the other three groups in rejecting the Dutch items.
Analysis o f variance for the nonwords.
The analysis showed a main effect of Type of Target [F1(2,150)=22.11, p<.001; 
F2(2,659)=10.78, p<.001], and a significant main effect of Group [F1(3,75)=8.72, p<.001; 
F2(3,659)=23.89, p<.001]. Pairwise comparisons of the factor Group showed a significantly 
slower response to the nonwords for the third-grade high school students compared to the 
three other groups and the fifth-grade high school students were significantly slower than the 
university students.
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Error analyses
Analysis o f errors for the homographs and the English controls.
The error analysis for the homographs and the English controls showed a significant 
main effect of Type of Target [F1(1,75)=182.43, p<.001; F2(1,318)=103.83, p<.001], a 
significant effect of Frequency Category [F1(2,150)=192.21, p<.001; F2(2,318)=39.17, 
p<.001], a significant main effect of Group [F1(3,75)=9.20, p<.001; F2(3,318)=11.66, p<.001], 
a significant interaction of Type of Target and Group [F1(,150)=4.90, p<.001; F2
(3.318)=3.33, p<.05], a significant interaction of Frequency Category and Group in the 
participant’s analysis [F1(6,150)=8.86, p<.001; F2 (6,318)=1.86, ns], and a significant 
interaction of Frequency Category and Type of Target [F1(2,150)=69.09, p<.001; F2
(2.318)=14.78, p<.001].
Separate analyses for the different Groups revealed a significant difference in errors 
between the third-grade high school students (22%) and the other three groups. The fifth- 
grade high school students (17%) and the university students (16%) also made significantly 
more errors than the Highest Proficiency group (7%).
Separate analyses for the different Frequency Categories showed a significant main 
effect of Type of Target [F1(1,75)=148.56, p<.001; F2(1,104)=57.64, p<.001], a significant 
effect of Group [F1(3,75)=7.92, p<.001; F2(3,104)=5.57, p<.01], and a significant interaction 
by participants [F1(3,75)=4.69, p<.01; F2(3,104)=2.28, p=.08], for the HFE-HFD condition. 
Pairwise comparisons of Group showed that the third-grade high school students (24%) made 
significantly more errors than the fifth-grade high school students (17%) and than the Highest 
Proficiency group (7%). The Highest Proficiency group made significantly less errors than all 
other groups.
The HFE-LFD condition showed a significant main effect of Type of Target 
[F1(1,75)=18.45, p<.001; F2(1,104)=6.57, p<.05] and no significant effect of Group nor an 
interaction. Pairwise comparisons in this frequency category showed that the third-grade high 
school students (7%) and the fifth-grade high school students (7%) made significantly more 
errors compared to the Highest Proficiency group (2%).
The LFE-HFE condition showed a significant effect of Type of Target 
[F1(1,75)=149.76, p<.001; F2(1,104)=44.31, p<.001], a significant effect of Group 
[F1(3,75)=11.57, p<.001; F2(3,104)=5.54, p<.01], and a significant interaction by participants 
[F1(3,75)=4.82, p<.01; F2(3,104)=1.34, ns]. Pairwise comparisons across the groups showed 
that the third-grade high school students (35%) made significantly more errors compared to
129
Chapter 5
the other three groups. The fifth-grade high school students (27%) and the university students 
(22%) made significantly more errors than the Highest Proficiency group (15%).
Analysis o f errors for the English frequency range items.
The analysis for the English frequency range items showed a significant main effect of 
Frequency Category [F1(2,150)=238.76, p<.001; F2(2,480)=153.97, p<.001], a significant 
main effect of Group [F1(3,75)=7.86, p<.001; F2(3,480)=21.17, p<.001], and a significant 
interaction [F1(6,150)=8.55, p<.001; F2(6,480)=10.44, p<.001]. Pairwise comparisons of 
Group showed that the third-grade high school students (16%) made significantly more errors 
compared to the university students (9%) and the Highest Proficiency group (5%). The fifth- 
grade high school students made significantly more errors than the Highest Proficiency group.
Analysis o f errors for the Dutch frequency range items.
The analysis for the Dutch frequency range items showed a significant main effect of 
Frequency Category [F1(2,150)=6.89, p<.01; F2(2,156)=2.37, ns], and no significant main 
effect of Group or interaction. Pairwise comparison of Group showed that the four groups did 
not differ significantly in their number of errors.
Analysis o f errors for the nonwords.
The analysis for the nonwords showed a significant main effect of Type of Target 
[F1(2,150)=16.91, p<.001; F2(2,662)=7.22, p<.01], a significant main effect of Group 
[F1(3,75)=5.33, p<.01; F2(3,662)=14.62, p<.001]. Pairwise comparison of Group showed a 
significant difference in error of the third-grade high school students (13%) with the 
university students (7%) and the Highest Proficiency group (4%) and of the fifth-grade high 
school students (10%) with the Highest Proficiency group.
CV analyses
The CV analysis for the English frequency range data for all groups combined showed 
a significant main effect of Frequency Category [F2(2,480)=40.70, p<.001] and a significant 
effect of Group [F2(3,480)=27.44, p<.001]. Pairwise comparisons showed that the CV 
measure differed significantly for all groups, except between the university students and the 
third-grade high school students (see also Table 5.25)
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Table 5.25. CVs for the English frequency range items for all groups.
Third-grade high 
school students
Fifth-grade high 
school students
University students Highest Proficiency 
group
CV All FE .25 .27 .19 .25
R(CV,RT) .60** .45** 24** .46**
CV LFE .29 .32 .28 .23
R(CV,RT) .61** .33* . 0 1 .24
CV MFE . 2 2 .25 .23 .18
R(CV,RT) .55** .25 . 1 2 .33*
CV HFE . 2 2 .25 .23 .17
R(CV,RT) .25 .07 . 0 2 .31*
Note: All FE = all frequency categories.
Separate analyses for each frequency category showed a nearly significant main effect 
for the LFE condition [F2(3,152)=7.41, p<.001]. Pairwise comparison of Group showed that 
the third-grade high school students (.29) and the fifth-grade high school students (.32) 
differed significantly from the Highest Proficiency group (.23). The fifth-grade high school 
students differed also significantly from the university students (.28) and they in turn differed 
significantly with the Highest Proficiency group.
The analysis for the MFE condition showed a significant main effect of Group 
[F2(3,164)=10.88, p<.001]. Pairwise comparisons showed that the Highest Proficiency group 
(.18) differed significantly from the other three groups and the fifth-grade high school 
students (.26) differed significantly from the third-grade high school students (.2 2 ).
The analysis for the HFE condition also showed a significant effect of Group 
[F2(3,164)=10.10, p<.001]. Here pairwise comparisons revealed again that the Highest 
Proficiency group (.17) differed significantly from all three other groups.
5.4 Discussion of the Mixed-EVLD
We will discuss the main results of the English lexical decision task including purely 
Dutch words by organizing them across proficiency groups but by item category.
Interlingual homographs relative to English controls
All proficiency groups showed an inhibitory homograph effect in each frequency 
category. In other words, in this task situation, the RTs to the homographs were generally
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slower than those to the English controls. An exception was the LFE-HFD condition for the 
third-grade high school students. Furthermore, in all three frequency categories the third- 
grade high school students were slower and made more errors relative to the other three 
groups.
English frequency range items
The English frequency range items in all three frequency categories differed from each 
other for all proficiency groups, both with respect to mean RT and error percentage. 
Nevertheless, the two most proficient groups showed similar error percentages for the MFE 
and the HFE conditions. Again, the third-grade high school students were slower in their 
responses and they also made more errors than the other three groups.
Dutch frequency range items
The same data pattern was found for the Dutch frequency range items. For the two 
least proficient groups, the items in all three frequency categories differed from each other. 
The university students, however, showed RT differences between the LFD and the MFD 
conditions on the one hand and the HFD condition on the other hand. In contrast, for the 
Highest Proficiency group the MFD items were responded to slowest, followed by the LFD 
and HFD items. Group comparisons showed that the third-grade high school students were 
slower in rejecting the Dutch frequency range items, but similar error percentages were found 
across groups.
Nonwords
Faster responses were obtained for the Neutral nonwords compared to the other two 
nonword conditions for all groups, except the Highest Proficiency group. The latter group 
showed no effects between the nonword conditions. Overall, the third-grade and fifth-grade 
high school students were slower and they made more errors than the other two groups.
CV measure
The CV measure for the English frequency range items showed a decline in every 
group, but the correlations of CV with RT were quite different. The university students 
showed no significant correlations. The correlations were mostly found in the LFE condition.
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Correlations with RT
For all groups, a significant correlation arose between RT and subjective frequency, 
logarithmic frequency, and frequency in opm. An exception were the Dutch items that did no 
show any significant correlation between RT and these factors. For the English items in the 
Highest Proficiency group, logarithmic frequency correlated better with RT than subjective 
frequency.
Regression analyses
The regression analyses showed that most variance was generally explained by 
subjective frequency in all groups, except for the Dutch items (requiring 'no'-response). None 
of the predictors accounted well for the variance of the RTs to the Dutch items. For the 
Highest Proficiency group most variance was explained again by logarithmic frequency, 
followed by subjective frequency.
To summarize, the most obvious result of this task is the broadly appearing inhibition 
effect for the interlingual homographs relative to the controls. The size of this effect, 
collapsed over frequency categories was 67 ms for the third grade high school students, 87 ms 
for the fifth grade high school students, 51 ms for the university students, and 67 ms for the 
Highest Proficiency group. Thus, it was large and relatively similar in all four participant 
groups. Second, it was apparent that the third-grade high school students differed from the 
other three participant groups in that they clearly produced slower RTs and more errors. 
Finally, the fifth-grade high school students sometimes differed in RTs and errors from the 
other two remaining groups, but not as much.
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6. Experiment 3: Generalized Visual Lexical Decision
In this chapter we will focus on the third and last experiment. This experiments 
includes the same items as the previous experiment (English and Dutch items). However, the 
task demands are changed; both the English as the Dutch items now require a ‘yes’-response.
6.1. Method 
Participants
Twenty-eight third-grade high school students (mean age: 14.7 years), 29 fifth-grade high 
school students (mean age: 16.8 years), 18 students of the University Nijmegen (mean age: 
22.5 years), and 13 NICI staff members and Ph.D. students (mean age: 36.7 years) were paid 
to participate in the experiment. All were native speakers of Dutch, who had not participated 
in one of the previous experiments.
Stimulus materials
In sum, there were again 420 items, of which 210 were words and 210 were nonwords. In 
total, there were 18 different conditions (see also Appendics, page 221, for an overview of the 
conditions). The same homographs, English controls, Dutch controls, English frequency range 
items, and Dutch frequency range items were used as in the MEVLD. The same 210 
nonwords were included as in the EVLD.
Design and Procedure
The experimental design and procedure were very similar to those of the English lexical 
decision task excluding and including purely Dutch words. As before, the within-subject 
factors in this experiment were Lexical Status (word/nonword), Type of target (Homographs, 
English and Dutch controls, and English and Dutch frequency range items), and Order of Item 
Presentation was a between-subject factor.
Again, the participants were asked to fill out three questionnaires after the experiment, 
assessing their proficiency in English and Dutch, and, as before, the experiment was preceded 
by 24 practice trials. The experimental session as a whole lasted about 50 minutes.
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6.2 Results
In the following sections, the results for each proficiency group will be discussed in detail. 
The reader whose primary interest lies in the overall results and in differences between the 
groups is referred to page 160.
6.2.1 Results third-grade high school students
Data cleaning procedures were based on error rates for items and participants. First, 
RTs that were outside the range of two standard deviations from both the participant and item 
mean in a particular condition were considered as outliers ( 2  percent of all data) and were 
discarded. Second, incorrect responses were removed from the data (9 percent of all data).
The mean RTs for all conditions are presented in Table 6.1. English and Dutch words 
were reacted to 131 ms faster than nonwords (653 ms for the words and 784 ms for the 
nonwords).
Table 6.1. Mean RTs (in ms), SDs, and error percentages for the homographs, monolingual English controls, 
monolingual Dutch controls, English frequency range items, Dutch frequency range items, and nonwords in the 
generalized-EVLD for the third-grade high school students.____________________________________
HFE-HFD HFE-LFD LFE-HFD All
Homographs pool angel brief
RT 654 624 610 629
SD 72 74 74 73
Error 7 3 2 4
English Controls thief child weird
RT 695 650 739 695
SD 78 69 1 0 0 82
Error 1 2 6 27 15
Dutch Controls vlek kwal kleur
RT 619 637 588 615
SD 57 67 52 59
Error 3 4 5 4
LFE MFE HFE All
English frequency range items beetle thumb month
RT 759 724 631 705
SD 116 103 72 97
Error 38 1 2 2 17
136
Experiment 3: Generalized Visual Lexical Decision
LFD MFD HFD Overall
Dutch frequency range items wrok fiets mond
RT 658 621 586 622
SD 71 75 71 72
Error 9 4 5 6
LFENW MFENW NEUTRAL Overall
Nonwords lopth tronch polt
RT 772 790 790 784
SD 1 2 1 130 107 119
Error 9 9 1 0 9
Analyses of variance
Analysis of variance for the homographs and the English controls.
The repeated measurement analysis for the homographs and the English controls 
combined showed a main effect of Type of Target [F1(1,27)=52.09, p<.001; F2(1,78)=37.79, 
p<.001], a significant main effect of Frequency Category [F1(2,54)=13.43, p<.001; 
F2(2,78)=5.82, p<.01], and a significant interaction [F1(2,54)=17.44, p<.001; F2(2,78)=9.84, 
p<.001]. Separate analyses for the different frequency categories showed that for each 
category the homographs were reacted to significantly faster compared to the English 
controls.
Analysis o f variance for the homographs and the Dutch controls.
The analysis for the homographs and the Dutch controls combined can also be 
analyzed in this task, because both items require a ‘yes’-response now. The analysis showed a 
significant main effect of Type of target, but it was only significant in the participant analysis 
[F1(1,27)=5.70, p<.05; F2(1,78)=3.38, p=.07]. Furthermore, a significant main effect of 
Frequency Category [F1(2,54)=15.72, p<.001; F2(2,78)=8.76, p<.001] was found and a 
significant interaction [F1(2,54)=4.43, p<.05; F2(2,78)=3.43, p<.05]. Separate analyses for 
each frequency category showed that only in the HFE-HFD condition a significant difference 
existed between the RTs to the homographs compared to the Dutch controls (654 ms versus 
619 ms, respectively).
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Analysis o f variance for the English frequency range items.
The analysis showed a significant effect of Frequency Category [F1(2,54)=29.91, 
p<.001; F2(2,39)=16.30, p<.001]. Pairwise comparisons showed the HFE condition (631 ms) 
was significantly faster than the MFE (724 ms) and the LFE conditions (759 ms).
Analysis o f variance for the Dutch frequency range items.
The Dutch frequency range items showed a significant main effect of Frequency 
Category [F1(2,54)=36.31, p<.001; F2(2,39)=8.61, p<.01]. Pairwise comparisons showed that 
all three categories differed significantly from each other. Slowest responses were given to the 
LFD (658 ms), followed by the MFD (621 ms) and the fastest responses were given to the 
HFD condition (586 ms).
Analysis o f variance for the nonwords.
The nonwords showed a significant effect of Type of Target [F1(2,54)=3.19, p<.05, 
F2(2,78)=1.46, ns]. Pairwise comparisons showed that the LFENW condition (772 ms) was 
significantly faster compared to the MFENW condition (790 ms).
Error analyses
Analysis o f errors for the homographs and the English controls.
The error analysis for the homographs and the English controls showed a main effect 
of Type of Target [F1(1,27)=74.97, p<.001; F2(1,78)=12.61, p<.01], a significant main effect 
of Frequency Category [F1(2,54)=47.99, p<.001; F2(2,78)=3.71, p<.05], and a significant 
interaction [F1(2,54)=39. 46, p<.001; F2(2,78)=4.73, p<.05]. Separate analyses for the 
different frequency categories showed that for each category least errors were made for the 
homographs compared to the English controls.
Analysis o f errors for the homographs and the Dutch controls.
The analysis for the homographs and the Dutch controls showed only a significant 
main effect of Frequency Category [F1(2,54)=7.44, p<.01; F2(2,78)=2.99, p=.056]. Separate 
analyses for each frequency category revealed that a significant difference in the HFE-HFD 
condition between the errors to the homographs compared to the Dutch controls (more errors 
for the homographs than for the Dutch controls; 7% versus 3%, respectively); and for the
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LFE-HFD condition more errors were made for the Dutch controls (5%) compared to the 
homographs (2 %).
Analysis o f errors for the English frequency range items.
The error analysis showed a significant effect of Frequency Category [F1(2,54)=86.16, 
p<.001; F2(2,39)=14.39, p<.001]. Pairwise comparisons showed the HFE condition (2%) was 
less prone to errors than the MFE condition (12%) and the LFE condition (38%); all 
categories differed significantly from each other in their number of errors.
Analysis o f  errors for the Dutch frequency range items.
The Dutch frequency range items showed a significant main effect of Frequency 
Category [F1(2,54)=17.86, p<.001; F2 (2,39)=2.49, p=.096]. Pairwise comparisons showed 
significant differences between all three categories. Most errors were given in the LFD 
condition (9%), followed by the HFD condition (5%); and the least number of errors were 
found in the MFD condition (4%).
Analysis o f errors for the nonwords.
The nonwords showed no significant effects in the error analysis.
CV analyses
The Coefficient of Variability (CV by Segalowitz and Segalowitz, 1993) was 
calculated for the English frequency range items. Relevant ANOVAs and correlations are 
reported below.
Analysis o f CV for the English frequency range items.
Table 6.2. CVs and correlations between CV and RT for the English frequency range items.
LFE MFE HFE
CV .27 .27 . 2 2
R(CV,RT) .17 -.09 .38
The analysis showed a significant main effect of Frequency Category [F2(2,39)=4.82, 
p<.05]. Pairwise comparisons showed significant differences in CV between the LFE and the 
HFE condition, and between the MFE and the HFE. The correlation between CV and RT was 
never significant.
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Analysis o f  CV for the Dutch frequency range items.
Table 6.3. CVs and correlations between CV and RT for the Dutch frequency range items.
LFD MFD HFD
CV .28 .23 .24
R(CV,RT) .55 .61* .23
The analysis showed a no significant main effect of Frequency Category. Pairwise 
comparisons showed no significant differences in CV. The correlation between CV and RT 
was significant for the MFE condition.
Correlational analyses
The word form variables used in the correlational analyses were English objective 
frequency (EF), Dutch objective frequency (DF), English logarithmic frequency (LogEF), 
Dutch logarithmic frequency (LogDF), English subjective frequency (ratings) (EFAM), word 
length (LEN), Number of English neighbors (NumEN), Number of Dutch neighbors 
(NumDN), and Total number of neighbors (TotNumN; in both L1 and L2). The correlations 
between these variables and with the RT are summarized in Table 6.4 (see also Appendices, 
page 248).
Table 6.4. Correlations between the selected variables for the GVLD for the third-grade high school students in 
the different conditions.
Homographs English
Controls
EFreqrange Dutch
Controls
DFreqrange Nonwords
1 DF . 2 2 - - -.35* -.37* -
2 LogDF .08 - - -.51** -.51** -
3 EF .28 -.38* **2I* - - -
4 LogEF .16 -.56** -.67** - - -
5 EFAM -.16 -.6 6 ** **4
OO1* - - -
6 DFAM -.30 - - -.40** -.58** -
7 LEN .03 .06 .25 - . 1 0 .08 .16*
8 NumEN -.04 - . 2 0 - 42** .18 .04 . 1 2
9 NumDN . 0 2 - . 2 2 -.35* -.14 -.13 .16*
1 0 TotNumN - . 0 1 - . 2 2 - 4 4 ** - . 0 2 -.07 .14*
Note: RTI = reaction time item; EF = English frequency (opm); DF = Dutch frequency (opm); LogEF = English 
logarithmic frequency; LogDF = Dutch logarithmic frequency; FAM = familiarity (subjective ratings); LEN = 
number of letters of item; NumEN = Number of English Neighbors; NumDN = Number of Dutch Neighbors; 
TotNumN = Total Number of Neighbors.
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Hierarchical regression analyses
Next, we conducted a series of hierarchical regression analyses on the data, with the 
predictors entered in an order that was based on theoretical considerations and predictions. 
For the interlingual homographs, subjective frequency, English log frequency, Dutch log 
frequency, and length were considered as predictors. The input order of these predictors was 
dependent on the frequency category under analysis (for the LFE-HFD category Dutch 
frequency was entered before English frequency, for the HFE-LFD category this was 
reversed). For the English frequency range items, the subjective frequency, English log 
frequency, and length were considered as predictors. The results of the different regression 
analyses can be seen in Table 6.5 and Table 6.7.
Table 6.5. Explained variance for the different homograph categories in the hierarchical regression analysis for 
the third-grade high school students.____________________________________________________
Step Predictors
HFE-HFD HFE-LFD LFE-HFD
R2 R 2J-'- inc R 2 R 2inc R 2 R 2inc
1 EFAM 23.6 23.6 2 . 0 2 . 0 40.6 40.6*
2 EFAM, DFAM 23.8 0 . 2 6.5 4.5 52.4 1 1 . 8
3 EFAM, DFAM, LogEF 33.8 1 0 . 0 16.2 9.7 63.8 11.4
4 EFAM, DFAM, LogEF, LogDF 60.2 26.4* 32.1 15.9 65.9 2 . 1
5 EFAM, DFAM, LogEF, LogDF, LEN
__ ™2x ______________
60.2 0 . 0 51.6 19.5 6 8 . 6 2.7
Note: Explained variance (R ) is given as a percentage. 
R2inc is the increase of R2 after adding a new factor.
Table 6 .6 . Explained variance for all the homographs in the hierarchical regression 
analysis for the third-grade high school students._______________________
All homographs
Step Predictors R2 R2inc
1 EFAM 2 . 6 2 . 6
2 EFAM, DFAM 13.8 1 1 .2 *
3 EFAM, DFAM, LogEF 23.2 9.4*
4 EFAM, DFAM, LogEF, LogDF 26.7 3.5
5 EFAM, DFAM, LogEF, LogDF, LEN
__ ™2x ____________ __
26.7 0 . 0
Note: Explained variance (R ) is given as a percentage. 
R2inc is the increase of R2 after adding a new factor.
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Table 6.7. Explained variance for the frequency range items in the hierarchical regression 
analysis for the third-grade high school students._____________________________
English freq. range Dutch freq. range
Step Predictors R 2 R 2inc R 2 R 2inc
1 FAM 70.4 70.4** 33.8 33.8**
2 FAM, LogEF 70.8 0.4 35.8 2 . 0
3 FAM, LogEF, LEN 
Tr—r r —T —r — n^T-r—r—
73.1 2.3 38.4 2 . 6
Note: Explained variance (R ) is given as a percentage. 
R2inc is the increase of R2 after adding a new factor.
6.2.2 Results fifth-grade high school students
Data cleaning procedures were based on error rates for items and participants. First, 
the data of one fifth-grade high school student with an error rate larger than 2 0  percent was 
removed. This left us with the data of 28 participants for the fifth-grade high school group. 
Second, RTs that were outside the range of two standard deviations from both the participant 
and item mean in a particular condition were considered as outliers ( 2  percent of all data) and 
were discarded. Third, incorrect responses were removed from the data ( 8  percent of all data).
The mean RTs for all conditions are presented in Table 6 .8 . For the fifth-grade high 
school students English and Dutch words were reacted to 131 ms faster than nonwords (581 
ms and 712 ms, respectively).
Table 6 .8 . Mean RTs (in ms), SDs, and error percentages for the homographs, monolingual English controls, 
monolingual Dutch controls, English frequency range items, Dutch frequency range items and nonwords in the 
generalized-EVLD for the fifth-grade high school students.____________________________________
HFE-HFD HFE-LFD LFE-HFD All
Homographs pool angel brief
RT 579 550 536 555
SD 76 65 6 6 69
Error 4 2 2 3
English Controls thief child weird
RT 626 584 652 621
SD 70 69 73 71
Error 8 4 2 0 1 1
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Dutch Controls vlek kwal kleur
RT 546 560 523 543
SD 56 70 54 60
Error 2 4 1 2
LFE MFE HFE All
English frequency range items beetle thumb month
RT 704 620 562 629
SD 105 81 61 82
Error 33 7 3 14
LFD MFD HFD All
Dutch frequency range items wrok fiets mond
RT 597 558 518 558
SD 6 8 64 49 60
Error 8 3 3 5
LFENW MFENW NEUTRAL All
Nonwords lopth tronch polt
RT 706 709 722 712
SD 103 104 96 1 0 1
Error 9 8 1 0 9
Analysis of variance
Analysis o f variance for the homographs and the English controls.
The analysis for the homographs and the English controls showed a significant main 
effect of Type of Target [F1(1,27)=86.73, p<.001; F2(1,78)=27.77, p<.001], a significant main 
effect of Frequency Category [F1(2,54)=13.68, p<.001; F2(2,78)=3.41, p<.05], and a 
significant interaction [F1(2,54)=17.83, p<.001; F2(2,78)=3.96, p<.05]. Separate analysis of 
each frequency category showed that homographs were reacted to significantly faster 
compared to the English controls in each category.
143
Chapter 6
Analysis o f variance for the homographs and the Dutch controls.
The repeated measurement analysis for the homographs and the Dutch controls 
showed a significant main effect of Type of Target [F1(1,27)=8.67, p<.001; F2(1,78)=1.36, 
ns], but only by participants. There was also a significant effect of Frequency Category 
[F1(2,54)=15.31, p<.001; F2(2,78)=4.78, p<.05], and a significant interaction, but only in 
the participant analysis [F1(2,54)=6.10, p<.01; F2(2,78)=2.12, ns]. Separate analyses for the 
different frequency categories showed that in the HFE-HFD condition the RTs to the 
homographs were significantly slower than the RTs to the Dutch controls.
Analysis o f variance for the English frequency range items.
The analysis for the English frequency range items showed a significant main effect of 
Frequency Category [F1(2,54)=80.20, p<.001; F2(2,39)=18.18, p<.001]. Pairwise comparisons 
showed that each frequency category differed significantly from each other. Slowest 
responses were given to the LFE condition (704 ms), followed by the MFE condition (620 
ms), and fastest responses were given to the HFE condition (652 ms).
Analysis o f variance for the Dutch frequency range items.
The analysis for the Dutch frequency range items showed a significant main effect of 
Frequency Category [F1(2,54)=54.52, p<.001; F2(2,39)=8.20, p<.01]. Pairwise comparisons 
showed that all frequency categories differed significantly from each other. Fastest responses 
were given to the HFD condition (518 ms), followed by the MFD condition (558 ms), and 
slowest responses were given to the LFD condition (597 ms).
Analysis o f variance for the nonwords.
The nonword analysis showed a significant main effect of Type of Target, but only in 
the participant analysis [F1(2,54)=3.38, p<.05; F2(2,207)=1.18, ns]. Pairwise comparisons 
showed that the Neutral nonword condition (722 ms) differed significantly from the LFENW 
condition (706 ms).
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Error analyses
Analysis o f errors for the homographs and the English controls.
The error analysis for the Homographs and the English controls showed a significant 
main effect of Type of Target [F1(1,27)=52.39, p<.001; F2(1,78)=13.23, p<.001], a significant 
main effect of Frequency Category [F1(2,54)=18.66, p<.001; F2(2,78)=4.3, p<.05], and a 
significant interaction [F1(2,54)=17.75, p<.001; F2(2,78)=5.33, p<.01]. Separate analysis of 
each frequency category showed that more errors were made for the English controls (20%) 
compared to the homographs (2%) in the LFE-HFD category.
Analysis o f errors for the homographs and the Dutch controls.
The error analysis for the homographs and the Dutch controls showed no significant 
effects or interactions.
Analysis o f errors for the English frequency range items.
The analysis showed a significant main effect of Frequency Category [F1(2,54)=90.52, 
p<.001; F2(2,39)=13.72, p<.001]. Pairwise comparisons showed that each frequency category 
differed significantly from each other. Most errors were given to the LFE items (33%), 
followed by the MFE items (7%), and least errors were given to the HFE items (3%).
Analysis o f errors for the Dutch frequency range items.
The analysis showed a significant main effect of Frequency Category, but only 
marginally significant in the item analysis [F1(2,54)=16.91, p<.001; F2(2,39)=3.04, p=.059]. 
Pairwise comparisons showed that all frequency categories differed significantly. Least errors 
were given to the HFD condition (2.7%), followed by the MFD condition (3.1%), and most 
errors were given to the LFD condition (8 %).
Analysis o f errors for the nonwords.
The nonword analysis showed no significant effects.
CV analyses
The Coefficient of Variability (CV by Segalowitz and Segalowitz, 1993) was 
calculated for the English frequency range items. Relevant ANOVAs and correlations are 
reported below.
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Analysis o f CV for the English frequency range items.
Table 6.9. CVs and correlations between CV and RT for the English frequency range items.
LFE MFE HFE
CV .30 .25 . 2 1
R(CV,RT) .05 .38 .29
The analysis showed a significant main effect of Frequency Category [F2(2,39)=5.38, 
p<.01]. Pairwise comparisons showed a significant difference in CV between the LFD and the 
HFD condition. The correlation between CV and RT was nowhere significant.
Analysis o f  CV for the Dutch frequency range items.
Table 6.10. CVs and correlations between CV and RT for the Dutch frequency range items.
LFD MFD HFD
CV .26 .24 .19
R(CV,RT) .83** .52 .57*
The analysis showed a significant main effect of Frequency Category [F2(2,39)=7.62, 
p<.01]. Pairwise comparisons showed a significant differences in CV for the HFD with both 
the LFD and the MFD. The correlation between CV and RT was significant for the LFD 
condition.
Correlational analyses
Correlational analyses were carried out as for the preceding experiments. The results 
are summarized in Table 6.11 (for an overview see Appendices, page 250).
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Table 6.11. Correlations between the selected variables for the GVLD for the fifth-grade high school students in 
the different conditions_________________________________________________________________
Homographs English EFreqrange Dutch DFreqrange Nonwords
Controls Controls
1 DF -.07 - - -.28 -.33* -
2 LogDF - . 1 2 - - -.41** -.51** -
3 EF . 0 0 -.36* -.37* - - -
4 LogEF - . 1 0 -.49** -.6 8 ** - - -
5 EFAM -.13 -.67** -.82** - - -
6 DFAM - 42** - - -.24 - 64** -
7 LEN .07 .17 .27 -.28 . 1 1 .16*
8 NumEN .06 -.04 -.50** .33* . 0 2 .15*
9 NumDN . 1 2 - . 2 2 -.42** . 0 0 -.23 .15*
1 0 TotNumN .09 -.13 -.52** .15 -.14 .16*
Note: RTI = reaction time item; EF = English frequency (opm); DF = Dutch frequency (opm); LogEF = English 
logarithmic frequency; LogDF = Dutch logarithmic frequency; FAM = familiarity (subjective ratings); LEN = 
number of letters of item; NumEN = Number of English Neighbors; NumDN = Number of Dutch Neighbors; 
TotNumN = Total Number of Neighbors.
Hierarchical regression analyses
The hierarchical analyses were carried out in the same way as for the preceding 
experiments. The results of the different regression analysis can be seen in Table 6.12 to 
Table 6.14.
Table 6.12. Explained variance for the different homograph categories in the hierarchical regression analysis for
HFE-HFD HFE-LFD LFE-HFD
Step Predictors R2 R2J-'- inc R 2 R 2inc R 2 R 2inc
1 EFAM 56.2 56.2** 0 . 0 0 . 0 26.2 26.2
2 EFAM, DFAM 70.6 14.4* 4.9 4.9 26.9 0.7
3 EFAM, DFAM, LogEF 74.0 3.4 14.0 9.1 27.2 0.3
4 EFAM, DFAM, LogEF, LogDF 74.3 0.3 39.0 25.0 27.2 0 . 0
5 EFAM, DFAM, LogEF, LogDF, LEN 79.6 5.3 52.3 13.3 47.0 19.7
Note: Explained variance (R ) is given as a percentage. 
R2inc is the increase of R2 after adding a new factor.
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Table 6.13. Explained variance for all homographs in the hierarchical regression analysis
for the fifth-grade high school students.
All homographs
Step Predictors R2 R 2J-'- inc
1 EFAM 1 . 6 1 . 6
2 EFAM, DFAM 25.4 23.8**
3 EFAM, DFAM, LogEF 25.6 0 . 2
4 EFAM, DFAM, LogEF, LogDF 27.1 1.5
5 EFAM, DFAM, LogEF, LogDF, LEN
__ ™2x ____________ ____
27.1 0 . 0
Note: Explained variance (R ) is given as a percentage. 
R2inc is the increase of R2 after adding a new factor.
Table 6.14. Explained variance for the frequency range items in the hierarchical 
regression analysis for the fifth-grade high school students._______________
English freq. range Dutch freq. range
Step Predictors R 2 R 2inc R 2 R 2inc
1 FAM 67.3 67.3** 40.5 40.5**
2 FAM, LogEF 68.3 1 . 0 40.5 0 . 0
3 FAM, LogEF, LEN 
Tr—r r —T —r — n^T-r—r—
74.7 6.4* 44.4 3.9
Note: Explained variance (R ) is given as a percentage. 
R2inc is the increase of R2 after adding a new factor.
6.2.3 Results University Students
Data cleaning procedures were based on error rates for items and participants. First, 
RTs that were outside the range of two standard deviations from both the participant and item 
mean in a particular condition were considered as outliers ( 2  percent of all data) and were 
discarded. Second, incorrect responses were removed from the data (5 percent of all data).
The mean RTs for all conditions are presented in Table 6.15. The students reacted to 
the English and Dutch words with a mean of 555 ms and for the nonwords with a mean of 636 
ms (81 ms difference).
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Table 6.15. Mean RTs (in ms), SDs, and error percentages for the homographs, monolingual English controls, 
monolingual Dutch controls, English frequency range items, Dutch frequency range items and nonwords in the 
generalized-EVLD for the university students._____________________________________________
HFE-HFD HFE-LFD LFE-HFD All
Homographs pool angel brief
RT 552 519 524 532
SD 67 59 61 62
Error 4 2 2 3
English Controls thief child weird
RT 592 557 607 585
SD 51 55 71 59
Error 7 4 16 9
Dutch Controls vlek kwal kleur
RT 525 546 506 526
SD 58 51 57 55
Error 2 2 1 2
LFE MFE HFE All
English frequency range items beetle thumb month
RT 678 593 551 607
SD 117 64 6 8 83
Error 29 5 5 13
LFD MFD HFD All
Dutch frequency range items wrok fiets mond
RT 557 532 494 528
SD 57 52 49 53
Error 3 3 4 3
LFENW MFENW NEUTRAL All
Nonwords lopth tronch polt
RT 627 638 643 636
SD 78 8 8 75 80
Error 4 3 6 4
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Analyses of variance
Analysis o f variance for the homographs and the English controls.
The analysis for the homographs and English controls showed a significant main 
effect of Type of Target [F1(1,17)=44.65, p<.001; F2(1,78)=25.06, p<.001], a significant main 
effect of Frequency Category [F1(2,34)=15.99, p<.001; F2(2,78)=4.17, p<.05], and a 
significant interaction [F1(2,34)=7.18, p<.01; F2(2,78)=2.05, ns]. Separate analyses showed 
that in each frequency category the RTs to the homographs were significantly faster than the 
RTs English controls.
Analysis o f variance for the homographs and the Dutch controls.
The analysis for the homographs and Dutch controls showed a significant main effect 
of Frequency Category [F1(2,34)=7.35, p<.01; F2(2,78)=2.89, p=.06] and a significant 
interaction [F1(2,34)=13.72, p<.001; F2(2,78)=4.65, p<.05]. Separate analyses for the different 
frequency categories showed a significant difference in RT for the homographs and the Dutch 
controls. Within the HFE-HFD and the LFE-HFD condition, Dutch controls were reacted to 
faster compared to the homographs, and in the HFE-LFD condition this effect was reversed.
Analysis o f variance for the English frequency range items.
The analysis for the English frequency range items showed a significant main effect of 
Frequency Category [F1(2,34)=24.57, p<.001; F2(2,39)=24.35, p<.001]. Pairwise comparisons 
showed that all categories differed significantly from each other.
Analysis o f variance for the Dutch frequency range items.
The analysis for the Dutch frequency range items also showed a significant main 
effect of Frequency Target [F1(2,34)=47.41, p<.001; F2 (2,39)=7.79, p<.01]. Pairwise 
comparisons showed that differences among all three frequency categories. Slowest responses 
were given to the LFD items (557 ms), followed by the MFD items (532 ms), and fastest 
responses were given to the HFD items (494 ms).
Analysis o f variance for the nonwords.
The analysis of the nonwords showed a significant effect of Type of Target, but only 
significant by participants [F1(2,34)=3.72, p<.05; F2(2,207)=F<1]. Pairwise comparisons
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showed that the LFENW condition was significantly faster than the Neutral nonword 
condition (627 ms versus 643 ms)
Error analyses
Analysis o f errors for the homographs and the English controls.
The error analysis showed a significant main effect of Type of Target [F1(1,17)=29.23, 
p<.001; F2(1,78)=12.22, p<.001], a significant main effect of Frequency Category 
[F1(2,34)=10.66, p<.001; F2(2,78)=3.43, p<.05], and a significant interaction [F1(2,34)=9.06, 
p<.01; F2(2,78)=4.21, p<.05]. Separate analyses showed that in the LFE-HFD frequency 
category there were significantly more errors to the English controls than to the homographs 
(16% versus 2 %).
Analysis o f errors for the homographs and the Dutch controls.
The analysis for the homographs and Dutch controls combined showed no significant
effects.
Analysis o f errors for the English frequency range items.
The error analysis showed a significant main effect of Frequency Category 
[F1(2,34)=26.34, p<.001; F2(2,39)=12.69, p<.001]. Pairwise comparisons showed that the 
LFE items (29%) differed significantly from the others, MFE (5%) and HFE items (5%).
Analysis o f errors for the Dutch frequency range items.
The analysis for the Dutch frequency range items showed no significant effect of 
Frequency Target.
Analysis o f errors for the nonwords.
The analysis of the nonwords showed a significant effect of Type of Target 
[F1(2,34)=4.42, p<.05; F2(2,207)=1.85, ns]. Pairwise comparisons showed that the Neutral 
nonword condition led to more errors (6 %) than the MFENW condition (3%).
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CV analyses
The Coefficient of Variability (CV by Segalowitz and Segalowitz, 1993) was 
calculated for the English frequency range items. Relevant ANOVAs and correlations are 
reported below.
Analysis o f CVfor the English frequency range items.
Table 6.16. CVs and correlations between CV and RT for the English frequency range items.
LFE MFE HFE
CV .25 . 2 0 . 2 2
R(CV,RT) . 1 2 .06 . 1 2
The analysis showed no significant main effect of Frequency Category. Pairwise 
comparisons showed no significant difference in CV. The correlation between CV and RT 
was nowhere significant.
Analysis o f  CV for the Dutch frequency range items.
Table 6.17. CVs and correlations between CV and RT for the Dutch frequency range items.
LFD MFD HFD
CV .25 .18 .17
R(CV,RT) . 2 2 7 9 ** . 2 0
The analysis showed a significant main effect of Frequency Category [F2(2,39)=4.90, 
p<.05]. Pairwise comparisons showed a significant differences in CV for the LFD with both 
the MFD and the HFD. The correlation between CV and RT was significant for the MFD 
condition.
Correlational analyses
The results of the correlational analyses are summarized in Table 6.18 (for an 
overview of all correlations see Appendices, page 252).
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Table 6.18. Correlations between the selected variables for the GVLD for the Students in the different 
conditions.
Homographs English
Controls
EFreqrange Dutch
Controls
DFreqrange Nonwords
1 DF -.08 - - -.38* -.34* -
2 LogDF -.05 - - -.46** -.49** -
3 EF - . 2 1 -.32* - 4 4 ** - - -
4 LogEF -.31* -.52** -.75** - - -
5 EFAM -.32* -.50** -.90** - - -
6 DFAM -.26 - - -.25 -.55** -
7 LEN .14 .15 .03 -.17 .03 .13
8 NumEN -.05 -.23 -.33* .31* .05 **2
<N
9 NumDN - . 0 2 -.31* - . 2 0 -.05 -.08 .16*
1 0 TotNumN -.04 -.29 -.31* . 1 1 -.03 .2 0 **
Note: RTI = reaction time item; EF = English frequency (opm); DF = Dutch frequency (opm); LogEF = English 
logarithmic frequency; LogDF = Dutch logarithmic frequency; FAM = familiarity (subjective ratings); LEN = 
number of letters of item; NumEN = Number of English Neighbors; NumDN = Number of Dutch Neighbors; 
TotNumN = Total Number of Neighbors.
Hierarchical regression analyses
Hierarchical regression analyses were conducted on the data in the same way as in the 
preceding experiments. The results can be seen in Table 6.19 to Table 6.21.
Table 6.19. Explained variance for the different homograph categories in the hierarchical regression analysis for 
the university students.______________________________________________________________
HFE-HFD HFE-LFD LFE-HFD
Step Predictors R2 R2J-'- inc R2 R2inc R2 R2inc
1 EFAM 34.3 34.3* 4.2 4.2 31.2 31.2*
2 EFAM, DFAM 43.6 9.4 8 . 6 4.4 32.0 0 . 8
3 EFAM, DFAM, LogEF 45.0 1.3 33.0 24.5 34.9 2.9
4 EFAM, DFAM, LogEF, LogDF 46.3 1.3 37.3 4.2 34.9 0 . 0
5 EFAM, DFAM, LogEF, LogDF, LEN
__ ™2x ______________
47.0 0.7 43.6 6.3 55.2 20.3
Note: Explained variance (R ) is given as a percentage. 
R2inc is the increase of R2 after adding a new factor.
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Table 6.20. Explained variance for all the homographs in the hierarchical regression
analysis for the university students.___________________________________
All homographs
Step Predictors R2 R 2inc
1 EFAM 9.8 9.8*
2 EFAM, DFAM 24.1 14.4*
3 EFAM, DFAM, LogEF 24.8 0.7
4 EFAM, DFAM, LogEF, LogDF 25.2 0.4
5 EFAM, DFAM, LogEF, LogDF, LEN 26.1 0.9
Note: Explained variance (R ) is given as a percentage. 
R2mc is the increase of R2 after adding a new factor.
Table 6.21. Explained variance for the frequency range items in the hierarchical regression 
analysis for the university students._______________________________________
English freq. range Dutch freq. range
Step Predictors R2 R2inc R2 R 2inc
1 FAM 81.5 81.5** 30.3 30.3**
2 FAM, LogEF 81.5 0 . 0 31.7 1.4
3 FAM, LogEF, LEN 
Tr—r r —T —r — n^T-r—r—
81.5 0 . 0 32.0 0.3
R2inc is the increase of R2 after adding a new factor.
6.2.4 Results Highest Proficiency group
Data cleaning procedures were based on error rates for items and participants. First, 
RTs that were outside the range of two standard deviations from both the participant and item 
mean in a particular condition were considered as outliers ( 1  percent of all data) and were 
discarded. Second, incorrect responses were removed from the data (4 percent of all data).
The mean RTs for all conditions are presented in Table 6.22. For the NICI staff 
members/Ph.D. students English and Dutch words were reacted to 77 ms faster than 
nonwords (556 ms for the Dutch and English words and 633 ms for the nonwords).
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Table 6.22. Mean RTs (in ms), SDs, and error percentages for the homographs, monolingual English controls, 
monolingual Dutch controls, English frequency range items, Dutch frequency range items and nonwords in the 
generalized-EVLD for the Highest Proficiency group.________________________________________
HFE-HFD HFE-LFD LFE-HFD All
Homographs pool angel brief
RT 549 542 528 540
SD 76 71 8 6 78
Error 1 5 1 2
English Controls thief child weird
RT 602 636 573 604
SD 1 0 0 124 81 1 0 2
Error 4 4 1 2 7
Dutch Controls vlek kwal kleur
RT 531 534 499 521
SD 61 63 60 61
Error 0 2 1 1
LFE MFE HFE All
English frequency range items beetle thumb month
RT 637 575 550 587
SD 1 2 1 108 76 1 0 2
Error 19 6 2 9
LFD MFD HFD All
Dutch frequency range items wrok fiets mond
RT 553 524 509 529
SD 69 56 59 62
Error 7 4 1 4
LFENW MFENW NEUTRAL All
Nonwords lopth tronch polt
RT 624 630 643 632
SD 92 95 87 92
Error 3 2 3 3
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Analyses of variance
Analysis o f variance for the homographs and the English controls.
The analysis for the homographs and English controls showed a significant main 
effect of Type of Target [F1(1,12)=40.12, p<.001; F2(1,78)=38.5, p<.001] and a significant 
interaction [F1(2,24)=18.25, p<.001; F2(2,78)=5.49, p<.01]. Separate analyses showed that in 
each frequency category the RTs to the homographs were significantly faster than those to the 
English controls.
Analysis o f variance for the homographs and the Dutch controls.
The analysis for the homographs and Dutch controls showed a significant main effect 
of Type of Target [F1(1,12)=6.99, p<.05; F2(1,78)=7.15, p<.01] and a significant main effect 
of Frequency Category [F1(2,24)=9.11, p<.01; F2(2,78)=7.49, p<.01]. Separate analyses for 
the different frequency categories showed no significant effects for the RT differences 
between the homographs and the Dutch controls. However, within the HFE-HFD and the 
LFE-HFD conditions the differences were almost significant (p=.08 and p=.07, respectively).
Analysis o f variance for the English frequency range items.
The analysis showed a significant main effect of Frequency Category [F1(2,24)=14.58, 
p<.001; F2(2,39)=15.34, p<.001]. Pairwise comparisons showed that the LFE condition (637 
ms) differed significantly from the other two conditions, MFE (575 ms) and HFE (550 ms).
Analysis o f variance for the Dutch frequency range items.
The analysis for the Dutch frequency range items also showed a significant main 
effect of Frequency Target [F1(2,24)=15.48, p<.001; F2(2,39)=4.88, p<.01]. Pairwise 
comparisons showed that all three frequency categories differed significantly. Slowest 
responses were given to the LFD condition (553 ms), followed by the MFD condition (524 
ms), and fastest responses were given to the HFD condition (506 ms).
Analysis o f variance for the nonwords.
The analysis of the nonwords showed a significant effect of Type of Target, but only 
significant by participants [F1(2,24)=5.6, p<.05; F2(2,207)=1.55, ns].
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Error analyses
Analysis o f errors for the homographs and the English controls.
The error analysis for the homographs and English controls showed a significant main 
effect of Type of Target [F1(1,12)=11.6, p<.01; F2(1,78)=19.63, p<.001], a significant main 
effect of Frequency Category [F1(2,24)=4.80, p<.05; F2(2,78)=4.76, p<.05], and a significant 
interaction [F1(2,24)=4.12, p<.05; F2(2,78)=4.26, p<.05]. Separate analysis showed that in 
HFE-HFD (4% versus 1%) and the LFE-HFD frequency category (12% versus 1%) the error 
rate to the English controls was significantly higher than that to the homographs.
Analysis o f errors for the homographs and the Dutch controls.
The analysis for the homographs and Dutch controls combined showed no significant
effects.
Analysis o f errors for the English frequency range items.
The error analysis for the English frequency range items showed a significant main 
effect of Frequency Category [F1(2,24)=14.89, p<.001; F2(2,39)=8.16, p<.01]. Pairwise 
comparisons showed that all categories differed significantly; the LFE condition had most 
errors (19%), followed by the MFE condition (6 %) and HFE condition (2%).
Analysis o f errors for the Dutch frequency range items.
The analysis showed a significant main effect of Frequency Target [F1(2,24)=3.59, 
p<.05; F2(2,39)=2.1, ns], but the effect was only significant in the participant analysis. 
Pairwise comparisons showed that the LFD condition (7%) differed significantly from the 
HFD condition (1%) in the number of errors.
Analysis o f errors for the nonwords.
The analysis of the nonwords showed no significant effects.
CV analyses
The Coefficient of Variability (CV by Segalowitz and Segalowitz, 1993) was 
calculated for the English frequency range items. Relevant ANOVAs and correlations are 
reported below.
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Analysis o f CV for the English frequency range items.
Table 6.23. CVs and correlations between CV and RT for the English frequency range items.
LFE MFE HFE
CV .24 .26 . 2 1
R(CV,RT) -.30 - . 1 1 .03
The analysis showed no significant main effect of Frequency Category. Pairwise 
comparisons showed no significant differences in CV. The correlation between CV and RT 
was nowhere significant.
Analysis o f  CV for the Dutch frequency range items.
Table 6.24. CVs and correlations between CV and RT for the Dutch frequency range items.
LFD MFD HFD
CV . 2 0 .18 .18
R(CV,RT) .37 .27 .17
The analysis showed no significant main effect of Frequency Category. Pairwise 
comparisons showed no significant differences in CV. The correlation between CV and RT 
was significant for the LFD condition.
Correlational analysis
The results of the correlational analyses are summarized in Table 6.25 (for all 
correlations see Appendices, page 254).
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Table 6.25. Correlations between the selected variables for the GVLD for the Highest proficiency group in the 
different conditions.
Homographs English
Controls
EFreqrange Dutch
Controls
DFreqrange Nonwords
1 DF -.13 - - -.17 -.23 -
2 LogDF -.23 - - -.46** -.35* -
3 EF -.09 -.41** -.35* - - -
4 LogEF - . 0 2 - 64** -.62** - - -
5 EFAM -.06 -.61** -.59** - - -
6 DFAM -.38* - - -.42** -.48** -
7 LEN -.09 .19 . 1 2 - 4 3 ** .03 .05
8 NumEN .19 -.26 -.32* .16 . 2 2 .2 2 **
9 NumDN .17 -.37* -.28 .34* -.07 .2 0 **
1 0 TotNumN .19 -.33* -.34* .32* .07 .2 2 **
Note: RTI = reaction time item; EF = English frequency (opm); DF =Dutch frequency (opm); LogEF = English
logarithmic frequency; LogDF = Dutch logarithmic frequency; FAM = familiarity (subjective ratings); LEN = 
number of letters of item; NumEN = Number of English Neighbors; NumDN = Number of Dutch Neighbors; 
TotNumN = Total Number of Neighbors.
Hierarchical regression analyses
The results of the hierarchical regression analyses, carried out in the same way as for 
the preceding experiments, are represented in Table 6.25 to Table 6.27.
Table 6.25. Explained variance for the different homograph categories in the hierarchical regression analysis 
for the Highest Proficiency group.____________________________________________________
HFE-HFD HFE-LFD LFE-HFD
Step Predictors R2 R2inc R2 R2inc R2 R2inc
1 EFAM 19.9 19.9 1.9 1.9 2 0 . 8 2 0 . 8
2 EFAM, DFAM 40.9 2 1 . 0 4.2 2.3 31.2 10.4
3 EFAM, DFAM, LogEF 46.2 5.3 1 2 . 2 8 . 0 36.3 5.1
4 EFAM, DFAM, LogEF, LogDF 58.1 11.9 12.9 0.7 37.9 1 . 6
5 EFAM, DFAM, LogEF, LogDF, LEN
__ ™2x ______________
58.3 0 . 2 2 0 . 2 7.4 38.6 0.7
Note: Explained variance (R ) is given as a percentage. 
R2inc is the increase of R2 after adding a new factor.
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Table 6.26. Explained variance for all homographs in the hierarchical regression
analysis for the Highest Proficiency group.____________________________
All homographs
Step Predictors R2 R 2inc
1 EFAM 0.4 0.4
2 EFAM, DFAM 15.2 15.2*
3 EFAM, DFAM, LogEF 17.0 1 . 8
4 EFAM, DFAM, LogEF, LogDF 17.8 0 . 8
5 EFAM, DFAM, LogEF, LogDF, LEN 18.1 0.3
Note: Explained variance (R ) is given as a percentage. 
R2inc is the increase of R2 after adding a new factor.
Table 6.27. Explained variance for the frequency range items in the hierarchical regression 
analysis for the Highest Proficiency group.__________________________________
English freq. range Dutch freq. range
Step Predictors R 2 R 2inc R 2 R 2inc
1 FAM 34.2 34.2** 22.7 22.7**
2 FAM, LogEF 38.9 4.7 23.1 0.4
3 FAM, LogEF, LEN 40.5 1 . 6 23.3 0 . 2
Note: Explained variance (R ) is given as a percentage. 
R2inc is the increase of R2 after adding a new factor.
6.3. Results for all groups combined
To investigate how different the four groups were in executing this task, analyses of 
variance for RTs and Errors were also conducted with Group as a between subject factor. 
Next, we will report these analyses for all groups combined.
Analyses of variance
Analysis o f variance for the homographs and the English controls.
In the analysis for the homographs and the English controls a repeated measurement 
analysis was executed with as factors Type of Target, Frequency Category and Group. The 
analysis showed a effect of Type of Target [F1(1,83)=186.48, p<.001; F2(1,312)=125.61, 
p<.001], a significant main effect of Frequency Category [F1(2,166)=33.18, p<.001; 
F2(2,312)=14.70, p<.001] and a significant main effect of Group [F1(3,83)=12.32, p<.001;
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F2(3,312)=64.47, p<.001] and a significant interaction of Type of Target with Frequency 
category [F1(2,166)=42.32, p<.001; F2(2,312)=19.03, p<.001].
Analysis o f variance for the homographs and the Dutch controls.
In the analysis for the homographs and the Dutch controls a repeated measurement 
analysis was also executed with as factors Type of Target, Frequency Category and Group. 
The analysis showed a effect of Type of Target [F1(1,83)=16.14, p<.001; F2(1,312)=8.11, 
p<.01], a significant main effect of Frequency Category [F1(2,166)=37.74, p<.001; 
F2(2,312)=21.62, p<.001] and a significant main effect of Group [F1(3,83)=14.02, p<.001; 
F2(3,312)=109.99, p<.001] and a significant interaction of Type of Target with Frequency 
category [F1(2,166)=14.04, p<.001; F2(2,312)=9.79, p<.001].
Separate analyses for the different Frequency Categories for the homographs, English 
controls and Dutch controls combined showed a significant effect for the HFE-HFD condition 
of Type of Target [F1(2,166)=67.64, p<.001; F2(2,156)=28.15, p<.001], also a significant 
effect of Group [F1(3,83)=13.60, p<.01; F2(6,156)=31.60, p<.001]. Pairwise comparisons for 
the factor Group showed that the third-grade high school students differed significantly in a 
slower reaction time to the other three groups.
For the HFE-LFD condition also a significant main effect of Type of Target 
[F1(2,166)=18.03, p<.001; F2(2,156)=9.85, p<.001] was obtained, and a significant main 
effect of Group [F1(3,83)=12.62, p<.01; F2(3,156)=48.18, p<.001]. Pairwise comparisons of 
the factor Group also showed here a significant difference of the third-grade high school 
students to the other three groups. The third-grade students were significantly slower.
The LFE-HFD condition showed a significant main effect of Type of Target 
[F1(2,166)=176.98, p<.001; F2(2,156)=110.88, p<.01], and a significant main effect of Group 
[F1(3,83)=12.42, p<.01; F2(3,166)=32.47, p<.001]. Pairwise comparisons of the factor Group 
also showed here a significant difference of the third-grade high school students to the other 
three groups. The third-grade students were again significantly slower.
For a comparison per group for the homograph effect see also Figure 6.1.
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Figure 6.1. Reaction times to the Homographs minus the English controls for all groups in the GVLD.
Analysis o f variance for the English frequency range items.
The analysis for the frequency range items showed a significant main effect of 
Frequency Category [F1(2,166)=102.87, p<.001; F2(2,156)=69.38, p<.001], and a significant 
main effect of Group [F1(3,83)=8.77, p<.001; F2(3,156)=29.76, p<.001]. Pairwise 
comparisons of the factor Group showed that the third-grade high school students were 
significantly slower compared to the other three groups.
Analysis o f variance for the Dutch frequency range items.
The analysis for the frequency range items showed a significant main effect of 
Frequency Category [F1(2,166)=113.57, p<.001; F2(2,156)=28.86, p<.001], and a significant 
main effect of Group [F1(3,83)=12.60, p<.05; F2(3,156)=35.09, p<.001]. Pairwise 
comparisons of the factor Group showed that the third-grade high school students were 
significantly slower compared to the other three groups.
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Analysis o f variance for the nonwords.
The analysis showed a main effect of Type of Target [F1(2,166)=9.38, p<.001; 
F2(2,828)=4.74, p<.001], and a significant main effect of Group [F1(3,83)=10.87, p<.001; 
F2(3,828)=245.89, p<.001]. Pairwise comparisons of the factor Group showed a significantly 
slower response for the nonwords for the third-grade high school student compared to the 
three other groups and the fifth-grade high school students also differed significantly with the 
other three groups, they were significantly faster than the third-grade high school students, but 
significantly slower compared to the other two groups..
Error analyses
Analysis o f errors for the homographs and the English controls.
The error analysis for the homographs and the English controls showed a significant 
main effect of Type of Target [F1(1,83)=121.85, p<.001; F2(1,312)=49.79, p<.001], a 
significant effect of Frequency Category [F1(2,166)=55.69, p<.001; F2(2,312)=14.04, p<.001], 
a significant main effect of Group [F1(3,83)=6.43, p<.001; F2(3,312)=4.50, p<.01], a 
significant interaction of Type of Target and Group in the analysis by participants 
[F1(3,166)=2.92, p<.05; F2 (3,312)=1.10, ns], and a significant interaction of Frequency 
Category and Type of Target [F1(2,166)=49.80, p<.001; F2 (2,312)=17.07, p<.001].
Analysis o f errors for the homographs and the Dutch controls.
The error analysis for the homographs and the Dutch controls showed a significant 
main effect of Frequency Category [F1(2,166)=4.93, p<.01; F2(2,312)=3.09, p<.05], a 
significant main effect of Group [F1(3,83)=3.14, p<.05; F2(3,312)=3.07, p<.05], and a 
significant interaction of Frequency Category and Type of Target [F1(2,166)=4.72, p<.01; F2 
(2,312)=3.24, p<.05].
Separate analyses for the different Groups for the homographs, English controls and 
the Dutch controls combined showed that there was a significant difference in errors between 
the third-grade high school students (7%) and the other three groups. The fifth-grade high 
school students (5%) also made significantly more errors then the Highest Proficiency group 
(2 %).
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Separate analyses for the different Frequency Categories showed a significant main 
effect of Type of Target [F1(2,166)=19.27, p<.001; F2(2,156)=6.83, p<.01], a significant 
effect of Group [F1(3,83)=6.56, p<.001; F2(3,156)=3.42, p<.05], for the HFE-HFD condition. 
Pairwise comparisons of group showed that the third-grade high school students (7%) made 
significantly more errors compared to the other three groups and the fifth-grade high school 
students (5%) made more errors than the Highest Proficiency group (2%).
The HFE-LFD condition showed a significant main effect of Type of Target 
[F1(2,166)=5.55, p<.01; F2(2,156)=1.15, p=.07] and no significant effect of Group nor an 
interaction. Pairwise comparisons in this frequency category showed that the groups did not 
differ from each other.
The LFE-HFE condition showed a significant effect of Type of Target 
[F1(2,166)=130.07, p<.001; F2(2,156)=47.61, p<.001], a significant effect of Group by 
participants [F1(3,83)=4.20, p<.01; F2(3,156)=1.7, ns], and a significant interaction by 
participants [F1(6,166)=4.25, p<.01; F2(6,156)=1.52, ns]. Pairwise comparisons of the groups 
showed that the third-grade high school students ( 1 0 %) made significantly more errors 
compared to the university students (6 %) and the Highest Proficiency group (5%).
Analysis o f  errors for the English frequency range items.
The analysis for the English frequency range items showed a significant main effect of 
Frequency Category [F1(2,166)=160.93, p<.001; F2(2,156)=48.11, p<.001], a significant main 
effect of Group by participants [F1(3,83)=3.32, p<.05; F2(3,156)=2.08, ns], and a significant 
interaction by participants [F1(6,166)=3.79, p<.01; F2(6,156)=1.29, ns]. Pairwise comparisons 
of Group showed that the third-grade high school students (17%) made significantly more 
errors compared to the Highest Proficiency group (9%).
Analysis o f errors for the Dutch frequency range items.
The analysis for the Dutch frequency range items showed a significant main effect of 
Frequency Category [F1(2,166)=30.50, p<.001; F2(2,152)=10.05, p<.001], and no significant 
main effect of Group or interaction. Pairwise comparisons of Group showed that the third- 
grade high school students (4%) differed significantly from the university students (2%).
Analysis o f errors for the nonwords.
The analysis for the nonwords showed a significant main effect of Group 
[F1(3,83)=8.19, p<.001; F2(3,828)=24.07, p<.001]. Pairwise comparisons of group showed a
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significant difference in error of the third-grade high school students (9%) and the fifth-grade 
high school students (9%) with the university students (4%) and the Highest Proficiency 
group (3%).
CV analyses
Analyses o f CV for the English frequency range items
The CV analysis for the English frequency range data for all groups combined showed 
a significant main effect of Frequency Category [F2(2,156)=7.47, p<.001] and no significant 
effect of Group. Pairwise comparisons showed that the CV measure differed significantly for 
the university students and the fifth-grade high school students (see also Table 6.28)
Table 6.28. CVs for the English frequency range items for all groups.
Third-grade high 
school students
Fifth-grade high 
school students
University students Highest Proficiency 
group
CV All FE .25 .25 .24 . 2 2
R(CV, RT) .36* 42** .23 -.03
CV LFE .27 .30 .25 .24
R(CV, RT) .17 .05 . 1 2 -.30
CV MFE .27 .25 . 2 0 .26
R(CV, RT) -.09 .38 .06 - . 1 1
CV HFE . 2 2 . 2 1 . 2 2 . 2 1
R(CV, RT) .38 .29 . 1 2 .03
Note: All FE = all frequency categories.
Separate analysis for each frequency category showed no significant main effect of 
Group for the LFE condition. Pairwise comparisons of Group showed no significant 
differences between the four groups.
The analysis for the MFE condition showed a significant main effect of Group 
[F2(3,52)=2.90, p<.05]. Pairwise comparisons showed that the university students (.20) 
differed significantly from the third-grade high school students (.27) and the Highest 
Proficiency group (.26).
The analysis for the HFE condition also showed no significant effect of Group. Here 
pairwise comparisons showed again no significant differences between the four groups.
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Analyses o f CV for the Dutch frequency range items
The CV analysis for the Dutch frequency range data for all groups combined showed a 
significant main effect of Frequency Category [F2(2,152)=9.94, p<.001] and a significant 
effect of Group [F2(3,152)=8.69, p<.001]. Pairwise comparisons showed that the CV measure 
differed significantly for the third-grade high school students and the fifth-grade high school 
students with the university students and the Highest Proficiency group (see also Table 6.42)
Table 6.29. CVs for the Dutch frequency range items for all groups.
Third-grade high 
school students
Fifth-grade high 
school students
University students Highest Proficiency 
group
CV All FE .25 .23 .19 . 2 0
R(CV, RT) .48** .75** .53** .28
CV LFE .28 .26 .25 . 2 0
R(CV, RT) .55 .83** . 2 2 .37
CV MFE .23 .24 .18 .18
R(CV, RT) .61* .52 .79** .27
CV HFE .24 .18 .17 .18
R(CV, RT) .23 .57* . 2 0 .17
Note: All FE = all frequency categories.
Separate analysis for each frequency category showed a significant main effect of 
Group for the LFD condition [F2(3,48)=3.39, p<.05]. Pairwise comparisons of Group showed 
a significant differences between the third-grade and fifth-grade high school students with the 
Highest Proficiency group.
The analysis for the MFD condition showed a significant main effect of Group 
[F2(3,52)=3.73, p<.05]. Pairwise comparisons showed that the university students and the 
Highest Proficiency group differed significantly from the third-grade and the fifth-grade high 
school students.
The analysis for the HFD condition also showed significant effect of Group 
[F2(3,52)=4.40, p<.01]. Here pairwise comparisons showed a significant differences between 
the third-grade high school students and the other three groups.
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6.8. Discussion of the GVLD
Interlingual homographs relative to English controls
The homographs compared to English controls showed a facilitation effect in every 
category and for every group. Collapsed over frequency categories this effect was - 6 6  ms for 
both the third-grade and fifth-grade high school students, for the university students it was -  
53 ms and it was -64 ms for the HP group. With respect to the homographs and the English 
controls, the third-grade high school students were much slower and they made more errors 
than the other three groups. The observed facilitation effect, however, was not affected by 
this.
Interlingual homographs relative to English controls
The homographs compared to the Dutch controls showed only an inhibition effect in 
the HFE-HFD category for the third-grade, and the fifth-grade high school students and the 
university students. The latter group also show an inhibition effect for the LFE-HFD category 
and a facilitation for the HFE-LFD category. The Highest Proficiency group showed no 
effects for the homographs compared to the Dutch controls.
English frequency range items
The English frequency range items showed a similar pattern for each group. However, 
for the third-grade high school students there was no clear difference for the LFE and the 
MFE conditions and for the Highest proficiency group this was the case for the MFE and the 
HFE condition. The error analyses for these items showed that only the third-grade high 
school students made more errors than the HP group.
Dutch frequency range items
The Dutch frequency range items differed in every category for all groups. The third- 
grade high school students were again slower in responding and they made more errors.
Nonwords
The nonwords showed a very diverse RT pattern for the different groups. The third- 
grade high school students had slower responses to the LFENW compared to the MFENW. 
For the fifth-grade high school students the Neutral nonwords were slower responded to than 
the LFENW. The university students showed a difference between the LFENW condition and
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the Neutrals. The Highest Proficiency group showed no effects at all. Overall, the third-grade 
and fifth-grade high school students were slower and they made more errors in relation to the 
other two groups.
CV measure
The CV measure for the English items did decline, but it showed no correlations with 
RT for the third-grade and fifth-grade high school students. The measure did not decline and 
showed no correlations with RT for the university students and the Highest Proficiency group.
The CV measure for the Dutch items declined for the first three proficiency groups 
and correlated with RT in several frequency categories. The Highest Proficiency group 
showed no effects for the CV measure.
Correlations with RT
The analyses showed a correlation of RT with subjective frequency, logarithmic 
frequency and frequency in opm. However, for the Highest Proficiency group a different 
order of prominence was found, namely, logarithmic frequency best, subjective frequency, 
and frequency in opm.
Regression analyses
The regression analyses indicated that subjective frequency was the best predictor for 
RT in all groups.
The most obvious effect in this task is the facilitation effect for the homographs, in 
contrast to the inhibition effect observed in the previous experiment. As in the previous 
experiments, the third-grade high school students were clearly different from the other groups 
in their responses, with respect to both RT and error.
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7. General Discussion of the three 
lexical decision experiments
To set the stage for a discussion of the theoretical implications of the three 
experiments reported in the previous chapters, we will first summarize the most important 
result patterns with respect to the major item types involved: the interlingual homographs and 
controls, and the Dutch and English frequency range items. Having done that, we will 
evaluate the pattern of the CV measure the latter types of items produced, in order to assess 
the degree of automatisation in the different proficiency groups. This discussion will be 
followed by a comparison of the results patterns across the three tasks, in order to clarify the 
issue of cognitive control. Finally, the obtained data patterns will be interpreted in terms of 
the four models for bilingual word recognition that were presented in the introduction of this 
series of experiments (Chapter 3).
For the interlingual homographs and their matched one-language control items, the 
result pattern was similar to that in the study by Dijkstra et al. (1998). The English lexical 
decision task (EVLD) showed null results for the homographs compared to the English 
control words. Adding Dutch items (requiring a 'no'-response) to the stimulus list in the 
MEVLD resulted in an inhibition effect, i.e., the responses to the homographs were slower 
than to the English controls. In contrast, changing both the task demands and stimulus list 
composition in the GVLD, which in this case implied giving a ‘yes’-response to Dutch items, 
led to a facilitatory effect for the homographs. These cross-task effects were found for all 
proficiency groups. The only exception concerned the third-grade high school students and 
the fifth-grade high school students, who did  show a homograph effect in some frequency 
categories in the English lexical decision task, in contrast to the other proficiency groups. 
Note that with respect to the other two lexical decision tasks the four groups performed in a 
very similar way. The comparability of the result patterns across proficiency groups appears 
to indicate that the task schemas (mental procedures) that are used to perform these tasks are 
to a large extent independent of the L2 proficiency of the participants. In the section on 
cognitive control below, we will come back to this issue, supporting it by a finer grained 
analysis of the data.
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The Dutch frequency range items were included in only two of the three tasks. In these 
tasks, the latencies to items of the three frequency categories were influenced by their 
frequency in all proficiency groups. It should be kept in mind, however, that in one task these 
items required a ‘yes’-response (the GVLD) and in the other a ‘no’-response (the MEVLD). 
All participant groups were on average 150 ms slower in responding to the Dutch items with 
‘no’ than with ‘yes’. Group comparisons in both tasks showed that only the third-grade high 
school students differed from the other groups in their responses to the Dutch frequency range 
items in both RT and percentage error.
For the English frequency range items, the result pattern again was similar across all 
three tasks. The fastest responses and least errors were produced by items in the HFE 
condition, followed by items in the MFE condition. Slowest responses and most errors were 
given for items of the LFE condition. This was true in all three experiments. Within every 
frequency category, each group showed an analogous decline in RT and error percentage, 
although the groups did differ from each other in performance quality. Mean RT and error 
percentage decreased when proficiency became higher. The third-grade high school students 
differed most clearly from the other three participant groups.
Automatisation
We used the data for the English frequency range items to compute a measure for 
automatisation, the CV measure (SD divided by mean RT) developed by Segalowitz and 
Segalowitz (1997). From a theoretical point of view, the CV measure is probably best 
computed on the basis of the data in the pure English lexical decision task. In this experiment, 
no Dutch items were included, thus indirect effects on the RT to the English items cannot 
occur. The following table shows the CV result pattern for the English frequency range items 
in this task, ordered in the same way as the table of our predictions (see chapter 3, page 75, 
Figure 3.6).
Proficiency
a 2 
.29 
.24 
. 2 0
Table 7.1. CV measure in EVLD for the English frequency range items for all participant groups. Note: a 1 = 
third-grade high school students; a 2 = fifth-grade high school students; a 3 = university students; a 4 = Highest 
Proficiency group
a
CV LF .28
CV MF .27
CV HF .23
a 3 a 4
.25 .25 MF
. 2 0 . 2 2 HF
.19 .17 HHF
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A group comparison on the data in Table 7.1 indicates that the CV measures for the 
third-grade and fifth-grade high school students differed from those in the other two groups in 
most of the frequency categories and overall. This finding is reconcilable with a theoretical 
interpretation of the CV measure according to which the two highest proficiency groups are 
already maximally automatized and therefore do not differ significantly from each other.
More generally, the data showed a CV decrease from the less proficient to the more proficient 
participant groups, but also within a participant group for the different frequency categories. 
This was the pattern that we predicted in the introduction.
However, according to Segalowitz and Segalowitz (1997) the CV should also start to 
correlate positively with RT with higher degrees of automatisation and thus higher degrees of 
proficiency. According to their view, at the “point of restructuring” a positive significant 
correlation should exist between CV and RT. Table 7.2 contains a summary of the 
correlations for the same item types and participant groups as Table 7.1. The results in the 
table pose a theoretical problem for the CV measure, because one would expect that only the 
two higher proficiency groups would show a significant correlation between CV and RT 
(reflecting automatisation). However, it was not the case that in general the more proficient 
groups showed significant correlations while the less proficient did not. Furthermore, within 
participant groups the correlations also show a somewhat inconsistent pattern. For the third- 
grade high school students, only the Middle Frequency range condition showed a significant 
correlation, and for the fifth-grade high school students only the Middle and High Frequency 
range conditions did. The university students showed no significant correlations for the 
various frequency categories, and the Highest Proficiency group showed a correlation only for 
the High Frequency range condition. In sum, these results do not fully support the account 
about the CV measure proposed by Segalowitz and Segalowitz.
Proficiency
1 2
- w
3 4a a a a
R(CV,RT) LF . 0 2 .09 .25 .25 MF
R(CV,RT) MF .31* .54** . 2 0 . 2 2 HF
R(CV,RT) HF .29 .39* .19 .39* HHF
Table 7.2. Correlations of CV with RT in EVLD for the English frequency range items for all groups. Note: a 1 = 
third-grade high school students; a2 = fifth-grade high school students; a 3 = university students; a 4 = Highest 
Proficiency group; * = significant at .01 level; ** = significant at the .001 level.
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Cognitive control
As we explained in the Introduction, we intended to measure cognitive control by 
comparing the three applied variants of the lexical decision task. We proposed that differences 
in cognitive control could be measured be examining the size and direction of the homograph 
effect (i.e., the difference between homographs and control items) in the three different 
experiments. For instance, a larger homograph inhibition effect in one task relative to the 
other could be interpreted as evidence for less cognitive control. We expected to find 
differently sized effects for the different proficiency groups if the groups should differ in the 
amount of control they would be able to exert.
First, we replicated the basic patterns of results found by Dijkstra et al. (1998) within 
the comparable participant group (i.e., the university students). The EVLD showed null 
effects, the Mixed-EVLD showed an inhibition effect, and the GVLD showed a facilitation 
effect for the homographs relative to the control items. Of interest, of course, is, whether this 
pattern in each task varied with L2 proficiency.
For the EVLD, null effects were found for the two highest proficiency groups (cf. 
Dijkstra et al.). However, the third-grade and fifth-grade high school students did show an 
effect in certain frequency categories. For the third-grade high school students, an effect 
occurred when the frequency of both readings of the homograph were high; for the fifth-grade 
high school students an effect occurred when the frequency of the English reading was high 
(the Dutch reading was either High or Low Frequent). In addition, the fifth-grade high school 
students showed an inhibition effect for the HFE-HFD category and a facilitation effect for 
the HFE-LFD category. When the items of each type were collapsed over frequency 
categories, the four groups were not very different in their overall difference in RT to 
homographs and English controls, showing effects of, respectively, 14 ms, 2 ms, 13 ms, and -  
9 ms for the third-grade, fifth-grade high school students, university students, and the Highest 
Proficiency group. We therefore tentatively conclude that, in contrast to the university 
students and the Highest Proficiency group, the high school students were not able to control 
their native language in a task where this language is not actually present. We hypothesize 
that this might be a consequence of their relatively low proficiency in their L2, implying less 
cognitive control over (their use of) the relative activation of both their languages in a 
bilingual situation. (In the last chapter of this thesis we will suggest some other possible 
interpretations of these results.)
In the Mixed-EVLD, inhibition effects for the homographs relative to their matched 
controls were found for every frequency category and every participant group. Apparently, as
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in Dijkstra et al., adding Dutch items to the experiment changed the null effects into inhibition 
effects. Collapsed over frequency categories, the size of the homograph effect was large in all 
groups, namely, 67 ms, 87 ms, 51 ms, and 67 ms for the third-grade, fifth-grade high school 
students, university students, and the HP group, respectively. Group comparisons for items in 
each frequency category separately demonstrated that only the third-grade high school 
students differed significantly from the other three groups: These high school students were 
significantly slower and made more errors. On the whole, it appears that in Mixed-EVLD, the 
proficiency of the different participants did not significantly affect the size of the homograph 
effect, in contrast to our expectations based on theoretical considerations about proficiency 
differences and their effect on cognitive control. The less proficient groups were slower and 
made more errors than the other groups, but they showed homograph effects of comparable 
size. We further expected to find null results for the homographs in this task for the Highest 
Proficiency group, under the assumption that increased control over the languages goes hand 
in hand with increased proficiency. However, large effects were found instead.
In contrast, in the GVLD we found a facilitation effect for the homographs relative to 
controls in all groups. It seems that changing only the task demands (i.e., going from the 
Mixed-EVLD to the GVLD) always reversed the pattern of the homograph effect, as we 
expected on the basis of the results from Dijkstra et al. Collapsed over frequency categories, 
the data showed a - 6 6  ms homograph effect for the third-grade high school students, - 6 6  ms 
for the fifth-grade high school students, -53 ms for the university students, and -64 ms for the 
Highest Proficiency group. Apparently, just like in the Mixed-EVLD, proficiency did not 
influence the homograph effect in this task to any significant degree either.
What do these results tell us about cognitive control and its relation to an increasing 
L2 proficiency? The results could be interpreted as evidence that in a pure L2 task, controlling 
the activation of (words in) the two languages becomes less difficult the more proficient one 
is in L2. However, the theoretical view that one can “control” relative language activation 
becomes less likely when one considers the other experiments in our study. The data indicate 
that when words from both languages are actually present in the experimental situation, it is 
very difficult or even impossible to control the amount of activation in both languages. This 
holds even for participants who are highly proficient in L2. Especially in the Mixed-EVLD 
experiment, where ‘suppressing’ the L1 could enhance performance, the high proficient 
participants did not seem to be able to do so.
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To save the cognitive control account, one could propose that in the Mixed-EVLD and 
the GVLD both languages were equally active, because both were needed to perform the task. 
For instance, to say ‘no” in the Mixed-EVLD, it might be necessary to identify the Dutch 
word. However, if this view were true, one would expect every item in the experiment to be 
affected by the active state of both L2 and L1 (dependent on its frequency). Thus, latencies to 
the English frequency range items, for example, should also be influenced by the task 
differences. However, the following scatter plots show that this was not the case. In the 
diagrams, for every proficiency group and every task, RT is plotted against the logarithmic 
frequency for the homographs and the English frequency range items (Figures 7.1a -7.1d). As 
we have seen previously and as can be seen in this Figure, the three tasks differ with respect 
to the slopes and intercepts for the regression lines for the interlingual homographs. This can 
be understood as a consequence of task-sensitive responses to the English and Dutch readings 
of these homographs.
Let us point out just two prominent aspects of the data. First, we observe that the 
pattern of results for the Homographs across groups and experiments is clearly different: For 
every proficiency group, the intercepts differ between tasks. In most cases it is the GVLD that 
differs from both the EVLD and the MEVLD. Thus, the steepness of the regression lines for 
the interlingual homographs depends on the task in question. As can be seen in Table 7.3, this 
table shows the formulas for every regression line in Figure 7.1 and whether the intercepts 
and slopes differed statistically between the tasks, the RTs in the EVLD are frequency- 
dependent: The response becomes faster if the English reading of the item becomes more 
frequent. Interestingly enough, the dependency of frequency is larger in the MEVLD task.
This could be a consequence of a stronger stimulus-response binding for the Dutch reading in 
that task: Under those circumstances, a low-frequency English reading of an interlingual 
homograph would suffer more from response competition than a high-frequency English 
reading. Further note that the regression lines for the homographs are relatively flat in the 
GVLD, which may be a consequence of the fact that here participants can respond to either 
reading of the homograph (note that the RTs to homographs in this task are also determined 
by Dutch responses, not indicated in these figures).
Second, in contrast to the homograph results, there are no relatively few differences 
across experiments between the slopes for the English frequency range items in the various 
participant groups. Statistical tests indicated that the regression lines did not differ in terms of 
their slopes for the middle two participants groups, and in several cases not with respect to 
their intercept either. For the third-grade high school students, there is a difference in intercept
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and slope for the regression lines of the GVLD and EVLD or GVLD and MEVLD, 
respectively. We suggest this finding may have to do with a relative difficulty of third-graders 
to link the activity in their lexicon to particular responses in the task schemas
Homographs Task Formula Intercept B
3 VWO EVLD
GVLD
MEVLD
RT=821-17*[Elog(x)]
RT=611+5*[Elog(x)]
RT=961-41*[Elog(x)]
gvld-mevld: p= . 0 0 0  
gvld-evld: p= . 0 0 0  
evld-mevld: p=.03
gvld-mevld: p 
gvld-evld: p=.
= . 0 2
036
5 VWO EVLD
GVLD
MEVLD
RT=689- 15*[Elog(x)]
RT=568-3*[Elog(x)]
RT=787-19*[Elog(x)]
gvld-mevld: p= . 0 0 0  
gvld-evld: p=.004
ns
Students EVLD
GVLD
MEVLD
RT=648-34*[Elog(x)]
RT=568-21*[Elog(x)]
RT=810-68*[Elog(x)]
gvld-mevld: p= . 0 0 2  
gvld-evld: p= . 0 1  
evld-mevld: p= . 0 0 0
ns
HP EVLD
GVLD
MEVLD
RT=644- 15*[Elog(x)]
RT=541-1*[Elog(x)]
RT=773-25*[Elog(x)]
gvld-mevld: p= . 0 0 0  
gvld-evld: p=.005 
evld-mevld: p=.005
gvld-mevld: p= . 0 2
English freq. 
range items
3 VWO EVLD
GVLD
MEVLD
RT=877-42*[Elog(x)]
RT=951-50*[Elog(x)]
RT=829-32*[Elog(x)]
gvld-evld: p= . 0 0 1 gvld-mevld: p= . 0 1
5 VWO EVLD
GVLD
MEVLD
RT=826-48*[Elog(x)]
RT=799-39*[Elog(x)]
RT=769-37*[Elog(x)]
ns ns
Students EVLD
GVLD
MEVLD
RT=744-86*[Elog(x)]
RT=729-78*[Elog(x)]
RT=765-86*[Elog(x)]
ns ns
HP EVLD
GVLD
MEVLD
RT=721 -34*[Elog(x)] 
RT=661-20*[Elog(x)] 
RT=708-26*[Elog(x)]
gvld-mevld: p=.03 
gvld-evld: p=.003
gvld-evld: p=. 
evld-mevld: p
008
=.047
However, the next two more proficient groups do not show such differences 
anylonger. Further note that for the Highest Proficiency groups some task differences become 
significant again. This is probably due to the slight difference in their statistical pattern for the 
GVLD, which becomes significant due to the low SDs in this proficiency group.
Explaining the significances found in the lowest and highest proficiency group in this 
way, we propose that the activation of English frequency range items has not been affected by
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the task they were included in. To conclude, in spite of the differences in stimulus list 
composition and demands across the three tasks, there were probably no differences in the 
underlying activation patterns for the English frequency range items. This conclusion has 
important consequences for present theoretical views on the architecture of the bilingual word 
recognition system, as we w ill see in the next section.
Third-grade high school students for all tasks:
English frequency range items
mevld
gvld
evld
Third-grade high school student for all tasks:
All homographs
ELOGFREQ ELOGFREQ
Figure 7.1a. Scatterplots of English frequency range items and homographs for the third-grade high school 
students in all tasks. RTI = Reaction time in ms; ElogFreq = English logarithmic frequency.
Fifth-grade high school students for all tasks:
English frequency range items
ELOGFREQ
Fifth-grade high school students for all tasks:
All homographs
ELOGFREQ
Figure 7.1b. Scatterplots of English frequency range items and homographs for the fifth-grade high school 
students in all tasks. RTI = Reaction time in ms; ElogFreq = English logarithmic frequency.
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University students for all tasks:
English frequency range items
University students for all tasks:
All homographs
ELOGFREQ ELOGFREQ
Figure 7.1c. Scatterplots of English frequency range items and homographs for the university
students in all tasks. RTI = Reaction time in ms; ElogFreq = English logarithmic frequency.
Highest Proficiency group for all tasks:
English frequency range items
Highest Proficiency group for all tasks:
All homographs
ELO GFREQ ELOGFREQ
Figure 7.1d. Scatterplots of English frequency range items and homographs for the Highest Proficiency 
group students in all tasks. RTI = Reaction time in ms; ElogFreq = English logarithmic 
frequency.
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Relating the empirical data to models of bilingual word recognition
Before we relate the data of our cross-sectional study to bilingual word recognition models, it 
is useful to summarize the main conclusions that we can draw.
First of all, the differences in results patterns that we obtained across tasks, suggest 
that a theoretical distinction must be made between the output of the word identification 
system and a system that subserves the execution of the task at hand. The results for the 
interlingual homographs further indicate that when a bilingual participant encounters such an 
item, the reading from both languages is initially activated. These points lead to the 
suggestion that the activation output of the word identification might be the same in the 
different tasks, but that differences arise when this output is used for decision making to 
perform the task at hand. The stimulus-response binding account for the three lexical decision 
variants, mentioned in the Introduction, may clarify this point. The task at hand and its 
corresponding binding of the stimulus to a response leads to the null effects in the EVLD  
(strong binding of English with ‘yes’ and almost no binding for Dutch), but also to the 
inhibition effect in the Mixed-EVLD (strong binding of English to ‘yes’ and strong binding of 
Dutch to ‘no’), and to the facilitation effect in the GVLD (strong binding of both English and 
Dutch to ‘yes’).
Taking this theoretical view, the locus of exerting cognitive control can be localized at 
the task/decision system. However, in contrast to most available theories, we do not propose 
that such cognitive control is able to modulate the level of lexical activation in a language 
depending on non-linguistic circumstances. The regression data for the English frequency 
range items do not support this view. Instead, to the extent that cognitive control is possible at 
all, we propose that it operates at the level of stimulus-response binding, in other words, at the 
task/decision level. For participants having a lower proficiency in L2, the binding of the 
English items to a ‘yes’ response might be weaker, and therefore the Dutch reading of the 
homograph could have a stronger influence on the task/decision system than for the more 
proficient participants. Note that when words of the stronger Dutch language are present, 
neither group appeared to be capable of ‘controlling’ the output of the word identification 
system.
The process of automatisation in these three tasks seems to be more difficult to 
capture. The CV measure did reflect a proportional decrease of SD with RT across participant 
groups and even within each participant group, but there did not seem to be a consistent 
correlation of CV with RT. In fact, it appears that an increase in proficiency may primarily be 
accompanied by stronger L2 representations (and perhaps associated higher resting levels of
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activation) in the bilingual lexicon. This assumption appears to be sufficient to explain the 
speeding up of RTs and the occurrence of fewer errors. Indeed, given our patterns of results, 
one starts to wonder if automatisation of word recognition does indeed entail more than faster 
and more correct responses.
How does this theoretical account based on our data patterns relate to the four views of 
word recognition that we described in the Introduction?
First, the BIMOLA model would explain the different homograph effects in the three different 
experiments by assuming the participants were in a different ‘language mode’ in each 
experiment. Because no Dutch items were present in the EVLD , the language mode of the 
participants in this experiment would have been positioned more towards the monolingual 
end of the continuum. The Dutch language would have become only partially active, not 
active enough to lead to a homograph effect (Grosjean, 1997). In the GVLD, however, the 
participants were at the opposite end of the continuum, in a clear bilingual language mode, 
due to the presence of Dutch items in the stimulus list and due to the task demands that a 
generalized lexical decision requires (i.e., saying ‘yes’ to Dutch and English items). For the 
Mixed-EVLD the language mode of the participants may also have been bilingual, because 
the stimulus list was the same as in the GVLD, and recognition of items from both languages 
was required.
However, this account does not explain why the GVLD led to a facilitation effect and 
the Mixed-EVLD to an inhibition effect. Clearly, a task/decision component is necessary to 
account for the different patterns of results, also because the language mode account assumes 
that words from both languages are active in the two situations. Going a bit further, one might 
question if the participants in the first experiment were really in the ‘monolingual language 
mode’. It would appear to us that the base language for the late bilinguals in the present 
experiments was their native language Dutch. If  this assumption is correct, it would seem to 
be in line with the language mode account that in our L2 task both languages of the bilingual 
were active, implying that the language mode of the participants was situated at the bilingual 
end of the continuum of the language mode, instead of the monolingual language mode.
These observations suggest that the ‘language mode’ hypothesis may not be able to 
account for task differences and stimulus list composition differences at the same time. With 
respect to BIM O LA, it seems at least clear that it needs to be extended with a task/decision 
component.
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Second, the Inhibitory Control model would probably account for the different result 
patterns for homographs in the three tasks by referring to the language task schemas. As we 
saw above, the model assumes that assigning a task to a participant leads to the activation of a 
particular task schema, a mental procedure to perform the task. The schema in turn w ill 
change the activation and subsequent selection of lemmas in the lexico-semantic system. It 
appears to be possible to formulate our account in such a way that it is compatible with the IC 
model. However, there are two problems that must be mentioned. First, in the 1998 version of 
the model, there is neither a complete account of how the recognition of items within the 
lexico-semantic system takes place, nor an account of how the task demands in lexical 
decision would vary across task variants and under the influence of stimulus lists with 
different compositions. The IC  model must be specified with respect to these important points 
before it can be properly evaluated in the light of our data. Second, as indicated above, the IC 
model proposes an interaction between the task schemas and the (lemmas in the) lexico- 
semantic system. In other words, top-down inhibitory control and modulation of lexical 
activation is possible (also see Von Studnitz & Green, 2002). However, the regression lines 
for the English frequency range items in our study suggest that this account is not correct. 
Thus, if the argument is correct that no top-down modulation of lexical activation by non- 
linguistic context factors takes place, then the IC model would have to be modified with 
respect to this point.
Third, a similar situation as for the IC  model holds for the BIA model. It can only 
explain the current results by making some extra assumptions about task performance, and it 
also makes the probably incorrect assumption that top-down modulation of lexical activation 
is possible. To be fair, Dijkstra et al. (1998) did introduce some assumptions about the effects 
of task demands in order to account for their results, which were, as stated above, very similar 
to ours. In their account they referred to the language nodes. More specifically, they argued 
that in the EVLD  the English language node was more activated than the Dutch language 
node (at least they assumed language activation differences across experiments). From this 
assumption it follows that the language node was able to receive activation from top-down 
information sources outside the lexicon, such as task instruction and perhaps stimulus list 
composition. They argued that in the Mixed-EVLD the Dutch language node was more active 
than in the EVLD . The inhibition effect in the Mixed-EVLD was explained by assuming the 
English reading of the homograph became available later than the Dutch reading, allowing it 
to compete with the English reading. In addition, the Dutch reading of the homograph
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activated the Dutch language node, which supported a ‘no’-response. To account for the 
facilitation effect in the GVLD, the authors proposed that participants would respond to the 
fastest reading that became available in that task. In this way, they added a task-dependent 
decision mechanism to their model.
The model could in principle simulate the proficiency effects in our study by changing 
the resting level activations reflecting the subjective frequencies of the different L2 items for 
each proficiency group. This could account for the slower responses and the increase in errors 
for the less proficient participants, under the assumption that the associated items’ resting 
levels were lower, leading to a slower item selection process. Simulations with the B IA  model 
implementing this suggestion w ill be conducted in future work. Such simulations should also 
clarify if top-down inhibition effects by the language nodes on items from a non-target 
language are really necessary to mimic the result patterns in studies like ours.
Fourth, a comparison of the word recognition account of the BIA+ model given in the 
introduction with the empirical data of our study indicates that this model fits quite well with 
the obtained data patterns. The BIA+ model combines the basic architecture of the B IA  model 
but extends it with a task/decision system. Both components are necessary to account for our 
data. Furthermore, the BIA+ model does not assume there is any top-down effect from non- 
linguistic origin on the activity in the mental lexicon. To be brief, the BIA+ model can 
explain all major results we obtained in our cross-sectional study.
To sum up, in a study that systematically varied L2 proficiency, stimulus list 
composition, and task demands, a picture arises that strongly suggests that a distinction must 
be made between a visual word recognition system per se and a task/decision level. Cognitive 
control appears to have its effect at the latter level. Furthermore, with respect to the issue of 
automatisation, we are clearly in need of new theoretical approaches that go beyond the use of 
the CV-measure itself and its correlation with RT. Finally, the paradox between cognitive 
control and automatisation w ill not be resolved unless we w ill come up with a better 
operationalization of the concept of automatisation.
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8. Masked nonword and repetition priming 
with neighbors from L2 to L1
8.1 Introduction
The vast majority of studies on visual word recognition in bilinguals conducted in the 
last decade have provided evidence that the word identification system is “profoundly 
language nonselective” (Dijkstra & Van Heuven, 2002). The latter term is meant to convey 
that lexical candidates from different languages are activated under a large variety of 
experimental circumstances. Apparently, the initial activation of word candidates on the basis 
of the input letter string proceeds similarly for items in differently composed stimulus lists 
and in many different tasks. According to a language nonselective viewpoint, the absence of 
cross-linguistic effects under some circumstances is not due to language selective access, but 
can be accounted for by task or decision level factors (e.g., Dijkstra, De Bruijn, Chwilla, & 
Schriefers, 2001).
Furthermore, if lexical access to the word recognition system is really nonselective 
and automatic, there should be no qualitative differences in how bilinguals process words 
from the first (L1) and second (L2) language, at least when we leave strategic factors and 
differences in the organization of the L1 and L2 lexicon aside. Of course, on average L2 
words w ill have been encountered by the bilingual less often than L1 words because of 
differences in L1 and L2 proficiency. This subjective frequency difference may affect the 
relative speed of lexical activation and identification of L1 and L2 words. As a consequence, 
cross-linguistic effects of L2 on L1 w ill be less strong than in the other direction. 
Nevertheless, mechanisms like lexical activation and lexical competition should operate 
similarly in the bilingual and monolingual word processing system.
The majority of studies in the literature has investigated the effects of the first 
language on the second. Only a handful of studies has examined effects in the opposite 
direction (Bijeljac-Babic, Biardeau, & Grainger, 1998; Van Hell & Dijkstra, in press; Van 
Heuven, Dijkstra, &  Grainger, 1998; Van Wijnendaele & Brysbaert, 2002). We w ill briefly 
describe these studies, first the studies involving isolated words and then the masked priming 
studies.
Using a word list with responses to individual words, Van Hell and Dijkstra (in press) 
had Dutch-English-French trilinguals perform a standard Dutch (L1) lexical decision task, 
involving exclusively Dutch words, nonwords derived from Dutch words, and cognates that
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were in majority non-identical in orthographic form between English and Dutch or between 
French and Dutch. Two examples of such cognates are the Dutch word “bakker” , translated in 
English as “baker” , and the Dutch word “muur” translated as “mur” in French. When the 
proficiency of the participants in their L2 and L3 (English and French) was high enough, their 
response times (RTs) to Dutch-English and Dutch-French cognates were faster than to control 
words that exist only in Dutch. Thus, in one and the same experiment language nonselective 
effects were found from L2 and L3 on L1, even though the participants were not aware that 
their other-language knowledge was important.
Van Heuven, Dijkstra, and Grainger (1998) found effects of the second language on 
the first with different types of materials and tasks. The target words had different numbers of 
neighbors within and across languages. A  neighbor is a word that differs in one letter position 
from the target word. For instance, the word CORK is an English (intralingual) neighbor of 
the English target word W ORK, and the word W O LK (meaning “ cloud” ) is a Dutch 
(interlingual) neighbor of W ORK. For progressive demasking and generalized lexical 
decision, it was found that L2 neighbors affected the RTs to L1 target words, leading to 
inhibition effects across languages.
In addition to examining the effects of L2 lexical candidates on L1 target processing 
using lists of individually presented words, one can use a masked form priming paradigm in 
which the effects of briefly present of L2 primes on L1 target word processing are assessed. 
Because the L2 primes are masked and presented for only 30 to 60 ms, participants are not 
aware of their presence and do not realize the importance of L2 to the experimental situation. 
Nevertheless, a nonselective view predicts that the recognition of the L1 target word should 
be affected by the characteristics of the L2 primes, if the participants’ level of L2 proficiency 
is high enough.
This result was indeed found with respect to cross-linguistic effects of phonological 
overlap by Van Wijnendaele and Brysbaert (2002). Using a backward priming task, these 
authors had French-Dutch bilinguals identify French words that were preceded by briefly 
presented (42 ms) Dutch nonword primes that sometimes overlapped phonologically 
according to Dutch spelling rules (e.g., fain - FA IM ). A  larger percentage of correct target 
identification was found under these conditions than for control words (e.g., faic - FA IM ).
Finally, in a masked priming study Bijeljac-Babic, Biardeau, and Grainger (1997, 
Experiment 2) investigated the orthographic effects of a briefly presented L2 prime word on 
L1 processing. Three groups of French-speaking students were tested, varying in their 
proficiency of English: French monolinguals, beginning French-English bilinguals, and
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proficient French-English bilinguals. In this experiment, the prime words were interlingual 
neighbors of the targets (e.g., soil [English] - SOIF [French, meaning “ thirst” ]). The 
participants made a French lexical decision on the target word. An inhibitory effect was found 
for orthographically related prime - target pairs. This cross-language effect depended on the 
relative L2 proficiency of the participants, increasing from a non-significant 4 ms for the 
monolinguals and 17 ms for the beginning bilinguals, to a significant effect of 43 ms for the 
proficient bilinguals. Because the performance of French monolinguals showed no influence 
of English word primes (null-effect), the authors concluded that the effects that were observed 
in the beginning and proficient bilinguals cannot have been prelexical in origin. Instead, they 
argued that the inhibitory effects of different-language primes were likely to be due to the 
prime word’s lexical representation in some way interfering with target word recognition.
This view is in line with the assumption of lateral inhibition between active word candidates 
in interactive activation accounts of orthographic priming (see, for example, Grainger & 
Jacobs, 1999, p. 470: principle 4).
However, in a simulation of this study by an implemented interactive activation model 
of bilingual word recognition, the B IA  model, facilitatory effects and not null-effects were 
found for overlapping prime - target combinations if the English primes were not included in 
the French-English lexicon as words, i.e. in a state mimicking the French monolinguals 
(Dijkstra, Van Heuven, & Grainger, 1998). Because such primes were, in fact, nonwords to 
the model, no lexical competition between prime and target was present under these 
circumstances and only facilitatory effects due to prime-target form overlap arose. However, 
when a prime word was assumed to be known and therefore included in the model’s lexicon, 
lexical competition occurred and the response to a related target word was slowed down. For 
a mixed set of known and unknown prime words, this led to overall null-results in related 
prime-target combinations relative to unrelated prime-target combinations. This model 
situation can, of course, be directly applied to the empirical study. If  we assume that the 
monolingual French participants were familiar with a few of the English primes, the observed 
null-results are accounted for. The assumption that some primes may in fact have been known 
by the monolingual participants appears to be reasonable, because the experiment included 
very frequent words like “post” and “ fire” .
A  closer look at the stimulus materials throws some more doubt on the conclusions of 
Bijeljac-Babic et al. Several target words were interlingual homographs between French and 
English (e.g., CAGE, PLATE, PORT, R IT E ) and several primes were inflected verb forms 
(e.g., armed, loved, lost, fell). Furthermore, instead of using a one-by-one match of the
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frequency of the primes in the related and unrelated conditions, a Latin square rotation 
procedure was used. It is unclear how these aspects affected the results.
In the present study we w ill therefore replicate and extend this experiment in a number 
of respects. First, we w ill attempt to demonstrate that the cross-linguistic inhibition effect can 
be found under experimental conditions in which there is a tighter match between related and 
unrelated primes. Second, we w ill show that facilitation effects are indeed obtained if 
nonwords are used as primes. If  an RT difference is observed between conditions with primes 
that are either L2 words or nonwords, this should provide more solid evidence that L2 words 
are indeed competing with the L1 target words.
Replicating the effects of Bijeljac-Babic et al. is also important for another reason. 
Although the priming results could be simulated by the B IA  model, they are, in fact, in 
contradiction with one assumption that has been made in association with this model. As 
suggested by Dijkstra et al. (1998, p. 64), it might be possible that the currently relevant 
language could be pre-activated by the stimulus list context via the so-called language nodes. 
According to this account, a given item in a stimulus list activates its language membership 
tag or language node, which subsequently induces a slower recognition of target items from a 
different language. Therefore, the Dutch language node in Dutch-English bilinguals, who 
have used their L1 (Dutch) all day, should be maximally primed if they participate in a 
masked priming task where all target words are also from their L1. Because only Dutch words 
are consciously experienced and recognized, the English words should always be maximally 
suppressed by the Dutch language node. Obtaining inhibitory effects of English (L2) primes 
on Dutch (L1) target words is therefore in direct contradiction with the assumption that 
language nodes suppress words from other languages. In contrast, an inhibitory effect would 
be in line with the BIA+ model, which assumes no top-down inhibition effects in this 
situation (Dijkstra & Van Heuven, 2002).
In the experiment, we w ill further test one other prediction that directly follows from 
an account of orthographic priming in the monolingual domain. Suppose a target item is 
repeated several times in an experiment. If  such target repetition leads to an increased resting 
level activation (principle 5 in the orthographic priming account by Grainger and Jacobs, 
1999), this should give it more inhibitory force relative to other items. Thus, target repetition 
should reduce the inhibitory effects of lexical competitors. Indeed, if the suppression of other 
word candidates becomes maximal, the presentation of an overlapping prime word should 
have the same effect as the presentation of a related nonword prime: It should be facilitatory.
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Given these considerations, we conducted a masked priming experiment in which the 
following experimental factors were manipulated. First, we varied the lexical status of the 
prime (English word or nonword), and of the target (Dutch word or nonword). Second, we 
manipulated the relatedness between and prime and target (with or without orthographic 
overlap). Finally, in a Latin square design we presented the target items four times, each time 
preceded by a different type of prime (related or non-related, and word or nonword). The 
latter manipulation allows us to examine the effect of target repetition on the priming effect.
8.2 Masked priming experiment 
8.2.1 Method
Participants
Twenty-one students (12 female and 9 male, mean age: 22.9) of the University of 
Nijmegen participated in the experiment for course credit or payment. A ll participants were 
native speakers of Dutch who had experience with English for at least six years (mean years 
of experience: 12 years). They all used English regularly in their study.
Stimulus materials
Twenty Dutch monolingual 5-letter target words (mean frequency: 22 occurrences per 
million, opm) were selected from the C ELEX  database (Baayen, Piepenbroek & Van Rijn, 
1993). For each of these Dutch targets, the English neighbor with the highest frequency (249 
opm) was selected. These words were used as the English related word prime. Also, twenty 
English word primes (254 opm) that had no relationship with the targets were selected. These 
unrelated English word primes were matched in frequency with the related neighbor primes.
Nonword primes were constructed by changing one letter of the Dutch target. The 
resulting prime-target pairs were used in the related nonword prime condition. In addition, 
twenty English like unrelated nonword primes were (see Appendices, page 256, for all 
stimulus materials). Sixteen practice prime target pairs were also selected, representing all 
eight conditions.
Design and Procedure
The experimental design had as within-subject factors Lexical Status Target 
(word/nonword), Lexical Status Prime (word/nonword), Relatedness (related/unrelated 
prime), and the between-subject factor Order of Item Presentation.
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The total stimulus set consisted of 160 items (see also Table 8.1 for an overview of all 
conditions), of which 80 items were word targets ( 2 0  related primes, 2 0  unrelated primes, 2 0  
related nonword primes, and 2 0  unrelated nonword primes) and 80 were nonwords ( 2 0  related 
primes, 2 0  unrelated primes, 2 0  related nonword primes, and 2 0  unrelated nonword primes).
The 160 items were divided in four blocks of 40 items, such that in each block each of 
the 20 word targets and each of the 20 nonword targets occurred exactly once. Furthermore, 
five of the word targets occurred in the related word prime condition, 5 in the unrelated word 
prime condition, 5 in the related nonword prime condition, and 5 in the unrelated nonword 
prime condition. The next three blocks were amended for the first block by systematically 
changing the priming conditions and which target occurred, so that after four blocks each 
target had occurred in all four conditions. For each block a separate randomization was 
established. Finally, the order of presentation of the resulting four blocks was determined via 
a Latin Square such that across participants, each block occurred equally often as the first, 
second, third, and fourth block of the experiment. In this way, it was possible to analyze each 
quarter of the experiment separately, and thus test whether and how the relevant priming 
effects changed in the course of the experiments.
Table 8.1. Examples of prime-target pairs for words and nonwords.
Word prime Nonword prime
Related prime Unrelated prime Related prime Unrelated prime
Word large - LA R V E group - LA R V E lorve - LA R V E broup - LA R V E
Nonword bourn - BO URE grail - BO URE doure - BO URE brail - BO URE
Each participant was tested individually. The presentation of the visual stimuli and the 
recording of the RTs were controlled by a Macintosh Quadra 660 V  computer with 24 
megabytes of working memory. The experiment was controlled by a computer program 
developed at the Nijmegen Institute for Cognition and Information (N IC I).
The participants were seated at a table with the computer monitor at a 60 cm distance. 
The primes were presented for 60 ms in lowercase letters and in font Arial on a 15-inch 
computer monitor in black on a white background preceded by a visual mask for 510 ms 
consisting of five hash marks. The visual targets were presented in capital letters in font Arial 
size 24. The participants performed a visual lexical decision task. They first read a Dutch 
instruction, telling them that they would see hatches and then a letter string to which they
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were supposed to react by deciding whether it was a Dutch word or not. They were asked to 
indicate their decision by pressing one of the two buttons of the button box in front of them. 
The participants were told to react as quickly as possible without making too many errors.
The target letter string appeared in the middle of the screen and stayed there until the 
participant responded or to a maximum of 2000 ms. When the button was pressed, the visual 
target stimulus disappeared and a new trial was triggered immediately.
The experiment was divided into four parts of equal length, with a short break in 
between. The first part was preceded by 16 practice trials. After the practice set the participant 
could ask questions about the task. A ll communication between participant and experimenter 
was conducted in Dutch. After the experiment, the participants were asked to fill out a 
questionnaire about their level of proficiency in the English language. In total, the 
experimental session lasted about 30 minutes.
8.2.2. Results
Data cleaning procedures were based on error rates for items and participants. First, 
the data of one participant with error rates larger than 1 0  percent were excluded from further 
analyses. This left us with the data of 20 participants. Second, RTs that were outside the range 
of two standard deviations from both the participant and item mean in a particular condition 
were considered as outliers (1.8 percent of all valid data) and were discarded. Third, incorrect 
responses (3.3 percent of all data) were removed from the data.
The resulting mean reaction times for all conditions are presented in Table 8.2. Words 
were reacted to 38 ms faster than nonwords (519 ms and 557 ms, respectively), while the two 
types of item had error percentages of 4.5 %  and 2.2 % , respectively. Analyses of variance 
were carried out on RTs for word targets only (we w ill only report analyses or comparisons 
that have a p smaller than .10). Because error rates followed RTs, no error analyses were 
conducted.
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Table 8.2. Mean RTs, SDs and error percentages to target words in related and unrelated prime conditions.
Word prime Nonword prime
Related prime Unrelated prime Related prime Unrelated prime
Example large-LARVE group-LARVE lorve-LARVE broup-LARVE
RT 519 530 502 526
SD 46 38 41 40
Error 7.3 5.8 6 7.5
The RTs for word targets were analyzed with an ANOVA including the factors 
Lexical Status of Prime and Relatedness. This analysis showed a significant main effect of 
Lexical Status of Prime (word vs. nonword prime), but only in the participant analysis 
[F1(1,19)=6.72, p<.05; F2(1,76)=2.07, ns]. Mean latencies for the word and nonword prime 
conditions were 524 ms and 514 ms, respectively. The main effect of Relatedness was 
significant in both participant and item analyses [F1(1,19)=23.95, p<.001, F2(1,76)=8.68, 
p<.01]. Mean latencies were 510 ms for related prime conditions and 528 ms for unrelated 
prime conditions. There was no significant interaction between Lexical Status of Prime and 
Relatedness.
Pairwise comparisons of the four prime conditions revealed a significant RT 
difference between the related word prime conditions and the related nonword prime 
conditions (519 ms and 502 ms, respectively). Thus, lexical status of the prime affected the 
target word RTs in the related conditions: Slower responses were obtained when the prime 
was a word than when the prime was a nonword. However, no significant difference was 
found between the unrelated word and nonword prime conditions (530 ms and 526 ms, 
respectively). Other significant differences were found between the related and unrelated 
nonword prime conditions (502 ms and 526 ms, respectively). The faster RTs for the related 
condition may be ascribed to the form overlap between nonword primes and word target. 
Finally, there was a significant RT difference between the unrelated word prime condition and 
the related nonword prime condition (530 ms and 502 ms, respectively).
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Table 8.3. Mean RTs for word targets in the related and unrelated word and nonword prime conditions across 
presentation blocks.________________________________________________________________
Word prime Nonword prime
Related prime Unrelated prime Related prime Unrelated prime
Example large-LARVE group-LARVE lorve-LARVE broup-LARVE
Block 1 590 553 521 575
Block 2 523 538 512 530
Block 3 489 532 504 523
Block 4 514 514 491 523
The analysis of the word target responses in the first block, i.e., the block in which 
each target occurred for the first time, showed no significant main effects, but a significant 
interaction between Lexical Status of Prime and Relatedness in the participant analysis 
[F1(1,19)=11.59, p<.01; F2(1,152)=0.14, ns] . Whereas the related condition revealed faster 
RTs than the unrelated condition when the primes were nonwords, it had slower RTs when 
the primes were words. Pairwise comparisons supported and clarified this interaction. First, 
they showed a significant difference between the related and unrelated word prime conditions 
(590 ms and 553 ms, respectively). Thus, form overlap of a word prime and word target led to 
inhibition relative to unrelated prime-target combinations. Analogously, a significant 
difference arose between the related and unrelated nonword prime conditions (521 ms and 
575 ms, respectively). For nonword primes, form overlap between nonword prime and word 
target led to facilitation. Next, the related word prime condition was found to differ 
significantly from the related nonword prime condition (590 ms and 521 ms, respectively). 
Thus, it seems that this large effect consists of a combination of the inhibition effect observed 
for the word prime conditions (related vs. unrelated) and the facilitation effect for the 
nonword prime conditions (related vs. unrelated). Finally, there was a significant difference 
between the unrelated word prime condition and the related nonword prime condition (553 ms 
and 521 ms, respectively).
To obtain an indication of the change in effects with repetition of targets, the next 
three blocks were analyzed in the same way. Mean RTs for the words in the second block are 
shown in Table 8.3.
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The analysis for the second block showed no significant main effects or interaction. 
Pairwise comparisons showed only a significant RT difference between the unrelated word 
prime condition and the related nonword prime condition (538 ms and 512 ms, respectively).
For the third block, the analysis revealed a significant main effect of Relatedness 
[F1(1,19)=17.24, p<.01; F2(1,152)=6.29, p<.05]. The related prime conditions (having both 
word and nonword primes) were faster than the unrelated prime conditions (also word and 
nonword primes), namely 496 ms and 527 ms, respectively. Pairwise comparisons of the four 
conditions showed a significant difference between the related and unrelated word prime 
condition (489 ms vs. 532 ms), between the related word prime condition and the unrelated 
nonword prime conditions (489 ms vs. 523 ms), and between the unrelated word prime 
condition and the related nonword prime condition (532 ms vs. 504 ms).
In the fourth and final block, there were no significant main effects and no interaction. 
However, pairwise comparisons showed a significant difference between the related word and 
nonword prime conditions (514 ms and 491 ms, respectively). As in the first block, a 
significant inhibition effect arose in the related word prime condition relative to the unrelated 
word prime condition. Significant differences were further obtained between the related 
nonword prime condition and the unrelated word prime condition (also 491 ms and 514 ms, 
respectively), and between the related and the unrelated nonword prime conditions (491 ms 
vs. 523 ms, respectively).
194
Masked nonword and repetition priming with neighbors from L2 to L1
Mean RT for word targets per block
Block 1 Block 2 Block 3 Block 4
Blocks
Figure 8.1. Graphical representation of the data in Table 8.3: Mean RTs for word targets in the related and 
unrelated word and nonword prime conditions across blocks.
As can be seen in Table 8.3, the RT pattern went through a clear development over the 
four blocks. Across blocks, the RTs in the different conditions decreased, probably because of 
repetition, but the RT pattern differed in each block. Figure 8.1 represents the RTs in the 
different conditions across blocks. Statistical analysis with Block as between subject factor 
showed only a significant effect of Block [F1(3,76)=3.45, p<.05]. Pairwise comparisons of 
Blocks showed that Block 1 differed significantly from Block 3 (560 ms vs. 512 ms) and from 
Block 4 (560 ms vs. 511 ms). This clearly reflects the overall speed up of RT due to the 
repetition of the targets.
8.3. Discussion
For our purposes, the results of this study can be summarized as follows. In the first 
block, the related conditions led to slower RTs than the unrelated conditions for words 
(inhibition effect of 37 ms), but to faster RTs for nonwords (facilitation effect of 54 ms). In 
the second and third block, RTs in all conditions became somewhat faster, possibly due to the 
repetition of the target word, but the RTs in the related word prime conditions appeared to 
show a steeper decline of RT (stronger repetition effect) than the other (e.g., unrelated)
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conditions. Interestingly enough, in the third block a significant facilitatory effect of 
Relatedness appeared (31 ms), indicating that related primes induced faster target RTs than 
unrelated primes both when the primes were words and when they were nonwords. This effect 
disappeared in the fourth and last block.
Let us now discuss the results of block 1 in relation to the study by Bijeljac-Babic et 
al. (1997, Experiment 2), discussed in the introduction. This block in our experiment most 
resembles the cross-linguistic conditions of the experiment by Bijeljac-Babic et al. In their 
study, monolinguals and two groups of bilinguals processed L1 (French) target words with 
related and unrelated L2 (English) words as primes. An inhibitory effect was found when the 
prime words were neighbors of the target words (e.g., the prime-target combination “ soil - 
SO IF” was responded to more slowly than “gray - SO IF” ). The inhibitory effect was 43 ms 
for their most proficient bilingual group, who used both French and English daily at work 
and/or at home. The size of the effect is similar to that in our study, which was 36 ms for 
bilinguals who were probably a bit less proficient in their L2.
For the monolingual participant group, a non-significant difference of 4 ms arose 
between the related and unrelated word prime conditions. Bijeljac-Babic et al. assumed that 
for these French monolinguals the English primes in the experiment were in fact comparable 
to nonwords (the participants did not know these words and therefore one can assume that 
they have no lexical representations, just like nonwords). In our study we tested this 
assumption by using “ real” nonwords as primes. For such items, one is certain that the 
bilinguals do not consider them as words. In order to replicate the findings of Bijeljac-Babic 
et al., no significant RT differences should arise between related and unrelated prime 
conditions with such nonword primes. However, we found that a related nonword prime­
target pair led to a large facilitation effect of 54 ms compared to an unrelated nonword prime­
target pair. Unless we assume that somehow the English word materials in the study by 
Bijeljac-Babic differed in their general characteristics from our nonwords, this finding 
strongly suggests that the monolingual participants in the study by Bijeljac-Babic were not as 
monolingual as they appeared to be.
Next, we must consider how these effects are influenced by repetition of the target. An 
analysis of the development of RTs across blocks indicated that the observed interaction 
between Relatedness and Word Status in block 1 disappeared later in the experiment, even 
turning into a significant main effect of Relatedness in block 3. In sum, the inhibitory effects 
observed in the related word prime condition of block 1 disappeared; and in block 3, the RTs
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in the related word prime condition were as fast as those in the related nonword prime 
condition.
This result can be accommodated by extending a monolingual Interactive Activation 
account of masked priming (Grainger & Jacobs, 1999) to the bilingual domain. According to 
this account, the inhibition effect in block 1 is a consequence of lexical competition (lateral 
inhibition) between the major word candidates activated by the prime and by the target in the 
related condition. For instance, in a monolingual condition where the prime is “ soil” and the 
target is “ foil” , the words “ soil” and “ foil” would compete for recognition. Relative to the 
prime-target combination “gray” and “ foil” , the related condition would therefore lead to 
slower RTs. For our bilingual results, a similar reasoning holds, except that the prime is now 
from a different language than the target. Thus, the prime-target combination “ soil - SO IF” 
leads to slower RTs than “gray - SO IF” , because of lexical competition between overlapping 
word candidates from different languages.
In the account by Grainger and Jacobs, when a target word is recognized, its resting 
level activation is increased (and other active word candidates are suppressed). When the 
target is then repeated, it has a “head start” during recognition relative to other candidates. 
This leads to a decreased “ inhibitory force” that can be exerted by those other word 
candidates. This account can also be applied to our bilingual study if we assume that the 
bilingual lexicon is integrated and that cross-linguistic competition operates according to the 
same competition mechanism as within-language competition. More specifically, in our study 
the repetition of a Dutch target word (such as LA R V E) leads to a suppression of its English 
competitors (such as LARGE). However, in the related word condition, the form overlap 
between prime and target word still remains effective. Just like in the related nonword prime 
condition (where no lexical competition exists), it leads to a facilitatory effect relative to the 
unrelated conditions.
The bilingual version of the Interactive Activation account for masked priming 
described in the previous paragraph is largely compatible with two recent models for bilingual 
word recognition: the B IA  model and the BIA+ model (see chapter 3 for a description of these 
models). Our empirical data, however, suggest that the BIA+ model provides a somewhat 
better interpretation of our data, for the following reason. The B IA  model suggests that words 
from a language that is not the target language in the situation at hand, can be suppressed. 
More specifically, the underlying mechanism proposed by this model is that language 
information from context might pre-activate one language node, leading to the suppression of
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all words from other languages. It would appear that if this mechanism is really functional, L2 
words would not have a chance to be activated to any large extent in a pure L1 situation. 
Nevertheless, in our study we obtained a cross-linguistic inhibition effect of 37 ms (between 
related and unrelated word prime conditions). It seems unlikely that an effect of this size 
could arise when pro-active top-down inhibition from the language nodes to the lexical level 
was operational.
As an alternative, we can consider the BIA+ model, in which there is no possibility of 
top-down effects from the language nodes to the lexical level. The monolingual masked 
priming account is fully compatible with this model. In the first block of trials, a related word 
prime activates a direct competitor of the target word, leading to lateral inhibition and slower 
RTs to the target word. BIA+ simply proposes that the same holds when prime and target 
originate from different languages. Thus, the fact that the experimental situation and the pre­
experiment experience of the bilinguals was totally oriented towards their native language, 
Dutch, does not exert any influence on cross-linguistic masked priming. Furthermore, the 
model assumes that in later blocks of trials, the “ competitive force” of the prime w ill be 
countered by a higher resting activation level for the target word due to repetition. A 
facilitatory effect of the prime w ill remain, however, if it overlaps in form (a number of 
letters) with the target word.
To conclude, the masked orthographic priming effects across languages that we 
obtained appear to follow directly from a theoretical account of priming that was originally 
proposed for data in the monolingual domain but extended here to the bilingual domain. To 
account for our empirical results, it is not necessary to refer to mechanisms that go beyond 
those proposed for the monolingual domain (such as top-down inhibition effects from the 
language nodes). Monolingual mechanisms such as lateral inhibition and facilitation due to 
form overlap are sufficient to explain the results in bilingual masked orthographic priming as 
well.
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9. General conclusions
In this thesis, we explored three issues with respect to bilingual word recognition that 
have until now received relatively little attention. In order of appearance in this thesis, these 
issues concerned (1) bilingual auditory word recognition; (2) the development of L2 
proficiency in terms of cognitive control and automatisation; (3) L2 effects on the L1 word 
recognition process. Let us consider these issues in turn, summarizing the main conclusions of 
this thesis.
In Chapter 2 of this thesis, we addressed the question to which extent conclusions that 
have been drawn for visual bilingual word recognition are also applicable to the auditory 
domain. For instance, it has been argued that the bilingual visual word recognition process is 
language nonselective in nature. Does the same hold for bilingual auditory word recognition? 
Are both readings of a Dutch-English interlingual homophone activated when it is presented 
in either the English or the Dutch version? Or does the presence of language-specific cues in 
the speech signal induce language-selective lexical access? Based on the empirical results we 
obtained using interlingual homophones in a cross-modal priming study, we drew two main 
conclusions. First, cross-linguistic similarity in the case of interlingual homophones does 
induce language nonselective access: Both readings of a homophone become initially active. 
Second, at the same time, language-specific differences between the two spoken versions of 
the interlingual homophone are picked up by the bilingual, leading to a faster and more 
confident selection process after the initial stage of co-activation. The implication of these 
conclusions is that the bilingual auditory word recognition process shares some properties 
with the visual process, while it also differs from the latter, because in the auditory modality 
language-specific cues may be available at an early stage.
In Chapters 3 to 7 of this thesis, we examined how the bilingual visual word 
recognition process changes when bilinguals become increasingly more proficient in their 
second language. In particular, we addressed the question of how cognitive control and 
automatisation develop with increasing proficiency, because these mechanisms have often 
been considered to have opposite effects on processing. Automatisation appears to imply less, 
and not more, cognitive control. Using variants of the lexical decision task in three different 
experimental tasks, we found that the bilingual word recognition process becomes faster and
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less error prone when the bilingual participants become more proficient in their L2. This 
could be seen as an effect of automatisation, even though the CV index for automatisation 
proposed by Segalowitz did not fully support this view.
The pattern of results was very similar for all participant groups in two of the three 
tasks that we administered, even though it would have been advantageous to their 
performance if the participants had strategically modified the way they made their decisions 
or had suppressed words from one of their languages. This suggests that there were no clear 
changes in the degree of cognitive control that the more proficient bilinguals were able to 
exert on the recognition process in the different situations. Put differently, it may have been 
the case that participants had very little cognitive control to exert in the first place. However, 
we found some evidence that could be interpreted in terms of differences in cognitive control 
in the language-specific English lexical decision task without Dutch words. Here the earlier 
groups showed some RT differences between homographs and their matched controls. These 
could be interpreted as a relative absence of cognitive control in the earlier groups. However, 
there are several alternative possibilities. For instance, when the early bilinguals were 
confronted with an interlingual homograph, the activation of the L2 reading may initially have 
been suppressed by the already active L1 reading to such a high extent that their response 
became delayed. Another possibility would be to assume that the early bilinguals have 
difficulty in the binding of the activity in the word identification system to the required 
responses in the task situation.
Both the study on bilingual auditory word recognition and the cross-sectional study on 
bilingual visual word recognition have clearly shown to which good use stimulus materials 
that are ambiguous across languages can be put. The interlingual homophones and the 
interlingual homographs have allowed us to demonstrate the fundamental language non- 
selective nature of the bilingual word recognition system. When an ambiguous word is 
presented in one language, both readings of such a word appear to be activated and compete 
for recognition. Stimulus list composition and task demands then appear to determine whether 
effects of interference or facilitation are found in the response pattern to these items relative to 
one-language control words.
Nevertheless, it is important to support such conclusions also with different types of 
stimulus materials. Therefore, we used cross-language neighbors from L2 to affect target 
word recognition from L1 in a masked priming task in chapter 8 . Neighbors are words that
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are almost, but not quite, identical across languages: They differ in only one letter and have 
different meanings. In accordance with our predictions, we found effects from prime 
neighbors of the second language on target word recognition in the first language, even in 
circumstances where the prime was not consciously processed by the participants. The 
observed effect does not only show that there can be L2 effects on L1 processing, but also that 
the purely L1 context in which the experiment was conducted, was insufficient to totally 
block the activation of the L2 words on the basis of the 60 ms long prime presentation.
In order to account for all results presented in this thesis, we need a bilingual word 
recognition model that (a) can be extended to the auditory modality; (b) can in principle be 
applied to the performance of different proficiency groups; and (c) can account for our 
masked priming results from L2 on L1. In our view, the best available candidate at this 
moment in time is the BIA+ model. In a recent paper (Dijkstra & Van Heuven, 2002), it has 
been discussed how this model can be extended to the auditory modality. Furthermore, this 
model makes the distinction between a task/decision mechanism and the word identification 
system that is needed to account for our different result patterns in different task situations 
and with different stimulus lists.
The model is also already specified in an interactive activation framework to such 
extent that the cross-sectional results and the masked priming results in this thesis can be 
simulated when only some additional assumptions are made. For instance, the results of 
different proficiency groups in the various conditions of the lexical decision task can be 
simulated by assuming that the resting level activation of L2 words relative to L1 words 
depends on the degree of L2 proficiency. In early proficiency groups, the resting level 
activation for L2 words must be set lower than in later groups. Similarly, to simulate the 
masked orthographic priming results, the resting level activation of the L2 primes can be set 
lower than that of L1 targets that are comparable in subjective frequency, while the effect of 
target repetition might be mimicked by assuming that the resting level activation of a word is 
temporarily heightened after the word has been recognized.
Of course, it remains to be seen if the proposed simulations w ill lead to satisfactory 
results. Nevertheless, it is hopeful that the verbal version of the BIA+ model already offers an 
integrated account for the empirical data of the bilingual studies presented in this thesis.
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Appendices
Key
automatisation = (Development of) processing that occurs without intention and conscious 
awareness. Automatised processes are fast and make few demands on 
attentional capacity
B IA  = Bilingual Interactive Activation Model (Dijkstra & Van Heuven, 1998)
BIA+ = Bilingual Interactive Activation Model Plus (extended version of the B IA  model 
bilingual cohort = the set of words from two languages that remain candidates for word 
recognition
BIMOLA= Bilingual Interactive Activation model of Lexical Access (Grosjean, 1997) 
cognate = a word from two languages that is orthographically and semantically similar across 
languages (e.g. English and Dutch ‘film ’) 
cognitive control = the ability to regulate output from the word identification system 
conceptualiser = processing component that encodes a conceptual message so that it can be uttered 
cross-lingual = across different languages
cross-modal = across different modalities, i.e. listening, reading, etc.
cross-sectional = using different participant groups from different proficiency populations
CV = Coefficient of Variability (Segalowitz, 1993, 2000)
DF = Dutch objective Frequency as found in the C ELEX  database 
DFAM  = Dutch familiarity ratings obtained from questionnaires
Dfreqrange = Dutch Frequency range items, an item set covering a whole range of frequencies in 
the English Language 
Dutch control = a purely Dutch word that is matched in frequency and number of 
letters to the Dutch reading of a homograph 
EF = English objective Frequency as found in the C ELEX  database 
EFAM  = English familiarity ratings obtained from questionnaires
Efreqrange = English Frequency range items, an item set covering a whole range of frequencies in 
the English Language 
English control = a purely English word that is matched in frequency and number of 
letters to the English reading of a homograph 
EVLD  = English Visual Lexical Decision Task (all presented words are (at least) English) 
filler = a word included in the experiment to conceal the purpose of experiment to 
the participant
frequency pull = difference between the Dutch and English frequency of the two readings 
of a homophone
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GVLD = Generalized English Visual Lexical Decision task (both English and Dutch 
items present, requiring a 'yes'-response)
HFD = High Frequency Dutch item (frequency greater than 100 opm)
H FE = High Frequency English item (frequency greater than 100 opm) 
homograph = a word that is spelled similarly in two languages, but does not share its meaning 
in those languages, e.g. Dutch-English 'room', meaning ‘cream’ in Dutch 
homophone = a word that sounds alike in two languages, e.g., 'lie f (D-'sweet') and 'leaf (E )
IC  model = Inhibitory Control model (Green, 1998) 
interlingual = between two languages 
intralingual = within one language
isolation point = the gate at which a participant guesses the target word correctly without 
changing the response anymore 
L1 = native language, mother tongue 
L2 = second language
language decision = decision to which language a particular item belongs 
LEN  = Number of letters in a particular item (length in letters)
LFD  = Low Frequency Dutch item (frequency less than 10 opm)
LFE  = Low Frequency English item (frequency less than 10 opm)
LogDF = Logarithmic Dutch Frequency 
LogEF = Logarithmic English Frequency
M EVLD  = Mixed English Visual Lexical Decision task (both English and Dutch items 
present; Dutch items requiring a 'no'-response)
MFD = Middle Frequency Dutch item (frequency between 10 and 100 opm)
M FE = Middle Frequency English item (frequency between 10 and 100 opm)
neighbor = a word that is orthographically different from a target word in one letter position,
e.g., 'cork' is a within language neighbor of 'work', and 'vork' is a between language 
neighbor
NumDN = Number of Dutch neighbors 
NumEN = Number of English neighbors 
RT I = Reaction Time for an item
SAS = Supervisory Attentional System (IC  model, Green, 1998)
Task schema = series of mental steps to perform a particular task 
TotNumN = Total Number of Neighbors (neighborhood density) 
word confidence = how confident participants are about their response to the target
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Appendix Chapter 2
Stimulus Materials Gating Experiment 1.
EHOM word length %iso wcon lDFf freq subfreq isopn %coh %res freqpl
bait 608 0.14 6 . 0 0 5.86 50 2.14 107 0.63 0.57 3.46
bone 606 0.42 8.52 3.25 74 6.14 92 0.68 0 . 2 0 0.52
bull 417 0.75 5.23 3.17 35 6.29 77 0.64 0 . 1 0 -0 . 2 2
drift 559 0.75 8.26 2.92 52 4.43 73 0 .2 1 0.25 0.24
hop 448 0 .1 1 7.83 6.44 14 2.93 1 1 0 0.71 0.56 0.40
lake 546 0.75 7.96 2.75 53 7.21 92 0.48 0.17 -1.81
lease 625 0.33 6.28 5.25 8 7.36 103 0.70 0.50 -2.29
list 521 0.42 7.85 5.42 114 6.93 90 0.77 0.58 -1.80
loan 495 0 . 1 0 2 . 0 0 1.80 39 4.64 109 0.45 0 . 1 0 2.49
mace 719 0.67 5.03 1.83 2 2.57 87 0.57 0 . 0 0 3.10
mate 535 0.27 8.15 2.91 30 6.36 98 0.44 0 . 2 0 -2.62
pet 367 0.58 7.60 4.00 2 2 7.86 91 0.34 0.25 0 .0 1
proof 529 0.92 8.24 1.08 36 7.29 80 0.25 0 . 0 0 -0.69
slick 599 0.44 7.35 4.56 5 2.71 8 6 0.53 0.44 2 . 2 2
spot 714 0.33 8.40 6.33 79 5.71 87 0.77 0.67 -0.78
stock 650 0.33 6.91 5.75 80 5.43 1 0 2 0.85 0.58 1.30
troop 717 0.64 7.50 1.73 8 5.50 96 0 . 0 2 0.09 1.77
vein 525 0 . 0 0 0 . 0 0 5.80 15 4.57 1 1 0 0.72 0.56 -0.44
vet 586 0.09 2 . 0 0 7.45 9 4.29 1 1 0 0.68 0.82 3.58
whip 435 0.64 5.49 1.91 42 4.21 97 0 . 1 0 0 . 0 0 3.59
ECON word length %iso wcon lDFf freq subfreq isopn %coh %res
bean 427 0.08 9.00 4.75 23 6.40 105 0.41 0.42
boot 680 0.27 7.83 4.36 41 4.73 96 0.48 0.45
booth 511 0.33 6.18 2.33 1 2 1.73 98 0.54 0 . 0 0
cave 558 0.83 6.06 1.67 40 5.80 94 0 . 1 0 0 . 0 0
deal 476 0.83 8.17 2.58 230 7.60 80 0.51 0.08
dish 445 0.92 8.04 1.92 32 5.87 81 0.46 0.08
dog 537 1 .0 0 8.91 1 .0 0 124 8.67 65 0.66 0 . 0 0
field 804 0.67 8.71 1.75 2 0 1 7.27 76 0.45 0.08
fish 449 1.09 8.01 1.08 205 7.73 62 0.36 0 . 0 0
flame 534 0.67 8.73 2.33 29 6.87 72 0.47 0.17
frame 608 0.92 8.54 1.08 46 6.67 62 0.05 0 . 0 0
frost 612 1 .0 0 8.14 1 .2 2 1 2 4.73 58 0 . 0 2 0 . 0 0
head 426 0.33 6.98 3.58 590 8.20 95 0.32 0.30
hedge 439 0.50 8.59 1 .0 0 23 3.20 95 0.33 0 . 0 0
peach 586 0.82 8.57 1.64 6 6.13 85 0.06 0 . 0 0
pig 467 1 .0 0 8.31 1 .0 0 46 8.67 42 0.05 0 . 0 0
sort 771 0 . 0 0 0 . 0 0 1.18 269 5.47 1 1 0 0.27 0 . 0 0
spoon 843 0.92 8.74 1.08 2 0 6.60 44 0.32 0 . 0 0
string 642 0.83 7.87 1 .0 0 38 6.00 65 0.03 0 . 0 0
tool 628 0.58 8.93 1.42 49 6.73 77 0 .1 1 0 . 0 0
Note: Word length: total length of word in milliseconds; %iso: percentage of targets correctly isolated at offset; wcon: word 
confidence at offset; lDFf: language decision at offset; freq.: objective word frequency (CELEX, lemmas) in opm; 
subfreq: subjective frequency (scale 1 to 1 0 ); isopn: percentage of word at which it is isolated; %coh: percentage of the 
bilingual cohort that is Dutch at offset; %res: percentage of responses that are Dutch at offset; freqpl: frequency pull.
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DHOM word length %iso wcon lDFf freq subfreq voff isopn %coh %res freqpl
beet 494 0.57 6.96 4.86 6 5.60 0.58 92 0.59 0.57 3.46
boel 499 0.42 8.92 4.92 24 6.07 0.64 83 0.62 0.50 -0 . 2 2
boon 592 0.25 7.47 3.67 15 6.67 0.58 1 0 2 0.63 0.33 0.52
drift 614 0.92 8.50 8.08 16 4.67 0.31 64 0.61 0.92 0.24
hop 428 0.67 6.50 5.78 5 3.33 0.33 97 0.62 0.67 0.40
leek 593 0.50 7.86 5.75 24 5.40 0.50 91 0.68 0.58 -1.81
lies 586 0.75 7.82 8.25 15 5.07 0.33 72 0.61 0.92 -2.29
list 695 0.33 8.97 3.58 6 5.13 0.27 87 0.46 0.33 -1.80
loon 542 0.50 8.38 5.00 27 7.13 0.58 98 0.28 0.50 2.49
mees 654 0.83 7.18 8.00 8 5.67 0.50 83 0.70 0.83 3.10
meet 689 0.45 8.11 5.82 8 3.73 0.50 92 0.52 0.64 -2.62
pet 479 0.75 8.45 7.17 19 7.87 0.36 81 0.67 0.82 0 .0 1
proef 614 1 .0 0 8.96 9.00 32 6.60 0.31 32 0.74 1 .0 0 -0.69
slik 597 0.56 8.70 5.67 1 4.93 0.45 85 0.72 0.56 2 . 2 2
spot 6 6 8 0.75 8 .8 6 7.25 11 4.93 0.33 64 0.65 0.75 -0.78
stok 605 0.83 8.39 7.42 35 6.73 0.30 65 0.77 0.83 1.30
troep 402 1 .0 0 8.65 8.73 42 7.27 0.38 32 0.94 1 .0 0 1.77
veen 605 0 . 2 0 7.50 6.30 6 4.13 0.58 105 0.53 0.67 -0.44
vet 657 0.73 8.82 6.82 37 7.87 0.33 6 8 0.52 0.73 3.58
wip 437 1 .0 0 8.52 8.82 2 7.80 0.50 65 0.93 1 .0 0 3.59
DCON word length %iso wcon lDFf freq sub.freq voff isopn %coh %res
bier 475 0.92 8.28 8.17 64 8.29 1 .0 0 83 0.40 0.92
boef 417 0.91 7.78 8.09 3 6.29 0.50 6 6 1 .0 0 1 .0 0
boer 518 1 .0 0 7.87 8.50 1 0 0 8.07 0.89 77 0.87 1 .0 0
dief 454 0.92 8.90 8.33 13 8.29 0.50 65 0.81 0.92
ding 559 1 .0 0 8.95 9.00 370 8.14 0.45 37 0.99 1 .0 0
dop 417 1 .0 0 8.02 8.33 5 5.50 0.40 77 0.72 1 .0 0
fiets 777 1 .0 0 9.00 9.00 48 8 .8 6 0.29 34 0.79 1 .0 0
fik 591 0.75 6.92 6.17 1 3.64 0.40 94 0.41 0.75
frons 8 6 8 0.89 8.95 8.11 3 4.36 0.31 70 0.78 0.89
heks 592 1 .0 0 8.98 9.00 19 6.50 0.31 71 0.80 1 .0 0
held 597 0.88 8.69 8.50 33 7.21 0.36 78 0.52 1 .0 0
keel 559 0.58 8.61 6.25 62 7.43 0.75 81 0.74 0.70
pier 439 0.55 7.00 5.45 3 4.93 1 .0 0 94 0 . 1 2 0.60
pils 665 0.50 8.49 4.58 8 6.43 0.50 95 0.46 0.50
som 457 1 .0 0 8.58 7.82 18 7.00 0.50 70 0.57 0.91
spoed 632 0.92 8.79 8.92 4 4.93 0.36 47 0.85 1 .0 0
strik 764 1 .0 0 8.73 8.83 5 5.71 0.42 58 0.98 1 .0 0
toets 539 1 .0 0 9.00 9.00 7 5.43 0.23 55 0.64 1 .0 0
vlees 884 0.92 8.91 8.75 81 7.93 0.50 59 0.70 1 .0 0
vrees 797 0.58 8 . 8 8 7.00 34 5.64 0.60 83 0.59 0.75
Note: Word length: total length of word in milliseconds; %iso: percentage of targets correctly isolated at offset; wcon: word 
confidence at offset; lDFf: language decision at offset; freq.: objective word frequency (CELEX, lemmas) in opm; 
subfreq: subjective frequency (scale 1 to 1 0 ); isopn: percentage of word at which it is isolated; %coh: percentage of the 
bilingual cohort that is Dutch at offset; %res: percentage of responses that are Dutch at offset; freqpl: frequency pull.
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Stimulus Materials Experiment 2:
Homophones:
Vis targ freq D rel p freq wordl E rel p freq wordl D unr p freq wordl E unr p freq wordl
bone 74 beet 15 494 bone 74 606 strik 5 764 string 38 642
bull 35 boel 24 499 bull 35 417 vlees 81 884 flame 29 534
lake 53 leek 24 593 lake 53 546 fiets 48 778 tool 49 628
lease 8 lies 15 586 lease 8 625 fik 1 591 pig 46 467
mate 30 meet 8 689 mate 30 535 dief 13 454 dog 124 537
proof 36 proef 32 614 proof 36 529 toets 7 539 frame 46 608
slick 5 slik 1 597 slick 5 599 ding 370 559 dish 32 445
stock 80 stok 35 605 stock 80 650 dop 5 417 fish 205 449
troop 8 troep 42 402 troop 8 717 pils 8 665 deal 230 476
Mean freq: 36 2 1 36 60 89
Monolingual items:
Vis targ freq D rel p freq wordl E rel p freq wordl D unr p freq wordl E unr p freq wordl
dish 32 ding 370 559 dish 32 445 vrees 34 797 field 2 0 1 804
dog 124 dop 5 417 dog 124 537 frons 3 1157 frost 1 2 612
flame 29 vlees 81 884 flame 29 534 strik 5 764 string 38 642
frame 46 vrees 34 797 frame 46 608 spoed 4 632 spoon 2 0 843
frost 1 2 frons 3 1157 frost 1 2 612 ding 370 559 dish 32 445
pig 46 pils 8 665 pig 46 467 toets 7 539 frame 46 608
spoon 2 0 spoed 4 632 spoon 2 0 843 dop 5 417 fish 205 449
string 38 strik 5 764 string 38 642 fik 1 591 pig 46 467
tool 49 toets 7 539 tool 49 628 vlees 81 884 flame 29 534
Mean freq: 43 58 43 57 70
Note: Vis Targ: Visual target; freq: Mean frequency (CELEX, lemmas) in opm; D rel p: Dutch related prime; 
Wordl: Length of word in milliseconds; E rel p: English related prime; D unr p: Dutch unrelated prime; 
E unr p: English unrelated prime.
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Nonwords and Fillers:
Listed are the visual nonword target items, followed by the four different prime types: related English and Dutch primes and 
unrelated English and Dutch primes. For fillers, target items and accompanying primes are listed.
Nonwords derived from homophonic items:
BAME, bait, beet, spoon, spoed; TRUKE, troop, troep, deal, pils; MAYP, mace, mees, frost, frons; STOGH, stock, stok, fish, 
dop; BOAP, bone, boon, string, strik; WISS, whip, wip, field, vrees; LEME, lease, lies, pig, fik; SLIFF, slick, slik, dish, ding; 
BUPE, bull, boel, flame, vlees; PRUCE, proof, proef, frame, toets; LAYL, lake, leek, tool, fiets; MABE, mate, meet, dog, dief.
Nonwords derived from monolingual controls:
FRAYN, frame, vrees, spoon, spoed; FILK, fish, fik, deal, pils; DOB, dog, dop, frost, frons;
SPUBE, spoon, spoed, fish, dop; FLAYD, flame, vlees, string, strik; DIST, dish, ding, field, vrees; STRITH, string, strik, pig, 
fik; FROZZ, frost, frons, dish, ding; TOOP, tool, toets, flame, vlees; PIV, pig, pils, frame, toets; DEAGH, deal, dief, tool, fiets; 
FEALS, field, fiets, dog, dief.
Fillers:
CAB, som; BUG, som; BEME, bean; BEAGH, bean; GRATH, boer; STOPE, boer; ROOT, root; ROOM, root; MUCE, moes; 
MOOP, moes; SIDE, booth; POINT, booth HEDGE, heks; HEAT, heks; POZZ, face; CLAIT, face; NOSE, bont; TOOTH, 
bont; HIFF, hick; HILK, hick; RUCE, teen; HEAGH, teen; CLAY, clay; CLASS, clay; DOAP, doos; DOBE, doos; FAITH, 
brim; MIND, brim; PACE, pees; PAGE, pees;ROOP, wet; BRUKE, wet; VIEW, spek; LIVE, spek; MAYK, male; MAIR, 
male; DUCE, hoog; HEME, hoog; GOAL, goal; GOAT, goal; CRABE, kreet; CRAYT, kreet; DOOR, hood; KISS, hood; NIB, 
nis; NIP, nis; LOAP, chair; DILE, chair; DAY, ruit; YELL, ruit; BAPE, ball; BAB, ball; STRILK, loer; POIS, loer; LOG, log; 
LORD, log; LAIT, lek; LEAGH, lek; BOWL, cross; CLOUD, cross; BLISS, blik; BLINK, blik; STOSE, rude; TREKE, rude.
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Stimulus Materials Experiment 3:
Homophones:
Vis targ freq D rel p freq wordl E rel p freq wordl rat. D unr p freq wordl E unr p freq wordl
bet 32 bed 300 413 bet 32 430 6 dicht 208 445 claw 16 574
beat 1 0 1 biet 3 384 beat 1 0 1 422 7 fuif 2 556 train 136 546
bill 78 bil 23 473 bill 78 589 6 slok 26 494 horse 139 587
heal 16 hiel 13 465 heal 16 611 5 klomp 13 520 paint 1 0 2 445
cook 93 koek 9 304 cook 93 318 5 pand 1 2 354 jump 77 526
quick 81 kwik 2 302 quick 81 364 5 boei 4 453 dad 32 596
leaf 85 lief 129 516 leaf 85 507 6 jeugd 63 589 fate 36 568
loop 9 loep 4 373 loop 9 436 6 halm 2 407 aunt 34 515
kill 225 kil 2 1 327 kill 225 447 6 hof 31 393 mask 27 600
root 54 roet 3 466 root 54 447 5 durf 6 634 fist 28 648
spell 36 spel 113 600 spell 36 6 8 6 6 fles 1 1 2 584 price 163 684
stick 133 stik 1 500 stick 133 478 7 trog 1 389 soil 55 710
luck 46 lak 5 372 luck 46 355 6 bok 1 0 437 cream 38 631
boss 28 bos 8 6 369 boss 28 448 7 vlug 96 508 phone 99 669
dear 127 dier 188 365 dear 127 397 3 hond 168 536 death 251 619
doll 27 dol 25 447 doll 27 482 6 mand 2 0 427 smoke 85 557
hook 55 hoek 1 1 1 440 hook 55 361 5 zorg 1 2 1 530 bread 78 504
loss 1 0 2 los 187 505 loss 1 0 2 570 6 punt 209 400 hill 124 542
mess 34 mes 41 416 mess 34 471 6 ambt 14 395 dust 54 538
near 252 nier 1 2 452 near 252 464 3 darm 14 552 path 61 588
Mean Freq: 81 64 81 57 82
Monolingual items:
Vis targ freq D rel p freq wordl E rel p freq wordl rat. D unr p freq wordl E unr p freq wordl
toy 32 tol 5 326 toy 32 477 2 naad 3 582 oil 131 492
king 103 kiem 7 365 king 103 480 2 bult 4 441 free 226 604
frame 46 vrees 34 740 frame 46 584 1 spul 33 635 tooth 93 605
herb 16 helm 13 418 herb 16 537 2 duif 19 578 bowl 49 574
yard 92 jas 49 551 yard 92 516 2 feest 60 683 tool 49 521
skill 81 schim 1 2 577 skill 81 595 2 tulp 3 429 dusk 16 589
nose 8 6 nors 11 534 nose 8 6 552 2 sier 1 585 risk 104 514
frog 9 frons 3 701 frog 9 417 2 lier 3 618 nail 31 609
food 311 voet 225 505 food 311 599 2 recht 275 601 tie 99 560
fool 54 fooi 6 572 fool 54 708 2 tucht 4 412 star 1 1 1 706
patch 35 paard 158 471 patch 35 533 2 krant 117 444 shut 74 490
stone 128 stoom 7 735 stone 128 730 2 dwerg 7 597 host 29 628
breath 59 bres 4 574 breath 59 556 4 moer 4 537 twin 35 405
ward 32 waard 6 6 682 ward 32 677 2 leuk 95 467 bird 108 646
bear 129 been 188 618 bear 129 577 2 oom 1 1 0 452 dream 1 2 2 493
corn 27 kool 11 440 corn 27 634 2 hok 15 368 moon 59 604
stream 61 striem 2 652 stream 61 717 4 pacht 2 427 hawk 9 587
suit 103 zoet 48 519 suit 103 503 3 tocht 41 378 doubt 190 493
dish 30 ding 371 536 dish 30 628 2 thuis 223 495 lawn 26 600
hair 2 1 0 hei 10 514 hair 2 1 0 470 2 duur 1 2 0 560 liar 9 583
Mean freq: 82 62 82 57 79
Note: Vis Targ: visual target; freq: frequency of word in opm (CELEX, lemmas); D rel p: Dutch related prime; wordl: 
total length of word in milliseconds; E rel p: English related prime; rat.: mean rating of phonological overlap 
between the English and Dutch related primes (scale 1-7); D unr p: Dutch unrelated prime; E unr p: English 
unrelated prime.
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Nonwords and Fillers:
Listed are the visual nonword target items, followed by the four different prime types: related English and 
Dutch primes and unrelated English and Dutch primes. For fillers, target items and accompanying primes are 
listed.
Nonwords derived from homophones:
BEM, bet, bed, claw, dicht; BEEG, beat, biet, train, fuif; BILS, bill, bil, horse, slok; HEAK, heal, hiel, paint, 
klomp; COOD, cook, koek, jump, pand; QUILP, quick, kwik, dad, boei; LEAM, leaf, lief, fate, jeugd; LUZE, 
loop, loep, aunt, halm; KILM, kill, kil, mask, hof; RUPE, root, roet, fist, durf; SPELK, spell, spel, price, fles; 
STITH, stick, stik, soil, trog; STREAD, stream, striem, hawk, pacht; BOST, boss, bos, phone, vlug; DEAT, 
dear, dier, death, hond; DOLP, doll, dol, smoke, mand; HUVE, hook, hoek, bread, zorg; LOSP, loss, los, hill, 
punt; MESK, mess, mes, dust, ambt; NEAF, near, nier, path, darm.
Nonwords derived from monolingual controls:
TOX, toy, tol, oil, naad; KIMS, king, kiem, free, bult; FRAYN, frame, vrees, tooth, spul; HERF, herb, helm, 
bowl, duif; YARK, yard, jas, tool, feest; SKISS, skill, schim, dusk, tulp; NOVE, nose, nors, risk, sier; FROD, 
frog, frons, nail, lier; FUNE, talk, voet, tie, recht; FOAS, fool, fooi, star, tucht; PESHE, patch, paard, shut, 
krant; STOBE, stone, stoom, host, dwerg; BRAITS, breath, bres, twin, moer; WARK, ward, waard, bird, 
leuk; BAIF, bear, been, dream, oor; CORL, corn, kool, moon, hok; LUCT, luck, lak, cream, bok; SULT, suit, 
zoet, doubt, tocht; DISP, dish, ding, lawn, thuis; HAYD, hair, hei, liar, duur.
Fillers:
CAB, som; BUG, som; BEME, bean; BEAGH, bean; GRATH, boer; STOPE, boer; ROSE, rose; RICE, rose; 
MUCE, moes; MOOP, moes; SIDE, booth; POINT, booth; HEDGE, heks; HEAT, heks; PUZZ, shed;
CLAIT, puzz; GLOW, bont; CROWN, bont; HIFF, hick; HILK, hick; RUCE, teen; HEAGH, teen; CLAY, 
clay; CLASS, clay; DOAP, doos; DOBE, doos; FAITH, brim; MIND, brim; PACE, pees; PAGE, pees; 
ROOP, wet; BRUKE, wet; VIEW, spek; LIVE, spek; MAYK, male; MAIR, male; DUCE, hoog; HEME, 
hoog; GOAL, goal; GOAT, goal; CRABE, kreet; CRAYT, kreet; DOOR, hood; KISS, hood; NIB, nis; NIP, 
nis; LOAP, chair; DILE, chair; DAY, ruit; YELL, ruit; BAPE, ball; BAB, ball; STRILK, loer; POBE, loer; 
LOG, log; LORD, log; LAIF, lek; LEAGH, lek; BOWL, cross; CLOUD, cross; BLISS, blik; BLINK, blik; 
STOSE, rude; TREKE, rude.
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Appendix Chapter 3 to 7 
Overview of all stimuli
HFE-HFD
Homograph EFreq DFreq
(opm) (opm)
E control EFreq
(opm)
qe
taD D control EFreq DFreq
(opm)
slap 2 1 27 shark 2 1 0 vlek 0 27
rest 263 115 smile 262 0 maal 0 115
nut 24 26 cough 24 0 slok 0 26
pet 2 2 19 mill 2 2 0 duif 0 19
even 1351 724 way 1310 0 laat 0 735
lot 290 55 sir 284 0 berg 0 55
beer 51 23 giant 47 0 kooi 0 23
last 684 72 far 687 0 fout 0 71
week 408 294 book 424 0 kant 0 294
rot 16 14 spoon 16 0 darm 0 14
pool 49 29 knife 49 0 vlag 0 29
glad 64 37 owner 64 0 vuist 0 37
lever 1 1 13 bike 1 1 0 klomp 0 13
loom 1 2 8 thief 1 2 0 gil 0 8
Mean opm: 233 104 231 105
LFE-HFD
Homograph EFreq DFreq E control EFreq qeD D control EFreq DFreq
(opm) (opm) (opm) (opm)
wet 70 187 aid 70 0 dier 0 188
rose 29 43 lawn 29 0 kern 0 43
vet 9 37 liar 9 0 klok 0 37
arts 38 93 cream 38 0 bloem 0 94
trap 51 116 chest 51 0 hulp 0 116
breed 26 131 sail 26 0 blauw 0 133
slang 3 27 lyric 3 0 verf 0 27
slim 14 26 isle 14 0 jacht 0 26
vast 69 332 snow 6 8 0 vorm 0 332
brief 54 2 0 0 wound 54 0 kans 0 2 0 2
brand 16 45 whine 16 0 moord 0 45
mate 30 155 steam 30 0 kleur 0 155
slot 8 72 weird 8 0 kat 0 72
boom 27 137 doll 27 0 dorp 0 137
Mean opm: 32 114 32 115
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HFE-LFD
Homograph EFreq DFreq
(opm) (opm)
E control EFreq
(opm)
DFreq D control EFreq DFreq
(opm)
star 1 1 0 1 2 bird 108 0 vork 0 1 2
room 542 5 play 538 0 gips 0 5
pink 52 6 seed 52 0 fooi 0 6
list 114 6 hate 1 1 1 0 smoes 0 6
war 369 14 foot 344 0 dorst 0 14
angel 24 5 lion 25 0 snik 0 5
spot 79 1 1 shift 79 0 geit 0 1 1
map 45 9 pig 46 0 haas 0 9
tree 204 4 fish 204 0 krat 0 4
bad 332 24 area 333 0 grap 0 24
long 1052 2 0 child 1097 0 trui 0 2 0
roof 60 2 sugar 60 0 kwal 0 2
big 397 3 mind 401 0 roet 0 3
peer 41 1 0 cave 40 0 bijl 0 1 0
Mean opm: 244 9 246 9
LFE EFreq DFreq
(opm)
MFE EFreq
(opm)
DFreq HFE EFreq DFreq
(opm)
theft 8 0 cloud 59 0 fear 155 0
kite 5 0 peace 92 0 horse 139 0
quake 2 0 ship 80 0 food 312 0
hood 7 0 bless 19 0 skin 113 0
nuts 1 0 tail 38 0 chair 145 0
crow 9 0 eagle 1 0 0 money 390 0
chord 5 0 movie 47 0 time 1981 0
attic 8 0 proof 36 0 king 104 0
itch 1 0 skirt 30 0 house 616 0
peach 6 0 coat 65 0 force 191 0
glue 7 0 towel 24 0 army 125 0
hiker 1 0 judge 98 0 value 172 0
razor 9 0 duck 14 0 face 486 0
candy 8 0 soul 57 0 woman 876 0
Mean opm: 6 48 415
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LFE EFreq DFreq
(opm)
MFE EFreq
(opm)
DFreq HFE EFreq DFreq
(opm)
wreck 9 0 mirror 55 0 street 332 0
venom 3 0 ghost 33 0 wall 2 2 1 0
dosage 1 0 evil 90 0 life 847 0
fusion 6 0 profit 72 0 sight 1 1 0 0
broom 8 0 belt 28 0 power 345 0
gadget 5 0 poison 33 0 heart 171 0
kidney 9 0 tiger 13 0 music 130 0
aural 1 0 guest 63 0 size 128 0
napkin 7 0 magic 39 0 point 543 0
prune 3 0 shield 15 0 edge 106 0
ferry 7 0 proud 41 0 hour 383 0
grocer 6 0 wrist 31 0 dream 1 2 2 0
snail 5 0 rope 45 0 fight 187 0
maple 4 0 secret 51 0 friend 368 0
scissor 1 0 grape 1 1 0 place 751 0
brace 2 0 slave 37 0 fact 516 0
falcon 2 0 cheese 32 0 month 322 0
tuna 2 0 plate 58 0 word 479 0
vase 8 0 enemy 8 6 0 dance 105 0
pickle 4 0 alien 38 0 earth 128 0
oyster 7 0 rocket 16 0 field 2 0 1 0
carrot 9 0 screen 43 0 story 228 0
beetle 9 0 thumb 28 0 body 383 0
wrath 8 0 store 61 0 town 227 0
loser 6 0 rabbit 2 0 0 wave 1 2 0 0
flu 4 0 crown 25 0 number 400 0
yawn 2 0 motion 46 0 people 1352 0
raft 4 0 onion 18 0 mean 645 0
Mean opm: 5 40 352
LFD EFreq DFreq MFD EFreq DFreq HFD EFreq DFreq
(opm) (opm) (opm)
buis 0 9 bril 0 36 stuk 0 282
hagel 0 4 bron 0 64 broer 0 128
rund 0 5 traan 0 77 jaar 0 1143
uier 0 1 pand 0 1 1 mond 0 228
schep 0 2 feest 0 60 doel 0 165
wrok 0 8 korst 0 13 buurt 0 109
snoek 0 2 vlieg 0 18 mens 0 1370
deuk 0 3 boog 0 46 vraag 0 475
reep 0 6 pijl 0 16 enkel 0 596
griep 0 7 kust 0 52 taak 0 147
spuit 0 3 gids 0 2 2 hoofd 0 544
zwaai 0 4 hitte 0 30 zaak 0 423
speld 0 5 sfeer 0 65 niets 0 864
rijst 0 6 fiets 0 48 ding 0 365
Mean opm: 5 40 489
223
Appendices
NWLFE EFreq DFreq NWMFE
______________(°p m)_____________________
abact 3 0 bowlan
dubway 3 0 teard
thrun 1 0 varmed
usale 4 0 tistol
verish 7 0 wength
mulgar 1 0 0 intury
hicely 1 0 0 humone
histe 7 0 knught
excet 3 0 mealm
girsh 2 0 hepart
seakly 5 0 brunal
teroin 4 0 cothic
knim 1 0 0 rogion
meathly 1 0 altak
flavy 1 0 guetto
plurb 2 0 halmon
keggar 4 0 dircle
feerle 1 0 0 falous
cuche 2 0 dicert
gemes 9 0 vocit
devoy 2 0 lishop
gobey 1 0 monual
duash 1 0 lugend
sceb 3 0 plimp
roned 1 0 ethnip
bloal 1 0 cribal
unjorn 3 0 ranure
duthy 1 0 gondess
spish 3 0 tuxury
oxis 9 0 frope
himph 1 0 rimbon
migway 6 0 garked
lyree 1 0 olipe
tuxom 1 0 carmth
taxim 3 0 sesort
plid 4 0 freeve
kidnes 9 0 mobion
orphar 7 0 weilth
lapkin 7 0 tronch
ghord 5 0 celtar
shrise 6 0 opor
lopth 2 0 dimest
peanot 6 0 swiral
ulces 4 0 jonvoy
vidnap 8 0 pulne
nymb 8 0 tombat
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EFreq DFreq NWNEU EFreq DFreq
(opm)______________________________________
1 2 0 ech 0 0
27 0 rin 0 0
1 2 0 gle 0 0
19 0 lin 0 0
81 0 elind 0 0
36 0 seper 0 0
14 0 serm 0 0
13 0 ord 0 0
1 2 0 ragel 0 0
2 0 0 balf 0 0
14 0 palon 0 0
14 0 talt 0 0
61 0 nure 0 0
24 0 opin 0 0
15 0 polt 0 0
1 2 0 ima 0 0
79 0 kee 0 0
80 0 ori 0 0
1 2 0 dube 0 0
16 0 marst 0 0
33 0 spril 0 0 r
45 0 ele 0 0
18 0 namel 0 0
17 0 gret 0 0
1 1 0 ide 0 0
1 2 0 bers 0 0
1 1 0 glar 0 0
1 1 0 drist 0 0
25 0 crug 0 0
1 1 0 ato 0 0
1 2 0 mopel 0 0
24 0 jamp 0 0
16 0 hiter 0 0
25 0 gleet 0 0
37 0 lasis 0 0
52 0 sodel 0 0
46 0 slin 0 0
61 0 veise 0 0
1 1 0 slad 0 0
13 0 brank 0 0
1 1 0 dramp 0 0
18 0 troom 0 0
2 0 0 trene 0 0
1 2 0 blog 0 0
15 0 tum 0 0
73 0 ela 0 0
Appendices
NWLFE EFreq DFreq
(opm)
NWMFE EFreq
(opm)
DFreq NWNEU EFreq DFreq
dualm 2 0 orbot 13 0 malm 0 0
nunar 5 0 turley 15 0 gron 0 0
vapof 5 0 hemald 13 0 drus 0 0
lengy 1 0 lebrew 1 1 0 flust 0 0
vogage 1 0 0 gaggon 1 2 0 aper 0 0
hooch 1 0 dascer 15 0 brip 0 0
unal 2 0 surne 14 0 namp 0 0
walnum 5 0 grunch 1 1 0 plert 0 0
mugey 1 0 vorpse 18 0 lunt 0 0
bolks 2 0 canul 18 0 trum 0 0
ghorl 1 0 remody 17 0 ura 0 0
klex 7 0 butual 25 0 elim 0 0
verth 5 0 burlet 25 0 flas 0 0
ruppet 5 0 fonvey 23 0 prift 0 0
weess 1 0 greepe 18 0 blord 0 0
scron 1 0 burmal 1 1 0 bager 0 0
plutt 1 0 parpel 1 2 0 brift 0 0
ramed 2 0 ledon 17 0 flim 0 0
deeve 1 0 prids 41 0 froom 0 0
tuftle 4 0 coging 23 0 galk 0 0
pleral 5 0 bemple 30 0 wrop 0 0
abloy 2 0 stight 55 0 prug 0 0
secup 4 0 virkin 2 1 0 erm 0 0
semor 4 0 domail 12 0 blan 0 0
Mean opm: 4 24
Note: HFE-HFD = High frequent in both English and Dutch; LFE-HFD = Low frequent in English and High frequent in 
Dutch; HFE-LFD = High frequent in English and Low frequent in Dutch; EFreq = English frequency, occurrences per million 
(CELEX); DFreq = Dutch frequency, occurrences per million (CELEX); E control = English item matched to English 
frequency of homograph; D control = Dutch item matched to Dutch frequency of homograph; LFE = Low Frequent English; 
MFE = Middle Frequent English; HFE = High Frequent English; LFD = Low Frequent Dutch; MFD = Middle Frequent Dutch; 
HFD = High Frequency Dutch; NWLFE = Nonword neighbor of Low Frequency English item; NWMFE = nonword neighbor 
of Middle Frequent English item; NWNEU = nonword that is neither Englishlike nor Dutchlike.
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Instruction EVLD
In dit experiment onderzoeken we hoe mensen woorden verwerken. Je krijgt dadelijk steeds letterreeksen 
op het scherm te zien. De bedoeling is dat je telkens zo snel mogelijk beslist of elke letterreeks een 
Engels woord is of niet.
Hoe gaat het precies in z'n werk?
Midden op het computerscherm verschijnt steeds eerst een punt en daarna een letterreeks in 
hoofdletters. Je moet zo snel mogelijk op de rechter knop drukken als de letterreeks een goed Engels 
woord vormt en op de linker knop als de letterreeks geen bestaand woord vormt. Daarna verdwijnt de 
letterreeks van het scherm. Er verschijnt vervolgens weer een punt en het geheel herhaalt zich.
voorbeeld:
Je ziet eerst: •
dan zie je de letterreeks: V ER ISH
Je moet nu direct op de linker (rode) knop drukken omdat deze letterreeks geen bestaand Engels woord 
is.
dan zie je weer: •
vervolgens: HOUSE
Nu moet je direct op de rechter (groene) knop drukken, omdat deze letterreeks wel een goed Engels 
woord vormt, enzovoorts.
dan zie je weer: •
vervolgens: DOOR
Nu moet je direct op de rechter (groene) knop drukken, omdat deze letterreeks ook een goed Engels 
vormt. Dat het ook Nederlands is, doet niet ter zake.
Het is belangrijk dat je zo weinig mogelijk fouten maakt, maar ook dat je zo snel mogelijk reageert! Voor 
een goede meting van je reactietijd is het van belang dat je je linker wijsvinger op de linker (rode) knop 
houdt, en je rechter wijsvinger op de rechter (groene) knop. Op deze wijze kun je snel reageren.
Er volgt nu eerst een oefensessie, waarna je eventueel vragen kunt stellen. Tijdens het experiment zelf 
kun je geen vragen meer stellen, dus ga goed na of je nu alles begrijpt.
Veel succes!
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Instruction MEVLD
In dit experiment onderzoeken we hoe mensen woorden verwerken. Je krijgt dadelijk steeds letterreeksen 
op het scherm te zien. De bedoeling is dat je telkens zo snel mogelijk beslist of elke letterreeks een 
Engels woord is of niet.
Hoe gaat het precies in z'n werk?
Midden op het computerscherm verschijnt steeds eerst een punt '•' en daarna een letterreeks in 
hoofdletters. Je moet zo snel mogelijk op de rechter knop drukken als de letterreeks een goed Engels 
woord vormt en op de linker knop als de letterreeks geen bestaand Engels woord vormt, maar een 
onzinwoord is of uitsluitend een Nederlands woord is. Daarna verdwijnt de letterreeks van het scherm. Er 
verschijnt vervolgens weer een punt en het geheel herhaalt zich.
voorbeeld:
Je ziet eerst: •
dan zie je de letterreeks: VERTH
Je moet nu direct op de linker (rode) knop drukken omdat deze letterreeks geen bestaand Engels woord 
is, maar een onzinwoord is.
dan zie je weer: •
vervolgens: K IO SK
Nu moet je direct weer op de linker (rode) knop drukken, omdat deze letterreeks geen goed Engels 
woord is. (ook al is het wel een Nederlands woord)
dan zie je weer: •
vervolgens: HOUSE
Nu moet je direct op de rechter (groene) knop drukken, omdat deze letterreeks wel een goed Engels 
woord vormt, enzovoorts.
dan zie je weer: •
vervolgens: DOOR
Nu moet je direct op de rechter (groene) knop drukken, omdat deze letterreeks ook een goed Engels 
woord vormt. Dat het ook Nederlands is, doet niet ter zake.
Het is belangrijk dat je zo weinig mogelijk fouten maakt, maar ook dat je zo snel mogelijk reageert! Voor 
een goede meting van je reactietijd is het van belang dat je je linker wijsvinger op de linker (rode) knop 
houdt, en je rechter wijsvinger op de rechter (groene) knop. Op deze wijze kun je snel reageren.
Er volgt nu eerst een oefensessie, waarna je eventueel vragen kunt stellen. Tijdens het experiment zelf 
kun je geen vragen meer stellen, dus ga goed na of je nu alles begrijpt.
Veel succes!
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Instruction GVLD
In dit experiment onderzoeken we hoe mensen woorden verwerken. Je krijgt dadelijk steeds letterreeksen 
op het scherm te zien. De bedoeling is dat je telkens zo snel mogelijk beslist of elke letterreeks een 
Engels of Nederlands woord is of niet.
Hoe gaat het precies in z'n werk?
Midden op het computerscherm verschijnt steeds eerst een punt '•' en daarna een letterreeks in 
hoofdletters. Je moet zo snel mogelijk op de rechter knop drukken als de letterreeks een goed Nederlands 
of Engels woord vormt en op de linker knop als de letterreeks geen bestaand woord vormt. Daarna 
verdwijnt de letterreeks van het scherm. Er verschijnt vervolgens weer een punt en het geheel herhaalt 
zich.
voorbeeld:
Je ziet eerst: •
dan zie je de letterreeks: VERTH
Je moet nu direct op de linker (rode) knop drukken omdat deze letterreeks geen bestaand woord is, niet 
in het Engels en niet in het Nederlands.
dan zie je weer: •
vervolgens: K IO SK
Nu moet je direct op de rechter (groene) knop drukken, omdat deze letterreeks een goed woord vormt in 
het Nederlands.
dan zie je weer: •
vervolgens: HOUSE
Nu moet je direct op de rechter (groene) knop drukken, omdat deze letterreeks een goed woord vormt in 
het Engels.
dan zie je weer: •
vervolgens: DOOR
Nu moet je direct op de rechter (groene) knop drukken, omdat deze letterreeks zowel een goed Engels 
als Nederlands woord vormt.
Het is belangrijk dat je zo weinig mogelijk fouten maakt, maar ook dat je zo snel mogelijk reageert! Voor 
een goede meting van je reactietijd is het van belang dat je je linker wijsvinger op de linker (rode) knop 
houdt, en je rechter wijsvinger op de rechter (groene) knop. Op deze wijze kun je snel reageren.
Er volgt nu eerst een oefensessie, waarna je eventueel vragen kunt stellen. Tijdens het experiment zelf 
kun je geen vragen meer stellen, dus ga goed na of je nu alles begrijpt.
Veel succes!
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Language History Questionnaire
Beste Proefpersoon,
Door middel van deze korte vragenlijst willen wij enerzijds mogelijke problemen in 
het experiment opsporen, en anderzijds een indruk krijgen van de mate waarin je in 
contact bent geweest met de Engelse taal.
1. Hoe oud ben je?
2. Op welke leeftijd ben je voor het eerst intensief met de Engelse taal in aanraking gekomen?
3. Op welke wijze is dat gebeurd (school, buitenlandse reis, cursus, etc)?
4. Hoeveel jaren heb je ervaring met de Engelse taal?
5. Wat was je laatste rapportcijfer voor Engels?
6. Lees je Engelse literatuur?
□ □ □ □ □ □ □
Zeer weinig af en toe regelmatig zeer veel
7. Lees je i.v.m. je school Engelse boeken / artikelen?
□ □ □ □ □ □ □
Zeer weinig af en toe regelmatig zeer veel
8. Spreek je veel Engels?
□ □ □ □ □ □ □
Zeer weinig af en toe regelmatig zeer veel
9. Kijk je naar Engelstalige televisie (BBC, MTV etc.)?
□  . . □  □  □  , □  □  □
Zeer weinig af en toe regelmatig zeer veel
10. Geef aan hoeveel leeservaring je hebt met betrekking tot de Engelse taal.
□ □ □ □ □ □ □
Zeer weinig af en toe regelmatig zeer veel
11. Geef aan hoeveel schrijfervaring je hebt met betrekking tot de Engelse taal.
□ □ □ □ □ □ □
Zeer weinig af en toe regelmatig zeer veel
12. Geef aan hoeveel spreekervaring je hebt met betrekking tot de Engelse taal.
□ □ □ □ □ □ □
Zeer weinig af en toe regelmatig zeer veel
13. Ben je recent (vandaag) al in aanraking geweest met de Engelse taal (studieboek, college, televisie, radio, 
buitenlandse vrienden, etc.)?
Heb je verder nog aanvullende opmerkingen i.v.m. je gebruik of verwerving van de Engelse taal (cursussen, 
langer buitenlands verblijf, Engelse familie, beroepsmatig gebruik van het Engels, Engels als dominante taal, 
etc.)?
Vriendelijk bedankt voor je deelname aan het experiment!
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Dutch subjective frequency questionnaire
Instructie
Op de volgende pagina’s staan allemaal bestaande Nederlandse woorden. Het is jouw taak om 
bij elk woord aan te geven hoe vaak je dit woord gezien, gehoord, of gebruikt hebt. Dit doe je 
door achter elk woord het getal te omcirkelen dat het beste weergeeft hoe vaak je denkt dat jij 
dat woord gezien, gehoord, of gebruikt hebt.
Als je het woord zeer vaak gezien, gehoord, of gebruikt hebt, moet je een 7 omcirkelen, en als 
je het woord nog nooit gezien, gehoord, of gebruikt hebt, moet je een 1 omcirkelen.
Hieronder volgen een aantal voorbeelden van Nederlandse woorden om je een betere indruk 
te geven van de taak:
nooit zeer vaak
tafel 1 2 3 4 5 6 7
pop 1 2 3 4 5 6 7
koord 1 2 3 4 5 6 7
spiegel 1 2 3 4 5 6 7
aap 1 2 3 4 5 6 7
glas 1 2 3 4 5 6 7
(1) Als je het Nederlandse woord ‘tafel’ zeer vaak gezien, gehoord , of gebruikt hebt 
(bijvoorbeeld elke dag), dan moet je een 7 omcirkelen achter het woord ‘tafel’.
(2) Als je het Nederlandse woord ‘pop’ nog nooit gezien, gehoord, of gebruikt hebt, dan moet 
je een 1 omcirkelen achter het woord ‘pop’.
(3) Als je het Nederlandse woord ‘koord’ redelijk vaak gezien, gehoord, of gebruikt hebt, dan 
kun je bijvoorbeeld een 4 of een 5 omcirkelen achter het woord ‘koord’.
(4) Als je het Nederlandse woord ‘spiegel’ vaak gezien, gehoord, of gebruikt hebt, dan kun je 
bijvoorbeeld een 5 of een 6  omcirkelen achter het woord ‘spiegel’.
(5) Als je het Nederlandse woord ‘aap’ nog nooit gezien, gehoord, of gebruikt hebt, dan moet 
je een 1 omcirkelen achter het woord ‘aap’.
(6 ) Als je het Nederlandse woord ‘glas’ een paar keer gezien, gehoord, of gebruikt hebt, dan 
kun je bijvoorbeeld een 2 of een 3 omcirkelen achter het woord ‘glas’.
Denk rustig na bij elk woord, maar doe er ook niet te lang over. Omdat deze taak over jouw 
eigen inschattingen gaat, kun je geen fouten maken.
Succes en bedankt voor je medewerking!
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nooit
kat 1 2 3
fiets 1 2 3
pink 1 2 3
broer 1 2 3
spot 1 2 3
sfeer 1 2 3
bron 1 2 3
vet 1 2 3
dorp 1 2 3
list 1 2 3
hagel 1 2 3
spuit 1 2 3
rot 1 2 3
kleur 1 2 3
room 1 2 3
enkel 1 2 3
rest 1 2 3
verf 1 2 3
speld 1 2 3
wet 1 2 3
rund 1 2 3
dier 1 2 3
gids 1 2 3
angel 1 2 3
klomp 1 2 3
boom 1 2 3
hoofd 1 2 3
beer 1 2 3
gips 1 2 3
vraag 1 2 3
loom 1 2 3
schep 1 2 3
brief 1 2 3
pijl 1 2 3
slim 1 2 3
bloem 1 2 3
jacht 1 2 3
rose 1 2 3
jamp 1 2 3
buis 1 2 3
roof 1 2 3
stuk 1 2 3
war 1 2 3
bijl 1 2 3
kant 1 2 3
grap 1 2 3
zeer vaak
4 5 6 7
4 5 6 7
4 5 6 7
4 5 6 7
4 5 6 7
4 5 6 7
4 5 6 7
4 5 6 7
4 5 6 7
4 5 6 7
4 5 6 7
4 5 6 7
4 5 6 7
4 5 6 7
4 5 6 7
4 5 6 7
4 5 6 7
4 5 6 7
4 5 6 7
4 5 6 7
4 5 6 7
4 5 6 7
4 5 6 7
4 5 6 7
4 5 6 7
4 5 6 7
4 5 6 7
4 5 6 7
4 5 6 7
4 5 6 7
4 5 6 7
4 5 6 7
4 5 6 7
4 5 6 7
4 5 6 7
4 5 6 7
4 5 6 7
4 5 6 7
4 5 6 7
4 5 6 7
4 5 6 7
4 5 6 7
4 5 6 7
4 5 6 7
4 5 6 7
4 5 6 7
231
Appendices
English subjective frequency questionnaire 
Instructie
Op de volgende pagina’s staan allemaal bestaande Engelse woorden. Het is jouw taak om bij 
elk woord aan te geven hoe vaak je dit woord gezien, gehoord, of gebruikt hebt. Dit doe je 
door achter elk woord het getal te omcirkelen dat het beste weergeeft hoe vaak je denkt dat jij 
dat woord gezien, gehoord, of gebruikt hebt.
Als je het woord zeer vaak gezien, gehoord, of gebruikt hebt, moet je een 7 omcirkelen, en als 
je het woord nog nooit gezien, gehoord, of gebruikt hebt, moet je een 1 omcirkelen.
Hieronder volgen een aantal voorbeelden van Engelse woorden om je een betere indruk te 
geven van de taak:
nooit zeer vaak
table 2 3 4 5 6 7
doll 2 3 4 5 6 7
wire 2 3 4 5 6 7
mirror 2 3 4 5 6 7
monkey 2 3 4 5 6 7
glass 2 3 4 5 6 7
(7) Als je het Engelse woord ‘table’ zeer vaak gezien, gehoord , of gebruikt hebt (bijvoorbeeld 
elke dag), dan moet je een 7 omcirkelen achter het woord ‘table’.
(8 ) Als je het Engelse woord ‘doll’ nog nooit gezien, gehoord, of gebruikt hebt, dan moet je 
een 1 omcirkelen achter het woord ‘doll’.
(9) Als je het Engelse woord ‘wire’ redelijk vaak gezien, gehoord, of gebruikt hebt, dan kun je 
bijvoorbeeld een 4 of een 5 omcirkelen achter het woord ‘wire’.
(10) Als je het Engelse woord ‘mirror’ vaak gezien, gehoord, of gebruikt hebt, dan kun je 
bijvoorbeeld een 5 of een 6  omcirkelen achter het woord ‘mirror’.
(11) Als je het Engelse woord ‘monkey’ nog nooit gezien, gehoord, of gebruikt hebt, dan 
moet je een 1 omcirkelen achter het woord ‘monkey’.
(12) Als je het Engelse woord ‘glass’ een paar keer gezien, gehoord, of gebruikt hebt, dan kun 
je bijvoorbeeld een 2 of een 3 omcirkelen achter het woord ‘glass’.
Denk rustig na bij elk woord, maar doe er ook niet te lang over. Omdat deze taak over jouw
eigen inschattingen gaat, kun je geen fouten maken.
Succes en bedankt voor je medewerking!
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nooit zeer vaak
long 1 2 3 4 5 6 7
hate 1 2 3 4 5 6 7
angel 1 2 3 4 5 6 7
sugar 1 2 3 4 5 6 7
woman 1 2 3 4 5 6 7
list 1 2 3 4 5 6 7
way 1 2 3 4 5 6 7
beer 1 2 3 4 5 6 7
whine 1 2 3 4 5 6 7
hiker 1 2 3 4 5 6 7
map 1 2 3 4 5 6 7
towel 1 2 3 4 5 6 7
roof 1 2 3 4 5 6 7
nuts 1 2 3 4 5 6 7
kite 1 2 3 4 5 6 7
attic 1 2 3 4 5 6 7
brief 1 2 3 4 5 6 7
army 1 2 3 4 5 6 7
peer 1 2 3 4 5 6 7
value 1 2 3 4 5 6 7
spoon 1 2 3 4 5 6 7
time 1 2 3 4 5 6 7
lawn 1 2 3 4 5 6 7
duthy 1 2 3 4 5 6 7
bad 1 2 3 4 5 6 7
candy 1 2 3 4 5 6 7
nut 1 2 3 4 5 6 7
food 1 2 3 4 5 6 7
brand 1 2 3 4 5 6 7
hood 1 2 3 4 5 6 7
pet 1 2 3 4 5 6 7
bless 1 2 3 4 5 6 7
pool 1 2 3 4 5 6 7
fish 1 2 3 4 5 6 7
cough 1 2 3 4 5 6 7
tail 1 2 3 4 5 6 7
face 1 2 3 4 5 6 7
house 1 2 3 4 5 6 7
money 1 2 3 4 5 6 7
shark 1 2 3 4 5 6 7
breed 1 2 3 4 5 6 7
duck 1 2 3 4 5 6 7
bird 1 2 3 4 5 6 7
quake 1 2 3 4 5 6 7
spot 1 2 3 4 5 6 7
steam 1 2 3 4 5 6 7
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All Correlations for the EVLD
A ll correlations between selected variables for the EVLD  with third-grade high school 
students in the different conditionsi
Note: RTI = reaction time to item (in ms); EF = English frequency (in opm); DF = Dutch frequency (in opm); 
LOGEF = English logarithmic frequency; LOGDF = Dutch logarithmic frequency; EFAM = English familiarity 
(subjective ratings); LEN = number of letters of item; NumEN = Number of English Neighbors; NumDN = 
Number of Dutch Neighbors; TotNumN = Total Number of Neighbor
Homographs
1 2 3 4 5 6 7 8
1 RT I -
2  EF -I18 -
3 DF I13 **2I5 -
4 LOGEF -I28 81** 32* -
5 LOGDF I09 I19 76** I07 -
6  EFAM **6I4-I **6I4 -I05 65** -I24 -
7 LEN -I19 -I11 I10 -I26 I12 -I28 -
8  NumEN I03 -I09 -I24 I04 -I14 I16 -**6I7-I
9 NumDN I28 I01 -I15 I13 -I18 I09 - 7 3 ** 78**
10 TotNumN I16 -I04 -I21 I09 -I17 I14 - 7 9 ** 9 4 **
1 0
9 4 **
English Controls
1 2 3 4 5 6 7
1 RT I -
2 EF **6I3-I -
3 LOGEF **9I4-I 82** -
4 EFAM -85** *8
CO 45** -
5 LEN I13 -34* -i39* i0 1 -
6  NumEN -I14 i36* i34* -i36 **7i6-i -
7 NumDN -i31* 4 3 ** i51** i23 **0i7-i i71** -
8  TotNumN -I24 **2i4 45** i09 - 7 4 ** **4i9 i91**
English frequency range items
1 2 3 4 5 6  7
1 RT I -
2 EF -i39** -
3 LOGEF -i69** **9i6 -
4 EFAM -i81** **9i4 i81** -
5 LEN **4i2 -i14 -i18* -i16 -
6  NumEN -31** i2 1 * 24** i2 2 * **7i5-i -
7 NumDN **9i2-i i1 2 i2 0 * **6i2 -i55** i6 8 ** -
8  TotNumN -i33** i19* 25** i26** -i61** 95** 87**
9
8
8
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Nonwords
1 2 3
1 RT I -
2 EF 0 -
3 LOGEF 0 0 -
4 EFAM 0 0 0
5 LEN .39** 0 0
6  NumEN -.17* 0 0
7 NumDN -.17* 0 0
8  TotNumN -.17 0 0
4 5 6  7 8
0  -
0 -.64** -
0  -.6 6 ** .8 8 ** -
0 -.67** 0 0 -
A ll correlations between selected variables for the EVLD  with fifth-grade high school 
students in the different conditions.
Homographs
1 01 2 3 4 5 6 7 8
1 RT I -
2 EF -.08 -
3 DF .31* **2.5 -
4 LOGEF -.29 .81** .32* -
5 LOGDF **9.3 .19 .76** .07 -
6  EFAM **2.6-. .45** -.03 .67** - . 2 0 -
7 LEN .14 - . 1 1 . 1 0 -.26 . 1 2 -.16 -
8  NumEN -.03 . 0 1 -.15 .13 -.19 . 0 1 -7 3 ** -
9 NumDN -.06 -.08 -.24 .04 -.14 .06 -.76** .78**
10 TotNumN -.05 -.04 - . 2 1 .09 -.17 .04 **4.9**9.7-. 9 4 **
English Controls
1 2 3 4
1 RT I -
2 EF -.36* -
3 LOGEF - 4 3 ** **2.8 -
4 EFAM -.72** .39* **4.4 -
5 LEN .19 .34* -.39* -.06
6  NumEN -.35* 4 3 ** .51** .26
7 NumDN -.26 .36* .34* - . 0 2
8  TotNumN -.32* **2.4 .45** . 1 1
5 6  7 8  9 10
-.70** - 
-.67** .71** -
- 7 4 ** 91** 9 4 **
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English frequency range items
1 2 3 4 5 6  7 8
1 RT I -
2 EF -.35** -
3 LOGEF -.6 8 ** **9.6 -
4 EFAM -.79** **7.4 **2.8 -
5 LEN .16 -.14 -.18* -.07 -
6  NumEN -.2 1 * .13 .2 0 * .18* -.55** -
7 NumDN - 2 3 ** .2 1 * **4.2 .16 -.57** .6 8 ** -
8  TotNumN **4.2-. .19* .25** .18* - 61** 87** 95**
Nonwords
1 2 3 4 5 6 7
1 RT I -
2 EF 0 -
3 LOGEF 0 0 -
4 EFAM 0 0 0 -
5 LEN **4.3 0 0 0 -
6  NumEN - . 1 2 0 0 0 **4.6-. -
7 NumDN -.08 0 0 0 **6.6-. .8 8 ** -
8  TotNumN - . 1 1 0 0 0 **7.6-. .96** .98**
A ll correlations between selected variables for the EVLD  with university students in the 
different conditions.
Homographs
1 2 3 4 5 6 7
1 RT I -
2 EF - . 1 1 -
3 DF -.13 .91** -
4 LOGEF -.31 .85** .70** -
5 LOGDF -.32 .8 6 ** .8 6 ** .91** -
6  EFAM **4.7-. .34 . 2 0 **9.6 .56* -
7 LEN .08 .13 .15 .04 . 1 0 -.16 -
8  NumEN . 0 1 -.37 -.48 -.28 -.40 - . 1 0 **9.6-.
9 NumDN - . 0 2 -.32 -.31 -.25 -.30 - . 2 1 -.63*
10 TotNumN - . 0 1 -.36 -.41 -.27 -.36 -.16 -.6 8 **
1 0
.88 * *
8 9
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English Controls
1 2 3 4 5 6 7
1 RT I -
2 EF -.36* -
3 LOGEF **4.5-. .82** -
4 EFAM -.6 6 ** .48** .48** -
5 LEN .14 -.34* -.39** -.06 -
6  NumEN -.34** .43** .51** .26 -.70** -
7 NumDN -.17 .36* *4.3 -.04 -.67** .71** -
8  TotNumN -.26 **2.4 .45** . 1 0 **4.7-. .91** **4.9
English frequency range items
1 RT I
2 EF
3 LOGEF
4 EFAM
5 LEN
6  NumEN
7 NumDN
8  TotNumN
1
- 41**
- 7 3 ** 
-.81** 
.2 1 * 
-.24** 
-.29** 
-.29**
69**
.52**
-.14
.13
.2 1 *
.19*
.8 6 **
-.18*
.2 0 *
24**
.25**
-.08
.14
. 1 2
.14
.55** - 
.57** .6 8 ** - 
61** 87** 95**
2 3 4 5 6 7 8
Nonwords
1 2 3 4 5 6 7
1 RT I -
2 EF 0 -
3 LOGEF 0 0 -
4 EFAM 0 0 0 -
5 LEN .28** 0 0 0 -
6  NumEN - . 0 1 0 0 0 .8 8 ** -
7 NumDN . 0 0 0 0 0 **6.6-. .98** -
8  TotNumN - . 0 1 0 0 0 -.67** **6.9 .98**
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A ll correlations between selected variables for the EVLD  with the highest proficiency group 
in the different conditionsi
Homographs
1 2 3 4 5 6 7 8
1 RT I -
2 EF -i27 -
3 DF -i06 **2i5 -
4 LOGEF -i31* i81** i32* -
5 LOGDF -i0 2 i19 i76** i07 -
6  EFAM **9i4-i **0i4 -i08 **9i6 -i24 -
7 LEN -i06 -i1 1 i1 0 -i26 i1 2 -i23 -
8  NumEN -i05 -i09 -i24 i04 -i14 i1 1 -i76** -
9 NumDN i06 i0 1 -i15 i13 -i19 i06 - 7 3 ** 78**
10 TotNumN i0 1 -i04 -i2 1 i09 -i17 i09 - 7 9 ** 9 4 **
1 0
9 4 **
English Controls
1 2 3 4 5 6 7
1 RT I -
2 EF -i34* -
3 LOGEF **9i4-i i82** -
4 EFAM -i64** 48** 48** -
5 LEN i05 -i34* -i39* -i06 -
6  NumEN -i15 i36* i34* -i04 -i67** -
7 NumDN -i27 i43** i51** i26 -i70** i71** -
8  TotNumN -i2 2 **2i4 4 5 ** i1 0 -i74** i91** **4i9
English frequency range items
1 2 3 4 5 6  7
1 RT I -
2 EF -45** -
3 LOGEF -i77** **9i6 -
4 EFAM **7i7-i **2i5 **6i8 -
5 LEN i17 -i14 -i18* -i08 -
6  NumEN -31** i2 1 * **4i2 i1 2 **7i5-i -
7 NumDN - 2 3 ** i13 i2 0 * i14 -i55** i6 8 ** -
8  TotNumN -31** i19* 25** i14 -i61** 87** 9 5 **
9
8
8
238
Appendices
Nonwords
1 2 3 4 5 6 7
1 RTI -
2 EF 0 -
3 LOGEF 0 0 -
4 EFAM 0 0 0 -
5 LEN i13 0 0 0 -
6  NumEN i03 0 0 0 -i64** -
7 NumDN i03 0 0 0 -i6 6 ** i8 8 ** -
8  TotNumN i03 0 0 0 -i67** i98** i96**
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All Correlations for the MEVLD
All correlations between selected variables for the Mixed-EVLD with third-grade high school 
students in the different conditions.
Note: RTI = reaction time to item (in ms); EF = English frequency (in opm); DF = Dutch frequency (in opm); 
LOGEF = English logarithmic frequency; LOGDF = Dutch logarithmic frequency; EFAM = English familiarity 
(subjective ratings); LEN = number of letters of item; NumEN = Number of English Neighbors; NumDN = 
Number of Dutch Neighbors; TotNumN = Total Number of Neighbors.
Homographs
1 0  1 11 2 3 4 5 6 7 8  9
1 RTI -
2  EF -.23 -
3 DF . 2 0 **2.5 -
4 LOGEF **0.4-. .81** .32* -
5 LOGDF .35* .19 .76** .07 -
6  EFAM -.58** .46** -.09 .6 8 ** -.28 -
7 DFAM **0.4 -.08 .36* -.16 **4.5 -.35* -
8  LEN .05 - . 1 1 . 1 0 -.26 . 1 2 -.31* .03 -
9 NumEN . 1 0 -.09 -.24 .04 -.14 . 2 2 -.08 -.76** -
10 NumDN . 21 . 0 1 -.15 .13 -.19 .17 -.04 -.73** .78**
11 TotNumN .17 -.04 - . 2 1 .09 -.17 . 2 0 -.06 -.79** .94**
English Controls
1 2 3
1 RTI -
2 EF -.35* -
3 LOGEF -.45** .82** -
4 FAM -.67** .38* .41**
5 LEN . 0 1 -.34* -.39*
6  NumEN -.06 .36* .34*
7 NumDN -.18 4 3 ** .51**
8  TotNumN - . 1 2 **2.4 .45**
4 5 6  7 8
-.04 -
-.05 -.67** -
24 - 70** 71** -
09 - 7 4 ** 9 4 ** 91**
English frequency range items
1
1 RTI -
2 EF -.36**
3 LOGEF **9.6-.
4 FAM -.80**
5 LEN .14
6  NumEN -.25**
7 NumDN -.17
8  TotNumN **4.2-.
2 3 4
**9.6 -
.47** .82** -
-.14 -.18* -.14
.2 1 * **4.2 .2 0 *
.13 .2 0 * **4.2
.19* .25** 23**
5 6  7 8
-.57** - 
-.55** .6 8 ** -
- 61** 95** 87**
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Dutch Controls
1 2 3 4
1 RTI -
2 DF -.17 -
3 LOGDF - . 2 1 .76** -
4 FAM -.24 .35* .59** -
5 LEN - 41** -.04 .07 .15
6  NumEN 4 3 ** . 0 2 .18 .23
7 NumDN - . 0 2 . 0 1 -.06 - . 2 1
8  TotNumN .19 . 0 1 .04 -.05
.55** -
.63** .3 7 * -
71** 73** 90**
Dutch frequency range items
1 2 3 4 5 6 7
1 RTI -
2 DF -.30 -
3 LOGDF -.39* **7.7 -
4 FAM -.42** .51** **9.6 -
5 LEN -.28 - . 1 2 -.09 . 2 2 -
6  NumEN .55** - . 1 0 -.05 - . 1 0 -.61** -
7 NumDN . 1 1 .13 .05 -.09 -.72** 4 3 ** -
8  TotNumN .36* .03 . 0 0 - . 1 1 **9.7-. .81** .8 8 **
Nonwords
1 2 3 4 5 6 7
1 RTI -
2 EF 0 -
3 LOGEF 0 0 -
4 FAM 0 0 0 -
5 LEN 41** 0 0 0 -
6  NumEN .0 1 0 0 0 -.59** -
7 NumDN **9.2-. 0 0 0 -.63** .67** -
8  TotNumN -.18* 0 0 0 -.67** .8 8 ** **4.9
5 6 7 8
8
8
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All correlations between selected variables for the Mixed-EVLD with fifth-grade high school 
students in the different conditionsi
Homographs
1 2 3 4
1 RTI
2 EF
3 DF
-i1 1
i26 52**
4 LOGEF -i26 i81** i32* -
5 LOGDF i36* i19 i76** i07
6  EFAM -i39* 41** -i0 2 **4i6
7 DFAM i25 i0 1 i35* -i1 2
8  LEN i18 -i1 1 i1 0 -i26
9 NumEN -i0 1 -i09 -i24 i04
10 NumDN i15 i0 1 -i15 i13
11 TotNumN i08 -i04 -i2 1 i09
5 6  7 8  9 10 11
-i18 -
4 7 ** -i26 -
i1 2 -i2 1 i09 -
-i14 i14 -i0 2 -i76** -
-i19 i08 -i08 - 7 3 ** 78** -
-i17 i1 2 -i05
**ON****C\r-1
English Controls
1 2 3
1 RTI -
2 EF -i31* -
3 LOGEF -i35* 82** -
4 FAM -i55** **0i4 **9i4
5 LEN i0 2 -i34* -i39*
6  NumEN i05 i36* i34*
7 NumDN -i1 2 4 3 ** i51**
8  TotNumN -i03 42** 4 5 **
4 5 6  7 8
-i08 -
0 1  -i67** -
i30 -i70** i71** -
i15 -i74** i94** i91**
English frequency range items
1 2 3
1 RTI -
2 EF -i37** -
3 LOGEF -i71** **9i6 -
4 FAM -i81** **6i4 i81**
5 LEN i15 -i14 -i18*
6  NumEN -i24** i2 1 * **4i2
7 NumDN -i16 i13 i2 0 *
8  TotNumN *3i2-i i19* 25**
4 5 6  7 8
-i05 -
14 -57** -
i17 -i55** i6 8 ** -
16 -i61** i95** i87**
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Dutch Controls
1 2 3 4 5 6 7
1 RTI -
2 DF -.15 -
3 LOGDF -.26 .76** -
4 FAM -.29 .33* .51** -
5 LEN -.33* -.04 .07 .06 -
6  NumEN .51** - . 0 1 .13 .16 -.54** -
7 NumDN - . 0 1 .0 1 -.06 -.15 -.63** .36* -
8  TotNumN .24 . 0 0 . 0 2 -.03 - 71** .74** 89**
Dutch frequency range items
1 2 3 4 5 6 7
1 RTI -
2 DF -.23 -
3 LOGDF -.28 **7.7 -
4 FAM -.28 .57** **4.7 -
5 LEN -.27 -.14 -.16 .16 -
6  NumEN .55** -.08 . 0 0 -.07 -.62** -
7 NumDN - . 0 2 .16 .13 -.13 **2.7-. .43** -
8  TotNumN .27 .06 .09 -.13 -.79** .80** **9.8
Nonwords
1 2 3 4 5 6 7
1 RTI -
2 EF 0 -
3 LOGEF 0 0 -
4 FAM 0 0 0 -
5 LEN .37** 0 0 0 -
6  NumEN -.07 0 0 0 -.63** -
7 NumDN - . 1 2 0 0 0 -.59** .8 6 ** -
8  TotNumN - . 1 0 0 0 0 -.63** **6.9 **7.9
8
8
8
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All correlations between selected variables for the Mixed-EVLD with university students in 
the different conditionsi
Homographs
1 2 3 4 5 6 7 8  9
1 RTI -
2 EF -i2 1 -
3 DF i19 i52** -
4 LOGEF -i35* i81** i32* -
5 LOGDF i29 i19 i76** i07 -
6  EFAM **0i7-i i31* -i07 i63** -i2 2 -
7 DFAM **2i4 i08 48** -i09 i6 6 ** -i35* -
8  LEN -i0 2 -i1 1 i1 0 -i26 i1 2 -i15 i05 -
9 NumEN i0 1 -i09 -i24 i04 -i14 i08 -i09 -i76** -
10 NumDN i13 i0 1 -i15 i13 -i19 i04 -i07 - 7 3 ** 78**
11 TotNumN i08 -i04 -i2 1 i09 -i17 i06 -i08 - 7 9 ** 9 4 **
1 0 1 1
English Controls
1 2 3 4 5 6 7
1 RTI -
2 EF -i25 -
3 LOGEF -i37* i82** -
4 FAM **2i5-i **4i5 **4i6 -
5 LEN -i06 -i34* -i39* -i1 0 -
6  NumEN -i0 1 i36* i34* i04 **7i6-i -
7 NumDN -i16 4 3 ** 51** i31* -i70** i71** -
8  TotNumN -i09 **2i4 4 5 ** i18 - 7 4 ** **4i9 i91**
English frequency range items
1 2 3 4 5 6  7
1 RTI -
2 EF -i38** -
3 LOGEF - 7 3 ** **9i6 -
4 FAM **6i7-i **4i5 i8 6 ** -
5 LEN i14 -i14 -i18* -i1 0 -
6  NumEN -i29** i2 1 * **4i2 i16 **7i5-i -
7 NumDN -i2 1 * i13 i2 0 * i19* -i55** i6 8 ** -
8  TotNumN -28** i19* 25** i19* -i61** 95** 87**
8
8
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Dutch Controls
1 2 3 4
1 RTI -
2 DF -.03 -
3 LOGDF -.06 .76** -
4 FAM .15 **2.4 .6 8 ** -
5 LEN -.34 -.04 .07 -.06
6  NumEN .56** . 0 2 .18 **0.4
7 NumDN -.04 .0 1 -.06 -.03
8  TotNumN .23 . 0 1 .04 .16
-.55**
-.63**
- 71**
.37*
73** .90**
Dutch frequency range items
1 2 3 4 5 6 7
1 RTI -
2 DF -.18 -
3 LOGDF -.16 .77** -
4 FAM - . 1 2 .63** .85** -
5 LEN -.19 - . 1 0 -.07 .04 -
6  NumEN **9.4 - . 1 0 -.05 - . 0 2 -.61** -
7 NumDN -.06 .13 .05 - . 0 2 -.72** .43** -
8  TotNumN . 2 2 .03 . 0 0 - . 0 2 **9.7-. .81** .8 8 **
Nonwords
1 2 3 4 5 6 7
1 RTI -
2 EF 0 -
3 LOGEF 0 0 -
4 FAM 0 0 0 -
5 LEN **2.4 0 0 0 -
6  NumEN -.13 0 0 0 -.63** -
7 NumDN -.17 0 0 0 **9.5-. 87** -
8  TotNumN -.16 0 0 0 -.63 .96** **7.9
5 6 7 8
8
8
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All correlations between selected variables for the Mixed-EVLD with the Highest Proficiency 
group in the different conditionsi
Homographs
1 2 3 4 5 6 7 8  9
1 RTI -
2 EF -i24 -
3 DF i09 **2i5 -
4 LOGEF -39* i81** i32* -
5 LOGDF i27 i19 i76** i07 -
6  EFAM -45** i28 i0 1 **7i5 -i07 -
7 DFAM i38* i17 i56** i03 i67** -i07 -
8  LEN i30 -i1 1 i1 0 -i26 i1 2 -i15 i03 -
9 NumEN -i14 -i09 -i24 i04 -i14 i14 -i1 0 -i76** -
10 NumDN -i04 i0 1 -i15 i13 -i19 i09 -i1 2 - 7 3 ** 78**
11 TotNumN -i09 -i04 -i2 1 i09 -i17 i13 -i1 1 - 7 9 ** 9 4 **
1 0 1 1
9 4 **
English Controls
1 2 3 4 5 6 7
1 RTI -
2 EF *5i3-i -
3 LOGEF -56** i82** -
4 FAM -i36* i19 i31* -
5 LEN i17 -i34* -i39* -i04 -
6  NumEN -i16 i36* i34* i06 -i67** -
7 NumDN -i29 i43** i51** i2 0 **0i7-i i71** -
8  TotNumN -i24 **2i4 4 5 ** i13 -i74** **4i9 i91**
English frequency range items
1 2 3 4 5 6  7
1 RTI -
2 EF -i36** -
3 LOGEF -65** **9i6 -
4 FAM -i42** **9i3 **7i6 -
5 LEN i0 1 -i14 -i18* -i04 -
6  NumEN -i2 0 * i2 1 * **4i2 i06 -i57** -
7 NumDN -i1 2 i13 i2 1 * i15 -i55** i6 8 ** -
8  TotNumN -i18* i19* 25** i1 0 -i61** 95** 8 6 **
8
8
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Dutch Controls
1 2 3 4 5 6  7 8
1 RTI -
2 DF - . 1 2 -
3 LOGDF - . 2 1 **6.7 -
4 FAM -.18 **7.4 .71** -
5 LEN -.17 -.04 .07 -.04 -
6  NumEN .32* . 0 2 .18 .35* -.55** -
7 NumDN -.14 . 01 -.06 .09 -.63** .37* -
8  TotNumN .04 . 01 .04 .23 -.71** 7 3 ** 90** -
Dutch frequency range items
1 2 3 4 5 6 7
1 RTI -
2 DF -.29 -
3 LOGDF -.19 .77** -
4 FAM -.32* .65** .78** -
5 LEN -.29 - . 1 0 -.07 .05 -
6  NumEN .58** - . 1 0 -.05 -.06 -.61** -
7 NumDN - . 0 1 .13 .05 . 0 0 **2.7-. 4 3 ** -
8  TotNumN .31 .03 . 0 0 -.03 -.80** .81** .8 8 **
Nonwords
1 2 3 4 5 6 7
1 RTI -
2 EF 0 -
3 LOGEF 0 0 -
4 FAM 0 0 0 -
5 LEN .26** 0 0 0 -
6  NumEN . 0 0 0 0 0 -.63** -
7 NumDN - . 0 1 0 0 0 -.59** **7.8 -
8  TotNumN - . 0 1 0 0 0 -.63** **6.9 **7.9
8
8
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All Correlations for the GVLD
All correlations between selected variables for the GVLD with third-grade high school 
students in the different conditions.
Note: RTI = reaction time to item (in ms); EF = English frequency (in opm); DF = Dutch frequency (in opm); 
LOGEF = English logarithmic frequency; LOGDF = Dutch logarithmic frequency; EFAM = English familiarity 
(subjective ratings); LEN = number of letters of item; NumEN = Number of English Neighbors; NumDN = 
Number of Dutch Neighbors; TotNumN = Total Number of Neighbors.
Homographs
1 2 3 4 5 6 7 8  9
1 RTI -
2 EF .28 -
3 DF . 2 2 .52** -
4 LOGEF .16 .81** .32* -
5 LOGDF .08 .19 .76** .07 -
6  EFAM -.16 **2 - . 0 2 .59** -.16 -
7 DFAM -.30 -.03 .35* -.13 .52** -.18 -
8  LEN .03 - . 1 1 . 1 0 -.26 . 1 2 -.18 . 0 1 -
9 NumEN -.04 -.09 -.24 .04 -.14 .05 . 0 1 -.76** -
10 NumDN . 0 2 . 0 1 -.15 .13 -.19 -.05 -.03 - 7 3 ** 78**
11 TotNumN - . 0 1 -.04 - . 2 1 .09 -.17 . 0 0 - . 0 1 - 7 9 ** 9 4 **
1 0  1 1
9 4 **
English Controls
1 2 3 4 5 6 7
1 RTI -
2 EF *8
rn1 -
3 LOGEF **6
in1 .82** -
4 FAM -.6 6 ** .34* .41* -
5 LEN .06 -.34* -.39* .06 -
6  NumEN - . 2 0 *5 .34* -.16 **7
vq1 -
7 NumDN - . 2 2 **0 .48** . 1 0 -.69** .71** -
8  TotNumN - . 2 2 **0 .43** -.05 - 7 3 ** **4 .91**
English frequency range items
1
1 RTI
2 EF **21
3 LOGEF -.67**
4 FAM **4
OO1
5 LEN .25
6  NumEN **21
7 NumDN *5
rn1
8  TotNumN -.44**
2 3 4
.65** -
**4 7 4 ** -
- . 1 1 -.03 - . 1 2
.29 .31* .38*
.06 .07 .27
. 2 2 .24 .38*
5 6  7 8
-.67** - 
-.59** .60** -
- 71** 9 4 ** 83*
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Dutch Controls
1 2 3 4 5 6 7
1 RTI -
2 DF -.35* -
3 LOGDF -.51** .76** -
4 FAM - 40** .2 1 .52** -
5 LEN - . 1 0 -.04 .07 .09 -
6  NumEN .18 . 0 2 .18 .35* -.55** -
7 NumDN -.14 .0 1 -.06 - . 1 1 -.63** .37* -
8  TotNumN - . 0 2 . 0 1 .04 .08 -.71** 7 3 ** **0.9
Dutch frequency range items
1 2 3 4 5 6  7
1 RTI -
2 DF -.37* -
3 LOGDF -.51** .77** -
4 FAM -.58** .53** .71** -
5 LEN .08 - . 1 0 - . 1 1 .2 1 -
6  NumEN .04 - . 1 0 - . 0 1 -.06 -.58** -
7 NumDN -.13 .1 1 .06 - . 1 1 - 7 3 ** .39* -
8  TotNumN -.07 .03 .04 - . 1 0 -.80** **7.8**9.7
Nonwords
1 2 3 4 5 6 7
1 RTI -
2 EF 0 -
3 LOGEF 0 0 -
4 FAM 0 0 0 -
5 LEN .16* 0 0 0 -
6  NumEN . 1 2 0 0 0 **4.6-. -
7 NumDN .16* 0 0 0 -.6 6 ** .8 8 ** -
8  TotNumN .14* 0 0 0 -.67** **6.9 .98**
8
8
8
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All correlations between selected variables for the GVLD with third-grade high school 
students in the different conditions.
Homographs
1 2 3 4 5 6 7 8 9
1 RTI -
2 EF . 0 0 -
3 DF -.07 .52** -
4 LOGEF - . 1 0 .81** .32* -
5 LOGDF - . 1 2 .19 .76** .07 -
6  EFAM -.13 .45** -.03 .65** - . 2 0 -
7 DFAM -.42** .0 1 .38* -.13 .56** -.34* -
8  LEN .07 - . 1 1 . 1 0 -.26 . 1 2 -.23 .06 -
9 NumEN .06 -.09 -.24 .04 -.14 .15 -.04 **6.7-. -
10 NumDN . 1 2 . 0 1 -.15 .13 -.19 .06 - . 1 1 - 7 3 ** .78**
11 TotNumN .09 -.04 - . 2 1 .09 -.17 .1 1 -.08 **9.7-. **4.9
1 0 1 1
9 4 **
English Controls
1 2 3 4 5 6 7
1 RTI -
2 EF -.36* -
3 LOGEF **9.4-. .82** -
4 FAM -.67** .39* .51** -
5 LEN .17 -.34* -.39* -.08 -
6  NumEN -.04 .35* .34* .06 **7.6-. -
7 NumDN - . 2 2 **0.4 48** .25 -.69** .71** -
8  TotNumN -.13 .40** .43** .15 - 7 3 ** **4.9 .91**
English frequency range items
1 2 3 4 5 6  7
1 RTI -
2 EF -.37* -
3 LOGEF -.6 8 ** .65** -
4 FAM -.82** .43** .75** -
5 LEN .27 - . 1 1 -.03 - . 0 2 -
6  NumEN -.50** .29 .31* .25 -.67** -
7 NumDN -.42** .06 .07 .15 -.59** .60** -
8  TotNumN -.52** . 2 2 .24 .24 -.71** .94** .83*
8
8
250
Appendices
Dutch Controls
1 2 3 4 5 6  7 8
1 RTI -
2 DF -.28 -
3 LOGDF - 41** .76** -
4 FAM -.24 .39* .62** -
5 LEN -.28 -.04 .07 . 1 2 -
6  NumEN .33* . 0 2 .18 . 2 2 -.55** -
7 NumDN . 0 0 .01 -.06 -.16 -.63** .37* -
8  TotNumN .15 .0 1 .04 - . 0 2 -.71** 7 3 ** 90** -
Dutch frequency range items
1 2 3 4 5 6  7
1 RTI -
2 DF -.33* -
3 LOGDF -.51** .77** -
4 FAM -.64** **9.5 **7.7 -
5 LEN .1 1 - . 1 0 - . 1 1 .13 -
6  NumEN . 0 2 - . 1 0 - . 0 1 -.03 -.58** -
7 NumDN -.23 . 1 1 .06 -.09 - 7 3 ** .39* -
8  TotNumN -.14 .03 .04 -.08 **0.8-. **7.8**9.7
Nonwords
1 2 3 4 5 6 7
1 RTI -
2 EF 0 -
3 LOGEF 0 0 -
4 FAM 0 0 0 -
5 LEN .16* 0 0 0 -
6  NumEN .15* 0 0 0 **4.6-. -
7 NumDN .15* 0 0 0 **6.6-. .8 8 ** -
8  TotNumN .16* 0 0 0 -.67** **6.9 .98**
8
8
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All correlations between selected variables for the GVLD with the students in the different 
conditionsi
Homographs
1 2 3 4
1 RTI
2 EF
3 DF
-i2 1
-i08 i52**
4 LOGEF -i31* i81** i32* -
5 LOGDF -i05 i19 i76** i07
6  EFAM -32* i43** -i0 1 62**
7 DFAM -i26 i07 i35* -i09
8  LEN i14 -i1 1 i1 0 -i26
9 NumEN -i05 -i09 -i24 i04
10 NumDN -i0 2 i0 1 -i15 i13
11 TotNumN -i04 -i04 -i2 1 i09
5 6  7 8  9 10 11
-i2 1 -
i45** -i32* -
i1 2 -i16 i1 2 -
-i14 i09 -i2 0 -i76** -
-i19 i05 -i14 - 7 3 ** 78** -
-i17 i07 -i18 - 7 9 ** 9 4 ** 9 4 **
English Controls
1 2 3 4 5 6 7
1 RTI -
2 EF -i32* -
3 LOGEF -i52** i82** -
4 FAM -i50** i45** **9i5 -
5 LEN i15 -i34* -i39* -i0 1 -
6  NumEN -i23 *5i3 i34* -i1 2 **7i6-i -
7 NumDN -i31* **0i4 i48** i2 2 **9i6-i i71** -
8  TotNumN -i29 **0i4 i43** i03 - 7 3 ** **4i9 i91**
English frequency range items
1 2 3
1 RTI -
2 EF -i44** -
3 LOGEF -75** 65** -
4 FAM -i90** i46** 83**
5 LEN i03 -i1 1 -i03
6  NumEN -i33* i29 i31*
7 NumDN -i2 0 i06 i07
8  TotNumN -i31* i2 2 i24
4 5 6  7 8
-i0 1  -
28 -i67** -
09 -59** 60** -
23 - 7 1 ** 9 4 ** 83*
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Dutch Controls
1 2 3 4 5 6 7
1 RTI -
2 DF -.38* -
3 LOGDF -.46** **6.7 -
4 FAM -.25 .28 .54** -
5 LEN -.17 -.04 .07 .06 -
6  NumEN .31* . 0 2 .18 .28 -.55** -
7 NumDN -.05 . 0 1 -.06 - . 1 1 -.63** .37* -
8  TotNumN . 1 1 . 0 1 .04 .05 -.71** 7 3 ** **0.9
Dutch frequency range items
1 2 3 4 5 6  7
1 RTI -
2 DF -.34* -
3 LOGDF -.49** **7.7 -
4 FAM -.55** .58** .76** -
5 LEN .03 - . 1 0 - . 1 1 . 1 0 -
6  NumEN .05 - . 1 0 - . 0 1 .03 -.58** -
7 NumDN -.08 . 1 1 .06 -.08 - 7 3 ** .39* -
8  TotNumN -.03 .03 .04 -.04 -.80** 7 9 ** 87**
Nonwords
1 2 3 4 5 6 7
1 RTI -
2 EF 0 -
3 LOGEF 0 0 -
4 FAM 0 0 0 -
5 LEN .13 0 0 0 -
6  NumEN .2 2 ** 0 0 0 **4.6-. -
7 NumDN .16* 0 0 0 -.6 6 ** .8 8 ** -
8  TotNumN .2 0 ** 0 0 0 -.67** **6.9 .98**
8
8
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All correlations between selected variables for the GVLD with the Highest Proficiency Group 
in the different conditions.
Homographs
1 2 3 4
1 RTI
2 EF
3 DF
-.09
-.13 .52**
4 LOGEF - . 0 2 .81** .32* -
5 LOGDF -.23 .19 .76** .07
6  EFAM -.06 .58** .17 .82**
7 DFAM -.38* .14 .58** .03
8  LEN -.09 - . 1 1 . 1 0 -.26
9 NumEN .19 -.09 -.24 .04
10 NumDN .17 .0 1 -.15 .13
11 TotNumN .19 -.04 - . 2 1 .09
5 6  7 8  9 10 11
-.03 -
.75** -.09 -
. 1 2 -.14 .07 -
-.14 .03 - . 1 2 -.76** -
-.19 -.04 -.09 - 7 3 ** .78** -
-.17 . 0 0 - . 1 1 -.79**
****C\
English Controls
1 2 3 4 5 6 7
1 RTI -
2 EF - 41** -
3 LOGEF **4.6-. .82** -
4 FAM -.61** **2.6 **9.6 -
5 LEN .19 -.34* -.39* -.15 -
6  NumEN -.26 .35* .34* - . 0 2 **7.6-. -
7 NumDN -.37* .40** .48** .29 -.69** .71** -
8  TotNumN -.33* **0.4 .43** .13 - 7 3 ** 9 4 ** .91**
English frequency range items
1 2 3
1 RTI -
2 EF -.35* -
3 LOGEF -.62** .65** -
4 FAM -.59** **6.4 87**
5 LEN . 1 2 - . 1 1 -.03
6  NumEN -.32* .29 .31*
7 NumDN -.28 .06 .07
8  TotNumN -.34* . 2 2 .24
4 5 6  7 8
. 1 0  -
.16 -.67** -
-.06 -.59** .60** -
09 - 7 1 ** 9 4 ** 83*
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Dutch Controls
1 2 3 4
1 RTI -
2 DF -.17 -
3 LOGDF -.46** .76** -
4 FAM **2.4-. 46** .71** -
5 LEN - 4 3 ** -.04 .07 .04
6  NumEN .16 . 0 2 .18 *9.3
7 NumDN .34* . 01 -.06 -.07
8  TotNumN .32* . 0 1 .04 .13
Dutch frequency range items
1 2 3 4
1 RTI -
2 DF -.23 -
3 LOGDF -.35* **7.7 -
4 FAM -.48** .61** .81** -
5 LEN .03 - . 1 0 - . 1 1 . 0 1
6  NumEN . 2 2 - . 1 0 - . 0 1 -.04
7 NumDN -.07 . 1 1 .06 .06
8  TotNumN .07 .03 .04 . 0 2
Nonwords
1 2 3 4
1 RTI -
2 EF 0 -
3 LOGEF 0 0 -
4 FAM 0 0 0 -
5 LEN .05 0 0 0
6  NumEN .2 2 ** 0 0 0
7 NumDN **0.2 0 0 0
8  TotNumN **2.2 0 0 0
5 6  7 8
55** -
63** .3 7 * - 
71** 7 3 ** 90**
5 6  7 8
58** -
7 3 ** .3 9 * - 
8 0 ** 7 9 ** 87**
5 6  7 8
64** - 
6 6 ** .8 8 ** - 
67** 96** 98** -
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Appendix Chapter 8
Listed are the target items (words in capitals), followed by the four different prime types: 
English related primes (neighbors), English unrelated primes, related nonword primes 
(neighbors), and unrelated nonword primes.
Words:
LARVE, large, group, lorve, broup; SPOED, speed, labor, spoer, cabor; SPION, spoon, 
mouse, spiom, moute; PREEK , creek, pants, pleek, palts; PROOI, proof, layer, proei, tayer; 
SERIE, serve, mouth, sarie, moath; V IS IE , visit, doubt, vigie, doult; KNEEP, kneel, topic, 
kneup, topit; SPELD, spend, pound, spels, poond; PRENT, print, anger, grent, anver; 
TABOE, table, build, daboe, builk; LEPEL, level, death, lepal, beath; OEVER, never, again, 
iever, aglin; BLOOT, blood, chair, blout, chaim; SCALA, scale, stuff, stala, stulf; PR IVE, 
price, claim, krive, claip; BREU K, break, allow, treuk, allor; STEIL, steal, flesh, steim, flish; 
STIJL, still, after, snijl, afler; KRING, bring, point, krong, loint.
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Samenvatting
Taal bestaat al sinds mensenheugenis. De laatste eeuw is er veel onderzoek gedaan 
naar de verwerking van taal in al zijn facetten: lezen, schrijven, luisteren, spreken. 
Systematisch onderzoek naar de verwerking van meerdere talen door meertaligen heeft echter 
pas de laatste jaren een grote vlucht genomen. Dit proefschrift heeft als doel duidelijkheid te 
verschaffen met betrekking tot een aantal onderbelichte gebieden van tweetaligheid. 
Hieronder vallen de tweetalige auditieve woordherkenning, de ontwikkeling van het 
taalsysteem bij toename van de taalvaardigheid in de tweede taal, en de effecten van kennis 
van een tweede taal op de herkenning van woorden uit de moedertaal.
In hoofdstuk 2 de tweetalige auditieve woordherkenning onderzocht. Zijn de conclusies die 
door wetenschappers zijn getrokken met betrekking tot taalverwerking in een vreemde taal 
ook van toepassing in het auditieve domein? Is er bijvoorbeeld ook bij de verwerking van 
gesproken taal sprake van een taalonafhankelijke, parallelle toegang tot een geïntegreerd 
lexicon? En worden, net als bij een gedrukt woord dat in twee talen voorkomt (zoals ROOM 
in het Engels en Nederlands), ook bij een gesproken dubbelzinnig woord (zoals LIST ) de 
lezingen van dit woord (dus “ lijst” en “ truc” in beide talen actief? Of zorgen taalspecifieke 
cues in het auditieve signaal ervoor dat er taal-specifieke lexicale toegang optreedt? Op basis 
van de resultaten van de gerapporteerde intermodale experimenten kunnen twee 
hoofdconclusies worden getrokken. Ten eerste, tussentaal-gelijkenis leidt, in het geval van 
homofonen (woorden zoals /lief/ en /leaf/, Engels voor “blad” , die qua uitspraak maar niet 
betekenis op elkaar lijken), inderdaad tot een lexicale toegang die niet beperkt is tot één taal. 
Beide lezingen van de homofonen blijken ondanks kleine uitspraakverschillen aanvankelijk 
op basis van een gesproken invoer geactiveerd te worden. Ten tweede, die taalspecifieke 
verschillen, hoe klein ook, worden wel door de tweetalige opgemerkt en ze leiden tot een 
snellere selectie van het doelwoord uit een taal na een aanvankelijk proces van co-activatie. 
Deze bevindingen impliceren dat bilinguale auditieve woordherkenning in verschillende 
opzichten overeenkomt met het visuele herkenningsproces. Daarentegen verschilt het 
auditieve proces toch ook van visuele woordherkenning in het opzicht dat bij auditieve 
woordherkenning taalspecifieke cues waarschijnlijk eerder beschikbaar komen dan in het 
visuele domein.
In hoofdstukken 3 tot en met 7 is onderzocht hoe het visuele tweetalige 
woordherkenningssysteem verandert bij een toename in taalvaardigheid met betrekking tot de 
tweede taal. Onderwerp van onderzoek was meer specifiek de vraag hoe cognitieve controle
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en automatiseringsprocessen zich ontwikkelen bij een toename van taalvaardigheid, aangezien 
beide mechanismen een tegenstrijdige werking zouden hebben op het verwerken van taal.
Men veronderstelt namelijk dat bij een toename van taalvaardigheid bepaalde deelprocessen 
worden geautomatiseerd, maar aan de andere kant neemt men ook aan dat een toename in 
taalvaardigheid leidt tot meer cognitieve controle over een taal. Er is daarmee sprake van een 
paradoxale relatie tussen beide begrippen; impliceert een toename in automatisering niet juist 
een afname in controle? In een cross-sectionele studie werd deze kwestie verder onderzocht. 
Er werden drie lexicale decisie taken afgenomen bij vier verschillende proefpersoongroepen 
die onderling varieerden in taalvaardigheid in een tweede taal (Engels). De drie taken waren 
een Engelse lexicale decisietaak met Engelse items en homografen, een gemengde Engelse 
lexicale decisietaak met zowel Engelse als Nederlandse items (die een 'nee'-response 
vereisten) en een gegeneraliseerde Engelse lexicale decisietaak met Engelse en Nederlandse 
woorden. Alle taken werden uitgevoerd in 3 VWO, 5 VWO, bij studenten aan de universiteit 
en bij stafleden van het onderzoeksinstituut NICI. Het woord herkenningsproces bij de 
tweetalige proefpersonen bleek sneller en minder gevoelig voor fouten te worden naarmate de 
tweetalige taalvaardiger werd in de tweede taal. Dit kan worden gezien als een effect van 
automatisering, alhoewel de CV-maat van Segalowitz (1993, 2000) deze conclusie niet 
volledig ondersteunde.
Het resultatenpatroon was zeer vergelijkbaar voor de vier proefpersoongroepen in 
twee van de drie taakvarianten, hoewel het voor de uitvoering van beide taken nuttig zou zijn 
geweest indien woorden van de taal die niet de doeltaal was, onderdrukt zouden worden. Deze 
bevinding suggereert dat er geen verschillen in cognitieve controle ontstaan bij een toename 
van de taalvaardigheid in de tweede taal. Nog stoutmoediger geformuleerd, het zou kunnen 
zijn dat cognitieve controle over taalactivatie zo wie zo nauwelijks mogelijk is! In de derde 
taakvariant, de Engelse lexicale decisietaak zonder Nederlandse items, kunnen de gevonden 
resultaten echter wel uitgelegd worden in termen van een verschil in cognitieve controle 
tussen de vier vaardigheidsgroepen. De minder taalvaardige proefpersoongroepen vertoonden 
hier wel een homograafeffect, in contrast met de taalvaardigere groepen. Dit resultaat kan 
uitgelegd worden als een gebrek aan cognitieve controle in de minder taalvaardige groepen. 
Met andere woorden, bij de daadwerkelijke afwezigheid van woorden die exclusief uit de 
moedertaal afkomstig zijn, kunnen de taalvaardige groepen wel enige controle uitoefenen op 
hun moedertaal en de minder taalvaardigen niet; indien echter de moedertaal expliciet 
aanwezig is, is controle voor niemand meer mogelijk. Andere verklaringen zijn dat de binding 
van woordstimuli aan mogelijke antwoorden (ja of nee) bij de relatief onervaren groepen nog
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zwak is of dat de lezing van de homograaf in de tweede taal al vroeg onderdrukt werd, 
vanwege de hoge activatie van de moedertaal, zodat de response verlaat wordt.
Samenvattend kunnen we stellen dat de eerste twee studies uit dit proefschrift 
aantonen dat experimenten met ambigue woorden uit twee talen inzicht kunnen geven in de 
structuur en processen binnen het woordherkenningssysteem. B ij een ambigu woord worden 
blijkbaar zowel in het visuele als in het auditieve domein beide lezingen ervan actief en zijn 
ze concurrenten tijdens de woordherkenning. Zowel stimuluslijst-samenstelling als taakeisen 
lijken van invloed op het ontstaan van effecten van interferentie of facilitatie.
Om te bepalen of deze conclusies ook geldig zijn ongeacht het gehanteerde 
stimulusmateriaal werd een experiment uitgevoerd met interlinguale buren (gerapporteerd in 
hoofdstuk 8 ). Dit zijn monolinguale woorden die met één letter verschillen van een ander 
woord en dus ook een andere betekenis hebben. Zo is “ lamp” bijvoorbeeld een buur van 
“kamp” . Buurwoorden kunnen gevonden worden binnen één taal, maar ook tussen twee talen. 
Een voorbeeld van zulke interlinguale buren zijn de woorden “vork” en “work” . Onderzocht 
werd of in een Nederlandse lexicale decisietaak met gemaskeerde primes interlinguale buren 
van het Engels (L2) de herkenning van Nederlandse (L1) doelwoorden bei' nvloeden.
Inderdaad werd een effect van de L2 prime op de L1 target gevonden, zelfs in ons geval 
waarbij de prime gemaskeerd, dat wil zeggen zonder dat de proefpersoon het wist, werd 
aangeboden. Het gevonden resultatenpatroon toont daarmee niet enkel aan dat effecten van de 
tweede taal op de moedertaal kunnen optreden, maar ook dat in een puur monolinguale 
context de activatie van L2 niet geheel onderdrukt kan worden.
Beschikbare woordherkenningsmodellen zijn niet toereikend om onze bevindingen te 
verklaren. De meeste modellen moeten 1) uitgebreid worden naar het auditieve domein; 2) de 
resultaten van verscheidene taalvaardigheidsgroepen kunnen verklaren; 3) de L2-op-L1 
resultaten van de gemaskeerde priming taak kunnen verklaren. Het BIA+ model lijkt op dit 
moment het meest geschikte model ter verklaring van de verkregen data. Recentelijk hebben 
Dijkstra en Van Heuven (2002) beschreven hoe hun model toegepast zou kunnen worden 
binnen het auditieve domein. Daarnaast is er in dit model een scheiding aangebracht tussen 
het identificatiesysteem en het taak/decisie-systeem, een scheiding die noodzakelijk is om de 
door ons gevonden resultaten uit de cross-sectionele studie te verklaren. Dit model is verder 
deels al geïmplementeerd in een interactief activatieraamwerk dat de cross-sectionele en
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gemaskeerde priming resultaten kan simuleren, mits enige additionele assumpties worden 
gemaakt. Om bijvoorbeeld de verschillende taalvaardigheidniveaus te simuleren, kan men 
aannemen dat de rustwaarden van de L2 items ten opzichte van de L1 items aangepast moeten 
worden. Deze rustwaarden reflecteren de mate waarin woorden worden gebruikt; ze 
reflecteren met andere woorden de subjectieve gebruiksfrequentie van woorden. Bij een lage 
taalvaardigheid zou men door de bank genomen lagere rustwaarden voor woorden moeten 
instellen dan bij de hogere taalvaardigheidsgroepen. Natuurlijk zal uit verder 
simulatieonderzoek moeten blijken of de voorgestelde assumpties dan inderdaad leiden tot de 
gevonden empirische resultaten.
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