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AN OPERATOR ARZELA`-ASCOLI THEOREM
WEI WU
Abstract. We generalize the Arzela`-Ascoli theorem to the setting of matrix
order unit spaces, extending the work of Antonescu-Christensen on unital C∗-
algebras. This gives an affirmative answer to a question of Antonescu and
Christensen.
1. Introduction
Motivated by the observation that for a compact spin Riemannian manifold one
can recover its smooth structure, its Riemannian metric, and much else, directly
from its standard Dirac operator, Connes pointed out that from a spectral triple
(A,H, D) one obtains a metric on the state space S(A) of the unital C∗-algebra A
by the formula
ρD(ϕ, ψ) = sup{|ϕ(a)− ψ(a)| : ‖[D, a]‖ ≤ 1, a ∈ A},
if {a ∈ A; ‖[D, a]‖ ≤ 1}/(C1) is bounded[4].
A natural question is that when the topology on S(A) determined by ρD coincides
with the w∗-topology. Rieffel has studied it in a more general situation in which
A is just an order unit space and ‖[D, ·]‖ is replaced by a Lipschitz seminorm
on A[9, 10, 11]. This and certain statements in the high energy physics and string
theory, concerning non-commutative spaces that converged to other spaces, led him
to the concept of compact quantum metric spaces[12, 13].
For a discrete group G, which is of rapid decay with respect to some length
function, Antonescu and Christensen got a metric on the state space S(C∗r (G)) of
the reduced group C∗-algebra C∗r (G) which is finite for all pairs, is bounded on
S(C∗r (G)), and generates the w
∗-topology on S(C∗r (G))[1]. This way of obtaining
a metric from higher derivatives inspired them to discuss metric spaces without a
smooth structure. They believe that any norm compact balanced convex subset of
a unital C∗-algebra A which separates the states on A contains much information
needed, and call the subset a metric set of A. In particular, they showed that it
works well with respect to a translation of the classical Arzela`-Ascoli theorem into
a non-commutative language[1].
Most of interesting constructions in view of Lipschitz seminorms on C∗-algebras,
such as those from Dirac operators, or those in [9], also provide in a natural way
seminorms on all the matrix algebras over the algebras. Rieffel suggested that
some “matrix Lipschitz seminorm” in analogy with the matrix norms of [5] will be
of importance[10]. In [15, 16], we developed a version of it on the matrix order unit
spaces. It has many nice properties[15, 16, 17]. In [1], Antonescu and Christensen
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asked if their result on the non-commutative version of the Arzela`-Ascoli theorem
is valid in a wider generality like operator systems. The main goal of this paper is
to give an affirmative answer to their question both at the “matrix” level and at
the “function” level.
This paper is organized as follows. We begin in Section 2 with a discussion
of the notions. Because we need corresponding equicontinuity of mappings on the
framework of operator spaces, we discuss the continuous matrix mappings on matrix
metric spaces in Section 3. We introduce the concept of matrix metric sets of a
matrix order unit space (A, 1) which is closely related to matrix metrics on the
matrix state space CS(A) generating the BW-topology. This is done in Section 4.
We prove our main results (Theorem 5.4 and Corollary 5.5) on relative compactness
in Section 5.
2. Preliminaries
All vector spaces are assumed to be complex throughout this paper. Given a
vector space V , we let Mm,n(V ) denote the matrix space of all m by n matrices
v = [vij ] with vij ∈ V , and we set Mn(V ) =Mn,n(V ). If V = C, we write Mm,n =
Mm,n(C) and Mn = Mn,n(C), which means that we may identify Mm,n(V ) with
the tensor productMm,n⊗V . We identifyMm,n with the normed space B(C
n,Cm).
We use the standard matrix multiplication and *-operation for compatible scalar
matrices, and 1n for the identity matrix in Mn, and 0m,n for the m by n zero
matrix. There are two natural operations on the matrix spaces. For v ∈ Mm,n(V )
and w ∈Mp,q(V ), the direct sum v ⊕ w ∈Mm+p,n+q(V ) is defined by letting
v ⊕ w =
[
v 0
0 w
]
,
and if we are given α ∈ Mm,p, v ∈ Mp,q(V ) and β ∈ Mq,n, the matrix product
αvβ ∈Mm,n(V ) is defined by
αvβ =

∑
k,l
αikvklβlj

 .
A *-vector space V is a complex vector space together with a conjugate linear
mapping v 7−→ v∗ such that v∗∗ = v. A *-vector space V is said to be matrix
ordered if:
(1) each Mn(V ), n ∈ N, is partially ordered;
(2) γ∗Mn(V )
+γ ⊆ Mm(V )
+ if γ = [γij ] is any n × m matrix of complex
numbers.
A matrix order unit space (A, 1) is a matrix ordered space A together with a dis-
tinguished order unit 1 satisfying the following conditions:
(1) A+ is a proper cone with the order unit 1;
(2) each of the cones Mn(A)
+ is Archimedean.
Each matrix order unit space (A, 1) may be provided with the norm
‖a‖ = inf
{
t ∈ R :
[
t1 a
a∗ t1
]
≥ 0
}
.
In this paper, we will assume that A is complete for the norm. For a matrix
order unit space (A, 1), The matrix state space of (A, 1) is the collection CS(A) =
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(CSn(A)) of matrix states CSn(A) = {ϕ : ϕ is a unital completely positive linear
mapping from A into Mn}.
If V and W are vector spaces in duality, then they determine the matrix pairing
≪ ·, · ≫: Mn(V )×Mm(W ) 7→Mnm,
where
≪ [vij ], [wkl]≫= [< vij , wkl >]
for [vij ] ∈Mn(V ) and [wkl] ∈Mm(W ).
A graded set S = (Sn) is a sequence of sets Sn(n ∈ N). If, for each n ∈ N,
Mn(V ) is a topological space, a graded set S = (Sn) with Sn ⊆ Mn(V ) is closed
or compact if that is the case for each set Sn in the topology on Mn(V ). Given a
vector space V , we say that a graded set B = (Bn) with Bn ⊆Mn(V ) is absolutely
matrix convex if for all m,n ∈ N, Bm ⊕ Bn ⊆ Bm+n, and αBmβ ⊆ Bn for any
contractions α ∈ Mn,m and β ∈ Mm,n. A matrix convex set in V is a graded set
K = (Kn) of subsets Kn ⊆ Mn(V ) such that
∑k
i=1 γ
∗
i viγi ∈ Kn for all vi ∈ Kni
and γi ∈ Mni,n for i = 1, 2, · · · , k satisfying
∑k
i=1 γ
∗
i γi = 1n. Let V and W be
vector spaces in duality, and let S = (Sn) be a graded set with Sn ⊆ Mn(V ). The
absolute operator polar S⊚ = (S⊚n ) with S
⊚
n ⊆ Mn(W ), is defined by S
⊚
n = {w ∈
Mn(W ) : ‖ ≪ v, w≫ ‖ ≤ 1 for all v ∈ Sr, r ∈ N}.
Given an arbitrary vector space V , a matrix gauge G = (gn) on V is a sequence
of gauges gn :Mn(V ) 7→ [0,+∞] such that
(1) gm+n(v ⊕ w) = max{gm(v), gn(w)};
(2) gn(αvβ) ≤ ‖α‖gm(v)‖β‖,
for any v ∈ Mm(V ), w ∈ Mn(V ), α ∈ Mn,m and β ∈ Mm,n. A matrix gauge G =
(gn) is a matrix seminorm on V if for any n ∈ N, gn(v) < +∞ for all v ∈Mn(V ). If
each gn is a norm on Mn(V ), we say that G is a matrix norm. An operator space is
a vector space together with a matrix norm on it. Given two operator spaces V and
W . We denote by CB(V,W ) the Banach space of all completely bounded linear
mapping ϕ from V into W equipped with the completely bounded norm ‖ϕ‖cb. An
operator system is a closed unital self-adjoint linear subspace of a unital C∗-algebra.
For a matrix order unit space (A, 1), it is an operator space with the matrix norm
determined by the matrix order on it. Every matrix order unit space is completely
order isomorphic to an operator system[3].
3. Continuous mappings on matrix metric spaces
First we recall the definition of matrix metrics on graded sets. See [16] for more
details.
Definition 3.1. Let V be a vector space and let K = (Kn) be a graded set with
Kn ⊆Mn(V ). A matrix metric D = (Dn) on K is a sequence of metrics
Dn : Kn ×Kn 7−→ [0,+∞)
such that
(1) if x, u ∈ Km and y, v ∈ Kn such that x⊕ y, u⊕ v ∈ Km+n, then Dm+n(x⊕
y, u⊕ v) = max{Dm(x, u), Dn(y, v)};
(2) if x, u ∈ Km and α ∈ Mm,n with α
∗α = 1n such that α
∗xα, α∗uα ∈ Kn,
then Dn(α
∗xα, α∗uα) ≤ Dm(x, u).
The ordered pair (K,D) is said to be a matrix metric space over V .
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Example 3.2. Let V be an operator space with matrix norm ‖ · ‖ = (‖ · ‖n) and
let K = (Kn) be a graded set with Kn ⊆ Mn(V ). For n ∈ N and x, y ∈ Kn, we
define
Dn(x, y) = ‖x− y‖n.
Then D = (Dn) is a matrix metric on K, and is called the matrix metric induced
by the matrix norm on V . (K,D) is called a matrix metric space over the operator
space V .
Example 3.3. Assume L = (Ln) is a matrix Lipschitz seminorm on the matrix
order unit space (V , 1) (here we do not assume that V is complete for the matrix
norm ‖ · ‖ = (‖ · ‖n) determined by the matrix order on it) and the image of
L11 = {a ∈ V : L1(a) ≤ 1} in V˜ = V/(C1) is totally bounded for ‖ · ‖
∼
1 . Then the
sequence DL = (DLn) of metrics defined by
DLn(ϕ, ψ) = sup{‖ ≪ ϕ, a≫ −≪ ψ, a≫ ‖ : Lr(a) ≤ 1, r ∈ N},
for ϕ, ψ ∈ CSn(V) and n ∈ N, is a matrix metric on CS(V)(see Theorem 5.3 in
[15]).
The theory of operator spaces is closely related to the structure of matrices over
the spaces and the mappings on them. Here we extend the concept of mappings to
this situation.
Definition 3.4. Let V and W be two vector spaces and let K = (Kn) and G =
(Gn) be two graded sets with Kn ⊆ Mn(V ) and Gn ⊆ Mn(G). A matrix mapping
from K into G is a sequence f = (fn) of mappings fn : Kn 7→ Gn. We denote by
M(K,G) the set of all matrix mappings from K into G.
When each Gn is a subspace of Mn(G), we can define
f + g = (fn + gn), αf = (αfn),
for f = (fn),g = (gn) ∈ M(K,G) and α ∈ C. Then M(K,G) is a vector space
over C.
Now we define the matrix analogue of the equicontinuity.
Definition 3.5. Given two matrix metric spaces (K1,D1) and (K2,D2), we say
that a matrix mapping f = (fn) from K1 into K2 is continuous if each fn is
continuous. We let C(K1,K2) denote the space of all continuous mappings f :
K1 7→ K2. A subset S ⊆ C(K1,K2) is said to be equicontinuous if for any ǫ > 0,
n ∈ N and v ∈ K1,n there exists a δ = δ(ǫ, v, n) > 0 such that
D2,n(fn(v), fn(w)) < ǫ,
for all f = (fk) ∈ S and w ∈ K1,n with D1,n(v, w) < δ. A subset S ⊆ C(K1,K2)
is said to be uniformly equicontinuous if for any ǫ > 0 there exists a δ = δ(ǫ) > 0
such that
D2,n(fn(v), fn(w)) < ǫ,
for all f = (fk) ∈ S and n ∈ N and w, v ∈ K1,n with D1,n(v, w) < δ.
A matrix mapping f = (fn) from matrix convex setK = (Kn) into matrix convex
set G = (Gn) is said to be matrix affine if fn(
∑k
i=1 γ
∗
i viγi) =
∑k
i=1 γ
∗
i fni(vi)γi for
all vi ∈ Kni and γi ∈ Mni,n for i = 1, 2, · · · , k satisfying
∑k
i=1 γ
∗
i γi = 1n[14]. We
let A(K,G) denote the set of all matrix affine mappings from K into G. Clearly
the uniform equicontinuity of a subset S ⊆ C(K1,K2) implies the equicontinuity of
it. The following proposition indicates its converse holds in some special cases.
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Proposition 3.6. Suppose that (K,D) is a matrix metric space and K is compact
matrix convex. Let (G, E(k)) be the matrix metric space with Gn = Mn(Mk) and
the matrix metric E(k) = (E
(k)
n ) induced by the matrix norm on Mk. Denote by
AC(K,G) the set of all continuous and matrix affine mappings from K into G. If
S ⊆ AC(K,G) is equicontinuous, the S is uniformly equicontinuous.
Proof. Given ǫ > 0. Since S is equicontinuous, for any v ∈ Kk we can find δ =
δ(ǫ, v) > 0 such that
E
(k)
k (fk(v), fk(w)) <
ǫ
8
,
for all f = (fn) ∈ S and w ∈ Kk with Dk(v, w) < δ. That Kk is compact means
that there are v1, · · · , vt ∈ Kk such that Kk ⊆ ∪
t
i=1U(vi;
δi
2 ), where U(vi;
δi
2 ) =
{w ∈ Kk : Dk(vi, w) <
δi
2 } and δi = δ(ǫ, vi). Take δ0 =
1
2 min{δ1, · · · , δt}. Then
for w, v ∈ Kk with Dk(v, w) < δ0, there is a vi with v ∈ U(vi;
δi
2 ). So Dk(w, vi) ≤
Dk(w, v) +Dk(v, vi) < δi. Hence for any f = (fn) ∈ S we have
E
(k)
k (fk(v), fk(w)) ≤ E
(k)
k (fk(v), fk(vi)) + E
(k)
k (fk(vi), fk(w)) <
ǫ
4
.
Suppose that v, w ∈ Kr with Dr(v, w) < δ0 and r 6= k. If r < k, choose
u ∈ Kk−r. Then
v ⊕ u = [1r 0r,k−r]
∗v[1r 0r,k−r] + [0k−r,r 1k−r]
∗u[0k−r,r 1k−r] ∈ Kk
since [1r 0r,k−r]
∗[1r 0r,k−r] + [0k−r,r 1k−r]
∗[0k−r,r 1k−r] = 1k and K is matrix
convex. Similarly, w ⊕ u ∈ Kk. Also Dk(v ⊕ u,w ⊕ u) = Dr(v, w) < δ0. So for any
f = (fn) ∈ S we have
E
(k)
k (fk(v ⊕ u), fk(w ⊕ u)) <
ǫ
4
.
But that f is matrix affine implies
fk(v ⊕ u) = fr(v)⊕ fk−r(u), fk(w ⊕ u) = fr(w) ⊕ fk−r(u),
that is, E
(k)
r (fr(v), fr(w)) = E
(k)
k (fr(v)⊕ fk−r(u), fr(w)⊕ fk−r(u)) = E
(k)
k (fk(v ⊕
u), fk(w ⊕ u)) <
ǫ
4 < ǫ. If r > k, for any unit vector ξ ∈ C
r ⊗ Ck there exist an
isometry α : Ck 7→ Cr and a unit vector ξ1 ∈ C
k⊗Ck such that ξ = (α⊗ 1k)(ξ1) by
Lemma 5.1 in [6]. Since K is matrix convex and Dk(α
∗vα, α∗wα) ≤ Dr(v, w) < δ0,
we have
| < (fr(v)− fr(w))ξ, ξ > |
= | < (fr(v)− fr(w))(α ⊗ 1k)(ξ1), (α⊗ 1k)(ξ1) > |
= | < (α∗ ⊗ 1k)(fr(v)− fr(w))(α ⊗ 1k)(ξ1), ξ1 > |
= | < (fk(α
∗vα)− fk(α
∗wα))ξ1, ξ1 > |
≤ ‖fk(α
∗vα)− fk(α
∗wα)‖
= E
(k)
k (fk(α
∗vα), fk(α
∗wα))
< ǫ4 .
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For any unit vectors η, ζ ∈ Cr ⊗ Ck, we have
| < (fr(v)− fr(w))η, ζ > |
≤
∣∣∣< (fr(v) − fr(w))η+ζ2 , η+ζ2 >
∣∣∣
+
∣∣∣< (fr(v)− fr(w))η−ζ2 , η−ζ2 >
∣∣∣
+
∣∣∣i < (fr(v)− fr(w))η+iζ2 , η+iζ2 >
∣∣∣
+
∣∣∣i < (fr(v)− fr(w))η−iζ2 , η−iζ2 >
∣∣∣
< ǫ.
From the arbitrariness of η and ζ, we obtain that E
(k)
r (fr(v), fr(w)) = ‖fr(v) −
fr(w)‖ ≤ ǫ. By definition, S is uniformly equicontinuous. 
4. Matrix metric sets
Motivated by the idea of Antonescu and Christensen and our results in [16], we
give the operator space version of the metric set.
Definition 4.1. Let (A, 1) be a matrix order unit space. A graded set K = (Kn)
with Kn ⊆ Mn(A) is called a matrix metric set of (A, 1) if it is norm compact,
self-adjoint and absolutely matix convex, and separates the matrix states on (A, 1).
One can easily construct matrix metric sets for separable matrix order unit
spaces.
Example 4.2. Given a countable group G = {gn : n ∈ N} and a closed self-adjoint
subspace A of C∗r (G) containing the unit λe, where e is the identity element of G.
Then with the usual partial ordering onMn(A) for n ∈ N, (A, λe) becomes a matrix
order unit space. Set
K = A ∩ co
(
∪∞n=1{αλgn + βλ
∗
gn
: |α|+ |β| ≤
1
n
, α, β ∈ C}
)
,
where co means the closed convex hull. Then K is a norm compact, self-adjoint and
absolutely convex subset of A, and so is weakly closed and absolutely convex. Thus
there is a weakly closed absolutely matrix convex set K = (Kn) with Kn ⊆Mn(A)
and K1 = K (see page 181 in [6]). Clearly K is norm closed. For any n ∈ N and
a = [aij ] ∈ Kn, we have
aij = [0 · · · 0 1i 0 · · · 0]a[0 · · · 0 1j 0 · · · 0]
∗ ∈ K1.
Since K1 = K is norm compact, K1 is totally bounded, and hence every Kn is
totally bounded. Each Kn is norm closed implies it is also norm compact. Clearly
K separates the states on A. Since the matrix state space CS(A) of A is matrix
convex, K also separates the matrix states on A. So K separates the matrix states
on A. Therefore, K is a matrix metric set of (A, λe).
The natural topology on the matrix state space CS(A) is the BW-topology, that
is, topologies each CSn(A) by BW-topology (see page 146 in [2]). The following
result justifies the definition of a matrix metric set, that is, it generates the BW-
topology.
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Proposition 4.3. Let (A, 1) be a matrix order unit space, CS(A) the matrix state
space of (A, 1) and K = (Kn) a matrix metric set of (A, 1). Then DK = (DKn),
where
DKn(ϕ, ψ) = sup{‖ ≪ ϕ, a≫ −≪ ψ, a≫ ‖ : a ∈ Kr, r ∈ N},
for ϕ, ψ ∈ CSn(A) and n ∈ N, is a matrix metric on CS(A) and the DK- topology
on CS(A) agrees with the BW-topology.
Proof. Denote
Cn(ϕ, ψ) = sup{‖ ≪ ϕ, a≫ −≪ ψ, a≫ ‖ : a ∈ Kn},
for ϕ, ψ ∈ CSn(A) and n ∈ N. Clearly Cn(ϕ, ψ) ≤ DKn(ϕ, ψ) for all ϕ, ψ ∈ CSn(A)
and n ∈ N.
For a = [apq] ∈ Kr and r < n, we have that 0n−r = 0n−r,ra0r,n−r ∈ Kn−r and
hence a⊕0n−r ∈ Kn becauseK is absolutely matrix convex. So for ϕ, ψ ∈ CSn(A),
we have
‖ ≪ ϕ, a≫ −≪ ψ, a≫ ‖
= ‖ ≪ ϕ, a⊕ 0n−r ≫ −≪ ψ, a⊕ 0n−r ≫ ‖ ≤ Cn(ϕ, ψ).
Suppose that r > n. For arbitrary unit vectors ξ, η ∈ Cr⊗Cn, there exist isometries
α, β : Cn 7→ Cr and unit vectors ξ1, η1 ∈ C
n ⊗ Cn for which ξ = (α ⊗ 1n)(ξ1) and
η = (β ⊗ 1n)(η1) by Lemma 5.1 in [6]. That K is absolutely matrix convex implies
| < (≪ ϕ, a≫ −≪ ψ, a≫)η, ξ > |
= | < (≪ ϕ, a≫ −≪ ψ, a≫)(β ⊗ 1n)(η1), (α ⊗ 1n)(ξ1) > |
= | < (≪ ϕ, α∗aβ ≫ −≪ ψ, α∗aβ ≫)η1, ξ1 > |
≤ ‖ ≪ ϕ, α∗aβ ≫ −≪ ψ, α∗aβ ≫ ‖
≤ Cn(ϕ, ψ).
Since ξ and η are arbitrary unit vectors, we conclude that ‖ ≪ ϕ, a≫ −≪ ψ, a≫
‖ ≤ Cn(ϕ, ψ). Therefore, DKn(ϕ, ψ) ≤ Cn(ϕ, ψ) for all ϕ, ψ ∈ CSn(A) and n ∈ N,
and so Cn(ϕ, ψ) = DKn(ϕ, ψ) for all ϕ, ψ ∈ CSn(A) and n ∈ N. Since K separates
CS(A) and norm compact, each DKn is a bounded metric on CSn(A).
For ϕ1, ϕ2 ∈ CSm(A) and ψ1, ψ2 ∈ CSp(A), we have that ϕ1 ⊕ ψ1, ϕ2 ⊕ ψ2 ∈
CSm+p(A) and
DKm+p(ϕ1 ⊕ ψ1, ϕ2 ⊕ ψ2)
= sup{‖ ≪ ϕ1 ⊕ ψ1, a≫ −≪ ϕ2 ⊕ ψ2, a≫ ‖ : a ∈ Kr, r ∈ N}
= sup{max{‖ ≪ ϕ1, a≫ −≪ ϕ2, a≫ ‖,
‖ ≪ ψ1, a≫ −≪ ψ2, a≫ ‖} : a ∈ Kr, r ∈ N}
= max{sup{‖ ≪ ϕ1, a≫ −≪ ϕ2, a≫ ‖, a ∈ Kr, r ∈ N},
sup{‖ ≪ ψ1, a≫ −≪ ψ2, a≫ ‖ : a ∈ Kr, r ∈ N}}
= max{DKm(ϕ1, ϕ2), DKp(ψ1, ψ2)}.
If ϕ, ψ ∈ CSm(A) and α ∈Mm,p with α
∗α = 1n, then α
∗ϕα, α∗ψα ∈ CSp(A), and
DKp(α
∗ϕα, α∗ψα)
= sup{‖ ≪ α∗ϕα, a≫ −≪ α∗ψα, a≫ ‖ : a ∈ Kr, r ∈ N}
= sup{‖(α∗ ⊗ 1r)(≪ ϕ, a≫ −≪ ψ, a≫)(α⊗ 1r)‖ : a ∈ Kr, r ∈ N}
≤ sup{‖ ≪ ϕ, a≫ −≪ ψ, a≫ ‖, a ∈ Kr, r ∈ N}
= DKm(ϕ, ψ)}.
Therefore, DK is a matrix metric on CS(A).
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Clearly, the topology on each CSn(A) induced by DKn is a Hausdorff topology.
Suppose {ϕi} ⊆ CSn(A), ϕ ∈ CSn(A) and limi ϕi = ϕ in the BW-topology. Then
limi ϕi(a) = ϕ(a) for all a ∈ A. Given ǫ > 0. For a ∈ K1, there is an Ia such that
‖ϕi(a) − ϕ(a)‖ <
ǫ
3n2 for i ≥ Ia. When b ∈ U(a;
ǫ
3n2 ) = {c ∈ A : ‖c− a‖ <
ǫ
3n2 },
we have
‖ϕi(b)− ϕ(b)‖
≤ ‖ϕi(b)− ϕi(a)‖+ ‖ϕi(a)− ϕ(a)‖+ ‖ϕ(a)− ϕ(b)‖
≤ 2‖b− a‖+ ‖ϕi(a)− ϕ(a)‖
< ǫ
n2
,
for i ≥ Ia. Since K1 is norm compact, there exists an s ∈ N such that K1 ⊆
∪si=1U(ai;
ǫ
3n2 ) for some a1, · · · , as ∈ K1. Then for i ≥ Iaj , j = 1, 2, · · · , s, and
c ∈ K1, we can find an i0 ∈ {1, 2, · · · , s} such that c ∈ U(ai0 ,
ǫ
3n2 ), and so ‖ϕi(c)−
ϕ(c)‖ < ǫ
n2
.
For a = [apq] ∈ Kn and i ≥ Iaj , j = 1, 2, · · · , s, we obtain
‖ ≪ ϕi, a≫ −≪ ϕ, a≫ ‖ = ‖[ϕi(apq)− ϕ(apq)]‖
≤
∑n
p,q=1 ‖ϕi(apq)− ϕ(apq)‖ < ǫ,
Therefore, DKn(ϕi, ψ) ≤ ǫ for i ≥ Iaj , j = 1, 2, · · · , s, that is, limi ϕi = ϕ in the
DKn-topology. So DK-topology on CS(A) is weaker than the BW-topology.
On the other hand, CS(A) is BW-compact by Theorem 6.4 in [8], and so DK-
topology and BW-topology agree. 
From the proof of Proposition 4.3, we have
Corollary 4.4. Let (A, 1) be a matrix order unit space, CS(A) the matrix state
space of (A, 1) and K = (Kn) a matrix metric set of (A, 1). Then
DKn(ϕ, ψ) = sup{‖ ≪ ϕ, a≫ −≪ ψ, a≫ ‖ : a ∈ Kn},
for ϕ, ψ ∈ CSn(A) and n ∈ N.
By a matrix Lip-gauge on a matrix order unit space (A, 1) we mean a matrix
gauge G = (Gn) on (A, 1) such that: (1) the null space of each Gn is Mn(C1); (2)
Gn(v
∗) = Gn(v) for any v ∈ Mn(A); (3) {v ∈ A : G1(v) < +∞} is dense in A; (4)
the DG-topology on CS(A) agrees with the BW-topology. The matrix Lip-gauge
G = (Gn) is lower semicontinuous if each Gn is lower semicontinuous.
Corollary 4.5. Let (A, 1) be a matrix order unit space, CS(A) the matrix state
space of (A, 1) and K = (Kn) a matrix metric set of (A, 1). Then there is a lower
semicontinuous matrix Lip-gauge L = (Ln) on (A, 1) such that
DKn(ϕ, ψ) = sup{‖ ≪ ϕ, a≫ −≪ ψ, a≫ ‖ : Lr(a) ≤ 1, r ∈ N},
for ϕ, ψ ∈ CSn(A) and n ∈ N.
Proof. Clearly DK is convex, midpoint balance, and midpoint concave. Now the
corollary follows from Theorem 6.12 in [16]. 
5. Relative compactness
In this section we state and prove our main results. First let us take a look at
what is the boundedness of matrix mappings.
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Definition 5.1. Given two matrix metric spaces (K1,D1) and (K2,D2). Fix an
x = (xn) ∈ K2 (that is, each xn ∈ K2,n). For a matrix mapping f = (fn) ∈
M(K1,K2), we define
p(f) = sup{D2,n(fn(w), xn) : w ∈ K1,n, n ∈ N}.
If p(f) < +∞, we say that f is bounded. Given S ⊆ M(K1,K2). If there is a
constant C > 0 such that p(f) ≤ C for any f ∈ S, we say that S is bounded.
If (K2,D2) is the matrix metric space over an operator space, we take x = (0n).
Then clearly
p(f) = sup{‖fn(w)‖n : w ∈ K1,n, n ∈ N}
is a faithful gauge onM(K1,K2). The following lemma displays one of their aspects
of the boundedness of matrix mappings.
Lemma 5.2. Let (A, 1) be a matrix order unit space. The canonical mapping
of A into A(CS(A)), which sends x ∈ Mn(A) to xˆ = (xˆr) ∈ Mn(A(CS(A))) ≃
A(CS(A),Mn) given by xˆr(ϕ) =≪ ϕ, x ≫ for ϕ ∈ CSr(A) and r ∈ N, is a unital
matrix order preserving bijection between A and A(CS(A)) (see page 314 in [14]).
Define
pn(xˆ) = sup{‖ ≪ ϕ, x≫ ‖ : ϕ ∈ CSr(A), r ∈ N},
for x ∈Mn(A) and n ∈ N. Then each pn is a norm on A(CS(A),Mn). Moreover,
pn(xˆ) = ‖x‖n,
for x ∈Mn(A) and n ∈ N.
Proof. Since
pn(xˆ) = sup{‖xˆr(ϕ)‖ : ϕ ∈ CSr(A), r ∈ N},
pn is a faithful gauge. For x ∈Mn(A), we have
‖x‖n = inf
{
t ∈ R :
[
t1n x
x∗ t1n
]
≥ 0
}
= inf
{
t ∈ R :≪ ϕ,
[
t1n x
x∗ t1n
]
≫≥ 0, ϕ ∈ CSr(A), r ∈ N
}
= inf
{
t ∈ R :
[
t1r ⊗ 1n ≪ ϕ, x≫
≪ ϕ, x≫∗ t1r ⊗ 1n
]
≥ 0, ϕ ∈ CSr(A), r ∈ N
}
= sup {‖ ≪ ϕ, x≫ ‖ : ϕ ∈ CSr(A), r ∈ N}
= pn(xˆ).

Lemma 5.3. With notation as in Lemma 5.2, we have
1
4
pn(xˆ) ≤ qn(xˆ) ≤ pn(xˆ),
for x ∈Mn(A) and n ∈ N, where qn(xˆ) = sup{‖ ≪ ϕ, x≫ ‖ : ϕ ∈ CSn(A)}.
Proof. Clearly, qn(xˆ) ≤ pn(xˆ). Given ϕ ∈ CSr(A). If r < n, we have
ψ = [1r 0r,n−r]
∗ϕ[1r 0r,n−r]
+[0n−r,r 1n−r]
∗([1 01,r−1]ϕ[1 01,r−1]
∗ ⊗ 1n−r)[0n−r,r 1n−r] ∈ CSn(A),
and so
qn(xˆ) ≥ ‖ ≪ ψ, x≫ ‖ ≥ ‖ ≪ ϕ, x≫ ‖.
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If r > n, for any unit vector ξ ∈ Cr ⊗ Cn there exist an isometry α : Cn 7→ Cr and
a unit vector ξ1 ∈ C
n ⊗ Cn for which (α ⊗ 1n)(ξ1) = ξ. So we get
| <≪ ϕ, x≫ ξ, ξ > | = | <≪ ϕ, x≫ (α⊗ 1n)(ξ1), (α⊗ 1n)(ξ1) > |
= | <≪ α∗ϕα, x≫ ξ1, ξ1 > |
≤ ‖ ≪ α∗ϕα, x≫ ‖ ≤ qn(xˆ).
Now for any unit vectors η, ζ ∈ Cr ⊗ Cn, we have
| <≪ ϕ, x≫ η, ζ > |
≤
∣∣∣<≪ ϕ, x≫ η+ζ2 , η+ζ2 >
∣∣∣+
∣∣∣<≪ ϕ, x≫ η−ζ2 , η−ζ2 >
∣∣∣
+
∣∣∣i <≪ ϕ, x≫ η+iζ2 , η+iζ2 >
∣∣∣+ ∣∣∣i <≪ ϕ, x≫ η−iζ2 , η−iζ2 >
∣∣∣
≤ 4qn(xˆ).
Thus ‖ ≪ ϕ, x≫ ‖ ≤ 4qn(xˆ). Since ϕ is arbitrary, we obtain
1
4pn(xˆ) ≤ qn(xˆ). 
For a matrix order unit space (A, 1) and ǫ > 0, we denote C1 = (Mn(C1)) and
Aǫ = (An,ǫ) with An,ǫ = {a ∈ Mn(A) : ‖a‖n ≤ ǫ} for n ∈ N, where ‖ · ‖ = (‖ · ‖n)
is the matrix norm determined by the matrix order on (A, 1). Given two graded
sets U = (Un) and V = (Vn) with Un, Vn ∈Mn(A), and a sequence λ = (λn) with
λn ∈ C, we define
U+V = (Un + Vn), λU = (λnUn).
If all λn = λ, we define λU = (λUn). Let (K,D) be a matrix metric space and G
a graded set with G ⊆ K, that is, each Gn ⊆ Kn. If every Gn is bounded with
respect to the metric Dn, we say that G is bounded.
Theorem 5.4. Let (A, 1) be a matrix order unit space and K a matrix metric set
of (A, 1). For any graded set S = (Sn) with Sn ⊆Mn(A), the following conditions
are equivalent:
(1) The graded set S is norm relatively compact.
(2) The graded set Sˆ = (Sˆn), where Sˆn = {aˆ ∈ A(CS(A),Mn) : a ∈ Sn}, is
bounded and equicontinuous with respect to the matrix metric DK and the
matrix metric E(n) induced by the matrix norm on each Mn.
(3) The graded set S is bounded and for every ǫ > 0 there exists a sequence
λ = (λn) with λn > 0 such that
S ⊆ Aǫ + λK+ C1.
Proof. We will show (1) =⇒ (2) =⇒ (3) =⇒ (1). Assume (1). Then each Sn is
norm relatively compact. Since Mn(A) is complete, each Sn is totally bounded. By
Lemma 5.2, each Sˆn is totally bounded, and so each Sˆn is bounded.
Given a = [aij ] ∈ Sn and ǫ > 0. For any k ∈ N, suppose that ϕ ∈ CSk(A), {ϕs} ⊆
CSk(A) and lims ϕs = ϕ in the DKk -topology. By Proposition 4.3, DKk -topology
on CSk(A) agrees with the BW-topology. So there exists an s0 such that when
s > s0, we have
‖ϕs(aij)− ϕ(aij)‖ <
ǫ
n2
,
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for i, j = 1, 2, · · · , n. Now for s > s0, we have
E
(n)
k (aˆk(ϕs), aˆk(ϕ)) = ‖aˆk(ϕs)− aˆk(ϕ)‖
= ‖ ≪ ϕs, a≫ −≪ ϕ, a≫ ‖
= ‖[ϕs(aij)− ϕ(aij)]‖
≤
∑n
i,j=1 ‖ϕs(aij)− ϕ(aij)‖ < ǫ.
Hence aˆ ∈ C(CS(A),Mn).
Fix ǫ > 0, k ∈ N and ϕ ∈ CSk(A). Since Sˆn is totally bounded, there is an
ǫ
3 -net {aˆ
(1), · · · , aˆ(t)} in Sˆn. {aˆ
(1), · · · , aˆ(t)} ⊆ C(CS(A),Mn) implies that there is
a δ = δ(ǫ, ϕ, k) > 0 such that
E
(n)
k
(
aˆ
(s)
k (ϕ), aˆ
(s)
k (ψ)
)
<
ǫ
3
, s = 1, 2, · · · , t,
for ψ ∈ CSk(A) withDKk(ϕ, ψ) < δ. For any aˆ ∈ Sˆn, there is a aˆ
(s) ∈ {aˆ(1), · · · , aˆ(t)}
such that pn(aˆ− aˆ
(s)) < ǫ3 . So for ψ ∈ CSk(A) with DKk(ϕ, ψ) < δ, we have
E
(n)
k (aˆk(ϕ), aˆk(ψ)) = ‖aˆk(ϕ)− aˆk(ψ)‖
≤
∥∥∥aˆk(ϕ)− aˆ(s)k (ϕ)
∥∥∥ + ∥∥∥aˆ(s)k (ϕ)− aˆ(s)k (ψ)
∥∥∥
+
∥∥∥aˆ(s)k (ψ)− aˆk(ψ)
∥∥∥
≤ 2
∥∥a− a(s)∥∥
n
+ E
(n)
k
(
aˆ
(s)
k (ϕ), aˆ
(s)
k (ψ)
)
= 2pn
(
aˆ− aˆ(s)
)
+ E
(n)
k
(
aˆ
(s)
k (ϕ), aˆ
(s)
k (ψ)
)
< ǫ.
By definition, Sˆn is equicontinuous, whence (2).
Assume (2). From the boundedness of Sˆ it follows that S is bounded by Lemma
5.2. Since the DK-topology on CS(A) agrees with the BW-topology (see Proposi-
tion 4.3), CS(A) is compact in the DK-topology. Moreover, CS(A) is matrix convex.
Clearly Sˆn ⊆ AC(CS(A),Mn). By Proposition 3.6, each Sˆn is uniformly equicon-
tinuous because each Sˆn is equicontinuous. Given ǫ > 0 and n ∈ N. We can find a
δn > 0 such that
E
(n)
k (aˆk(ϕ), aˆk(ψ)) < ǫ,
for a ∈ Sn and ϕ, ψ ∈ CSk(A) withDKk(ϕ, ψ) ≤ δn and k ∈ N. Because ϕ−ψ ∈ K
⊚
k
if and only if DKk(ϕ, ψ) ≤ 1, DKk(ϕ, ψ) ≤ δn if and only if ϕ − ψ ∈ δn(K
⊚
k ). So
we have
‖ ≪ ϕ− ψ, a≫ ‖ < ǫ,
for a ∈ Sn and ϕ, ψ ∈ CSk(A) with ϕ− ψ ∈ δn(K
⊚
k ) and k ∈ N.
For f ∈ Mk(A
∗) ≃ CB(A,Mk) with ‖f‖cb ≤ 2 and ≪ f, c ≫= 0rk for c ∈
Mr(C1) and r ∈ N, there are ϕ1, ϕ2, ϕ3, ϕ4 ∈ CSk(A) such that
f = ϕ1 − ϕ2 + i(ϕ3 − ϕ4)
by Lemma 4.1 in [16]. If f ∈ δn(K
⊚
k ), then
‖ ≪ ϕ1 − ϕ2, a≫ ‖ =
∥∥≪ 12 (f + f∗), a≫∥∥
≤ 12 (‖ ≪ f, a≫ ‖+ ‖ ≪ f
∗, a≫ ‖)
= 12 (‖ ≪ f, a≫ ‖+ ‖ ≪ f, a
∗ ≫∗ ‖)
≤ δn,
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for a ∈ Kr and r ∈ N. We obtain that ϕ1 − ϕ2 ∈ δn(K
⊚
k ). Similarly, we have
ϕ3 − ϕ4 ∈ δn(K
⊚
k ). So for a ∈ Sn we have
‖ ≪ f, a≫ ‖ < 2ǫ.
Denote {C1}⊥k = {f ∈ Mk(A
∗) :≪ f, c ≫= 0kr for c ∈ Mr(C1), r ∈ N} and
Tk = (A
∗)k,2 ∩ {C1}
⊥
k ∩ δn(K
⊚
k ) for k ∈ N. Let T = (Tk). We have
T⊚n = {b ∈Mn(A) : ‖ ≪ f, b≫ ‖ ≤ 1, f ∈ Tk, k ∈ N}
= 12ǫ{b ∈Mn(A) : ‖ ≪ f, b≫ ‖ ≤ 2ǫ, f ∈ Tk, k ∈ N}.
Thus if a ∈ Sn, then a ∈ 2ǫT
⊚
n . So Sn ⊆ 2ǫT
⊚
n . Set
Wk = Ak, 1
2
∪Mk(C1) ∪
1
δn
Kk, k ∈ N,
and W = (Wk). We have
W⊚n = {f ∈Mn(A
∗) : ‖ ≪ f, b≫ ‖ ≤ 1, b ∈ Wk, k ∈ N} = Tn.
So Sn ⊆ 2ǫW
⊚⊚
n . Since Ak, 1
2
and Mk(C1) are norm closed and
1
δn
Kk is norm
compact, Xk = Ak, 1
2
+ Mk(C1) +
1
δn
Kk is norm closed. Clearly X = (Xk) is
absolutely matrix convex. So X is weakly closed, W ⊆ X and X is contained
in any absolutely matrix convex set containing W. But the generalized bipolar
theorem says that W⊚⊚ equals amco(W), the smallest weakly closed absolutely
matrix convex set containing W (see Proposition 4.1 in [6]). Therefore, Sn ⊆
2ǫW⊚⊚n = 2ǫXn = An,ǫ +Mn(C1) + λnKn, where λn =
2ǫ
δn
, whence (3).
Assume (3). Then S is bounded, and so Sˆ is bounded by Lemma 5.2. Given
ǫ > 0. We can find a sequence λ = (λn) with λn > 0 such that
S ⊆ A ǫ
128
+ λK+ C1.
For n ∈ N and a ∈ Sn, there are b ∈ An, ǫ
128
, c ∈ Kn and α = [αij ] ∈ Mn such that
a = b + λnc + [αij1]. Then for k ∈ N and ϕ, ψ ∈ CSk(A) with DKk(ϕ, ψ) <
ǫ
64λn
,
we have
E
(n)
k (aˆk(ϕ), aˆk(ψ))
= ‖ ≪ ϕ, a≫ −≪ ψ, a≫ ‖
≤ ‖ ≪ ϕ− ψ, b≫ ‖+ |λn|‖ ≪ ϕ, c≫ −≪ ψ, c≫ ‖
≤ 2‖b‖+ |λn|DKk(ϕ, ψ) <
ǫ
32 .
CSn(A) is BW-compact and CSn(A) = ∪ϕ∈CSn(A)U(ϕ;
ǫ
64λn
). Hence there are
ϕ1, · · · , ϕm ∈ CSn(A) such that CSn(A) = ∪
m
i=1U(ϕi;
ǫ
64λn
). Since Sˆ is bounded,
there exists an Mn > 0, n ∈ N, such that ‖aˆn(ϕ)‖ ≤ Mn for all ϕ ∈ CSn(A)
and a ∈ Sn. So {aˆn(ϕ) : ϕ ∈ CSn(A), a ∈ Sn} is totally bounded. The sets
Vi = {aˆn(ϕi) : a ∈ Sn}, i = 1, 2, · · · ,m, are all totally bounded. Thus there
are ǫ32 -nets in each of them which are denoted by some sets {xi1, · · · , xiki} where
i = 1, 2, · · · ,m. Hence we obtain
∪mi=1Vi ⊆ ∪
m
i=1 ∪
ki
li=1
U
(
xili ;
ǫ
32
)
= ∪Nj=1U
(
zj ;
ǫ
32
)
,
where N = k1 + k2 + · · ·+ km and the sets {1, · · · , k1}, {k1 + 1, · · · , k1 + k2}, · · · ,
{k1 + · · · + km−1 + 1, · · · , N} of the index j correspond, respectively, to the sets
{11, · · · , 1k1}, {21, · · · , 2k2}, · · · , {m1, · · · ,mkm} of the pair of indices i and li.
The points zj are none other than the points xili relabeled in this way.
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Let Γ denote the finite set of all mappings from {1, 2, · · · ,m} into {1, 2, · · · , N}.
For any γ ∈ Γ, we denote
Oγ =
{
a ∈ Sn : E
(n)
n (aˆn(ϕ1), zγ(1)) <
ǫ
32
, · · · , E(n)n (aˆn(ϕm), zγ(m)) <
ǫ
32
}
.
Evidently, we have Sn = ∪γ∈ΓOγ . For γ ∈ Γ and a, b ∈ Oγ and ϕ ∈ CSn(A), there
exists a ϕi such that DKn(ϕ, ϕi) <
ǫ
64λn
. We obtain
‖ ≪ ϕ, a− b≫ ‖
= E
(n)
n (aˆn(ϕ), bˆn(ϕ))
≤ E
(n)
n (aˆn(ϕ), aˆn(ϕi)) + E
(n)
n (aˆn(ϕi), zγ(i))
+E
(n)
n (zγ(i), bˆn(ϕi)) + E
(n)
n (bˆn(ϕi), bˆn(ϕ))
< ǫ8 .
By the arbitrariness of ϕ, we have
qn(â− b) = sup{‖ ≪ ϕ, a− b≫ ‖ : ϕ ∈ CSn(A)} ≤
ǫ
8
.
In view of Lemma 5.3, we get pn(â− b) ≤
ǫ
2 . So ‖a − b‖n ≤
ǫ
2 by Lemma 5.2.
Hence for any γ ∈ Γ there exists an aγ ∈ Sn such that Oγ ⊆ U(aγ ; ǫ). So Sn ⊆
∪γ∈ΓU(aγ ; ǫ), namely Sn is totally bounded. Since Mn(A) is complete, Sn is norm
relatively compact, whence (1). 
Now we come to the “function” level. In [1], the point of view on Lip-norms is
also nearly the same as the one Kerr has in mind [7]. In analogy with the metric
sets of unital C∗-algebras, we define a metric set of an operator system A, in a
strict operator system analogue (see Proposition 2.5 and Proposition 4.3 in [7]), as
a subset K of A which is norm compact, self-adjoint, and balanced, and convex,
and separates the states on A. Then we have:
Corollary 5.5. Let A be an operator system and K a metric set of A. For any
subset S of A the following conditions are equivalent:
(1) The set S is norm relatively compact.
(2) The set of affine functions {aˆ ∈ A(S(A)) : a ∈ S} is bounded and equicon-
tinuous with respect to the w∗-topology on the state space S(A).
(3) The set S is bounded and for every ǫ > 0 there exists a λ > 0 such that
S ⊆ Aǫ + λK + C1,
where Aǫ = {a ∈ A : ‖a‖ ≤ ǫ}.
Proof. Since A is complete, K is weakly closed and absolutely convex. So there
exists a weakly closed absolutely matrix convex set K = (Kn) with K1 = K and
Kn ⊆Mn(A) for n ∈ N (see page 181 in [6]). It is easy to verify that K is a matrix
metric set of A when view (A, 1) as a matrix order unit space.
Fix kn ∈ Kn for n ∈ N. Let S = (Sn) with S1 = S and Sn = {kn} for n > 1. By
Theorem 5.4, the following conditions are equivalent:
(i) The graded set S is norm relatively compact.
(ii) The graded set Sˆ = (Sˆn), where Sˆn = {aˆ ∈ A(CS(A),Mn) : a ∈ Sn}, is
bounded and equicontinuous with respect to the matrix metric DK and the matrix
metric E(n) induced by the matrix norm on each Mn.
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(iii) The graded set S is bounded and for every ǫ > 0 there exists a sequence
λ = (λn) with λn > 0 such that
S ⊆ Aǫ + λK+ C1.
Clearly, S is norm relatively compact if and only if S is norm relatively compact.
It is also obvious that (iii) holds exactly if S is bounded and for every ǫ > 0 there
exists a λ > 0 such that
S ⊆ Aǫ + λK + C1.
Now we need only show that the conditions (2) and (ii) are equivalent. Assume
(2). Then {aˆ ∈ A(S(A)) : a ∈ S} is bounded. So there is an M > 0 such that
q1(aˆ) = sup{|aˆ(ϕ)| : ϕ ∈ S(A)} ≤M,
for a ∈ S. By Lemma 5.3 and Lemma 5.2, we have
p1(aˆ) ≤ 4q1(aˆ) ≤ 4M,
for a ∈ S. Thus Sˆ1 = {aˆ ∈ A(CS(A),C) : a ∈ S1} is bounded. For n > 1, it is clear
that Sˆn = {kˆn} is bounded by Lemma 5.2.
From Proposition 4.3 and Corollary 4.4, the DK1-topology on S(A) agrees with
the w∗-topology. Since {aˆ ∈ A(S(A)) : a ∈ S} is equicontinuous with respect to
the w∗-topology on S(A), {aˆ ∈ A(S(A)) : a ∈ S} is equicontinuous with respect to
the DK1-topology. Given ǫ > 0. For any ϕ ∈ S(A), we can find δ
′ = δ(ǫ, ϕ, n) > 0
such that
|aˆ(ϕ)− aˆ(ψ)| <
ǫ
4n2
,
for all a ∈ S and ψ ∈ S(A) with Dk1(ϕ, ψ) < δ
′. That S(A) is compact in the DK1-
topology means that there are ϕ1, · · · , ϕt ∈ S(A) such that S(A) ⊆ ∪
t
i=1U(ϕi;
δi
2 ),
where δi = δ(ǫ, ϕi, n). Take δ0 =
1
2 min{δ1, · · · , δt}. Then for ϕ, ψ ∈ S(A) with
Dk1(ϕ, ψ) < δ0, there is a ϕi with ϕ ∈ U(ϕi;
δi
2 ). So Dk1(ψ, ϕi) ≤ Dk1(ψ, ϕ) +
Dk1(ϕ, ϕi) < δi. Hence for any a ∈ S we have
|aˆ(ϕ)− aˆ(ψ)| ≤ |aˆ(ϕ) − aˆ(ϕi)|+ |aˆ(ϕi)− aˆ(ψ)| <
ǫ
2n2
.
So there is a δ = δ(ǫ, n) > 0 such that
|aˆ(ϕ)− aˆ(ψ)| <
ǫ
2n2
,
for a ∈ S and ϕ, ψ ∈ S(A) with DK1(ϕ, ψ) < δ.
By Corollary 4.5, there is a lower semicontinuous matrix Lip-gauge L = (Ln) on
(A, 1) such that
DKk(ϕ, ψ) = sup{‖ ≪ ϕ, a≫ −≪ ψ, a≫ ‖ : Lr(a) ≤ 1, r ∈ N},
for ϕ, ψ ∈ CSk(A) and k ∈ N. From Proposition 3.3 in [16], we have
DKk(ϕ, ψ) = sup{‖ ≪ ϕ, a≫ −≪ ψ, a≫ ‖ : a = a
∗, Lr(a) ≤ 1, r ∈ N},
for ϕ, ψ ∈ CSk(A) and k ∈ N. For n ∈ N and ϕ = [ϕst], ψ = [ψst] ∈ CSn(A),
there are φ
(j)
st ∈ S(A), j = 1, 2, 3, 4 and s, t = 1, 2, · · · , n, such that ϕst − ψst =
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φ
(1)
st −φ
(2)
st +i(φ
(3)
st −φ
(4)
st ) by Lemma 4.1 in [16]. For b = b
∗ ∈Mr(A) with Lr(b) ≤ 1,
we have∥∥∥≪ φ(1)st , b≫ −≪ φ(2)st , b≫
∥∥∥ ≤ ‖ ≪ ϕst, b≫ −≪ ψst, b≫ ‖
= ‖(es ⊗ 1r)(≪ ϕ, b≫ −≪ ψ, b≫)(e
∗
t ⊗ 1r)‖
≤ ‖ ≪ ϕ, b≫ −≪ ψ, b≫ ‖
≤ DKn(ϕ, ψ),
where es = [0 · · · 0 1s 0 · · · 0]. So we have DK1(φ
(1)
st , φ
(2)
st ) ≤ DKn(ϕ, ψ) for s, t =
1, 2, · · · , n. Similarly we have DK1(φ
(3)
st , φ
(4)
st ) ≤ DKn(ϕ, ψ) for s, t = 1, 2, · · · , n.
When DKn(ϕ, ψ) < δ, we have DK1(φ
(1)
st , φ
(2)
st ) < δ and DK1(φ
(3)
st , φ
(4)
st ) < δ, and
hence
E
(1)
n (aˆn(ϕ), aˆn(ψ)) = ‖ϕ(a)− ψ(a)‖
≤
∑n
s,t=1 |ϕst(a)− ψst(a)|
≤
∑n
s,t=1
(∣∣∣φ(1)st (a)− φ(2)st (a)
∣∣∣+
∣∣∣φ(3)st (a) + φ(4)st (a)
∣∣∣) < ǫ,
for a ∈ S. Hence Sˆ1 is equicontinuous with respect to DK and E
(1). For n > 1,
Sˆn = {kˆn} is equicontinuous with respect to DK and E
(n) since kˆn ∈ C(CS(A),Mn),
whence (ii). The implication (ii) implies (2) is obvious. So conditions (2) and (ii)
are equivalent. 
Remark 5.6. (1) According to Definition 3.1 in [1], a metric set in a unital C∗-
algebra may be not self-adjoint. For example, let G = {e, g1, g
−1
1 , g2, g3, · · · } be a
countable group, where e is the identity element of G and g21 6= e. We denote by K
the closed convex hull of the set S = {δλe : δ ∈ C, |δ| ≤ 1} ∪ {θλg1 : θ ∈ C, |θ| ≤
1
2} ∪ {αλgn + βλ
∗
gn
: |α| + |β| ≤ 1
n+1 , α, β ∈ C, n ≥ 2, n ∈ N}. Then K is norm
compact, balanced and convex, and separates the states on C∗r (G). But K is not
self-adjoint.
(2) We would like to point out that the definition of a metric set in [1] should
contain the condition of self-adjointness. One reason is that a Lipschitz seminorm
L for a C∗-algebra A should satisfy L(a∗) = L(a) for a ∈ A (see page 6 in [12]
or Proposition 2.5 and Proposition 4.3 in [7]). Another reason is that without the
self-adjointness, we can not get
∀h ∈ H ∀γ ∈ A∗2 ∩ {CI}
⊥ ∩ δ(K◦) : |γ(h)| ≤ 2ǫ
from
∀h ∈ H ∀γ ∈ (A∗h)2 ∩ {CI}
⊥ ∩ δ(K◦) : |γ(h)| ≤ ǫ,
(see page 258 in [1]) because it is not guaranteed that 12 (γ + γ
∗) and 12 (γ − γ
∗)
belong to δ(K◦) for γ ∈ δ(K◦).
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