We report the demonstration of a new type of true random number generator based on the random distribution of the time interval between photons from a single-photon-like source. The experimental setup is simple and robust against mechanical and temperature disturbances. With improved detector resolution and efficiency, the random number bit rate could be increased by more than an order of magnitude to satisfy practical requirements.
Random number generators are essential in cryptography, games of chance such as gambling and lotteries, and also scientific research involving statistical analysis and Monte Carlo simulations. There are basically three ways to generate a random sequence of numbers: numerically by a mathematical algorithm, by some chaotic physical process, or by a quantum physical process. In practice, the most widely used generators are still those based on the first method with computer software, even though the sequence obtained is actually pseudorandom.
Over the past few years there have been several experimental demonstrations of true random number generators. There are many kinds of unpredictable random phenomena in our physical world that can provide an unlimited source of true random numbers, such as shot-noise fluctuations in an electronic circuit, 1 beta-particle emission from radioactive cobalt, 2 the random photon emission period from trapped ions, 3,4 the random spatial distribution of laser speckle 5 or photons, 6,7 and the random transmission or reflection of photons at a 50͞50% beam splitter. 8 -13 These have not been widely used due primarily to instability, impracticality for incorporation into a computer, difficulty in calibration maintainance, or low bit generation rate. In this paper we present a new method used to obtain a true random sequence based on the random distribution of the time interval between photons emitted from a strongly attenuated pulsed laser. 14 The experimental setup is simple and easy to operate, requires only one photon detector, and in particular is robust against mechanical or temperature disturbances.
It is well known that the photon number fluctuations of a coherent source of laser light are described by Poissonian statistics, i.e.,
where P n is the probability of obtaining n photons when the average photon number is . When is small, the contribution of the n ϭ 1 state to a superposition or mixture of photon number states dominates that of the n Ն 2 multiphoton states, e.g., for ϭ 0.1, P nϭ1 Ϸ 0.1, and P nϭ2 Ϸ 5 ϫ 10
Ϫ3
. The choice of a small value is required to obtain a reasonable approximation to a single photon source. In practice a pulsed laser exhibiting Poissonian photon number fluctuations is greatly attenuated so that only a very small fraction of pulses ϳ 2 ͞2 contain on average two or more photons. However, this situation is obtained at the expense of a large fraction of pulses ϳ͑1 Ϫ ͒ containing on average no photons. The arrival time of the photons is illustrated in Fig. 1 , which is an oscilloscope trace over a duration of 50 s for a pulsed laser attenuated such that ϭ 0.1 (an average of one photon per ten pulses). Which pulses contain a single photon is entirely random, and it is the random distribution of the time interval between these pulses that is exploited to generate a true random number sequence.
Our experimental system is shown in Fig. 2 . A pulsed laser diode of wavelength 1310 nm and bandwidth 3 nm is operated at a repetition rate of 1 MHz and a pulse width of 100 ns. Its output is strongly attenuated so that the average number of photons per pulse is of the order of 0.1. These single photons are then detected by a fiber-pigtailed InGaAs avalanche photodiode (JDS Uniphase EPM239AA) operating at Ϫ50°C in the Geiger mode with active quenching. (In fact, the detector can be and was operated with or without gate triggering as well as with or without active quenching.) After amplification and leadingedge discrimination, the signals from the detector are sent to a computer for data processing and generation of the random number series (dashed line). To demonstrate the principle of the experiment and verify the time-of-arrival distribution of the photons, the detector signals are also sent to a time-to-amplitude converter (TAC) and multichannel analyzer (MCA). 15 The laser, detector, and TAC are triggered and synchronized by a synthesized function generator. The latter triggers delay generators DG1 and DG2, which then provide the timing signals for gated-mode operation of the detector and the start pulse for the TAC. The output pulses from the TAC, with an amplitude proportional to the time interval between successive start and stop pulses (corresponding to different arrival times of successive single photons), are digitized by an analog-to-digital converter and relayed to the MCA that consists of 4096 channels, each representing a finite voltage (time) range. Thus, after a large number of repetitions, a probability distribution of the time of arrival of pulses containing a photon is obtained.
A diagram of a typical time sequence is shown in Fig. 3 . For a clock signal with a repetition rate of 1 MHz, the range of the TAC is set at 2 s. If the TAC receives a photon stop pulse within 1 s (time region I), a low-amplitude voltage is output and the TAC resets to await the next start signal. If no photon arrives there is no stop pulse, and so after 2 s the TAC automatically resets without any output (time region II). If the time of arrival of the photon is between 1 and 2 s, then a high-amplitude TAC voltage is output (time region III). For convenience, the delay time between the clock start signals and the detector stop signal is shown to be 0.5 s in the diagram. Figure 4 shows a histogram on the MCA of a typical distribution of the time of arrival of the photons, obtained with an ungated passively quenched photodiode. Two peaks are evident, representing the coincidences between the time clock and the signal pulses from the photodiode in regions I and III of Fig. 3 , respectively. The linewidth ͑100 ns FWHM͒ of the peaks is due to the 100 ns pulse width of the laser and the combined time jitter of the detector and electronics. The distance between the peaks is 1 s, corresponding to the period between two laser pulses. We can see that the two peaks are almost identical in height and shape, showing the even distribution of the photon counts despite the background noise from the dark counts of the detector. As mentioned above, this noise would not in fact affect the random nature of the accumulated data.
For our actual data generation a gated actively quenched single-photon detector was used. A PCI-ADLINK7300A-DAQ data-acquisition card was used together with a computer program to capture the transistor-transistor logic signal pulses from the photon detector discriminator that were coincident with the function generator clock signals. The detection of a photon is denoted by 1, otherwise by 0. The probabilities of 0 and 1 are not equal because of the large fraction ϳ͑1 Ϫ ͒ of pulses containing on average zero photons. To balance the ratio of 0's and 1's we adopt the simplest mathematical procedure that was developed by von Neumann. 16 The 0, 1 series is divided into successive pairs of binary digits, that is, two consecutive numbers constitute a group, so four kinds of groups 00, 01, 10, and 11 are formed. Then the groups 00 and 11 are discarded. We define the group 01 to be the new binary 0 and group 10 the new binary 1. We note that the probability of formation is the same for both the 01 and the 10 groups, i.e., the ratios of 0 and 1 in the new sequence are now equal. The final sequences obtained were saved to a file and tested for true randomness by the widely used ENT computer program, which computes the entropy, chi square ͑ 2 ͒, arithmetic mean, Monte Carlo estimation of , and the serial correlation coefficient. The test results for a typical sequence of bit length 1,187,952 are as follows:
(1) Entropy ϭ 0.999999 bits͞bit. Optimum compression would reduce the size of this 1,187,952 bit file by 0%.
(2) Chi-square distribution for 1,187,952 samples is 2.24, and randomly would exceed this value 25.00% of the time.
(3) Arithmetic mean value of data bits is 0.4993 (0.5 is random).
(4) Monte Carlo value for is 3.151480868 (error is 0.31%).
(5) Serial correlation coefficient is 0.020733 (totally uncorrelated is 0.0).
We find that the sequences are in excellent agreement with the criteria of randomness.
The fidelity of the random number sequence is related to the randomness of the time interval between photons. This randomness does not change even if temperature or mechanical disturbances affect the laser power or electronics. Even if the laser power was to increase by 100% such that on average for every ten pulses there are two pulses that contain a photon, we would still have a random distribution of their time of arrival. The changes in laser gain, bandwidth, etc. influence only the data-acquisition rate and not the randomness of the data sequence. Other electronic disturbances such as the detector dark counts, shot noise, and jitter are themselves inherently random in nature, and so do not affect the randomness of the data either. This is the great advantage of our system in contrast to other single-photon-based setups that employ a 50͞50% beam splitter and two transmission paths, which are all highly sensitive to mechanical alignment. Moreover, two detectors are required and compensation has to be made for their different quantum detection efficiencies, so it is virtually impossible to obtain a perfect 50͞50% ratio for the detector output pulses.
In conclusion, we have demonstrated a true quantum random number generator using a single-photonlike source operating at 1 MHz. We have achieved a number generation rate of 80 kHz with good randomness. The bit rate was limited by the efficiency of our single-photon detector and repetition rate of our diode laser power supply, both of which were homemade. The method is simple and is robust against mechanical or temperature disturbances. Much higher-speed generation could be easily realized by implementing state-of-the-art technology using a fast single-photon detector as well as a high-repetitionrate laser. It is also evident that the method can be extended to generate a random sequence of three or more digits.
