Representación y clasificación de productos tensoriales torcidos by Arce Flores, Jack Denne
.
ESCUELA DE POSGRADO
Representación y Clasificación de Productos Tensoriales
Torcidos
Tesis para optar el grado de Doctor en Matemática
Autor
Jack Denne Arce Flores
Asesor
Dr. Christian Holger Valqui Haase PUCP
Co-Asesor
Dr. Juan José Guccione UBA
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Esta tesis estudia la clasificación de los productos tensoriales torcidos de dos álgebras asociativas
con unidad A y B, es decir, las estructuras de álgebra que puede adoptar el producto tensorial de
espacios vectoriales subyacentes A⊗B, compatibles con las estructuras de A y B.
En primer lugar desarrollamos la teoŕıa básica que se encuentra dispersa en varios art́ıculos
de investigación y establecemos como primer resultado propio, la dualidad que existe entre las
aplicaciones de torcimiento de un producto tensorial torcido y su álgebra opuesta. Este resultado
parece haber sido conocido entre los expertos del área sin embargo no se encuentra ninguna
prueba en la literatura.
Luego estudiamos el caso en que uno de los factores del producto tensorial torcido tiene
dimensión finita. Por ejemplo si A tiene dimensión finita, se establece que bajo estas condiciones
definir una aplicación de torcimiento de A con B es equivalente a definir un par de representaciones
matriciales (ρ , φ), una de B y otra de Aop. La primera tiene coeficientes en A y la segunda
tiene coeficientes en EndK(B). Además, obtenemos una representación matricial fiel del producto
tensorial torcidos en Mn(B). Estas representaciones constituyen el resultado principal propio en el
segundo caṕıtulo. Como aplicación describimos los productos tensoriales torcidos estudiados por
Cibils, Jara et al. y Guccione et al. en términos del par de representaciones (ρ , φ) y deducimos las
condiciones que permiten a los autores en cada uno de los casos lograr una clasificación (parcial o
total).
A continuación nos enfocamos en las aplicaciones de torcimiento de Kn con Km. Establecemos
una caracterización de estas aplicaciones de torcimiento en términos de matrices con coeficientes en
K, la cual se debe a que ambas álgebras son conmutativas y de dimensión finita. Tal caracterización
nos permite clasificar completamente las aplicaciones de torcimiento de rango reducido 1 que
en nuestro lenguaje se ve muy diferente de la clasificación alcanzada por Jara et al.. Luego
desarrollamos herramientas para el estudio de dos familias de productos tensoriales torcidos: las
estándar y las casi-estándar. Estas herramientas permiten estudiar la relación entre las aplicaciones
de torcimiento estándar, y casi-estándar, con las álgebras de camino de Quivers, y establecen una
generalización del resultado obtenido por Cibils para n = 2.
Para finalizar utilizamos todos de los resultados obtenidos para clasificar los productos tenso-
riales torcidos en el caso de dimensiones bajas, incluyendo todas las aplicaciones de torcimiento
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3.3 Resultados Misceláneos . . . . . . . . . . . . . . . . . . . . . . 53
3.3.1 Propiedades generales . . . . . . . . . . . . . . . . . . . . . 53
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El estudio de los productos tensoriales torcidos de dos álgebras asociativas con unidad, corres-
ponde al estudio de las estructuras de álgebra definidas en A⊗KB compatibles con las estructuras
de A y B. Para ser más precisos, si A y B son dos K-álgebras asociativas con unidad, donde K
es un anillo conmutativo, un producto tensorial torcido de A con B es una estructura de álgebra
definida en A ⊗K B, con unidad 1 ⊗ 1, tal que las aplicaciones canónicas iA : A → A ⊗K B y
iB : B → A⊗K B son morfismos de K-álgebras y satisfacen a⊗ b = iA(a)iB(b). Esta estructura
fue introducida independientemente en [25] y [16], y se ha estudiado formalmente por muchas
personas con diferentes motivaciones (además de las referencias anteriores véase también [4], [5],
[7], [6], [31], [20], [26], [22], [18]).
Por un lado, una serie de construcciones clásicas y recientemente construidas encajan en esta
construcción. Por ejemplo, las extensiones de Ore, las álgebras de grupo torcidas, los productos
smash, etcetera (para las definiciones y propiedades de estas estructuras referimos a [27] y [23]).
Y por último, pero no menos importante, los productos tensores torcidos surgen como una
herramienta para la construcción de las álgebras a partir de otras más simples. Por otro lado,
en geometŕıa algebraica clásica, el anillo de coordenadas O(M × N), de la variedad producto
M ×N , se factoriza como el producto tensorial O(M) ⊗O(N) de los correspondientes anillos
coordenados de las variedades factores. Por lo tanto, el producto tensorial puede considerarse
como el objeto algebraico que corresponde a un producto cartesiano a nivel geométrico. Sin
embargo, desde una perspectiva no conmutativa esta construcción tiene un impedimento: al
tomar productos tensoriales estamos introduciendo cierta conmutatividad ”artificial”. Esto es,
si consideramos los elementos de A, vistos dentro de A ⊗ B mediante la inclusión a 7→ a ⊗ 1,
conmutan automáticamente con los elementos de B. Si bien esto tiene perfecto sentido a nivel
clásico, no tenemos ninguna razón para imponer dicha restricción dentro de un marco de no
conmutatividad.
Reemplazando el producto tensorial clásico A⊗B por un producto tensorial torcido A⊗χ
B, podemos liberarnos de esta conmutatividad, y sin embargo mantener en gran medida un
comportamiento análogo al que debeŕıa tener el producto geométrico, en particular preservando
la estructura algebraica original de cada uno de los factores. Este hecho fue, a grandes rasgos, lo
que inspiró el desarrollo de la geometŕıa trenzada por parte de Shahn Majid y otros a principios
de los 90, aunque ellos emplearon categoŕıas monoidales trenzadas en vez de productos tensoriales
torcidos. Mediante el reemplazo de los productos tensoriales por sus análogos torcidos, se consigue
un nuevo candidato, auténticamente no conmutativo, para ser la versión algebraica de un producto
cartesiano no conmutativo. Por supuesto, este mayor grado de generalidad no puede obtenerse sin
renunciar a algo a cambio. En nuestro caso, la generalidad se obtiene a expensas de la unicidad,
ya que observamos que para un par de álgebras A y B dadas, por lo general existen muchos
productos tensoriales torcidos A⊗χB no isomorfos. Por ejemplo, en [10, Corollary 4.2] se demostró
que la determinación de todos los productos tensoriales torcidos de A con k[X]/〈X5〉 que están
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determinados por la fórmula
(1⊗X)(a⊗ 1) = a⊗X + γ21(a)⊗X2 + γ31(a)⊗X3 + γ41(a)⊗X4,
donde γj1 : A→ A (j = 2, 3, 4) son aplicaciones k-lineales, es equivalente a hallar todos los pares
(δ1, δ2) de derivaciones de A, tales que [δ1] ∪ [δ2] = 0, donde [δi] es la clase de δi en el grupo de
cohomoloǵıa H1(A) y ∪ denota el producto cup. A pesar de estas dificultades, este problema fue
considerado para diferentes tipos de álgebras en [8], [10], [12] y [14].
El primer art́ıculo en atacar de manera sistemática el problema básico de determinar todos
los productos tensoriales de A con B fue [8], donde C. Cibils estudia y resuelve por completo el
caso A = Km y B := K ×K. Luego, en [12], se analiza el caso B := Kn y se obtienen resultados
de clasificación parcial.
En el primer caṕıtulo de la tesis aprovechamos que los productos tensoriales torcidos de A
con B están en correspondencia biuńıvoca con las aplicaciones lineales χ : B ⊗A→ A⊗B que
verifiquen las siguientes condiciones:
(1) χ(1⊗ a) = a⊗ 1, para todo a ∈ A,
(2) χ ◦ (B ⊗ µA) = (µA ⊗B) ◦ (A⊗ χ) ◦ (χ⊗A),
(3) χ(b⊗ 1) = 1⊗ b, para todo b ∈ B,
(4) χ ◦ (µB ⊗A) = (A⊗ µB) ◦ (χ⊗B) ◦ (B ⊗ χ).
que son equivalentes a requerir que la aplicación µχ := (µA ⊗ µC) ◦ (A⊗ χ⊗ C) sea un producto
asociativo en A⊗B. En este caso, se dice que la aplicación χ es una aplicación de torcimiento de
A con B. A lo largo de la presente tesis, consideraremos únicamente a la aplicación de torcimiento
χ como nuestro principal objeto de estudio con vistas a describir y clasificar en algunos casos
los productos tensoriales torcidos. De esta manera, el primer resultado de la tesis corresponde
a la dualidad que existe entre las aplicaciones de torcimiento de A con B y las aplicaciones de
torcimiento de Bop con Aop. Este resultado parece a ver sido conocido entre los expertos del area
sin embargo no se encuentra ninguna prueba en la literatura.
El segundo caṕıtulo de la tesis corresponde al desarrollo de los resultados obtenidos en [1].
Aqúı se estudian los productos tensoriales torcidos cuando uno de los factores es de dimensión
finita y se establece que cada aplicación de torcimiento se encuentra en correspondencia biunivoca,
salvo cambios de base, con un par de representaciones matriciales, una de A y otra de Bop. La
primera tiene coeficientes en A y la segunda tiene coeficientes en EndK(A). Además se establece
una representación matricial fiel con coeficientes en A del producto tensorial torcido A⊗χ B.
En particular, cuando K es un cuerpo y las álgebras involucradas son de dimensión finita sobre
K, como en [8], [10], [12] y [14], dado un producto tensorial torcido C de A con B y fijada una
base {b1, . . . , bn}, existen aplicaciones γji : A→ A, satisfaciendo ciertas condiciones que vaŕıan en




bj ⊗ γji (a), para todo a ∈ A y todo i.
En la Proposición 2.2.5 y en el Corolario 2.2.2 mostramos que estas condiciones son satisfechas
si y solo si las aplicaciones ρ̂χ y φ̂χ, introducidas en estos resultados, son representaciones
matriciales con coeficientes en EndK(A) y A, respectivamente. Los primeros pasos en el estudio
de los productos tensoriales torcidos considerados en [8], [10], [12] y [14] fueron determinar las
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condiciones que requieren las aplicaciones γji por cálculos directos. Usando que ρ̂χ y φ̂χ deben ser
representaciones, surgen estas condiciones de forma natural en cada uno de los ejemplos, como se
muestra en la Sección 2.6.
El tercer caṕıtulo de la tesis corresponde al desarrollo de los resultados obtenidos en el
art́ıculo [2]. Aqúı consideramos A = Km y B = Kn. Entonces cada aplicación de torcimiento
χ : Kn ⊗Km → Km ⊗Kn determina y es determinada por escalares únicos λklij , tales que
χ(ei ⊗ fj) =
∑
k,l
λklijfk ⊗ el para todo ei y fj .
Dada una aplicación χ, para todo i, l ∈ N∗m y j, k ∈ N∗n, denotemos por A(i, l) ∈ Mn(K) y
B(j, k) ∈Mm(K) las matrices definidas por
A(i, l)kj := λ
kl
ij =: B(j, k)li.
En la Proposición 3.1.4 mostramos que χ es una aplicación de torcimiento si y solo si estas
matrices satisfacen ciertas condiciones (fácilmente verificables). Esto transforma el problema
de hallar todas las aplicaciones de torcimiento en un problema de álgebra lineal. Cuando se
intenta hallar todas las aplicaciones de torcimiento de K3 con K3 usando este abordaje del
álgebra lineal, se encuentra que casi todos los casos de aplicaciones de torcimiento tienen una
forma muy especial. Llamaremos a estás aplicaciones de torcimiento estándar y demostraremos
que los productos tensoriales torcidos correspondientes resultan isomorfas a ciertas álgebras de
quiver truncadas con radical de cuadrado cero. Además, existen aplicaciones de torcimiento de
un segundo tipo, las cuales llamamos aplicaciones de torcimiento casi-estándar. Estas producen
álgebras que corresponden a deformaciones formales del caso estándar. Estas deformaciones
existen, siempre que el quiver correspondiente tenga un triángulo que no es un ciclo. Además,
podemos construir una tercera familia de aplicaciones de torcimiento cuando n = m, y mostramos
que el álgebra resultante es isomorfa a Mn(K).
Estas tres familias cubren casi todas las aplicaciones de torcimiento de K3 con K3. Encontra-
mos, además, algunas extensiones de las álgebras correspondientes a la tercera familia en el caso
de K2 con K2, y un caso adicional, completando la clasificación de productos torcidos de K3 con
K3.
La tesis está organizada como sigue: en el Caṕıtulo 1 desarrollamos la teoŕıa básica de los
productos tensoriales torcidos: en la Sección 1.1 revisamos la noción de producto tensorial torcido
de álgebras asociativas con unidad. En la Sección 1.3 analizamos la dualidad que existe con los
productos tensoriales torcidos del álgebra opuesta (Proposición 1.3.3) y también vemos cuándo
y como se puede restringir una aplicación de torcimiento a una subálgebra (Proposición 1.3.4).
En la Sección 1.4 analizamos algunos ejemplos de aplicaciones de torcimiento que aparecen en
distintas áreas de la matemática.
En el Caṕıtulo 2 estudiamos los productos tensoriales torcidos, uno de cuyos factores es de
dimensión finita. Es decir, si χ es una aplicación de torcimiento de B con A, en este caṕıtulo
consideramos que B tiene dimensión finita como espacio vectorial. En la Sección 2.1 presentamos
en detalle como se expresa la aplicación de torcimiento χ cuando B es un álgebra de dimensión
finita. En la Sección 2.2 presentamos una definición alternativa para el producto tensorial torcido
con un factor de dimensión finita en términos de dos representaciones matriciales de álgebras, una
de A y otra de Bop. La primera tendrá coeficientes en A y la segunda coeficientes en EndK(A).
Además, esto permite establecer una presentación matricial fiel con coeficientes en A del producto
tensorial torcido B ⊗χ A. Cuando A es de dimensión finita en lugar de B, se tiene una situación
simétrica, que es presentada en la Sección 2.3. En la Sección 2.4 extendemos aplicaciones de
torcimiento a producto de álgebras. En la Sección 2.6 presentamos los productos tensoriales
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torcidos estudiados en [8], [12], [10] en términos de las representaciones ρ̂χ y φ̂χ y deducimos las
condiciones que permiten a los autores en cada uno de los casos lograr una clasificación (parcial o
total).
El Caṕıtulo 3 esta organizado como sigue: en la Sección 3.1 presentamos la caracterización en
términos de matrices de las aplicaciones de torcimiento de Kn con Km y algunos resultados básicos,
especialmente sobre isomorfismos de aplicaciones de torcimiento y una representación básica
sobre Mn(K). En la Sección 3.2 presentamos una demostración de los resultados de [8] en nuestro
lenguaje. En la Sección 3.3 demostramos algunos resultados básicos sobre matrices idempotentes
A(i, l), y prestamos atención especial al caso rk = 1, donde surge una familia de álgebras isomorfas
a Mn(K). En la Sección 3.4 definimos las columnas y aplicaciones de torcimiento estándar
y casi-estándar y demostramos algunos resultados sobre ellas. En la Sección 3.5 clasificamos
completamente el caso de rango reducido 1. En la Sección 3.6 exploramos las relaciones entre
las aplicaciones de torcimiento estándar y las álgebras de caminos de Quivers, y también el
caso de aplicaciones de torcimiento casi-estándar. En la Sección 3.7 usamos todos los resultados
para clasificar las aplicaciones de torcimiento en el caso de dimensiones bajas, incluyendo todas
las aplicaciones de torcimiento que no son casi-estándar en el caso K3 con K3. En el apéndice





En este caṕıtulo hacemos un repaso de las nociones necesarias para leer esta tesis. En la
primera sección revisamos la noción de producto tensorial torcido de álgebras asociativas con
unidad. En la segunda sección presentamos dos resultados propios, la Proposición 1.3.3 y la
Proposición 1.3.4, la primera corresponde a la dualidad de aplicaciones de torcimiento y la segunda
a las extensiones de las aplicaciones de torcimiento, ambas necesarias para el desarrollo de la
tesis, mientras que en la tercera sección presentamos algunos ejemplos en distintas áreas de la
matemática donde aparecen los productos tensoriales torcidos.
En esta tesis se trabaja en la categoŕıa de módulos sobre un anillo conmutativo arbitrario K.
Para cada par de K-módulos V y W , V ⊗W denota a V ⊗K W .
1.1 Productos tensoriales torcidos
En esta sección A y C son álgebras unitarias. Salvo indicación de lo contrario consideraremos a
A⊗C como un (A,C)-bimódulo v́ıa las acciones regulares a(̇a′⊗c) := aa′⊗c y (a⊗c) ·c′ := a⊗cc′.
La siguiente definición de producto tensorial torcido de álgebras unitarias fue introducida en
[6], [4], [16], [18].
Definición 1.1.1. Un producto tensorial torcido de A con C es una estructura de álgebra
asociativa con unidad en el espacio vectorial A⊗ C, tal que las inclusiones canónicas
ιA : A→ A⊗ C e ιC : C → A⊗ C
a 7→ a⊗ 1C c 7→ 1A ⊗ c,
son homomorfismos de álgebras, y
(a⊗ 1C) · (1A ⊗ c) = a⊗ c para todo a ∈ A, c ∈ C.
Observación 1.1.2. El elemento 1⊗ 1 es el elemento unidad de cada producto tensorial torcido
de A con C.
Observación 1.1.3. En términos de aplicaciones se tiene la igualdad
µ ◦ (ιA ⊗ ιC) = idA⊗ idC = idA⊗C . (1.1.1)
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Consideremos en el producto tensorial torcido (A⊗ C, µ) el producto de un elemento c de C
con un elemento a de A. La formula
χ := µ ◦ (ιC ⊗ ιA). (1.1.2)
define una aplicación lineal χ : C ⊗A→ A⊗ C. La ecuación (1.1.1) junto con la ecuación (1.1.2)
muestran que la estructura del producto tensorial torcido está determinada por el producto de
los elementos de C con los elementos de A.
La siguiente proposición establece la relación que existe entre la multiplicación µ del producto
tensorial torcido de A con C, las aplicaciones de multiplicación µA, µC de las álgebra A y C,
respectivamente, y la aplicación χ definida en (1.1.2).
Proposición 1.1.4. En cada producto tensorial torcido (A⊗ C, µ), vale que
µ = (µA ⊗ µC) ◦ (A⊗ χ⊗ C) . (1.1.3)
Demostración. La prueba es directa, pues solo apela a la estructura de (A,C)−bimódulo del
producto tensorial torcido y el empleo adecuado de las aplicaciones µA, µC y los homomorfismos
de álgebras ιA, ιC . Veamos a continuación la prueba en detalle.
Un cálculo directo muestra que µ es un morfismo de (A,C)−bimódulos y que
(A⊗ µC) ◦ (ιA ⊗ C) = idA⊗C y (µA ⊗ C) ◦ (A⊗ ιC) = idA⊗C .
Por otro lado, µ es un morfismo de (A,C)−bimódulos si y solo si
µ ◦ (µA ⊗ C ⊗A⊗ µC) = (µA ⊗ µC) ◦ (A⊗ µ⊗ C).
Por lo tanto
(µA ⊗ µC) ◦ (A⊗ χ⊗ C) =(µA ⊗ µC) ◦ (A⊗ µ⊗ C) ◦ (A⊗ ιC ⊗ ιA ⊗ C)
=µ ◦ (µA ⊗ C ⊗A⊗ µC) ◦ (A⊗ ιC ⊗ ιA ⊗ C)
=µ ◦ (((µA ⊗ C) ◦ (A⊗ ιC))⊗ ((A⊗ µC) ◦ (ιA ⊗ C)))
=µ ◦ (idA⊗C ⊗ idA⊗C) = µ.
La ecuación (1.1.3) permite deducir algunas de las propiedades que debe satisfacer una
aplicación lineal χ cualquiera para determinar un producto tensorial torcido.
Proposición 1.1.5. Sea (A⊗ C, µ) un producto tensorial torcido. La aplicación lineal
χ : C ⊗A→ A⊗ C,
definida por χ := µ ◦ (ιC ⊗ ιA), satisface las siguientes propiedades:
(1) χ(1⊗ a) = a⊗ 1, para todo a ∈ A,
(2) χ ◦ (C ⊗ µA) = (µA ⊗ C) ◦ (A⊗ χ) ◦ (χ⊗A),
(3) χ(c⊗ 1) = 1⊗ c, para todo c ∈ C,
(4) χ ◦ (µC ⊗A) = (A⊗ µC) ◦ (χ⊗ C) ◦ (C ⊗ χ).
2
Demostración. En efecto, tomemos a, a′ ∈ A y c, c′ ∈ C. Veamos primero que χ satisface el ı́tem
(1).
χ ◦ ιA(a) = χ(1C ⊗ a) = µ ◦ (ιC(1C)ιA(a)) = µ ((1⊗ 1)⊗ (a⊗ 1)) = a⊗ 1.
Análogamente, se verifica que χ satisface el ı́tem (3).
Mostremos que se satisface el ı́tem (2). En efecto,
χ ◦ (C ⊗ µA) = µ ◦ (ιC ⊗ ιA) ◦ (C ⊗ µA) = µ ◦ (ιC ⊗ (ιA ◦µA))
= µ ◦ (((A⊗ C) ◦ ιC)⊗ (µ ◦ (ιA ⊗ ιA)))
= µ ◦ ((A⊗ C)⊗ µ) ◦ (ιC ⊗ ιA ⊗ ιA)
= µ ◦ (µ⊗ (A⊗ C)) ◦ (ιC ⊗ ιA ⊗ ιA)
= µ ◦ (χ⊗ ιA)
= µ ◦ ((A⊗ C)⊗ ιA) ◦ (χ⊗A)
= µ ◦ (((µA ⊗ C) ◦ (A⊗ ιC))⊗ ((A⊗ C) ◦ ιA)) ◦ (χ⊗A)
= µ ◦ (µA ⊗ C ⊗A⊗ C) ◦ (A⊗ ιC ⊗ ιA)⊗ (χ⊗A)
= (µA ⊗ C) ◦ (A⊗ µ) ◦ (A⊗ ιC ⊗ ιA) ◦ (χ⊗A)
= (µA ⊗ C) ◦ (A⊗ χ) ◦ (χ⊗A),
como queŕıamos. La prueba de que χ satisface la propiedad (4) es similar.
La siguiente proposición muestra que es suficiente considerar una aplicación χ : C⊗A→ A⊗C
que satisfaga las condiciones de la Proposición 1.1.5 para construir un producto tensorial torcido
de A con C.
Proposición 1.1.6. Sean A y C dos álgebras asociativas con unidad, y χ : C ⊗A→ A⊗ C una
aplicación lineal que satisface las siguientes condiciones
(1) χ(1⊗ a) = a⊗ 1, para todo a ∈ A,
(2) χ ◦ (C ⊗ µA) = (µA ⊗ C) ◦ (A⊗ χ) ◦ (χ⊗A),
(3) χ(c⊗ 1) = 1⊗ c, para todo c ∈ C,
(4) χ ◦ (µC ⊗A) = (A⊗ µC) ◦ (χ⊗ C) ◦ (C ⊗ χ).
La aplicación µ := (µA ⊗ µC) ◦ (A⊗ χ⊗ C) define un producto tensorial torcido en A⊗ C.
Demostración. Sea χ : C⊗A→ A⊗C una aplicación lineal que satisface las condiciones (1)− (4).
La aplicación µ es un producto asociativo de A⊗ C si y solo si se satisface la siguiente igualdad
µ ◦ (µ⊗ (A⊗ C)) = µ ◦ ((A⊗ C)⊗ µ).
Estableceremos esta igualdad mostrando que ambos lados son iguales a
(µA ⊗ µC) ◦ (A⊗ µA ⊗ µC ⊗ C) ◦ (A⊗A⊗ χ⊗ C ⊗ C) ◦ (A⊗ χ⊗ χ⊗ C).
Por un lado tenemos
µ ◦ (µ⊗ (A⊗ C)) = (µA ⊗ µC) ◦ (A⊗ χ⊗ C) ◦ (((µA ⊗ µC) ◦ (A⊗ χ⊗ C))⊗A⊗ C)
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= (µA ⊗ µC) ◦ (A⊗ χ⊗ C) ◦ (µA ⊗ µC ⊗A⊗ C) ◦ (A⊗ χ⊗ C ⊗A⊗ C)
= (µA ⊗ µC) ◦ (µA ⊗ χ ◦ (µC ⊗A)⊗ C) ◦ (A⊗ χ⊗ C ⊗A⊗ C).
La condición (4) que satisface la aplicación χ nos permite escribir esta ultima igualdad como
sigue:
(µA ⊗ µC) ◦ (µA ⊗ ((A⊗ µC) ◦ (χ⊗ C) ◦ (C ⊗ χ))⊗ C) ◦ (A⊗ χ⊗ C ⊗A⊗ C)
= (µA ⊗ µC) ◦ (µA ⊗A⊗ µC ⊗ C) ◦ (A⊗2 ⊗ ((χ⊗ C) ◦ (C ⊗ χ))⊗ C) ◦ (A⊗ χ⊗ C ⊗A⊗ C).
Por otro lado, por la asociatividad de µA
(µA ⊗ µC) ◦ (µA ⊗A⊗ µC ⊗ C) = [µA ◦ (µA ⊗A)]⊗ [µC ◦ (µC ⊗ C)]
= [µA ◦ (A⊗ µA)]⊗ [µC ◦ (µC ⊗ C)]
= (µA ⊗ µC) ◦ (A⊗ µA ⊗ µC ⊗ C) .
Finalmente, se tiene que
(A⊗2 ⊗ C ⊗ χ⊗ C) ◦ (A⊗ χ⊗ C ⊗A⊗ C) =
(
(A⊗2 ⊗ C) ◦ (A⊗ χ)
)
⊗ ((χ⊗ C) ◦ (C ⊗A⊗ C))
= A ◦ χ⊗ χ⊗ C.
Por lo tanto,
µ ◦ (µ⊗ (A⊗ C)) = (µA ⊗ µC) ◦ (A⊗ µA ⊗ µC ⊗ C) ◦ (A⊗A⊗ χ⊗ C ⊗ C) ◦ (A⊗ χ⊗ χ⊗ C).
De manera completamente similar, empleando la asociatividad de la aplicación µC y la condición
(2) que satisface la aplicación χ se obtiene que
µ ◦ ((A⊗ C)⊗ µ) = (µA ⊗ µC) ◦ (A⊗ µA ⊗ µC ⊗ C) ◦ (A⊗A⊗ χ⊗ C ⊗ C) ◦ (A⊗ χ⊗ χ⊗ C).
Para terminar, notemos que el elemento 1⊗1 es la unidad de la multiplicación y que las condiciones
(1) y (3) que satisface la aplicación χ implican que las inclusiones ιA y ιC son homomorfismos de
álgebras.
Las Proposiciones 1.1.5 y 1.1.6, muestran que para construir un producto tensorial torcido de
A con C es suficiente elegir una aplicación lineal χ : C ⊗A→ A⊗C que satisfaga las condiciones
(1)-(4) de la Proposición 1.1.6.
Definición 1.1.7. Una aplicación lineal χ : C⊗A −→ A⊗C es llamada aplicación de torcimiento
de C con A si satisface las siguientes condiciones:
(1) χ(1⊗ a) = a⊗ 1, para todo a ∈ A,
(2) χ ◦ (C ⊗ µA) = (µA ⊗ C) ◦ (A⊗ χ) ◦ (χ⊗A).
(3) χ(c⊗ 1) = 1⊗ c, para todo c ∈ C,
(4) χ ◦ (µC ⊗A) = (A⊗ µC) ◦ (χ⊗ C) ◦ (C ⊗ χ),
La Definición 1.1.7, nos permite reescribir las Proposiciones 1.1.5 y 1.1.6 de manera conjunta
en el siguiente resultado.
Proposición 1.1.8. Sean A y C dos álgebras asociativas con unidad, y χ : C ⊗ A → A ⊗ C
una aplicación lineal. Entonces la aplicación χ es una aplicación de torcimiento si y solo si la
aplicación µχ := (µA ⊗ µC) ◦ (A⊗ χ⊗ C) define un producto tensorial torcido (A⊗ C, µχ).
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Observación 1.1.9 (Propiedad Universal). El producto tensorial torcido A⊗χC tiene la siguiente
propiedad universal: Sean f : A → B, g : C → B dos homomorfismos de álgebras tales que
g⊗f = (f⊗g)◦χ : C⊗A→ B. Entonces existe un único homomorfimo de álgebras F : A⊗χC → B
tal que F ◦ ιA = f y F ◦ ιC = g. En efecto, basta definir F (a⊗ c) = f(a)g(c)
Observación 1.1.10. Sean A y C dos álgebras asociativas con unidad, entonces la aplicación
flip
τ : C ⊗A→ A⊗ C
c⊗ a 7→ a⊗ c,
satisface de manera trivial las condiciones (1)− (4) de la Definición 1.1.7 para ser una aplicación
de torcimiento. El producto tensorial torcido inducido por esta aplicación de torcimiento es el
producto tensorial clásico de álgebras A con C.
Definición 1.1.11. Sean χ : C ⊗ A −→ A ⊗ C y χ′ : C ′ ⊗ A′ −→ A′ ⊗ C ′ dos aplicaciones de
torcimiento. Un morfismo Fgh : χ→ χ′, de χ a χ′, es un par (g, h) de homomorfismos de álgebras
g : C → C ′ y h : A→ A′ tales que χ′ ◦ (g ⊗ h) = (h⊗ g) ◦χ.
Observación 1.1.12. Sean χ y χ′ como en la Definición 1.1.11. Si Fgh : χ→ χ′ es un morfismo
de aplicaciones de torcimiento, entonces la aplicación h ⊗ g : A ⊗χ C −→ A′ ⊗χ′ C ′ es un
homomorfismo de álgebras.
Observación 1.1.13. Sean h : A→ A′ y g : C → C ′ dos isomorfismos de álgebras. Si
χ′ : C ′ ⊗A′ −→ A′ ⊗ C ′,
es una aplicación de torcimiento, entonces χ := (h−1 ⊗ g−1) ◦χ′ ◦ (g ⊗ h) también lo es. Más aún
Fgh : χ→ χ′ es un isomorfismo.
1.2 Cálculo Gráfico
Algunas de las pruebas de esta sección utilizan el conocido cálculo gráfico para categoŕıas
monoidales y trenzadas. Como es usual los morfismo serán compuestos de arriba hacia abajo y
los productos tensoriales serán representados mediante la concatenación horizontal en el orden
correspondiente. La aplicación identidad de un espacio vectorial será representada por una linea
vertical. Dada un álgebra A, el siguiente diagrama
representa a la multiplicación. La aplicación χ será representada por el diagrama
.
La aplicación flip τ será representada por el diagrama
.
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Finalmente, una aplicación arbitraria g : A→ B será representada por
g
.
Por ejemplo las condiciones (2)− (4) de la Proposición 1.1.6 se pueden escribir en términos de









La aplicación µ := (µA⊗µC)◦(A⊗χ⊗C) definida en la Proposición 1.1.6 se puede representar
por el siguiente diagrama
A⊗ C A⊗ C
=
A C A C
.
De esta manera, podemos presentar parte de la prueba de la Proposición 1.1.6, la concerniente a
la asociatividad de la aplicación µ := (µA ⊗ µC) ◦ (A⊗ χ⊗ C), empleando el cálculo gráfico.
A⊗ CA⊗ CA⊗ C
=
A C A C A C
=
A C A C A C
=
A C A C A C
=
A C A C A C
=
A C A C A C
=
A⊗ CA⊗ CA⊗ C
.
1.3 Propiedades generales de los productos tensoriales tor-
cidos
En esta sección presentamos dos propiedades importantes de los productos tensoriales torcidos
que serán empleadas, a lo largo de esta tesis, para una mejor comprensión de los mismos. La
primera propiedad establece una correspondencia biuńıvoca entre las aplicaciones de torcimiento
de A con C y las aplicaciones de torcimiento de Cop con Aop. La segunda propiedad establece
cuándo la proyección de una aplicación de torcimiento χ de un producto directo B×C de álgebras
con A puede definir una aplicación de torcimiento de B con A.
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1.3.1 Dualidad
Las aplicaciones flip son aplicaciones de torcimiento bastante simples, lo cual permite obtener
de manera elemental propiedades, gráficamente sencillas, como la siguiente
(A⊗ τAC) ◦ (τA ⊗ C) ◦ (A⊗ τCA) = (τCA ⊗A) ◦ (C ⊗ τA) ◦ (τAC ⊗A) ,
que en términos de diagramas se escribe en la forma
A C A A C A
.
El siguiente lema presenta algunas de las propiedades gráficamente sencillas que utilizaremos en
la prueba del resultado principal de esta sección.
Lema 1.3.1. Sean A y C dos álgebras asociativas con unidad, entonces las aplicaciones τAC ,
τCA, τA y τC satisfacen las siguientes condiciones
(A⊗ τAC) ◦ (τA ⊗ C) ◦ (A⊗ τCA) = (τCA ⊗A) ◦ (C ⊗ τA) ◦ (τAC ⊗A) , (1.3.4)
(τAC ⊗A) ◦ (A⊗ τAC) ◦ (τA ⊗ C) = (C ⊗ τA) ◦ (τAC ⊗A) ◦ (A⊗ τAC) , (1.3.5)
(C ⊗ τAC) ◦ (τAC ⊗ C) ◦ (A⊗ τC) = (τC ⊗A) ◦ (C ⊗ τAC) ◦ (τAC ⊗ C) , (1.3.6)
(τAC ⊗ C) ◦ (A⊗ τC) ◦ (τCA ⊗ C) = (C ⊗ τCA) ◦ (τC ⊗A) ◦ (C ⊗ τAC) . (1.3.7)
Demostración. La prueba de estos resultados es directa y solo presentaremos una de ellas. Sean
a, a′ ∈ A y c ∈ C entonces
(A⊗ τAC) ◦ (τA ⊗ C) ◦ (A⊗ τCA) (a⊗ c⊗ a′) = (A⊗ τAC) ◦ (τA ⊗ C) (a⊗ τCA(c⊗ a′))
= (A⊗ τAC) ◦ (τA ⊗ C) (a⊗ a′ ⊗ c))
= (A⊗ τAC) (a′ ⊗ a⊗ c) .
= (a′ ⊗ c⊗ a)
= (τCA ⊗A) (c⊗ a′ ⊗ a) .
= (τCA ⊗A) ◦ (C ⊗ τA) (c⊗ a⊗ a′)
= (τCA ⊗A) ◦ (C ⊗ τA) (τAC(a⊗ c)⊗ a′)
= (τCA ⊗A) ◦ (C ⊗ τA) ◦ (τAC ⊗A) (a⊗ c⊗ a′).
En consecuencia se tiene que la primera igualdad es satisfecha.
La correspondencia biuńıvoca que existe entre el conjunto de aplicaciones de torcimiento de A
con C y el conjunto de aplicaciones de torcimiento de Cop con Aop viene dada por la siguiente
flecha
{χ | χ : C ⊗A→ A⊗ C, torcimiento} ←→ {χ̃ | χ̃ : Aop ⊗ Cop → Cop ⊗Aop, torcimiento}
χ ←→ χ̃ := τ ◦χ ◦ τ,
donde τ es el flip.
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Sea χ una aplicación de torcimiento de C con A. Como vimos en la Definición 1.1.7, la aplicación
χ debe satisfacer las siguientes condiciones
χ ◦ (µC ⊗A) = (A⊗ µC) ◦ (χ⊗ C) ◦ (C ⊗ χ), (1.3.8)
χ ◦ (C ⊗ µA) = (µA ⊗ C) ◦ (A⊗ χ) ◦ (χ⊗A). (1.3.9)
Lema 1.3.2. Si χ : C ⊗A→ A⊗ C es una aplicación de torcimiento de C con A, entonces
(χ⊗A) ◦ (C ⊗ τA) ◦ (τAC ⊗A) = (A⊗ τAC) ◦ (τA ⊗ C) ◦ (A⊗ χ) , (1.3.10)
(A⊗ χ) ◦ (τCA ⊗A) ◦ (C ⊗ τA) = (τA ⊗ C) ◦ (A⊗ τCA) ◦ (χ⊗A) , (1.3.11)
(χ⊗ C) ◦ (C ⊗ τCA) ◦ (τC ⊗A) = (A⊗ τC) ◦ (τCA ⊗ C) ◦ (C ⊗ χ) , (1.3.12)
(C ⊗ χ) ◦ (τC ⊗A) ◦ (C ⊗ τAC) = (τAC ⊗ C) ◦ (A⊗ τC) ◦ (χ⊗ C) . (1.3.13)
Demostración. La prueba de estos resultados es directa y solo presentaremos una de ellas. Sean
a, a′ ∈ A y c ∈ C y escribamos χ(c⊗ a) =
∑
a(1) ⊗ c(1) ∈ A⊗ C, entonces
(χ⊗A) ◦ (C ⊗ τA) ◦ (τAC ⊗A) (a′ ⊗ c⊗ a) = (χ⊗A) ◦ (C ⊗ τA) (c⊗ a′ ⊗ a)
= (χ⊗A) (c⊗ a⊗ a′)
=
∑









(A⊗ τAC) ◦ (τA ⊗ C)
(
a′ ⊗ a(1) ⊗ c(1)
)






= (A⊗ τAC) ◦ (τA ⊗ C) ◦ (A⊗ χ) (a′ ⊗ c⊗ a).





Proposición 1.3.3. Sean A y C dos álgebras asociativas con unidad. Si una aplicación lineal
χ : C ⊗A→ A⊗ C es de torcimiento, entonces la aplicación lineal χ̃ : Aop ⊗ Cop → Cop ⊗Aop
definida por χ̃ := τ ◦χ ◦ τ también es una aplicación de torcimiento.
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Demostración. Probaremos primero que la aplicación lineal χ̃ satisface las condiciones (1) y (3)
de la Definición 1.1.7. En efecto, sean a ∈ A y c ∈ C, entonces se tiene
χ̃(a⊗ 1) = τ ◦χ(1⊗ a) = τ(a⊗ 1) = 1⊗ a,
lo cual corresponde a la condición (1) de la Definición 1.1.7, y
χ̃(1⊗ c) = τ ◦χ(c⊗ 1) = τ(1⊗ c) = c⊗ 1,
lo cual corresponde a la condición (3) de la Definición 1.1.7.
Las condiciones (2) y (4) de la Definición 1.1.7 para la aplicación χ̃ se escriben como sigue:
(2) χ̃ ◦ (µAop ⊗ Cop) = (Cop ⊗ µAop) ◦ (χ̃⊗Aop) ◦ (Aop ⊗ χ̃),
(4) χ ◦ (Aop ⊗ µCop) = (µCop ⊗Aop) ◦ (Cop ⊗ χ̃) ◦ (χ̃⊗ Cop),
y necesitan de un tratamiento diferente al empleado en la prueba de las condiciones (1) y (3).
Antes de iniciar con la prueba de la condición (2), debemos recordar que la aplicación de
multiplicación de Aop viene dada por
µAop = µA ◦ τA (1.3.14)





Ahora utilizaremos el cálculo gráfico para dar una prueba de que la aplicación χ̃ satisface la




























Finalmente, la prueba de la condición (4) es completamente similar a la de la condición (2).
1.3.2 Restricciones
En esta sección estudiamos las aplicaciones de torcimiento χ de B × C con A que originan
aplicaciones de torcimiento de B con A y de C con A, las cuales recibirán el nombre de proyecciones
de χ.
Proposición 1.3.4. Sea χ : (B×C)⊗A −→ A⊗(B×C) una aplicación de torcimiento. Denotemos
por ιB, ιC , pB, pC las inclusiones y proyecciones canónicas . La aplicación χB : B⊗A −→ A⊗B,
definida por
χB := (A⊗ pB) ◦ χ ◦ (ιB ⊗A),
es una aplicación de torcimiento si y solo si (A⊗ pB) ◦ χ ◦ (ιC ⊗A) = 0. Más aún, en este caso
FpB ,idA es un morfismo de aplicaciones de torcimiento de χ a χB. Diremos que pB(χ) := χB es
la aplicación de torcimiento de B con A inducida por χ y que χ es una extensión de χB.
10
Corolario 1.3.5. Sea χ : (B×C)⊗A −→ A⊗(B×C) una aplicación de torcimiento. Denotemos
por ιB, ιC , pB, pC las inclusiones y proyecciones evidentes. La aplicación χC : C ⊗A −→ A⊗C,
definida por
χC := (A⊗ pC) ◦ χ ◦ (ιC ⊗A),
es una aplicación de torcimiento si y solo si (A⊗ pC) ◦ χ ◦ (ιB ⊗A) = 0. Más aún, en este caso
FpB ,idA es un morfismo de aplicaciones de torcimiento de χ a χC . Diremos que pC(χ) := χC es
la aplicación de torcimiento de C con A inducida por χ y que χ es una extensión de χC .
Prueba de la Proposición 1.3.4. Debido a que χ es una aplicación de torcimiento
χ
(



















Pero si χB es una aplicación de torcimiento, entonces




























Evaluando en c⊗ 1C ⊗ a para todo c ∈ C y a ∈ A, concluimos que
(A⊗ pB) ◦ χ ◦ (ιC ⊗A) = 0.
Rećıprocamente, supongamos que la aplicación χ es una aplicación de torcimiento que satisface
la igualdad (A⊗ pB) ◦ χ ◦ (ιC ⊗A) = 0. Veamos que χB es una aplicación de torcimiento de B
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con A.
Veamos primero que la aplicación χB satisface la condición (1) de la Definición 1.1.7
χB (b⊗ 1A) = (A⊗ pB) ◦χ ◦ (ιB ⊗A) (b⊗ 1A)
= ((A⊗ pB) ◦χ) ((b, 0)⊗ 1A)
= (A⊗ pB) (1A ⊗ (b, 0))
= 1A ⊗ b.
La condición (2) también es satisfecha, como se muestra a continuación
χB ◦ (µB ⊗A) = (A⊗ pB) ◦χ ◦ (ιB ⊗A) ◦ (µB ⊗A)
= (A⊗ pB) ◦χ ◦ (ιB ◦µB ⊗A)
= (A⊗ pB) ◦χ ◦
(
µ ◦ (ι⊗2B )⊗A
)








= (A⊗ (pB ◦µ)) ◦ (χ⊗ (B × C)) ◦ (ιB ⊗ (χ ◦ (ιB ⊗A)))




◦ (χ⊗ (B × C)) ◦ (ιB ⊗ (χ ◦ (ιB ⊗A)))
= (A⊗ µB) ◦ (((A⊗ pB) ◦χ)⊗ pB) ◦ (ιB ⊗ (χ ◦ (ιB ⊗A)))
= (A⊗ µB) ◦ (((A⊗ pB) ◦χ)⊗B) ◦ (ιB ⊗A⊗ pB) ◦ (B ⊗ (χ ◦ (ιB ⊗A)))
= (A⊗ µB) ◦ (χB ⊗B) ◦ (B ⊗ χB) .
Por otro lado, las condiciones (3) y (4) de la Definición 1.1.7 son satisfechas cuando la aplicación
χ satisface la hipótesis (A⊗ pB) ◦ χ ◦ (ιC ⊗A) = 0.
En efecto,
χB (1B ⊗ a) = (A⊗ pB) ◦χ ◦ (ιB ⊗A) (1B ⊗ a)
= ((A⊗ pB) ◦χ) ((1− 1C)⊗ a)
= ((A⊗ pB) ◦χ) (1⊗ a)− ((A⊗ pB) ◦χ) (1C ⊗ a)
= ((A⊗ pB) ◦χ) (1⊗ a)
= (A⊗ pB) (a⊗ 1)
= a⊗ 1B .
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y finalmente verificamos la condición (4):
χB ◦ (B ⊗ µA) = (A⊗ pB) ◦χ ◦ (ιB ⊗A) ◦ (B ⊗ µA)








= (µA ⊗ pB) ◦ (A⊗ χ) ◦ ((χ ◦ (ιB ⊗A))⊗A)
= (µA ⊗B) ◦ (A⊗ ((A⊗ pB) ◦χ)) ◦ ((χ ◦ (ιB ⊗A))⊗A)
= (µA ⊗B) ◦ (A⊗ ((A⊗ pB) ◦χ)) ◦ (A⊗ (B × C)⊗A)
◦ ((χ ◦ (ιB ⊗A))⊗A)
= (µA ⊗B) ◦ (A⊗ ((A⊗ pB) ◦χ)) ◦ (A⊗ (ιB ◦ pB + ιC ◦ pC)⊗A)
◦ ((χ ◦ (ιB ⊗A))⊗A)
= (µA ⊗B) ◦ (A⊗ ((A⊗ pB) ◦χ)) ◦ (A⊗ ιB ⊗A)
◦ (A⊗ pB ⊗A) ◦ ((χ ◦ (ιB ⊗A))⊗A)
+ (µA ⊗B) ◦ (A⊗ ((A⊗ pB) ◦χ)) ◦ (A⊗ ιC ⊗A)
◦ (A⊗ pC ⊗A) ◦ ((χ ◦ (ιB ⊗A))⊗A)
= (µA ⊗B) ◦ (A⊗ ((A⊗ pB) ◦χ)) ◦ (A⊗ ιB ⊗A)
◦ (A⊗ pB ⊗A) ◦ ((χ ◦ (ιB ⊗A))⊗A)
= (µA ⊗B) ◦ (A⊗ χB) ◦ (χB ⊗A) .
Corolario 1.3.6. Sea χ : A⊗(B×C) −→ (B×C)⊗A una aplicación de torcimiento. Denotemos
por ιB, ιC , pB, pC las inclusiones y proyecciones evidentes. La aplicación χB : A⊗B −→ B ⊗A,
definida por
χB := (pB ⊗A) ◦ χ ◦ (A⊗ ιB),
es una aplicación de torcimiento si y solo si (pC ⊗A) ◦ χ ◦ (A⊗ ιB) = 0. Más aún, en este caso
FidA,B es un morfismo de aplicaciones de torcimiento de χ a χB. Diremos que pB(χ) := χB es
la aplicación de torcimiento de B con A inducida por χ y que χ es una extensión de χB.
Corolario 1.3.7. Sea χ : A⊗(B×C) −→ (B×C)⊗A una aplicación de torcimiento. Denotemos
por ιB, ιC , pB, pC las inclusiones y proyecciones evidentes. La aplicación χC : A⊗C −→ C ⊗A,
definida por
χC := (pC ⊗A) ◦ χ ◦ (A⊗ ιC),
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es una aplicación de torcimiento si y solo si (pB ⊗A) ◦ χ ◦ (A⊗ ιC) = 0. Más aún, en este caso
FidA,C es un morfismo de aplicaciones de torcimiento de χ a χC . Diremos que pC(χ) := χC es la
aplicación de torcimiento de C con A inducida por χ y que χ es una extensión de χC .
1.4 Ejemplos
En esta sección, mostraremos diferentes ejemplos para ilustrar la teoŕıa de productos tensoriales
torcidos. Esta estructura aparece en varias áreas de la matemática. Comenzaremos con los ejemplos
clásicos de la teoŕıa de anillos, luego pasaremos por la teoŕıa de números, donde veremos que los
cuaterniones son productos tensoriales torcidos de dos copias del cuerpo de los números complejos.
Por último, vemos algunos ejemplos de la teoŕıa de álgebras de Hopf que pueden ser de interés
para la f́ısica, como la obtención de la cuantización del espacio de fases, que puede ser descrita
v́ıa los productos tensoriales torcidos de una manera natural.
1.4.1 Ejemplos de la teoŕıa clásica
Ejemplo 1.4.1 (El producto tensorial clásico). Como vimos antes, para cualquier par de álgebras
A y C, la aplicación flip
τ : C ⊗A→ A⊗ C
c⊗ a 7→ a⊗ c
satisface de manera trivial las condiciones (1) - (4) de la Definición 1.1.7. El producto tensorial
torcido inducido por esta aplicación de torcimiento es el producto tensorial clásico de álgebras
A⊗ C.
Ejemplo 1.4.2 (Producto tensorial graduado). Sean A =
⊕
n≥0A




álgebras graduadas positivamente. Consideremos la aplicación definida para todo par de elementos
homogéneos a ∈ Am y c ∈ Cn por
τgr(c⊗ a) := (−1)mna⊗ c.
La extensión lineal de τgr es una aplicación de torcimiento, y el producto tensorial torcido inducido
es exactamente el producto tensorial graduado A⊗gr C.
Ejemplo 1.4.3 (Álgebra de grupo torcida). Sea G un grupo discreto actuando a izquierda v́ıa
automorfismos sobre un álgebra A, entonces la función χ : kG⊗A→ A⊗ kG, definida por
χ(g ⊗ a) := (g · a)⊗ g,
es una aplicación de torcimiento. El producto tensorial torcido A⊗χ kG es el álgebra de grupo
torcida A ? G.
Ejemplo 1.4.4 (Álgebras de grupo de un emparejamientos de grupos, [3]). Sean H y G dos
grupos, α una acción a izquierda del grupo H sobre el conjunto G y β una acción a derecha del
grupo G sobre el conjunto H tales que Hα ./β G, es el producto de Takeuchi(o bicruzado) de
H con G (ver [17]). Consideremos la siguiente notación α(g, h) =: g B h y β(g, h) =: g C h, y
definamos la aplicación χ : kG⊗ kH → kH ⊗ kG por
χ(g ⊗ h) := g B h⊗ g C h
para todo g ∈ G y h ∈ H. La aplicación χ es una aplicación de torcimiento, y se tiene kH⊗χkG ∼=
k[H ./ G].
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Ejemplo 1.4.5 (Extensiones de Ore [23]). Sea A una K-álgebra, y B = K[t] el anillo de
polinomios en una variable. Consideremos dos aplicaciones lineales σ : A→ A y δ : A→ A. La
función χ : K[t]⊗A→ A⊗K[t], definida por
χ(t⊗ a) := σ(a)⊗ t+ δ(a)⊗ 1,
es una aplicación de torcimiento si y solo si σ es un endomorfismo de A y δ es una σ-derivación.
Ejemplo 1.4.6 (Álgebra de cuaterniones generalizada). Sean a y c dos elementos del cuerpo de
base K, y sean A := K[x]/(x2 − a) y C := K[y]/(y2 − c). Identifiquemos x e y con sus imagenes
en A y C, respectivamente. Definamos la aplicación χ : C ⊗A→ A⊗ C por
χ(y ⊗ x) := −x⊗ y.
El producto tensorial torcido A⊗χ C es isomorfo a el álgebra de cuaterniones generalizada aKc.
Como un caso particular de este ejemplo, cuando K = R y a = c = −1, las álgebras A y C son
ambas isomorfas al cuerpo de los números complejos C y el producto tensorial torcido A⊗χ C es
el álgebra usual de cuaterniones H
Ejemplo 1.4.7 (Álgebra de Matrices [4]). Asumamos que nuestro cuerpo K contiene una ráız
primitiva n-ésima de la unidad q. Entonces el anillo de matrices Mn(K) puede factorizarse por
completo como un producto tensorial torcido Mn(K) = KZn ⊗χ KZn, donde consideramos las
dos copias de KZn generada por
g :=

1 0 · · · 0





0 0 · · · qn−1
 , y h :=

0 1 0 · · · 0






0 0 0 · · · 1
1 0 0 · · · 0
 ,
respectivamente. Estos elementos satisfacen hg = qgh, entonces podemos definir el producto
tensorial torcido χ como la única extensión lineal a KZn ⊗χKZn de la aplicación definida en los
generadores por
χ(1⊗ 1) := 1⊗ 1, χ(1⊗ g) := g ⊗ 1
χ(h⊗ 1) := 1⊗ h, χ(hi ⊗ gk) := qik · gk ⊗ hi
1.4.2 Ejemplos de la Teoŕıa de Álgebra de Hopf
Para trabajar con coálgebras usaremos la notación sigma de Sweedler : si c es un elemento de
una coálgebra (C,∆, ε), escribiremos al elemento ∆(c) =
∑
i ai⊗ bi ∈ C ⊗C de la siguiente forma
∆(c) = c(1) ⊗ c(2)
Aśı el axioma de coasociatividad de C dado por (∆⊗ id) ◦∆ = (id⊗∆) ◦∆ se puede expresar
como
(c(1))(1) ⊗ (c(1))(2) ⊗ c(2) = c(1) ⊗ (c(2))(1) ⊗ (c(2))(2) = c(1) ⊗ c(2) ⊗ c(3), c ∈ C
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Ejemplo 1.4.8 (El producto smash). Sea C una biálgebra con comultiplicación ∆ y counidad ε.
Las propiedades de la coasociatividad y counidad se escriben en la forma
(C ⊗∆) ◦∆ = (∆⊗ C) ◦∆,
(ε⊗ C) ◦∆ = idC
(C ⊗ ε) ◦∆ = idC .







cB 1 = ε(c)1,
1B a = a,
para todos los elementos a, a′ ∈ A, c ∈ C. Tenemos el siguiente resultado:
Lema 1.4.9. Dada una biálgebra C, y A una C-módulo álgebra, la aplicación definida por






es una aplicación de torcimiento.
Para el producto tensorial torcido A⊗χ C dado por esta aplicación de torcimiento, la multipli-
cación puede ser descrita explicitamente como
(a⊗ c)(a′ ⊗ c′) = a(c(1) B a′)⊗ c(2)c′
El álgebra A⊗χ C es el producto smash clásico de la bialgebra C y una módulo álgebra asociada a
B.
Ejemplo 1.4.10 (Producto cruzado). Sean A y C un par dual de álgebras de Hopf, es decir,
supongamos que A y C son dos álgebras de Hopf provistas de una aplicación de paridad
〈−,−〉 : C ⊗A→ K
tal que
〈∆(c), a⊗ a′〉 = 〈c, aa′〉
〈cc′, a〉 = 〈c⊗ c′,∆(a)〉,
donde 〈−,−〉 : C ⊗ C ⊗A⊗A→ K es la función definda por
〈c⊗ c′, a⊗ a′〉 := 〈c, a〉〈c′, a′〉.
Entonces, podemos definir la acción a izquierda del álgebra C sobre A por
cB a := 〈c, a(2)〉a(1).
Se puede mostrar fácilmente que A tiene una estructura de C módulo álgebra a izquierda bajo
esta acción, y que la aplicación χ : C ⊗A→ A⊗ C definida por
χ(c⊗ a) := (c(1) B a)⊗ c(2) = 〈c(1), a(2)〉a(1) ⊗ c(2)
es una aplicación de torcimiento. El correspondiente producto tensorial torcido A⊗χ C, también
llamado producto cruzado de A y C, es usado como una descripción de los operadores diferenciales
no conmutativos sobre A.
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Ejemplo 1.4.11 (Bialgebras cuasi-triangulares, [27]). Recordemos la definición de un álgebra
de Hopf cuasi-triangular. Una biálgebra (o álgebra de Hopf) cuasi-triangular es un par
(H,R), donde H es una bialgebra (álgebra de Hopf) y R = R1 ⊗R2 ∈ H ⊗H un elemento que
satisface:
(QT1) ∆(R1)⊗R2 = R13R23,
(QT2) ε(R1)R2 = 1,
(QT3) R1 ⊗∆(R2) = R13R12,
(QT4) R1ε(R2) = 1,
(QT5) ∆cop(h)R = R∆(h) para todo h ∈ H,
donde R12, R13 y R23 son los elementos de H ⊗H ⊗H dados por
R12 := R1 ⊗R2 ⊗ 1, R13 := R1 ⊗ 1⊗R2, R23 := 1⊗R1 ⊗R2.
Observación 1.4.12. Si (H,R) es un álgebra de Hopf cuasi-triangular, entonces el elemento R
es invertible, y R−1 = S(R1)⊗R2. Un álgebra de Hopf cuasi-triangular es llamada triangular
cuando R−1 = τ(R) = R2 ⊗R1.
Asumamos que tenemos una biálgebra H y un elemento R ∈ H ⊗H tal que las propiedades
(QT1)−(QT5) son satisfechas, y consideremos dos H-módulo álgebras a izquierda A y C. Entonces
la aplicación χ = χR : C ⊗A→ A⊗ C, definida por
χR(c⊗ a) := R2 · a⊗R1 · c,
es una aplicación de torcimiento.
Ejemplo 1.4.13 (Doble de Drinfeld). Sea H un álgebra de Hopf de dimensión finita, con ant́ıpoda
S. Denotemos con H? el álgebra de Hopf dual, con ant́ıpoda S? y sean S y S? las inversas de S
y S?, respectivamente. Considere la acción coadjunta a izquierda de H sobre H?, dada por
hB f = h(1) ⇀ f ↼ Sh(2) = 〈h(1), f(3)〉〈S(h(2)), f(1)〉f(2), (1.4.15)
y la acción coadjunta a derecha de H sobre H? dada por
f C h = Sh(1) ⇀ f ↼ h(2) = 〈S(h(1)), f(3)〉〈h(2), f(1)〉f(2). (1.4.16)
Estas acciones convierten al álgebra de Hopf co-opuesta H?cop en una H- módulo álgebra a
izquierda y H en una H?cop- módulo álgebra a derecha. El Doble de Drinfeld de H es el álgebra
de Hopf que tiene como espacio vectorial subyacente H?cop ⊗H y estructura de álgebra dada por




La estructura de coálgebra es la natural sobre el producto tensorial, y la ant́ıpoda está dada por
S(f ⊗ h) := (Sh(2) ⇀ Sf(1))⊗ (f(2) ⇀ Sh(1)).
Definimos χ : H ⊗H?cop → H?cop ⊗H por
χ(h⊗ f) := (h(1) ⊗ f(2))⊗ (h(2) ⊗ f(1)).
Se puede verificar que χ es una aplicación de torcimiento, y que la estructura de álgebra inducida
por χ en H?cop ⊗H coincide con la estructura de álgebra de D(H). En otras palabras, el Doble
de Drinfeld puede ser descrito como un producto tensorial torcido H?cop ⊗χ H.
17
Caṕıtulo 2
Representación de productos tensoriales
torcidos
En este caṕıtulo estudiamos el producto tensorial torcido de álgebras asociativas con unidad
cuando uno de los factores es de dimensión finita, es decir si χ es una aplicación de torcimiento
de B con A, en esta sección consideramos que B tiene dimensión finita como espacio vectorial.
En la primera sección presentamos en detalle como se expresa la aplicación de torcimiento χ
cuando B es un álgebra de dimensión finita. Los resultados obtenidos en la primera sección son
aprovechados para presentar una definición alternativa para el producto tensorial torcido con
un factor de dimensión finita en términos de dos represtaciones matriciales de álgebras, una de
A y otra de Bop. La primera tendrá coeficientes en A y la segunda coeficientes en EndK(A).
Además, esto nos permite establecer una presentación matricial fiel con coeficientes en A del
producto tensorial torcido B ⊗χ A. Por último y debido a la Proposición 1.3.3 podemos obtener
otra equivalencia cuando consideramos que A es de dimensión finita en lugar del álgebra B.
2.1 B ⊗χ A con dim B <∞
Sea B un álgebra de dimensión finita sobre el cuerpo K. Fijemos una base B := {b1, . . . , bn}
de B. Recordemos que las constantes de estructura λkij con 1 ≤ i, j, k ≤ n de B con respecto a B,
















Más aún, debido a que B es un álgebra con unidad, si 1 =
∑












Una aplicación lineal χ : A ⊗ B → B ⊗ A determina de manera única aplicaciones γji : A → A,




bj ⊗ γji (a), para todo i. (2.1.1)
Proposición 2.1.1. La aplicación χ es una aplicación de torcimiento si y solo si las aplicaciones
γij tienen las siguientes propiedades:





























j ◦ γki .
Más precisamente, las condiciones (1) y (2) se satisfacen si y solo si χ es compatible con la
estructura de álgebra de A, y las condiciones (3) y (4) se satisfacen si y solo si lo es con la de B.
Demostración. Supongamos que la aplicación χ es una aplicación de torcimiento. La condición
(1) de la Definición 1.1.7 implica




bj ⊗ γji (1).
Por lo tanto, se obtiene el ı́tem (1)
γji (1) = δij1.
Veamos el ı́tem (3), como
n∑
j=1








































Las condiciones (2) y (4) corresponden a los items (2) y (4) de la Definición 1.1.7.
(2) A partir de la Definición 1.1.7 , se tiene por un lado




bk ⊗ γki (aa′),
y por otro lado,
(B ⊗ µA) ◦ (χ⊗A) ◦ (A⊗ χ)(a⊗ a′ ⊗ bi) = (B ⊗ µA) ◦ (χ⊗A) ◦ (a⊗ χ(a′ ⊗ bi))






















































(4) A partir de la Definición 1.1.7 se tiene por un lado
























y por otro lado,
(µB ⊗A) ◦ (B ⊗ χ) ◦ (χ⊗B)(a⊗ bi ⊗ bj) = (µB ⊗A) ◦ (B ⊗ χ)(χ(a⊗ bi)⊗ bj)
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j ◦ γki (a)
)
.












j ◦ γki .
Réciprocamente, si la familia de aplicaciones de aplicaciones lineas
{
γji : A→ A
}
satisface las
condiciones (1)− (4) de la Proposición 2.1.1 los cálculos realizados ĺıneas antes son suficientes para
probar que la aplicación χ definida v́ıa la ecuación 2.3.2 define una aplicación de torcimiento.
2.2 Representación canónica
En esta sección presentamos una representación matricial de los productos tensoriales torcidos.
Recordemos que la representación regular a izquierda de una K− álgebra C es el morfismo
l : C → EndK(C)C definido por l(c) := lc, donde lc ∈ EndK(C) es la aplicación definida por
lc(d) := cd para todo d ∈ C. Debido a que lc(1) = c para todo c ∈ C, la representación es fiel. De
esta manera, para cada álgebra L la aplicación lL : Bop ⊗ L→ End(Bop ⊗ L)L, definida por
Bop ⊗ L l
L
EndK(B




donde i es la inclusión canónica, es una representación fiel, llamada la representación canónica de
Bop ⊗ L.
Desde ahora, escribiremos E para el conjunto de endomorfismos K− lineales de A, EndK(A),
y denotaremos con B′ a la base {bop1 , · · · , bopn } de Bop.
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es un morfismo de K-álgebras.























































































































































= 1⊗ id .

































































































































j ◦ γki , para todo m.











(bopm ⊗ αm id) .


































k , para todo m.
Los siguientes resultados se utilizan para construir una representación matricial de Bop en
las matrices n × n con coeficientes en E, Mn(E), que codifica las condiciones (3) y (4) de la
Proposición 2.1.1. Consideremos la aplicación biyectiva E− lineal a derecha
Bop ⊗ E ξB′ En
bopk ⊗ 1 ek
,
donde {e1, . . . , en} es la base canónica de En.




bop ξB′ ◦ lE(ρB(bop)) ◦ ξ−1B′
es una representación de Bop o, equivalentemente, si la aplicación ρ̂B : B
op →Mn(E), que aplica
cada bop ∈ Bop en la matriz de
...
ρ (bop) respecto de la base canónica, es una representación
matricial.
Demostración. Debido a que lE es fiel y ξB′ es biyectiva, esto es una consecuencia inmediata de
la Proposición 2.2.1.
Definición 2.2.3. Por definición, para cada elemento bk en B la matriz de estructura de bk con





, donde los escalares λwuv’s (1 ≤ u, v, w ≤ n) son
las constantes de estructura de B con respecto a B.





k )(ej) = ξB′ ◦ l
E(ρB(b
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l ]B′ para todo k,
donde [bopj ]B′ es la matriz de estructura de b
op
j con respecto a (B
op,B′).
Proposición 2.2.5. Las condiciones (1) y (2) de la Proposición 2.1.1 se satisfacen si y solo si la
aplicación φχ : A −→ End(B ⊗A)A, definida por φχ(a)(bk ⊗ 1) :=
∑
j bj ⊗ γ
j
k(a), es un morfismo
de K− álgebras o, equivalentemente, si la aplicación φ̂χ : A −→ Mn(A), que envia a ∈ A a la
matriz φχ(a) con respecto a la base B ⊗ 1 := {b1 ⊗ 1, . . . , bn ⊗ 1} de B ⊗A, es una representación
matricial.
Demostración. Supongamos que las condiciones (1) y (2) de la Proposición 2.1.1 son satisfechas,
entonces
φχ(aa
















































′)) (bk ⊗ 1).
Ahora, veamos que preserva la unidad si y solo si se cumple la condición (1) de la Proposición 2.1.1,











= bk ⊗ 1.
Veamos como es la matriz φχ(a) con respecto a la base B ⊗ 1
φχ(a)(bj ⊗ 1) =
∑
i
bi ⊗ γij(a) =
∑
i













2(a) · · · γ1n(a)
γ21(a) γ
2







2 (a) · · · γnn(a)

Un cálculo directo muestra que la condición (2) de la Proposición 2.1.1 se satisface si y solo si φ̂
es multiplicativa.
Observación 2.2.6. A partir de la definición de φχ se sigue que φχ(a)(b⊗ 1) = χ(a⊗ b) para
todo b ∈ B. En efecto,



















En particular φχ(a)(1⊗ 1) = 1⊗ a, lo cual implica que φχ es inyectiva.
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bk ⊗ 1 fk







b⊗ a ξ̀B ◦ lb⊗1 ◦ φχ(a) ◦ ξ̀−1B
es una representación de B ⊗χ A en End(An)A.
Demostración. Debido a la propiedad universal del producto tensorial torcido en la Observa-
ción 1.1.9, solo debemos probar que
χl
A
B ((1⊗ a) · (bi ⊗ 1)) = χlAB ((1⊗ a)) χlAB ((bi ⊗ 1)) .
Para esto calculamos



























































































(bk ⊗ 1) .
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Aśı, obtenemos








y debido a que la aplicación ξB′ es biyectiva se concluye la prueba.
Observación 2.2.8. Podemos utilizar la Observación 2.2.6 para mostrar que
lb⊗1 ◦ φχ(a)(b′ ⊗ 1) = (b⊗ 1) · χ(a⊗ b′) para todo a ∈ A y b, b′ ∈ B.
Aśı, obtenemos lb⊗1 ◦ φχ(a)(1⊗ 1) = b⊗ a, lo cual implica que χlAB es una aplicación inyectiva.










γn1 (a) . . . γ
n
n(a)
 y ϕχ(bk) :=
λ
1




λnk1 · 1A . . . λnkn · 1A
 ,
para todo a ∈ A y 1 ≤ k ≤ n, definen una representación fiel ϕχ : B ⊗χ A −→Mn(A).
Demostración. Es suficiente notar que las matrices de χl
A
B (1⊗a) y χlAB (bk⊗1) en la base canónica
de An, son las matrices ϕχ(a) y ϕχ(bk), respectivamente.
2.3 A⊗χ C con dim C <∞
Tal como mencionamos en la introducción de este caṕıtulo, la Proposición 1.3.3 nos permite
obtener otra representación matricial cuando consideramos que el segundo factor del producto
tensorial torcido A⊗χ C es de dimensión finita en lugar del primero factor.
Sea C un álgebra de dimensión finita y consideremos A⊗χ C el producto tensorial torcido
de un álgebra A con C, entonces v́ıa la Proposición 1.3.3 tenemos el producto tensorial torcido
Cop ⊗χ̃ Aop donde el primer factor Cop es de dimensión finita. De esta manera tenemos las
representaciones asociadas v́ıa el Corolario 2.2.2 y la Proposición 2.2.5
ρ̂Cop : C →Mn(EndK(A)) φ̂χ̃ : Aop −→Mn(Aop)
Aśı, recuperamos las siguientes representaciones matriciales de C y A
ρ̂C := ρ̂Cop : C →Mn(EndK(A)) φ̂χ := t ◦ φ̂χ̃ ◦ op: A −→Mn(A),
donde, t : Mn(A)→Mn(A) es la aplicación transpuesta.
Si fijamos una base B := {c1, . . . , cn} de C y las constantes de estructura λkij con 1 ≤ i, j, k ≤ n
de C con respecto a B, entonces la aplicación de torcimiento χ : C ⊗A→ A⊗ C determina de
manera única aplicaciones γji : A→ A, donde 1 ≤ i, j ≤ n, tales que
χ(ci ⊗ a) =
n∑
j=1
γji (a)⊗ cj , para todo i. (2.3.2)
De esta manera, obtenemos el siguiente corolario
28










γ1n(a) . . . γ
n
n(a)
 y ϕχ(bk) :=
λ
1




λ1k1 · 1A . . . λnkn · 1A
 ,
para todo a ∈ A y 1 ≤ k ≤ n, definen una representación fiel ϕχ : A⊗χ C −→Mn(A).
2.4 Extensión de aplicaciones de torcimiento
Sean A, B y C tres K-álgebras con B y C de dimensión finita. Escribamos D := B × C.
Sea iB : B → D, iC : C → D, pB : D → B y pC : D → C las aplicaciones canónicas. En esta
sección estudiaremos por un lado las aplicaciones de torcimiento ψ : A⊗D −→ D ⊗A tales que
la aplicación Θ := (pB ⊗ A) ◦ ψ ◦ (A ⊗ iB) es de torcimiento, y por otro lado las aplicaciones
de torcimiento tales que Θ y la aplicación Υ := (pC ⊗ A) ◦ ψ ◦ (A ⊗ iC), son aplicaciones de
torcimiento.
Fijemos las bases B = {b1, b2, . . . , bn} y C := {c1, . . . , cm} de B y C, respectivamente, y
denotemos por D la base ordenada {b1, b2, . . . , bn, c1, . . . , cm} de D, donde identificamos bi con
(bi, 0) y ci con (0, ci). Aśı, D = {d1, . . . , dm+n}, donde
di :=
{
bi si i ≤ n,
ci−n si i > n.











(1 ≤ l ≤ m).
Sean α1, . . . , αn, β1, . . . , βm los escalares tales que












dj ⊗ γ̃ji (a) (2.4.3)
Sean λkij (1 ≤ i, j, k ≤ n) y ηkij (1 ≤ i, j, k ≤ m) las constantes de estructura de B con respecto a






















































































































∈Mm(E) (1 ≤ k ≤ m).
Supongamos que ψ es una aplicación de torcimiento. La representación ρ̂ψ : D
op −→Mm+n(E)

























(1 ≤ k ≤ m). (2.4.5)
Lema 2.4.1. La aplicación ρ̂ψ : D
op −→Mm+n(E) definida por (2.4)-(2.5) es una representación


















































j = idMm(E) . (2.4.10)
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lo cual prueba la condición (2.4.6).











































































lo cual prueba la condición (2.4.7).
















































lo cual prueba la primera igualdad de la condición (2.4.8).

















































lo cual prueba la segunda igualdad de la condición (2.4.8). Por último, veamos la cuarta y la





























































lo cual prueba las condiciones (2.4.9) y (2.4.10)










γ̃n+m1 (a) . . . γ̃
n+m
n+m(a)












con Γ00(a) ∈Mn(K), Γ01(a) ∈Mn×m(K), Γ10(a) ∈Mm×n(K) y Γ11(a) ∈Mm(K).
Observación 2.4.2. La ecuación (2.4.3) muestra que Γ01 = 0 si y solo si ψ(A⊗ C) ⊆ C ⊗A.
Lema 2.4.3. La aplicación φ̂ψ : A −→Mm+n(A) definida por (2.4.11), es una representación si
y solo si las siguientes condiciones se satisfacen:
Γ00(1) = In, Γ
1
1(1) = Im, Γ
0
1(1) = 0, Γ
1









′) para a, a′ ∈ A y 0 ≤ p, q ≤ 1. (2.4.13)
Demostración. La prueba de este lema es directa, solo se debe realizar el producto de matrices.
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Lema 2.4.4. Sea ψ : A⊗D −→ D ⊗A una aplicación K-lineal y sean γ̃ji (1 ≤ i, j ≤ m+ n) las
aplicaciones determinadas por la igualdad (2.4.3). Sea iB : B → D y pB : D → B las inclusión
canónica y la proyección canónica, respectivamente, y suponga que la aplicación Θ := (pB ⊗
A) ◦ ψ ◦ (A⊗ iB) es de torcimiento. Entonces ψ es una aplicación de torcimiento si y solo si se










k para 1 ≤ i, j ≤ n, (2.4.14)
C
(1)

















































′) = 0 para a, a′ ∈ A, (2.4.21)
y
Γ11(1) = Im, Γ
0
1(1) = 0, Γ
1
0(1) = 0. (2.4.22)
Demostración. Debido al Corolario 2.2.2, Proposición 2.2.5, Lema 2.4.1 y Lema 2.4.3, sabemos
que ψ es una aplicación de torcimiento si y solo si las condiciones (2.4.6)-(2.4.10), (2.4.12) y






′) y Γ00(1) = In.
Aśı, las condiciones (2.4.12) y (2.4.13) son equivalentes a las condiciones (2.4.19)-(2.4.22). Más



















i = idMn(E) .





















puesto que ρ̂ψ es una representación, y entonces C
(1)
j = 0. Rećıprocamente, si las condicio-
nes (2.4.14)-(2.4.22) son satisfechas completamente y Θ es una aplicación de torcimiento, entonces
un cálculo directo muestra que las condiciones (2.4.6)-(2.4.10), (2.4.12) y (2.4.13) son satisfechas,
lo cual prueba que ψ es una aplicación de torcimiento.
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Teorema 2.4.5. Sea ψ : A⊗D −→ D⊗A una aplicación y γ̃ji (1 ≤ i, j ≤ m+n) las aplicaciones
determinadas por la ecuación (2.4.3). Sean iB : B → D y pB : D → B la inclusión y proyección
canónicas, respectivamente, y supongamos que la aplicación Θ := (pB ⊗A) ◦ ψ ◦ (A⊗ iB) es de











k para 1 ≤ i, j ≤ n, (2.4.23)
C
(1)





























j = idMm(E), (2.4.27)













′) para a, a′ ∈ A, (2.4.30)
y
Γ11(1) = Im, Γ
1
0(1) = 0. (2.4.31)
Demostración. ⇐) Debido al Lema 2.4.4, esta implicación es clara.
⇒) Nuevamente debido al Lema 2.4.4 es suficiente mostrar que Γ01 = 0 o, equivalentemente, que






















para i ∈ {1, . . . , n} y j ∈ {1, . . . ,m}, como queriamos.
















































para todo a ∈ A. (2.4.32)











para todo a, a′ ∈ A.
Corolario 2.4.7. Supongamos que las hipotesis de la Proposición 2.4.4 son satisfechas. Sea
iC : C → D y pC : D → C la inclusión y la proyección canónica, repectivamente. Si la aplicación
Υ := (pC ⊗A) ◦ ψ ◦ (A⊗ iC) es de torcimiento, entonces ψ es una aplicación de torcimiento si y
solo si ψ = Θ⊕Υ
Demostración. Usar la Proposición 2.4.5 y Observación 2.4.2 aplicados a B y C.
2.5 Cambio de base
La representación introducida en la Sección 2.2 depende de la elección de una base en B. En
esta sección analizamos como las representaciones ϕχ y ρ̂χ se comportan bajo el cambio de base.
Sea A, B y C álgebras sobre un cuerpo K y sea f : B → C un morfismo de álgebras. Asumamos
que B y C son finito dimensionales y fijamos las bases B = {b1, . . . , bn} y C = {c1, . . . , cm} de B








ζm1 · 1A . . . ζmn · 1A
 ∈Mm×n(A),





Proposición 2.5.1. Sean χ : A⊗B −→ B⊗A y $ : A⊗C −→ C⊗A aplicaciones de torcimiento.
La aplicación
f ⊗A : B ⊗χ A −→ C ⊗$ A





B(f) ϕχ(a) para todo a ∈ A, (2.5.33)
donde ϕ$ y ϕχ son las representaciones definidas en Corolario 2.2.9.
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Demostración. Sean γji : A → A (1 ≤ i, j ≤ n) y γ̃
j
i : A → A (1 ≤ i, j ≤ m) las aplicaciones
determinadas por la igualdad (2.3.2) aplicada a χ y $, respectivamente. Un cálculo directo usando








ζuk · γ̃ju(a) para todo a ∈ A. (2.5.34)









ζm1 · id . . . ζmn · id
 ∈Mm×n(E).
Un cálculo directo usando (2.5.33) muestra que bajo las hipótesis de la Proposición 2.5.1, tenemos
ρ̂$(f(b)




para todo b ∈ B.
Corolario 2.5.3. Sea B′ := {b′1, . . . , b′n} otra base para B y sean ϕ′χ y ρ̂′χ las representaciones
asociadas a χ de acuerdo a los Corolarios 2.2.2 y 2.2.9, pero usando la base B′ en lugar de B.
Sea M := MB
′
B (idB) y M̂ := M̂
B′
B (idB). Entonces
ϕ′χ(a) = M ϕχ(a) M
−1 and ρ̂′χ(b
op) = M̂ ρ̂χ(b
op) M̂−1, para todo a ∈ A y b ∈ B.
Demostración. Se obtiene luego de realizar el producto de matrices empleando la ecuación (2.5.33)
de la Proposición 2.5.1 y la Observación 2.5.2.
2.6 Ejemplos
2.6.1 Duplicados no-conmutativos de conjuntos finitos
Consideremos el álgebra B = K[X]〈X2−X〉 con base B = {1, X}. Las matrices de estructura de 1 y












Consideremos la aplicación χ : A ⊗ B −→ B ⊗ A. Si procedemos como en la Sección 2.1
determinamos las aplicaciones γ12 : A→ A y γ22 : A→ A tales que
χ(a⊗X) = 1⊗ γ12(a) +X ⊗ γ22(a).
Debido al Corolario 2.2.2 y Proposición 2.2.5 sabemos que la aplicación χ es un torcimiento si y
solo si las aplicaciones ρ̂χ : B
op −→Mn(E) y φ̂χ : A −→Mn(A) son representaciones matriciales.
Los productos tensoriales torcidos asociados A⊗χ B fueron estudiados en [8], donde son llamados
Non-Commutative Duplicates (En realidad, se estudian los productos tensoriales torcidos B ⊗χ A,
donde se obtienen los mismos resultados, tomando las álgebras opuestas).
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La aplicación ρ̂B : B
















Las igualdades ρ̂B(X) = ρ̂B(X
2) = ρ̂B(X)
2 determinan las condiciones
(1) γ12 ◦ γ12 = γ12 ,
(2) γ22 ◦ γ12 + γ12 ◦ γ22 + γ22 ◦ γ22 = γ22 ,
(3) (γ12 + γ
2
2)
2 = γ12 + γ
2
2 ,
que las aplicaciones γ12 , γ
2
2 deben satisfacer para que ρ̂B sea una representación.






para a ∈ A.





(4) γ12(1) = 0,
(5) γ22(1) = 1,












Es fácil verificar que las condiciones (1) y (2) implican la condición (3), mientras que las condiciones
(5) y (6) implican la condición (4). Además, las condiciones establecidas son satisfechas si y
solo si f := γ22 es un endomorfismo de A y δ := γ
2
1 es una (id, f)-derivación satisfaciendo
f = f2 + δ ◦ f + f ◦ δ (compare con [8, Definition 2.7]).

















2.6.2 Estructuras de Factorización con un factor de dimensión 2
Dado un polinomio P (X) := X2 − αX + β ∈ K[X] consideremos el álgebra B = K[X]〈P (X)〉 con












Considere la aplicación χ : A ⊗ B −→ B ⊗ A. Procedemos como antes y determinamos las
aplicaciones γ12 : A→ A y γ22 : A→ A tales que
χ(a⊗X) = 1⊗ γ12(a) +X ⊗ γ22(a).
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Como antes, χ es una aplicación de torcimiento si y solo si las aplicaciones ρ̂χ : B
op −→Mn(E)
y φ̂χ : A −→Mn(A) son representaciones matriciales. Los productos tensoriales torcidos asociados
A ⊗χ B (respectivamente B ⊗χ A) fueron estudiados en [14], donde fueron llamados quantum




La aplicación ρ̂B : B


















2) = αρ̂B(X)− βρ̂B(1) determinan las condiciones
(1) γ12 ◦ γ12 − βγ22 ◦ γ22 = αγ12 − β id,
(2) γ12 ◦ γ22 + γ22 ◦ γ12 + αγ22 ◦ γ22 = αγ22 ,
que las aplicaciones γ12 , γ
2
2 deben satisfacer para que ρ̂B sea una representación






para a ∈ A.






(3) γ22(1) = 1,












Además, las condiciones son satisfechas si y solo si f := γ22 es un endomorfismo de A y δ := γ
1
2 es
una (id, f)-derivación satisfaciendo
P (δ) = βf2 y f ◦ δ + δ ◦ f = α(f − f2),
(compare con [14, Lemma 1.1]).

















2.6.3 Aplicaciones de torcimiento con Kn
Sean B := Kn y B2 = {e1, . . . , en} la base canónica de B. Las matrices de estructura de
e1, . . . , en con respecto a (B,B) son las matrices e11, . . . , enn, donde eii es la matriz con 1 en la
i-esima entrada de la diagonal principal y 0 en las otras entradas. Dado un producto tensorial





e1 ⊗ γ̃ji (a).
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Como antes, χ es una aplicación de torcimiento si y solo si las aplicaciones ρ̂χ : B
op −→Mn(E)
y φ̂χ : A −→Mn(A) son representaciones matriciales. Los productos tensoriales torcidos A⊗χ B
fueron estudiados en [12]. Las aplicaciones Eji consideradas en dicho articulo corresponde a las
aplicaciones γ̃ij .
La aplicación ρ̂B : B
op −→Mn(E) está dada por las matrices
ρ̂B(ei) =

γ̃1i 0 . . . 0









2 = ρ̂B(ei), ρ̂B(ei)ρ̂B(ej) = 0 y ρ̂B(e1) + · · ·+ ρ̂B(en) = id
determinan las condiciones
(1) γ̃pi ◦ γ̃
p
j = δij γ̃
p





j = idA para i = 1, . . . , n,
que las aplicaciones γ̃pij deben satisfacer para que la aplicación ρ̂B sea una representación.










γ̃1n(a) . . . γ̃
n
n(a)
 para a ∈ A.









j (b) para i, j = 1, . . . , n,
(4) γ̃ij(1A) = δij1A para i, j = 1, . . . , n.
Las condiciones (1)–(4) corresponden a las condiciones (6)–(9) en [12].
Cuando n = 2, tenemos el isomorfismo k[X]〈X2−X〉 ' K
2 el cual env́ıa X a e2. Usando la
proposición 2.5.1 un cálculo directo muestra que las aplicaciones f y δ en el primer ejemplo
satisfacen
f = γ̃22 − γ̃12 y δ = γ̃12 .
La matriz de representación φ̂χ puede ser usada para definir un par (Qχ,Rχ) donde Qχ es un
quiver y Rχ es una representación del quiver Qχ, como sigue
Definición 2.6.1. El quiver Qχ es definido como sigue: El conjunto de vértices de Γχ es
{v1, . . . , vn}. Los vértices vi y vj son unidos por una flecha con inicio en vj si y solo si γij 6= 0
Definición 2.6.2. Sea Qχ el quiver asociado a φ̂χ. La representación Rχ de Qχ es definida
por la familia de espacios vectoriales {Vi}i∈Q0χ y la familia de aplicaciones K-lineales {fα}α∈Q1χ ,
donde
Vi = A, fα = γ
i
j : Vj → Vi, j = s(α), i = t(α).
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Observación 2.6.3. La aplicación χ es una aplicación de torcimiento si y solo si el par (Qχ,Rχ)
es admissible de orden n ( ver [12, Definición 1.7])
(1) Las condiciones (1)–(2) corresponden a splitted condition ( ver [12, Proposición 1.6])
(2) La condición (3) corresponde a unital condition ( ver [12, Proposición 1.6])
(3) La condición (4) corresponde a factorizable condition ( ver [12, Proposición 1.6])
2.6.4 Extensiones de aplicaciones de torcimiento con Km a aplicaciones
de torcimiento con Kn
Consideremos una aplicación de torcimiento χ : A⊗Kn −→ Kn ⊗A definida por χ(a⊗ ej) =∑n
i=1 ei ⊗ γ̃ij(a) y supongamos que existen m < n tal que la aplicación Θ: A⊗Km −→ Km ⊗A
definida por Θ(a ⊗ ej) =
∑m




j = ρ̂B(ej) =

γ̃1j 0 . . . 0





0 0 . . . γ̃mj
 , para j ∈ {m+ 1, . . . , n}.
Entonces, v́ıa la Proposición 2.4.4, tenemos C
(1)
j = 0 para j ∈ {m+ 1, . . . , n}. Aśı, γ̃ij = 0 para

















γ̃n1 (a) . . . γ̃
n
m(a)
 y ϕKn−m(a) =
γ̃
m+1










para a ∈ A.
En particular, Los productos tensoriales torcidos que se obtienen de un quiver de rango 1 con un
ciclo de longitud 2 y son estudiados en [12, teorema 4.6], son extensiones de un producto tensorial
torcido generado por la aplicación de torcimiento Θ: A⊗K2 −→ K2 ⊗A.
Por otro lado, cuando la aplicación Υ: A ⊗ Kn−m −→ Kn−m ⊗ A definida por Υ(a ⊗ ej) =∑n
i=m+1 ei ⊗ γ̃ij(a) para j ∈ {m+ 1, . . . , n} es una aplicación de torcimiento, escribamos
B
(2)
j = ρ̂B(ej) =

γ̃m+1j 0 . . . 0





0 0 . . . γ̃nj
 , para j ∈ {1, . . . ,m}.
Entonces, v́ıa el Corolario 2.4.7, resulta que B
(2)
j = 0 para j ∈ {1, . . . ,m}. Aśı, γ̃ij = 0 para






para todo a ∈ A, (2.6.36)
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Los productos tensoriales torcidos en el caso m = 2 y para los cuales Υ proviene de un quiver
de rango 1 sin ciclos de longitud 2 fueron estudiados en [12, teorema 4.6], y corresponden a
extensiones de productos tensoriales torcidos generados por alguna aplicación de torcimiento
Θ: A ⊗K2 −→ K2 ⊗ A. Por ejemplo, las aplicaciones de torcimiento para las cuales ϕΥ = id
fueron estudiadas en [12, Corollary 4.3].
Ahora, construiremos extensiones de K2 a K3. Considere una aplicación de torcimiento
χ : K3 ⊗K3 −→ K3 ⊗K3 definida por
χ(a⊗ ej) = e1 ⊗ γ̃1j (a) + e2 ⊗ γ̃2j (a) + e3 ⊗ γ̃3j (a) j ∈ {1, 2, 3}
y supongamos que la aplicación Θ: K3 ⊗K2 −→ K2 ⊗K3 definida por
Θ(a⊗ ej) = e1 ⊗ γ̃1j (a) + e2 ⊗ γ̃2j (a) j ∈ {1, 2}




Por otro lado, las aplicaciones de torcimiento K3 ⊗K2 −→ K2 ⊗K3 fueron clasificadas en
[12, teorema 4.2]. Aśı, una vez elegido Θ existen a1, a2, a3 ∈ K y una aplicación u : {1, . . . , 3} →

























[(1− ap)f∗p (a)− (1− ap)f∗u(p)(a)]fp, (2.6.40)
donde {f1, f2, f3} es la base canónica de Km y {f∗1 , f∗2 , f∗3 } es la base dual.
Con el fin de obtener una aplicación de torcimiento χ : K3 ⊗K3 → K3 ⊗K3 consideremos




2 (a)− f∗1 (a))f2, (2.6.41)
γ̃32(a) = (f
∗





Aśı, obtenenmos una aplicación de torcimiento χ de rango reducido 2.
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2.6.5 Extensiones polinomiales no conmutativas truncadas
Sea B := K[Y ]〈Y n〉 con la base B = {1, Y, Y
2, . . . , Y n−1}. Las matrices de estructura de 1 e Y con
respecto a (B,B) son las matrices
[Y ]B =

0 0 . . . 0 0
1 0 . . . 0 0






0 0 . . . 1 0
 y [1]B =

1 0 0 . . . 0
0 1 0 . . . 0






0 0 0 . . . 1
 .
Dada una aplicación χ : B⊗A −→ A⊗B tenemos aplicaciones únicas γ̃ji : A −→ A (0 ≤ i, j ≤
n− 1) tales que
χ(a⊗ Y i) =
n−1∑
j=0
Y j ⊗ γ̃ji (a).
Sabemos que χ es una aplicación de torcimiento si y solo si ρ̂χ : B
op −→Mn(E) y φ̂χ : A −→
Mn(A) son representaciones matriciales. Los productos tensoriales torcidos asociados A ⊗χ B
fueron estudiados en [10]. Las aplicaciones γji : A
op −→ Aop consideradas en dicho articulo se
encuentran relacionadas a las aplicaciones γ̃ij : A → A v́ıa las ecuaciones γ
j
i (a
op) = γ̃ij(a) para
0 ≤ i, j < n y todo a ∈ A.
La aplicación ρ̂B : B




γ̃0i 0 0 . . . 0
γ̃1i γ̃
0
























n) = 0 y ρ̂B(1) = id
determinan las condiciones










n−i ◦ γ̃li = 0 para j < n y 0 < i < n,
que las aplicaciones γ̃pij deben satisfacer para que ρ̂B sea una representación.










γ̃n−10 (a) . . . γ̃
n−1
n−1(a)
 for a ∈ A.










j (b) para i, j = 0, . . . , n− 1,
(5) γ̃ij(1A) = δij1A para i, j = 0, . . . , n− 1.
Las condiciones (1)–(5) corresponden a las condiciones (2)(a)–(d) en [10, Proposition 1.2] y la
asunción γrj = 0 para r ≥ n hecha en dicho articulo.
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Caṕıtulo 3
Clasificación de productos tensoriales
torcidos de Kn con Km
En este último caṕıtulo de la tesis estudiamos los productos tensoriales torcidos de dos álgebras
conmutativas, con lo cual ya no tendremos que trabajar con el álgebra opuesta de alguna de
ellas como ocurrió en los dos primeros caṕıtulos. Espećıficamente, trabajaremos con las álgebras
conmutativas Kn y Km. En la primera sección detallamos en este caso particular como se expresan
las matrices que corresponden a las aplicaciones γij del Corolario 2.3.1. Para esto elegimos la
representación canónica de la Sección 2.2, cuando el segundo factor es un álgebra de dimensión
finita. En la segunda sección detallamos los isomorfismos que fueron presentados en la Sección 2.5
del Caṕıtulo 2 cuando las álgebras involucradas corresponden a Kn y Km, respectivamente.
En la tercera sección aprovechamos que la aplicación πj(ei) = γ̃
j
i de la Subsección 2.6.3 es
una representación de Kn en el álgebra de matrices Mn(K) para establecer una representación
matricial del producto tensorial torcido Kn⊗χKm en el álgebra de matrices Mn(K). A partir de la
sección cuatro comenzamos el trabajo de clasificación de los productos tensoriales torcidos de Kn
con Km. Comenzamos estableciendo el resultado de clasificación en [8] empleando las herramientas
presentadas hasta la sección tres. Desde la sección cinco desarrollamos herramientas que nos
permiten caracterizar en términos de quivers las familias estándar y casi-estándar (Definición
3.45 y 3.69) de productos tensoriales torcidos de Kn con Km, lo cual nos permite obtener una
generalización del resultado obtenido por Cibils en [8, Teorema 4.2]. Además, si consideremos la
familia de productos tensoriales torcidos estándar de rango reducido 1 presentamos en nuestro
lenguaje una versión diferente de la clasificación obtenida en [12].
A continuación introducimos algunas de las notaciones que utilizaremos a lo largo de este
caṕıtulo.
- K× := K \ {0}.
- Para cada número natural i, denotaremos N∗i := {1, . . . , i}.
- Denotaremos por Eij ∈Mn(K) a las matrices con el valor 1 en la entrada i, j y 0 en las
otras entradas. De esta manera, {Eij : 1 ≤ i, j ≤ n} es la base canónica de Mn(K).
- Por simplicidad escribiremos 1 = 1n = 1Kn := (1, . . . , 1)
T .
- El śımbolo τnm sera usado para denotar a la aplicación flip K
n ⊗Km −→ Kn ⊗Km.
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3.1 Productos tensoriales torcidos de Kn con Km
Sea χ : Km ⊗Kn −→ Kn ⊗Km una aplicación lineal y sean {e1, . . . , em} y {f1, . . . , fn} las
bases canónicas de Km y Kn, respectivamente. Entonces existen escalares λklij , tales que
χ(ei ⊗ fj) =
∑
k,l
λklijfk ⊗ el para todo ei y fj . (3.1.1)
Dada una aplicación χ, para todo i, l ∈ N∗m y j, k ∈ N∗n, denotemos por A(i, l) ∈ Mn(K) y
B(j, k) ∈Mm(K) las matrices definidas por
A(i, l)kj := λ
kl
ij =: B(j, k)li. (3.1.2)
Si es necesario especificar estas aplicaciones, escribiremos Aχ(i, l) y Bχ(j, k). Más aún, A =
Aχ denotará la familia de matrices (A(i, l))i,l∈N∗m y B = Bχ denotará la familia de matrices
(B(j, k))j,k∈N∗n .
Observación 3.1.1. Las matrices B(j, k) corresponden a la representación matricial, con respecto
a la base canónica, de las aplicaciones γ̃jk que fueron introducidas en la Subsección 2.5.3.
Notación 3.1.2. Para cada i, l ∈ N∗m escribiremos Ji(l) := {j ∈ N∗n : A(i, l)jj = 1}. Si no existe
peligro de confusión (como por ejemplo, cuando trabajemos con las matrices A(1, l), . . . , A(m, l)
de una columna fija de A), escribiremos Ji en lugar de Ji(l). Similarmente, para cada i, l ∈ N∗n
denotemos J̃u(k) := {i ∈ N∗m : Bχ(u, k)ii = 1}, y escribamos J̃u en lugar de J̃u(k) cuando no
exista peligro de confusión.
Observación 3.1.3. Sea χ̃ := τmn ◦ χ ◦ τnm. Un cálculo directo muestra que
Aχ̃(i, l)kj = Bχ(i, l)kj y Bχ̃(j, k)li = Aχ(j, k)li
para cada aplicación χ : Km ⊗Kn −→ Kn ⊗Km. Más aún χ̃ es una aplicación de torcimiento si
y solo si χ lo es, (ver Proposición 1.3.3 ). En este caso, la aplicación
θ : Kn ⊗χ Km −→ Km ⊗χ̃ Kn,
definida por θ(fj ⊗ ei) := ei ⊗ fj, es un isomorfismo de álgebras. Diremos que las aplicaciones χ
y χ̃ son duales una de la otra.
Proposición 3.1.4. La aplicación χ es una aplicación de torcimiento si y solo si se satisfacen
las siguientes condiciones:
(1) δii′A(i, l) = A(i, l)A(i
′, l) para todo i, i′ y l,
(2) δjj′B(j, k) = B(j, k)B(j
′, k) para todo j, j′ y k,
(3) A(i, l)1 = δil1 para todo i y l,
(4) B(j, k)1 = δjk1 para todo j y k.
Demostración. Un cálculo directo muestra que
χ ◦ (µKm ⊗Kn) = (Kn ⊗ µKm) ◦ (χ⊗Km) ◦ (Km ⊗ χ)
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i′j para todo i, i
′, j, k, l,
que es equivalente a la condición (1), y que
χ ◦ (Km ⊗ µKn) = (µKn ⊗Km) ◦ (Kn ⊗ χ) ◦ (χ⊗Kn)








uj′ para todo i, j, j
′, k, l,
que es equivalente a la condición (2). Finalmente es directo verificar que
χ ◦ (Km ⊗ ηKn) = ηKn ⊗Km y χ ◦ (ηKm ⊗Kn) = Kn ⊗ ηKm
si y solo si las condiciones (3) y (4) son verificadas.
Observación 3.1.5. La condición (1) establece que para cada l ∈ N∗m, las matrices A(1, l), . . . , A(m, l)
conforman una familia de ortogonales idempotentes, y la condición (2) establece que para cada
k ∈ N∗n, las matrices B(1, k), . . . , B(n, k) conforman también una familia de matrices ortogonales
idempotentes. La condición (1) implica que la condición (3) se verifica si y solo si 1Kn pertenece
a la imagen de A(i, i) para todo i. Similarmente, si la condición (2) es satisfecha, entonces la
condición (4) se verifica si y solo si 1Km ∈ ImB(j, j) para todo j.




i=1B(j, k)li = δjk si y solo si
∑m
i=1A(i, l)kj = δjk.
(2)
∑n
j=1A(i, l)kj = δil si y solo si
∑n
j=1B(j, k)li = δil.
(3) δjj′B(j, k) = B(j, k)B(j
′, k)⇐⇒
∑m
h=1A(i, h)kj′A(h, l)kj = δjj′A(i, l)kj para todo i y l.
(4) δii′A(i, l) = A(i, l)A(i
′, l)⇐⇒
∑n
h=1B(j, h)li′B(h, k)li = δii′B(j, k)li para todo j y k.













A(i, h)kj′A(h, l)kj .
La prueba de los items (2) y (4) es similar.
Corolario 3.1.7. La aplicación χ es una aplicación de torcimiento si y solo si las siguientes
condiciones son satisfechas:
(1) δii′A(i, l) = A(i, l)A(i
′, l) para todo i, i′ y l,
(2) A(i, l)1 = δil1 para todo i y l,
(3)
∑m




h=1A(i, h)kjA(h, l)kj′ = δjj′A(i, l)kj para todo i, j, j
′, k y l.
Demostración. Las condiciones (1) y (2) son las condiciones (1) y (3) de la Proposición 3.1.4, y,
debido a los items (1) y (3) de la Proposición 3.1.6, las condiciones (2) y (4) son equivalentes a
las condiciones (4) y (2) de la Proposición 3.1.4, respectivamente.
Observación 3.1.8. La observación 3.1.3 y el hecho de que χ es una aplicación de torcimiento
si y solo si χ̃ también lo es, muestra que existe un corolario similar con las matrices B(j, k) en
lugar de las matrices A(i, l).
Observación 3.1.9. La condición (4) del Corolario 3.1.7 implica que el vector
(
A(i, 1)kj , . . . , A(i,m)kj
)
es ortogonal al vector
(
A(1, l)kj′ , . . . , A(m, l)kj′
)
para cada i, j, j′, k y l con j 6= j′.
Observación 3.1.10. Sean X1, . . . , Xk ∈Mn(K) tales que
∑k
j=1Xj = idn. Un cálculo directo
muestra que si
∑k
j=1 rk(Xj) ≤ n, entonces los Xi son idempotentes ortogonales, lo cual significa
que XiXj = δijXi para todo i, j.
Observación 3.1.11. Sean X1, . . . , Xk ∈Mn(K) matrices idempotentes tales que
∑k
i=1Xi = idn.








= Tr(id) = n,
la observación 3.1.10 implica el resultado.
Proposición 3.1.12. Una aplicación χ :Km⊗Kn→Kn⊗Km es una aplicación de torcimiento
si y solo si las siguientes condiciones son satisfechas:
(1) A(i, l) es idempotente para todo i y l,
(2)
∑m
i=1A(i, l) = id para todo l,
(3) A(i, l)1 = δil1 para todo i y todo l,
(4)
∑m
h=1A(i, h)kjA(h, l)kj = A(i, l)kj para todo i, j, k y l.
Demostración. A partir de la Observación 3.1.11, Proposición 3.1.6 y Corolario 3.1.7.
Definición 3.1.13. Las matrices Γχ ∈Mm(K), de A-rangos, y Γ̃χ ∈Mn(K), de B-rangos, están
definidas por
Γχ :=
 γ11 . . . γ1m... . . . ...
γm1 · · · γmm
 y Γ̃χ :=
γ̃11 . . . γ̃1n... . . . ...
γ̃n1 · · · γ̃nn
 ,
donde γil := rk(A(i, l)) y γ̃jk := rk(B(j, k)).
Corolario 3.1.14. Si χ es una aplicación de torcimiento, entonces las matrices de rangos tiene
las siguientes propiedades:
(1) δil ≤ γil ≤ n para todo i y l.
(2)
∑m
i=1 γil = n para todo l.
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(3) δjk ≤ γ̃jk ≤ m para todo j y k.
(4)
∑n
j=1 γ̃jk = m para todo k.
Demostración. Los items (1) y (2) se obtienen a partir de los items (1) y (3) del Corolario 3.1.7
y los items (3) y (4) de las correspondientes propiedades de las matrices B(j, k).
Observación 3.1.15. Sea r < m y n números naturales. A partir de la Proposición 1.3.4 se
obtiene que una aplicación de torcimiento
χ : (Kr ×Km−r)⊗Kn −→ Kn ⊗ (Kr ×Km−r)
es una extensión de una aplicación de torcimiento χ̌ de Kr con Km, si y solo si γil = 0 para todo





3.1.1 Isomorfismo de aplicaciones de torcimiento
Proposición 3.1.16. Dos aplicaciones de torcimiento χ, χ′ : Km ⊗ Kn −→ Kn ⊗ Km son
isomorfas si y solo si existen σ ∈ Sm y ς ∈ Sn tales que
Aχ′(i, l)kj = Aχ(σ(i), σ(l))ς(k)ς(j)
o, equivalentemente,
Bχ′(j, k)li = Bχ(ς(j), ς(k))σ(l)σ(i).
Demostración. Por definición χ y χ′ son isomorfas si y solo si existe un homomorfismo de álgebras
g : Km → Km y h : Kn → Kn tal que χ′ = (h−1⊗g−1)◦χ◦(g⊗h). Debido a que los automorfismos
de Kn y Km vienen dados por permutaciones de sus entradas, existen ς ∈ Sn y σ ∈ Sm tales que
g(ei) = eσ(i) y h(fj) = fς(j) para todo i ∈ N∗m y j ∈ N∗n. Entonces














Aśı, el resultado se obtiene inmediatamente de (3.1.1) y (3.1.2).
3.1.2 Representaciones en álgebras de matrices
En esta sección χ : Km ⊗Kn −→ Kn ⊗Km denotará una aplicación de torcimiento y λklij ,
A(i, l) y B(j, k) serán como al inicio de la Sección 3.1.
Proposición 3.1.17. Para cada 1 ≤ u ≤ m las fórmulas
ρu(fj ⊗ 1) := Ejj y ρu(1⊗ ei) := A(i, u)
definen una representación ρu : K
n ⊗χ Km −→Mn(K). Similarmente, para cada 1 ≤ v ≤ n las
fórmulas
ρ̃v(1⊗ ei) := Eii y ρ̃v(fj ⊗ 1) := B(j, v)
definen una representación ρ̃v : K
n ⊗χ Km −→Mm(K).
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Demostración. Claramente la restricción de ρu a K
n ⊗K · 1 es un morfismo de álgebras. Más
aún, las condiciones (1) y (3) del Corolario 3.1.7, implican que la restricción de ρu a K · 1⊗Km
es un morfismo de álgebras. Consecuentemente, ya que
(1⊗ ei)(fj ⊗ 1) =
∑
k,l
λklijfk ⊗ el =
∑
k,l
λklij (fk ⊗ 1)(1⊗ el),
para probar que ρu define una representación, es suficiente observar que, a partir de (3.1.2) y la



















La prueba para ρ̃v es similar.
Observación 3.1.18. Es posible dar una descripción completa de la imagen de ρu y ρ̃v. Para
esto, observamos que si A(i, u)kj 6= 0 para algún i, j y k, entonces Ekj ∈ Im(ρu). En efecto,
EkjA(i, u)kj = E








Entonces, la imagen de ρu es el álgebra de matrices de incidencia del pre orden sobre {1, . . . , n}
dado por k ≤ j si y solo si k = j o existe i tal que A(i, u)kj 6= 0. Por consiguiente, ρu es
sobreyectiva si y solo si para todo k 6= j existe i con A(i, u)kj 6= 0. Similarmente, la imagen de ρ̃v
es el álgebra de matrices de incidencia del pre orden sobre {1, . . . ,m} dado por l ≤ i si y solo si
l = i o existe j tal que B(j, v)li 6= 0.
Observación 3.1.19. Sea xji := fj ⊗ ei. Un cálculo directo muesta que en Kn ⊗χ Km
xkixjl = λ
kl
ijxkl = A(i, l)kjxkl = B(j, k)lixkl.
De hecho, se puede mostrar que todo ideal bilatero del álgebra Kn ⊗χ Km es generado por estos
monomios. En efecto, sea I un ideal bilatero y sea
∑









αrs(fj ⊗ 1)(fr ⊗ 1)(1⊗ es)(1⊗ ei) = αjixji,
de esta manera, si αji 6= 0, entonces xji ∈ I. Esto muestra que el ideal I es linealmente generado
por un conjunto de elementos xji.
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3.2 Aplicaciones de torcimiento de Km con K2
En esta sección emplearemos los resultados obtenidos hasta ahora para establecer que los
métodos desarrollados hasta el momento trabajan correctamente, reproduciendo el elegante
resultado obtenido por Cibils en [8], quien clasifica completamente las aplicaciones de torcimiento
de Km con K2, estableciendo una correspondencia con quivers coloreados Qf . Para esto primero
demuestra que las aplicaciones de torcimiento de Km con K2 corresponden a los llamados
2-entrelazados luego prueba el siguiente resultado
Teorema 3.2.1 ([8], Theorem 3.15). Sea A = KE el álgebra del conjunto finito E. El conjunto
YA de 2-entrelazados de A esta en biyección con los quivers univaluados sobre el conjunto E
provisto con una coloración.
Nosotros probaremos directamente usando nuestros métodos la biyección entre las aplicaciones
de torcimientos de Km con K2 y los quivers coloreados Qf .
El primer paso para obtener estos resultados es describir el quiver Qf . Consideremos una
aplicación





donde C := Km. En [8, Sección 3] se prueba que χ es una aplicación de torcimiento si y solo
si existe un morfismo de álgebras f : C → C y una derivación idempotente δ : C → fC (donde
fC es C dotado con la estructura de C-bimodulo dada por c · c′ · c′′ := f(c)c′c′′), satisfaciendo
f = f2 + δf + fδ, tal que
χ(ei ⊗X) = X ⊗ f(ei) + 1⊗ δ(ei) = X ⊗ (f + δ)(ei) + (1−X)⊗ δ(ei),
donde (ei)i∈N∗m es la base canónica de C. Con nuestras notaciones, se escribe










A(i, l)11f1 ⊗ el +A(i, l)21f2 ⊗ el
)
,






A(i, l)11 −A(i, l)21
)




El quiver Qf en [8] se construye de la siguiente manera. Debido a que f es un morfismo de





Por definición, el quiver Qf de f tiene como conjunto de vertices N
∗
m y una flecha de i hacia
ϕ(i) para cada i ∈ N∗m. Como demuestra la Proposición 3.2.3, podemos obtener este quiver
directamente a partir de la matriz de A-rangos.
Observación 3.2.2. Sea A ∈ M2(K) tal que A2 = A, A1 = 1 y rk(A) = 1, entonces existe








Proposición 3.2.3. Sea χ una aplicación de torcimiento y sea f como en 3.2.4. La matriz de
adyacencia del quiver Qf es M(χ) := (Γχ − id)T , donde Γχ es como en la Definición 3.1.13.
Demostración. Sea l ∈ N∗m. A partir del Corolario 3.1.14 se tiene que rk(A(l, l)) = 2 y A(i, l) = 0
para todo i 6= l, o rk(A(l, l)) = 1 y existe un único i 6= l tal que rk(A(i, l) = 1 y A(j, l) = 0 para todo
j /∈ {i, l}. De esta manera, si rk(A(l, l)) = 2 entonces A(l, l) = id, y además A(l, l)11−A(l, l)21 = 1.
Por otro lado si rk(A(l, l)) = 1, entonces debido a la Proposición 3.1.4 y a la Observación 3.2.2





, y por lo tanto A(l, l)11−A(l, l)21 = 0. Más aún, debido a





, y de esta manera A(i, l)11 −A(i, l)21 = 1.
Finalmente, si rk(A(j, l)) = 0, entonces A(j, l)11 − A(j, l)21 = 0. Aśı, a partir de la primera
igualdad de (3.2.3) y la igualdad (3.2.4),
M(χ)il =
{
1 si ϕ(i) = l,
0 en otro caso,
lo cual concluye la prueba.
Corolario 3.2.4. Un vértice i de Qf es un loop vertex si y solo si rk(A(i, i)) = 2.
Durante el resto de esta sección, para cada i ∈ N∗m denotemos por ai a la entrada A(i, i)11.
Deseamos determinar todas las posibles matrices A(i, l) que pueden aparecer en una aplicación
de torcimiento de Km con K2:
(1) Si rk(A(l, l)) = 2, entonces A(l, l) = id y A(i, l) = 0 para todo i 6= l.






, A(i, l) =
(
1− al al − 1
−al al
)
y A(h, l) = 0 para h /∈ {i, l}.
Ahora tenemos muchas posibilidades:
- Si rk(A(i, i)) = 2, entonces A(l, i) = 0, y de esta manera, debido a (3.1.2) y al ı́tem (2)
de la Proposición 3.1.4, se tiene
al − a2l = B(1, 1)ll − (B(1, 1)2)ll = 0, (3.2.5)
lo cual implica que al ∈ {0, 1}.





, y, nuevamente debido a (3.1.2)
y al ı́tem (2) de la Proposición 3.1.4, se tiene
(1− al)(1− ai − al) = B(1, 1)li − (B(1, 1)2)li = 0 (3.2.6)
y
al(ai + al − 1) = B(2, 2)li − (B(2, 2)2)li = 0. (3.2.7)
De esta manera ai + al = 1. Si A(l, i) 6= 0, entonces no podemos obtener condiciones
adicionales sobre al, mientras que si A(l, i) = 0, entonces, debido a (3.2.5), tenemos
al ∈ {0, 1}, y por ende existen únicamente dos casos: al = 0 y ai = 1 or al = 1 y
ai = 0.
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A continuación recordamos la definición de coloración sobre Qf en [8, Definition 3.12], pero
tomamos la coloración opuesta.
Definición 3.2.5. Una coloración de Qf es un elemento c =
∑
i ciei ∈ C tal que:
(1) Para una componente reducida del quiver ida y vuelta con vértices i y j los coeficientes ci y
cj satisfacen ci + cj = 1.
(2) Para otras componentes conexas:
(a) En el caso en que i no es un loop vertex ci ∈ {0, 1}.
(b) Para cada flecha que no tiene un loop vertex como codominio, un valor extremo es 0 y
el otro es 1.
(c) En un loop vertex i tenemos ci = 0.
Dada una aplicación de torcimiento χ : Km ⊗ K2 −→ K2 ⊗ Km consideremos las ma-
trices A(i, l) := Aχ(i, l). Debido a la Proposición 3.2.3 y la Definición 3.2.5, el elemento
c := (c1, . . . , cm) ∈ C dado por cl := A(l, l)21 es una coloración. Reciprocamente, dada una
coloración c = (c1, . . . , cm) ∈ C sobre un quiver univaluado Qf cuyo conjunto de vértices es
N
∗
m, es posible construir matrices A(i, l) ∈M2(K) de la siguiente manera: si l es un loop vertex,
entonces A(l, l) := id y A(i, l) := 0 para i 6= l. En cualquier otro caso





, donde al := cl,






- para todo i /∈ {t(l), l}, escribimos A(h, l) := 0.
Para verificar que estas matrices definen una aplicación de torcimiento, debemos verificar las
condiciones de la Proposición 3.1.4, donde las matrices B(j, k) son definidas v́ıa la ecuación (3.1.2).
Las condiciones (1) y (3) son satisfechas por construcción. La condición (2) es equivalente a la
siguiente ∑
i
A(i, l)kj = δjk para todo l, j y k,





A(l, l)kj = δjk, si rk(A(l, l)) = 2
A(l, l)kj +A(t(l), l)kj = δjk, si rk(A(l, l)) = 1.




A(i, u)kj′A(u, l)kj para todo i, j , j
′, k y l. (3.2.8)
Cuando t(l) = l, se tiene que A(u, l) = δul id para todo u, lo cual implica que se satisface la
igualdad (3.2.8). Supongamos que t(l) 6= l. Consideremos los siguientes tres casos: i = l, i = t(l) y
i /∈ {l, t(l)}. Si i = l, entonces la igualdad (3.2.8) se puede escribir de la siguiente manera
δjj′A(l, l)kj = A(l, l)kj′A(l, l)kj +A(l, t(l))kj′A(t(l), l)kj para todo j, j
′ y k;
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si i = t(l), entonces la igualdad (3.2.8) se puede escribir de la siguiente manera
δjj′A(t(l), l)kj = A(t(l), l)kj′A(l, l)kj +A(t(l), t(l))kj′A(t(l), l)kj para todo j, j
′ y k;
y finalmente, si i /∈ {l, t(l)}, entonces la igualdad (3.2.8) se puede escribir de la siguiente manera
0 = A(i, t(l))kj′A(t(l), l)kj para todo j, j
′ y k.







, A(t(l), l) =
(





- si t(t(l)) = t(l), entonces A(t(l), t(l)) = id;











y A(u, t(l)) = 0 para todo u /∈ {l, t(l)};





y A(u, t(l)) = 0 para todo
u /∈ {t(l), t(t(l))}.
3.3 Resultados Misceláneos
A lo largo de esta sección χ : Km ⊗Kn −→ Kn ⊗Km denotará una aplicación y λklij , A(i, l)
y B(j, k) serán como al inicio de la sección 3.1. También asumiremos que las matrices A(i, l) y
B(j, k) son idempotentes para todo i, l ∈ N∗m y j, k ∈ N∗n. Los siguientes resultados serán usados
en nuestra búsqueda de la clasificación de los productos tensoriales torcidos Kn ⊗χ Km.
3.3.1 Propiedades generales
Observación 3.3.1. Debido a que las matrices A(i, l) son idempotentes, se tiene rk(A(i, l)) =













Observación 3.3.2. Las matrices de rango Γχ y Γ̃χ, introducidas en la Definición 3.1.13, tienen










rk(B(j, j)) = Tr(Γ̃χ).
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3.3.2 Matrices-0,1 idempotentes estándar
Definición 3.3.3. Una matriz-0, 1 A ∈Mn(K) es llamada una matriz-0, 1 idempotente estándar
si existe r ∈ N∗n y una matriz C ∈ Mn−r×r(K) que tiene exactamente una entrada no nula en







donde idr es la idendidad de Mr(K).
Definición 3.3.4. Dos matrices A,A′ ∈Mn(K) son equivalentes v́ıa permutaciones idénticas
en filas y columnas si existe una permutación σ ∈ Sn tal que Aσ(k)σ(j) = A′kj para todo k, j.
Observación 3.3.5. Una matriz A ∈Mn(K) es equivalente v́ıa permutaciones idénticas en filas
y columnas a una matriz-0, 1 idempotente estándar si y solo si es una matriz-0, 1 con exactamente
una entrada no nula en cada fila, que satisface la siguiente condición: para cada j, si Ajj = 0,
entonces Akj = 0 para todo k.
Notación 3.3.6. Sea A ∈Mn(K) una matriz-0, 1 tal que A1 = 1. Para cada k tal que Akk = 0,
denotemos por ck = ck(A) el único indice tal que Akck = 1.
Proposición 3.3.7. Sea A ∈Mn(K) una matriz-0, 1. Si A es idempotente y A1 = 1, entonces
A es equivalente v́ıa permutaciones idénticas en filas y columnas a una matriz-0, 1 idempotente
estándar.
Demostración. Sea r := Tr(A) = rk(A), se tiene r veces la entrada 1 y n− r veces la entrada 0
sobre la diagonal de A. Aplicando una permutación idéntica en filas y columnas podemos asumir
que las primeras r entradas de la diagonal son iguales a 1. Debido a que A1 = 1, cada fila de la
matriz tiene un único 1, y el resto de entradas iguales a cero. Aśı, la primeras r filas de A son
como en (3.3.9). Ahora, r = rk(A) implica que, nuevamente como en (3.3.9), el bloque inferior
derecho de A es la matriz nula y por lo tanto el bloque inferior izquierdo es una matriz C que
satisface las condiciones requeridas.
Observación 3.3.8. Si A satisface las condiciones de la Proposición 3.3.7, entonces Ackck = 1
para cada k tal que Akk = 0.
Corolario 3.3.9. Suponga que χ es una aplicación de torcimiento. Si A(l, l) es una matriz-0, 1,
entonces A(l, l) es equivalente v́ıa permutaciones idénticas en filas y columnas a una matriz-0, 1
idempotente estándar.
Proposición 3.3.10. Suponga que χ es una aplicación de torcimiento y sea l ∈ N∗m. Si
rk(A(i, l)) rk(A(l, i)) = 0 para todo i 6= l,
entonces A(l, l) es una matriz-0, 1.





A(l, i)kjA(i, l)kj = A(l, l)
2
kj .
Aśı, A(l, l)kj ∈ {0, 1} para todo k, j.
Corolario 3.3.11. Si χ es una aplicación de torcimiento y Γχ es una matriz triangular inferior
o superior, entonces cada una de las matrices A(l, l) es una matriz-0, 1.
Observación 3.3.12. La Proposición 3.3.10 y los corolarios 3.3.9 y 3.3.11 son válidos para las
matrices B(j, j) (en el segundo corolario reemplazamos Γχ por Γ̃χ).
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3.3.3 Matrices idempotentes de rango 1
Observación 3.3.13. Al iniciar la Sección 3.2 observamos que si A ∈M2(K) satisface A2 = A,







En general, si A ∈Mn(K) tal que A2 = A, A1 = 1 y rk(A) = 1, entonces existen a1, . . . , an ∈ K
con
∑
aj = 1, tales que
A =
 a1 . . . an... . . . ...
a1 . . . an
 .
Proposición 3.3.14. Si rk(A(i, i)) = 1 para algún i ∈ N∗m, entonces existe j ∈ N∗n tal que
Γ̃jk 6= 0 para todo k. Más aún, si tal j es único, entonces A(i, i)st = δtj para todo s, t. Una
condición similar se satisface cuando se consideran B(j, j) y Γ.
Demostración. Debido a que Tr(A(i, i)) = rk(A(i, i)) = 1, entonces existe j tal que A(i, i)jj 6= 0.
La Observación 3.3.13 implica que
B(j, k)ii = A(i, i)kj = A(i, i)jj 6= 0, para todo k.
Esto implica que Γ̃jk 6= 0 para todo k. Si j es único, entonces para cada l 6= j existe k tal que
Γ̃lk = 0, y por lo tanto, nuevamente debido a la Observación 3.3.13, se tiene
A(i, i)hl = A(i, i)kl = B(l, k)ii = 0 para todo h.
El argumento para B(j, j) y Γ es el mismo.
3.3.4 Columnas de 1’s en Γχ





= (1, 1, . . . , 1), entonces Γχ = Γ̃χ es la matriz Jn cuyas entradas son todas igua-
les a 1.
Demostración. A partir de la Observación 3.3.2 y la condición (3) de la Proposición 3.1.14, se
tiene Diag
(
Γ̃χ) = (1, . . . , 1). En otras palabras, rk(B(j, j)) = 1 para todo j. Supongamos por
contradicción que Γχ 6= Jn. Entonces los items (1) y (2) del Corolario 3.1.7 establecen la existencia
de un par de números i, l tales que A(i, l) = 0. Por lo tanto, la Observación 3.3.13 implica que la
columna i de B(j, j) es cero para todo j. Entonces Diag(A(i, i)) = (0, . . . , 0), lo cual, debido a
que A(i, i) es idempotente, implica que A(i, i) = 0, una contradicción. Para Γ̃χ se procede de una
manera similar.
Proposición 3.3.16. Sea χ una aplicación de torcimiento y que n = m y sea l ∈ N∗m. Suponga
que Γχ es la matriz Jn cuyas entradas son todas iguales a 1, y que existe k tal que A(l, l)kj 6= 0
para todo j. Sea v = (v1, . . . , vn) ∈ Kn \ {0}. Si vT ∈ Im(A(i, l)) para algún i, entonces vk 6= 0
para todo k.
Demostración. Como rk(A(i, l)) = 1 y vT ∈ Im(A(i, l)), existe w = (w1, . . . , wn) ∈ Kn tal que
A(i, l) = vTw. Supongamos por contradicción que existe vk = 0. Entonces A(i, l)kj = vkwj = 0
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para todo j. Debido a (3.1.2) esto significa que B(j, k)li = 0 para todo j, y de esta manera
det
B(1, k)l1 . . . B(1, k)li . . . B(1, k)ln... . . . ... . . . ...
B(n, k)l1 . . . B(n, k)li . . . B(n, k)ln
 = 0. (3.3.10)
Por otro lado, la Observación 3.1.8 y la Proposición 3.3.15 implican que (B(1, k), . . . , B(n, k)) es
una familia completa de matrices de idempotentes ortogonales de rango 1. Si esto ocurre, entonces
la familia (B(1, k)T, . . . , B(n, k)T) también lo es. Como B(j, k)ll = A(l, l)kj 6= 0, se tiene que el
vector (B(j, k)l1, . . . , B(j, k)ln)
T genera Im(B(j, k)T), para todo j, el determinante de (3.3.10)
no puede ser cero, lo cual es una contradicción y concluye la prueba.









entonces existe una aplicación de torcimiento ξ : Kn ⊗Kn −→ Kn ⊗Kn con
Aξ(i, l) := (−1)i−1(vl  vi)T(vl  (v1 × · · · × v̂i × · · · × vn)) para todo i, l,
donde, como es usual, v̂i significa que el termino vi es omitido. Más aún, Γχ = Jn y el producto
tensorial torcido Kn ⊗χ Kn es isomorfo como álgebra a Mn(K).
Demostración. Afirmamos que las matrices Aχ(i, j) idempotentes de rango 1 satisfacen las
siguientes condiciones:








i=1Aξ(i, o) = id.
En efecto, debido a la proposición A.1





vl  (v1 × · · · × v̂i × · · · × vn)
)
(vl  vj)























Esto implica que la matriz A(i, l) es idempotente con imagen K(vl vi)
T y núcleo 〈(vl vj)T : j 6= i〉,
lo cual implica los items (1), (2) y (3) (para (2) usamos que vl  vl = 1Kn). Observe también que
Aχ(i, l)jk = (−1)i+kv−1lj vijvlk det








vi−1,1 . . . vi−1,k−1 vi−1,k+1 . . . vi−1,n







vn1 . . . vn,k−1 vn,k+1 . . . vnn

donde escribimos vj = (vj1, . . . , vjn) para cada j. Ahora consideremos los vectores wu (1 ≤ i ≤ n)
determinados por la igualdad w1...
wn
 := (vT1 . . . vTn ) ,
y definamos las matrices
Bξ(j, k) := (−1)j−1(wk wj)T(wk  (w1 × · · · × ŵj × · · · ×wn))
Se puede verificar que Aξ(i, l)kj = Bξ(j, k)li. Más aún, argumentando como en el caso de las
matrices Aξ(i, j), se puede probar que
Bξ(i, o)Bξ(j, o) = δijBξ(i, o) para todo i, j, o.
A partir de esto se obtiene inmediatamente que las matrices Aξ(i, l) satisfacen la condición (4)
del Corolario 3.1.7, lo cual termina la prueba de la existencia de χ. Claramente, Γχ = Jn. Por lo
tanto solo resta probar que Kn ⊗ξ Kn es isomorfa a Mn(K). La Observación 3.1.18 implica que
es suficiente probar que para cualquier l y todo k, j existe i tal que A(i, l)jk 6= 0. Si esto ocurre la
representación ρl es un morfismo sobreyectivo entre dos álgebras de la misma dimensión, y por lo
tanto es un isomorfismo. De esta manera, fijemos l, k, j. A partir de la igualdad
∑
iA(i, l) = id




A(i, l)kk 6= 0,
como queŕıamos.
Observación 3.3.18. De hecho la aplicación de torcimiento construida en el Teorema 3.3.17 es
única por definición. Esto puede ser probado de la siguiente manera. Si tenemos dos aplicaciones
de torcimiento χ y χ̌ con Γχ = Γχ̌ = Jn que satisfacen Aχ(i, l0) = Aχ̌(i, l0) para un l0 fijo y
para todo i, y todas las entradas de Aχ(i, l0) son no nulas, entonces χ = χ̌. La prueba se obtiene
usando la igualdad (3.1.2), la Proposición 3.3.15 y la Observación 3.3.13.
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Proposición 3.3.19. Sea (A1, . . . , An) una familia completa de matrices idempotentes ortogo-
nales de Mn(K) y sea l ∈ N∗n. Supongamos que rk(Ai) = 1 para todo i, que la imagen de cada
Ai es generada por un elemento inversible vi ∈ Kn y que Al1 = 1. Entonces existe una única
aplicación de torcimiento χ : Kn ⊗Kn −→ Kn ⊗Kn tal que A(i, l)χ = Ai para todo i.
Demostración. Claramente podemos elegir {v1, . . . ,vn} de tal manera que vl = 1 y que
det(vT1 . . .v
T
n ) = 1. Como v
T
i (v1 × · · · × v̂i × · · · × vn)vi = (−1)l−1δil = (−1)l−1Aivi, un
cálculo directo muestra que
Ai = (−1)l−1vTi (v1 × · · · × v̂i × · · · × vn) para todo i.
Aśı, la existencia de χ se obtiene del Teorema 3.3.17. La únicidad es directa a partir de la
Observación 3.3.18.
3.4 Columnas estándar y casi-estándar
Definición 3.4.1. El soporte de una matriz A ∈Mn(K) es el conjunto
Supp(A) := {(i, j) ∈ N∗n ×N∗n : aij 6= 0},
y el soporte de la fila k de A es el conjunto Supp(Ak∗) := {j ∈ N : akj 6= 0}.
Definición 3.4.2. Una familia (A(i, l))i,l∈N∗m de matrices A(i, l) ∈ Mn(K), es llamada un
pre-torcimiento de Km con Kn si satisface las condiciones (1), (2) y (3) del Corolario 3.1.7.
A lo largo de esta sección A = (A(i, l))i,l∈N∗m denotará un pre-torcimiento de K
m con Kn.
Definición 3.4.3. Diremos que la columna l0 de A es una columna estándar si
(1) A(l0, l0) es una matriz-0, 1,
(2) Supp(A(i, l0)) ⊆ Supp(A(l0, l0)) ∪ Supp(id) para todo i.
Observación 3.4.4. Supongamos que (A(i, l0))i∈N∗m es una columna estándar de A y sea k ∈ N
∗
n.
El Corolario 3.3.9 implica que la matriz A(l0, l0) es equivalente v́ıa permutaciones idénticas en filas
y columnas a una matriz-0, 1 idempotente estándar. Aśı, a partir del ı́tem (2) de la Definition 3.4.3
se tiene que todas las matrices A(i, l0) son equivalentes, v́ıa la misma permutación, a matrices
triangulares idempotentes. Por consiguiente,
(1) Para cada indice i, se tiene A(i, l0)kk ∈ {0, 1}.
(2) A(i, l0)kk = 1 para exactamente un i. Denotemos este indice por i(k) = i(k, l0).
(3) Si i 6= i(k) y i 6= l0, entonces A(i, l0)kj = 0 para todo j.
(4) A(i, l0)kj = −1 si y solo si i = i(k) 6= l0 y j = ck(A(l0, l0)). Más aún, A(i, l0)kj′ = 0 para
todo j′ /∈ {k, ck(A(l0, l0))}.
(5) A(i, l0)kj ∈ {1, 0,−1} para todo i, k, j, y A(i, l0)kj = 1 implica i = l0 or j = k.
Observación 3.4.5. A partir de la Observación 3.4.4 se obtiene que cada columna estándar
A(i, l0)i∈N∗m de un pre-torcimiento de K
m con Kn puede ser obtenida de la siguiente manera:
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(1) Elija una matriz A ∈Mn(K), la cual es equivalente a v́ıa permutaciones idénticas en filas
y columnas a un matriz-0, 1 idempotende estándar, y escribamos A(l0, l0) := A.
(2) Escribamos Jl0 := {k ∈ N∗n : A(l0, l0)kk = 1}.





n y Ji ∩ Ji′ = ∅ si i 6= i′.
(4) Para i 6= l0 definamos A(i, l0) ∈Mn(K) a través de
A(i, l0)kj :=

1 si k ∈ Ji y j = k,
−1 si k ∈ Ji y j = ck,
0 en cualquier otro caso.
A continuación generalizaremos la noción introducida en el ı́tem (2) de la Observación 3.4.4.
Observación 3.4.6. Sea l0 ∈ N∗m y k ∈ N∗n. Si A(i, l0)kk ∈ {0, 1} para todo i, entones existe un
único indice i0, el cual denotaremos por i(k) = i(k, l0) = i(k, l0,A), tal que A(i0, l0)kk = 1. Aśı,
A(i, l0)kk = δii0 .
Definición 3.4.7. Diremos que una aplicación de torcimiento χ : Km ⊗Kn −→ Kn ⊗Km es
estándar si las columnas de Aχ son columnas estándar. En este caso también diremos que el
producto tensorial torcido Kn ⊗χ Km es estándar.
Proposición 3.4.8. Una aplicación de torcimiento χ es una aplicación de torcimiento estándar
si y solo si la aplicación χ̃, introducida en la Observación 3.1.3, también lo es.
Demostración. Debido a la Observación 3.1.3 se tiene Aχ̃ = Bχ. Aśı, como la aplicación χ̃ es una
aplicación de torcimiento, solo debemos verificar que las columnas l0 de Bχ son columnas estándar
para todo l0 ∈ N∗n. La condición (1) de la Definición 3.4.3 es una consecuencia inmediata de la
condición (1) de la Observación 3.4.4. Para la condición (2) es suficiente considerar el caso i 6= l0.
La condición (4) de la Observación 3.4.4, implica que Bχ(i, l0)kj ∈ {1, 0,−1} para todo j, k y
que Bχ(i, l0)kj 6= 1 para j 6= k. Como
∑m
j=1Bχ(i, l0)kj = 0, esto implica que si Bχ(i, l0)kk = 0,
entonces la fila k se anula. Por otro lado Bχ(i, l0)kk = 1 y entonces existe exactamente un indice
j′ tal que Bχ(i, l0)kj′ = −1. Por último, resta verificar que j′ = ck(Bχ(l0, l0)). Empleando que
Bχ(i, l0) es idempotente, obtenemos que
−1 = Bχ(i, l0)kj′ =
m∑
j=1
Bχ(i, l0)kjBχ(i, l0)jj′ = Bχ(i, l0)kj′ −Bχ(i, l0)j′j′ = −1−Bχ(i, l0)j′j′ .








Bχ(i, l0)kjBχ(i0, l0)jj′ = Bχ(i0, l0)kj′ −Bχ(i0, l0)j′j′ = Bχ(i0, l0)kj′ − 1,
donde la primera igualdad es satisfecha pues Bχ(i, l0)Bχ(i0, l0) = 0. Entonces, Bχ(i0, l0)kj′ = 1,
y por ende i0 = l0, pues j
′ 6= k. Por lo tanto, j′ = ck(Bχ(l0, l0)), como queŕıamos.
59
Observación 3.4.9. Sea χ una aplicación de torcimiento y sean i 6= l y k 6= j. Entonces
Aχ(i, l)kj = −1 si y solo si Bχ(k, k)li = 1 y Aχ(l, l)kj = 1. En efecto, la condición (4) de la
Observación 3.4.4, implica que
Aχ(i, l)kj = −1⇒ Bχ(k, k)li = Aχ(i, l)kk = 1.
De esta manera, la Proposición 3.4.8 y la Observación 3.1.3 implican que la aplicación χ̃ es una
aplicación de torcimiento estándar y Aχ̃ = (Bχ(i, l))i,l∈N∗n , se obtiene también que Aχ(l, l)kj = 1.
Reciprocamente,
1 = Bχ(k, k)li = Aχ(i, l)kk ⇒ ∃!j tal que Aχ(i, l)kj = −1.
Aśı, j = ck(Aχ(l, l)).
Teorema 3.4.10. Sea (A(i))i∈N∗m y (B(k))k∈N∗n dos familias de matrices-0, 1 idempotentes
A(i) ∈Mn(K) y B(k) ∈Mm(K), tales que, para todo i y k,
(1) A(i)1 = 1 y B(k)1 = 1,
(2) A(i)kk = B(k)ii.
La familia Aχ = (Aχ(i, l))i,l∈N∗m , de matrices Aχ(i, l) ∈Mn(K) definida por
Aχ(i, l)kj :=

A(l)kj si i = l,
B(k)li si k = j,
−1 si i 6= l, k 6= j y A(l)kj = B(k)li = 1,
0 en cualquier otro caso,
define la única aplicación de torcimiento estándar
χ : Km ⊗Kn −→ Kn ⊗Km,
tal que Aχ(i, i) = A(i) y Bχ(k, k) = B(k).
Demostración. La unicidad se satisface debido a la definición de Aχ. Escribamos Bχ(j, k)li :=
Aχ(i, l)kj . Observemos que Bχ(k, k) = B(k). Debemos verificar que las condiciones (1)–(4) de la




Aχ(i, l)kj para todo i, l y k. (3.4.11)
Cuando i = l se cumple pues la estamos asumiendo. Cuando i 6= l y B(k)li = 0, tenemos que
Aχ(i, l)kj = 0 para todo j, y de esta manera la igualdad (3.4.11) es satisfecha. Finalmente,
cuando i 6= l y B(k)li = 1, tenemos que Aχ(i, l)kk = 1, Aχ(i, l)kck = −1 (donde ck = ck(A(l)))
y Aχ(i, l)kj = 0 para j /∈ {k, ck}, y nuevamente la igualdad (3.4.11) se cumple. La prueba de la
condición (4) es completamente similar. Debido a que Bχ(j, k)li = Aχ(i, l)kj , las condiciones (3)
y (4) nos dicen que
∑
iAχ(i, l) = id y
∑
j Bχ(j, k) = id para todo l y para todo k. Por lo tanto,






≤ n para todo l. (3.4.12)
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Fijemos l ∈ N∗m. Las matrices B(k) son equivalentes, v́ıa permutaciones idénticas en filas y
columnas, a matrices-0, 1 indempotente estándar, de esta manera para cada k existe un único i
tal que Aχ(i, l)kk = B(k)li = 1. Aśı,
∑
i #{k : Aχ(i, l)kk = 1} = n. Por lo tanto, para concluir







k : Aχ(i, l)kk = 1
}
para todo i.






k : Aχ(l, l)kk = 1
}
, pues A(l) es una matriz-0, 1
idempotente, mientras que, para i 6= l, a partir de
Aχ(i, l)kk ∈ {0, 1} y Aχ(i, l)kk = 0 implica que Aχ(i, l)kj = 0 para todo j,
se obtiene que #
{
k : Aχ(i, l)kk = 1
}
es el número de filas no nulas de Aχ(i, l), el cual es mayor




. Esto concluye la prueba de la condición (1) de la Proposición 3.1.4. La
prueba de la Condición (2) es completamente similar.
Notación 3.4.11. Para todo l ∈ N∗m, escribamos
F0(A, l) := {k ∈ N∗n : A(i, l)kj = δilδkj , para todo i y j}.
y para todo i, l ∈ N∗m, escribamos F (A(i, l)) := {j ∈ N∗n : A(i, l)jj = 1}.
Observación 3.4.12. La notación F (A(i, l)) fue introducida en la Notación 3.1.2, donde se
llamaba Ji(l), pero en algunos lugares preferiremos usar la expresión completa F (A(i, l)) para ser
mas precisos.
Definición 3.4.13. Diremos que la condición (4) del Corolario 3.1.7 es satisfecha en la columna
l0 de A si
m∑
h=1
A(i, h)kjA(h, l0)kj′ = δjj′A(i, l0)kj para todo i, j, j
′ y k. (3.4.13)
Proposición 3.4.14. Si la columna l0 de A es una columna estándar, entonces la condición (4)
del Corolario 3.1.7 es satisfecha en la columna l0 de A si y solo si F (A(v, l0)) ⊆ F0(A, v) para
todo v ∈ N∗m.
Demostración. ⇒) Sea v ∈ N∗m y k ∈ N∗n. Si k ∈ F (A(v, l0)), entonces A(u, l0)kk = δuv para
todo u ∈ N∗m (ver la Observación 3.4.4). De esta manera, a partir de la condición (3.4.13) con




A(i, u)kjA(u, l0)kk = δjkA(i, l0)kj = δjkA(i, l0)kk = δjkδiv
para todo i, j, lo cual nos dice que k ∈ F0(A, v), como deseábamos.
⇐) Fijemos k ∈ N∗n. Si i(k, l0) = l0, se tiene k ∈ F (A(l0, l0)) ⊆ F0(A, l0), y entonces la
condición (3.4.13) es satisfecha si y solo si
A(i, l0)kjδkj′ = δjj′A(i, l0)kj para todo i, j y j
′.
Pero esto es cierto para i 6= l0, pues A(i, l0)kj = 0, y también para i = l0, pues A(l0, l0)kj = δkj .
Si h0 := i(k, l0) 6= l0, entonces la condición (3.4.13) es satisfecha si y solo si
A(i, h0)kjA(h0, l0)kj′ +A(i, l0)kjA(l0, l0)kj′ = δjj′A(i, l0)kj para todo i, j y j
′, (3.4.14)
pues para h /∈ {h0, l0} tenemos que A(h, l0)kj′ = 0 para todo j′. Para probar que (3.4.14) es
satisfecha, tenemos que considerar los casos j = k, j = ck = ck(A(l0, l0)) y j /∈ {k, ck}. Usaremos
que se satisface A(i, h0)kj = δih0δkj para todo i, j, pues k ∈ F (A(h0, l0)) ⊆ F0(A, h0).
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- Si j = k, entonces debemos probar que
A(i, h0)kkA(h0, l0)kj′ +A(i, l0)kkA(l0, l0)kj′ = δkj′A(i, l0)kk para todo i y all j
′.
Pero esto se verifica, pues la observación 3.4.4 y a la proposición 3.3.7, implican que
A(i, h0)kk= δih0 , A(h0, l0)kj′= δkj′−δj′ck , A(i, l0)kk= δih0 y A(l0, l0)kj′= δj′ck .
- Debido a que A(i, h0)kck = 0 para todo i, cuando j = ck, la prueba se reduce a verificar
que se satisface la siguiente igualdad
A(i, l0)kckA(l0, l0)kj′ = δckj′A(i, l0)kck para todo i y all j
′.
Pero esto se verifica, pues A(l0, l0)kj′ = δj′ck .
- Si j /∈ {k, ck}, entonces ambos lados de la ecuación (3.4.14) se anulan.
De esta manera, la condición (3.4.13) es satisfecha en todos los casos.
Corolario 3.4.15. Sea χ : Km ⊗Kn −→ Kn ⊗Km una aplicación k-lineal tal que Aχ es un
pre-torcimiento. Si cada columna de Aχ es estándar, entonces χ es una aplicación de torcimiento
si y solo si F (A(i, l)) ⊆ F0(A, i) para todo i, l ∈ N∗m.
Fijados dos conjuntos X,Y , denotaremos por MX,Y (K) el conjunto de funciones de X × Y a
K. También denotaremos por idX la matriz identidad en MX(K) := MX,X(K).
Proposición 3.4.16. Sea l ∈ N∗k y sean A(1), . . . , A(k) ∈Mn(K) matrices tales que A(l) es una
matriz-0, 1 idempotente con A(l)1 = 1. Escribamos Jl := {k : A(l)kk = 1} y Jcl := N∗n \ Jl. Para
cada i escribamos
Xi := A(i)|Jl×Jl , Yi := A(i)|Jl×Jcl , Ui := A(i)|Jcl ×Jl y Wi := A(i)|Jcl ×Jcl .
Las matrices A(i) son idempotentes ortogonales tales que
∑
iA(i) = id si y solo si las siguientes
condiciones son satisfechas:
(1) Xi = 0 para todo i 6= l,
(2) Yi = 0 para todo i,
(3) WiWj = δijWi para todo i,
(4) Ui = −WiUl para todo i 6= l,
(5)
∑
iWi = idJcl .
Más aún, si las matrices A(i) satisfacen las condiciones requeridas, entonces A(i)1 = δil1.
Demostración. Sin perdida de generalidad podemos suponer que Jl = N
∗











. Sea i 6= l. Un cálculo directo muestra que A(l)A(i) = 0
si y solo si Xi = 0 y Yi = 0. Bajo esta condición, A(i)A(l) = 0 si y solo si Ui = −WiUl. Si
suponemos que todas las condiciones previas son satisfechas para todo i 6= l, tenemos que
A(i)A(j) = δijA(i) si y solo si WiWj = δijWi, y, bajo las misma condiciones,
∑
iA(i) = idn
si y solo si
∑
iWi = idJcl . La última afirmación se obtiene a partir de que Ui = −WiUl y
Ul1Jl = 1Jcl .
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A(i, l0)|Ju×Jv , donde Ji := Ji(l0). Diremos que (A(i, l0))i∈N∗m es una columna casi-estándar
de A si
(1) A(l0, l0) es una matriz-0, 1,
(2) A(i, l0)kk ∈ {0, 1} para todo i y k,
(3) Duv(i) = 0 si u 6= i y v /∈ {i, l0},











, entonces cd = ck, donde cd := cd(A(l0, l0)) y ck := ck(A(l0, l0)). Si es
necesario escribiremos d(v) o d
(v)
k en lugar de d.
Observación 3.4.18. Sea k ∈ Jl0 y sea i 6= l0. Las condiciones (1) y (2) de la Proposición 3.4.16
implican que A(i, l0)kj = 0 para todo j. Por lo tanto, D
l0v
(i) = 0 para todo v ∈ N
∗
m. Además, esto




A(i, l0) = id, el ı́tem (2) de la Definición 3.4.17 implica
que N∗n =
⋃m
i=1 Ji y Ji ∩ Ji′ = ∅ si i 6= i′. Más aún, la Observación 3.3.1 implica que #(Ji) =
rk(A(i, l0)) para todo i.
Observación 3.4.20. A partir de la igualdad
∑





para todo u ∈ N∗m, lo cual v́ıa la condición (3) implica que Duu(u) = id para todo u 6= l0 (La
Proposition 3.3.7, implica también que Dl0l0(l0) = id).
Observación 3.4.21. Nuevamente, a partir de la igualdad
∑





0 para todo u 6= v en N∗m, lo cual v́ıa la condición (3) implica que Duv(u) = −D
uv
(v) para todo
u ∈ N∗m y v ∈ N∗m \ {u, l0}.
La Observación 3.4.18 es valida para pre-torcimientos que satisfacen la condición (1) de la
Definición 3.4.17, mientras que las Observaciones 3.4.20 y 3.4.21 son validas para pre-torcimientos
que satisfacen las condiciones (1) y (3) de la misma definición.




para todo u ∈ N∗m y v ∈ N∗m \ {l0}. Combinando este resultado con la Observación 3.4.18 y 3.4.21
se obtiene que las condiciones (3) y (4) en la Definición 3.4.17 pueden ser reemplazadas por las
siguientes












entonces cd = ck, donde cd := cd(A(l0, l0)) y ck := ck(A(l0, l0)),
respectivamente.
Observación 3.4.23. Cada columna estándar de A es una columna casi-estándar de A.
Ejemplo 3.4.24. Supongamos por ejemplo que n = 10, Jl0 = {1, 2} y Ji = {5, 6, 7}. Si la
columna l0 de A es casi-estándar, entonces la matriz A(i, l0) puede tener entradas no nulas
solamente en la entradas indicadas con estrellas. En este ejemplo y en el ejemplo 3.4.27 más






0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
? ? 0 0 ? ? ? 0 0 0
? ? 0 0 ? ? ? 0 0 0
? ? ? ? ? ? ? ? ? ?
? ? ? ? ? ? ? ? ? ?
? ? ? ? ? ? ? ? ? ?
? ? 0 0 ? ? ? 0 0 0
? ? 0 0 ? ? ? 0 0 0
? ? 0 0 ? ? ? 0 0 0


Lema 3.4.25. Supongamos que la columna l0 de A satisface las condiciones (1)–(3) de la
Definición 3.4.17. Elija i, u ∈ N∗m \ {l0} y k ∈ Ju. Si A(i, l0)kck 6= 0, entonces existen indices
v ∈ N∗m \ {l0} y j ∈ Jv tales que (Duv(i))kj 6= 0. Más aún, si u 6= i, entonces necesariamente v = i.




A(i, l0)kjA(i, l0)jck =
∑
j∈N∗n
A(i, l0)kjA(i, l0)jck = A(i, l0)kck 6= 0.
Por lo tanto, la condición (3) de la Definición 3.4.17 implica la existencia de v ∈ N∗m \ {l0} y
j ∈ Jv tales que (Duv(i))kj = A(i, l0)kj 6= 0.
Para u ∈ N∗m \ {l0} y k ∈ Ju = Ju(l0), escribamos
Xk :=
{






y d(Xk) := {d(v) : v ∈Xk}.
Lema 3.4.26. Supongamos que la columna l0 de A es casi-estándar. Sea k ∈ N∗n\Jl0 y escribamos










= ∅, mientras que si v /∈ {u, l0} y




= {ck, d(v)} y A(v, l0)kck +A(v, l0)kd(v) = 0.




⊆ {k, ck} ∪ d(Xk).
Demostración. (1) Es directa.






























= A(v, l0)A(l0, l0)|Ju×Jl0 = 0.








Aśı, si Supp((Duv(v))k∗) = ∅, entonces Supp((D
ul0


































= {ck}, como deseábamos .
(3) Usando que A(u, l0)k∗ = δk∗ −
∑













lo cual, combinado con los items (1) y (2), termina la demostración.
Ejemplo 3.4.27. Las matrices
A(1, 1) :=

1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 1 0 0 0 0 0 0

, A(2, 1) :=

0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
−1− λ1 0 1 0 0 λ1 0 0
−1− λ2 0 0 1 0 λ2 0 0
0 −1 0 0 1 0 0 0
0 0 0 0 0 0 0 0
0 −λ3 0 0 λ3 0 0 0
0 −λ4 0 0 λ4 0 0 0

y A(3, 1) := id−A(1, 1) − A(2, 1) forman una columna casi-estándar de cada pre-torcimiento
de K3 con K8 que los incluya (por ejemplo si tomamos A(1, 2) = A(3, 2) = A(1, 3) = A(2, 3) = 0
y A(2, 2) = A(3, 3) = id). En este ejemplo J1 = {1, 2}, J2 = {3, 4, 5} y J3 = {6, 7, 8}.
Teorema 3.4.28. Supongamos que la columna l0 de A es casi-estándar. Entonces la condición
(4) del corolario 3.1.7 es satisfecha en la columna l0 de A (es decir, la condición (3.4.13) es
satisfecha) si y solo si las siguientes condiciones son satisfechas:






6= 0 y u 6= v 6= l0, entonces
(a) A(u, v)kj = δkj − δjd para todo j,
(b) A(v, v)kj = δjd para todo j,
(c) A(i, v)kj = 0 para i /∈ {u, v} y para todo j.
Demostración. ⇒) Los argumentos ofrecidos en la prueba de la Proposición 3.4.14 muestran que
la condición (1) es satisfecha. Entonces únicamente debemos probar la condición (2). La condición
(3) de la Definición 3.4.17 implica que
A(i, l0)kd = 0 para i /∈ {u, v}, (3.4.15)
lo cual, considerando que
∑
iA(i, l0) = id y k 6= d, implica que







Más aún, a partir de la condición (1) se tiene k ∈ Ju ⊆ F0(A, u), y entonces
A(i, u)kj = δiuδkj para todo i y j. (3.4.17)
Las ecuaciones (3.4.15) y (3.4.17), permiten escribir la igualdad (3.4.13) con j′ = d como sigue
δiuδkjA(u, l0)kd +A(i, v)kjA(v, l0)kd = δjdA(i, l0)kd para todo i y j. (3.4.18)
Cuando i = u, a partir de (3.4.16) y (3.4.18), se obtiene que
δkjA(u, l0)kd −A(u, v)kjA(u, l0)kd = δjdA(u, l0)kd para todo j,
lo cual corresponde al ı́tem (a), puesA(u, l0)kd 6= 0. Por otro lado, cuando i 6= u, la igualdad (3.4.18)
se reduce a
A(i, v)kjA(v, l0)kd = δjdA(i, l0)kd para todo j,
lo cual combinado con las ecuaciones (3.4.15) y (3.4.16), nos permite obtener los items (b) y (c).
⇐) Debemos demostrar que∑
h∈N∗m
A(i, h)kjA(h, l0)kj = A(i, l0)kj para todo i, k y j. (3.4.19)
Fijemos k ∈ N∗n y escribamos u := i(k, l0). Si k ∈ F (A(l0, l0)) = F0(A, l0), entonces A(i, l0)kj =
δil0δkj para todo i y j, entonces la igualdad (3.4.19) se verifica trivialmente. De esta manera










= ∅, mientras que si h /∈ {u, l0} y




= {ck, d(h)} y A(h, l0)kck +A(h, l0)kd(h) = 0,




⊆ {k, ck} ∪ d(Xk).
Aśı, si j′ /∈ {k, ck} ∪ d(Xk) ambos lados de la igualdad (3.4.19) son iguales a cero. Por otro lado,




A(i, h)kjA(h, l0)kj′ = δjj′A(i, l0)kj′ para todo i, j y j
′. (3.4.20)
Esta igualdad se satisface para j′ = k pues las condiciones (3)–(5) implican A(h, l0)kk = 0 para
todo h ∈ N∗m \ {u}. Ahora, supongamos que j′ = d(v) con v ∈ Xk. Las condiciones (3)–(5)
implican que A(h, l0)kd(v) = 0 si h /∈ {v, u}. Más aún, a partir de la definición de Xk se tiene
v 6= u, y entonces la Observación 3.4.21 implica que
A(u, l0)kd(v) = −A(v, l0)kd(v) .
Por lo tanto, para todo j la igualdad (3.4.20) se escribe
(




−δjd(v)A(v, l0)kd(v) si i = u,
δjd(v)A(v, l0)kd(v) si i = v,







6= 0 y u 6= v 6= l0, esta igualdad es satisfecha por el ı́tem (2). Supongamos
ahora que j′ = ck. La condición (4) implica que h /∈ {u, l0} y A(h, l0)kck 6= 0 si y solo si h ∈Xk.
Aśı, el ı́tem (c) de la condición (2) y que A(l0, l0)kck = 1, cuando i 6= u; permite escribir la
ecuación (3.4.20) como
δjkδiuA(u, l0)kck +A(i, l0)kj +
∑
h∈{i}\{u,l0}
A(i, h)kjA(h, l0)kck = δjckA(i, l0)kck , (3.4.21)
mientras que, el ı́tem (a) de la condición (2) y que A(l0, l0)kck = 1, cuando i = u; permiten
escribir la misma ecuación como
δjkA(u, l0)kck +A(u, l0)kj +
∑
h∈Xk
(δkj − δjd(h))A(h, l0)kck = δjckA(u, l0)kck . (3.4.22)
Si i = l0, entonces la igualdad (3.4.21) se satisface debido a que δl0u = 0 y A(l0, l0)kj = δjck .
Supongamos ahora que i /∈ {u, l0}. Como δiu = 0 y A(l0, l0)kck = 1, la ecuación (3.4.21) se
convierte en
A(i, i)kjA(i, l0)kck +A(i, l0)kj = δjckA(i, l0)kck para todo j. (3.4.23)





Por otro lado, el ı́tem (b) de la condición (2) implica que si i ∈Xk, entonces A(i, i)kj = δjd(i) ,
entonces la igualdad (3.4.23) se obtiene facilmente a partir del siguiente resultado que proviene





= {ck, d(i)} y A(i, l0)kck +A(i, l0)kd(i) = 0.
Resta considerar el caso i = u. Si j = ck, entonces la igualdad (3.4.22) es claramente satisfecha,
mientras que si j = k, entonces esta es satisfecha pues∑
h∈N∗m
A(h, l0)kck = 0 y A(l0, l0)kck = A(u, l0)k = 1.
Supongamos que j = d(v) con v ∈ Xk. En este caso la igualdad (3.4.22) se satisface, pues, la
condición (4) y la Observación 3.4.21, implican
A(v, l0)kck = −A(v, l0)kd(v) = A(u, l0)kd(v) .
Finamente, si j /∈ {k, ck} ∪ d(Xk), entonces la igualdad (3.4.22) es trivial.
Definición 3.4.29. Diremos que la columna l0 de A tiene rango reducido r si existen exactamente
r ı́ndices i 6= l0 tales que A(i, l0) 6= 0. En este caso escribiremos rrankA(l0) = r. Si A es asociado
con una aplicación χ como al inicio de la Sección 3.1, entonces usaremos rrankχ(l0) como un
sinónimo de rrankA(l0).
Observación 3.4.30. Sea A = (A(i, l))i,l∈N∗m un pre-torcimiento de K
m con Kn. Si la columna
l de A tiene rango reducido 1 y A(l, l) es una matriz-0, 1, entonces la columna l de A es estándar.
Observación 3.4.31. Sean l0, u ∈ N∗m y sea k ∈ Ju. Supongamos que A es una familia de
matrices asociada con una aplicación de torcimiento de Km con Kn y que las condiciones (1)
y (2) de la Definición 3.4.17 son satisfechas para la columna l0 de A. La Observación 3.4.6 implica
que A(v, l0)kk = δuv para todo v. Por lo tanto, si empleamos la condición (4) del Corolario 3.1.7
con j′ = k, obtenemos
A(i, u)kj = δiuδkj para todo i y j. (3.4.24)
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Las siguiente proposición es una variante de la Observación 3.4.30
Proposición 3.4.32. Sea l0 ∈ N∗m. Supongamos que A es una familia de matrices asociada a una
aplicación de torcimiento de Km con Kn y que las condiciones (1) y (2) de la Definición 3.4.17
son satisfechas para la columna l0 de A.
(a) Si la condición (3) es satisfecha, entonces la columna l0 de A es casi-estándar.
(b) Si el rango reducido de la columna l0 de A es menor o igual a 2, entonces la columna l0 de
A es casi-estándar.
Demostración. Como en la Definición 3.4.17, para todo i, u, v ∈ N∗m escribamosDuv(i) := A(i, l0)|Ju×Jv ,
donde Ji := Ji(l).
(a) Debemos probar que si la condición (3) de la Definición 3.4.17 es satisfecha, entonces la







≤ 1 para todo u, v ∈ N∗m \ {l0} y k ∈ Ju. (3.4.25)
La Observación 3.4.20 muestra que esta condición se verifica para u = v = i. Entonces, podemos







A(i, l0)kd1 = 0 para i /∈ {u, v} y A(v, l0)kd1 = −A(u, l0)kd1 6= 0, la condición (4) del Corolario 3.1.7
con i = u, l = l0 y j = j
′ = d1 implica
A(v, v)kd1 −A(v, u)kd1 = 1.
Un argumento similar muestra que la condición (4) del Corolario 3.1.7(4) con i = u, l = l0, j = d1
y j′ = d2, implican
A(v, v)kd1 −A(v, u)kd1 = 0,
lo cual es una contradicción.






, entonces cd = ck. Cuando v = u esto se verifica





= {d, cd}. (3.4.26)

































































= {cd}, como necesitábamos.
Debido al Lema 3.4.25, si A(h, l0)kck 6= 0, entonces h ∈ {u, v, l0}. Entonces el ı́tem (4) del
Corolario 3.1.7 con j = d, j′ = ck y i = v implica
A(v, l0)kd +A(v, v)kdA(v, l0)kck +A(v, u)kA(u, l0)kck = 0,
donde estamos usando que A(l0, l0)kck = 1. Pero la ecuación (3.4.24) implica que A(v, u)kd =
δvuδkd = 0, y entonces, necesariamente A(v, l0)kck 6= 0, lo cual, debido a la ecuación (3.4.26),
implica que ck = cd.
(b) Si el rango reducido de la columna l0 de A es menor que 2, entonces la columna es estándar y
el resultado es trivial (ver Observación 3.4.23). De esta manera podemos asumir que el rango
reducido es 2. Debido al ı́tem (a) y la Observación 3.4.22, es suficiente probar que Duv(i) = 0,
cuando i 6= l0 y u, v /∈ {i, l0}. Como el rango reducido de la columna l0 es 2, existen dos ı́ndices
i0, i1 6= l0 tales que A(i, l0) 6= 0 si y solo si i ∈ {l0, i0, i1}. Entonces debemos probar que Dibib(ia) = 0
para a ∈ {0, 1} y b := 1− a. Elijamos k ∈ Jib . Primero probaremos que se cumple una de las dos
condiciones siguientes
Supp(A(ib, l0)k∗) ⊆ {k, ck} o ∃! d tal que d ∈ Supp(A(ib, l0)k∗) \ {k, ck}. (3.4.27)
Supongamos por contradicción que existe d 6= e ∈ Supp(A(ib, l0)k∗) \ {k, ck}. Observemos primero
que A(l0, l0) +A(ia, l0) +A(ib, l0) = id y Supp(A(l0, l0)k∗) = {ck}, para f /∈ {k, ck}, implican
A(ia, l0)kf = −A(ib, l0)kf . (3.4.28)
Aśı, la ecuación (3.4.24) implica que A(ib, ib)kd = 0. Más aún, como Supp(A(l0, l0)k∗) = {ck}, se
tiene
A(l0, l0)kd = A(l0, l0)ke = 0.
Por lo tanto, a partir de la condición (4) del Corolario 3.1.7 con j = j′ = d y i = ib, obtenemos
que
A(ib, ia)kdA(ia, l0)kd =
∑
u
A(ib, u)kdA(u, l0)kd = A(ib, l0)kd 6= 0,
lo cual implica que A(ib, ia)kd 6= 0. Por otro lado, la condición (4) del Corolario 3.1.7 con j = d,
j′ = e y i = ib, implican que
A(ib, ia)kdA(ia, l0)ke =
∑
u
A(ib, u)kdA(u, l0)ke = 0,
de esta manera, necesariamente A(ia, l0)ke = 0. Pero esto es imposible, pues A(ia, l0)ke =
−A(ib, l0)ke 6= 0. Por lo tanto, la condición (3.4.27) es satisfecha.
Afirmamos que si existe tal d, entonces d ∈ Jia . En efecto, debido a que k ∈ Jib tenemos que
A(ia, l0)kk = 0, y de esta manera, la igualdad (3.4.28), implica que si d ∈ Supp(A(ib, l0)k∗)\{k, ck},
entonces Supp(A(ia, l0)k∗) = {ck, d}. Ahora usamos que la matriz A(ia, l0) es idempotente, y
obtenemos
A(ia, l0)kd = A(ia, l0)k∗A(ia, l0)∗d
= A(ia, l0)kckA(ia, l0)ckd +A(ia, l0)kdA(ia, l0)dd
= A(ia, l0)kdA(ia, l0)dd,
pues A(ia, l0)ckd = 0 debido a la Observación 3.4.18. De esta manera A(ia, l0)dd = 1, lo cual
significa que d ∈ Jia , como afirmamos. Por lo tanto,
Supp(A(ia, l0)k∗) ⊆ Jl0 ∪ Jia ,
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lo cual implica que Supp((Dibib(ia))k∗) = Supp(A(ia, l0)k∗) ∩ Jib = ∅ para todo k ∈ Jib , como
queŕıamos.
Definición 3.4.33. Diremos que una aplicación de torcimiento χ : Km ⊗Kn −→ Kn ⊗Km es
casi-estándar si las columnas de Aχ son casi-estándar.
Proposición 3.4.34. Una aplicación de torcimiento χ : Km⊗Kn −→ Kn⊗Km es casi-standard
si y solo si la aplicación χ̃, introducida en la Observación 3.1.3, es una aplicación de torcimiento
casi-estándar.
Demostración. Debido a la Proposición 3.4.32, la Observación 3.1.3 y que χ es una aplicación de
torcimiento si y solo si χ̃ también lo es, para probar la Proposición3.4.34 es suficiente verificar
que si toda columna de Aχ es casi-estándar, entonces cada columna de Aχ̃ = Bχ satisface las
condiciones (1), (2) y (3) de la Definición 3.4.17. Supongamos que cada columna de Aχ es
casi-estándar. Empleando la igualdad (2.3) es facil verificar que las condiciones (1) y (2) son
satisfechas para las columnas de Bχ. Por lo tanto, la Observación 3.4.22 nos indica que solo
debemos probar que D̃uv(j) := Bχ(j, k)|J̃u×J̃v (donde J̃u := J̃u(k)) son matrices nulas para j 6= k y
u, v /∈ {j, k}. De esta manera la prueba se reduce a probar que
Bχ(j, k)ls = Aχ(s, l)kj = 0 para todo k /∈ {j, u, v}, j /∈ {u, v}, l ∈ J̃u y s ∈ J̃v.
Por otro lado, se tiene que
l ∈ J̃u y s ∈ J̃v si y solo si Aχ(l, l)ku = 1 y Aχ(s, s)kv = 1,
y, en este caso,
j /∈ {u, v} si y solo si Aχ(l, l)kj = 0 y Aχ(s, s)kj = 0,
para esto es suficiente verificar que si k /∈ {j, u, v} y la columna l de Aχ es casi-estándar, entonces
Aχ(l, l)ku = 1
Aχ(s, s)kv = 1
Aχ(l, l)kj = 0
Aχ(s, l)kj 6= 0
⇒ Aχ(s, s)kj 6= 0.
Claramente s 6= l. Más aún k ∈ Jw(l) con w 6= s pues en otro caso se tendŕıa que Aχ(s, l)kj = 0





gracias al Lema 3.4.26 se tiene que j /∈ Jl(l) ∪ Jw(l). Por lo tanto, debido a la condición (3) de la
Definición 3.4.17 y a la Observación 3.4.21, se tiene
j ∈ Supp((Dws(s))k∗) = Supp((D
ws
(w))k∗) y w 6= s 6= l.
De esta manera, a partir de la condición (2b) del Teorema 3.4.28 obtenemos que Aχ(s, s)kj = δjj 6=





Por un lado, como Aχ(l, l)ku = 1, se tiene que k /∈ Jl, lo cual implica que Aχ(l, l)kk = 0; j 6= k,





, de esta manera Aχ(l, l)kj = 0.
Proposición 3.4.35. Cada columna casi-estándar A(i, l0)i∈N∗m de un pre-torcimiento de K
m
con Kn puede ser obtenida de la siguiente manera:
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(1) Elija una matriz A ∈ Mn(K), que sea equivalente v́ıa permutaciones identicas de filas y
columnas a una matriz-0, 1 idempotente estándar y escriba A(l0, l0) := A.
(2) Escriba Jl0 :=
{
k ∈ N∗n : A(l0, l0)kk = 1
}
y Jcl0 := N
∗
n \ Jl0 .





n y Ji ∩ Ji′ = ∅ si i 6= i′.
(4) Escriba z := {i ∈ N∗m : Ji 6= ∅} y elija D
ij
(i)∈MJi×Jj (K) para i 6= j en z \ {l0}, tales que
(a) Dri(r)D
ij





≤ 1 para todo i 6= j y k ∈ Ji,




, entonces cd = ck, donde cd := cd(A(l0, l0)) y ck := ck(A(l0, l0)).
(5) Escriba
(a) Dij(j) := −D
ij
(i) para todo i 6= j in z \ {l0},
(b) Dii(i) := idJi para todo i ∈ z \ {l0},
(c) Drj(i) := 0 para todo i, j, r ∈ z \ {l0} tales que i /∈ {j, r},








para k ∈ Ju y j ∈ Jv (Observe que u, v 6= l0).
(7) Escriba C := A(l0, l0)|Jcl0×Jl0 . Para cada i ∈ z \ {l0}, defina A(i, l0) como la única matriz
que satisface
A(i, l0)|Jcl0×Jcl0 = W
(i), A(i, l0)|Jcl0×Jl0 = −W
(i)C y A(i, l0)|Jl0×N∗n = 0.
(8) Para i /∈ z escriba A(i, l0) := 0.
Demostración. Probaremos primero que la construcción nos da una columna casi-estándar de un
pre-torcimiento. Comenzamos verificando que las condiciones (1), (2) y (3) del Corolario 3.1.7







= W (i) para todo i ∈ z \ {l0}. Pero la
primera igualdad se obtiene del item (5), mientras que la segunda igualdad, se obtiene de los
items (4)(a) y (5).
Solo falta verificar que las condiciones (1) y (4) de la Definción 3.4.17 y las condiciones (3’)
y (4’) de la Observación 3.4.22 se satisfagan. La condición (1) es clara; la condición (2) se obtiene
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de (5)(b), (5)(c) y (7); la condición (3’), se obtiene de (5)(c); y la condición (4’), se obtiene de
(4)(b), (4)(c) y (5)(b).
Ahora, verificaremos que cualquier columna casi-estándar de matrices idempotentes puede
ser construida con este método. Para esto, aplicamos primero una permutacion idéntica en filas
y columnas, si es necesario, para asumir que A(l0, l0) es una matriz-0, 1 idempotente estándar.
Entonces empleamos la Proposición 3.4.16, la Definición 3.4.17 y las Observaciones 3.4.18, 3.4.20
y 3.4.21, para mostrar, que las matrices A(i, l0) pueden ser construidas como afirma la proposición.
Observación 3.4.36. Supongamos que hemos realizado los pasos indicados en los puntos (1)–(3)
de la Proposición 3.4.35. Un algoritmo para construir las matrices Dij(i) que satisfacen el item (4)
de la Proposición 3.4.35 es el siguiente:
- Escribamos z := z \ {l0} y fijemos un orden total en ∆z := (z×z) \ {(x, x) : x ∈ z}.
- Para incrementar (i, j) ∈ ∆z realizamos la siguiente construcción para todo k ∈ Ji, lo cual
produce las matrices Dij(i):










(b) Sea Dji :=
{




d∗ = 0 para todo (j, r) < (i, j)
}





k∗ := 0. De otro modo elegimos d ∈ D
j




:= λδvd para todo v ∈ Jj.
Esta construcción garantiza que para un par (i, j) fijado se tiene que Dri(r)D
ij
(i) = 0 para todo
(r, i) < (i, j) y Dij(i)D
jr
(v) = 0 para (j, r) < (i, j). También se desprende de la construcción que para





que satisfacen el ı́tem (4) de
la Proposición 3.4.35.
Sea χ : Km ⊗ Kn −→ Kn ⊗ Km una aplicación de torcimiento y sea r < m. Gracias a la
Proposición 1.3.4 sabemos que existe una aplicación de torcimiento
χ̌ : Kr ⊗Kn −→ Kn ⊗Kr




1≤i,l≤r si y solo si Aχ(i, l) = 0 para todo i > r y l ≤ r. Ahora supongamos
que tenemos una aplicación de torcimiento
χ̌ : Kr ⊗Kn −→ Kn ⊗Kr.
Sea A = (A(i, l))1≤i,l≤m un pre-torcimiento el cual es una extension de la familia Aχ̌ =
(Aχ̌(i, l))1≤i,l≤r tal que
- A(i, l) = 0 si i > r y l ≤ r,
- para l > r, la columna l de A es una columna casi-estándar.
En el siguiente teorema damos condiciones necesarias y suficientes para que A defina una aplicación
de torcimiento.
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Teorema 3.4.37. Sea A como lineas arriba. Para todo u, v, l ∈ N∗m con l > r, escribamos
Duv(i,l) := A(i, l)|Ju×Jv . La familia A define una aplicación de torcimiento si y solo si
(1) Para todo i ∈ N∗m, ⋃
l>r






6= 0, con u 6= v 6= l, entonces
(a) A(u, v)kj = δkj − δjd para todo j,
(b) A(v, v)kj = δjd para todo j,
(c) A(i, v)kj = 0 para i /∈ {u, v} y para todo j.
Más aún, existen u 6= v 6= l tales que Duv(u,l) 6= 0 si y solo si la columna l no es una columna
estándar.
Demostración. La última afirmación es una consecuencia inmediata de la Definición 3.4.3 de
columna estándar.




A(i, h)kjA(h, l)kj′ =
r∑
h=1
A(i, h)kjA(h, l)kj′ = δjj′A(i, l)kj ,
debido a que A(h, l) = 0 cuando h > r y χ̌ es una aplicación de torcimiento; mientras que para
l > r se emplea el Teorema 3.4.28.
⇒) Se obtiene inmediatamente a partir del Teorema 3.4.28.
Proposición 3.4.38. Sea A un pre-torcimiento de Km con Kn. Supongamos que A(i, i) = id
para todo i ∈ N∗m−1. Entonces A es la familia Aχ de matrices asociadas con una aplicación de





es una columna estándar.
Demostración. ⇒) Debido a las hipótesis es claro que la matriz de rangos Γχ introducida en la







Por lo tanto, Γχ satisface las hipótesis de la Proposición 3.3.10 para l = m, y de esta manera
A(m,m) es una matriz-0, 1. Solo falta verificar que el ı́tem (2) de la Definición 3.4.3 es satisfecho
para l0 = m, i.e., que
A(k,m)ij 6= 0⇒ A(m,m)ij 6= 0 para k < m y i 6= j;







Bχ(j, i)tt = rk((Bχ(j, i)) para todo i 6= j,
y Bχ(j, i)mk = A(k,m)ij .
⇐) A partir de la Observación 3.4.18 se obtiene que F (A(m,m)) = F0(A,m) y A(i, i) = idn
implica que F0(A, i) = N∗n para todo i < m. Entonces gracias al Teorema 3.4.37 obtenemos el
resultado que queŕıamos.
73
3.5 Rango reducido 1
En [12] se estudia el caso de las aplicaciones de torcimiento χ en las cuales todas las columnas
de Aχ tienen rango reducido menor o igual a 1 (ver Definición 3.4.29). En esta sección empleamos
las herramientas desarrolladas, que son completamente diferentes a las desarrolladas en [12], para
describir estas aplicaciones de torcimiento.
Proposición 3.5.1. Sea χ : Km⊗Kn −→ Kn⊗Km una aplicación de torcimiento. Supongamos
que rrankχ(l) = 1 y Aχ(i, l) 6= 0 donde i 6= l. Entonces las siguientes condiciones son satisfechas:
(1) Si Aχ(l, i) = 0, entonces la columna l de Aχ es estándar. Más aún, si Aχ(l, l)kk = 0,
entonces Aχ(i, i)kj = δkj para todo j.
(2) Si Aχ(l, i) 6= 0 y rrankχ(i) = 1, entonces existe una aplicación de torcimiento ψ : K2 ⊗
Kn −→ Kn ⊗K2 con Aψ(a, b) := Aχ(f(a), f(b)), donde a, b ∈ {1, 2}, f(1) := i y f(2) := l.
Demostración. (1) La Proposición 3.3.10 implica que las matrices Aχ(l, l) son matrices-0, 1, y
claramente se obtiene









De esta manera la columna l de Aχ es estándar. La última afirmación se obtiene a partir de la
Proposición 3.4.14, pues Aχ(l, l)kk = 0 implica k ∈ F (Aχ(i, l)).
(2) La familia de matrices (Aψ(a, b))1≤a,b≤2 satisface las condiciones del Corolario 3.1.7. En
efecto, las tres primeras condiciones se obtienen directamente, mientras que la última se obtiene
fácilmente, debido a que si v ∈ {i, l} se tiene
m∑
h=1
Aχ(u, h)kjAχ(h, v)kj′ = Aχ(u, i)kjAχ(i, v)kj′ +Aχ(u, l)kqAχ(l, v)kj′ .
Proposición 3.5.2. Sea A = (A(i, l))1≤i,l≤m un pre-torcimiento de Km con Kn. Para cada
columna l cuyo rango reducido es 1, denotemos por i(l) el único i(l) 6= l tal que A(i(l), l) 6= 0.
Si rrankA(l) ≤ 1 para todo l, existe una aplicación de torcimiento χ : Km ⊗Kn −→ Kn ⊗Km
con Aχ = A si y solo si para cada l ∈ N∗m tal que rrankA(l) = 1 se satisfacen las siguientes
condiciones:
(1) Si A(l, i(l)) = 0, entonces:
(a) A(l, l) es equivalente a una matriz-0, 1 idempotente estándar v́ıa permutaciones idénticas
en filas y columnas,
(b) A(i(l), i(l))kj = δkj para todo j, cuando A(j, j)kk = 0.
(2) Si A(l, i(l)) 6= 0, entonces existe una aplicación de torcimiento ψ : K2 ⊗Kn −→ Kn ⊗K2
con Aψ(a, b) := Aχ(f(a), f(b)), donde a, b ∈ {1, 2}, f(1) := i y f(2) := j.
Demostración. Las condiciones son necesarias debido a a la Proposición 3.5.1 y al Corolario 3.3.9.
Por otro lado, un cálculo rutinario muestra que si A satisface los items (1) y (2), entonces también
se satisface el ı́tem (4) del Corolario 3.1.7.
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Asociamos a cada quiver Qχ una aplicación de torcimiento χ : K
m ⊗Kn −→ Kn ⊗Km de la
siguiente manera. Los vértices son 1, . . . ,m y la matriz de adyacencia de Qχ es la matriz-0, 1 con
1 en la entrada (i, l) si y solo si i 6= l y Aχ(i, l) 6= 0.
La Proposition 3.5.2 permite construir todas las aplicaciones de torcimiento χ : Km ⊗Kn −→
Kn ⊗Km de rango reducido 1 ( esto significa que cada columna de Aχ tiene rango reducido
menor o igual a 1, y al menos una de estas columnas tiene rango reducido 1). Para esto es
suficiente considerar las aplicaciones de torcimiento con quiver asociado conexo, debido a que
toda aplicación de torcimiento es suma directa de aplicaciones de torcimiento restringidas a cada
componente conexa.
Observación 3.5.3. Si χ es una aplicación de torcimiento de rango reducido 1, entonces cada
componente conexa del quiver Qχ tiene a lo más un ciclo propio orientado. En efecto, esto se
obtiene a partir de que cada vértice del quiver es la cabeza de a lo más una flecha que proviene de
otro vértice, pues el rango reducido de χ es 1.
Las aplicaciones de torcimiento de Kn con Km con rango reducido 1 fueron clasificadas
completamente en [12] v́ıa tres teoremas que corresponden a cada una de las tres posibilidades
para una componente conexa Q de una quiver Qχ:
(1) Q no contiene un ciclo de longitud 2.
(2) Q es un ciclo de longitud 2.
(3) Q contiene propiamente un ciclo de longitud 2.
Según [12], las aplicaciones de torcimiento Kn con Km se encuentran en correspondencia
biuńıvoca con las representaciones partidas, unitarias y factorizables del quiver Q.
Teorema 3.5.4 ([12], Theorem 2.13). Sea A = Km y Q un quiver de rango reducido 1 sin
ciclos de longitud 2. Una representación partida, unitaria y factorizable de Q esta únicamente
definida por un conjunto de aplicaciones idempotentes ui : {1, . . . ,m} → {1, . . . ,m} con i ∈ Q0,
satisfaciendo las siguientes condiciones: Si α ∈ Q1 no es un ciclo cerrado y p ∈ {1, . . . ,m},
entonces us(α)(p) = p o ut(α)(p) = p.
Teorema 3.5.5 ([12], Theorem 4.2). Sea A = Km y sea Q un ciclo de longitud 2. Entonces
el conjunto de K-endomorfismos lineales ϕ := {ϕ1, ϕ2, ϕα1 , ϕα2} define una representación
partida, unitaria y factorizable de Q si y solo si existen a1, a2, . . . , am ∈ K y una aplicación




























(1− ap)(f∗p − f∗u(p))
]
fp, (3.5.31)
y, además, ellas satisfacen las siguientes condiciones:
(1) Si u(p) = p, entonces ap = 0.
(2) Si u(p) 6= p, entonces ap + au(p) = 1. Además, si u2(p) 6= p, entonces ap ∈ {0, 1}
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Observación 3.5.6. Estos dos teoremas corresponden a los dos primeros casos, que con nuestras
herramientas desarrolladas son fáciles de describir: En el primer caso la Proposición 3.5.1 nos
dice que todas las columnas son estándar. De esta manera es suficiente considerar las aplicaciones
de torcimiento estándar compatibles con la elección del quiver Q en el sentido de que Aχ(i, l) 6= 0
si y solo si la matriz de adyacencia de Q tiene 1 en la entrada (i, l). En el segundo caso χ se
obtiene a partir de una aplicación de torcimiento ψ : K2⊗Kn −→ Kn⊗K2, como en la Condición
(2) de la Proposición 3.5.2.
Definición 3.5.7 ([12], Definition 4.5). La Data D(u, a) es definida por
(1) Las aplicaciones u1, u2, . . . , un : {1, . . . ,m} → {1, . . . ,m}, donde u1 = u2 = u y para cada
i ≥ 3 las aplicaciones ui son idempotentes.
(2) Los elementos a1, . . . , am ∈ K satisfacen las condiciones (1) y (2) del Teorema 3.5.5.
Teorema 3.5.8 ([12], Theorem 4.6). La data D(u, a) define una representación partida, unitaria
y factorizable de Q si y solo si, para todo α ∈ Q1 \ {α1, α2} y todo punto p ∈ {1, . . . ,m} tal que
us(α)(p) 6= p y ut(α) 6= p, se satisface solo una de las siguientes condiciones:
(1) s(α) = 1 y ap = 1.
(2) s(α) = 2 y ap = 0.
Usando nuestros métodos podemos realizar una construcción distinta de todas las aplicaciones
de torcimiento correspondientes al tercer caso.
Proposición 3.5.9. Sea Q un quiver con n vértices, conexo que contiene propiamente un lazo
cerrado de longitud 2, tal que cada vértice del quiver es la cabeza de a lo más una flecha que proviene
de otro vértice y sea ψ una aplicación de torcimiento de K2 con Kn tal que Aψ(1, 2) 6= 0 6= Aψ(2, 1),
entonces existe, salvo isomorfismos, una única aplicación de torcimiento χ de Kn con Km de rango
reducido 1 tal que Aχ coincide con la familia A = (A(i, l))i,l∈N∗m de matrices A(i, l) ∈ Mn(K)
definida como sigue
(1) Si el ciclo de longitud 2 del quiver Q se encuentra en los vértices i, j, denotemos
A(h, i) := 0 y A(h, j) := 0 para h /∈ {i, j},
y
A(f(a), f(b)) := Aψ(a, b), donde a, b ∈ {1, 2}, f(1) := i y f(2) := j.
(2) Para cada vértice l ∈ Q0 \ {i, j}, elijamos una columna estándar (A(u, l))u∈Q0 tal que
- A(u, l) 6= 0 si y solo si Q tiene una flecha de u hacia l,
- F (A(v, l)) ⊆ F0(A, v) para todo v ∈ Q0 y l ∈ Q0 \ {i, j}.
Demostración. La Proposición 3.4.37 garantiza que la familia A define una aplicación de torci-
miento. Por otro lado, las Proposiciones 3.5.1, 3.5.2 y la Observación 3.5.3 muestran que si χ es
una aplicación de torcimiento de rango reducido 1 tal que Aχ satisface las condiciones (1) y (2),
entonces el quiver Qχ contiene un ciclo de lontigud 2 y existe una aplicación de torcimiento ψ de
K2 con Km.
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3.6 Quiver asociado a aplicaciones de torcimiento estándar
y casi-estándar
En esta sección construiremos los quivers que caracterizan completamente a las aplicaciones
de torcimiento estándar. Más aún, el quiver indica como es posible generar una aplicación de
torcimiento casi-estándar a partir de uno estándar.
3.6.1 Caracterización de los productos tensoriales torcidos estándar
El propósito de esta sección es caracterizar completamente los productos tensoriales torcidos
estándar de Kn con Km. En particular, probaremos que estas correspoden a álgebras con radical
de Jacobson cuadrado igual cero. El resultado principal generaliza el resultado obtenido por Cibils
en [8, Teorema 4.2]. Sea
χ : Km ⊗Kn −→ Kn ⊗Km
una aplicación de torcimiento estándar. Como mencionamos en la Observación 3.1.19, para cada
j ∈ N∗n y i ∈ N∗m denotaremos por xji al producto fj ⊗ ei. Además, en dicha observación vimos
que
xkixjl = Aχ(i, l)kjxkl.
Observación 3.6.1. Debido a la Observación 3.4.4 obtenemos que
Aχ(i, l)kj =

1 si k ∈ Jl(l), i = l y j = k,
1 si k /∈ Jl(l), i = l y j = ck(Aχ(l, l)),
1 si k /∈ Jl(l), i = i(k, l,Aχ) (lo cual significa que k ∈ F (Aχ(i, l))) y j = k,
−1 si k /∈ Jl(l), i = i(k, l,Aχ) y j = ck(Aχ(l, l)),
0 en cualquier otro caso,
lo cual en términos de los xij se escribe
xkixjl =

xkl si k ∈ Jl(l), i = l y j = k,
xkl si k /∈ Jl(l), i = l y j = ck(A(l, l)),
xkl si k /∈ Jl(l), i = i(k, l,A) y j = k,
−xkl si k /∈ Jl(l), i = i(k, l,A) y j = ck(A(l, l)),
0 en cualquier otro caso.
Observación 3.6.2. La Observación 3.6.1 implica que xkixjl = 0, si j /∈ Jl(l), k = j y i = l,




j /∈Jl(l)Kxjl es un ideal
bilátero de cuadrado cero de Kn ⊗χ Km. Además, la Observación 3.1.19 implica que cada ideal
bilátero incluyendo propiamente a I tiene un elemento idempotente xjl, y por lo tanto este no es
un ideal nilpotente. Aśı, I es el radical de Jacobson J(Kn ⊗χ Km) de Kn ⊗χ Km.
Sea χQ el quiver cuyo conjunto de vértices es χQ0 := {(j, i) ∈ N∗n ×N∗m : j ∈ Ji(i)}, y cuyo
conjunto de flechas es χQ1 := {αjl : l ∈ N∗m y j ∈ N∗n \ Jl(l)}, y con aplicaciones fuente y meta
s, t : χQ1 −→
χQ0 definidas por
s(αjl) := (j, i(j, l,Aχ)) y t(αjl) := (i(l, j,Bχ), l) = (cj(Aχ(l, l)), l).
La buena definición de las aplicaciones s y t es debida a la Proposición 3.4.14 y a la Observa-
ción 3.3.8, respectivamente.
77
Observación 3.6.3. La condición (4) de la Observación 3.4.4 implica que en el quiver χQ existe
una flecha del vértice (k, i) hacia el vértice (j, l) si y solo si Aχ(i, l)kj = −1.
A continuación calculamos los productos xkixjl en términos de las aplicaciones s y t. Debido
a los cálculos obtenidos en la observación 3.6.1, se satisfacen las siguientes condiciones:
(a) Si k ∈ Ji(i) y j ∈ Jl(l), entonces xkixjl =

xjl si (k, i) = (j, l),
−xkl si (k, i) = s(αkl) y (j, l) = t(αkl),
0 en cualquier otro caso.
(b) Si k /∈ Ji(i) y j ∈ Jl(l), entonces xkixjl =
{
xki si (j, l) = t(αki),
0 en cualquier otro caso.
(c) Si k ∈ Ji(i) y j /∈ Jl(l), entonces xkixjl =
{
xjl si (k, i) = s(αjl),
0 en cualquier otro caso.
(d) Si k /∈ Ji(i) y j /∈ Jl(l), entonces xkixjl = 0.
Teorema 3.6.4. El producto tensorial torcido Kn ⊗χ Km es isomorfo al álgebra de radical de
cuadrado cero K χQ/〈χQ21〉.
Demostración. Para cada vértice (j, l) ∈ χQ0 escribamos In(j, l) := {αki ∈
χQ1 : (j, l) =
t(αki)}. Un cálculo directo y largo usando las condiciones (a)–(d) muestran que la aplicación
φ : χQ0 ∪
χQ1 → Kn ⊗χ Km, definida por
φ(j, l) := xjl +
∑
In(j,l)
xki para (j, l) ∈ χQ0 y φ(αjl) := xjl para αjl ∈
χQ1,
se extiende a un morfismo de álgebras φ : K χQ −→ Kn ⊗χ Km. Debido a que los elementos xjl
generan linealmente Kn ⊗χ Km, el morfimos φ es sobreyectivo. Más aún, el ı́tem (d) implica
que un camino de longitud 2 de χQ tiene imagen cero. Como ambas álgebras K χQ/〈χQ21〉 y
Kn ⊗χ Km tienen la misma dimensión, la aplicación inducida
φ : K χQ/〈χQ21〉 −→ Kn ⊗χ Km
es un isomorfismo de álgebras, como queŕıamos.
La siguiente observación generaliza la version correcta de [8, Teorema 4.6].
Observación 3.6.5. El quiver χQ = (χQ0,
χQ1) asociado con la aplicación de torcimiento
estándar χ de Km con Kn satisface las siguientes condiciones:
(1) χQ0 ⊆ N∗n ×N∗m y para todo l ∈ N∗m existe j ∈ N∗n tal que (j, l) ∈
χQ0,
(2) χQ1 = {αjl : (j, l) ∈ (N∗n ×N∗m) \
χQ0},
(3) Para todo (j, l) ∈ (N∗n × N∗m) \
χQ0 existen i ∈ N∗m y k ∈ N∗n tales que s(j, l) = (j, i) y
t(j, l) = (k, l).
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Rećıprocamente, si Q = (Q0, Q1) es un quiver que satisface las condiciones (1), (2) y (3), entonces
existe una única aplicación de torcimiento estándar χ de Km con Kn, tal que Q = χQ. En efecto,
empleamos el Teorema 3.4.10 para construir la aplicación χ a partir de Q. Es suficiente determinar
las familias de matrices (A(l))l∈N∗m y (B(j))j∈N∗n de matrice-0, 1 idempotentes A(l) ∈Mn(K) y
B(j) ∈Mm(K) tales que:
(1) {(j, l) ∈ N∗n ×N∗m : A(l)jj = 1} = Q0,
(2) si (j, l) /∈ Q0 y t(αjl) = (k, l), entonces A(l)jk = 1,
(3) si (j, l) /∈ Q0 y s(αjl) = (j, i), entonces B(j)li = 1,
(4) A(l)1 = 1, B(j)1 = 1 y A(l)jj = B(j)ll, para todo l y j.
Para esto definamos la fila j de A(l) y la fila l de B(j) como sigue:
(1) Si (j, l) ∈ Q0, entonces escribamos A(l)jh := δjh,
(2) si (j, l) /∈ Q0, entonces escribamos A(l)jh := δkh, donde k es definido por t(αjl) = (k, l),
(3) si (j, l) ∈ Q0, entonces escribamos B(j)lh := δlh,
(4) si (j, l) /∈ Q0, entonces escribamos B(j)lh := δih, donde i es definido por s(αjl) = (j, i).
3.6.2 Construcción iterativa de los productos tensoriales torcidos casi-
estándar
El propósito de esta subsección es presentar un método para construir los productos tensoriales
casi-estándar de Km con Kn. Emplearemos las notaciones de las secciones previas, para ser
precisos aquellas introducidas en la Sección 3.4. El Teorema 3.4.10 nos permite asociar de manera
evidente una aplicación de torcimiento estándar χ̂ a cada aplicación de torcimiento casi-estándar
χ. Esto nos permite asociar un Quiver χQ := χ̂Q a cada aplicación de torcimiento casi-estándar
χ : Km ⊗Kn −→ Kn ⊗Km. A partir de la construcción en el Teorema 3.4.10, se tiene
Aχ̂(l, l) = Aχ(l, l) and Aχ̂(i, l)kk = Bχ̂(k, k)li = Bχ(k, k)li = Aχ(i, l)kk
para todo i, l y k. Por lo tando, Ji(l) de χ̂ coincide con Ji(l) de χ para todo i y l; y entonces la
construcción de Aχ̂ puede ser realizada fácilmente usando la Observación 3.4.5.
Proposición 3.6.6. Sea χ : Km⊗Kn −→ Kn⊗Km una aplicación de torcimiento casi-estándar
y sean u, l ∈ N∗m y k, d ∈ N∗n. Supongamos que Aχ(u, l)kd 6= 0 y sea v ∈ N∗m tal que d ∈ Jv(l). Si
Aχ(u, l)kk = 1 y Aχ̂(u, l)kd = 0, entonces u, v y l son tres elementos diferentes de N
∗
m, k ∈ Ju(l),
d /∈ {k, ck}, donde ck = ck(Aχ(l, l)) y
Aχ(u, l)kd = −Aχ(v, l)kd = Aχ(v, l)kck . (3.6.32)
Más aún, cd = ck, donde cd = cd(Aχ(l, l)), y existen las siguientes flechas en el quiver de χ̂:
- αkv, de (k, u) hacia (d, v),
- αkl, de (k, u) hacia (ck, l),
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- αdl, de (d, v) hacia (cd, l).
Demostración. La igualdad Aχ(u, l)kk = 1 implica que k ∈ Ju(l). Más aún, u 6= l, pues en otro
caso se tiene
0 6= Aχ(l, l)kd = δkd ⇒ d = k ⇒ Aχ̂(l, l)kd = Aχ(l, l)kk = 1,
lo cual contradice que Aχ̂(u, l)kd = 0. También, debido a esta igualdad, para probar que d /∈ {k, ck},
es suficiente observar que
Aχ̂(u, l)kk = Bχ̂(k, k)lu = Bχ(k, k)lu = Aχ(u, l)kk = 1,
y que Aχ̂(u, l)kck = −1 debido al Teorema 3.4.10. Como u 6= l y d /∈ {k, ck}, la condición (3)
del Lema 3.4.26 implica que v 6= l y v 6= u. Además, como Aχ(u, l)kd 6= 0, la condición (4) de
la Definición 3.4.17 implica que cd = ck. La primera igualdad en (3.6.32) se obtiene a partir de
la Observación 3.4.21 mientras que la segunda se obtiene de la condición (2) del Lema 3.4.26 y
la condición (2) del Corolario 3.1.7. Más aún, αkl, αdl y αkv son flechas de
χQ pues k /∈ Jl(l),
d /∈ Jl(l) y k /∈ Jv(v) debido a la condición (2b) del Teorema 3.4.28. Además, los vértices de inicio






























= cd, pues Aχ̂(l, l) = Aχ(l, l),
donde en el primer y segundo ı́tem las ultimas igualdades se satisfacen debido a la condición (2)
del Teorema 3.4.28.
Definición 3.6.7. Sean χ : Km⊗Kn −→ Kn⊗Km una aplicación de torcimiento casi-estándar,
u, v, l ∈ N∗m, k ∈ Ju(l) y d ∈ Jv(l). Supongamos que u 6= l 6= v y que existen las siguientes flechas
en el quiver de χ̂:
- αkv, de (k, u) hacia (d, v),
- αkl, de (k, u) hacia (ck, l) (donde ck = ck(Aχ(l, l))),
- αdl, de (d, v) hacia (cd, l) (donde cd = cd(Aχ(l, l))).




= ∅, entonces para cada λ ∈ K definamos la aplicación
χ
1
: Km ⊗Kn −→ Kn ⊗Km,
por




Aχ1 (v, l)kck := λ,
Aχ
1
(u, l)kck := Aχ(u, l)kck − λ,
Aχ
1
(i, t)js := Aχ(i, t)js cuando (i, t, j, s) /∈ {(u, l, k, d), (v, l, k, d), (v, l, k, ck), (u, l, k, ck)}.
Si es necesario ser más precisos la aplicación χ
1
será denotada por Λλ(k,u),(d,v),(ck,l)(χ).
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Proposición 3.6.8. A partir de la definición de χQ, la existencia de las flechas αkv, αkl y αdl
implican que k ∈ Ju(u) \ (Jv(v) ∪ Jl(l)), d ∈ Jv(v) \ Jl(l) y ck ∈ Jl(l). Por lo tanto, u, v y l son
tres elementos distintos de N∗m y k, ck y d son tres elementos distintos de N
∗
n. Más aún,
Aχ(u, l)kd = 0, Aχ(v, l)kd = 0 y Aχ(v, l)kck = 0.














debido a la Observación 3.4.21; y la tercera igualdad se satisface
pues, en caso contrario, dedibo al Lema 3.4.25 existen j ∈ Jv(l) tal que (Duv(v,l))kj 6= 0 (lo cual es
imposible pues, la Observación 3.4.21, implica (Duv(u,l))kj = −(D
uv
(v,l))kj 6= 0).
Observación 3.6.9. Si λ = 0 en la Definición 3.6.7, se tiene χ1 = χ.
Teorema 3.6.10. Sea χ una aplicación de torcimiento que satisface las condiciones hechas en la
Definición 3.6.7, entonces χ1 es una aplicación de torcimiento casi-estándar.
Demostración. En efecto, como k, ck y d son tres elementos diferentes de N
∗
n, se tiene Aχ1 (i, t)jj =
Aχ(i, t)jj para todo i, t y j. Entonces F (Aχ1 (i, l)) = F (Aχ1 (i, l)) para todo i y t. En otras palabras
Ji(t) no depende de λ. Más aún, si χ1 es una aplicación de torcimiento casi-estándar, entonces
clamaramente χ̂1 = χ̂. Además, Aχ̂(u, l)kd = 0, pues Supp(Aχ̂(u, l)k∗) = {k, ck}, mientras que,
debido a la Observación 3.6.3, se tiene Aχ̂1(u, l)kck = −1, lo cual debido a la Observación 3.4.9
implica que Aχ
1
(u, l)kk = Aχ̂
1
(u, l)kk = 1. Por lo tanto, si λ 6= 0, entonces las hipótesis de
la Proposición 3.6.6 son satisfechas por χ
1
, demostrando que es una aplicación de torcimiento
casi-estándar.
Observación 3.6.11. Si χ es una aplicación de torcimiento que satisface las condiciones hechas
en la Definición 3.6.7, entonces χ
1
es una aplicación de torcimiento (casi-estándar), y se cumple
Γχ1 = Γχ y Γ̃χ1 = Γ̃χ.
Proposición 3.6.12. Sean χ, χ
1
, u, v, l, k, d, αkv, αkl, αkd y λ como en la Definición 3.6.7.
Supongamos que λ 6= 0. Si χ
1
es una aplicación de torcimiento casi-estándar, entonces







(d, k) y Bχ
1
(ck, k) son matrices idempotentes.
Más aún, la condición (2) implica que χ
1
es una aplicación de torcimiento (casi-estándar).
Demostración. La Observación 3.6.10 implica que Aχ
1
(u, l)kk = Aχ(u, l)kk = 1, y de esta manera,
la condición (1) del Teorema 3.4.28, implica que
Aχ1 (i, u)kj = δiuδkj = Aχ̂(i, u)kj para todo i, j.





Aχ1 (v, v)kj si i = v,
Aχ
1
(i, v)kk si k = j,
−1 si i 6= v, j 6= k y Aχ
1
(v, v)kj = Aχ
1
(i, v)kk = 1,
0 en cualquier otro caso.
Aśı, para terminar la prueba del ı́tem (1) es suficiente mostrar que para todo i 6= v y j 6= k,
Aχ1 (v, v)kj = δjd, Aχ1 (i, v)kk = δiu y Aχ1 (i, v)kj = −δiuδjd.
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Pero debido a que Aχ
1
(u, l)kd 6= 0, esto se obtiene fácilmente a partir de la condición (2) del
Teorema 3.4.28. El ı́tem (2) se obtiene inmediatamente de los items (1) y (2) de la Proposición 3.1.4.
Rećıprocamente, Las Proposiciones 3.1.6 y 3.1.12, y la condición (2) de la Proposición 3.6.12 son
suficientes para que χ
1
sea una aplicación de torcimiento, pues
∑
iAχ1 (i, h) = idKn para todo h y
Aχ1 (i, h)1 = 1 para todo i y h. Finalmente un cálculo directo muestra que las condiciones (1)–(4)
de la Definición 3.4.17 son satisfechas.
Corolario 3.6.13. Bajo las condiciones hechas en la Definición 3.6.7, si χ es estándar, entonces
χ
1
es una aplicación de torcimiento casi-estándar.
Demostración. Cuando λ = 0 es obvio, mientras que cuando es distinto de 0, realizando unos






(d, k) y Bχ
1
(ck, k) son matrices idem-
potentes.
Observación 3.6.14. Un cálculo sencillo muestra que si χ1 de la Definición 7.7 es una aplicación
de torcimiento, entonces la construcción χ1 a partir de χ corresponde a una deformación formal







(a⊗ b) = µ0(a⊗ b) + λµ1(a⊗ b),
donde µ0 es la multiplicación en D := K
n ⊗χ Km y µ1 : D ⊗D −→ D es la aplicación definida
por
µ1(xku ⊗ xdl) = 1
µ1(xkv ⊗xckl) = 1
µ1(xkv ⊗ xdl ) = −1
µ1(xku ⊗ xckl) = −1
y
µ1(xpq ⊗ xrs) = 0 cuando (xpq, xrs) /∈ {(xku, xdl), (xkv, xdl), (xku, xckl), (xkv, xckl)}.
Observación 3.6.15. Cada aplicación de torcimiento casi-estándard se obtiene de una aplicación
de torcimiento estándar y la aplicación repetida de la contrucción de la Definición 3.6.7, de esta







, . . . .
Observación 3.6.16. Sea χ : Km ⊗ Kn −→ Kn ⊗ Km una aplicación de torcimiento casi-
estándar. Para cada u, l, v ∈ N∗m y k, d ∈ N∗n tales que u, l y v son tres elementos diferentes de
N
∗
m, k ∈ Ju(u), d ∈ Jv(v) y Aχ(u, l)kd 6= 0, el quiver de χ̂ tiene un triángulo con vértices (k, u),
(d, v) y (ck, l), y flechas αkv, αkl y αdl, de (k, u) hacia (d, v), (k, u) hacia (ck, l), y (d, v) hacia
(ck, l), respectivamente. En efecto, debido a la condición (4) de la Definición 3.4.17 se tiene que
ck = cd, de esta manera la Definición 3.6.7 establece el triángulo deseado.
3.6.3 Radical de Jacobson de un producto tensorial torcido casi-estándar
Sea χ : Km⊗Kn −→ Kn⊗Km una aplicación de torcimiento casi-estándar. Para cada j ∈ N∗n
y l ∈ N∗m, sean xjl como en la Observación 3.1.19. En esta sección probaremos que, como en el caso
cuando χ es estándar, el ideal de Jacobson J(C) de C := Kn⊗χKm es el ideal I :=
⊕
j /∈Jl(l)Kxjl
de C (desafortunadamente cuando χ no es estándar el ideal I puede no ser un ideal de cuadrado




Teorema 3.6.17. Sea χ, C y I como mencionamos antes. Entonces I es el ideal de Jacobson de
C.
Demostración. Para cada j, k ∈ N∗n y i, l ∈ N∗m, si i 6= l or k 6= j, entonces
xkixjl = Aχ(i, l)kjxkl ∈ I.
En efecto, si k /∈ Jl(l), la igualdad se consigue a partir de la definición de I, y si k ∈ Jl(l),
la igualdad es verificada pues a partir de la condición (1) del Teorema 3.4.28 se obtiene que
Aχ(i, l)kj = 0. De esta manera, I es un ideal bilátero de C. Para culminar la demostración es
suficiente mostrar que
xj1l1 · · ·xjn+1ln+1 = 0 para cada xj1l1 , . . . , xjn+1ln+1 ∈ I. (3.6.33)
Como los li pertenecen a N
∗
m, existen u < v tal que lu = lv. Claramente podemos asumir que si
v > u+ 1, entonces lu+1 6= lv. Un argumento inductivo muestra que




Como ju /∈ Jlu(lu) se tiene
Aχ(lu, lv)juju+1 = δcju ,ju+1 donde cju = ck(Aχ(lu, lv)).
Por lo tanto, si ju+1 6= cju la igualdad (3.6.33) es satisfecha. Por otro lado, si ju+1 = cju ∈ Jlv (lv),
entonces v > u+ 1 (pues ju+1 /∈ Jlu+1(lu+1)), y la igualdad (3.6.33) se satisface pues
Aχ(lu+1, lv)ju+1,ju+2 = δlu+1,lvδju+1,ju+2 = 0
debido a la condición (1) del Teorema 3.4.28.
Corolario 3.6.18. Bajo la hipótesis del Teorema 3.6.17, el álgebra cociente CJ(C) es isomorfa
al producto directo
∏
j∈Jl(l)Kxjl de cuerpos, y existe una subálgebra A '
C




Demostración. La primera afirmación se obtiene a partir de que para cada i, l ∈ N∗m, k ∈ Ji(i) y
j ∈ Jl(l), con j 6= k,
xjlxjl = A(l, l)jjxjl = xjl,
xkixjl = A(i, l)kjxkl ∈ I si k /∈ Jl(l)
y
xkixjl = A(i, l)kjxkl = 0 si k ∈ Jl(l).
La segunda afirmación se obtiene aplicando directamente el teorema Wedderburn-Malcev ([28,
Chapter 11]).
Observación 3.6.19. Si χ : Km ⊗ Kn −→ Kn ⊗ Km es una aplicación de torcimiento casi-
estándar que no es estándar, entonces J(C)2 6= 0.
3.7 Clasificación en dimensiones bajas
En esta sección determinamos las aplicaciones de torcimiento de K3 con K3. Para lograr esto
es conveniente describir en primer lugar y en detalle las aplicaciones de torcimiento de K2 con
K2 y las aplicaciones de torcimiento de K2 con K3.
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3.7.1 Aplicaciones de torcimiento de K2 con K2
Teorema 3.7.1. Si χ : K2⊗K2 → K2⊗K2 es una aplicación de torcimiento, entonces K2⊗χK2
es isomorfa a una de las siguientes álgebras
(1) K4,
(2) El álgebra de caminos del Quiver Q:
(3) El álgebra de caminos del Quiver Q: ,
(4) M2(K).
Demostración. Primero emplearemos nuestros resultados para obtener manera directa una clasifi-
cación de todas las aplicaciones de torcimiento χ : K2 ⊗K2 −→ K2 ⊗K2. Esta clasificación ya
se obtuvo en [24]. Debido al Corolario 3.1.14 y la Proposición 3.1.16 podemos suponer que las

















Primer caso Si la matriz de rango Aχ es Γ1, entonces A(1, 1) = A(2, 2) = id. Por lo tanto, χ
es el flip y K2 ⊗χ K2 ∼= K4.
Segundo caso Si la matriz de rango Aχ es Γ2, entonces χ es una aplicación de torcimiento
estándar (use la Proposición 3.3.10 y la Observación 3.4.30), y se puede verificar fácilmente que χ
es equivalente v́ıa permutaciones idénticas en filas y columnas a la aplicación de torcimiento χ′
con











o, lo que es lo mismo, a una aplicación de torcimiento estándar con quiver
χ′Q = α22
(1, 1) (1, 2)
(2, 1) (2, 2)
.
Aqúı los puntos representan los vértices de χ
′
Q, y el ćırculo en blanco en la coordenada (2, 2),
indica que la flecha α22 inicia en la fila 2 y termina en la columna 2. De esta manera es fácil
recuperar las matrices de Aχ′ a partir de χ
′
Q. Se tiene:











De aqúı en adelante simplemente representaremos los quivers de esta aplicación de torcimiento y
de sus aplicaciones de torcimiento equivalentes como
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donde existe un punto en la posición (j, i) cuando (j, i) es un vértice (es decir, j ∈ Ji(i)); y existe
un ćırculo blanco en la posición (j, l) cuando el quiver tiene una flecha αjl que inicia en la fila
j y termina en la columna l (que además es única). Los quivers asociados con las aplicaciones
de torcimiento estándar de K3 con K2 y de K3 con K3 serán representados por diagramas
construidos siguiendo las mismas instrucciones.
Tercer caso Si la matriz de rangos Aχ es Γ3, entonces debido a la condición (3) del Corola-






, Aχ(2, 1) =
(






1− a′ a′ − 1
−a′ a′
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, Aχ(2, 1) =
(







a− 1 1− a
)






Si empleamos nuevamente la ecuación (3.1.2) obtenemos que Bχ(i, j) = Aχ(i, j) para i, j = 1, 2,
lo cual permite verificar fácilmente que las condiciones de la Proposición 3.1.4 son satisfechas.
Por lo tanto una familia de aplicaciones de torcimiento es parametrizada por a ∈ K. Empleando
la Proposición 3.1.16 se puede observar que las aplicaciones de torcimiento correspondientes a a y
1− a son isomorfas. Más aún, si empleamos nuevamente la Proposición 3.1.16, se puede verificar
que este es el único isomorfismo entre estas aplicaciones de torcimiento. Si a ∈ {0, 1}, entonces la
aplicación de torcimiento es estándar y el quiver es uno de los siguientes
o .
Debido a la Observación 3.6.2 el radical de Jacobson de K2 ⊗χ′ K2 es un k-espacio vectorial
de dimensión dos. Por otro lado, La Proposición 3.1.17 y la Observación 3.1.18 implican que para
a /∈ {0, 1}, el morfismo ρ1 : K2 ⊗χ K2 −→M2(K), dado por
ρ1(fj ⊗ 1) := Ejj and ρ1(1⊗ ei) := Aχ(i, 1),
es un isomorfismo de álgebras.
3.7.2 Aplicaciones de torcimiento de K3 con K2
Ahora emplearemos los resultados para clasificar todas las aplicaciones de torcimiento χ de
K3 con K2 ( debido a la Observación 3.1.3, la Proposición 3.4.8 y la Proposición 3.4.34, esto
origina inmediatamente una clasificación similar para las aplicaciones de torcimiento de K2 con
K3).
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Teorema 3.7.2. Si χ : K3 ⊗K2 → K2 ⊗K3 es una aplicación de torcimiento, entonces χ es
una aplicación de torcimiento estándar y corresponde a uno de los casos del siguiente cuadro
Cuadro 3.1: Aplicaciones de torcimiento estándar de K3 con K2
#
∑






















































i Tr(A(i, i)) =
∑
j Tr(B(j, j)) y # equiv. indica la cantidad de aplicaciones
de torcimiento estándar equivalentes (De ahora en adelante diremos que dos aplicaciones de
torcimiento estándar de Km con Kn son equivalentes si ellas son isomorfas).



























, Aχ(3, 2) =
(









, Aχ(2, 3) =
(
a −a
a− 1 1− a
)






y obtenemos un álgebra isomorfa a K2 ⊕M2(K).
Demostración. Debido al Corolario 3.1.14 y la Proposición 3.1.16 podemos asumir que la matriz
de rangos Aχ corresponde a una de las siguientes:
Γ1 =
2 0 00 2 0
0 0 2
 , Γ2 =
2 0 00 2 1
0 0 1
 , Γ3 =
2 1 10 1 0
0 0 1
 , Γ4 =




2 0 00 1 1
0 1 1
 , Γ6 =
1 0 00 1 1
1 1 1
 , Γ7 =




Debido a la Proposición 3.3.10, excepto eventualmente en los casos Γ5 y Γ6, las matrices Aχ(l, l)
son matrices-0, 1, lo cual, debido a la Observación 3.4.30 implica que χ es una aplicación de
torcimiento estándar. De esta manera podemos enumerar todas las posibles aplicaciones de
torcimiento estándar (para esto empleamos el método que presentamos en la Observación 3.6.5):
Si Γχ = Γ5, entonces χ es una suma directa del flip de K con K
2 y una aplicación de
torcimiento χ′ de K2 con K2 con Γχ′ = ( 1 11 1 ), y el álgebra del producto tensorial torcido es
isomorfa a K2 ⊕ A, donde A es el producto tensorial torcido K2 ⊗χ′ K2. Aśı que es estándar
(recuperando el caso #5 en la lista),
Si Γχ = Γ6, entonces de la Proposición 3.3.10 y la Observación 3.4.30 se tiene que la primera























Debido a la Proposición 3.1.16 podemos asumir, y lo haremos, que Aχ(1, 1) = ( 1 01 0 ). Más aún, la
Observación 3.1.15 implica que las matrices Aχ(i, j) para i, j ∈ {2, 3} definen una aplicación de
torcimiento χ′ de K2 con K2, tal que Γχ′ = ( 1 11 1 ), la cual es estándar, o corresponde a un valor
de a /∈ {0, 1} en el tercer caso de la Subsección 3.7.1. Por otro lado, el Teorema 3.4.37 muestra
que
{2} = F (Aχ(3, 1)) ⊆ F0(Aχ, 3).
Por lo tanto, Aχ(3, 3)22 = 1 y la aplicación de torcimiento es estándar, correspondiendo al sexto
caso en la lista.
Si Γχ = Γ7, entonces la aplicación de torcimiento es necesariamente estándar (pues las
columnas de Γ7 tienen rango reducido 1), pero ninguna aplicación de torcimiento estándar χ
satisface Γχ = Γ7, entonces no existen aplicaciones de torcimiento en este caso.
3.7.3 Aplicaciones de torcimiento de K3 con K3
Nuestro siguiente propósito es construir (salvo isomorfismos) todas las aplicaciones de torci-
miento de K3 con K3. Debido a que en el apéndice listamos todas las aplicaciones de torcimiento
estándar y casi-estándar de K3 con K3, en esta sección únicamente necesitamos construir todas
las aplicaciones que no son casi-estándar. Para llevar a cabo esta tarea, además de los resultados
anteriores, utilizaremos la Observación 3.4.30 y los siguientes resultados:
Proposición 3.7.3. Sea χ : Km ⊗K3 −→ K3 ⊗Km una aplicación de torcimiento y sean i1, i2
y i3 tres elementos diferentes de N
∗
m tales que Aχ(i2, i1) 6= 0 6= Aχ(i3, i1).
(1) Si la columna i1 de Aχ no es casi-estándar y Aχ(i1, i1) es1 0 01 0 0
1 0 0
 ,
0 1 00 1 0
0 1 0
 o
0 0 10 0 1
0 0 1
 ,
entonces Aχ(i2, i3) 6= 0 6= Aχ(i3, i2) y ni la columna i2 ni la columna i3 de Aχ son columnas
casi-estándar.
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Aχ(i2, i1)22 = Aχ(i2, i2)22 = Aχ(i2, i3)22, Aχ(i3, i1)22 = Aχ(i3, i2)22 = Aχ(i3, i3)22,
y existe z ∈ K× y α ∈ K× \ {1} tal que
Aχ(i2, i1) =







 0 0 0α+ z − 1 1− α −z
α(1−α)




Demostración. Supongamos que estamos bajo las hipótesis del ı́tem (2). Sin perdida de generalidad
podemos asumir que i1 = 1, i2 = 2 y i3 = 3. Debido al Corolario 3.1.14, se tiene que
∑n
i=1 γi1 = 3.
Por lo tanto, Aχ(i, 1) = 0 para i > 3 y Tr(Aχ(i, 1)) = γi1 = 1 para i ≤ 3. Más aún, los
items (1) y (3) del Corolario 3.1.7, implican que Aχ(1, 1)Aχ(i, 1) = 0 para todo i > 1 y
Aχ(1, 1) +Aχ(2, 1) +Aχ(3, 1) = id3. Entonces, existe α ∈ K tal que
Aχ(2, 1) =
0 0 0∗ α ∗
∗ ∗ 1− α
 y Aχ(3, 1) =
0 0 0∗ 1− α ∗
∗ ∗ α
 .
Más aún, el ı́tem (b) de la Proposición 3.4.32 implica que α /∈ {0, 1}. Sea z := Aχ(2, 1)23. Como
la suma de las entradas de cada fila de Aχ(2, 1) y Aχ(3, 1) es cero,
Aχ(2, 1) =
 0 0 0−α− z α z
∗ ∗ 1− α
 y Aχ(3, 1) =
 0 0 0α+ z − 1 1− α −z
∗ ∗ α
 .
Además, debido a que las matrices triangulares inferiores tienen como entradas en la diagonal









= 1. Sin embargo, la primera fila de Bχ(2, 2) es
(0, α, 1− α, 0, . . . , 0), la primera fila de Bχ(1, 2) es (1,−(α+ z), (α+ z)− 1, 0, . . . , 0) y la primera
fila de Bχ(3, 2) es (0, z,−z, 0, . . . , 0). Un cálculo directo empleando estos resultados junto con la
Observación 3.1.8, implican que B(1, 2) +B(2, 2) +B(3, 2) = idn, y que, la condición (2) de la
Proposición 3.1.4, implica que las columnas de B(2, 2) son ortogonales a la primera fila de B(1, 2)
y B(3, 2), lo cual muestra que
B(2, 2) =

0 α 1− α 0 . . . 0
0 α 1− α 0 . . . 0
0 α 1− α 0 . . . 0




∗ ∗ ∗ ∗ ∗

,
con lo cual terminamos con la prueba del ı́tem (2) v́ıa (3.1.2). Más aún
Aχ(2, 3)22 = B(2, 2)32 = α y Aχ(3, 2)22 = B(2, 2)23 = 1− α.
El ı́tem (1) se obtiene inmediatamente a partir de esta observación y la Proposición 3.1.16.
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Nuestro siguiente propósito es determinar salvo isomorfismo todas las aplicaciones de tor-
cimiento χ : K3 ⊗K3 −→ K3 ⊗K3 que no son casi-estándar. Debido a la Proposición 3.1.16,
podemos asumir que los valores de la diagonal de Γχ son no crecientes. De esta manera, a lo largo
de esta subsección emplearemos χ para denotar una aplicación de torcimiento con esta restricción
y veremos las condiciones para que χ no sea casi-estándar. Organizaremos nuestra búsqueda de





Tr =9,8 or 7
Teorema 3.7.4. Todas las aplicaciones de torcimiento χ : K3⊗K3 −→ K3⊗K3 con
∑
Tr ≥ 8 son
estándar. Salvo isomorfismos, la única familia de aplicaciones de torcimiento no casi-estándarthe
de K3 con K3 con
∑
Tr = 7 se obtienen tomando
Aχ(1, 1) :=
1 0 00 1 0
0 0 1
 , Aχ(2, 1) :=
0 0 00 0 0
0 0 0
 , Aχ(3, 1) :=




0 0 00 0 0
0 0 0
 , Aχ(2, 2) :=
1 0 00 a b
0 a b
 , Aχ(3, 2) :=




0 0 00 0 0
0 0 0
 , Aχ(2, 3) :=
0 0 00 a −a
0 −b b
 , Aχ(3, 3) :=
1 0 00 b a
0 b a
 ,
donde a ∈ K \ {0, 1} y b := 1− a. Independientemente de a, se tiene K3 ⊗χ K3 ' K5 ×M2(K).
Demostración. Bajo la hipótesis de la diagonal de Γχ se tiene (3, 3, 3), (3, 3, 2), (3, 3, 1) o (3, 2, 2).
La Proposición 3.4.38 implica que en los tres primeros casos la aplicación χ corresponde, nece-
sariamente, a una aplicación de torcimiento estándar. En el último caso Γχ es equivalente v́ıa
permutaciones idénticas en filas y columnas a una de las siguientes matrices:3 1 10 2 0
0 0 2
 ,
3 1 00 2 1
0 0 2
 o
3 0 00 2 1
0 1 2
 .
Debido a la Proposición 3.3.10 en los dos primeros casos las matrices diagonales son matrices-0, 1,
entonces la Observación 3.4.30 implica que las aplicaciones de torcimiento que obtenemos son
estándar. La última aplicación de torcimiento χ es la suma directa del flip de K con K3 y la
aplicación de torcimiento χ′ : K2 ⊗K3 −→ K3 ⊗K2. Más aún, el análisis que desarrollamos en
la Subsección 3.7.2 nos permite concluir que si χ′ no es casi-estándar, entonces K3 ⊗χ′ K2 es
isomorfo a K2 ×M2(K). Por lo tanto, en este caso K3 ⊗χ K3 ' K5 ×M2(K).
∑
Tr =6
Teorema 3.7.5. Salvo isomorfismos, la única familia de aplicaciones de torcimiento no casi-
estándar de K3 con K3 con
∑
Tr = 6 se obtienen tomando
Aχ(1, 1) :=
0 −1 00 1 0
0 0 1
 , Aχ(2, 1) :=
1 −1 00 0 0
0 0 0
 , Aχ(3, 1) :=





0 0 00 0 0
0 0 0
 , Aχ(2, 2) :=
1 0 00 a b
0 a b
 , Aχ(3, 2) :=




0 0 00 0 0
0 0 0
 , Aχ(2, 3) :=
0 0 00 a −a
0 −b b
 , Aχ(3, 3) :=
1 0 00 b a
0 b a
 ,
donde a ∈ K \ {0, 1} y b := 1− a.





= (2, 2, 2) Debido a la Proposición 3.1.16 podemos asumir que Γχ es una de las siguientes
matrices: 2 1 11 2 0
0 0 2
 ,
2 1 01 2 1
0 0 2
 ,
2 0 01 2 1
0 1 2
 o
2 0 11 2 0
0 1 2
 .
Más aún, la Proposición 3.3.10 y la Observación 3.4.30, implican que cada aplicación de torcimiento
cuya matriz de rangos corresponde a la última matriz es estándar, y, nuevamente debido a la
Proposición 3.1.16, se tiene que cada aplicación de torcimiento cuya matriz de rango es la primera
o segunda matriz de la lista es isomorfa a la aplicación de torcimiento cuya matriz de rangos es la
tercera matriz. Por lo tanto, únicamente consideraremos el caso
Γχ =
2 0 01 2 1
0 1 2
 .
Debido a la Proposición 3.3.10 y la Observación 3.4.30, se tiene que la primera columna de Aχ es
estándar. De esta manera, las hipótesis del Teorema 3.4.37 son satisfechas. El Teorema 3.4.37 y
la Observación 3.1.15, implican que χ es una aplicación de torcimiento si y solo si las matrices
Aχ(2, 2), Aχ(3, 2), Aχ(3, 3) y Aχ(2, 3) definen una aplicación de torcimiento de K
2 con K3,
y F (Aχ(2, 1)) ⊆ F0(Aχ, 2) (en efecto, también necesitamos que F (Aχ(i, 1)) ⊆ F0(Aχ, i) para
i ∈ {1, 3}, pero para i = 3 es trivial y para i = 1 se obtiene a partir de la Observación 3.4.18).
Debido a que estamos buscando las aplicaciones de torcimiento que no son casi-estándar, los
argumentos desarrollados en la Subsección 3.7.2 nos permiten asumir que
Aχ(2, 2) =
1 0 00 a 1− a
0 a 1− a
 , Aχ(3, 2) =




1 0 00 1− a a
0 1− a a
 , Aχ(2, 3) =
0 0 00 a −a
0 a− 1 1− a
 .
Sin embargo, se tiene F0(Aχ, 2) = {1} y entonces, necesariamente
Aχ(2, 1) =
1 −1 00 0 0
0 0 0
 o Aχ(2, 1) =
1 0 −10 0 0
0 0 0
 .
En ambos casos se tiene Aχ(1, 1) := id3−Aχ(2, 1), Aχ(3, 1) = 0, Aχ(1, 2) = 0 y Aχ(1, 3) = 0
(lo cual es forzado). Obtenemos que una aplicación de torcimiento no es casi-estándar cuando
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a /∈ {0, 1}. En el primer caso
Γ̃χ =
2 0 01 2 1
0 1 2
 ,
mientras que en el segundo caso
Γ̃χ =
2 0 00 2 1
1 1 2
 .
Si tomamos en cuenta la Proposición 3.4.34, y aplicamos los mismos argumente para χ̃, podemos




= (2, 2, 2) si y solo





= (3, 2, 1) Si χ no es una aplicación de torcimiento casi-estándar, entonces a partir de




= (3, 2, 1). La matriz de rangos
Γχ es una de las siguientes matrices:3 0 00 2 2
0 1 1
 ,
3 0 20 2 0
0 1 1
 ,
3 0 10 2 1
0 1 1
 ,
3 1 00 2 2
0 0 1
 ,
3 1 10 2 1
0 0 1
 ,
3 1 20 2 0
0 0 1
 .
Debido a la Proposición 3.3.14, se tiene que las matrices Γχ y Γ̃χ = Γχ̃ deben ser ambas iguales
a una de las dos últimas matrices. Sin embargo, el Corolario 3.3.11, Proposición 3.4.8 y la
Observación 3.4.30, implican que si Γχ o Γ̃χ es la última matriz, entonces χ es una aplicación de
torcimiento estándar. Entonces la única posibilidad de la aplicación de torcimiento χ para no ser
casi-estándar es que ambas matrices Γχ y Γ̃χ sean iguales a la segunda de las últimas matrices.
En este caso, el Corolario 3.3.11 implica que Aχ(l, l) es una matriz-0, 1 para l ∈ {1, 2, 3}. Por lo
tanto, debido a la Observación 3.4.30 las dos primeras columnas de Aχ son estándar. Más aún,
usando el Corolario 3.3.9 y la igualdad (3.1.2) se obtiene
Aχ(1, 3) =
∗ 0 0∗ ∗ 0
∗ ∗ ∗
 , Aχ(2, 3) =
∗ 0 0∗ ∗ 0
∗ ∗ ∗
 y Aχ(1, 3) =
1 0 01 ∗ 0
1 ∗ ∗
 .
A partir de esto y de que rk(Aχ(1, 3)) = rk(Aχ(3, 3)) = 1 y Aχ(1, 3) +Aχ(2, 3) +Aχ(3, 3) = id3,
se obtiene mediante un cálculo directo que A(i, 3)kk ∈ {0, 1} para i, k ∈ {1, 2, 3}. De esta manera,
podemos aplicar la Proposición 3.4.32(b), para obtener que χ es casi-estándar.∑
Tr =5
Teorema 3.7.6. Salvo isomorfismos, la única familia de aplicaciones de torcimiento que no es
casi-estándar de K3 con K3 con
∑
Tr = 5 se obtiene tomando
Aχ(1, 1) :=
1 0 00 a b
0 a b
 , Aχ(2, 1) :=




0 0 00 a −a
0 −b b
 , Aχ(2, 2) :=
1 0 00 b a
0 b a
 ,
donde a ∈ K \ {0, 1} y b := 1− a, tomando Aχ(1, 3) y Aχ(2, 3) como en la Proposición 3.7.3 con
z∈K×, i1 = 3, i2 = 1 y i3 = 2, y tomando Aχ(3, j) := id3−Aχ(1, j)−Aχ(2, j) para j ∈ {1, 2, 3}.
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Demostración. La diagonal de Γχ es o (2, 2, 1) o (3, 1, 1). Debido a a la Proposición 3.1.16 podemos
asumir que, en el primer caso la matriz de rango Γχ es una de las siguientes2 1 00 2 2
1 0 1
 ,
2 1 01 2 2
0 0 1
 ,
2 0 01 2 2
0 1 1
 ,
2 0 00 2 2
1 1 1
 ,
2 1 10 2 1
1 0 1
 ,
2 1 11 2 1
0 0 1
 ,




mientras que, en el segundo caso, la matriz de rango Γχ es una de las siguientes3 2 00 1 2
0 0 1
 ,
3 0 00 1 2
0 2 1
 ,
3 0 10 1 1
0 2 1
 ,
3 2 20 1 0
0 0 1
 ,
3 2 10 1 1
0 0 1
 ,




Como Γ̃χ tiene al menos un 1 en la diagonal, la Proposición 3.3.14 implica que la matriz de
rango Γχ no puede ser ni la primera en (3.7.34) ni las tres primeras en (3.7.35). Más aún, debido a
la Proposición 3.3.10, si Γχ es la primera o la segunda matriz de la segunda fila en (3.7.35), entonces
Aχ(l, l) es una matriz-0, 1 para l ∈ {1, 2, 3}. Entonces, en el primer caso, La Observación 3.4.30
implica que χ es una aplicación de torcimiento estándar; mientras que, en el segundo caso, la
Observación 3.4.30 implica que las dos primeras columnas de Aχ son estándar y el Corolario 3.3.9,
implica que la matriz Aχ(3, 3) es una de las siguientes1 0 01 0 0
1 0 0
 ,
0 1 00 1 0
0 1 0
 o
0 0 10 0 1
0 0 1
 . (3.7.36)
De esta manera, como Aχ(2, 1) = 0, podemos aplicar el ı́tem (1) de la Proposición 3.7.3 con
i1 = 3, i2 = 1 y i3 = 2, y obtenemos que la última columna de Aχ es casi-estándar. Por lo tanto,
si χ no es casi-estándar, entonces Γχ es una de las últimas seis matrices en (3.7.34) y la última de
las matrices en (3.7.35). Como Tr(Γ̃χ) = Tr(Γχ), debido a la Proposición 3.4.8, lo mismo sucede
con Γ̃χ. Además, los mismos argumentes muestran que
(1) si Γχ es la segunda matriz en (3.7.34), entonces la tercera columna de Aχ es estándar,
(2) si Γχ es la tercera o cuarta matriz en (3.7.34), entonces la primera y tercera columna de
Aχ son estándar,
(3) si Γχ es la quinta matriz en (3.7.34), entonces la segunda columna de Aχ es estándar y la
tercera columna de Aχ es casi-estándar,
(4) si Γχ es la sexta matriz en (3.7.34), entonces Aχ(3, 3) es una de (3.7.36),
(5) si Γχ es la séptima matriz en (3.7.34), entonces la tercera columna de Aχ es casi-estándar.
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Si Γχ es la segunda matriz en (3.7.34), entonces χ es casi-estándar. En efecto, en cualquier otro
caso el ı́tem (1) implica que χ es una extensión de una aplicación de torcimiento no casi-estándar χ′
de K2 con K3. Por lo tanto, debido al análisis realizado en la Subsección 3.7.2, existe a ∈ K \{0, 1}
tal que
Aχ(1, 2) =
0 0 00 a −a
0 a− 1 1− a
 , Aχ(2, 2) =
1 0 00 1− a a
0 1− a a
 , Aχ(3, 2) =
0 0 00 0 0
0 0 0
 .
Por lo tanto, F0(Aχ, 2) = {1}, lo cual es imposible pues F (Aχ(2, 3)) ⊆ F0(Aχ, 2) debido al ı́tem
(1) del Teorema 3.4.37 y #F (Aχ(2, 3)) = 2 debido a la Obseravación 3.4.19.
Si Γχ es la tercera o cuarta matriz en (3.7.34), entonces debido al ı́tem (2) se tiene que la
primera columna de Aχ es estándar y χ es la extensión de una aplicación de torcimiento de K2
con K3, la cual es necesariamente estándar pues, en otro caso, la Proposición 3.4.8 implica que es
el dual de alguna aplicación de torcimiento de la única familia de aplicaciones de torcimiento
no casi-estándar de K3 con K2 obtenida en el análisis realizado en la Subsección 3.7.2 (lo cual
resulta imposible, pues implica que γ23 = 1). Por lo tanto, en estos casos χ es estándar.
Si Γχ es la quinta matriz en (3.7.34), entonces χ es casi-estándar. Para esto debido al
ı́tem (3), solo debemos demostrar que la primera columna de Aχ es casi-estándar. Debido a la
Proposición 3.1.16 podemos asumir que
Aχ(2, 2) =
1 0 00 1 0
1 0 0
 , y aśı Aχ(1, 2) =
 0 0 00 0 0
−1 0 1
 .
A partir de esto y debido a la igualdad (3.1.2) y la Proposición 3.1.4, y que Aχ(3, 2) = 0 = Aχ(2, 1)
se obtiene que
Bχ(1, 1) =
∗ 0 ∗0 1 0
∗ ∗ ∗
 , Bχ(2, 2) =




∗ 0 ∗1 0 0
∗ ∗ ∗
 , Bχ(1, 3) =
 ∗ 0 ∗−1 1 0
∗ ∗ ∗
 .
Debido a la Observación 3.3.13 ni rk(Bχ(1, 1)) ni rk(Bχ(2, 2)) pueden ser iguales a 1. Por lo tanto,
rk(Bχ(1, 1)) = 2 = rk(Bχ(2, 2)) y aśı rk(Bχ(3, 3)) = 1.
Más aún, podemos asumir que rk(Bχ(1, 3)) = 1, pues, en cualquier otro caso (módulo equivalen-
cias), Γ̃ es uno de los casos 2, 3 o 4 de (3.7.34), y por lo tanto la aplicación de torcimiento χ es
casi-estándar. Entonces,
Bχ(3, 3) =
1 0 01 0 0
1 0 0
 y Bχ(1, 3) =




Aχ(3, 3)33 = Bχ(3, 3)33 = 0, Aχ(3, 3)31 = Bχ(1, 3)33 = 0, y aśı Aχ(3, 3) =




Entonces la diagonal principal de Bχ(1, 1) es (∗, 1, 0) y la diagonal principal de Bχ(2, 2) es (∗, 1, 1).
Como ambas matrices tienen rango 2, se tiene que la diagonal principal de Bχ(1, 1) es (1, 1, 0)
y la diagonal principal de Bχ(2, 2) es (0, 1, 1). Más aún, Bχ(2, 1)33 = Aχ(3, 3)12 = 1 implica
Bχ(2, 1) 6= 0, lo cual, junto con rk(Bχ(1, 1)) = 2, implica que Bχ(3, 1) = 0. Por lo tanto,
Aχ(1, 1)31 = Bχ(1, 3)11 = 0, Aχ(1, 1)33 = Bχ(3, 3)11 = 1, Aχ(1, 1)11 = Bχ(1, 1)11 = 1,
Aχ(1, 1)22 = Bχ(2, 2)11 = 0 y Aχ(1, 1)13 = Bχ(3, 1)11 = 0.
Además, rk(Bχ(2, 2)) = 2 implica que o Bχ(1, 2) = 0 o Bχ(3, 2) = 0, y entonces
Aχ(1, 1)21 = Bχ(1, 2)11 = 0 o Aχ(1, 1)23 = Bχ(3, 2)11 = 0.
Usando todo esto y que cada fila de Aχ(1, 1) suma 1, obtenemos que
Aχ(1, 1) =
1 0 01 0 0
0 0 1
 o Aχ(1, 1) =
1 0 00 0 1
0 0 1
 .
En ambos casos Aχ(1, 1) es una idempotente estándar, y por lo tanto, debido a la Observa-
ción 3.4.30, la primera columna de Aχ es estándar, como queriámos.
Supongamos ahora que Γχ es la sexta matriz en (3.7.34) y que la aplicación de torcimiento χ
no es casi-estándar. La Observación 3.1.15 implica que χ es una extensión de una aplicación de
torcimiento χ′ de K2 con K3. Claramente, si la tercera columna de Aχ es casi-estándar, entonces
χ′ debe ser una aplicación de torcimiento no casi-estándar. Sin embargo, debido al ı́tem (4), al
aplicar el ı́tem (1) de la Proposición 3.7.3 con i1 = 3, i2 = 1 y i3 = 2, se obtiene que este es
también el caso si la tercera columna de Aχ no es casi-estándar. Por lo tanto, debido al análisis
realizado en la Subsection 3.7.2, podemos asumir que existe α ∈ K \ {0, 1}, tal que
Aχ(1, 1) =
1 0 00 α 1− α
0 α 1− α
 , Aχ(1, 2) =
0 0 00 α −α
0 α− 1 1− α

Aχ(2, 1) =
0 0 00 1− α α− 1
0 −α α
 , Aχ(2, 2) =
1 0 00 1− α α
0 1− α α
 .
Si la tercera columna de Aχ es casi-estándar, entonces debido a la Observación 3.4.19 y al
Teorema 3.4.37, se tiene
F (Aχ(1, 3)) ∩ F (Aχ(2, 3)) = ∅ y F (Aχ(1, 3)) ∪ F (Aχ(2, 3)) ⊆ F0(Aχ, 2) = {1},
lo cual es imposible, pues esto implica que 2 = rk(Aχ(1, 3)) + rk(Aχ(2, 3)) ≤ 1. Por lo tanto, no es
casi-estándar. En los dos últimos casos de (3.7.36) un cálculo directo usando la Proposición 3.1.16
y la condición (2) de la Proposición 3.7.3 conduce a la contradicción Aχ(1, 2)11 6= 0. Por lo
tanto, Aχ(3, 3) es la primera matriz, y entonces necesariamente existe z ∈ K× tal que Aχ(1, 3) y
Aχ(2, 3) son como en la condición (2) de la Proposición 3.7.3. Finalmente Aχ(3, 1) y Aχ(3, 2) son
determinadas por la igualdad
∑3
i=1Aχ(i, j) = id3. Como estas matrices satisfacen las condiciones
del Corolario 3.1.7, obtenemos una familia de aplicaciones de torcimiento que no son casi-estándar
parametrizadas por α ∈ K \ {0, 1} y z ∈ K×. Además un cálculo directo muestra que
Γ̃χ =




El mismo argumenteo muestra que si Γ̃χ es la sexta matriz en (3.7.34), entonces Γχ es la matriz
del lado derecho de la igualdad (3.7.37).
Supongamos ahora que Γχ es la séptima matriz en (3.7.34). Afirmamos que χ es casi-estándar.
El ı́tem (5) implica que la tercera columna de Aχ es casi-estándar. Más aún, debido a la condición
(2) de la Definición 3.4.17, la Observación 3.4.19, la condición (3) de la Proposición 3.1.4 y la
Proposición 3.1.16, podemos asumir que
Aχ(1, 3) =
 0 0 0−λ 0 λ
−1 0 1
 , Aχ(2, 3) =
 0 0 0λ− 1 1 −λ
0 0 0
 y Aχ(3, 3) =
1 0 01 0 0
1 0 0
 ,
para algún λ ∈ K. Usando esto y que Aχ(1, 2) = Aχ(2, 1) = 0, obtenemos
Bχ(1, 1) =
∗ 0 ∗∗ ∗ 0
0 0 1
 , Bχ(2, 2) =
∗ 0 ∗∗ ∗ 0
0 1 0
 y Bχ(3, 3) =
∗ 0 ∗∗ ∗ 0
1 0 0
 .
La Observacioón 3.3.13 implica que ni rk(Bχ(1, 1)) ni rk(Bχ(2, 2)) puede ser igual a 1. Por lo
tanto
rk(Bχ(1, 1) = 2 = rk(Bχ(2, 2)), y aśı Bχ(3, 3) =
1 0 01 0 0
1 0 0
 .
Más aún, Bχ(1, 2) 6= 0, pues Bχ(1, 2)33 = Aχ(3, 3)21 = 1. Debido a que
rk(Bχ(1, 2)) + rk(Bχ(2, 2)) + rk(Bχ(3, 2)) = 3,
tenemos rk(Bχ(1, 2)) = 1 y Bχ(3, 2) = 0. Por lo tanto,
Γ̃χ =
2 1 ∗∗ 2 ∗
∗ 0 1
 .
Si χ no es casi-estándar, entonces Γ̃χ no puede ser la sexta matriz en (3.7.34), pues en cualquier
otro caso Γχ es la sexta matriz en (3.7.35). Pero ya hemos demostrado que en los otros casos
χ̃ es casi-estándar y por lo tanto, debido a la Proposición 3.4.34, concluimos que χ es también
casi-estándar.
Supogamos finalemente, que χ es una aplicación de torcimiento que no es casi-estándar de
K3 con K3 y Γχ es la última matriz en (3.7.35). La Proposición 3.4.34 implica que χ̃ no es
casi-estándar, y por lo tanto Γ̃χ es necesariamente la sexta matriz en (3.7.34) o la última matriz
en (3.7.35). En el primera caso obtenemos una familia de aplicaciones de torcimiento que no son
casi-estándar χ dual a la familia encontrada anteriormente, cuando analizamos el caso en que Γχ
es la sexta matriz en (3.7.34); mientras que, en el segundo caso, la Proposición 3.3.14, implica que
Aχ(2, 2) = Aχ(3, 3) =
1 0 01 0 0
1 0 0
 ,
que, debido a la condición (1) de la Proposición 3.7.3, implica que las dos últimas columnas de





Teorema 3.7.7. Todas las aplicaciones de torcimiento de K3 con K3 con
∑
Tr = 4 son
aplicaciones de torcimiento casi-estándar.
Demostración. Debido a la Proposición 3.1.16 para demostrar esto es suficiente verificar que χ es
casi-estándar si su matriz de rangos Γχ es una de las siguientes matrices:2 0 21 1 0
0 2 1
 ,
2 0 01 1 2
0 2 1
 ,
2 2 21 1 0
0 0 1
 ,
2 2 01 1 2
0 0 1
 ,
2 2 11 1 1
0 0 1
 ,
2 0 11 1 1
0 2 1
 ,
2 1 01 1 2
0 1 1
 ,
2 1 21 1 0
0 1 1
 ,




Debido a la Proposición 3.3.14, se tiene que la matriz de rangos Γχ no puede ser la primera
matriz de la primera fila. La matriz Γχ tampoco puede ser la segunda matriz de la segunda
fila, pues en caso contrario esta seŕıa una extensión de una aplicación de torcimiento χ′ de K2
con K3 con Γχ′ = ( 1 22 1 ), pero
∑
Tr = 2 es imposible debido a la Observación 3.3.2. Si Γχ es la
tercera, cuarta o quinta matriz, entonces, la Observación 3.1.15, implica que χ es una extensión
de una aplicación de torcimiento χ′ de K2 con K3, que es necesariamente estándar (ver los
argumentos en el análisis de los casos en los cuales Γχ es la tercera o cuarta matriz en (3.7.34)).
Además, en los primeros dos casos, la Proposición 3.3.10 y la Observación 3.4.30, implican que
la tercera columna de Aχ es estándar; mientras que, si Γχ es la quinta matriz, entonces, la
Proposición 3.3.10, implica que la matriz Aχ(3, 3) es una de las matrices en (3.7.36), y entonces,
aplicando la condición (1) de la Proposición 3.7.3 con i1 = 3, i2 = 1 y i3 = 2, obtenemos que la
última columna de Aχ es casi-estándar (pues la primera fila de Aχ es estándar). Por lo tanto, si
χ no es casi-estándar, entonces necesariamente Γχ es una de las últimas cuatro matrices. Debido
a las Proposiciones 3.1.16 y 3.4.34, lo mismo ocurre cuando Γχ̃ es una de las matrices anteriores.
En particular Bχ(3, 1) = 0, y entonces Aχ(i, l)13 = 0 para todo i, l. Por lo tanto, debido a la
Observación 3.3.13, se tiene
Aχ(2, 2) =
∗ ∗ 0∗ ∗ 0
∗ ∗ 0
 y Aχ(3, 3) =
∗ ∗ 0∗ ∗ 0
∗ ∗ 0
 ,
Además, debido nuevamente a la Observación 3.3.13, y la igualdad Aχ(3, 1) = 0 se deduce que
Bχ(2, 2) =
∗ ∗ 0∗ ∗ 0
∗ ∗ 0
 y Bχ(3, 3) =
∗ ∗ 0∗ ∗ 0
∗ ∗ 0
 .
Por lo tanto, Aχ(3, 3)22 = Bχ(2, 2)33 = 0 y Bχ(3, 3)22 = Aχ(2, 2)33 = 0. De esta manera,
Aχ(3, 3) =
1 0 01 0 0
1 0 0
 y Bχ(3, 3) =




donde hemos empleado nuevamente la Observación 3.3.13. Como
Aχ(3, 2)22 = Bχ(2, 2)23 = 0, Aχ(3, 2)33 = Bχ(3, 3)23 = 0, Aχ(3, 2)13 = 0
y Tr(Aχ(3, 2)) = rk(Aχ(3, 2)) = 1, se tiene
Aχ(3, 2) =




Aχ(1, 2) = id−Aχ(2, 2)−Aχ(3, 2) =
∗ ∗ 0∗ ∗ 0
∗ ∗ 1
 =
0 0 00 0 0
∗ ∗ 1
 ,




= 1, y entonces
Aχ(2, 2) = id−Aχ(1, 2)−Aχ(3, 2) =
0 1 00 1 0
∗ ∗ 0
 =
0 1 00 1 0
0 1 0
 ,
donde la última igualdad se deduce de la Observación 3.3.13. Entonces, como Aχ(3, 1) = 0,
aplicando la condición (1) de la Proposición 3.7.3 con i1 = 2, i2 = 1 y i3 = 3, obtenemos que
la segunda columna de Aχ es casi-estándar. Debido a esto y a la primera igualdad en (3.7.39)
podemos aplicar la condición (1) de la Proposición 3.7.3 con i1 = 3, i2 = 1 y i3 = 2, para obtener
que la última columna de Aχ también es casi-estándar. Argumentando como antes obtenemos que
Bχ(1, 2) =
0 0 00 0 0
∗ ∗ 1
 , Bχ(3, 2) =
1 −1 00 0 0
∗ ∗ 0
 y Bχ(2, 2) =




Aχ(1, 1)21 = B(1, 2)11 = 0, Aχ(1, 1)23 = B(3, 2)11 = 1 y Aχ(1, 1)22 = B(2, 2)11 = 0.
Dado que, además Aχ(1, 1)13 = 0, se tiene
Aχ(1, 1) =
∗ ∗ 00 0 1
∗ ∗ 1
 =
1 ∗ 00 0 1
∗ ∗ 1
 =
1 0 00 0 1
0 0 1

donde para la segunda igualdad usa que Tr(Aχ(1, 1)) = rk(Aχ(1, 1)) = 2, y para la última, que
rk(Aχ(1, 1)) = 2 y que la suma de los elementos de cada fila de Aχ(1, 1) es igual a 1. Entonces, la
Observación 3.4.30, implica que la primera columna de Aχ es estándar.∑
Tr =3
Teorema 3.7.8. Sea χ : K3 ⊗ K3 −→ K3 ⊗ K3 una aplicación de torcimiento. Supongamos
que
∑
Tr = 3. Si χ satisface las condiciones requeridas en los items (1), (2) o (3) lineas abajo,
entonces χ no es casi-estándar. Más aún, cada aplicación de torcimiento que no es casi-estándar
de K3 con K3, tal que
∑
Tr = 3, es equivalente a una de las descritas en (1), (2) y (3).
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(1) Existen vectores invertibles v1,v2 ∈ K3 con det(vT1 vT2 vT3 ) = 1, donde v3 := 1, tal que
Aχ(1, l) := (v

l  v1)
T(vl  (v2 × v3)),
Aχ(2, l) := −(vl  v2)T(vl  (v1 × v3))
and
Aχ(3, l) := (v

l  v3)
T(vl  (v1 × v2))
para todo l.
(2) Existe a ∈ K \ {0, 1} tal que
Aχ(1, 1) =
a b 0a b 0
a b 0
 , Aχ(2, 1) =
 b 0 −b−a 0 a
−a 0 a
 , Aχ(3, 1) =




 a −a 0−b b 0
−b b 0
 , Aχ(2, 2) =
b 0 ab 0 a
b 0 a
 , Aχ(3, 2) =




 a −a 0−b b 0
a −a 0
 , Aχ(2, 3) =
 b 0 −bb 0 −b
−a 0 a
 , Aχ(3, 3) =
0 a b0 a b
0 a b
 ,
donde b := 1− a.
(3) Existe a ∈ K \ {0, 1} tal que
Aχ(1, 1) =
1 0 01 0 0
1 0 0
 , Aχ(2, 2) =
0 a b0 a b
0 a b
 and Aχ(3, 3) =
0 b a0 b a
0 b a
 ,
donde b := 1− a, y existen x, y, z ∈ K× con y = a(1−a)x tal que
Aχ(2, 1) =





 , Aχ(3, 1) =







1 −a− x x− b0 0 0
0 0 0
 , Aχ(3, 2) =




1 y − b −a− y0 0 0
0 0 0
 , Aχ(2, 3) =
0 −y y0 a −a
0 −b b
 .
Demostración. La Proposición 3.3.15 implica que Γχ = Γ̃χ = J3. Debido a la Observación 3.3.13
se tiene que cada matriz Aχ(i, i) y cada matriz Bχ(j, j) tiene sus tres filas iguales y, además, la
suma de los elementos de cada fila es igual a 1. Por lo tanto, para cada una de estas matrices
se tiene las siguientes posibilidades: es equivalente a una matriz-0, 1 idempotente estándar v́ıa
permutaciones idénticas en filas y columnas; tiene todas las entradas diferentes de cero; o, tiene dos
columnas diferentes de cero o una columna diferente de cero. Supongamos que una de las matrices
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Aχ(l, l) tiene todas sus entradas diferentes de cero. La Proposición 3.3.16 implica que la imagen
de cada Aχ(i, l) es generada por un elemento inversible vi ∈ Kn. Entonces, la Proposición 3.3.19
implica que la aplicación de torcimiento χ se obtiene como en el Teorema 3.3.17 con v1, v2 y v3
tal que vl = 1 y det(v
T
1 . . .v
T
n ) = 1. Supongamos ahora que dos de las matrices Aχ(1, 1), Aχ(2, 2)
y Aχ(3, 3) son matrices-0, 1 diferentes. Como Tr(Bχ(j, k)) = rk(Bχ(j, k)), esto implica que todas
las matrices Bχ(j, k) tienen ceros y unos en las entradas de sus diagonales. Además, debido a la
Observación 3.3.13 se tiene que cada Bχ(j, j) es una matriz-(0, 1). Por lo tanto, las hipótesis de la
Proposición 3.4.32 son satisfechas para todas las columnas de Bχ, y entonces χ̃ es una aplicación
de torcimiento casi-estándard. Rećıprocamente, la Proposición 3.4.34 implica que la aplicación
de torcimiento χ también lo es. Supongamos ahora que dos de las matrices Aχ(1, 1), Aχ(2, 2) y
Aχ(3, 3) son matrices-0, 1 iguales. Debido a la Proposición 3.1.16 podemos asumir que ellas son
Aχ(1, 1) y Aχ(2, 2) y que
Aχ(1, 1) = Aχ(2, 2) =
1 0 01 0 0
1 0 0
 .
Usando la igualdad (3.1.2) y que Tr(Bχ(j, k)) = 1 para todo j, k ∈ N∗3, obtenemos que
Bχ(j, k)33 =
{
−1 si j = 1,
1 en otro caso.
Entonces Aχ(3, 3)kj = Bχ(jk)33 6= 0 para todo i, j ∈ N∗3 y estamos en el primer caso considerado
en esta subsección. Entonces restan dos casos:
(1) Las tres matrices Aχ(1, 1), Aχ(2, 2) y Aχ(3, 3) tienen exactamente una columna nula.
(2) Una de ellas es una matriz-0, 1 y las otras dos tienen exactamente una columna nula.
Consideremos el primer caso. Afirmamos que las columas nulas de Aχ(1, 1), Aχ(2, 2) y Aχ(3, 3)
son diferentes. Supongamos que esto no sea cierto. Debido a la Proposición 3.1.16 podemos asumir
que
Aχ(1, 1) =
a 1− a 0a 1− a 0
a 1− a 0
 y Aχ(2, 2) =
b 1− b 0b 1− b 0
b 1− b 0

con a, b ∈ K \ {0, 1}. Usando nuevamente la igualdad (3.1.2) y que Tr(Bχ(j, k)) = 1 para todo
j, k ∈ N∗3, obtenemos que
Bχ(j, k)33 =

1− a− b si j = 1,
a+ b− 1 si j = 2,
1 si j = 3.
Entonces
Aχ(3, 3) =
1− a− b a+ b− 1 11− a− b a+ b− 1 1
1− a− b a+ b− 1 1

lo cual contradice que Aχ(3, 3) tiene exactamente una columna nula. Por lo tanto la afirmación
es cierta. Nuevamente, debido a la Proposición 3.1.16 podemos asumir que
Aχ(1, 1) =
a 1− a 0a 1− a 0
a 1− a 0
 , Aχ(2, 2) =
b 0 1− bb 0 1− b
b 0 1− b
 y Aχ(3, 3) =
0 c 1− c0 c 1− c
0 c 1− c

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con a, b, c ∈ K \ {0, 1}. La igualdad (3.1.2) y la Observación 3.3.13 implican que
Bχ(1, 1) =
a b 0a b 0
a b 0
 , Bχ(2, 1) =
1− a ∗ ∗∗ 0 ∗
∗ b c
 , Bχ(3, 1) =
0 ∗ ∗∗ 1− b ∗
∗ ∗ 1− c

Bχ(1, 2) =
a ∗ ∗∗ b ∗
∗ ∗ 0
 , Bχ(2, 2) =
1− a 0 c1− a 0 c
1− a 0 c
 , Bχ(3, 2) =
0 ∗ ∗∗ 1− b ∗
∗ ∗ 1− c

Bχ(1, 3) =
a ∗ ∗∗ b ∗
∗ ∗ 0
 , Bχ(2, 3) =
1− a ∗ ∗∗ 0 ∗
∗ ∗ c
 , Bχ(3, 3) =
0 1− b 1− c0 1− b 1− c
0 1− b 1− c
 ,
Como Tr(Bχ(j, k)) = 1 esto implica que b = 1 − a y c = a. Además, nuevamente debido a la
igualdad (3.1.2),
Aχ(1, 2) =
a ∗ ∗∗ 1− a ∗
∗ ∗ 0
 , Aχ(2, 1) =
b ∗ ∗∗ 0 ∗
∗ ∗ 1− b
 , Aχ(3, 1) =
0 ∗ ∗∗ c ∗
∗ ∗ 1− c

Aχ(1, 3) =
a ∗ ∗∗ 1− a ∗
∗ ∗ 0
 , Aχ(2, 3) =
b ∗ ∗∗ 0 ∗
∗ ∗ 1− b
 , Aχ(3, 2) =
0 ∗ ∗∗ c ∗
∗ ∗ 1− c

Afirmamos que Aχ(1, 2)13 = Aχ(1, 2)23 = 0. Supongamos por ejemplo que Aχ(1, 2)23 6= 0. Como
la segunda fila de Aχ(1, 2) es no nula y rk(Aχ(1, 2)) = 1, existe λ ∈ K tal que
λAχ(1, 2)23 = Aχ(1, 2)33 = 0 y λAχ(1, 2)21 = Aχ(1, 2)31.
Pero entonces λ = 0 y por lo tanto Bχ(1, 3)21 = Aχ(1, 2)31 = 0, lo cual es imposible pues a 6= 0,
b 6= 0 y rk(Bχ(1, 3)) = 1. Por lo tanto la afirmación es cierta. Similarmente
Aχ(1, 3)13 = Aχ(1, 3)23 = Aχ(2, 1)12 = Aχ(2, 3)32 = Aχ(3, 1)21 = Aχ(3, 2)31 = 0.
Usando esto y que Aχ(l, l)1 = 0 para todo i 6= 0, obtenemos que
Aχ(1, 1) =
a 1− a 0a 1− a 0
a 1− a 0
 , Aχ(2, 1) =
1− a 0 a1− a 0 a
1− a 0 a
 , Aχ(3, 1) =
0 a 1− a0 a 1− a
0 a 1− a

Aχ(1, 2) =
a 1− a 0a 1− a 0
a 1− a 0
 , Aχ(2, 2) =
1− a 0 a1− a 0 a
1− a 0 a
 , Aχ(3, 2) =
0 a 1− a0 a 1− a
0 a 1− a

Aχ(1, 3) =
a 1− a 0a 1− a 0
a 1− a 0
 , Aχ(2, 3) =
1− a 0 a1− a 0 a
1− a 0 a
 , Aχ(3, 3) =
0 a 1− a0 a 1− a
0 a 1− a
 ,
para algún a /∈ {0, 1}, lo que da una familia de aplicaciones de torcimiento parametrizadas por
a ∈ K.
Consideremos ahora el segundo caso. Debido a la Proposición 3.1.16 podemos asumir que
Aχ(1, 1) =




y que la primera columna no es casi-estándar. La condición (2) de la Proposición 3.7.3 y la
Observación 3.3.13 implican que existen z ∈ K× y α ∈ K× \ {1} tales que
Aχ(2, 1) =





 , Aχ(3, 1) =







∗ α ∗∗ α ∗
∗ α ∗
 , Aχ(3, 3) =
∗ 1− α ∗∗ 1− α ∗
∗ 1− α ∗
 , (3.7.42)
Aχ(2, 3) =
∗ ∗ ∗∗ α ∗
∗ ∗ ∗
 , Aχ(3, 2) =
∗ ∗ ∗∗ 1− α ∗
∗ ∗ ∗
 . (3.7.43)
Aśı, a partir de la igualdad (3.1.2) y la Observación 3.3.13, se obtiene
Bχ(1, 1) =
1 0 01 0 0
1 0 0
 , Bχ(2, 2) =
0 α 1− α0 α 1− α
0 α 1− α
 , Bχ(3, 3) =
0 1− α α0 1− α α
0 1− α α
 .
Por lo tanto, nuevamente, debido a la igualdad (3.1.2) y la Observación 3.3.13, se tiene
Aχ(2, 2) =
0 α 1− α0 α 1− α
0 α 1− α
 y Aχ(3, 3) =
0 1− α α0 1− α α
0 1− α α
 . (3.7.44)
Usando la igualdad (3.1.2), que Bχ(3, 2)1= Bχ(2, 3)1= 0 y que rk(Bχ(3, 2))= rk(Bχ(2, 3))= 1,
se obtiene
Bχ(3, 2) =
0 z −z0 1− α α− 1
0 −α α
 y Bχ(2, 3) =
0 α(1−α)z α(α−1)z0 α −α
0 α− 1 1− α
 .
Entonces, como id =
∑
iBχ(i, j), se tiene
Bχ(1, 2) =
1 −α− z α+ z − 10 0 0
0 0 0
 y Bχ(1, 3) =
1 (α−1)(α+z)z α(1−α−z)z0 0 0
0 0 0
 .
Usando ahora la igualdad (3.1.2) y que Aχ(3, 2)1= Aχ(2, 3)1= 0, obtenemos que existen x, y ∈ K,
tales que
Aχ(3, 2) =
0 x −x0 1− α α− 1
0 −α α
 y Aχ(2, 3) =
0 −y y0 α −α
0 α− 1 1− α
 . (3.7.45)
Entonces, como id =
∑
iAχ(i, j), se tiene
Aχ(1, 2) =
0 −α− x α+ x− 10 0 0
0 0 0
 y Aχ(1, 3) =




Finalmente, nuevamente, debido a la igualdad (3.1.2), se tiene
Bχ(2, 1) =
 0 0 0−α− x α x
α+ y − 1 −y 1− α
 y Bχ(1, 3) =
 0 0 0α+ x− 1 1− α −x
−α− y y α
 .
Como rk(Bχ(2, 1)) = 1 se tiene xy = α(1−α). Entonces x, y ∈ K× y y = α(1−α)x . Rećıprocamente
un cálculo directo muestra que si A = (Aχ(i, l))i,l∈N∗3 , donde las matrices A(i, l) son las matrices
de (3.7.40), (3.7.41), (3.7.44), (3.7.45) y (3.7.46), donde α ∈ K× \ {1} y x, y, z ∈ K× con
y = α(1−α)x , entonces A satisfacen las condiciones de la Proposition 3.1.12.
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Apéndice A: Producto Vectorial
Denotemos con una juxtaposición la multiplicación de dos matrices y con un  la multiplicación
en Kn. De esta manera,
(a1, . . . , an)  (b1, . . . , bn) = (a1b1, . . . , anbn).
Además, un elemento a = (a1, . . . , an) ∈ Kn es invertible con respecto a la aplicación de
multiplicación  si y solo si µn(a) := a1 · · · an 6= 0. En este caso denotaremos por a al elemento
inverso (a−11 , . . . , a
−1
n ) de a.
Recordemos que el producto vectorial es la operación (n−1)-aria
(v1, . . . ,vn−1) 7→ v1 × · · · × vn−1
en Kn, determinada por







para todo x ∈ Kn. Aqúı, XT denota la matriz transpuesta de X.
A partir de la definición se sigue inmediatamente que v1×· · ·×vn−1 es ortogonal al subespacio
〈v1, . . . ,vn−1〉 generado por v1, . . . ,vn−1, y que v1 × · · · × vn−1 = 0 si v1, . . . ,vn−1 no son
linealmente independientes. Es conocido ( y además muy fácil de verificar ) que
v1 × · · · × vn−1 = det

e1 . . . en




vn−1,1 · · · vn−1,n
 ,
donde {e1, . . . , en} es la base canónica estándar de Kn, vi = (vi1, . . . , vin) y el determinante es
calculado como la extensión de Laplace a lo largo de la primera fila. De esta manera, se puede
obtener inmediatamente que si X es la matriz con filas x1, . . . ,xn y columnas y1, . . . ,yn, entonces
(yT1 × · · · × ŷTj × · · · × y
T
n )  ej = (x1 × · · · × x̂j × · · · × xn)  ej para todo j. (A.47)
Proposición A.1. Si x ∈ Kn es un elemento invertible, entonces
x  (v1 × · · · × vn−1) = µn(x) (x  v1)× · · · × (x  vn−1),
para todo v1, . . . ,vn−1 ∈ Kn, donde µn(x) = x1 · · ·xn.
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Demostración. Este resultado es una consecuencia inmediata de la siguiente propiedad
y
(
x  (v1 × · · · × vn−1)
)T
= (x  y)(v1 × · · · × vn−1)T
= det
(








(x  v1)× · · · × (x  vn−1)
)T
para todo y ∈ Kn.
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Apéndice B: Aplicaciones de torcimiento
casi-estándar de K3 con K3
A continuación presentamos la lista de aplicaciones de torcimiento casi-estándar de K3 con K3.
Con este propósito, primero construimos las aplicaciones de torcimiento estándar y empleamos el
metodo prensentado en la Observación 3.6.5, y entonces construimos el resto de aplicaciones de
torcimiento casi-estándar usando de manera recursiva el método desarrollado en la Subsección 3.6.2.
No es posible una iteración arbitraria de pasos en esta construcción pues las condiciones que
aparecen en el item (2) de la Proposición 3.6.12 no serán satisfechas (ver por ejemplo el último
item de la siguiente lista).
Cuadro 3.2: Aplicaciones de torcimiento casi-estándar de K3 con K3
#
∑
















































































































































































































































































































































































































































































































































































































































36 χ1 = Λ
λ1
(3,2)(2,1)(1,3)(χ)














































































































































36 χ1 = Λ
λ1
(3,2)(1,1)(2,3)(χ)
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