ABSTRACT. Some inclusion theorems are obtained relating the absolute summability of divergent integrals of the form fâf(x)dx under three summability methods: Abelian A(x), Abelian A(lnx) and Stieltjes S(x).
Introduction.
If the application of a summability method to a divergent series (or integral) yields summability means of bounded variation in the summation parameter, then the series (or integral) is said to be absolutely summable. It is natural to ask which results of summability theory, in particular the inclusion theorems, hold in analogous form for absolute summability. In [6] , for instance, D. Rath proved that a classical inclusion theorem for Abelian summability due to Hardy [2] remains true if summability is replaced throughout by absolute summability.
In this paper we obtain some inclusion theorems relating the absolute summability of divergent integrals of the form Jo /(*) dx under three summability methods: Abelian A(x), Abelian A(lnx), and Stieltjes S(x). Our results constitute an absolute summability analogue of two inclusion theorems appearing in [5] ; these theorems are restated in Propositions 1 and 2 in the next section. We also provide examples which demonstrate proper inclusion. Such examples were lacking for the inclusion theorems of [5] .
The Abelian methods A(x) and A(lnx) are well known, employing the multipliers e~s x and x~s respectively, where s is the summation parameter tending to 0 + . The Stieltjes summability method being less well known, we will provide a brief background.f
The name "Stieltjes" was introduced by Raphael in [5] to refer to summability methods having multipliers of the form (l + sA n ) -1 in the case of divergent sums (A n representing a sequence increasing to infinity with n), and (1-fsg(x))" 1 in the case of divergent improper integrals (g(x) increasing to infinity with JC); these methods are denoted by S(A") and S(g(x)) respectively. In connection with sums, Stieltjes methods have been studied from time to time in the classical literature (see [5] for some references); the first systematic treatment for integrals is in [5] . Recently, Stieltjes summability has arisen naturally in the Tikhonov regularization of eigenfunction expansions associated with Sturm-Liouville equations, providing a stable method of summing such expansions if the coefficients are known only approximately. In particular, using the Tikhonov regularization method, it was proved in [7] that for regular Sturm-Liouville systems, the expansion of an L 2 function is summable S(A n ) at continuity points, where the A n are the eigenvalues; in [5] a class of singular Sturm-Liouville expansions on [0, <») was shown to be summable S(x) at continuity points to its corresponding L 2 functions (these expansions taking the form of improper integrals with respect to the spectral measure of the eigenvalues).
2. Basic Definitions and Results. The functions to be integrated are assumed Lebesgue measurable, locally integrable real valued functions defined on the half line [0, oo). The integral Jo f(x) dx means lim^^Jo f(x) dx provided the limit exists or is infinite. We write f{x)e BV(0, o°) if / has bounded variation on (0, °°). REMARK. The summability means <t>(s), in Definitions 1, 2, and 3 above will be referred to as the Abel, Mellin, and Stieltjes means of / respectively.
The following inclusion theorems are from [5] . The next proposition contains identities which were used in the proofs of Propositions 1 and 2 and which will prove similarly useful later in this paper. PROPOSITION 
If Jo f(x)e~s
x dx is bounded for s>0 and Jo /(x)(l + sx
_1 dx is bounded for s>0 and Jo f(x)x~~s converges for s>0 sufficiently small, then for s>0 sufficiently small we have The following Lemma is a slight restatement of a result due to Knopp [3] . 
To apply Knopp's Lemma we must show first that
We rewrite the first integral as Jo f(x)x~3 a (x 3a /l4-bx) dx. Since 3a <c, $of(x)x~3 a dx exists. We also have x 3a /(l + bx)<l/b 3a and for each b, the function has a unique maximum. Applying Bonnet's second mean value theorem, we can obtain Jo /U)(l + bx) ' 1 dx < b~3 a sup 0<a<3<00 |J« /(x)x~3 a dx| < To complete the proof using Knopp 
. If fâf = L \A(x)\ and fâ f(x)x~s dx converges for 0<s<c then j"o f = L |A(lnjc)| and fâ f(x)x~s dxeBV(0,c']
for any c'<c.
Proof. The existence of $Q f(x)x~s dx for 0 < s < c implies the existence of the Stieltjes means for all b>0. Theorems 1 and 2 may then be applied successively to complete the proof. Theorem 3 may be considered an integral analogue of Rath's result in [6] ; or a second generation analogue of Hardy's result in [2] . 
As s->0, the means do not approach a limit so f(x) is not summable S(x). That f(x) is not summable A(x) may be deduced either directly from the Laplace transform of / or by applying Theorem 1.
(
d) Summability \S(x)\ but not A(x).
The analysis here is more difficult than the preceding examples and our function is given implicitly in terms of the inverse Laplace transform of a specific function. In what follows, we define The following Lemma is essentially Theorem V from [4] . LEMMA 
Write s = cr + it. Suppose that g(s)
(a) is analytic in the half-plane <x>0,
with C a constant independent of a. Then there is an f(x) e L 2 (0, °°) such that (3) holds for all cr>0.
REMARK. Lemma 2 differs slightly from Theorem V in that we have replaced x by -x and replaced L 2 convergence (denoted l.i.m. in [4] ) by the ordinary convergence of the improper integral in (3) which holds when <x>0 because /U)GL 2 (0,OO).
We now show that our example satisfies the conditions of Lemma 2. 
Proof. It is clear that g(s)
is analytic for o-= Re(s)>0. To verify condition (b) it suffices to study the behavior of g when s is "small" and when it is "large". More precisely, if r, R are any fixed constants with 0<r<R the contribution to the integral in (5) from that part of the range of integration for which r<|s|<R is clearly bounded, so that we need consider only the contributions from |s|^i? and from |s|<r. 
expi since the first term in (6) is real. As 0<2 we see that given any positive constants K and À we have for sufficiently large x, expK(logx) 3 1 <x x .
Thus, the last expression in (7) is seen to be 0(|s| -x ) and if we choose À <\, the contribution to the integral in (5) from \s\<r is bounded. This completes the proof that the hypotheses of Lemma 2 are satisfied by g(s). x(l + 0( S (logi) e 'll + l
•4wn
and we now deduce that g 3 (s)e BV(0, <*>). It remains to show that h 2 (t) has bounded variation. The integral which defines h 2 is: Applying this fact with f(s) replaced by (log(l/s)) a exp i(log(l/s)) 3 for s <| and 0 for s>2~ we obtain the result that for n>0, I(n, a; f) G BV(0, oo) if a<-0 (10) since |/'(s)| is integrable in that case. In the integration by parts which follows, it is easy to verify that the boundary terms are of bounded variation in (0, oo). We then obtain the following recursion relation for I(n, a;t) (C denotes a constant and A(t) the boundary terms) :
Kn,a; O^J^V^logi)" 
Now, since 0>1, we note that in each of the last three terms of (11), a is replaced by a quantity which is less than a by an amount at least equal to j8-l. Thus, starting with h 2 (t) = 1(0, 0; t) and repeatedly applying (11), we eventually express h 2 (t) as a sum of boundary terms A(t) plus terms of the form CI(n, a; t) where the values of a are less than -18. Using (10), it follows that h 2 (t)eBV(Q,<x>) and the proof is complete.
