Evidence of modulated dissipative structures with an intrinsic wavelength in a nonlinear optical system devoid of Turing instability is given. They are found in the transverse field distribution of an optical cavity containing a liquid crystal light valve. Their existence is related to a transition from flat to modulated fronts connecting the unstable middle branch of a bistability cycle and either of the two stable uniform states. We first analyze the cavity in the limit of nascent bistability, where a modified Swift-Hohenberg equation is derived. This allows for a simple analytical expression of the threshold associated with the transition as well as the wavelength of the emerging structure. Numerical simulations show development of ring-shaped modulated fronts and confirm analytical predictions. We then turn to the full model and find the same transition, both analytically and numerically, proving that this transition in not limited to nascent bistability regimes.
I. INTRODUCTION
Pattern formation in extended systems has attracted much attention in fields as different as physics, hydrodynamics, chemistry, and biology ͓1͔. Nonlinear optics, in particular, represents a fruitful area of activity ͓2,3͔. This is due to the fact that patterned states arise naturally in many optical devices from the interplay of diffraction, nonlinearities and dissipation. Among the nonlinear systems analyzed, the optical devices formed by a thin slice of nonlinear material with feedback ͓4͔ are the subject of intense research, both theoretical and experimental, owing to their ability to exhibit a rich variety of ordered or complex structures, including regular patterns ͓5͔, space-time chaotic dynamics ͓6͔, and dissipative solitons ͓7͔. Experimental realizations of this scheme are typically based on liquid crystal cells or the liquid crystal light valve ͑LCLV͒ as nonlinear media. Recent investigations in these experimental systems have focused on localized structures ͓8͔ and the occurrence of noise-sustained structures in the presence of drift transport ͓9͔. More recently, bistability between round and triangular localized structures has been demonstrated experimentally in this system ͓10͔.
The purpose of this article is to report on the occurrence of modulated structures with an intrinsic wavelength in a modulationally stable regime, i.e., in a regime far from any modulational instability ͑Turing instability, ͓11͔͒. These modulations spontaneously develop from localized perturbations of the unstable homogeneous steady state that separates the two stable states of a hysteresis cycle. This constitutes the counterpart of Turing spontaneous modulations initiated by extended perturbations. They occur in the wings of the traveling fronts and eventually give rise to a self-organized propagating pattern. The analytical expressions of their wavelengths and velocities are explicitly derived. Such nonTuring structures have been predicted in some onedimensional models in fluid mechanics ͓12͔. But, as far as we are aware, they have never been observed in any experimental system. In this paper, we analyze the LCLV nonlinear optical cavity as a candidate for this purpose.
Note that different types of non-Turing modulations have been reported in optical bistability ͓13͔, and in the degenerate optical parametric oscillator with walk-off ͓14͔. In the former case, the modulation results from the tail interaction between switching waves ͑see also the book by Rosanov on this subject, ͓3͔͒. In the latter case, the modulated structures are directly produced by walk-off; without it, they do not exist, at least in the range of parameters considered in ͓14͔. By contrast, in the dynamical regime considered here, no walk-off nor any form of preexisting drift is necessary to generate the pattern. In particular, the modulations are characterized by an intrinsic wavelength which is determined solely by dynamical parameters and not by convection. In addition, we establish their existence in the parameter space, and observe a transition from flat to two-dimensional modulated non-Turing structures in the form of ring-shaped fronts.
The remainder of the paper is organized as follows. In Sec. II, we recall the model describing a LCLV cavity and derive the modified Swift-Hohenberg equation in the limit of nascent bistability. We exploit this simplification in Sec. III, where we investigate in detail the origin of structuring in the system, namely the appearance of modulations in the front connecting an unstable homogeneous steady state to another stable one. In Sec. IV, we return to the full model and study the transition between flat and modulated front without any approximation. Finally, we summarize and conclude.
II. FULL AND SIMPLIFIED MODELS
The system we consider is a cavity whose nonlinear active element is a LCLV. Figure 1 depicts a typical experimental setup. The main control parameters are the injected field E 0 , the polarizer P, and the rms voltage V 0 applied across the LCLV. A certain fraction of V 0 applies to the nematic liquid crystals cell inside the LCLV and reorients them. This reorientation induces a phase retardation on the electromagnetic wave going through the cell. In first approximation, the phase retardation is proportional to the impinging intensity and thus causes a Kerr effect. The dynamics of the electromagnetic field inside the cavity is thus described by the optical phase retardation in the LCLV. Normalizing the time and space variables by the response time and diffusion length of the LCLV, satisfies ͓15͔
where 0 = 0 ͑V 0 ͒ is a constant phase retardation due to the voltage applied to the cell, ٌ 2 is the Laplacian acting on the transverse coordinates x = ͑x 1 , x 2 ͒, and f͑I fb ͒ is the nonlinear response to the feedback field intensity I fb .
We shall assume a Kerr-type response with coefficient ␣ and saturation sat , so that
As explained in ͓15͔, for an injected intensity I 0 = ͉E 0 ͉ 2 , the feedback intensity is given by
where ͉M͉ = cos 2 , ͉N͉ = sin 2 , and a = cL / ͑2ᐉ 2 ͒. The expression for I fb arises from the formal resolution of the freespace propagation problem in the cavity feedback loop. The amplitudes M and N are relative to the field components polarized along the LC director and perpendicular to it, respectively. These two components are projected, via a polarizer, on a common direction with respect to the LC director. In the expression for a , L is the free propagation length, c is the speed of light, is the frequency of the electromagnetic wave, and ᐉ is the phase diffusion length in the LCLV. The parameter a is the normalized diffraction coefficient, which can be controlled through and L.
The expression for I fb greatly complicates the study of Eq. ͑1͒. Fortunately, one can simplify this equation while retaining the dynamics we wish to describe by considering this equation near the limit of nascent bistability and assuming, for the sake of simplicity, Ϸ / 4. This last assumption is by no means necessary but simplifies notably the algebra arising from trigonometric nonlinearties. We shall follow the same methodology as that recently described in ͓16͔ and, previously, in ͓17͔.
We first recall that the homogeneous solutions of Eq. ͑1͒ are given by
and that linear perturbations ϰexp͑ikx + ͒ obey the dispersion relation
The input-output characteristic will be close to bistability regime when ‫ץ‬F / ‫ץ‬ , ‫ץ‬ 2 F / ‫ץ‬ 2 Ϸ 0. These two conditions yield the critical values = c and ␣I 0 = ␣I c , such that
If we particularize the linear stability analysis to = c , ␣I 0 = ␣I c and to small wave numbers k Ӷ 1, Eq. ͑3͒ simplifies into
The k 2 factor above means that homogeneous perturbations are marginally stable. This results from the coalescence of two limit points at = c . In addition, Eq. ͑4͒ clearly indicates the possibility of a nontrivial dynamics at small but finite k's if the diffraction parameter a is close to 
A simple substitution in Eq. ͑1͒ yields, after lengthy calculations, the following amplitude equation:
where ٌ now means ‫ץ͑‬ / ‫ץ‬ 1 , ‫ץ‬ / ‫ץ‬ 2 ͒ and D͑͒ = D − E is a nonlinear diffusion coefficient. The quantities B , C , D, and E are related to all physical parameters defined in Eq. ͑1͒ through
For sat = 5, we have
Note that Eq. ͑5͒ has been first introduced in the context of semiconductor laser dynamics ͓16͔, and later derived independently by us and in ͓18͔ for the LCLV close to nascent bistability. It resembles the well-known Swift-Hohenberg equation but the nonlinear diffusive term breaks the reflection invariance ↔ −.
III. THE MODIFIED SWIFT-HOHENBERG EQUATION
The homogeneous steady states ͑HSSs͒ of Eq. ͑5͒ are implicitly given by
The coefficient C is always positive and, in what follows, we assume B Ͼ 0 in order to ensure that the system is bistable. 
In the sequel we focus on this range of parameters. Since the system is stable to Hopf and Turing bifurcations, no extended modulation, either in space or time, can grow in the system. However, Fig. 3 shows that localized disturbances from the unstable branch − ͱ B /3C Ͻ s Ͻ ͱ B /3C can in fact display oscillations. In the numerical simulations, the perturbation is initiated in the form of a radially symmetric impulsion, as could physically be caused by a laser beam. For sufficiently large values of B, the front leaves a spatial modulation behind its passage, so that, eventually, the entire domain is covered by a spatially modulated solution.
The classical linear stability theory is insufficient, as it stands, to explain the above observations because it applies to extended perturbations characterized by a single wave number. By contrast, in order to determine the linear response of the system to a localized perturbation, it is necessary to include a finite band of modes in the dynamical description. This can be achieved by reformulating the linear stability analysis as an initial-value problem. For a detailed description of the concept and techniques of instabilities in terms of an initial-value problem analysis ͑including absolute and convective instabilities͒, the reader is referred to the original work by Briggs ͓19͔, or the new formulations by Brevdo ͓20͔, and the recent works in optics ͓14,21,22͔.
In one spatial direction, let us consider the evolution of = s + ␦A͑ , t͒, where, initially,
From Eq. ͑6͒, at later times we have
where ⌬͑k͒ = ͑k͒ + ik / t and we need to evaluate this integral asymptotically as t → ϱ, with / t ϵ V = O͑1͒. Following the method of steepest descent ͓23͔, we deform the path of integration in Eq. ͑7͒ in the complex plane k = k r + ik i and look for the complex wave number k c = k r,c + ik i,c , such that ‫ץ͑‬ / ‫ץ‬k r ͒Re͓⌬͑k r , k i ͔͒ = ‫ץ͑‬ / ‫ץ‬k i ͒Re͓⌬͑k r , k i ͔͒ =0. We then use the result that, asymptotically,
Finally, the front is the part of the perturbation that travels into the unstable region without changing amplitude. Hence, we require that Re͓⌬͑k r , k i ͔͒ = 0. This happens when the group velocity is identical to the envelope velocity of the front ͓12͔. These three conditions on Re͓⌬͑k r , k i ͔͒ determine k r , k i , and V = / t as a function of s . The value of k r characterizes the spatial modulation of the front, k i determines its spatial decay, and V its speed. We find that both modulated ͑k r 0͒ and flat ͑k r =0͒ fronts are indeed possible. We have characterized the parameter range for each one of the two dynamical behaviors. We find that the formation of propagating patterns is possible only if
where we recall that s is on the unstable middle branch of the bistability cycle. The modulated front characteristics are then given by
. ͑12͒
On the other hand, flat fronts occur when D͑ s ͒ 2 ജ −6͑d 0 / d s ͒, and propagate with a velocity V FF =2k i ͓D͑ s ͒ + k i 2 ͔ where
In two spatial dimensions, the complex wave number becomes a complex wave vector k = ͑k 1r + ik 1i , k 2r + ik 2i ͒. After a lengthy calculation, we find that a calculation of the same kind as above leads to the same formulas ͑5͒-͑9͒ but where ͑dashed lines͒. The asymmetry of their domain of existence is a consequence of the nonlinear diffusion term, whose strength is fixed by the parameter E, and which breaks the inversion symmetry ↔ −. Figure 5 , on the other hand, illustrates how the wave number and the velocity of the emerging non-Turing modulated structure depends on the input voltage 0 for a fixed value of B. Note that in Fig. 5 , we plotted k r +Im͑͒ / V MF instead of k r in order to characterize the front oscillations. This is based on the flux of nodes across the front ͓12͔ but also follows directly from ͑8͒. The transition is fully confirmed by the numerical simulations of Eq. ͑5͒, with localized Gaussian initial conditions ͑Fig. 3͒. At the first stage, the peak of the localized perturbation grows gradually in time until it reaches its maximum value ͑upper branch͒. This amplification process is accompanied by a propagation of the fronts into the region occupied by the unstable HSSs. Once flat fronts are established, small oscillations systematically start in the wings of the structures, as shown in Fig. 3 ͑second snapshot of the first line͒. These oscillations dominate the dynamics only asymptotically in time, according to the initial-value problem analysis. Finally, after a sufficiently long time, we observe that the whole domain can be covered by a textured solution that alternatively switches between upper and lower branches of the hysteresis cycle. This is consistent with the one-dimensional study in ͓12͔.
Equation ͑9͒ nicely emphasizes the roles of diffusion and bistability in the formation of modulated fronts. On the one hand, diffusion smoothes inhomogeneities and is therefore detrimental to the formation of fronts. On the other hand, the slope of s ͑ 0 ͒ gives the tendency for the system to jump as a whole towards either of the stable states of the hysteresis cycle. Hence it is no surprise that the maximum nonlinear diffusion D compatible with oscillations is directly given in terms of the slope
, which is negative on the unstable branch. Intuitively, if the curve s ͑ 0 ͒ is nearly vertical, the system rapidly switches to either of the two stable states, leaving no time for oscillations to set in. Conversely, if the middle branch s ͑ 0 ͒ is nearly horizontal, the system hesitates for a longer time between the upper or the lower stable state, making front oscillations possible. In this case indeed, we have ͉d s / d 0 ͉ Ӷ 1, i.e. ͉d 0 / d s ͉ ӷ 1 in Eq. ͑9͒. This simple criterion is illustrated in Fig. 3 : all other things being equal, the fronts are modulated for the largest value of B, i.e., for the widest hysteresis cycle.
IV. BACK TO THE FULL MODEL
Let us now examine the transition from flat to modulated fronts in the original model. Specifically, we wish to draw the bifurcation diagram of Fig. 4 in the ͑ 0 , ␣I 0 ͒ plane. To this end, we apply the method of steepest descent to the dispersion relation ͑3͒. Hence, as before, we look for the complex saddle point of ⌬͑k͒, which yields
and we impose that Re͓⌬͑k r , k i ͔͒ vanishes. The resulting expressions are now much more complicated, but on the transition curve between flat and modulated fronts, k r = 0. This gives
where J stands for
͑16͒
Eliminating J between Eqs. ͑14͒ and ͑15͒, we obtain
This last equation is easily solved:
Meanwhile, Eq. ͑14͒ yields
Hence, taking k i as a parameter along the bifurcation curve between flat and modulated fronts, we have explicit formulas for ͑k i ͒ and J͑k i ͒. For each value of k i , we can thus solve ͑16͒ numerically and obtain ␣I 0 ͑k i ͒. Finally, from ͑2͒,
The result is illustrated in Fig. 6 for a set of parameter values that are far from the conditions of nascent bistability. In particular, we take a = 0.51, very different from a c . The picture is essentially the same as in the simplified model, with 0 and B replaced by 0 and ␣I 0 , respectively. Although a modulational instability exists, its threshold is everywhere above ␣I 0 Ϸ 50. Hence it has no influence at pumping intensities ␣I 0 Ϸ 5. The results of numerical simulations displayed in Figs 7-10 correspond to the four dots in Fig. 6 , with ␣I 0 = 5.5 and 0 = 3.32, 3.16, 3.11, and 3.0, respectively. Figure 7 shows a flat front initiated by a Gaussian perturbation at the center of the domain. Initially, the system is on the unstable middle branch of the hysteresis cycle. The front invades the unstable domain from left to right. In the subsequent figures, modulated fronts are observed, in full agreement with the predictions. In Fig. 9 , the front leaves behind a long-lived structure where domains in the upper stable state and in the lower stable state alternate. This is due to the fact that 0 = 3.11 is close to the Maxwell point for switching fronts between the two stable states ͓3͔. For 0 = 3.16 ͑Fig. 8͒, these switching fronts move into the domain occupied by the lower branch, so that eventually, only the upper state remains. The reverse is true for = 3.00 as shown in Fig. 10 .
V. SUMMARY
In summary, starting from the model describing the LCLV system with feedback, we have derived the modified SwiftHohenberg equation in the nascent bistability limit. This allowed an in-depth analysis of the flat-modulated front transition. In particular, we found the particularly simple and physically meaningful formula ͑9͒ as a criterion for appear- 2 ͒. A long-lasting structure persists in the medium: the system is close to the Maxwell point for switching fronts between the two stable states.
ance of modulations in the front, which involves the nonlinear damping of modulations ͓through D͔͑͒ and the propensity for the system to jump as a whole into a stable state ͑through d 0 / d s ͒. A simple conclusion was that a wide bistability range is favorable to modulations. Clearly, from Fig. 6, this conclusion is valid in the full model too. In order for the modulated front to imprint a robust modulation in the system, it is necessary to be near the Maxwell point for the switching fronts between the upper and lower stable homogeneous steady states. At this point, these switching fronts are close to immobile.
We emphasize that the phenomenon exists in the absence of Turing ͑or modulational͒ instability and does not require any form of drift. Moreover it is not restricted to the limit of nascent bistability. This study constitutes the first step towards an experimental observation of non-Turing oscillations. The specific laboratory system considered, namely a LCLV with feedback, is promising because of the existence of many control parameters, and of its relatively slow ͑order of 1s͒ dynamics.
