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Abstract
In this paper ordered trees are studied with respect to the inorder traversal. New decompositions of ordered trees are introduced
and used to obtain enumeration results according to various parameters. Furthermore, the set of all ordered trees with prescribed
degree sequence according to the inorder is studied with the aid of Dyck paths. This set is constructed and its cardinal number is
evaluated recursively.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
The determination of trees with prescribed characteristics has been studied extensively (e.g. see [1,6,12–14,17]). In
particular, it is interesting to determine a rooted ordered tree from its degree sequence according to a given traversal.
It is well known that the degree sequence of a tree according to either preorder or level order determines the tree
uniquely. Furthermore, in both cases the degree sequence of the tree is a dominating sequence, so that it can be expressed
uniquely by a Dyck path. Thus, two well-known bijections between ordered trees and Dyck paths have been produced
[2,5]. In the case of postorder we have similar results, since the transpose of the degree sequence of a tree in postorder
is equal to the degree sequence of its mirror tree in preorder. In the inorder traversal though, the situation is more
complicated, since the degree sequence does not determine the tree uniquely. In this paper we study the set of ordered
trees from this point of view.
In Section 2 we give some basic deﬁnitions and notations referring to ordered trees and Dyck paths.
In Section 3 we introduce two new decompositions of ordered trees. The ﬁrst is used for the enumeration of ordered
trees according to their number of edges and the degree and level of the second node in the inorder traversal. The second
decomposition refers to the trees T with degree of the second node zT greater or equal to 2 and it is used to associate
every such tree to a tree T ∗ which has the same degree sequence according to the inorder traversal and zT ∗ as its root.
Conversely, given a tree R with zR as its root, we determine the set of all trees T such that T ∗ = R, giving a relevant
enumeration result.
In Section 4 we show that the degree sequence of an ordered tree according to the inorder traversal is a dominating
sequence and it is expressed by a Dyck path which avoids aaa¯a. Furthermore, using the machinery of Dyck paths we
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construct recursively the set of all ordered trees with prescribed degree sequence and we give relevant enumeration
results.
2. Preliminaries
An ordered tree (called sometimes just a tree) is a rooted tree where the order of the subtrees of each node is
signiﬁcant. The root of a tree T will be denoted by rT .
The number of children of a node v is called degree d(v) of that node. If d(v) = 0 (resp. d(v)> 0), then v is called
leaf (resp. internal node). The level of a node is deﬁned recursively as follows: the level of rT is 1, whereas the level
of a child is equal to the level of its parent increased by 1.
We denote byT (resp.Tn) the set of all ordered trees (resp. with n edges). The setT0 consists of the single-node
tree only, called the empty tree and denoted by 0, whereas the setT1 consists of the single-edge tree only, denoted by
1. It is well known that the number of all ordered trees with n edges equals the Catalan number Cn = (1/(n+ 1))
(
2n
n
)
.
For every T ∈T, we denote by s(T ) the size of the tree T, i.e. the number of its edges.
The inorder traversal is deﬁned recursively as follows: Traverse the ﬁrst subtree according to the inorder traversal,
visit the root, traverse the remaining subtrees according to the inorder traversal.
For every T ∈ T, we denote by mT the leftmost node of T with respect to the inorder; clearly, if T is non-empty,
then mT is a leaf and hence it is different from rT .
The parent of mT is denoted by zT . If d(zT )2, we denote by MT the rightmost child of zT .
The degree sequence of T is the sequence of degrees of its nodes, as they occur when T is traversed in inorder. Since
d(mT ) = 0 for every tree T, we omit it when writing its degree sequence.
When we say that we attach a tree T1 to a leaf v of a tree T2, we mean that we create a new tree, by adding to T2 the
subtrees of rT1 , considered as subtrees of v, preserving their order.
The left path P of a tree T is the sequence of nodes encountered when moving from rT to mT . We denote by l(T )
the length of the left path of T.
In the tree of Fig. 1 the vertices have been labelled according to the inorder traversal, with mT , zT and MT being the
nodes labelled with 1, 2 and 6, respectively. The corresponding degree sequence is 3, 0, 1, 0, 3, 0, 0, 2, 0, 2, 0, 1, 2, 0,
2, 0, 1 (as we have agreed, the zero degree of mT is ommitted). Furthermore, l(T ) = 3 since the left path of T
consists of the nodes labelled with 14, 9, 2, 1. Notice also that although the subtrees of T rooted at the nodes la-
belled with 13 and 16 are not isomorphic, they have the same degree sequence 2, 0, 1 according to the inorder
traversal.
For a parameter q deﬁned onT, we will denote by Fq the generating function ofT according to the parameters s,
q, i.e.
Fq(x, y) =
∑
T ∈T
xs(T )yq(T ).
A Dyck path of semilength n is a path in the ﬁrst quadrant, which begins at the origin, ends at (2n, 0) and consists of
steps (1, 1) and (−1, 1), called rise and fall, respectively.
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Fig. 1.
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It is clear that every Dyck path is coded by a word u ∈ {a, a¯}∗, called Dyck word, so that every rise (resp. fall)
corresponds to the letter a (resp. a¯).
We denote by D (resp. Dn) the set of all Dyck paths (resp. of semilength n). It is well known that |Dn| = Cn for
every n ∈ N.
Every u ∈ D\{}, where  denotes the empty Dyck path, can be uniquely decomposed in the form u= awa¯v, where
w, v ∈ D.
A non-empty Dyck path u which meets the x-axis only at its endpoints (i.e. u = awa¯, with w ∈ D) is called prime
(or elevated). The simplest prime Dyck paths are the pyramids h = aha¯h, where h> 0. The pyramid 1 is usually
considered as the trivial prime path. It is well known that every non-empty Dyck path can be uniquely decomposed
into prime paths.
We say that a Dyck path v is a preﬁx of a Dyck path u if there exists w ∈ D such that u = vw. In this case we write
w = u/v.
Let f, g : D → N; we deﬁne the convolution f ◦ g as follows:
(f ◦ g)(u) =
∑
f (v)g(u/v),
where the sum is taken over all preﬁxes v of u. If f = g we write f 2 instead of f ◦ f .
A sequence d = (di)i∈[n] dominates a sequence d ′ = (d ′i )i∈[n] (or, equivalently, d ′ is dominated by d) iff
∑
i=1
di
∑
i=1
d ′i for every  ∈ [n] and
n∑
i=1
di =
n∑
i=1
d ′i .
A sequence (di)i∈[n] is called dominating iff it dominates the constant sequence whose terms are all equal to 1.
It is well known that there exists a bijection between Dn and the set of all dominating sequences of length n,
according to which every non-empty Dyck path u of semilength n, is uniquely represented by the dominating sequence
d(u) = (di)i∈[n], where d1 is the number of a’s before the 1st occurrence of a¯ in u and di is the number of a’s between
the (i − 1)th and the ith occurrence of a¯ in u, for every i ∈ [2, n].
3. Decompositions of ordered trees
In this section we study two decompositions of trees relevant to the inorder traversal and some parameters concerning
them.
We start by introducing the setT∗ (resp.T∗n) of all non-empty trees T (resp. of size n) with l(T ) = 1, i.e. rooted at
zT . It is clear that every element ofT∗n is generated from a unique T ∈Tn−1 by adding a leftmost child to rT and so
|T∗n| = Cn−1.
We introduce a binary operation ⊗ between trees, such that T1 ⊗ T2 is the tree obtained by attaching the tree T1 to
mT2 .
It is clear that this operation is associative but not commutative and for T1, T 1 ∈ T∗, T1 ⊗ T2 = T 1 ⊗ T 2 implies
that T1 = T 1 and T2 = T 2. Moreover, the degree sequence of T1 ⊗ T2 according to the inorder traversal is equal to the
concatenation of the degree sequences of T1, T2.
It is easy to see that every non-empty tree T can be uniquely decomposed in the form T = T1 ⊗ T2, where T1 ∈T∗
and T2 ∈T; (see Fig. 2 a). For example, in the tree T of Fig. 1, T1 is the subtree rooted at zT (labelled with 2), whereas
T2 is the subtree obtained from T by deleting all nodes of T1 except zT .
Using this decomposition recursively, we can uniquely express every non-empty tree in the formT =T1⊗T2⊗· · ·⊗Tk ,
where Ti ∈T∗, i ∈ [k]; (see Fig. 2b).
The trees Ti , i ∈ [k] are calledT∗-components (or simply components) of T. Clearly, l(Ti)= 1 for each i ∈ [k]. For
example, the tree T of Fig. 1 has three components, rooted at the nodes labelled with 2, 9 and 12.
We ﬁrst use the above decomposition for the enumeration of the setT according to size s, number c of components
in this decomposition (equivalently, level of zT ) and degree  of zT .
Clearly, for every non-empty tree T = T1 ⊗ T2 with T1 ∈ T∗, T2 ∈ T we have s(T ) = s(T˜1) + s(T2) + 1,
c(T ) = c(T2) + 1 and (T ) = r(T˜1) + 1, where T˜1 is the tree obtained from T1 by deleting mT1 , and r denotes the
parameter deﬁned by the degree of the root. The parameter r has been studied extensively (e.g. see [4–6]) and it is well
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known that
Fr(x, y) = 11 − xyC(x) and hence [x
nyk]Fr = k2n − k
(
2n − k
n
)
.
From the above, it follows that the generating function F ofT according to the parameters s, c and  is given by
F(x, y, t) = 1 +
∑
T˜1,T2∈T
xs(T˜1)+s(T2)+1yc(T2)+1t r(T˜1)+1
= 1 + xyt
⎛
⎝∑
T˜1∈T
xs(T˜1)t r(T˜1)
⎞
⎠
⎛
⎝∑
T2∈T
xs(T2)yc(T2)
⎞
⎠
= 1 + xytF r(x, t)Fc(x, y).
Clearly, for t = 1 (resp. y = 1) the above formula easily gives that
Fc(x, y) = 11 − xyC(x)
(
resp. F(x, t) = 11 − xtC(x)
)
.
Thus, the parameters c, , r are equidistributed and we conclude that
F(x, y, t) = 1 + xyt
(1 − xyC(x))(1 − xtC(x)) . (1)
By the symmetry of y, t in the above relation, we obtain that the number an,k, of all T ∈ Tn with c(T ) = k and
(T ) = , is equal to the number of all T ∈Tn with c(T ) =  and (T ) = k.
Furthermore, after some simple manipulations, from relation (1) we can obtain an expression for the coefﬁcients of
F(x, y, t) using the double sequence bn,m of ballot numbers [15, p. 130] deﬁned by b0,0 = 1 and bn,m = ((n + 1 −
m)/(n + 1)) (n+m
m
)
.
Proposition 1. The number an,k, of all T ∈Tn with k components and degree of zT equal to  is given by the formula
an,k, =
n−∑
=k−1
b−1,−k+1bn−−2,n−−,
where k + n + 1 and k, 2.
We also note the following special case:
an,k,1 = an,1,k = bn−2,n−k .
We now consider the set T′ (resp. T′n) of all non-empty trees T (resp. of size n) with d(zT )2. It is clear that T′
contains exactly these non-empty trees that are not of the form 1⊗T , T ∈T, so that |T′n|=Cn−Cn−1 andT∗n ⊆T′n
(for n2).
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In the sequel we introduce a second binary operation ∨ between trees, such that T1 ∨T2 is the tree obtained by adding
a rightmost child to rT1 and attaching T2 to it.
It is clear that this operation is neither associative nor commutative, 0∨0=1 and for T1 	= 0 we have T1 ∨ T2 ∈T∗
iff T1 ∈T∗.
Moreover, if T1 ∈T∗, then the degree sequence of T1∨T2 according to the inorder traversal is given by the following
relation:
d(T1 ∨ T2) = d ′1 + 1, d ′2, . . . , d ′, 0, d ′′1 , d ′′2 , . . . , d ′′ , (2)
where d(T1)= d ′1, d ′2, . . . , d ′ and d(T2)= d ′′1 , d ′′2 , . . . , d ′′ ; we remark that the zero element that appears in relation (2)
corresponds to the degree of the leftmost element of T2, which is omitted in d(T2).
It is easy to see that every non-empty tree T can be uniquely decomposed in the form T1 ∨ T2, where T1, T2 ∈ T;
(see Fig. 3).
In particular since s(T1 ∨ T2) = s(T1) + s(T2) + 1, for n2 we have
T∗n = {T1 ∨ T2 : T1 ∈T∗, T2 ∈T and s(T1) + s(T2) = n − 1}. (3)
In the following result we summarize the above ideas in order to give the decomposition of trees inT′; (see Fig. 4a).
Proposition 2. Every tree T ∈T′ can be uniquely written in the form:
T = (T1 ∨ T2) ⊗ T3,
where T1 ∈T∗ and T2, T3 ∈T.
In the sequel we will show that for the determination of all the trees inT′ with a prescribed degree sequence in the
inorder traversal, it is enough to restrict ourselves to the trees ofT∗.
For this, given T =(T1∨T2)⊗T3 ∈T′ we set T ∗=T1∨(T2⊗T3); (see Fig. 4b). Clearly, T ∗ ∈T∗ and d(T ∗)=d(T ).
Conversely, given R ∈T∗, we determine the setT(R) of all T ∈T′ such that T ∗ =R. This is achieved in the next
result, the proof of which is easily deduced using the properties of the two operations.
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Proposition 3. For every R ∈T∗ with s(R)2 we have that
T(R) = {(R1 ∨ (0 ⊗ T1 ⊗ · · · ⊗ Ti)) ⊗ (Ti+1 ⊗ Ti+2 ⊗ · · · ⊗ Tk) : 0 ik},
where R = R1 ∨ R2, R1 ∈T∗, R2 ∈T and Ti , i ∈ [k], are the components of R2.
If p is the parameter ofT∗ deﬁned byp(R)=|T(R)| then by the above proposition it is evident thatp(R)=c(R2)+1.
We close this section by enumerating the setT∗ according to the parameters s, p and .
For this, we consider the bijection  : T∗ → T deﬁned by (R1 ∨ R2) = R1⊗R2where R1 ∈ T∗ and R2 ∈ T,
and (1) = 0. Then, s((R)) = s(R) − 1, c((R)) = p(R) and ((R)) = (R) − 1 for every R ∈ T∗\{1}. From
the above, if G(x, y, t) is the generating function ofT∗ according to the parameters s, p and , using relation (1) we
obtain that
G(x, y, t) =
∑
R∈T∗
xs(R)yp(R)t(R)
= xt +
∑
R∈T∗\{1}
xs((R))+1yc((R))t((R))+1
= xtF (x, y, t)
= xt + x
2yt2
(1 − xyC(x))(1 − xtC(x)) .
Putting t = 1 we deduce that
G(x, y, 1) = x
1 − xyC(x) ,
so that the number of all R ∈T∗n with |T(R)| = k is equal to bn−2,n−1−k .
4. Inorder traversal and Dyck paths
We start this section by presenting the main properties of the degree sequence of a tree according to the inorder
traversal.
Proposition 4. Let T ∈Tn with d(T )= (di)i∈[n]; then d(T ) is a dominating sequence with di+1 =0 whenever di2,
for i ∈ [n − 1].
For the proof of the above result, we note that we can restrict ourselves to the case where T ∈T∗ and use induction
with the aid of relations (2) and (3).
We note that the dominating sequences d = (di)i∈[n], with di+1 = 0 whenever di2, code exactly these Dyck paths
which avoid aaa¯a.
In the sequel we will enumerate the set D̂ of all Dyck paths u which avoid aaa¯a, according to semilength |u|.
Since every non-empty u ∈ D̂ can be written uniquely in the form u= awa¯v, where w ∈ D˜ = D̂\{aa¯z : z ∈ D̂\{}}
and v ∈ D̂, for the generating function of the set D̂ we have that
G(x) = 1 + x
⎛
⎝∑
w∈D˜
x|w|
⎞
⎠
⎛
⎝∑
v∈D̂
x|v|
⎞
⎠
= 1 + x[G(x) − x(G(x) − 1)]G(x)
= 1 + x[(1 − x)G2(x) + xG(x)].
From the above relation, using a version of the Lagrange inversion formula [6] we obtain the following result.
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Proposition 5. The number of all non-empty Dyck paths of semilength n that avoid aaa¯a, is equal to
[xn]G(x) =
[(n−1)/2]∑
=0
(−1)
n − 
(
n − 

)(
2n − 3
n − 2 − 1
)
.
The above formula gives the sequence 1, 2, 4, 9, 22, 57, 154, 429, . . . (A105633 of [16]).
We now come to study the relation between ordered trees and Dyck paths, via the inorder traversal. Contrary to the
other traversals, in the inorder traversal the degree sequence does not yield a bijection between ordered trees and Dyck
paths. Thus, given a Dyck path u, there are in general several, or none, ordered trees, the sequence of which can be
expressed by u.
We denote byT(u) (resp.T∗(u)) the set of all T ∈T (resp. T ∈T∗) such that d(T ) = d(u).
ClearlyT() = {0} andT(aa¯) =T∗(aa¯) = {1}.
In the following result we give a recursive construction of the setsT(u) andT∗(u).
Proposition 6. Let u = awa¯v ∈ D̂ where w, v are Dyck paths. Then, for w =  and v 	=  we have that
T(u) = {1 ⊗ T : T ∈T(v)}, (4)
whereas for w 	=  we have that
T∗(u) = {T1 ∨ T2 : T1 ∈T∗(w) and T2 ∈T(v)}, (5)
T(u) =
⋃
{(T1 ∨ T2) ⊗ T3 : T1 ∈T∗(w), T2 ∈T(z) and T3 ∈T(v/z)}, (6)
where the union is taken over all preﬁxes z of v.
Since the proof of the above proposition is immediate for w = , we restrict ourselves to the case where w 	= .
We ﬁrst note that using relation (2) we can easily check that T1 ∨ T2 ∈ T∗(u) iff T1 ∈ T∗(w) and T2 ∈ T(v).
Furthermore, relation (5) follows easily, using relation (3).
Next, if T ∈T(u) it follows that T ∈T′ so that, by Proposition 2 there exist trees T1 ∈T∗ and T2, T3 ∈T such
that T = (T1 ∨ T2) ⊗ T3. Then, T ∗ = T1 ∨ (T2 ⊗ T3) ∈T∗(u) so that, by relation (5) we obtain that T1 ∈T∗(w) and
T2 ⊗ T3 ∈T(v).
Moreover, since the sequence d(v) = d(T2 ⊗ T3) is the concatenation of the sequences d(T2) and d(T3) which by
Proposition 4 are dominating, there exists a preﬁx z of v such that d(z) = d(T2) and d(v/z) = d(T3). This shows that
every element of T ∈T(u) belongs to the above union and since the converse is also true, we obtain relation (6).
We now evaluate the cardinal number of the setT(u). For this, we introduce the functions f, g on D with f (u) =
|T(u)| and g(u) = |T∗(u)|.
It is clear that f () = 1, f (1) = g(1) = 1 and f (u)> 0 (resp. g(u)> 0) iff u ∈ D̂ (resp. u ∈ D˜\{}).
Furthermore, by Proposition 6, we have that
f (aa¯v) = f (v) and g(awa¯v) = g(w)f (v), f (awa¯v) = g(w)f 2(v)
for each v,w ∈ D with w 	= .
If u is a prime Dyck path, then f (u)=g(u)=g(w), where u=awa¯. Furthermore, since in this case u can be uniquely
written in either of the forms u=  or u= aw1a¯w2a¯ · · ·wa¯, where ,  ∈ N∗, wi ∈ D and w1 	= , we can show
by simple induction that
f (u) = 1 or f (u) = f (w1)f (w2) · · · f (w), (7)
respectively.
In the following, we evaluate the value of f for an arbitrary Dyck path, using its prime components. For this, given a
Dyck path u we denote by u′ the Dyck path that we obtain from u by replacing each non-trivial prime component of u
by the pyramid 2.
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Proposition 7. For every non-empty Dyck path u = u1u2 · · · uk where ui , i ∈ [k], are the prime components of u,
we have
f (u) = f (u′)f (u1)f (u2) · · · f (uk). (8)
For the proof of (8) we use induction with respect to the number k of prime components of u.
Clearly the result is true for k = 1.
We assume that the result holds for every Dyck path with less than k prime components, where k2 and we will
show it for u = u1u2 · · · uk .
For this, we consider the following two cases:
(I) If u1 = 1, we have
f (u) = f (u2 · · · uk) = f ((u2 · · · uk)′)f (u2) · · · f (uk)
= f (u′2 · · · u′k)f (u2) · · · f (uk)
= f (u′)f (u1)f (u2) · · · f (uk).
(II) If u1 	= 1, we have
f (u) = f (u1)f 2(u2 · · · uk)
= f (u1)
⎛
⎝2f (u2 · · · uk) + k−1∑
=2
f (u2 · · · u)f (u+1 · · · uk)
⎞
⎠
= f (u1)
(
2f ((u2 · · · uk)′)f (u2)f (u3) · · · f (uk)
+
k−1∑
=2
f ((u2 · · · u)′)f (u2) · · · f (u)f ((u+1 · · · uk)′)f (u+1) · · · f (uk)
⎞
⎠
=
⎛
⎝2f (u′2 · · · u′k) + k−1∑
=2
f (u′2 · · · u′)f (u′+1 · · · u′k)
⎞
⎠ f (u1)f (u2) · · · f (uk)
= f 2(u′2 · · · u′k)f (u1)f (u2) · · · f (uk)
= f (u′)f (u1)f (u2) · · · f (uk),
thus completing the proof.
In view of relations (7) and (8) we realize that for the recursive evaluation of the function f it remains to determine
f (u′) for every u ∈ D. For this purpose, we consider the set D′ of all Dyck paths with prime components equal to
either 1 or 2. It is clear that the family of allT(u), u ∈ D′, is a partition of the set of all {0, 1, 2}-trees. These trees
have been studied by many authors (e.g. see [7–10]) and it is well known that for a prescribed number of edges they
are counted by the Motzkin numbers 1, 1, 2, 4, 9, 21, 51, 127, · · · (A001006 of [16]).
We note that f (1v)= f (v), f (2v)= f 2(v) and f (v1)= f (v2), for each v ∈ D′. Furthermore, sinceT(2) is
the set of all full binary trees with 2 edges, we deduce that f (2) = C.
In the next result we ﬁnd the explicit formula of f on D′.
Proposition 8. For the function f we have
(i) f (21v) =
∑
=0 Cf (
−
2 v), where v ∈ D′ and  ∈ N.
(ii) f (12 122 1 · · · 12 ) =
∑ ∏
i=1 Ci , i ∈ N, i ∈ [], 2,
where the sum is taken over all non-negative sequences (i )i∈[] which are dominated by the sequence (i )i∈[].
Clearly (i) holds for  = 0.
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Now, given 1 we assume that equality (i) holds for each < . Then, if v = v1v2 · · · vk , we have
f (21v) = f 2(−12 1v)
= 2f (−12 1v) +
−1∑
i=1
f (i2)f (
−1−i
2 1v) + f (−12 1)f (v)
+
k−1∑
=1
f (−12 1v1v2 · · · v)f (v+1v+2 · · · vk)
= 2
−1∑
=0
Cf (
−1−
2 v) +
−1∑
i=1
Ci
−i−1∑
=0
Cf (
−i−1−
2 v) + Cf (v)
+
k−1∑
=1
−1∑
=0
Cf (
−1−
2 v1v2 · · · v)f (v+1v+2 · · · vk)
= Cf (v) + 2
−1∑
=0
Cf (
−1−
2 v) +
−2∑
=0
−−1∑
i=1
CiCf (
−−1−i
2 v)
+
−1∑
=0
k−1∑
=1
Cf (
−1−
2 v1v2 · · · v)f (v+1v+2 · · · vk)
= Cf (v) + C−1f 2(v) +
−2∑
=0
Cf
2(−1−2 v)
= Cf (v) + C−1f (2v) +
−2∑
=0
Cf (
−
2 v)
=
∑
=0
Cf (
−
2 v),
thus completing the proof of (i).
The proof of (ii) follows easily by induction with respect to  and with the use of (i).
Using Proposition 8, we can easily deduce that the number of all elements of D′ which have k prime components
and the th prime component is the only trivial one, is equal to
∑−1
=0CCk−1− giving the bivariable sequence
1; 1, 2; 2, 3, 5; 5, 7, 9, 14; · · · (A028364 of [16]).
We close by evaluating the sum of values of f on the set D′(k, ) of all u ∈ D′ with k prime components such that
 of them are equal to 1, or equivalently the number of all {0, 1, 2}-trees with 2k −  + 1 nodes such that exactly
 of them have degree 1. An algebraic evaluation, using Proposition 8, seems to be very complicated. We will use a
combinatorial argument instead.
Indeed, every {0, 1, 2}-tree T with 2k − + 1 nodes is generated by a full binary tree B with 2(k − )+ 1 nodes, by
adding  new nodes spread on the edges of B, as well as on an additional edge above the root.
The number of all possible ways that this can be done is equal to the combinations with repetition
[
2(k−)+1

]
=(
2k−

)
. Thus, since the number of all full binary trees with 2(k − ) + 1 nodes is equal to Ck−, we obtain that
∑
u∈D′(k,)
f (u) =
(
2k − 

)
Ck−. (9)
We note that this number counts also the Schröder paths of semilength k with  horizontal steps [3], as well as the
ordered trees having k + 1 nodes with  internal ones being distinguished from the rest (called circled rooted plane
trees in [11]).
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Finally, using relation (9), we deduce that the number of all {0, 1, 2}-trees with k internal nodes is equal to the kth
large Schröder number: 1, 2, 6, 22, 90, 394, 1806, 8558, . . . (A006318 of [16]).
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