Aiming at the characteristics of MM* model fault diagnosis, a fireworks algorithm based on a dual population strategy is designed. The dual population of the algorithm is operated independently in parallel, and cooperative operator and optimal operator are cross-executed in the iterative process. The cooperative operator enables two populations to exchange effective information, avoiding the premature maturity of the algorithm. The optimal operator helps to strengthen the global search power of the algorithm and improve the convergence rate of the algorithm. At the same time, the constraint equation is designed, a new fitness function is proposed, and the mutation operator and selection strategy are optimized. The experimental comparison shows that the algorithm improves the efficiency and accuracy of system-level fault diagnosis and has good practicability. Finally, the correctness of the algorithm is proved by theory, and the time complexity of the algorithm is analyzed.
I. INTRODUCTION
With the advent of the era of big data, the application of multiprocessor systems is becoming more and more common. To obtain better operational efficiency, the scale of multiprocessor systems is constantly expanding, the complexity of the systems is increasing. So the possibility of the failure of the processor nodes is also increasing. In the aviation, energy and financial industries, system failures often have catastrophic consequences and huge losses. Therefore, it is especially important to discover and repair or replace faulty processors of the system in time. Therefore, research on system-level fault diagnosis has become more and more urgent.
To identify faulty processors in the system, Preparata et al. [1] proposed a PMC model, which is implemented by mutual testing of all adjacent nodes in the system. Based on the system-level fault diagnosis theory of PMC model, BGM [2] , Chwa & Hakimi [3] , Malek [4] , MM [5] and MM* [6] diagnostic models have been proposed, and based on these fault models, many scholars have continuously studied system-level fault diagnosis. Tan et al. proposed a
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high-efficiency fault diagnosis algorithm based on the MM* model for the t1/t1-diagnosable system [7] , which highlights its efficiency of time complexity. In [8] , Xie et al. address the t/k diagnosis of hypercube-like networks. In [9] , Jing completely determine the pessimistic diagnosability of an n-dimensional Split-Star Networks denoted by S 2 n under the PMC model. Hengnong et al. proposed the concept of greed, external greed, and comprehensive greed, and designed a new greedy criterion [10] . And a greedy diagnosis algorithm based on matrix operation was proposed. Zhou and Liang considered the existence of a star structure in the large logarithmic network and then constructed an extended star structure in the determined network topology [11] , using the graph theory method to perform the symptoms under the given PMC model and MM model. With the development of swarm intelligence algorithms, more and more swarm intelligence algorithms are applied to system-level fault diagnosis. Miao combined with the characteristics of system-level fault diagnosis in [12] , taking speed mapping and other measures to break through the limitations of the bat algorithm so that the improved bat algorithm can be applied to the system-level fault diagnosis field. The algorithm further improves the diagnostic effect of the t-diagnosable system. In [13] , VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ Dong propose a new efficient algorithm named Cuckoo search fault diagnosis (CSFD) to solve system-level fault diagnosis problem. The CSFD algorithm improves the efficiency and correctness significantly compared with the existing typical swarm intelligence diagnosis algorithm. According to the characteristics of the Malek comparison model, Gui and Liu designed new constraints and fitness functions and optimized the genetic operators, proposed an improved genetic algorithm to the Malek model [14] . In addition, particle swarm optimization [15] , firefly algorithm [16] , high-efficiency artificial immune algorithm [17] , ant colony algorithm [18] and other swarm intelligence algorithms have been applied in the field of system-level fault diagnosis and achieved good results. Although the research results in the field of system-level fault diagnosis are quite abundant, there still have some disadvantages. For example, the pessimistic diagnosis and probabilistic diagnosis in [7] - [10] cannot guarantee the accuracy of diagnosis; The execution time of the extended star structure algorithm [11] is too long; the accuracy of the algorithm in [12] , [13] , and [15] - [18] is relatively low. The fireworks algorithm [19] is a new swarm intelligence optimization algorithm proposed by Ying et al. in 2010. The optimization efficiency exceeds the improved version of traditional algorithms such as CPSO and SPSO. The Pholdee and Bureera systematically compared 24 meta-heuristic algorithms in [20] . The comprehensive optimization ability of the fireworks algorithm is better than other algorithms by the conclusions. In system-level fault diagnosis, the state of each processor is 0 or 1, so system-level fault diagnosis is a typical 0/1 problem. Since the fireworks algorithm was proposed, it has been widely used to solve a variety of complex problems and has achieved remarkable success in solving 0/1 problems. Therefore, the fireworks algorithm has the potential to solve system-level fault diagnosis problems. But the traditional fireworks algorithm has many shortcomings. First of all, it is easy to fall into the local extremum. Secondly, its explosion mode is single, which makes the population diversity of the algorithm insufficient. Finally, the roulette selection strategy adopted by the algorithm is highly random, which makes the convergence speed of the algorithm slow. The dual population [21] , [22] is an effective method to enhance the diversity of the population. Through the sharing of information among the populations, the co-evolution of the population can be realized. In this paper, we present a dual population fireworks fault diagnosis(DPFWFD)algorithm base on MM* model. Our main contributions are summarized as follows: (i) We change the mutation operator, selection strategy and fitness function by adding the dual population strategy. (ii) We add the cooperation operator and the optimal operator to improve the capability of the fireworks algorithm. (iii) We apply the improved fireworks algorithm to the system under the MM* model. This algorithm can solve the shortcomings of the above fault diagnosis methods.
The rest of the paper is organized as follows. Preparation knowledge is discussed in Section II. In Section III, we present the DPFWFD algorithm based on MM* model. The implementation and analysis algorithm is described in Section IV. Finally, we give the conclusions and the directions for future work in Section V.
II. PREPARATION KNOWLEDGE A. FAULT DIAGNOSIS
Fault diagnosis is the process of finding out the cause of system fault. It refers to using various detection methods to judge the running state and the abnormal situation of the system under a certain working environment and then checking whether the system and equipment have abnormalities and faults. Then the general location of the anomaly or fault is further diagnosed, and the specific cause of its occurrence is established. Finally, the development trend of the fault is predicted through logical analysis. The basic task of fault diagnosis is to detect and isolate faults in the system, and then give us some information about the faulty machine and its fault severity through the test results. The basic idea of system-level fault diagnosis is: using the communication ability and processing ability of each node in the network, let the computer nodes in the multi-processor system test each other, and then get the test results. Then combined with the the topological structure of the system test graph, the test results are analyzed and judged logically, to determine all faulty processors in the system.
B. MM* MODEL
The Malek comparison model was first proposed by Malek. It is a centralizes comparison model. When each node machine completes the tasks assigned by the system, a central machine performs the output of each node. The comparison results in the final diagnosis, which leads to the task of the central machine being too heavy, and the information transfer in this process will generate excessive communication overhead. Therefore, for the defects of the centralized model, Meang and Malek proposed a new comparison model, the MM* model. Under this model, the comparison of the output of nodes is not carried out on a specific central machine, but each node is compared to any two different node machines that have a direct physical connection to them.
Considering the characteristics of system-level fault diagnosis, to be consistent with the MM* model, the following basic assumptions are first made [23]:
1) All faults are permanent faults;
2) The faulty processor will give an erroneous output result for a given task; 3) A fault-free node always gives a correct comparison, and the comparison result given by the faulty node is unreliable; 4) When two faulty processors perform the same task under the same input conditions, the same output result cannot be produced.
Under the MM* model, an undirected graph G (U , E) can be used to represent the test relationships among processors in a multiprocessor system. Among them, a vertex u ∈ U in the graph represents a processor in the system. The edge u i , u j ∈ E indicates that there is a direct physical connection between the nodes u i and u j in the system. The node u assigns the same task to its adjacent nodes v and w, which is used (v, w) u to indicate that the node u compares the output of the node v and w, if the node v and w have the same output, (v, w) u = 0, otherwise (v, w) u = 1. The MM* model assumes that if the comparison node is fault-free, and the comparison result is 0, then the two nodes that are compared are all fault-free nodes, and if the comparison result is 1, it means that at least one of the two nodes in the comparison is faulty. If the comparison node is a faulty node, the comparison result is arbitrary, that is, whether the comparison node is a faulty node or not, the comparison result maybe 0 or 1. The specific definition of the MM* diagnostic model is shown in Table 1 . 
C. RELATED DEFINITIONS
In the system, the faulty processor node can be represented by 1, and the fault-free processor node can be represented by 0. If the set U = (u 1 , u 2 , ..., u n ) is used to represent a multi-machine system containing n processors, the i element in the set can use 1 \0 to represent the corresponding node u i with \without faults. For example, a set U = {1, 0, 0, 0, 1, 1, 0, 0, 0, 0} can be used to represent a multi-processor system with 10 nodes, where fault mode F = (u 1 , u 5 , u 6 ). In a multi-machine system, each processor node u i is compared by multiple other processor nodes and −1 (u i ) is used to represent all node sets that com-
represents the set of nodes that are compared by node u i . The in-degree d in (u i ) represents the number of nodes u i being compared as a compared node, and the out-degree d out (u i ) represents the number of node u i as a comparative node to compare the other nodes. All comparison results (v, w) u constitute a comparative symptom of this system denoted by S, where F* is the target fault set of the system and S* is the target symptom of the system. 
Prove: When the comparison result is (v, w) u = 0, it corresponds to the case number 1 in Table 1 , that is the state of node v and w is v = 0, w = 0. Substituting the state of the node into v + w to calculate, and the calculated result is equal to 0. So (1) was established.
When the comparison result is (v, w) u = 1, it corresponds to the case in Table 1 that is numbered 2, that is the states of nodes v and w may be:
Substituting the three possible node states into (1 − v) (1 − w) to calculate, and the calculated results are equal to 0. So (2) was established.
In summary, it can prove that theorem 1 holds. Definition 1 [24] : If in multi-machine system G, the number of faulty processors does not exceed t (|F| ≤ t (F ⊆ U )) and all faulty processors can be correctly identified after passing one test, the multi-machine system is called it is t-diagnosable.
D. THE BASIC PRINCIPLE OF FIREWORKS ALGORITHM
As a new type of swarm intelligence algorithm, the fireworks algorithm establishes a corresponding mathematical model by simulating the behavior of fireworks exploding in the night sky to generate sparks. The working process of fireworks algorithm [25] is like other group intelligent algorithms. The search method based on fireworks explosion is as follows: First, N fireworks are randomly initialized in the search space, that is population initialization. Then each firework in the population undergoes operations such as exploding operators, mutation operators, mapping, and selection. Finally, under the premise of retaining the optimal individual, N −1 individuals are selected in the remaining individuals according to certain rules for the next iteration. In this way iteratively iterates and repeats until the termination conditions are met. The basic principle: If the corresponding fitness function value of the fireworks is smaller, the larger the explosion radius, the less the number of explosion sparks; conversely, if the corresponding fitness function value of the fireworks is larger, the smaller the explosion radius, the explosion spark the more the number. Based on the above principles, the fireworks algorithm has a good global search capability and a self-regulating mechanism for local search capabilities.
III. DPFWFD ALGORITHM BASED ON MM* MODEL A. GENERATE AN INITIAL POPULATION USING A SPECIFIED FAULT-FREE NODE METHOD
Under the PMC model, the specified fault-free node method and the majority voting method are first proposed in [26] to generate the initial population. Subsequently, the probability of generating the correct individual by these two methods was compared through experiments in [27] . The probability of individual experimental results show that the probability of specifying a fault-free node method to generate the correct individual is relatively higher. In this paper, the specified Algorithm 1 Generate an Initial Population Based on the Specified Fault-Free Node Method of the MM* Model Require:
a comparative symptom of a multiprocessor system Ensure: an initial population that satisfies the symptoms 1: Begin 2: for (int i = 1; i <= N ; i + +) 3: In a multiprocessor system containing N nodes, randomly specify the state of a node u to be fault-free; 4: According to the degree of u, find the nodes v and w adjacent to u. If the symptom S (v, w, u) = 0, the output results of the nodes v and w are the same ones. According to Table 1 , the nodes v and w are all fault-free; 5: Perform step 4 for each of the fault-free nodes obtained in step 4; 6: Randomly assigns a state to a node of an unknown state; 7: If the number of faulty nodes in the generated individual does not satisfy the t-diagnosable system, return to Step 2. 8: End fault-free node method is applied to the MM* model for the first time. For the DPFWFD algorithm, the specified fault-free node method is used to generate population 1 and population 2. Algorithm 1 shows the specific process.
B. FITNESS FUNCTIONS
For the design of the fitness function in the population, the fitness was calculated by comparing the similarity between the system's compatible symptom S and the target symptom S* in [16] . This paper judges whether the state of each node and the comparison result satisfy the constraint, to design the fitness function.
From theorem 1, we can see that under the MM* model, the comparison node u and the compared nodes v, w, and the comparison result satisfies the following constraint equation:
the state of v and w is arbitrary, 
The fitness of an individual is represented by FT (v i ), and the fitness of each bit in the individual (i.e. each processor
represents the fitness of the node as a comparative node, and the f out (v [i]) represents the fitness of the node as a compared node.
After initializing the fireworks population, the fitness value of the individual fireworks can be calculated and evaluated according to Eq. (5) .
For fitness function FT (v), if and only if the fault mode F (v) of a fireworks individual v is equal to the target failure mode F*, the fitness function value F (v) = 1. That is all the faulty machines in the system are diagnosed.
Algorithm 2 shows the specific process.
Algorithm 2 Calculate the Fitness of Individual Fireworks
Require: all individuals in the fireworks population Ensure: fitness value of each individual fireworks 1: Begin 2: For each individual firework in the population 3: for (int i = 1; i <= n; i + +) 4: for (int j = 1; j <= n; j + +) In the fireworks algorithm, the explosion operator is the core of the algorithm and plays a key role including the explosion intensity, explosion amplitude, and displacement operation of the individual fireworks.
1) EXPLOSION STRENGTH
The total number of sparks produced after each fireworks explosion can be expressed as:
where S i is the number of sparks produced by the i fireworks explosion; m is a constant used to limit the total number of sparks generated by the explosion; Y worst is the worst value of the fitness function for all fireworks; f (x i ) is the fitness value of the fireworks individual x i ; ε is a very small constant used to prevent the divide-by-zero error in the above equation.
To avoid the excessive number of sparks generated by individual fireworks explosions with good fitness values, and the number of sparks generated by individual fireworks explosions with poor fitness values is too small, the number of explosion sparks is now limited as follows:
whereŜ i is the number of sparks that can be produced by the i fireworks explosion; round () is the rounding function according to the rounding rule; a and b are two constants set according to experience, now given a = 0.05, b = 1 [28] .
2) EXPLOSION AMPLITUDE
The explosion radius of each firework can be expressed as:
where A i represents the explosion radius of the i fireworks;
A is the constant used to control the radius of the explosion; Y best represents the best value of the fitness function for all fireworks; the meaning of x i and the parameter ε are the same as Eq. (6). However, if the i fireworks x i is the fireworks with the best fitness value in the current fireworks population, the value of the explosion radius calculated by Eq. (8) is almost zero, this creates in the actual problem in the process of optimization search, because of the explosion range is too small, the best individuals in the current fireworks population have not played the role of local excavation, and even cannot be said to play any search function, which is contrary to the design principle of the fireworks algorithm. Aiming at this shortcoming, the DPFWFD algorithm in this paper draws on the control method of the explosion radius in [28] , and introduces the minimum explosion radius detection strategy and the maximum explosion radius detection strategy based on the explosion amplitude calculation Eq. (8) . A k i represents the explosion radius of the fireworks individual i on the k dimension. Then A k min and A k max are detection thresholds of the lowest/highest explosion radius in the k dimension, i.e.
In the system fault diagnosis problem, the state of the processor node can only be 0 or 1, so the explosion range of the fireworks in this problem is at most 1, so A k min = 0.05 and A k max = 1 can be set.
3) DISPLACEMENT OPERATION
According to the calculated explosion intensity and explosion range, the i fireworks generate S i explosion sparks. In the basic fireworks algorithm, when an individual fireworks explosion produces an explosion spark, the offset occurs on each dimension is the same. This greatly reduces the diversity of the explosion spark population. Aiming at this defect, this paper improves the displacement operation of fireworks. The specific implementation process is: simulate the process of fireworks explosion, and initialize the position of spark X i = x i . Firstly, z dimensions are selected randomly, and then the displacement operation of k ∈ {1, 2, ..., z} is carried out by different size offset, that is, dimension k is displaced by Eq. (10) to generate explosion sparks.
In the formula, whereX k i is the position of the i explosion spark in the k dimension; A i is the explosion radius of the i fireworks; U (−1, 1) denotes a random number that is evenly distributed over the interval [−1,1].
Algorithm 3 shows the specific process.
Algorithm 3 The Specific Process of Explosion Sparks Caused by Fireworks Explosion
Require: location of all fireworks Ensure: the position of all explosion sparks 1: Begin 2: for (int i = 1; i <= N ; i + +) 3: Calculate the fitness value of the i fireworks, and calculate the corresponding explosion radius A i and the number of explosion sparks S i generated; 4: Initialize the position of the explosion sparksX i = x i ; 5: Randomly select a certain number of dimensions z to perform the displacement operation; 6: Calculate the positional offset of the spark X = A i × U (−1, 1) for each selected dimension k ∈ z; 7: Perform positional offset to generate explosion sparks, X k i =X k i + X ; 8: ifX k i exceeds the boundary of the solution then 9: MapX k i to the feasible domain of the problem; 10: SaveX k i to the current fireworks/sparks population. 11: End
D. MUTATION OPERATORS
To increase the diversity of the population, Gaussian mutation is introduced in the DPFWFD algorithm. The process of Gaussian mutation is as follows: firstly, several fireworks individuals are randomly selected in the current fireworks population, and then each fireworks individual randomly selects a certain number of dimensions for Gaussian mutation operation, wherein the mutation operation is to mutate between the selected fireworks individual and current the optimal fireworks individuals in the population and create new sparks. Influenced by the particle swarm optimization algorithm, the global optimal factor is added to the Gaussian mutation, which increases the information interaction between the individual fireworks, so that the selected fireworks can learn from the global extremum during the Gaussian explosion process, as shown in Eq. (11). Shown as following:
whereX k i is the Gaussian mutation sparks produced by the fireworks mutation; X k i is the position of the selected fireworks X i in the k dimension; X k B is the position of the best individual in the current population in the k dimension; Gaussian (1, 1) is a random number whose mean and variance are both 1.
Algorithm 4 shows the specific process.
Algorithm 4 The Specific Process of Generating Gaussian Mutation Sparks by Fireworks Explosions
Require: location of all fireworks Ensure: the position of all Gaussian mutation sparks 1: Begin 2: Initialize the position of the Gaussian mutation sparkŝ X i = x i ; 3: Randomly select a certain number of dimensions z to perform the displacement operation; 4: For each selected dimension k ∈ z, perform a Gaussian mutation operation to generate Gaussian mutation sparks:
is the information of the individual in the current population with the best fitness value in the dimension; 5: ifX k i exceeds the boundary of the solution then 6: MapX k i to the feasible domain of the problem; 7: SaveX k i to the current fireworks/sparks population. 8: End
E. MAPPING RULES
After fireworks perform the explosion operator and mutation operator, the generated sparks are likely to exceed the feasible domain of the problem. For these sparks outside the feasible domain, we need to pull them back to the feasible domain through some mapping rules. To solve this problem, the mapping rule of Eq. (12) is now given to deal with sparks that are out-of-bounds:
where X k i represents the position of the i fireworks X i in the k dimension; X k LB and X k UB are the lower and upper boundaries of the fireworks in the k dimension, respectively; rand (0, 1) is a random number that obeys the uniform distribution in the interval [0,1]. Since the system fault diagnosis problem is a 0/1 problem, the lower boundary X k LB = 0, and the upper boundary X k UB = 1.
F. COOPERATIVE OPERATOR
Inspired by the concept of multi-criteria group decisionmaking method [29] and population co-evolution [30] - [32] , the DPFWFD algorithm in this paper introduces a cooperative operator. By performing the cooperative operator, the fireworks individuals can share information effectively, which can not only increase the diversity of the population but also optimize the information of the current fireworks individual. The cooperative operator is divided into two-point crossover operator and arithmetic crossover operator. The specific operator to be executed can be determined by the crossover probability p c . If rand (0, 1) < p c , fireworks individual performs a two-point crossover operation, otherwise the arithmetic crossover operator is executed.
1) TWO-POINT CROSSOVER OPERATOR
In the DPFWFD algorithm, if the fireworks individual X i in the population 1 performs a two-point crossover operator operation, then X i and the optimal fireworks individual X j in the population 2 generates two new fireworks individuals X i and X i according to the Eqs. (13) and (14).
where c and d are randomly generated two intersection locations (1 ≤ c ≤ d ≤ n).
2) ARITHMETIC CROSSOVER OPERATOR
In the DPFWFD algorithm, if the fireworks individual X i in the population 1 performs arithmetic crossover operator, then X i and the optimal fireworks individual X j in the population 2 generates two new fireworks individuals X i and X i according to the Eqs. (15) and (16) .
where m represents the arithmetic crossover factor and round () is the integral function based on the rule of five rounds of five entries. Since the fault diagnosis problem is a 0/1 problem, the value range of m is [0, 1], and in the process of performing the arithmetic cross operation, the position of each dimension of the new individual should be four rounded and five to ensure that the state of each node is 0 or 1.
The new individuals X i and X i generated after cooperative operator operation are evaluated. If the new individual is better than X i , the new individuals will be replaced by X i . The co-evolution between the populations is realized through information exchange between the two populations.
G. OPTIMAL OPERATORS
To improve the global search ability, the algorithm introduces the optimal operator, that is, using the information of the optimal fireworks to enter the current fireworks individual area to search to optimize the current fireworks individual information. The specific process of optimal operator operation is as follows: First, several fireworks individuals are randomly selected in the current fireworks population, and then each fireworks individual is randomly selected to have a certain number of dimensions z, and then the information on each selected dimension k ∈ z will be replaced by the information on the k dimension of the best fireworks in the current fireworks population. The optimal operator can be operated according to Eq. (17) .
After performing the explosion and mutation operators to generate the explosion spark and the variation spark respectively, the algorithm selects N individuals to form the next generation population in the current population (including the initial fireworks, the explosion spark, and the optimal variation spark). Traditional fireworks algorithms generally use a roulette strategy, which selects N − 1 individuals for the next iteration according to the rules of roulette while preserving the optimal individual. Although this selection strategy guarantees the population diversity of the fireworks algorithm, this selection strategy needs to calculate the distance between any two fireworks nodes in the construction of the initial population of each generation, which will result in a very high time cost of the fireworks algorithm. To keep as many excellent fireworks individuals as possible in the next iteration of the population, the new algorithm uses the optimal fitness value selection strategy. In the DPFWFD algorithm, the two populations are independently selected to generate the next generation of populations. The selection method is to preserve the top N fireworks individuals with better fitness values in the fireworks population to form the next generation fireworks group. This selection strategy is simple and easy to understand.
I. OVERVIEW OF DPFWFD ALGORITHM UNDER MM* MODEL
In the DPFWFD algorithm, population 1 and population 2 evolve independently in parallel, and two populations share the same parameter evaTime (the number of iterations). Both populations are controlled by evaTime to alternately perform the cooperative operator and the optimal operator. In the same iteration, population 1 and population 2 each perform an explosion operator, a mutation operator cooperation operator or an optimal operator, a mapping rule, a selection strategy, and a fitness evaluation to achieve a parallel search of two populations. Based on the above algorithm steps, algorithm 5 is given.
IV. IMPLEMENTATION AND ANALYSIS ALGORITHM
The algorithm design platform of this paper is MATLAB R2014a, and the simulation experiment is carried out on a computer with 4.00GB of memory and Intel(R) Core (TM) i5-3230M 2.60GHz.
A. PARAMETER SETTING 1) INITIAL POPULATION FIREWORKS SCALE N
To explore the effect of initial population size on the time performance of the algorithm, the following experiment was Algorithm 5 The Specific Process of the DPFWFD Algorithm in This Paper Require: a comparative symptom of the system node S Ensure: system faulty node-set F and fault-free node-set FF 1: Begin 2: Assign values to relate parameters, and initialize population 1 and population 2, each of which has a size of N; 3: Calculate the fitness value FT of all fireworks in two populations in parallel; 4: According to the calculation formula of the explosion operator, the explosion radius A i and the number of explosion sparks S i of each firework in the two populations are calculated in parallel; 5: Two populations generate an explosion spark in parallel and perform an out-of-bounds detection on the generated explosion sparks and map the spark across the boundary to the feasible range; 6: Two populations generate Gaussian mutation sparks in parallel, and perform out-of-bounds detection on the generated Gaussian mutation sparks, and map the cross-border sparks to the feasible range; 7: If the current iteration number evaTime is an odd number, the population 1 performs a cooperative operator operation, and the population 2 performs an optimal operator operation; otherwise, the population 1 performs an optimal operator operation, and the population 2 performs a cooperative operator operation. 8: Calculate the fitness value FT of the individuals in the two populations in parallel and adopt the optimal fitness value selection strategy. Each population independently selects the top N fireworks individuals with better fitness values in the fireworks population to make the next generation fireworks group; 9: The fault set and the fault-free set corresponding to the output fitness value FT = 1 is the fault set and the fault-free set of the system and the program is exited; if there is no individual whose fitness value is FT = 1, the number of iterations evaTime = evaTime + 1 and continue with the 5-8 process. 10: End carried out: when the other parameters are unchanged, the initial population fireworks scale is 1, 3, 5, 7, and 9, respectively. As shown in Figure 1 , the abscissa in the figure represents the initial population size and the ordinate represents the CPU time in which the algorithm runs.
It can be seen from Figure 1 that, when other parameters remain unchanged, the population size of each population of the DPFWFD algorithm is 5, the algorithm has the least CPU running time and the algorithm efficiency is relatively high, so the initial population size is set to 5. 
2) MAXIMUM NUMBER OF SPARKS m
To determine how the maximum number of sparks per fireworks individual can be set to make the algorithm run the most efficiently, this paper also analyzes it experimentally: when the other parameters are unchanged, the maximum number of sparks increases from 10 to 40. The experimental results are shown in Figure 2 . The abscissa in the figure represents the maximum number of sparks, and the ordinate represents the CPU time in which the algorithm runs. It can be seen from Figure 2 that when the other parameters remain unchanged, the maximum spark number of the DPFWFD algorithm is equal to 20, and the algorithm works well. Therefore, m = 20 is set in this paper.
3) GAUSSIAN MUTATION OF FIREWORKS NUMBER gaussianNum
The introduction of Gaussian mutation in the algorithm can increase the diversity of the population, so the number of mutation individuals also has a great impact on the performance of the algorithm. In this paper, the experimental analysis is also carried out. The experimental results are shown in Figure 3 . The abscissa in the figure represents the number of Gaussian mutation individuals, and the ordinate represents the CPU time in which the algorithm runs. It can be seen from Figure 3 that in the case where other parameters remain unchanged, the number of fireworks performing Gaussian mutation operation in various populations in the DPFWFD algorithm is 6 can obtain relatively good results. Therefore, this paper sets gaussianNum = 6.
4) DIMENSION DIM
It can be known from the calculation formula of the fitness function that the number of processor nodes in a multiprocessor system is equal to its dimension, so in a multi-machine system containing n nodes, the dimension dim = n.
5) MAXIMUM NUMBER OF ITERATIONS maxEva
The setting of the parameter maxEva is referenced [33] , that is, maxEva = 1000 times.
B. ALGORITHM COMPARISON
To test the performance of the improved dual population fireworks algorithm, we conducted two comparative experiments. Firstly, the corresponding parameters are set according to the ''A. PARAMETER SETTING'' section in this paper and [11] , [27] , [34] , [35] , then we compare the CPU running time of DPFWFD algorithm, FWFD (Fireworks Fault Diagnosis) algorithm, ESSFD (Extend Star Structure Fault Diagnosis) algorithm [11] , HEGFD (High Efficiency Genetic Fault Diagnosis) algorithm [27] , NGFD (Node Grouping Fault Diagnosis) algorithm [34] , AIFD (Artificial Immune Fault Diagnosis) algorithm [35] in system fault diagnosis. The results are shown in Figure 4 . Secondly, the corresponding parameters are set according to the ''A. PARAMETER SETTING'' section in this paper and [10] , [12] , [36] , [37] , then we compare the correct rates of DPFWFD algorithm, FWFD (Fireworks Fault Diagnosis) algorithm, MGFD (Matrix based Greedy Fault Diagnosis) algorithm [10] , BFD (Bat Fault Diagnosis) algorithm [12] , HFD (Hierarchical Fault Diagnosis) algorithm [36] , MWOFD (Mussels Wandering Optimization Fault Diagnosis) algorithm [37] in system fault diagnosis. The results are shown in Figure 5 . Among them, diagnostic accuracy (DA) refers to the percentage of the number of test samples correctly diagnosed in the total number of test samples in the test process, that is,
DA =
Number of test samples correctly diagnosed Total number of test samples × 100%. Figure 4 shows the CPU running time of the five algorithms when the number of processor nodes n increases from 10 to 300. The abscissa in the figure represents the number of processor nodes in the multi-machine system, and the ordinate represents the CPU running time of the algorithms. It is easy to see from the figure that the average CPU running time of the proposed algorithm is 1.9582s when the system is 10 to 300, while the average CPU running time of FWFD algorithm, ESSFD algorithm, HEGFD algorithm, NGFD algorithm, AIFD algorithm is 6.08s, 6.22s, 4.33s, 14.84s, and 13.17s, respectively, which demonstrates the superiority of the proposed algorithm in terms of diagnostic time. Figure 5 shows the average diagnostic accuracy of the five algorithms when the system scale is 100, the number of the faulty node changes from 1 to 50, and the diagnosis is performed 100 times for each case. The abscissa indicates the number of faulty nodes in a multiprocessor system, and the ordinate indicates the diagnostic accuracy of the algorithm. It can be seen from the figure that the diagnostic accuracy of the proposed algorithm is more stable than that of FWFD algorithm and the algorithms in [10] , [12] , [36] , and [37] . With the increase in the number of faulty nodes, the diagnostic accuracy of the proposed algorithm can still be close to 100%.
By combining figure 4 and figure 5 , the following conclusion can be drawn: the DPFWFD algorithm can diagnose the faulty processor in the system in a relatively short time. At the same time, the improvement of the traditional fireworks algorithm is proved to be effective. , which means that there are two different results when the comparative nodes of u comparing nodes u. Under the MM* model, the fault-free node always gives the correct comparison, and the comparison result given by the faulty node is unreliable. That is to say, if the comparative node is fault-free, then when the comparison node compares u, it can correctly recognize that the state of u is either 0 or 1, and it is impossible to have two different states in different fireworks individuals. Therefore, it can be concluded that all the comparative nodes −1 (u) of u are faulty nodes. According to the characteristics of the t-diagnosable system, the upper limit of the total number of faulty nodes in the system is t, and the number of comparison nodes of each node is −1 (u) = t. If all the comparison nodes of u are faulty nodes, then the number of faulty nodes of the current system is t. If u is also the faulty node, the total number of faulty nodes of the system will become t + 1, which does not satisfy the t-diagnosable of the system, so the node u can only be a fault-free node, and this contradicts the assumption of x [i] = x [i], so the necessity is proved.
D. ALGORITHM TIME COMPLEXITY
In a certain diagnosis, the number of processor nodes of the multi-machine system is n, the number of algorithm iterations is I, the initial population size is N, the number of sparks generated by the explosion during each iteration is s, and the number of Gaussian mutation fireworks is g.
The following is the analysis of the time complexity of the DPFWFD algorithm in steps of Algorithm 5. The specific analysis process is as follows:
First, when two initial fireworks populations are generated by the specified fault-free node method, since the initial population size is N, it needs to be cycled N times, and each node is traversed each time, so the time complexity is O (N × n);
Second, the two populations calculate the fitness value of each fireworks individual in the initial population in parallel, which requires traversing the entire initial fireworks population. For a certain fireworks individual, the fitness value of each node is calculated separately, so the time complexity is O (N × n);
Third, the two populations calculate the number of sparks and the blast radius of each fireworks individual in the initial population in parallel. The size of each initial population is N, so the time complexity is O (N );
Fourth, the explosion operation is performed on each fireworks in each fireworks population, and the time complexity is O (N × s × n);
Fifth, each population randomly selects g fireworks individuals for Gaussian mutation operation, and the time complexity is O (g × n);
Sixth, each population independently chooses to generate the next generation population. The time complexity of calculating the fitness function value of each individual firework in the current population is O ((N + s + g) × n), and the fitness values are sorted in descending order and the individuals corresponding to the former N fitness values are selected, so the time complexity is O (N × s × g).
In summary, the time complexity of the DPFWFD algorithm is O (I × n × (N + s + g)). It can be seen that the time complexity of the whole fireworks algorithm is affected by the parameters I, n, N, s, and g. Therefore, when the size of the fireworks population, the number of explosion sparks and the number of fireworks that perform Gaussian mutation are determined, the operation time of the algorithm is only related to the number of algorithm iterations and the number of processor nodes in the system.
V. CONCLUSION
Combined with the characteristics of the MM* diagnostic model, this paper proposes a dual population fireworks diagnosis algorithm. The algorithm greatly enhances the diversity of the population through the information exchange between two populations. Two populations take the iteration number as the control condition to perform the cooperative operator and the optimal arithmetic operator alternately, which effectively combines local optimization with global optimization. The experimental results show that compared with classical algorithms such as efficient genetic algorithm, group diagnosis algorithm, and artificial immune algorithm, the proposed algorithm can judge the target fault set of multiprocessor system more efficiently and accurately.
DPFWFD algorithm is not only applicable to the MM* model. If the algorithm is modified for the characteristics of a specific model, it can be applied to other system-level fault models such as the BGM model and Malek model. The next research goal is to find a more optimized collaboration operator and based on a higher dimensional diagnostic model for experimental simulation. Besides, we will consider applying the algorithm to the actual system in the future, rather than just the simulation experiment.
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