Abstract. Most models of aggregating expert judgments assume that there is some precise probability distribution characterizing the system behavior and expert information allows us to compute parameters of this distribution. However, judgments elicited from experts are usually imprecise and unreliable due to the limited precision of human assessments, and any assumption concerning a certain distribution in combination with imprecision of judgments may lead to incorrect results. To take into account the imprecision and unreliability of judgments, a model of combining and processing the expert judgments about quantiles of an unknown probability distribution is proposed in this paper. Many results are obtained in the explicit form and are very simple from the computational point of view. Numerical examples illustrate the proposed models.
Introduction
Judgments elicited from human experts may be a very important part of information about systems on which limited experimental observations are possible. Several methods for elicitation, assessment and pooling of this type of information have been proposed in [1, 3, 5, 16, 17] . In order to get useful information from the experts, a proper uncertainty modeling of pieces of data supplied by experts has to be used. As pointed out in [4, 11] , the uncertainty models play a central role in the use of expert judgments, because no human being would claim that he is absolutely sure about his judgments or advice. Therefore, it is necessary to incorporate into any model the individual expert's uncertainty about his advice, the decision maker's uncertainty about the quality of the expert(s), and how these two kinds of uncertainty interact and impact on the credibility of the final results.
Judgments elicited from experts are usually imprecise and unreliable due to the limited precision of human assessments. When several experts supply judgments or assessments about a system, their responses are pooled so as to derive a single measure of the system behavior. Most methods of aggregating these assessments assume that there is some precise probability distribution characterizing the system behavior and available expert information allows us to compute parameters of this distribution. However, any assumption concerning a certain distribution in combination with imprecision of expert judgments may lead to incorrect results which often cannot be validated due to the lack of experimental observations. Therefore, it is necessary to aggregate the expert judgments without any assumptions about probability distributions and to use only the information which is available. In order to cope with uncertainty and vagueness of available information, it is proposed to apply the imprecise probability theory (also called the theory of lower previsions [14] , the theory of interval statistical models [8] , the theory of interval probabilities [15] ), whose general framework is provided by upper and lower previsions. Some examples of combining the partial and heterogeneous information in reliability analysis by means of the framework of imprecise probabilities can be found in [6, 12, 13] .
However, the opinion of reliable experts should be more important than those of unreliable ones. Various methods of the pooling of assessments, taking into account the quality of experts, are available in the literature [3, 9, 10, 16] . These methods use the concept of precise probabilities for modelling the uncertainty. It should be noted that the models of aggregating expert judgments taking into account the quality of experts can be considered in a framework of hierarchical uncertainty models which are rather common in uncertainty theory.
To cope with the lack of precise expert knowledge a framework of the possibility theory has been applied to combining judgments [4, 11] . However, this approach requires assuming a certain type of a possibility distribution to formalize the expert information. Moreover, the obtained results are often too imprecise in order to use them in practice. Therefore, simplified models of combining the common expert judgments about quantiles of an unknown probability distribution are proposed in this paper. Many results are obtained in the explicit form and are very simple from the computational point of view.
It is worth noticing that the considered models of uncertainty differ from standard uncertainty models used in the imprecise probability theory (see section "Preliminary definitions"), where there exists an interval of previsions of a certain gamble. In the models of quantiles, the gamble can be viewed as a set of gambles for which the same previsions are defined. Various numerical examples illustrate the proposed models.
below, the number of constraints can be reduced to a finite number. xx are true values of the quantile". Of course, the first model is more common in practice of elicitation of judgments from experts. Therefore, we will deal with the imprecise judgments by considering them from the first model point of view.
The problem statement
Our aim is to find parameters of an unknown distribution of X , which can be represented as expectations g E of some functions () gX . 
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These optimization problems can be easily derived from (3)- (4).
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If an optimal solution to optimization problem (5)-(6) exists, then it will be a part of optimal solutions to the above problem because some of the constraints to the initial problem were removed. This problem has the following solution:
It follows from the n -th constraint to problem (5)-(6) that
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By continuing the determination of optimal values of i w , we get the optimal solution. By assuming 00 tx  , there
The upper bound is similarly determined. In this case, the constraints to problem (7-(8) 
Proof
In order to achieve the minimum, it is necessary to take minimal values of 
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is non-decreasing, then the upper and lower m -th moments of X are determined as . Then Fig. 3 . Table Example 3. Let us add additional judgments elicited from the fourth expert about 5%, 50%, and 95% quantiles (see Table 3 
Conclusion
The first-order model of aggregating expert judgments about imprecise quantiles has been proposed in the paper. The main virtue of the model is that it does not use information about a probability distribution of the considered random variable. Of course, this feature leads to imprecise results which are represented in the form of intervals of previsions. At the same time, the risk of possible errors in this case is reduced. The proposed model reflects the fact that expert judgments are imprecise and unreliable in nature.
It is worth noticing that most obtained expressions for the first-order model are given in the explicit form and they do not depend on the sample space of the considered random variable. Moreover, they are identical for continuous and discrete random variables.
