Recent approaches in unit root testing have taken into account the influences of initial conditions and data trend breaks via pre-testing and union of rejection testing strategies. This paper reviews existing methods, extends the methods of (Harvey, D. I., S. J. Leybourne, and A. M. R. Taylor. 2012b. "Unit Root Testing under a Local Break in Trend." Journal of Econometrics 167:140-167), and integrates these techniques to create a comprehensive testing strategy. Even when presented with nuisance parameters such as initial conditions and data breaks, this new strategy holds promising asymptotic and finite sample properties.
Introduction
It is well known that in unit root testing it is necessary to take into account the possible presence of structural breaks in the data. Since the work of Perron (1989) , considerable effort has been devoted to resolve the impacts of these breaks on unit root testing.
Recent papers, Harvey, Leybourne, and Taylor (2012b) (hereafter HLT12) and Harvey, Leybourne, and Taylor (2013b) (hereafter HLT13), address problems arising from the uncertain presence and timing of structural breaks in the context of unit root testing. An intuitive, yet limited, approach is to use a pre-test to detect the break followed by calculations of the test statistic with or without the supposed break. This method is only effective in the case of a fixed or zero trend break. In finite samples, a "valley" is produced in the power functions of the tests (i.e. the power is high for small and large breaks but low for intermediate breaks). HLT12 proposes two strategies to address this issue. The first strategy is to always perform the tests with the breaks, but with adaptive critical values (i.e. depending on some pre-test). The second strategy recommends the union of rejection of two tests in order to simultaneously consider the potential break or lack thereof. HLT12 and HLT13 also propose a local asymptotic theory for existing and new procedures that take advantage of local-to-zero behaviors of a trend break. HLT13 proposes an approach in which the test statistic is computed via a method similar to that of Zivot and Andrews (1992) (hereafter ZA) , which minimizes the sequence of test statistics for all possible break dates using GLS-detrended data.
Unfortunately, unit root testing that allows for breaks in data rarely takes into consideration the effects of the initial condition. Integration of mitigation of effects emerging from both breaks in data as well as the effects of initial conditions has only thus far been explored in two studies: Liu and Rodríguez (2006) and Rodrigues (2013) . In the former publication, Liu and Rodriguez describe testing based on GLS-detrending where the initial condition is drawn from the unconditional distribution. In the latter work, Rodrigues introduces a new test that incorporates recursive detrending which has less power than the GLS-based test under zero initial condition but is more resilient in the face of increasing initial conditions. Rodrigues (2013) shows that the ZA test, based on OLS, increases in power as the magnitude of the initial condition increases. However, Rodrigues (2013) considers the data generating process without breaks. Harvey, Leybourne, and Taylor (2013a) shows that the t-statistic for hypothesis testing for a unit root in an OLS-regression will spuriously reject the null hypothesis with a probability approaching one when the true break fraction is smaller than 2/3 and the break occurs under the null. This is different from ZA, where no break is present under the null. For this reason, the ZA test should be used with caution. Therefore, in this paper we examine the behavior of the modifications of the ZA proposed by Harvey, Leybourne, and Taylor (2013a) and Harvey and Leybourne (2012) under various initial conditions and propose an algorithm that is robust to various magnitudes of initial condition. This paper is organized as follows: In Section 2, we describe the model with a local to zero break in trend and several other test statistics that deserve consideration in this context. In Section 3, there is an investigation of the impact of the initial condition on these tests. Specifically, Section 3.1 analyzes the influence of the initial condition on the "robust" tests for a trend break. In Section 3.2, the asymptotic behaviors of unit root tests are compared under various magnitudes of break and initial conditions. In Section 3.3, we propose a modification of the HLT12 procedures and investigate the asymptotic behavior of this modification. Conclusions are in Section 4. Finite sample behavior of the ZA-test and further extensions, with the corresponding limitations, are collected in the Supplementary Appendix. A set of Ox programs for calculating all test statistics is available on the author's web page http://sites.google.com/site/antonskrobotov/.
The Model

Data Generating Process
Consider the data generating process (DGP) in the case of a trend break to be
where
is the indicator function and the trend break occurs at time ⌊ 0 ⌋ (where 0 is the corresponding break fraction) if the break magnitude ≠ 0. It is assumed that the true break fraction 0 is unknown but exists within the range Λ = [ , ], where 0 < < < 1, and where and are trimming parameters.
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The autoregressive parameter in eq. (2) is taken to be = 1 − / , where ≥ 0 is a fixed constant. Our purpose is testing the null hypothesis of a unit root, 0 ∶ = 1 which corresponds to = 0, against the local alternative, 1 ∶ < 1 which corresponds to 0 < < ∞, without any assumption about whether a break is present in the data or not. The linear process is assumed to satisfy the standard assumptions (see Phillips and Solo (1992) ):
with ( ) ≠ 0 for all | | ≤ 1 and ∑ ∞ =0 | | < ∞, where is the martingale difference sequence with conditional variance 2 and sup ( 4 ) < ∞. The short-run and long-run variances of are defined as 2 = ( 2 ) and
We consider the break magnitude as local-to-zero, that is = −1/2 (where is a fixed constant and 2 is the long-run variance of defined in Assumption 1), as in HLT12 and HLT13, because this representation provides a better approximation of the finite sample behavior than the fixed representation of = .
2 Many recent papers have investigated the behavior of unit root tests under various initial conditions (see Elliott (1999) , Muller and Elliott (2003) , Elliott and Muller (2006) , and Harvey and Leybourne (2005) , Harvey and Leybourne ( 2006) and Harvey, Leybourne, and Taylor (2009b) , inter alia). Our paper, in contrast to HLT2012 and HLT2013, considers asymptotically non-negligible initial conditions according to the following assumption:
Assumption 2
The initial condition 1 is defined as 1 = √ 2 /(1 − 2 ) for = 1 − / , > 0, and ∼ ( ( 2 = 0), 2 ) independently of { }. For = 0 under 0 , the initial condition can be set to be zero, without loss of generality, 1 = 0, due to the exact similarity of the tests to the initial condition of this case.
In Assumption 2, controls the magnitude of the initial condition relative to the innovation long-run variance 2 . The form given for 1 allows the initial condition to be either random and ( 1/2 ) or fixed and ( 1/2 ), depending on whether 2 > 0 or 2 = 0 respectively.
Unit Root Tests
In this paper we analyze the behavior of five tests. For all of the tests performed below the break date is assumed to be unknown. For the break fraction estimator, we use the hybrid estimator proposed by Harvey and Leybourne (2013) :
where (, ) is the sum of the squared residuals in the regression
where , which is based on the first-differenced regression. This improvement in performance is especially pronounced for small and moderate magnitudes of break and large initial conditions (see Supplementary Appendix, Section 1). Also, the estimator eq. (3) will still be superconsistent under a fixed break magnitude, because it is actually the break date estimator in quasi-differencing regressions with some fixed noncentrality parameter. In other words, the estimator eq. (3) is the same estimator proposed by Carrion-i-Silvestre, Kim, and Perron (2009) which is superconsistent. Note that the zero lower bound for ′ is needed for the break date estimator to have superconsistency. The limiting distribution for̂is a logical step forward from HLT12 (Theorem 3 (i, iii)) and the continuous mapping theorem (CMT) with appropriate GLS-detrending parameters. E.g., for = {0.2, 0.4, 0.6, 0.8, 0.9, 0.95, 0.975, 1} and = 150 the appropriate set of GLS-detrending parameters is ∈ {120, 90, 60, 30, 15, 7.5, 3.75, 0}. In the regressions below,̄= 1 −̄/ for GLS-based tests with a break.
3 In our paper we consider the following tests:
1. The -(̂) test is based on the -statistic for testing = 1 in the regression
wherê= − ′̂i s the residual from the OLS regression of on = (1, , (̂)) ′ .
2. The -(̂) test is based on the -statistic for testing = 1 in the regressioñ
wherẽis the residual from the OLS regression ȳ=
where -( ) is the -statistic for testing = 1 in regression eq. (5), and -( ) ′ is also the -statistic for testing = 1 in regression eq. (5), but based on time-reversed data, i.e. the set { − +1 } =1 should be used instead of { } =1 .
5. The -= inf ∈Λ -( ) test, where the -( ) is the -statistic for testing = 1 in regression eq. (6).
Lag length is selected by the modified Akaike information criterion (MAIC), proposed by Ng and Perron (2001) , with the modification from Perron and Qu (2007) .
The -(̂) test has the same limiting distribution as in the known break date case due to the superconsistency of a break fraction estimator̂and the appropriate choice of (see Kim and Perron (2009) ).
The -test is first proposed by Perron and Rodríguez (2003) and is here adopted to the case of multiple structural breaks by HLT13. We should now consider the OLS-detrended tests, -, -and -max . The first test, the ZA test, would wrongly reject the null hypothesis with a probability approaching unity in the limit when the true break fraction is smaller than 2/3 and the break is present under the null hypothesis (see Harvey, Leybourne, and Taylor (2013a) for details). For a reasonable sample size and break magnitude, these size distortions occur if the break is in the first half of the sample, and Harvey, Leybourne, and Taylor (2013a) uses this fact. Harvey, Leybourne, and Taylor (2013a) proposes to use the maximum of two statistics, with original and time reversed data, i.e. the -max test. This test is robust for all break magnitudes (however, only in finite samples; this means that, for example, if = 0.5 in very large samples the size of -max will be equal to unity; see Harvey, Leybourne, and Taylor (2013a) for details). The -test has the correct asymptotic size for large breaks under reasonable trimming of possible break dates ( > 0.033) and standard significance levels.
The Impact of the Initial Condition
In this section we investigate the asymptotic behavior of all considered tests under various initial conditions. Note that if the initial condition is set as it is in Assumption, then in all limiting distributions under the null and local alternative the Ornstein-Uhlenbeck process,
where ( ) is the standard Wiener process (see Harvey, Leybourne, and Taylor (2009b) ). Results were obtained using simulations of the limiting distributions of test statistics in an approximation of the Wiener process by using . . . (0, 1) random variates and with integrals approximated by normalized sums of 1,000 steps and with 30,000 replications. The limiting distributions for GLS-based tests and for robust tests, excluded here for brevity, can be found in HLT12 and HLT13 under the local behavior of the autoregressive root and the local behavior of the break magnitude. The limiting distribution of the -test was obtained from Harvey and Leybourne (2012) . The limiting distribution of the -(̂) test is similar to that of HLT12 except that the GLSdetrended continuous time residual process has been replaced by the corresponding OLS-detrended process (as in Harvey and Leybourne (2012, Theorem 1) ). The limiting distribution of -max with a local trend break can be obtained in the same manner as in Harvey and Leybourne (2012) by applying CMT and arguments provided by Zivot and Andrews (1992) . A formal presentation of these results is not presented for the sake of brevity. Also note that we used the trimming parameters and , equal to 0.15 and 0.85 respectively. In all simulations, the break fraction is 0.5.
We first investigate the effects of initial conditions on the robust tests from Perron and Yabu (2009) and Taylor (2009a) in Section 3.1. We then compare the -,
, and -tests under various magnitudes of local trend breaks and initial conditions to determine the effective test in each particular case in Section 3.2. We then propose a unit root testing strategy for when there is uncertainty over the trend break and initial condition in Section 3.3. All necessary critical values and scaling constants are provided in Table 1 . The program codes for obtaining critical values and the simulations are available upon request. , and then implement the appropriate unit root testing strategy based on if a significant break is present. Now we investigate the behavior of the and tests under various magnitudes of initial condition. These tests are needed for the procedure proposed in Section 3.3. For both tests, and , the null hypothesis is 0 ∶ = 0 in eq.
(1) and the alternative is 1 ∶ ≠ 0. The is constructed as 
where is the square of the autocorrelation-corrected -statistic from the following (quasi)-GLS-regression:
, and̃is a bias-corrected estimator of . See Perron and Yabu (2009) for more details. Figures 1-4 show the local power of the and tests for ∈ {5, 10, 20, 30} and for ∈ {−6, −4, −2, −1, 0, 1, 2, 4, 6} with ∈ (0, 10). The results with a negative are symmetric with respect to . In general, both tests behave similarly. For a small , the mean-reversion effect from the initial value is slow, so this mean-reverting part of the process induces spurious detection of a break. This is best seen where = 0 and the test wrongly rejects the hypothesis of no break. The explanation for this is similar to that in Harvey, Leybourne, and Taylor (2008) . The and tests use the difference of ℎ ≡ − ⌊̂⌋ − (1 −)( − 1 ) for estimating the trend break parameter wherêis the break date estimator equal to the argument of the supremum of the test statistic under 0 over all possible break dates (see Harvey, Leybourne, and Taylor (2009a) for details). Consider the case of ≥ 0. If = 0, then the very negative initial condition leads to a large value for ( − 1 ), which makes ℎ very negative. This leads to a rejection the null hypothesis. If increases, the value of − ⌊̂⌋ becomes larger, which makes the value of ℎ close to zero, and therefore the test statistic will be insignificant. With a further increase of , the value of ℎ increases, which often leads to the rejection of the null hypothesis. This result is clearly visible in Figure 1(a) . Consider the case of a large positive initial condition. Now the value of ( − 1 ) can be negative, which makes the value of ℎ under = 0 strongly positive. If increases, the rejection rate also increases due to the increases in − ⌊̂⌋ . Also note that when we compare our results with results of the robust tests for trend in Harvey, Leybourne, and Taylor (2008), we find that our results are symmetric around in comparison to Harvey, Leybourne, and Taylor (2008) , as the value of ( − 1 ) is included in the numerator of the test statistics with the opposite sign. For a larger , the oversizing is less pronounced and often the break is not spuriously detected under = 0 (when actually there is no break). This occurs because, for larger , the larger | | values would be needed to offset the undersizing in tests when = 0. The negative influence on power in this case is observed only when and have opposite signs. If the signs are the same, then the power is higher than in the case of = 0. Furthermore, for = 30, the tests have well-controlled and conservative sizes.
Thus, although the and tests cannot be used for a small , they can serve as indicators of a large magnitude local break even for a large . In other words, they can be used as pre-tests similar to HLT12.
The Influence of the Initial Condition on the Unit Root Tests with Break
We should now consider the behavior of the -, Figures 5 and 6 show the asymptotic size-adjusted local power for = 20 and = 30 respectively and for ∈ {−6, −4, −2, −1, 0, 1, 2, 4, 6} with ∈ (0, 15). More specifically, for the given break fraction 0 , we calculate the size ( = 0) of all tests considered in the previous sections for all ∈ (0, 15). Note that the size is not changed for different , because under 0 all tests are invariant to initial condition. Let * denote , which results in the test's maximum size (the maximum sizes are provided in Table 1 ). The power curves are obtained by adjusting their size, i.e. by scaling all critical values of the specific test so that its size is equal to 0.05 for = * . The same scaling is used for all values of (i.e. the size will always be below 0.05 for all ≠ * ). 
Also, in contrast to HHLT, the value of thēparameter for GLS-based tests is chosen not for each possible location of a break, but as the average of these values (since these values differ very little from each other under the assumption of a local trend break), following HLT13. In other words, we usē= 17.6, as proposed in HLT13, for all GLS-based tests.
Based on the figures, it can be seen that for = 0, the -and -(̂) are effective. However, for | | = 1, the power curve of the -is at the same level as the -, and as the absolute value of increases, the power of the -continues to fall. For a large | |, the power will be zero, even with a moderate . For a close to zero, the power of GLS-based tests will be slightly higher because the meanreverting effect is interpreted as a break. The -(̂) test behaves similarly, although the -is more robust under small and moderate initial conditions. For moderate or large initial conditions, the -(̂) appears robust. The -(̂) and -tests' power increases as the initial condition increases, but the latter test is seriously oversized if the break is occurs in the second part of the sample. For this reason, the -test cannot be used here. It has been modified to -max , which makes it appropriate for implementation . However, for a large | |, the power of the test will still be very low because the test includes -′ with time-reversed data, making the initial value the last value. The -max test will rarely reject the null, but for a moderate , this test is reasonably powerful, but is significantly weaker than the -test (See supplementary appendix, Section 1). For the -(̂), the power decreases when | | is large and is small. This weakness is due to an incorrect estimation of the break fraction̂(the mean-reverting effect is estimated as a spurious break). This test would be effective under a large initial condition except for its flaw which causes its power to decrease for small values of . For small breaks, we could use the -(the ZA test) when the break is small and is not detected by the and tests. We found that for different break date locations and various types of weak dependence on errors that the -will be oversized when the break is detected with a probability of one by robust tests 5 . In this case, the -(̂) could be used because it is correctly sized. If the break is not detected with a nonzero probability, then -will be correctly sized. We conclude that, for small initial conditions, the -should be used, and for large initial conditions, the combination of -and -(̂) should be used, dependent on the robust tests for breaks. Also, for large initial conditions, the GLS-based test proposed in HLT12 and HLT13 has very low power, so its empirical applications are limited. Furthermore, we propose modifications to these tests to manage uncertainty over the initial condition.
Unit Root Testing Strategy with Uncertainty Over the Trend Break and Initial Condition
The results in the previous subsection demonstrate that even for small initial conditions the power of the GLSbased tests proposed in HLT12 and HLS13 will be low. However, if the initial condition increases, the power of some OLS-based unit root tests also increases, and these tests become effective. Therefore, in this subsection, we propose a unit root testing strategy that is robust when faced with large or small initial conditions. To accomplish this, we need a pre-test for the initial condition similar to that of Harvey, Leybourne, and Taylor (2012a) . We follow the approach of Harvey and Leybourne (2005) and Harvey and Leybourne ( 2006) , and construct the initial condition estimator, | |, as
wherê1 is the fitted value of the deterministic function in eq.
(1) at time = 1, using the break fraction estimator in eq. (3), and̂for the corresponding standard deviation estimator of the error term . The || is consistent under a fixed alternative but is not consistent under a local alternative, which is shown in the following Lemma 1.
Lemma 1
Let { } be generated as eq. (1) and eq. (2) and Assumptions 2 and 1 are held. Then under
where ( , 0 , ) is the continuous time residual process from the regression of ( ) + ( − 0 ) ( > 0 ) onto the space spanned by {1, , ( −̂) ( >̂)} and the limiting distribution for̂follows directly from HLT12.
The proof of this Lemma 1 comes from Harvey and Leybourne (2005) . Note that although the || is not a consistent estimator for | | under a local alternative, it is still useful for obtaining information about a very large | |. In other words, the large value of || might be associated with large values of | |. We implement the simple heuristic rule that || > 1 indicates a large initial condition. The reason for this is that for | | > 1, the power of -is effective under small initial conditions and ceases to be higher than the power of other tests.
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Asymptotic results based on the distribution in Lemma 1 are represented in Figure 7 for various and . It can be seen that this test is very liberal (with size distortion decreasing as increases) but it can still be used under uncertainty of the initial condition for the procedures described below as a risk-averse strategy. Note that the non-monotonic power for the case of = 5 is a consequence of an incorrect estimation of the break date, as this break is small and the initial condition is sufficiently large. Now we can consider the modification of the ( ) testing strategy proposed in HLT12, 7 denoted by * ( , ) where, in all algorithms listed below, and denote tests for break and for initial condition, and and denote corresponding critical values. Critical values and scaling constants are provided in Table 2 . 
where 2 is the scaling constant for the union of the -(̂) and -tests.
We emphasize that the ( ) testing strategy proposed in HLT12 is the same as * ( , ) except the former does not utilize OLS-based tests, any testing for initial condition, or any scaling. In other words, the ( ) testing strategy does not account for the initial condition. It should be noted that we only use conservative critical values for all tests calibrated at = 0. The reason for this is that although the size of tests decrease as increases, in finite samples for autocorrelated errors the size is approximately the same for all . Thus, the conservative critical values allow for better size control. 8 The scaling constants 1 and 2 are needed to make the size equal to the nominal one at = 0 for each step in the algorithm. The limiting distribution of the * ( , ) follows the form of the limiting representations of all tests included in the strategy and application of the CMT.
The basic concepts of this strategy are as follows. In item 1, there is no reason to assume that a break is actually present in the data, but there is evidence suggesting that there is a large initial condition. Thus, the -(ZA) test is effective. In item 2, there is no reason to assume that both the magnitude of a break and the initial condition are large, so the union of rejection, including the -and -tests, should be used. In item 3, there is evidence of both a large magnitude break in the trend and a large initial condition, so, in this case, the -(̂) is effective. In item 4, there is evidence of a large trend break, but there is no reason to believe that the initial condition is large, therefore both the -(̂) and -tests should be used.
Figures 9 and 10 show the asymptotic size-adjusted power (the correction is performed in a similar way to how it was performed in the previous subsection. The maximum sizes across are provided in Table 1 ) for = 30. The asymptotic size is provided in Figure 8 (a). -
These results, corresponding to the behavior of the unit root tests and pre-tests, demonstrate the robustness of the proposed strategies for various initial conditions. The * ( , ) strategy seems to be the most robust; Under small initial conditions, the power curve lies between -(̂) and an effective -. For large initial conditions and small breaks, this strategy is considerably more powerful, resolving most of the issues associated with the "valley" in the power curve of the -(̂) test which was previously discussed. For large initial conditions and large breaks, the power is close to the effective -(̂). We also consider the behavior of the tests for DGP eqs (1)- (2) in finite samples where the error term is generated according to either an . . sequence or the AR(1) and MA(1) processes with a sample size = 150.
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More precisely, let the DGP be = + + ( 0 ) + , = 1, … , ,
where = −1/2 , = = 0 without loss of generality, 1 = √1/(1 − 2 ), = 1 − / , ∈ {20, 30}, ∈ {−6, 0, 6}, and ∈ (0, 15). The error term is generated according to either an . . sequence, ∼ . . . Table 1 . The finite sample size is provided in Figures  8(b)-8(d) . For . . and AR(1) cases, the size is close to the nominal one. For the MA(1) case, the liberal size distortion is quite large but this is a standard result (see the corresponding tables in HLT12 and HLT13).
The power results are presented in Figures 9 and 10 . Qualitatively, the results appear to be asymptotic, especially for . . . case, and * ( , ) still remains the most robust strategy, which we recommend to use in practice.
Conclusion
This paper analyzed the management of uncertainty in statistical testing which emerges from breaks in data trends and from initial conditions. When operating with various magnitudes of these nuisance parameters, which are usually unknown a priori, different tests were found to be more or less effective. We have shown that GLS-based unit root tests have low power when initial conditions are large and that the presence of a break has a small effect on this. However, when initial condition was equal to zero, it was determined that GLS-based unit root tests have maximum power across all considered tests. The behavior of a variety of OLS based tests were analyzed when a break was present. An algorithm allowing for uncertainty concerning both the trend break and the initial condition was proposed. This proposed algorithm is useful in empirical applications because, in contrast to existing approaches, it addresses the situation of simultaneous uncertainty regarding the magnitude of the initial condition and the presence of a trend break.
