Abstract-The outputs from a physics-based modeler of magnetometry data have been successfully used with a probabilistic neural network (PNN) to discriminate unexploded ordnance (UXO) from ordnance-related scrap. Cross-validation predictions were performed on three data sets to determine which modeler parameters were most valuable for UXO classification. The best performing parameter combination consisted of the modeler outputs depth, size, and inclination. The cross-validation results also indicated that good prediction performance could be expected. Model outputs from one location at a site were used to train a PNN model, which could correctly discriminate UXO from scrap at a different location of the same site. In addition, data from one site, the former Buckley Field, Arapahoe County, CO, was used to predict targets detected at an entirely different training range, The Badlands Bombing Range, Bull's Eye 2 (BBR 2), Cuny Table, SD. Through careful selection of the probability threshold cutoff, the UXO detection rate obtained was 95% with a false alarm rate of only 37%. The ability to distinguish individual UXO types has been demonstrated with correct classifications between 71% and 95%.
I. INTRODUCTION
L OCATING, identifying, and disposing of buried unexploded ordnance (UXO) on the 10 million acres of contaminated lands in the continental United States is a 500 billion dollar problem. Development of new technologies with improved data analysis has been identified as a high priority Department of Defense requirement. Using traditional detection methods, it has been shown that false alarm detections far outnumber correctly identified ordnance. For this work, a false alarm is a non-UXO (scrap item) found in the process of searching for UXO. This definition does not address items that were not detected. Similarly, in this manuscript, we define the detection rate as a percentage of those items detected and recovered that were classified correctly. The better performing automated technologies typically must remove The authors are with the Chemistry Division, Naval Research Laboratory, Washington, DC 20375 USA (e-mail: shart@ccf.nrl.navy.mil).
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three to five scrap items for every UXO recovered [1] - [4] . The better performing automated technologies use arrays of magnetometers or time-domain electromagnetic sensors. Sensor data is digitally mapped typically using GPS navigation to guide surveys and position stamp sensor data. The high cost of digging and disposing of targets accounts for the majority of the costs of UXO remediation. Therefore, a substantial savings could be realized if the number of false positives were reduced [5] . Using data collected by the Naval Research Laboratory's Multi-sensor Towed Array Detection System (MTADS), new software techniques are being developed to improve UXO discrimination and reduce the false alarm rate [6] , [7] . The MTADS is a vehicular towed-array survey system, which employs arrays of full-field magnetometers or time domain electromagnetic pulsed induction (EMI) sensors. The magnetometer array deploys eight sensors with a 0.25 m cross-track spacing. Sensor readings are sampled at 50 Hz, which at survey speeds provide over 10 sensor readings per ha. GPS navigation systems are used for survey control and mapping the sensor readings onto a surface grid. The data analysis system is used off-line to interactively analyze the magnetic anomalies in the data. In magnetometer surveys, the buried targets are characterized by an induced anomaly in the Earth's field. The analyst either manually or automatically selects mapped data, which contains an individual target anomaly signal. The data is analyzed using a multivariate fitting algorithm to a magnetic dipole signature. The fitting routine turns out fit parameters for the object position, depth, orientation, and magnetic moment and approximates the size of the object and reports a size value that is correlated with object caliber, assuming a cylindrical shape with an aspect ratio of 3 or 4 to 1. The analyst can rescale and represent the data using a variety of graphic options, can resample or edit the data, and can refit the data using a variety of filters or signal leveling options to suppress geophysical interferences. The analyst makes many classification and discrimination decisions based upon both the results of the fitting algorithms and visual impressions derived from signal presentations.
Magnetometry survey data taken at three field sites using the MTADS were used for analysis. The physics-based modeler (point-dipole model) used in the MTADS-Data Analysis System (MTADS-DAS) estimates the object's depth (dep), size (siz) (caliber), inclination (inc), magnetic moment (mom), azimuth (azi), and also returns a modeler fit quality (fit). Details of U.S. Government work not protected by U.S. copyright. the magnetometer magnetic dipole modeler can be found elsewhere [8] , [9] . The modeler parameters dep, mom, inc, and azi are indepéndent variables while siz is a dependent variable that is calculated from the magnetic moment and depth information. The fit quality parameter is neither; it reflects how well the modeler was able to fit the target item to a magnetic dipole signature. Using the current MTADS-DAS, a trained analyst performs classification using both visual clues and the modeler outputs as a guide. The analyst also uses knowledge of site use history and ground truth. In live situations ground truth includes information from surface clearances, and when possible from digging a limited, preliminary set of targets. Data analysis is slow and tedious even for an expert analyst when sites are heavily contaminated. In order to expedite this process, we are studying the feasibility of using a probabilistic neural network (PNN) to automate the analysis and improve the UXO discrimination task.
Other researchers are investigating various methods for improving the selectivity of magnetometry and EMI detection systems for subsurface UXO detection [10] - [13] . Several of these research groups are using different physics-based modeling techniques to generate descriptors for UXO identification. One such method uses EMI survey data coupled with a Bayesian decision algorithm applied to land mine detection [14] . In this paper, the discrimination of intact ordnance from ordnance scrap items and other clutter for three different locations was performed using the PNN. After evaluating the initial classification results, the data sets were characterized and several strategies were investigated to improve the performance of the PNN on these data sets. These strategies involved modeler parameter selection for input to the PNN and probability decision threshold reduction.
II. EXPERIMENTAL
The data used for these studies was collected at three sites and is described elsewhere [15] , [16] . Outputs from the physics-based modeler and associated dig sheets were received in Microsoft Excel spreadsheets and read into Matlab (Version 5.2, Mathworks, Inc., Natick, MA) as a tab-delimited text file. Prior to PNN training, the raw model outputs were autoscaled (columns with a mean of zero and unit variance). The PNN and linear discriminant analysis (LDA) software were written by the authors in Matlab. The physics-based modeler outputs are given in Tables VII, X [15] , and XI [16] of the cited NRL publications concerning the Badlands Bombing Range, Bull's Eye 1 (BBR 1), Badlands Bombing Range, Bull's Eye 2 (BBR 2), and the Former Buckley Field (Buckley). The site analyses and remediation at BBR 1 and BBR 2 using MTADS were performed in July 1997 at the Pine Ridge Reservation, Cuny Table, SD. This site was used for over 30 years as an aerial gunnery and bombing range. The Buckley site analysis and remediation using MTADS was performed in 1998 in Arapahoe County, CO, at the Bombing Target #2. This site was used as a bombing range beginning during World War II. The BBR 1 UXO consisted of 44 distorted and intact M38 practice bombs, while the scrap subset primarily consisted of an assortment of bomb tail fins, dry holes (geologically magnetic), and other ordnance scrap totaling 43 targets. The UXO of BBR 2 Fig. 1 . Topology of a PNN. Physics-based modeler derived parameters are used as input and the probability of belonging to one of the specified classes is determined.
consisted of 14 2.75-in Warheads (2.75 WH), 21 M38 bombs, 27 SCAR rockets (2.25-in rockets), while the scrap subset (181 targets) contained a wide variety of items ranging from ordnance related scrap to fence wire and tools. The Buckley data set consisted of 69 M38 bombs, eight SCAR rockets, seven M69 bombs, 30 MK23 practice bombs, and six M100 series fuses, while the 272 scrap items primarily consisted of ordnance-related scrap. When two-class coding is used, the individual UXO types are grouped together as a generic UXO class.
Discrimination of UXO and clutter are being investigated in this program using multivariate classification methods. The classification methods used were supervised learning techniques that use training sets to develop classification rules. The rules are then used to predict classification of a future data set (i.e., application at a different survey site). These methods are given both the data and the known classification of the targets (i.e., ground truth), and they generate mathematical functions to define the classes. The best classification algorithms for a given application are those that provide the best prediction.
The PNN method [17] , [18] was used in this study because it provides a probability that the target class is present and the level of confidence can be adjusted according to the ultimate land use requirements. PNNs are a class of neural networks that combine statistical pattern recognition methods and feed-forward neural networks to produce a powerful discrimination tool [19] , [20] . They were first introduced into the neural network literature by Donald Specht in the late 1980s [19] . The PNN was first developed for radar classification and has been used in a wide variety of applications including fingerprint identification [20] , optical character recognition, remote sensing [21] , and image processing [22] , [23] . Fig. 1 shows the architecture of the PNN. The PNN is a nonlinear, nonparametric, pattern recognition algorithm that operates by defining a probability density function (PDF) for each data class based on the training set data and the optimized kernel width parameter. For ordnance discrimination, the inputs are the physics-based modeler outputs or pattern vectors. The outputs of the PNN are the Bayesian posterior probability (i.e., a measure of confidence in the classification) that the input pattern vector is a member of one of the possible output classes, for example, UXO or scrap.
The hidden layer of the PNN is the core of the algorithm. During the training phase, the pattern vectors in the training set are simply copied to the hidden layer of the PNN. Unlike other types of artificial neural networks, the basic PNN only has a single adjustable parameter. This single parameter, termed sigma , or kernel width, along with the members of the training set, define the PDF for each data class. In a PNN, each PDF is composed of Gaussian-shaped kernels of width located at each pattern vector. The PDF essentially determines the boundaries for classification. The value of the kernel width is critically important because it determines the amount of interpolation that occurs between adjacent pattern vectors. As the kernel width approaches zero, the PNN essentially reduces to a nearest neighbor classifier. A large kernel width has the advantage of producing a smooth PDF which exhibits good interpolation properties for predicting new pattern vectors. Small kernel widths reduce the amount of overlap between adjacent data classes. The optimized kernel width is a compromise between an overly small or large .
Prediction of new targets using a PNN is more complicated than the training step. Each member of the training set of pattern vectors (i.e., the patterns stored in the hidden layer of the PNN and their respective classifications), and the optimized kernel width are used during each prediction. As new pattern vectors are presented to the PNN for classification, they are serially propagated through the hidden layer by computing the Euclidean distance, , between the new pattern and each pattern stored in the hidden layer. The Euclidean distance scores are then processed through a nonlinear transfer function (the Gaussian kernel) given in Hidden Neuron Output (1) Each pattern in the hidden layer is used during each prediction, rendering the execution speed of the PNN slower than some other algorithms. The mass data storage requirements can also be quite large since every pattern in the hidden layer is needed for prediction. Several researchers have developed modified PNN algorithms to overcome these limitations, but their use was deemed unnecessary because off-line processing is typically acceptable in UXO detection/remediation applications [18] .
The summation layer consists of one neuron for each output class and simply collects the outputs from all hidden neurons of each respective class. The products of the summation layer are forwarded to the output layer where the estimated probability of the new pattern being a member of each class is computed. In the PNN, the sum of the output probabilities equals 100%. The pattern being predicted is then assigned to the class with the highest output probability. One of the main advantages associated with using a PNN is the ability to output a probability for each of its target classifications. For critical applications, such as ordnance detection and remediation, such an indicator of confidence is extremely useful in assisting the decision making process and evaluating the likelihood that individual ordnance items might be missed by reducing the detection probability.
As discussed above, the calculation of the optimum kernel width, , is imperative for high classification rates to be achieved. For the work described herein, an iterative algorithm for optimization was employed [17] . The algorithm was designed to minimize the cross validation (CV) error error (2) where predicted probability of being the correct class; predicted probability of all the other classes;
weight factor for each class;
number of patterns in the training set.
Performance evaluation using cross-validation involves training the PNN using all the patterns in the data set except one, which is withheld for subsequent prediction. This process is repeated, leaving out each pattern in turn until all patterns have been used once in prediction. In general, CV is preferred to using a separate external validation or prediction set when only a small data set is available. The minimization of (2) is based upon a parabolic interpolation method described by Masters [24] .
For the purpose of evaluating the efficacy of the PNN, classification results were compared with results obtained using a well-known supervised pattern recognition algorithm, LDA [17] , [25] . An LDA classification algorithm calculates a mean vector and pooled covariance matrix for each class, which together define the class boundaries. Prediction is performed by calculating the Mahalanobis distance [25] between the pattern to be classified and the mean vector. The mean vector to which the pattern is closest is the class to which that prediction pattern is assigned.
PNN classification performance was first examined using leave-one-out-cross-validation. In this work, the PNN returned either the probability of being UXO and the probability of being scrap or the probability of being one of several UXO types and scrap. Each pattern was assigned to the category having the highest probability. In a real-world scenario, this probability threshold can be adjusted for a particular site using a priori information regarding the types and relative number of buried objects, as well as the level of clearing desired, usually determined by available resources and for the ultimate land use requirements. Testing the prediction capabilities using different training and prediction sets was performed to probe the PNNs capability to generalize. Further testing of multiple classes was performed to determine if individual UXO class differentiation was feasible.
III. RESULTS AND DISCUSSION

A. Intra-Data Set Analysis
To determine which magnetometer model parameters were most important and to gain insight into the PNN classification, the effect of including various model parameters on classification were studied. PNN-CV performance was determined for all possible combinations of two, three, four, and five magnetometer model parameters. Due to site-dependant variations in UXO and scrap type, site use, and geological considerations, a given set of parameters is unlikely to produce identical results. However, the selection of a general parameter combination that improves or at least does not hamper classification performance at most sites is sought. Intuitively, it is expected that parameters such as depth and size should correlate well with UXO and scrap classification, since UXO objects tend to be buried more deeply in the ground and are larger than the types of scrap normally found on military training ranges. Azimuth and inclination yield clues about how the item is oriented in the ground. In some isolated cases, the fit parameter might also be useful as scrap items are sometimes poorly fit by the magnetic dipole model because they are collections of small, odd-shaped metal items.
The best PNN-CV classification results using several parameter combinations at all three sites are given in Table I , and the best parameter combinations are compared with classification using LDA. Using all parameters except the modeler fit resulted in poorer UXO classification results for both Badlands data sets and only a slight improvement in the Buckley data set. The parameter combinations [dep siz inc] and [siz inc azi] are relatively close in performance. Either could be used satisfactorily. The average UXO probability, listed in Table I , was slightly higher (favorable) for [dep siz inc]. This combination was chosen on that basis. The combination of [siz and inc] was not acceptable when used for the BBR 2 data set, correctly classifying only 66% of the UXO targets. Comparing the PNN classification performance with that obtainable using LDA indicates that the use of the PNN improves classification performance. The performance improvement of the PNN over LDA was more significant for both BBR2 and the Buckley dataset. This is due to the variety of diversely shaped and sized UXO items present at these sites. The UXO at BBR 1 consisted primarily of M38 bombs, which were described well using a linear plane to separate the two classes [refer to Fig. 2(a) ]. In the BBR 2 and Buckley datasets [ Fig. 2(b) and (c) ], the UXO and scrap were less well separated in the data space, requiring the use of a classifier capable of multimodal discrimination such as the PNN. LDA performs less well on data that contain classes distributed in multiple locations due to its use of linear planes to describe the data space.
A summary of the classification results obtainable using the chosen subset [dep siz inc] of the original model parameters is given in Table II . The output coding was defined as a two-class problem consisting of UXO and scrap items. The outputs of the PNN algorithm are the probabilities for the targets being predicted. The probability at which a class distinction occurs is the threshold value, which is initially set at a default value of 0.5 for two-class coding. The classification rates at several probability thresholds are given in Table II . The reduction of the probability threshold allows the detection of additional UXO items. The penalty is an increased number of scrap and clutter items being classified as UXO (false alarms). In UXO remediation applications, this is a necessary and accepted consequence for near complete UXO detection and removal ( ) 95%. An examination of the parameters selected for classification shows that siz and inc are important in the discrimination of UXO from scrap. A plot of siz versus inc for each data set in shown in Fig. 2(a)-(c) . The separation between the classes is evident and helps demonstrate why these parameters improve the classification.
The probability plot from the PNN-CV analysis of the BBR 2 site data showing the probability of being a UXO for all 243 tar -TABLE I  COMPARISON OF CLASSIFICATION RATES USING VARIOUS PARAMETER COMBINATIONS AT THREE BOMBING AND AERIAL GUNNERY RANGES   TABLE II  SUMMARY OF BEST PNN-CV CLASSIFICATION RESULTS gets is given in Fig. 3 . These probabilities were generated using the three-parameter combination found to be most favorable for all data sets: [dep siz inc]. The majority of the UXO have a very high probability of being ordnance, while the majority of the scrap items have a very low probability of being ordnance. The upper solid, horizontal line, at 20%, represents a semi-arbitrary selection of the probability cut-off to be used for this class and data set. As discussed above, the probability threshold can be adjusted in case a priori information is available or to reduce the number of missed UXO. Below the 20% probability cutoff, one UXO target was missed, and 69 scrap items were identified as UXO (false alarm). To reduce the number of missed UXO, the probability cut off can be reduced to 10%, allowing detection of the remaining UXO target. The cost of the additional UXO detection is an increase in the number of false alarms: 100 false alarms versus 69 false alarms at the 20% probability cut off. These results represent a large improvement over typical methods (300-500% false alarm rate) and would result in at least a 50% reduction in the number of false alarms.
B. Inter-Data Set Analysis
The ability to use data from one location to predict items at another location is of utmost importance in the development of the PNN. If this is possible, then much time may be saved through the use of a database-like training set containing multiple UXO and scrap examples that are representative of many different sites. The alternative is the remediation of a relatively small number of targets ( 100) at a particular site for use as a site-specific training set.
In an effort to test the ability to extrapolate to other sites, the entire BBR 2 data set was used to train the PNN and the BBR1 data set was used in prediction. These data sets represent two target regions, separated by about two miles, at the same geographical location. The only UXO item in common to each lo- cation was M38 bombs. Two UXO items (SCAR rockets and 2.75 rocket warheads) were found at BBR2 but not BBR1. For the two classes in BBR1, M38, and scrap, the UXO classification rate was 93.2% and the false alarm rate was 27.9% using a 50% probability cutoff. A plot of the probability of being an M38 versus target number is shown in Fig. 4 . There are only three UXO targets with probabilities below 50%. Two of these targets, 19 and 34, seen as the two outliers in Fig. 2(a) , were also misclassified during the PNN-CV analysis of the BBR 1 data set. The other target missed was 3, which was probably misclassified due to its small predicted size, 0.17 compared with the average size of all the other UXO: 0.57 0.26.
An additional and more rigorous test of robustness is the use of a training data set that was measured at one location to predict the targets at an entirely different geographic location. If the sites have similar UXO types, then the sources of error may be related to the differences in the site locations. However, there may be situations where new UXO types are expected and examples are unavailable in the training set. In this situation, the ability to rely on general properties that are common to UXO and are different than scrap will be increasingly important. A rigorous example of such a training and prediction set is the use of the Buckley data set for PNN training with the application of the trained PNN to the prediction of the BBR 2 data set. These data sets have only the UXO classes M38 and SCAR in common. Additionally, the Buckley data set has M69, MK23, and M100 fuses, while the BBR 2 data site has 2.75 warheads. Shown in Fig. 5 is a plot of the probabilities for all 243 targets at the BBR 2 site that were predicted using a PNN trained with the Buckley site data set. A semi-arbitrary cutoff line has been drawn on the plot to indicate a reasonable location for the probability decision threshold. The threshold should maximize the number of UXO detected (above line) and minimize the number of scrap items predicted as being UXO (above line). At this threshold (0.20), 95.2% (59/62) of the UXO were correctly identified and only 37.0% (67/181) of the scrap items were erroneously classified as UXO (false alarms). It can be seen in the ROC plot for this prediction, shown in Fig. 6 , that for a UXO detection rate of 100%, the false alarm rate would be 59%. In comparison, LDA performed on this interdata set classification correctly identified 82.3% (51/62) of the UXO with a false alarm rate of 39.2% (71/181). The PNN achieved significantly better UXO classification with a slightly lower false alarm rate.
C. Multiple UXO Classes
The application of a PNN to discriminate between UXO and scrap was demonstrated in Section A. The use of a training data set that contains multiple class definitions for the various types of UXO present allows the prediction of the specific identity of a UXO target. The ability to distinguish individual UXO targets types may aid in the remediation, handling, and disposal of UXO. The five-class PNN-CV classification results for the Buckley data set are shown in Fig. 7 for each class using the [dep siz inc] parameter combination. The results are displayed in a confusion matrix format to show the misclassifications. It should be noted that classification percentages listed in the figure are for the individual classes and thus, the overall performance is higher. If one considers UXO targets misclassified as other UXO, the percentage increases for M38, M69, and MK23 and M100 fuses: 95.6%, 85.7%, 75.0%, respectively, and the false alarm rate was 24.3%. This amounts to an overall UXO classification of 87.5%, and a correct scrap classification of 75.7%. These correct classification percentages are higher for UXO and lower for scrap than those obtained using the two class PNN coding for the Buckley data set: 80.8% UXO, 84.9% scrap.
Another option for the discrimination of individual UXO is the application of the PNN twice. The first PNN would have a two-class coding (UXO and scrap), while the second would use a PNN trained using multiple UXO class distinctions. In this manner, the best classification of UXO and scrap (firstorder problem) would be accomplished and the differentiation of UXO types (second-order problem) could occur in a separate step without hampering the results of the more important first classification. A test of the possible double PNN application for UXO-type differentiation was performed for the BBR 2 and Buckley data sets, which both contained multiple UXO types. PNN-CV analysis was performed on the UXO items only, with three classes in BBR 2 and four classes in Buckley. Good classification was obtained as is evident from the UXO correct classification percentages listed in Table III . All classification rates were above 70%, suggesting that individual UXO discrimination after a first order UXO-scrap classification may be successful.
IV. CONCLUSION
This paper demonstrates the application of multivariate methods for identifying UXO in the presence of scrap and other clutter. In particular, the methods have been used to select the optimal set of magnetometer modeler parameters to achieve the best classification results for three different UXO surveys. The best modeler parameter combination for all three data sets was determined to be [dep siz inc]. Future experience with a greater variety of data sets from different types of sites may dictate a different set of parameters to be used under certain conditions. Using the BBR 1 data set, 94% of the targets were correctly identified, and 86% correct classification was achieved at the more complex BBR 2. The Buckley site was the most difficult, and only 84% of the targets were correctly identified. The ability to use the PNN classification model from one site on data from another was demonstrated using the two Badlands sites (BBR 1 and 2). The PNN classifier was trained using the BBR 2 data set and was able to correctly predict 93% of the targets at BBR 1. A more challenging prediction involving unrelated sites was performed using Buckley data as the training set to predict BBR 2. A UXO correct classification of 95.2% was obtainable at a false alarm rate of 37.0%. The PNN outperformed a LDA classifier for this data set: 82% UXO correct with a false alarm rate of 39%.
The classification of these data sets using two classes yielded better overall classification results (83.7%) than if multiple classes were used (73.9%). This results from the slightly improved detection rate for UXO and the increased false alarm rate when using multiple UXO class coding. However, better UXO classification was achieved using multiple class definitions. The use of multiple UXO class coding may be useful for additional discrimination when used serially with two applications of the PNN.
Future work will involve the development of methods to improve the classification performance. Methods may include the use of multiple kernel widths ( ) and class weighting in the PNN. Incorporation of the time-domain (pulsed induction) EM data into these models is expected to improve the classification results, and initial studies have shown promising results.
