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Abstrat : We show that random walks on the innite superritial perolation lusters
in Z
d
satisfy the usual Law of the Iterated Logarithm. The proof ombines Barlow's Gaussian
heat kernel estimates and the ergodiity of the random walk on the environment viewed from
the random walker as derived by Berger and Biskup.
1 Introdution
Asymptoti properties of random walks in Z
d
are very well-understood. Their onver-
gene to d-dimensional Brownian motions and their almost sure behavior (suh as the
law of the iterated logarithm) have been derived deades ago. A natural question to ask
is what happens to random walks on graphs that are in some sense perturbations of Z
d
.
One of the rst examples to onsider is to look at the random graph obtained by taking
the innite luster C = C(ω) of a superritial perolation proess. One perturbs the
original lattie by removing some edges independently. Various large-sale properties of
this innite graph have been studied with tehniques suh as oarse-graining. One of the
most natural questions is to look at random walk on this luster and to study its behavior.
One an for instane onsider the ontinuous-time simple random walk (CTSRW) on
C. This is the proess Xω that waits an exponential time of mean 1 at eah vertex x and
jumps along one of the open edges e adjaent to x, with eah edge hosen with equal
probability. This proess has been studied in a number of papers. Grimmett, Kesten,
and Zhang ([5℄,1993) proved that Xω is almost surely reurrent if d = 2 and transient if
d ≥ 3. Barlow ([2℄,2004) proved Gaussian estimates for Xω. An invariane priniple in
every dimension has been proved independently by Berger and Biskup in ([3℄,2004) and
by Mathieu and Piatnitski ([8℄,2004). Before that, Sidoraviius and Sznitman proved this
result for d ≥ 4 ([9℄, 2004). All these results show that a property that holds for random
walk on Z
d
still holds for random walk on the innite superritial perolation luster.
It is natural to ask if this is still valid if one looks for instane at almost sure properties
of the random walk (reall that almost sure properties often desribe the behavior of the
walk at exeptional times). Our goal in the present note is to show that it is indeed the
ase for the law of the iterated logarithm (LIL).
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Theorem 1.1 Consider d ≥ 2 and suppose that p > pc, where pc = pc(d) is the ritial
bond perolation probability in Z
d
. Then, there exists a positive and nite onstant c(p, d),
suh that for almost all realization of perolation with parameter p, for all x in the innite
luster C, the ontinuous-time random walk Xw started from x satises almost surely the
following LIL :
lim sup
t→∞
|Xωt |√
t log log t
= c(p, d).
Here and throughtout the paper, |x| = |x|1 =
∑d
j=1 |xj | stands for the L1 norm of
x = (x1, . . . , xd) ∈ Zd. Our proof an trivially be adapted to other norms (this would just
hange the value of the onstant). Note also that we are studying almost sure properties
of the walk, so that the annealed and quenhed statements are idential here (one we
say that the onstant c(p, d) does not depend on the environment).
The main ingredients of our proof are the Gaussian bounds derived in Barlow [2℄ and
the ergodiity of Kipnis-Varadhan's [7℄ random walk on the environment as seen from the
random walker derived by Berger and Biskup in [3℄. These two results have in fat been
instrumental in the (muh more diult) derivation of the invariane priniple for this
random walk.
The paper is organized as follows. In Setion 2, we will show that one an nd positive
and nite c1(p, d) and c2(p, d) suh that almost surely
c1(p, d) ≤ lim sup
t→∞
|Xωt |√
t log log t
≤ c2(p, d).
This will be based on the Gaussian estimates derived in [2℄. The upper bound is an easy
appliation of the Borel-Cantelli Lemma whereas the proof of the lower bound will use
the Markov property and the fat that one an apply Gaussian bounds uniformly for x
in a ball of suiently large radius depending on t.
In Setion 3, we derive a Zero-one Law for the limit of a disrete analog of the
CTSRW. The main ingredient will be the ergodiity of a ertain shift T , related to Kipnis-
Varadhan's random walk on the environment. It has been proved by Noam Berger and
Marek Biskup [3℄ that this shift T is ergodi. Translating properties of the random walk
in terms of this shift will allow us to derive a Zero-one law for the limsup in the LIL for
this disrete-time random walk.
Finally, in Setion 4, we onlude by heking that the time-sales of the disrete-time
random walk and of the ontinuous-time random walk are omparable.
2 Weak LIL for the ontinuous random walk
We will onsider Bernoulli bond perolation of parameter p on Zd dened on a proba-
bility spae (Ω,F ,Pp). It is well known (Grimmett [6℄) that there exists pc ∈ (0, 1) suh
that when p > pc there is a unique innite open luster, that we denote by C. For Pp
almost every environment ω ∈ Ω and x ∈ C, we dene a CTSRW Xω = (Xωt , t ≥ 0)
started from x under the probability measure Pxω. In the whole paper, we x p > pc
and d ≥ 2.
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Beause of translation-invariane of our problem (and beause we are dealing with
almost sure properties), we an restrit ourselves to the ase x = 0 and work with the
probability measure P˜p = Pp(. |0 ∈ C ) and Xω0 = 0. We will use the notation Φ(t) =√
t log log t for all t > e.
We now reall Barlow's Gaussian estimates. The rst one uses the hemial distane
dω (or graph distane) on C. For every x and y in C, dω(x, y) is the length of the shortest
path between x and y that uses only edges in C. For every integer n and x ∈ C, Bω(x, n)
will denote the ball of radius n and of enter x for distane dω.
Proposition 2.1 (Barlow, [2℄) There exist two onstants a1 = a1(p, d) and a2 = a2(p, d)
suh that for every γ > 0, there exists a nite random variable Mγ satisfying for almost
every environment ω :
for all n ≥Mγ(ω), P0ω( max
k∈[0,n]
dω(0, X
ω
k ) > γΦ(n)) ≤ a1 exp
(
−a2 (γΦ(n))
2
n
)
.
Reall that this statement holds for a general lass of graphs (see Proposition 3.7 of Barlow
[2℄) ; perolation estimates (see Theorem 2.18 and Lemma 2.19 of Barlow [2℄) show that
the perolation luster belongs to this lass. The other result that we will use is the
Gaussian bound itself :
Theorem 2.2 (Barlow, [2℄) There exist nite onstants c1,..., c8 and ǫ > 0 only depen-
ding on p and d that satisfy the following property. There exists a random variable S0 with
P˜p(S0 ≥ n) ≤ c7 exp(c8nǫ) and for almost every environment ω suh that 0, y ∈ C, t ≥ 1 :
(1) The transition density pωt (0, y) of X
ω
satises the Gaussian bound
c1t
−d/2e−c2|y|
2/t ≤ pωt (0, y) ≤ c3t−d/2e−c4|y|
2/t
for t ≥ S0(ω) ∨ |y| .
(2) c5n
d ≤ V ol(Bω(0, n)) ≤ c6nd for n ≥ S0(ω).
Note that translation invariane makes possible for eah x ∈ Zd, a random variable
Sx satisfying the analogous onditions (with the same onstants c1,...,c8,ǫ) where one just
replaes the origin 0 by x (and therefore replaes y by x+ y).
Let remark that there is no uniform Gaussian bounds for every x, y ∈ C and every
t > 0 beause (almost surely) every nite graph is atually embedded somewhere in the
innite luster. We an now derive almost sure upper and lower bounds for our limsup.
Proposition 2.3 (Upper bound) There exists a nite c+ = c+(p, d) suh that for almost
every environment ω,
P
0
ω a.s. lim sup
t→∞
|Xωt |
Φ(t)
≤ c+.
Proof : Fix ω an environment ontaining 0. The proof goes along the same lines as
in the Brownian ase. Let γ > 0, and dene the following events :
Aωn =
{
max
k∈[0,2n]
dω(0, X
ω
k ) > γΦ(2
n)
}
.
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Proposition 2.1 shows that for all n large enough,
P
0
ω(A
ω
n) ≤ a1 exp
(
−a2 (γΦ(2
n))2
2n
)
≤ 2a1n−a2γ2 .
Providing γ large enough, the Borel-Cantelli Lemma laims that almost surely Aωn
holds nitely often. Using the fat that |.| ≤ dω(0, .), we get that for n large enough,
maxk∈[0,2n] |Xωk | < γΦ(2n). We onlude that for n large enough, |Xωn | < 2γΦ(n).

Proposition 2.4 (Lower bound) There exists a positive c− = c−(p, d) suh that for
almost every environment ω,
P
0
ω a.s., c− ≤ lim sup
t→∞
|Xωt |
Φ(t)
.
Let rst present the outline of the proof. Consider q > 1 and γ > 0 (we will hoose
their values later). As in the Brownian ase, set Dωn = X
ω
qn − Xωqn−1 . We have
∣∣Xωqn∣∣ ≥
|Dωn | − |Xωqn−1 |. Using the upper bound, we obtain that almost surely, for n large enough :∣∣Xωqn∣∣ ≥ |Dωn | − 2c+Φ(qn−1). (2.1)
Beause Φ(qn−1) ≤ q−1/2Φ(qn), the seond term an be hosen muh smaller than Φ(qn),
providing q large enough. Then, in order to prove the result, it is enough to bound Dωn
from below. Dene the events Cωn = {|Dωn | > γΦ(qn)} . If these events hold for innity
many n almost surely, then we are done. We dene the σ-elds Fωn = σ(Xωk , k ≤ qn).
We will apply the Borel-Cantelli Lemma generalized to dependent events (see Durrett [4℄,
hapter 4, paragraph 4.3). We therefore need to prove that
P
0
ω a.s.
∑
n≥1
E
0
ω[C
ω
n
∣∣Fωn−1 ] =∞.
Using the Markov property and Gaussian bounds, we will be able to nd a lower bound
for E
0
ω[C
ω
n
∣∣Fωn−1 ]. In order to apply these bounds, we need to ontrol not only S0 (from
Theorem 2.2) but also Sx for x = X
ω
qn−1 . We rst prove that it is indeed possible, using
Gaussian estimates and the upper bound.
Lemma 2.5 Let γ > 0, for almost every environment ω we have almost surely SXωn ≤
γΦ(n) for n large enough.
Proof : Let γ > 1. Dene for eah integer n the set
Bn = {∃y ∈ B(0, 2c+Φ(n)) s.t. Sy ≥ γΦ(n)} .
where Sy is the random variable of Theorem 2.2. The Theorem yields
P˜p(Bn) ≤ V ol (B(0, 2c+Φ(n))) d1 exp (−d2(γΦ(n))ǫ) .
The right-hand side of the inequality is summable, so that (by Borel-Cantelli) Bn holds
for a nite number of n for almost every environment. But almost surely, Xωn is less than
2c+Φ(n) for n large enough. Combining these two fats, we obtain the laim.
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Proof of Proposition 2.4 : Let q, γ > 0 and κ > 0 suh that c5κ
d > c6 + 1. Note that
κ does not depend on γ and q. Set tn = q
n − qn−1. By the Markov property, we get for
n ≥ 1,
E
0
ω(C
ω
n
∣∣Fωn−1 ) = P0ωn[γΦ(qn) < Xωntn ] ≥ P0ωn[γΦ(qn) < Xωntn < κγΦ(qn)] = Gn(ωn)
where ωn = τXω
qn−1
(ω) (τx is the shift dened by (τxω)y = ωx+y) and :
Gn(ω) = P
0
ω
[
γΦ(qn) < Xωtn < κγΦ(q
n)
]
.
The funtion Gn is well-dened and measurable. If An(ω) is the annulus
An(ω) = {z ∈ C, s.t. γΦ(qn) < |z| < κγΦ(qn)} ,
we nd by denition of the transition density Gn(ω) =
∑
z∈An(ω)
pωtn(0, z). We dedue :
E
0
ω(C
ω
n
∣∣Fωn−1 ) = ∑
z∈An(ωn)
pωntn (0, z). (2.2)
Using Lemma 2.5, we know that almost surely there exists N large enough suh that for
every n larger than N , S0(ωn) = SXω
qn−1
(ω) ≤ γΦ(qn−1) ≤ tn. For n ≥ N , one an use
Gaussian estimates of Theorem 2.2 for every z ∈ An(ωn), we get for suh a z :
pωntn (0, z) ≥ c1t−d/2n exp
(
−c2(κγΦ(q
n))2
tn
)
≥ c1t−d/2n n−c2(κγ)
2
(2.3)
Using again the same Lemma, Theorem 2.2 yields that the volume growth property holds
for Sn(ωn). Realling the denition of κ, we nd :
V ol(An(ωn)) ≥ (γΦ(qn))d ≥ γdtd/2n (2.4)
Combining (2.3) and (2.4) in (2.2), we obtain that there exists a onstant c > 0 suh that
almost surely for n large enough :
Gn(ωn) ≥ cn−c2(κγ)2
Providing γ small enough, we an use the generalized Borel-Cantelli Lemma (e.g. [4℄). We
get that almost surely, there exist innitely many integers n suh that |Dωn | > γΦ(qn). If
q > 0 is taken large enough (κ, γ and c2 are not depending on q), we an use the inequality
(2.1) to prove that almost surely :
∣∣Xωqn∣∣ ≥ γΦ(qn)− 2c+q−1/2Φ(qn) > γ2Φ(qn)
for innitely many n, whih is the laim.
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Remark 1 : In order to bound the sum in (2.2) from below, Gaussian bounds were
not suient. Without the volume growth property, the annulus ould ontain only few
elements. Even if the exponential term is not too small (typially of order n−s for s small),
the term t
−d/2
n (whih orresponds to t−d/2 for the Brownian motion) ould be very small
and make the series beome summable. The ardinality of the annulus was ritial in
order to balane out this term.
Remark 2 : our goal was to obtain a result in L1 norm. Unfortunately, the natural
distane on graphs is the hemial distane dω(., .). In the bound from below, this does
not reate any trouble beause of the trivial inequality |x| ≤ dω(0, x). But it ould happen
that the hemial distane is muh bigger than the L1 norm. The proof of Theorem 2.18
in Barlow [2℄ preisely deals with this issue thanks to a result by Antal and Pisztora [1℄
that shows that the hemial distane on C and the L1 norm are not that dierent on a
superritial perolation luster.
3 Zero-one Law for the blind random walk
In the present setion, we will onsider disrete time random walks. We rst introdue
the two random walks we will use. Then we reall an ergodiity result proved in [3℄ and
we derive the Zero-one Law. Our proofs are rather diret appliations of the ergodiity
statement of [3℄.
For eah x ∈ Zd, let τx be the shift from Ω in Ω dened by : (τxω)y = ωy+x. For eah ω,
let Y ωn be the simple random walk (alled blind random walk) on C started at the origin.
At eah unit of time, the walk piks a neighbor at random and if the orresponding edge is
oupied, the walk moves to this neighbor. Otherwise, it does not move. This random walk
may seem less natural than the random walk that hooses randomly one of the aessible
neighbors and jumps to it, but this blind random walk preserves the uniform measure on
C, so that the stationary measure on the environment as seen from the walker turns out
to be simpler.
It is well known (f Kipnis and Varadhan [7℄) that the Markov hain (Y ωn )n≥0 indues
a Markov hain on Ω (the so-alled Markov hain on the environment), that an be
interpreted as the trajetory of "environment viewed from the perspetive of the walk".
It is dened as
ωn(·) = ω(·+ Y ωn ) = τY ωn ω(.).
One an desribe the hain (ωn) as follows. At eah step n, one hooses one of the 2d
neighbors of the origin at random and alls it e. If the orresponding edge is losed for
ωn, then ωn+1 = ωn, otherwise ωn+1(·) = τe ◦ ωn, where τe ◦ ω(·) = ω(· − e).
It is straightforward to hek that the probability measure P˜p is a reversible and
therefore stationary measure for the Markov hain (ωn). This allows us to extend our
probability spae to Ξ = ΩZ (endowed with the produt σ-algebra H = F⊗Z) and to
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dene ωn also for negative n's in suh a way that that the family (ωn, n ∈ Z) is stationary.
Let µ denote the probability measure assoiated to the Markov hain.
Note that under the measure µ, and for all n ∈ Z, the law of (ωn, ωn+1, . . .) is idential
to that of (ω0, ω1, . . .). On the other hand, the marginal law of ω0 (still under µ) is P˜p.
One then denes T : Ξ→ Ξ, ω¯ 7→ T ω¯ to be (T ω¯)n = ω¯n+1.
Theorem 3.1 (Berger, Biskup, [3℄) T is ergodi with respet to µ. In other words, for
all A ∈ H, if T−1(A) = A, then µ(A) is equal to 0 or 1.
We refer to the paper of Berger and Biskup [3℄ for proofs. Dene for every a > 0 and
ω the event :
Aω(a) =
{
lim sup
n→∞
|Y ωn |
Φ(n)
> a
}
.
Let now state and prove a onsequene of this ergodiity for our law of the iterated
logarithm :
Corollary 3.2 (Zero-one Law) Let a ≥ 0. The probability that
Ba = {Pxω a.s. Aω(a) holds for all x ∈ C}
is equal to 0 or to 1.
Proof : Our goal is to use the ergodiity of the environment and to note that the
onsidered event orresponds to a T -invariant set in Ξ. Let a ≥ 0 and dene the funtion
F on Ω by :
F (ω) = P0ω(Aω(a))
This funtion is well-dened and measurable. Let x the environment ω for a little while
and denote ωn = τY ωn ω. We laim that (F (ωn))n is a martingale with respet to the
ltration Fn assoiated to the proess Y ωn . Indeed, the Markov property yields
F (ωn) = P
0
ω(Aω(a) |Fn ).
This martingale is bounded and therefore onverges almost surely as n→ ∞. Moreover,
it onverges to the indiator funtion of Aω(a) beause this event is learly in F∞ =
σ(∪n≥0Fn).
By taking the Cesaro mean and then integrating it with respet to ω (and using the
fat that the probabilities are bounded by 1), we get that
E˜0
[
P
0
ω
(∣∣∣∣∣ limN→∞ 1N
N−1∑
n=0
F (ωn)− 1Aω(a)
∣∣∣∣∣
)]
= 0
On the other hand, F an be viewed as a measurable funtion on Ξ. The ergodiity of
µ implies that for µ almost every ω¯ :
lim
N→∞
1
N
N∑
n=1
F (ω¯n) =
∫
Fdµ
Let reall that ω¯ has same law under µ as (ωn)n under E˜0[P
0
ω(.)]. We dedue that the
limit 1Aω(a) is (up to a set of zero measure) onstant. Sine it is an indiator funtion, this
means that either the orresponding event is almost surely true, or almost surely wrong.
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4 The Law of the Iterated Logarithm
We an now derive the Law of the Iterated Logarithm. Let rst note that the previous
orollary immediately implies that for a xed p > pc, there exists a onstant c
′(p, d) ∈
[0,∞] suh that for almost every environment ω, the blind random walk satises
lim sup
n→∞
|Y ωn |1
Φ(n)
= c′(p, d)
almost surely (just hoose c′(p, d) to be the supremum of the set of a's suh that the event
Ba is almost surely satised).
Our next goal is to show that the time sales for the two random walks are omparable.
Let ω ∈ Ω0, dene the real random variable (T ωn )n by T ω0 = 0 and
T ωn+1 = inf
{
t > T ωn , X
ω
t 6= XωTωn
}
.
Clearly, the Law of Large Numbers implies that for all ω ∈ Ω0, T ωn+1 ∼ n almost surely.
Let ω ∈ Ω0, dene in the same way the random variable (Uωn ) by Uω0 = 0 and
Uωn+1 = inf
{
p > Uωn , Y
ω
p 6= Y ωUωn
}
.
The (Uωn+1 − Uωn )n are not i.i.d. anymore. Conditionally on the environment and on the
past up to the n-th jump of Y ω, the law of Uωn+1 − Uωn is geometri and depends on the
number I(n) of inoming open edges at Y ωUωn (its mean is some funtion f(I(n))).
Ergodiity ensures that almost surely and for eah k ≤ 2d,
1
n
n∑
j=1
1I(j)=k → i(k)
where i(k) denotes the µ-probability that ω0 has k inoming open edges at the origin.
Using the Law of Large Numbers for sums of independent geometri random variables
of mean f(k) for eah k, we get readily that for almost all ω ∈ Ω0,
P
0
ω a.s. U
ω
n+1/n→
2d∑
k=1
i(k)f(k) = α−1p .
This last quantity is learly positive and nite.
We an now onlude the proof of the Law of the Iterated Logarithm for the ontinuous
time random walk.
Proof of Theorem 1.1 : Consider the natural oupling for whih Xωt and Y
ω
n have
the same trajetories. More preisely, if we onsider the myopi random walk (Zωn )n
that jumps at eah time, hoosing uniformly a neighbor, dened on a probability spae
(Ωω,Fω,P0ω). Assume there exists an independent family (Ti)i∈Z+ of iid exponential mean
time 1 random variables and (Sωx )x∈Zd an independent family of independent random
variables suh that Sωx is a geometrial of parameter n
ω
x/(2d) where n
ω
x is the number of
adjaent open edges of x for the onguration ω.
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Dene T ωp =
∑p−1
k=0 Ti and n
ω(t) = sup
{
p, T ωp ≤ t
}
. Then we an write the ontinuous
time random walk as follows
Xωt = Z
ω
nω(t) ∀t ≥ 0.
Now, onsider Uωp =
∑p−1
k=0 S
ω
Zω
k
and mω(n) = sup
{
p, Uωp ≤ p
}
. Then we an write the
blind random walk as follow :
Y ωn = Z
ω
mω(n) ∀n ≥ 0.
Beause of the estimates of the time-sales of our two walks, we get that
lim sup
t→∞
|Xωt |
Φ(t)
= lim sup
t→∞
∣∣∣Zωnω(t)∣∣∣
Φ(nω(t))
= lim sup
n→∞
|Zωn |
Φ(n)
and that
lim sup
n→∞
|Y ωn |
Φ(n)
= lim sup
n→∞
∣∣∣Zωmω(n)∣∣∣
Φ(αpmω(n))
=
1√
αp
lim sup
n→∞
|Zωn |
Φ(n)
.
From these two equalities, we dedue that
lim sup
t→∞
|Xωt |
Φ(t)
=
1√
αp
lim sup
n→∞
|Y ωn |
Φ(n)
a.s..
The theorem follows readily.

Note that this also show that the Law of the Iterated Logarithm holds for the blind
and the myopi random walks.
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