Abstract. In the paper, genetic algorithm is introduced in the study of network authority values of BP neural network, and a GA-NN algorithm is established. Based on this genetic algorithm-neural network method, a predictive model for fatigue performances of the pre-corroded aluminum alloys under a varied corrosion environmental spectrum was developed by means of training from the testing dada, and the fatigue performances of pre-corroded aluminum alloys can be predicted. The results indicate that genetic algorithm-neural network algorithm can be employed to predict the underlying fatigue performances of the pre-corroded aluminum alloy precisely, compared with traditional neural network.
Introduction
Neural Network (NN) is a method with strong non-linear mapping capability and can be used to reflect the relation between the actual developing trend and the input signals. Back Propagation Neural Network (BP) is often used in trend prediction. Neural network has been used to predict the fatigue performance of pre-corroded aluminum [1, 2] . The pitting regulation of aluminum alloy under natural water environment is studied using neural network [3] . Neural network are also introduced in the fatigue life prediction of mechanism under conventional environments [4] . In document [5] , the corrosion process is divided into three stages corresponding three kinds of crack modes, and neural network is also employed to predict the biggest corrosive depth.
At the same time, the BP algorithm has some problems. For example, the converging speed is slow and there are lots of local minimums. Genetic algorithm is a kind of effective global optimization algorithm, and it can be used in the training and study of weight and bial values of BP neural network in order to improve its study and optimization effectiveness.
In this paper, the combination of genetic algorithm and neural network (GA-NN) is introduced in the prediction of fatigue performance of the pre-corroded LY12CZ aluminum alloy, and it is proved that the GA-NN method is more accurate than the traditional neural network method.
Neural Network and Genetic Algorithm
BP neural network has been widely applied to the actual project area. Its core principle is to minimize the sum of squared error of all output of samples according to gradient steepest descent method, and the mapping relation between input and output is created based on above optimizing result. In the problem of fatigue performance prediction, for example, the input is endurance time and temperature of the pre-corrosion test and the output is fatigue performance of the pre-corroded Aluminum allay. And the mapping relation between above input and output can be created in neural network method through the training on weight and bias values based on measured data [2] .
Yet there is a shortcoming in neural network. In the gradient steepest descent method, only the local gradient is considered and the optimization process is easy to be effected by local extrema and can not catch out the global optimum. Additionally, the selection of initial weight and bias values is stochastic, and they can not cover any region of the goal point set. This shortcoming confined the application of neural network method to engineering prediction with high accuracy.
Genetic algorithm is a kind of global optimization method based on biological evolutionary process. Its main procedure is three kinds of genetic operation--reproduction, crossover and mutation. Crossover and mutation operation ensured that the optimization process will break away the effect of local extreme value. But from the point of view of granularity calculation, genetic algorithm is a kind of coarse granularity calculation method, and the accuracy of searched solution is low. That is, genetic algorithm can find out a solution near the optimization quickly, but this gained solution is usually not just the optimization or it is very slow to find out the optimization. It is necessary to make up the shortcoming of genetic algorithm by virtue of another kind of local searching method. And neural network just has a strong local optimization capability.
The combination of the two methods is a very active domain. By virtue of the global searching capability of genetic algorithm, the weight and bias value of an neural network can be optimized. Then the result of genetic algorithm can be selected as the initial weight and bias values of the neural network and the final optimization can be found out through neural network.
Genetic Algorithm-Neural Network (GA-NN) Model
The combination of neural network and genetic algorithms will strengthen the prediction capabilities of them. And with the help of neural network toolbox and genetic algorithm toolbox embedded in Matlab software, the combination of the two kinds of optimization algorithm will be easy.
In this paper, the GA-NN method is introduced in the prediction of fatigue performance of the pre-corroded LY12CZ aluminum alloy. The measured data of corrosion and fatigue performance of LY12CZ Aluminum alloy have been obtained by salt spray test and fatigue test in document [1] , and the result data are shown in figure 1 . Value of DFR (Detail Fatigue Rating) is used to evaluate the fatigue performance of pre-corroded aluminum alloys.
Based on above analysis, the detailed steps of GA-NN are introduced below.
Step 1: Determination of structural framework for neural network. According to the Kosmogorov's theory, a 3-layer feed forward neural network can approach any given mapping. So a 3-layer neural network is selected in this paper. According to the requirement of fatigue performance prediction problem to be resolved, there should be two nerve cells in the input layer corresponding to temperature and endurance time of pre-corrosion test; and there should be only one nerve cell in output layer corresponding to the value of FDR of the material. The number of nerve cells in hidden layer can be ascertained in virtue of the formula 1 [6] : a n n n out in hid + + =
(1) in formula 1, n hid is the number of nerve cells in hidden layer, n in is the number of nerve cells in input layer, n out is the number of nerve cells in output layer, a is a integer between 1and10. In this article, the number of nerve cells in hidden layer is selected as 4. According to above structural parameter, there are 17 undetermined parameters in the neural network model, twelve weight values and five bias values. The transfer function in hidden layer is logsig function and that in output layer is purelin function.
Step 2 : The initialization of genetic algorithm. Based on above analysis, there are 17 parameters to be optimized, and every individual in the population will be composed by the combination of 17 undetermined parameters. Each of such combination represents a certain neural network structure. Fortunately, the specific coding for every chromosome could be completed automatically by genetic algorithm toolbox of Matlab soft.
Sept 3: Determination of target function. Square error mean is selected to weigh the degree of adaptability of each neural network. When the n th set of sample is inputted, the output is y(n). And y(n) may be obtained by using of the simuff(p,w1,b1,'logsig',w2,b2,'purelin') function which is provided by neural network toolbox of Matlab soft and can be used in the form of command line. (In this model, the output is a scalar.) If the target output is d (n), the error is e(n)=d(n)-y(n)) and the square error E(n) is 1/2e 2 (n).
Progresses in Fracture and Strength of Materials and Structures
There are totally sixteen sets of samples in fig. 1 In this procedure, the coding of target function is completed by user. At first, a function should be built in a m-file in Matlab. In this function, dependent variable value is square error mean, independent variable is an array, x, with 17 elements, and every x (i) of the array represents a weight value or a bias value, and the whole array corresponds to a kind of network structure. All of the outputs corresponding to every set of sample can be obtained in this function, as well as the square error mean of these outputs.
Step 4: With the help of Genetic Algorithm toolbox, the genetic algorithm will be run to get optimal weight and bias values for neural network.
Step 5: Selecting above weight and bias values as initial structural parameters of the 3-layer BP network, and training the neural network according to 12 set of samples to find out the final optimization of weight and bias values. So far, the mapping relation between the fatigue performance of the material and endurance time and temperature of the pre-corrosion test has been established. For every set of time and temperature value given, the fatigue performance of the pre-corroded aluminum alloy can be obtained through above determined neural network. Here, the fatigue performance of the Aluminum alloy which has been pre-corroded for 96 hours under four various temperatures are obtained and shown in fig. 1 too.
Based on measured data in fig. 1 , the effectiveness and precision of the GA-NN predictive model were analyzed and verified, the results and relative errors are shown in fig.1 
Summary
Genetic algorithm has an advantage on global optimization and neural network method has a strong ability in local optimization, the combination of them is valuable to enhance the precision and effective of prediction.
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In this paper, an attempt of application of GA-NN to fatigue performance prediction of pre-corroded aluminum has been performed. A 3-layer BP neural network model is created, and the structural parameters of this model are optimized by genetic algorithm. The mapping relation between fatigue performance and temperatures and endurance time of test is established according to the measured data. The results show that the GA-NN is a feasible method to predict the fatigue performance of pre-corroded aluminum alloys, and it saves test time and cost. In the same time, the prediction accuracy of GA-NN is higher than traditional neural network method.
Only a primary attempt was made to combine genetic algorithm and neural network method together in this paper. More deep studies should be done, especially the selection and implement of target function in genetic algorithm which is the key of combination of the two kinds of methods.
