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Abstract
One of the most common types of breathing diseases is obstructive sleep apnea (OSA).
OSA affects about 2% - 5% of the total human population. Polysomnography (PSG)
is considered the gold standard and records multichannel bio-signals throughout one
entire night, including electrocardiogram (ECG), electroencephalogram (EEG), elec-
trooculogram (EOG), electromyogram (EMG), airflow (AF), abdominal and thoracic
efforts (AB and TH), body position, snore, oxygen saturation (SaO2). Patients may
not be able to sleep well because an OSA test is always performed in a sleep laborato-
ry or a hospital, and electrodes are placed on the patient’s skin. On the other hand,
manual detection of OSA is time-consuming and costly because sleep experts need to
monitor and review the overnight PSG signals. To solve these problems, an automatic
OSA detection system with high accuracy is desirable.
In this study, the main objective is to construct an OSA monitoring system with
high accuracy that is based on multi-domain features from multiple bio-signals using
machine learning methods. To achieve this main objective, there are four main contri-
butions presented as follows: 1) feature extraction, 2) feature selection, 3) classifica-
tion for OSA, and 4) the performance of this monitoring system with the time-window
method. Firstly, time-domain, frequency-domain, and non-linear analysis algorithms
are used to extract features from multiple bio-signals, such as SaO2, AF, AB, TH,
and ECG recordings. The bio-signals have different bio-patterns between apnea and
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normal events, and the features are also related to the apneic bio-physiological pattern-
s. Secondly, a hybrid two-stage feature selection is proposed to select the significant
features. Statistical analyses (the first stage) are used to determine independent and
significant features, and selected features are put into the feature subset. In the sec-
ond stage, machine learning methods are utilised to confirm the final feature subset.
Thirdly, a multi-errors-reduction (MER) classification system is constructed to classify
apnea or normal episodes. Considering the different machine learning algorithms, the
structure of the MER system is the stacking method, and it consists of weak learners
(boosting methods) and a meta-learner (an artificial neural network (ANN)). Fourthly,
the proposed monitoring system is able to provide good performance in the 60-second
time-window segmentation method, which means that this monitoring system has the
potential for implementation using real data.
In this thesis, the frequently used database was the Sleep Heart Health Study
(SHHS) database. This dataset provides over 1,500 patients’ PSG signals and each
respiratory event and its duration is labelled by a human expert, which is able to
evaluate the stability of the proposed monitoring system. According to the duration
of each event, multi-domain feature extraction methods are used to provide 66 kinds
of features from ECG, SaO2, AF, TH, and AB signals. The two-stage feature selection
procedure then selects 19 kinds of significant features and determines the final feature
subset. These 19 features are extracted from ECG, SaO2, and AB signals. Com-
pared with different machine learning methods, the support vector machine (SVM)
method has better performance than other classifiers (66.54% specificity, 97.05% sen-
sitivity, and 81.68% accuracy). It has been found that the SVM method show poor
performance when it predicts normal events in less than 60 seconds. Thus, in order to
enhance classification results, the 60-second time-window segmentation method is used
to improve classification performance and evaluate the potential for implementation
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with real data. Using this time-window method, 48 selected kinds of features, which
were extracted from five kinds of bio-signals, obtained better performance (sensitivity
= 91.94%, specificity = 89.00%, accuracy = 90.71%). The MER classification system
is developed to enhance performance. The structure of the MER system is the stacking
method. To construct the MER system, four boosting methods (Gradient Boosting,
CatBoost, Light GBM, and XGBoost) are base learners, and the meta-learner is the
ANN with one input layer, one hidden layer with 4 knots, and one output layer. This
MER classification system is able to hold better performance (sensitivity = 96.37%,
specificity = 90.83%, accuracy = 94.66%) compared to existing studies.
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