Abstract. We give an alternative proof of the Witten-Di Francesco-ItzyksonZuber theorem -which expresses derivatives of the generating functional of intersection numbers as matrix integrals-using techniques based on diagrammatic calculus and combinatorial relations among intersection numbers on the moduli spaces of algebraic curves. Our techniques extend to a more general interaction potential.
Introduction
This paper is mainly concerned with the Hermitian matrix integral where H(N ) is the space of N × N Hermitian matrices, Λ ∈ H(N ) is diagonal and positive definite and µ Λ is the Gaussian measure defined by normalization of exp(tr ΛX 2 )dX. These integrals have been introduced by Kontsevich [Kon92] as a compact and computationally effective way to deal with intersection numbers on the moduli space of algebraic curves. Indeed, integrals like (1.1) admit, for Λ → ∞, an asymptotic expansion as a series of t k := −(2k − 1)!! tr Λ −2k−1 . In the large N limit, the {t k } become independent coordinates on the space H(N )/U (N ). Therefore, derivatives ∂/∂t k of (1.1) are well-defined. By applying suitable differential operators one can recover any intersection index on the moduli space M g,n .
In this paper, we are going to prove the following. Further, one can show that D is induced by an algebra homomorphismD : C ∂ t * −→ C s * , ∂ s * between the free non-commutative algebra C ∂ t * generated by {∂/∂ t * } k 0 and a certain non-commutative algebra C s * , ∂ s * of formal power series of s 0 , s 1 , . . . and ∂ s0 , ∂ s1 , . . . Q P (X) exp √ −1 6 tr X 3 dµ Λ (X).
Theorem. For any polynomial differential operator
The DFIZ theorem positively solved a conjecture proposed by Witten [Wit92] ; it has been successfully exploited by Arbarello-Cornalba [AC96] as the main tool in their study of the relation among algebraic and combinatorial classes on M g,n .
In [Kon94] , M. Kontsevich associated with any cyclic A ∞ -algebra over C, a combinatorial cohomology cycle in the moduli space of curves. The result discusseded here may be regarded as first step towards a matrix integrals description of the intersection theory on Kontsevich' cycles corresponding to 1-dimensional A ∞ -algebras.
The main statement
Let us pinpoint all necessary definitions to give an accurate statement of the main result of this paper. Formal differential operators in the variables s * form a (non-commutative) algebra C s * , ∂ s * .
Let C ∂ t * be the free non-commutative algebra generated by the symbols {∂/∂t k } k 0 ; it acts on C[[t * ]] via the canonical projection C ∂ t * −→ C[∂ t * ].
Main Theorem. There exists an algebra homomorphism D : C ∂ t * → C s * , ∂ s * such that:
for all P ∈ C ∂ t * . In particular,
Since the algebra C ∂/∂t * is freely generated by the operators ∂/∂t k , and they commute with formal differential operators in the variables s * , it suffices to show the claim when P ∈ C ∂/∂t * is a first order derivative. Therefore, our main statement is equivalent to the following.
Theorem. For any k 0 there exists a formal differential operator
where S(s * ; X) is the action potential
2.1. Sketch of the proof. Since we are concerned with Gaussian integrals, then we can use all the usual Feynman-diagrammatic techniques. It is well-known ( [Kon92] , [Wit92] ) that the Feynman diagrams appearing in the expansion of Hermitian integrals like those in (2.1) are ribbon graphs; indeed, since the interactions
only enjoy cyclical invariance, then the vertices of the corresponding Feynman diagrams need to be endowed with a cyclic order. We will consider two kind of vertices: ordinary vertices, corrsponding to the interactions − √ −1(−1/2) k s k tr(X 1 · · · X 2k+1 ), and special vertices, corresponding to the interactions tr(X 1 · · · X 2k+1 ).
Denote by R the class of ribbon graphs with both ordinary and special vertices; R Ψ is the class of ribbon graphs containing Ψ as a distinguished sub-graph and having no special vertices outside Ψ.
The expectation value Ψ Λ is defined by
where Z Λ (Φ) is the amplitude of the diagram Φ defined according to the usual Feynman rules (see Section 3); we refer to the function Z Λ as to the N -dimensional 't Hooft-Kontsevich model defined by the diagonal matrix Λ. The expectation value Ψ Λ depends only on the amplitude Z Λ (Ψ)/|Aut Ψ|, that is,
Denote by ∅ the empty graph (i.e., with no vertices or edges); by definition Z Λ (∅) = 1. It is a standard fact in Feynman diagrams theory that
where v 2n+1 is the special vertex with 2n + 1 legs:
More in general,
where the tensor product ⊗ denotes disjoint union of graphs. Therefore, the claim is equivalent to showing that there exist suitable polynomials
We cannot exhibit these Q's and v's explicitly; nonetheless, we can give an existence proof, along the lines of Witten's calculations for the cubic potential S(X) = ( √ −1/6) tr X 3 in [Wit92] . Namely, (cf. Section 7) combinatorial identities among the intersection numbers on moduli spaces M g,n can be recast into a formula relating derivatives ∂ ∂t k ∅ Λ with Laurent coefficients of a suitable sum of expectation values:
where X k is a suitable family of ribbon graphs and the symbol Γ z⊕Λ denotes the sum, over a subfamily R If, for any such Γ, we can find a set Y Γ of Feynman diagrams such that 
which is nearly the sought-for equation (2.2). Unfortunately, the operation of taking a Laurent coefficient takes us out of the world of the 't Hooft-Kontsevich model, i.e., equation (2.4) cannot in general be solved.
To circumvent this problem, we introduce a wider class of Feynman diagrams: ribbon graphs whose special vertices are decorated by polynomials. Denote this class by R poly ; the smaller class R is embedded into R poly by identifying the special vertices of R with the special vertices decorated by the constant polynomial 1 in R poly . It will be immediate from the definition of this new class of diagrams that equation (2.4) has a solution Y Γ ⊆ R poly ; moreover, every Ψ ∈ Y Γ is a vertex cluster, that is,
where v ϕ n denotes the n-valent special vertex decorated by a polynomial ϕ. Thus, one can rewrite equation (2.5) as
which is almost our goal. Now, by diagrammatic/algebraic manipulations, one can rewrite the right-hand side of (2.6) in a canonical form; namely, each v ϕ n is either an odd-valent vertex decorated by a constant or an even-valent vertex decorated by a polynomial of the form
Actually, more is true: looking at the behaviour of the left-hand side of (2.6) as Λ → +∞, one finds that no even-valent vertex v ϕ 2n can occur in the canonical form, which ends the proof.
The Feynman rules for the 't Hooft-Kontsevich model
We begin describing the Feynman rules for diagrammatic calculus related to the Gaussian integral
and its derivatives with respect to the variables s * . The space of fields is H(N )⊗ C ≃ M N (C), the space of N × N complex matrices; we denote by {E ij } 1 i,j N its canonical basis.
The potential
defines the interactions
The amplitude of a graph is a tensor, whose structure constants are customarily denoted by the graph with indices attached to the legs; the same graph with no indices stands for the amplitude tensor itself. For instance, the interactions are written in a diagrammatic fashion as a (2l + 1)-valent vertex
These will be called ordinary vertices.
We introduce also special vertices, to describe the interactions
The l-valent special vertex will be denoted by the symbol v l . Note that ordinary vertices are odd-valent only, whereas special vertices are allowed to have all possible valences. The special vertices are needed to write in diagrammatic form expressions involving derivatives of the matrix integral (3.1). Indeed, the basic relation between an ordinary vertex and the corresponding 1 special one is: 
3.1. Ribbon graphs and the computation of amplitudes. Since interactions, both ordinary and special, only enjoy a cyclic invariance (and not invariance with respect to any permutation of the inputs), then vertices representing them in diagrammatic form must be equipped with a cyclic ordering of their legs. Therefore, Feynman diagrams of the 't Hooft-Kontsevich model are ribbon graphs. We denote R the class of all ribbon graphs, with ordinary and special vertices; R(n) is the notation for the set of ribbon graphs with exactly n legs.
As is well known ([MP98], [Kon92] ), one can use the cyclic order to "fatten" edges into thin ribbons (see Figure 1 on page 6), so a ribbon graph Γ is turned into an oriented surface with boundary S(Γ). By this identification of edges with thin ribbons, it is meaningful to talk of the sides of an edge. Moreover, by a slight abuse of terminology, we will call holes of a ribbon graph Γ the boundary components of the surface S(Γ).
• → • Figure 1 . Fattening vertices of a ribbon graph By formula (3.4) for the propagator, the amplitude Z Λ (Γ) can be expressed diagrammatically as a sum of copies of the graph Γ with edge sides coloured by indices in {1, 2, . . . , N }. By formulas (3.2) and (3.3), any such coloured graph evaluates to zero unless the indices are constant alongside each hole. Therefore, Z Λ (Γ) is a sum over copies of Γ with holes decorated by indices in {1, 2, . . . , N }.
Expectation values of graphs.
For any ribbon graph Ψ (possibly with special vertices), we denote by R Ψ the set of (isomorphism classes of) ribbon graphs containing Ψ as a distinguished sub-diagram and with no special vertex outside Ψ. By saying that the sub-graph Ψ is distinguished, we require that any automorphism of an object Φ ∈ R Ψ maps Γ onto itself.
It follows from the definition that R ∅ is the set of ribbon graphs with only ordinary vertices.
Definition 3.1. Let Ψ be any ribbon graph. Its expectation value is the formal series in the variables s *
If the graph Ψ has n legs, then its amplitude is a tensor
⊗n is polynomial, so it is integrable with respect to the Gaussian measure dµ Λ .
With the above notations, we have the fundamental formula:
In the Kontsevich model we have, in particular,
where tensor product denotes disjoint union of graphs. Note that
Now, fix a positive real variable z and consider the (
This embedding realizes the N -dimensional 't Hooft-Kontsevich model as a submodel of the (N + 1)-dimensional one. The (N + 1)-dimensional propagator is
Reasoning as in Section 3.1, the amplitude Z z⊕Λ (Ψ) can be diagrammatically written as a sum of copies of Ψ with some of the holes decorated by the variable z. So the domain of Z z⊕Λ is the set
where R [l] denotes the set of ribbon graphs with exactly l holes decorated by the variable z. For any ribbon graph Γ, we set
Having introduced this notation, we can define the expectation values Γ
Γ has exactly l − l 0 holes decorated by z outside Γ. In particular, if l = l 0 , no hole of Φ outside Γ is decorated by z. Translated into Gaussian integrals terms, this reads:
Formula (4.1) for the (N + 1)-dimensional propagator shows that Γ [l] z⊕Λ is an analytic function of z. If l 1, it is infinitesimal as z → +∞; it is therefore meaningful to consider Laurent expansions of Γ [l] z⊕Λ at z = +∞. By formula (4.2) we obtain
so that, if we can write
for suitable ribbon graphs Ψ in R [0] (n), then, by (4.3) and (3.5), we would obtain an equation of the form
Unfortunately, equation (4.4) cannot be solved in general. Indeed, from the Feynman rules for the N -dimensional 't Hooft-Kontsevich model it is immediate to check that the amplitude Z Λ (Ψ) is bounded as Λ → +∞. Yet we have:
Note that, in the above equation, all the internal edges of the diagram border the z-decorated hole, and the resulting Laurent coefficient is a polynomial in the Λ's -this is no accident, but to make this remark precise, we shall need a few more notations.
Definition 4.1. A cluster of z-decorated holes is an element of R such that all its internal edges border some z-decorated hole; a cluster made up of a single zdecorated hole will be called a z-hole type.
The amplitude of any cluster of z-decorated holes has a Laurent expansion in powers of z −1 as z → ∞, whose coefficients are polynomials in the Λ's. Indeed, by the Feynman rules we have: i) each (2n + 1)-valent ordinary vertex contributes a factor − √ −1(−1/2) n s n ; ii) each special vertex contributes a factor 1; iii) each internal edge bordering z-decorated holes on both sides contributes a factor 1/z; iv) the other internal edges contribute factors of the form 2/(z + Λ i ) for i = 1, . . . , N .
Therefore we can solve equation (4.4) by enlarging the class of Feynman diagrams in such a way as to obtain also polynomials in the Λ's as amplitudes. An easy way to do this is to enlarge the family of the special vertices; namely, consider special vertices decorated by polynomials in C[θ 1 , . . . , θ n ], for some n.
Special vertices decorated by polynomials
Let ϕ be a polynomial in C[θ 1 , . . . θ n ]; we say that the polynomial ϕ is cyclically invariant iff it is invariant with respect to the natural action of the cyclic group Z/nZ on the coordinates. By the symbol v ϕ n we denote an n-valent special vertex decorated by the polynomial ϕ. We represent graphically these vertices as
cyclically invariant ϕ any polynomial ϕ
The rôle of the "⋆" mark is precisely to break the cyclical symmetry of the graphical element. We have to define the Feynman rules for these new vertices; set
· · · -this is well defined due to the cyclical invariance of ϕ-, and
· · · , so that the "⋆" tells which indeterminate -among those corresponding to indices decorating holes around the vertex-comes first. Note that, if ϕ ∈ C[θ 1 , . . . , θ ν ] is non-cyclic and ν = n, then we can nonetheless give v ϕ n a meaning: indeed, if v < n then the above equation still makes sense; if v > n then wrap around the vertex as many times as needed.
We call R poly the larger class of Feynman diagrams obtained by adding these new special vertices. Note that special vertices decorated by the constant polynomial 1 are identified with the "old" special vertices. Equation (4.4) can be solved in R poly ; we give some illustrative examples here.
Example 5.1.
Note that the coefficient of z −4 is not a function of all the Λ * 's around the zdecorated hole, so ϕ does not depend on θ 2 and θ 3 , and does not exhibit the cyclical invariance found in Example 5.1. Because of this lack of cyclicity, we use the "⋆" mark.
Example 5.3.
where ϕ(θ 1 ) = θ 1 .
Example 5.4.
where ϕ(θ 1 , θ 2 ) = 2θ 1 + θ 2 . Note that, in contrast with Example 5.3, the polynomial ϕ is not cyclically invariant.
Example 5.5.
where ϕ(θ 1 ) = θ 1 . Note that in this last example traces of positive powers of Λ appear at the right-hand side.
All Feynman diagrams at the right-hand side in the previous examples are of a peculiar kind, namely, they are disjoint union of special vertices. Definition 5.6. A cluster of special vertices Ξ is a Feynman diagram of the form
where the tensor product ⊗ denotes disjoint union. The valence of a cluster Ξ is the sum of the valences of its vertices; it is denoted by val(Ξ). The degree of a cluster Ξ is the sum of degrees of the polynomials decorating its vertices; denote it by deg Ξ.
With these notations, examples 5.1-5.5 show that, for any cluster Γ of z-decorated holes, we have
where X k Γ is a suitable set of special vertex clusters, and
We can assume that polynomials decorating special vertices of Ξ are cyclic. Indeed, for any polynomial ϕ(θ 1 , . . . , θ n ), the cyclic polynomial
The above argument can be straightforwardly adapted to vertex clusters made up by several vertices.
Moreover, up to splitting polynomialsφ into homogeneous components, we can further assume that polynomials decorating each Ξ are homogeneous.
The arguments used in this section lead to the following proposition, which summarizes the way Laurent coefficients Coeff z transform z-holes into special vertices.
Proposition 5.7. For each cluster of z-decorated holes Γ ∈ R
[l] and each k ∈ N there exist:
vertex clusters with vertices decorated by homogeneous cyclic polynomials
such that:
When the cluster Γ consists of a single z-decorated hole we can give a more accurate description of the polynomials Q k Ξ (s * , tr Λ * ).
Proposition 5.8. If Γ is a z-hole type with only ordinary vertices, then, with the notations of Proposition 5.7 above, the polynomials
where m i is the number of (2i + 1)-valent vertices in Ξ. Moreover, the following inequalities hold:
Proof. Let m i be the number of (2i + 1)-valent vertices of Γ; equation (5.3) follows by a straightforward application of the Feynman rules; so we only need to show bounds i)-iv).
The valence (i.e., the number of legs) of any cluster of vertices Ξ at right-hand side in (5.2) is exactly the number of half-edges which stem from the vertices of Γ and which do not border the z-decorated hole. If a half-edge of Γ stems from a 1-valent vertex, then it must border the z-decorated hole on both sides; when i 1, at most (2i − 1) half-edges stemming from a (2i + 1)-valent vertex may not border the z-decorated hole. This proves i).
Let ν be the number of internal edges of Γ. Since an internal edge of Γ carries either a factor 1/z or a factor 2/(z + Λ i ) = (2/z)(1 which is changed into a ν-valent special vertex by the operation of taking a coefficient of the Laurent expansion of its amplitude with respect to 1/z at z = ∞.
Expectation values of polynomial vertices
The aim of this section is to find a canonical form to express expectation values of polynomial-decorated vertices.
Definition 6.1. Let ϕ ∈ C[θ 1 , θ 2 , . . . , θ n ]. We say that ϕ is cyclically decomposable iff there exists ψ ∈ C[θ 1 , θ 2 , . . . , θ n ] such that
We say that ϕ is residual iff it has the form ϕ(θ 1 , . . . , θ 2n ) = cost · θ 2d i . Note that, by definition, every constant polynomial is residual.
Lemma 6.2. Every homogeneous cyclic polynomial ϕ ∈ C[θ 1 , . . . , θ n ] can be split into a sum of a cyclically decomposable ϕ dec and a residual ϕ res :
In particular, a polynomial of positive degree in an odd number of indeterminates is always cyclically decomposable. Definition 6.3. We say that a vertex cluster Ξ is decomposable if at least one vertex of Ξ is decorated by a cyclically decomposable polynomial, otherwise we say that Ξ is residual.
By linearity, each vertex cluster Ξ can be split into a sum Ξ = Ξ dec + Ξ res where Ξ dec is decomposable and Ξ res is residual.
Motivation for distinguishing between decomposable and residual vertex clusters is given by Proposition 6.5; to prove it, we need first a technical result.
Lemma 6.4. If Υ is a decomposable vertex cluster, then its expectation value can be written as a linear combination (over
C[s * , tr Λ * ]) of
expectation values of vertex cluster of lower degree:
Proof. We first give a proof for a cluster made up of a single vertex. For any ψ ∈ C[θ 1 , . . . , θ n ], let u ψ ∈ C[θ 1 , . . . , θ n ] be the polynomial
Then ϕ is cyclically decomposable iff, for some ψ:
this implies the graphical identity
By definition of expectation value of a diagram, both sides are sums over ribbon graphs (with distinguished sub-diagrams); for any Γ in the sum at right-hand side, the edge stemming from the vertex just before the ciliation (in the cyclic order of the vertex) must either end at another -distinct-vertex or make a loop. Therefore, using the definition of expectation value again,
Now, each of the terms at right-hand side of (6.1) above, can be rewritten as the expectation value of a linear combination (over C[s * ; tr Λ * ]) of vertex clusters; indeed, one can directly compute:
for polynomials ψ h , φ h,1 , φ h,2 , η h defined by:
The general case of vertex clusters made up of more than 1 vertex is done by picking a vertex out of the cluster and applying the above procedure to it. A new combination of vertices may appear, which is not listed in equations (C1)-(C4) above; namely, that the ciliated edge connects the chosen vertex to another one in the same cluster. Direct computation again gives:
for a polynomial ψ * ζ given by
This proves the claim.
By repeatedly applying the edge-contraction procedure described in Lemma 6.4 to the right hand side of equation (5.2), and by inequalities described in Proposition 5.8, one can prove the following. 
Proof of the Main Theorem
In this section we will prove our main result. To achieve it, one needs to take into account how the Hermitean matrix integral
is related to the intersection theory on the moduli spaces of curves M g,n . Namely, 
is the partition function of the combinatorial intersection numbers τ ν1 · · · τ νn m * ,n on the moduli spaces of stable curves (see [Kon92] ). Such relations have been investigated by Witten [Wit91, Wit92] , Kontsevich [Kon92] , and many others; for instance, the proof of equation (7.1) above relies on a remarkable combinatorial identity found by Kontsevich [Kon92, Main Identity] .
By Kontsevich' Main Identity again, one can prove that derivatives of the partition function Z admit the following expansion:
3)
where R
[1]
∅ (0) are the isomorphism classes of ribbon graphs with one distinguished hole decorated by z. Up to our knowledge, this formula has been first proven by Witten in [Wit92] for the cubic potential √ −1/6 tr X 3 ; the generalization to the analytic potential − √ −1
Recall that a formal differential operator (Definition 2.1) is formal series of s * and ∂/∂s * with some boundedness condition.
Theorem. There exists an algebra homomorphism D : C ∂ t * → C s * , ∂ s * such that:
Proof. As already remarked in Section 2.1, it suffices to show the claim for P = ∂/∂t k .
In the large N limit,
for any k, and we can apply formula (7.3) for computing derivatives. By definition of expectation values of graphs, one can rewrite (7.3) as
where S denotes the set of all the z-hole types (see Definition 4.1) with only ordinary vertices.
Since an internal edge of a hole type Γ carries either a factor 1/z or a factor 2/(z + Λ i ), then Coeff −(2k+1) z Z z⊕Λ (Γ) = 0 if more than 2k + 1 edges border the z-decorated hole:
where S h denotes the set of hole-types whose z-decorated is bounded by exactly h edges.
By applying Proposition 6.5 to the right-hand side of equation (7.4), we find: 1) The polynomials q m * ,Ξ (tr Λ * ) are constant with respect to Λ; indeed, by equation (7.2), the left-hand side of (7.5) is a function of the traces of negative powers of Λ only; thus, the terms in the right-hand side which contain traces of positive powers of Λ must cancel out. Therefore, q m * ,Ξ (tr Λ * ) = r m * ,Ξ ∈ C, so that
2) All the vertices appearing in the clusters on the right hand side of equation (7.6) are odd-valent: formula (7.6) holds for every N , a fortiori it holds for N = 2. Both sides of (7.6) are real analytic for positive real Λ 1 ,Λ 2 ; their analytic prolongations coincide on the connected region U = C 2 \ {Λ 1 = 0; Λ 2 = 0; Λ 1 + Λ 2 = 0}. For real positive ε, set
For any |λ| > 2ε, the diagonal matrix Λ ε (λ) lies in U and we can consider (7.6) at Λ = Λ ε (λ). By (7.2), the left-hand side of (7.6) has a finite limit, independent of ε for λ → +∞; in particular, there exist some formal power series
Assume an even-valent vertex v ϕ 2n appears in a cluster Ξ 0 on the right-hand side of (7.6), and let d be the degree of the polynomial ϕ(θ 1 . . . θ 2n ). Since all vertex clusters on the right-hand side of (7.6) are residual, the degree d is even and
According to the Feynman rules for R poly. , the expectation value Ξ 0 Λ ε (λ) expands into a sum over ribbon graphs whose holes are colored with the two colours 1, 2. The edges of such a graph fall within one of these kinds: i) both sides of the edge are decorated by the color 1: this edge brings a factor −1/(λ − 2ε); ii) both sides of the edge are decorated by the color 2: this edge brings a factor 1/λ; iii) one side of the edge is decorated by the color 1 and the other by the color 2: this edge brings a factor 1/ε.
Since v ϕ 2n is an even-valent vertex, in the expansion of Ξ 0 Λ ε (t) into ribbon graphs with holes decorated by the indices 1 and 2, we find terms with a connected component having only edges of the third type, e.g., 
If d > 0, (7.8) diverges as λ → +∞. If d = 0, (7.8), then in the limit λ → +∞, (7.8) has a polar behaviour as ε → 0. In either case we would have a divergent behaviour contradicting equation (7.7). Therefore, no even-valent vertices can appear in the clusters on the right-hand side of (7.6).
Since a residual odd-valent vertex must have degree zero, and any vertex cluster made up of degree zero odd-valent vertices has the form v n * for some polyindex n * , we have finally proven: in the large N limit,
Moreover, bounds in Proposition 6.5 dictate that D k has the form
7.1. Example computation: ∂ ∅ Λ /∂t 0 . Equation (7.4) tells us
z⊕Λ , (7.9)
where S 1 is the set of hole types with a 1-parted z-decorated hole. It consists of elements
We have to solve (2.4) for all the elements in S 1 . The first graph in the list above has exactly two automorphisms, while none of the other graphs has non-trivial automorphisms. According to the Feynman rules, one computes
which is the form predicted by the Main Theorem.
The DFIZ theorem
In this last section we show how our statement implies the well-know Di FrancescoItzykson-Zuber theorem on Hermitean matrix integrals and a (partial) generalization of it to higher order potentials. We begin with the more general statement.
Let s 
in the sense of asymptotic expansions.
In particular, by taking s
• * = (0, 1, 0, 0, . . . ) we obtain that there exist a linear map Q :
The map Q is actually a linear isomorphism. Indeed, by
we obtain that, if P = ∂ n /∂t k1 · · · ∂t kn , then
By the bound in the definition of the elements in C s * , ∂ s * , we find that a formal differential operator in the variables s * evaluated at s
• * = (0, 1, 0, . . .) reduces to:
where the omitted terms are differential operators ∂ n * s * such that n * + < k * + . Thus, in the bases {∂ n /∂t k1 · · · ∂t kn } and {∂ n /∂s k1 · · · ∂s kn }, the linear map P → D P is triangular and, therefore, invertible. Composing it with the evident isomorphism C[∂ s * ] → C[tr X, tr X 3 , .
. . ] we see that Q is an isomorphism. Summing up, we have shown the following.
Corollary 2 (DFIZ Theorem). There exists a vector space isomorphism
8.1. Example computation: ∂ ∅ Λ /∂t 1 at s * = (0, 0, s 2 , 0, . . .). As an illustration of Corollary 1, we compute ∂ ∅ Λ /∂t 1 at s * = (0, 0, s 2 , 0, . . .). Since s i = 0 for i = 2 we need to consider graphs with 5-valent vertices only; moreover, since k = 1, we need to consider only holes made up of at most 3 edges. The relevant hole types therefore are: The polynomial ϕ 1 is not cyclically invariant, but we can change it into a cyclically invariant one by means of formula (5.1):
, ϕ 1 (θ 1 , θ 2 , θ 3 ) = θ 1 2 + θ 2 2 + θ 3 2 .
Evaluating at s * = (0, 0, s 2 , 0, . . .) we finally find According to the proof of the Main Theorem, we could forget the contribution coming from the last term in the right-hand side, because it contains even-valent residual vertices. However, we will not do this, so to show explicitly how it gets cancelled out.
We now lower the degree of the polynomials decorating the vertices in equation (8.3) by contraction of edges, starting with the trivalent vertex decorated by ϕ 1 . It is cyclically decomposable; a possible decomposition is: ϕ 1 (θ 1 , θ 2 , θ 3 ) = (θ 1 + θ 2 ) · ψ 1 (θ 1 , θ 2 , θ 3 ) + cyclic permutations, where ψ 1 (θ 1 , θ 2 , θ 3 ) = θ 1 + θ 2 − θ 3 2 . which is residual. The other positive degree polynomial appearing on the right hand side of equations (8.3) and (8.4) is ϕ 2 , which has a cyclic decomposition ϕ 2 (θ 1 , . . . , θ 6 ) = u 1/2 + cyclic permutations.
