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WEIGHTED GENOME REARRANGEMENT DISTANCE
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Abstract. Measuring the distance between two bacterial genomes under the in-
version process is usually done by assuming all inversions to occur with equal
probability. Recently, an approach to calculating inversion distance using group
theory was introduced, and is effective for the model in which only very short in-
versions occur. In this paper, we show how to use the group-theoretic framework
to establish minimal distance for any weighting on the set of inversions, general-
izing previous approaches. To do this we use the theory of rewriting systems for
groups, and exploit the Knuth–Bendix algorithm, the first time this theory has
been introduced into genome rearrangement problems.
The central idea of the approach is to use existing group theoretic methods to
find an initial path between two genomes in genome space (for instance using only
short inversions), and then to deform this path to optimality using a confluent
system of rewriting rules generated by the Knuth–Bendix algorithm.
1. Introduction
Large scale changes in the arrangement of genes within a chromosome abound in
biology and are key agents of sequence evolution [Beckmann et al., 2007, Belda et al.,
2005b]. The differences in the order of genes along a chromosome were used as
a phylogenetic marker as early as 1938 [Dobzhansky and Sturtevant, 1938] when
Dobzhansky used them to determine different strains of Drosophila melanogaster.
Inversions of chromosomal fragments are believed to be the main type of rearrange-
ment event in bacterial genomes [Belda et al., 2005b].
The first formalization of the problem of determining rearrangement distance be-
tween gene arrangements was done by Watterson et al. [1982]. A number of methods
have been proposed since then to determine the distance between genome arrange-
ments in terms of a single rearrangement operator or a combination of rearrangement
operators. In addition to inversions, researchers have considered translocations of
chromosomal fragments [Bafna and Pevzner, 1995, 1998, Yin and Zhu, 2013], fis-
sion/fusion of chromosomes, duplication of sequences [Chaudhuri et al., 2006], dele-
tion/insertion and a combination of these different operators [Yancopoulos et al.,
2005]. These choices of allowable operations constitute models of rearrangement,
in which the genomes in the data are assumed to only change according to specific
rearrangement operators being considered.
The rearrangement distance between a pair of genomes is usually defined as the
minimal number of events from the set of allowed operations required to transform
one of the genomes in the pair into the other. For instance, in determining inversion
distance between two genomes, the set of legal operations consists of all possible in-
versions on a gene sequence. Initial solutions in the case of inversions involve finding
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the smallest number of inversion events between two genomes and the distance was
the count of the events. Thus, each inversion event carries the same weight. If the
weight assigned to an inversion event represents the probability of that event, then a
model where all events have the same weight can be thought of as finding distances
under the uniform distribution. This model is used in the Hannenhalli and Pevzner
[1999] approach, which draws a graph based on the genomes and calculates the
minimal distance as a function of features of the graph (for example the number of
cycles and paths). These methods are simple and fast and have been implemented
in software for use by the research community [Sankoff et al., 1991, Tesler, 2002,
Shao et al., 2014].
As pointed out above, an implicit assumption underlying most of these meth-
ods is that all rearrangement operators included in the model are equally probable
and thus are given the same weight in the rearrangement distance. An inversion
model that lies at the other extreme is one that allows only very short inversions.
A group-theoretic model for sorting circular permutations using inversions acting
on two adjacent regions was described by Egri-Nagy et al. [2014b]. In a similar
vein, Galva˜o et al. [2015] presented an approximation algorithm for sorting signed
permutations by only length 2 reversals while Chen and Skiena [1996] gave a char-
acterisation of linear and circular permutations that can be sorted by only length k
reversals, for a fixed k.
The biological evidence, however, points somewhere between these two extremes.
For example, focusing only on the evidence related to inversions, several studies have
suggested that inversions of a short chromosomal fragment are more frequent than
that of longer fragments [Seoighe et al., 2000, Lefebvre et al., 2003, Darling et al.,
2008, Eisen et al., 2000]. Similarly, Seoighe et al. [2000] found a high prevalence
of short inversions in the yeast genome. They observed that the conservation of a
small neighbourhood of genes, without absolute conservation of order or orientation,
suggests that small DNA inversions have contributed significantly to the evolution
of ascomycete genomes. In an analysis of four pairs of related bacterial genomes,
Lefebvre et al. [2003] report an over-representation of short inversions, especially
those involving a single gene, in comparison with a random inversion model. Analysis
of the genome of Y. Pestis has also found that all inversions were shorter than
expected under a neutral model [Darling et al., 2008].
In view of this information, a natural extension to the definition of rearrangement
distance that allows for assigning weights (derived from empirical information) to
the rearrangement operators, and calculates the minimal weighted distance between
genome arrangements, might be a better approximation of the underlying biology.
Thus, it would be useful to have a method to determine weighted inversion distance,
where the use of an inversion operator can be penalised based on the number of
regions it affects, or where the different operators in a model may be weighted based
on type.
In fact, one of the first algorithms for determining rearrangement distance, pro-
posed in Sankoff [1992] and Sankoff et al. [1992], is in principle capable of assigning
weights for inversions and transpositions. An approximation algorithm for sorting a
permutation under a particular class of length sensitive cost models, where the cost
function is additive i.e., f(x) + f(y) = f(x+ y) was presented in Pinter and Skiena
[2002]. This approach has been generalized to a wider class of cost functions
[Bender et al., 2008]. This work also improved the bounds on the cost for sorting
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using an additive cost function. Further pursuing this line of inquiry, Swidan et al.
[2004] extended the results for signed permutations as well as circular permutations.
In this paper, we present a flexible group-theoretic framework that can be used to
determine the weighted rearrangement distance for any model of genome rearrange-
ment in which the rearrangements allowed are invertible. Thus the framework we
propose is applicable to models involving inversions and translocations, but not, for
instance, insertions and deletions. The present work is based on the group theoretic
approach of Egri-Nagy et al. [2014b] and Francis [2014]. Throughout the paper, we
will focus on determining the minimal weighted reversal distance.
Overview of the framework introduced in this paper. The central idea of
the method we propose in this paper is ‘path deformation’ in genome space. The
genome space is the collection of all possible genomes. A path in the genome space
is a sequence of genomes where consecutive elements are connected through a single
rearrangement operator, and the weight of a path is the sum of the weights of the
operators along the path. The minimal weighted distance between two genomes is
then the minimal weight of all paths between the genomes.
To find the minimal weighted distance between two genomes, we start by con-
structing a path between them. At the same time, we have also constructed a
library of rules in this space. These rules consist of alternate paths, or shortcuts,
for a number of small paths. We scan the existing path for any subpaths that could
be replaced by a shortcut from our library, generating a new, shorter path. In this
way, the existing path is deformed into a new path which is of lower weight than
the original path (although it might still not be the least weighted path). Successive
iterations of the deformation step should ideally lead us to an optimal path (this is
guaranteed only in certain circumstances described below).
The library of “rewriting rules” in itself is easy to generate, given a group defined
by a presentation (generators and relations, defined in Section 3). The relations,
together with the weighting functions, can be transformed to give a set of rewriting
rules. It is also not too difficult to construct an initial path between the two genomes
which can be edited using the rules in the library, at least for some models of genome
rearrangement. However it is not clear at the outset in what sequence to apply the
rules in such a way that one is guaranteed to end with a minimal weight path from
one genome to another. This is where the theory of rewriting systems is used.
A rewriting system that is guaranteed to produce a minimal expression, regardless
of the sequence in which the rewriting rules are applied, is called a confluent rewrit-
ing system. In this paper, we use the Knuth-Bendix algorithm to transform our
rewriting system into a confluent system and use it to construct a minimal weighted
path between two genomes given an existing path between them [Knuth and Bendix,
1983].
The Knuth–Bendix algorithm is a heuristic whose termination may be affected by
the ordering of the generators, which is not an intrinsic property of the input (a group
presentation), but rather a choice made when applying the method. Thus, the input
determines neither the result nor the running time of the algorithm, which means
its complexity is not defined. On the other hand, a confluent rewriting system, once
obtained, provides a simple algorithm that quickly finds a globally minimal weighted
distance between two genomes.
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Note that while this process obtains the global minimal weighted distance, and
indeed a path that realises this distance, the path itself is not necessarily unique:
several distinct paths through the genome space may attain the globally minimal
weighted distance (see Clark et al. [2019] for a detailed discussion of this).
We begin the paper by introducing the group based inversion model, and formalis-
ing the notion of weighted distance in Section 2. As a preliminary to the discussion
about rewriting systems, we briefly discuss group presentations in Section 3 and
Cayley graphs (Section 4). This is followed by a discussion of rewriting systems and
their properties in Section 5. In Section 6, with two concrete examples of rewriting
systems, we use weighted distances to draw some phlyogenies. We close off with a
discussion of the strengths and limitations of the present work and some directions
for future research (Section 7).
2. Group theoretic inversion systems
The notion of an inversion system was formalised in Egri-Nagy et al. [2014b].
Since our work uses much of this language, we briefly summarise the key concepts
in this section followed by an extension to a weighted inversion system.
Genomes as permutations and inversion as an action. A chromosome is
represented as a map from a set of positions n = {1, 2, . . . , n} to a set of regions X ,
usually also labeled with the integers n = {1, 2, . . . , n}. If we denote the chromosome
map by π, we can write the arrangement in two-line notation as:
π =
(
1 2 · · · n
π1 π2 · · · πn
)
.
where πi is the region in the i’th position. The top row in this view represents the
n positions on the chromosome and the bottom row represents the set of regions.
An unsigned inversion operator ti,j (with 1 ≤ i < j ≤ n) in this paradigm is a map
from positions to positions. When the genome is modeled as a map from positions
to regions and a rearrangement operator is a bijection on the set of positions, we
require that the rearrangement operator act first on a position and then we map the
new position to a region using the genome map, and so the function composition is
from left to right. For a detailed discussion of right and left actions see Bhatia et al.
[2018]. The inversion operator ti,j maps π as follows:
ti,jπ = ti,j
(
· · · i i+ 1 · · · j · · ·
· · · πi πi+1 · · · πj · · ·
)
=
(
· · · i i+ 1 · · · j · · ·
· · · πj πj−1 · · · πi · · ·
)
Thus the inversion operator ti,j flipping regions in positions i to j can be written in
cycle notation as follows:
ti,j :=
{
(i, j)(i+ 1, j − 1) . . . ( i+j
2
− 1, i+j
2
+ 1) if j − i is even,
(i, j)(i+ 1, j − 1) . . . ( i+j−1
2
, i+j+1
2
) if j − i is odd.
For example, t1,4 = (1, 4)(2, 3), t1,5 = (1, 5)(2, 4), and t1,6 = (1, 6)(2, 5)(3, 4).
Given genomes π and π′, and a sequence of k inversion operations ti1,j1, . . . , tik,jk
that transform π into π′ when applied in order with ti1,j1 first, we write
tik,jk · · · ti1,j1π = π
′.
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Since π is a bijective map from the set of positions to regions, π−1 is well-defined
and we can compose with π−1, to give
tik ,jk · · · ti1,j1 = π
′π−1.
Now π′π−1 is a bijective function from positions to positions and therefore an ele-
ment of the symmetric group on n objects, Sn. Thus, the problem of determining
a sequence of inversion operations that transforms π into π′ is equivalent to the
problem of expressing the group element π′π−1 as a product of the group elements
corresponding to the rearrangement operators.
Inversion systems. An inversion system is defined as a tuple (G, I) where G is
the group of permutations and I is a set of inversions such that G is “generated
by” I, written G = 〈I〉. In other words, every permutation in G is expressible as a
product of elements of I.
In general, if we have a subset S ⊂ G of non-trivial elements from G, then a word
over S is a finite sequence of elements of S. In this paper, we will assume that S
is closed under the operation of taking inverses i.e., for all s ∈ S, we have s−1 ∈ S.
We use S∗ to represent the (infinite) set of all words over S.
If S generates G, then there is a natural map Γ : S∗ → G that sends a word
w = [s1, s2, · · · , sk] to the group element g = s1s2 · · · sk. The brackets in w are
used to emphasise that a word is an ordered sequence of elements of S and to
distinguish the sequence from the product s1s2 · · · sk. The set S
∗ also contains the
empty sequence which maps to the identity element of G. The length of a group
element g with respect to the generating set S is the smallest r ∈ N such that there
is some element w ∈ S∗, say w = [s1, . . . , sr], such that Γ(w) = g, that is,
s1s2 · · · sr = g.
The inversion distance between permutations π1 and π2 is the length of the group
element π2π
−1
1 in the inversion system (G, I). For details of inversion systems, the
reader is referred to Egri-Nagy et al. [2014b].
Weighted length. The notion of the length of a group element can be extended
to the weighted length of a group element. Suppose the elements of S are assigned
(positive) weights. The weighted length of a word w = [s1, s2, . . . , sk] in S
∗ is the
sum of the weights of the si where i runs from 1 through k. The weighted length of
a group element g is obtained by taking an infimum over the set of all words in S∗
that map to g.
Definition 2.1 (Weighted length). Let S be a set of generators of a group G. Let
ω be a bounded function ω : S → R+. The weighted length of a (non-identity) group
element g ∈ G is defined as
ℓS,ω(g) := inf
{
t∑
i=1
ω(si)
∣∣∣ s1s2 · · · st = g, si ∈ S, t ∈ N
}
.
The weighted length of the identity element e of G is 0.
We define a weighted inversion system to be a 3-tuple (G, I, ω) where G = 〈I〉 as
before and ω : I → R+.
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3. Group presentations
We will make use of the important notion of group presentations, from group
theory. A group presentation is an abstract description of a group G in terms
of a generating set S and set of relations R among the generators. Following
Coxeter and Moser [1980, Chapter 1], these are defined as follows.
Definition 3.1 (Group Presentation). Let G be a group and let e be the identity
element of G. A presentation 〈S | R〉 for G consists of a generating set S ⊆ G and
a set of words R ⊆ S∗ such that
Γ(Ri) = e for all Ri ∈ R,
and for w ∈ S∗, if Γ(w) = e then w is an algebraic consequence of the words in R
and the group axioms.
That is, w is the same as the word we get by one or more of the following algebraic
transformations : replace any occurrence of Ri ∈ R in w by the empty word; and
replace any occurrence of gg−1 or g−1g in w by the empty word for any g ∈ S.
The elements of R are called relators. A group presentation may also be written
as 〈S | ui = vi, i ∈ I〉 where ui, vi ∈ S
∗ as before and I is an indexing set. An
equation of the form u = v in S∗ is referred to as a relation. The relation u = v is
equivalent to the relator uv−1 as u = v ⇐⇒ uv−1 = e where v−1 is the inverse of
v in S∗. It is worth noting at this point that both a relator and a relation can be
thought of as an element of S∗ × S∗ as (Ri, ∅) and (u, v) respectively. We make use
of this formulation later in Section 5.
A group G can have many different generating sets and consequently many pre-
sentations.
For example, a presentation for the symmetric group Sn with the generating set
S = {si | si = (i, i+ 1), 1 ≤ i < n} consists of the relations:
s2i = e ∀1 ≤ i < n
sisj = sjsi if |i− j| > 1
sisi+1si = si+1sisi+1 1 ≤ i < n− 1.
This is known as the Coxeter presentation [Humphreys, 1992]. In particular for S4,
with the generating set {s1, s2, s3}, we have the following set of relations
(R1) s21 = e (R2) s
2
2 = e (R3) s
2
3 = e
(R4) s1s2s1 = s2s1s2 (R5) s2s3s2 = s3s2s3 (R6) s1s3 = s3s1.
The word w = [s2, s3, s2, s1, s3, s1, s2, s3] satisfies s2s3s2s1s3s1s2s3 = e in S4, mean-
ing w = e is an algebraic consequence of the group axioms and the relations in the
presentation of S4. This can be seen by rewriting w using the relations in the
presentation and the group axioms, for example as follows.
s2s3s2s1s3s1s2s3 = s2s3s2s1s3s1(s3s3)s2s3 [R3, ge = g]
= s2s3s2(s1s3s1s3)s3s2s3 [R6, ge = g]
= s2s3s2s3s2s3 [R5, R2 and R3]
= e.
The above example suggests how the relations might be developed into a set of
rewriting rules and the process of rewriting carried out in a systematic manner. In
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Section 5, we will formalise the notion of such a rewriting system and discuss the
properties that make a rewriting system effective.
4. Words on a Cayley Graph
Another useful way to understand relations and rewriting of words in groups is
through a Cayley graph. For a group G and a generating set S ⊆ G, the Cayley
graph C(G, S) of G with respect to S is a directed graph that has a vertex for each
element of G. There is an edge between vertices g and h if gh−1 ∈ S. That is, there
is an edge labeled s between g and h if there is some s ∈ S such that sh = g.
The labels on the edges in a path from vertex h to g in C(G, S) give a word w in
S∗ such that Γ(w) = gh−1. Recall that Γ maps a word in S∗ to an element in G.
The length of a group element g is the length of a shortest path between the identity
vertex e and g. If the edges of this graph are assigned weights, we can talk about the
weighted path length between two vertices. In particular, a path in C(G, S) from
a vertex g to itself concatenates to give a word w that represents e. Thus, relators
from the group are represented by closed paths (loops) in the Cayley graph. Since
the Cayley graph of a group is vertex-transitive, any node in the graph may be fixed
as the identity vertex.
In the context of genome rearrangement models, a permutation is a genome ar-
rangement. The generating set is the set of allowed rearrangements under this model.
For instance, when inversions are considered to be the only allowed rearrangements,
then the generating set is S = I. The set of all genome arrangements is the genome
space which corresponds to the vertex set of the Cayley graph C(G, I).
The process of rewriting words using relators is equivalent to deforming a path in
a Cayley graph using loops to identify ‘shortcuts’. As we have seen, a word in S∗
that equals e can be rewritten using the relators in the group presentation and the
group axioms. On a Cayley graph, this can be understood as a closed path being
constructed using the closed paths in the presentation as building blocks.
5. Rewriting Systems
As discussed earlier, a set of relators R is a subset of S∗×S∗ and thus, R defines
a binary relation on S∗. We write R∗ for the reflexive transitive closure of R. This
relation is made compatible with the multiplication in S∗ as follows:
if (l, r) ∈ R, then for words u, v in S∗, we say that
ulv rewrites to urv.
If we impose the constraint that R be antisymmetric, (i.e., (l, r) ∈ R =⇒ (r, l) /∈
R), then the reduction process becomes directional. In this case, R is referred to as
a rewriting system. For (l, r) ∈ R, we will write l → r and refer to l as the left side
of the rule and r as its right side. If (x, y) ∈ R∗, this means that x can be reduced
to (rewritten as) y using the rules in R. We will write this as x→
R∗
y.
A word w ∈ S∗ is said to be reducible with respect to R if there is some z ∈ S∗
such that w →
R
z. If no such z exists, then w is said to be irreducible with respect
to R.
In applying the rewriting rules to rewrite a word, one may have to make choices
at each step. For instance, a word may contain the left sides of more than one
rule in R. For the process of rewriting to be effective, we need to ensure that a
given word can be reduced to a unique irreducible word. In addition to this, an
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s1
s3 s3
s1
s2 s3
s2
s3s2
Figure 1. A word in S∗ that equals e can be rewritten using the
relators in the group presentation and the group axioms. For in-
stance, the word s1s2s3s2s3s2s1s3 = e in S4. Walking along an edge
is equivalent to multiplying by a generator (edge label). Starting in
the top left corner and tracing the word clockwise, we get the word
s1s2s3s2s3s2s1s3. The closed path s1s2s3s2s3s2s1s3 is constructed us-
ing the relators s1s3s1s3 and s2s3s2s3s2s3.
u
v w
x
∗ ∗
∗ ∗
Figure 2. In a confluent rewriting system, if a word u can be reduced
to the words v and w, then v and w can be reduced to some word x.
essential requirement is that this irreducible representative can be obtained by the
application of rewriting rules in a finite number of steps. Formally, we talk about
confluence and termination of a rewriting system.
Definition 5.1 (Terminating rewriting system). A rewriting system R over S∗ is
said to be terminating if there is no infinite sequence of words wi ∈ S
∗ such that
w0 → w1 → . . . wk . . . .
Definition 5.2 (Confluence). A rewriting system R over S∗ is said to be confluent
if for all u, v, w ∈ S∗, if u→
R
∗
v and u→
R
∗
w, then there exists x ∈ S∗ such that
v →
R∗
x and w →
R∗
x. (See Figure 2).
A set of defining relations (or relators) in a presentation can be turned into a
rewriting system. To ensure that the rewriting system thus created is terminating
and confluent, we will need to do some more work.
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5.1. Termination. The termination of a rewriting system R can be established by
imposing a reduction order on the set S∗. A reduction order on S∗ is a transitive
relation > such that for any s, t ∈ S∗,
• exactly one of the following holds: s > t, t > s or s = t, and
• s > t =⇒ asb > atb, for all a, b ∈ S∗, and
• there is no infinite sequence of elements s0, s1, . . . , si, . . . of S such that
si > si+1.
The idea behind imposing > on S∗ is that if u→ v =⇒ u > v, then an infinite
sequence of words wi such that wi → wi+1 induces an infinite decreasing sequence
under >. Since the latter is not possible, R must terminate.
We now define a reduction order on S∗, using a weight function on S.
Definition 5.3 (Weighted Lexicographic Order). Let S be a non-empty finite set.
Fix any ordering ≻ on the elements of S. Let ω : S → R+ be a function that assigns
a positive weight to each element of S. Let u = s1s2 · · · sk and v = t1t2 · · · tl be in
S∗. Define u > v if either
(1)
∑k
i=1 ω(si) >
∑l
i=1 ω(ti), or
(2)
∑k
i=1 ω(si) =
∑l
i=1 ω(ti) and si ≻ ti where i = min{p : sp 6= tp}.
It is easy to see that the weighted lexicographic order is a reduction order.
Proposition 5.4. For any finite set S, weighted lexicographic order is a reduction
order on S∗.
5.2. Confluence. If certain mathematical conditions are satisfied, a rewriting sys-
tem can be transformed into a confluent rewriting system through a procedure due
to Knuth and Bendix [1983]. We will discuss the Knuth-Bendix algorithm and the
properties necessary for it to return a terminating, confluent rewriting system later
in this section after introducing the necessary definitions.
Definition 5.5 (Critical Pair). Let R be a rewriting system over S∗. Let u1a→ v1
and au2 → v2 be two rules in R where ui, vi, a ∈ S
∗, a 6= e. That is, a non-empty
suffix of the left hand side of a rule overlaps a prefix of the left hand side of another
rule. Rules u1a → v1 and au2 → v2 are said to overlap. The word w = u1au2 can
be reduced to both v1u2 and u1v2. The words v1u2 and u1v2 are said to constitute a
critical pair.
A critical pair (v1u2, u1v2) is said to be resolved if there exists w ∈ S
∗ such that
v1u2 →
R∗
w and u1v2 →
R∗
w.
Theorem 5.6 ([Baader and Nipkow, 1999, Lemma 2.7.2]). A terminating rewriting
system is confluent if and only if all its critical pairs are resolved.
The power of Theorem 5.6 derives from the fact that it allows us to ascertain the
(global) confluence of a rewriting system by checking for confluence locally. This
suggests a simple procedure for making a rewriting system confluent. Resolve each
critical pair (u, v) by adding a rule u → v if u > v and v → u otherwise. This is
the gist of the Knuth-Bendix algorithm. However, we still need to ensure that this
loop of adding a rule and checking if any critical pairs remain to be resolved will
terminate. In fact, the Knuth-Bendix algorithm is guaranteed to terminate with a
confluent and terminating rewriting system if the equivalence relation generated by
R has finitely many equivalence classes [Holt et al., 2005, Corollary 12.21].
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Definition 5.7 (Local Confluence). (Baader and Nipkow [1999]) A rewriting sys-
tem R over S∗ is said to be locally confluent if for all u, v, w ∈ S∗, if u→
R
v and
u→
R
w, then there exists x ∈ S∗ such that v →
R
x and w →
R
x.
Note that local confluence differs from confluence (Definition 5.2) in that here,
relations are from R rather than its reflexive transitive closure R∗.
For a terminating and locally confluent rewriting system, each equivalence class
under the closure of the relation generated by → contains a unique, irreducible
element. Since each element of S∗ maps to a group element, each unique, irreducible
element maps to a unique group element. The number of equivalence classes in S∗
must be finite if the group generated by S is finite. Thus for a finite group, the
Knuth-Bendix algorithm will give us the requisite set of rewriting rules.
The upshot of this observation is that for a genome rearrangement model, where
the rearrangement operators are invertible, the Knuth-Bendix algorithm is guaran-
teed to generate a finite, confluent, terminating rewriting system since we are dealing
with finite groups. The restriction that the operators be invertible is necessary to
ensure that the operators generate a group.
In Section 6, we construct rewriting systems for two different weighted inversion
models and use them to find the weighted distance for genomes.
6. Implementation and Biological Examples
The first model consists of unsigned permutations on a linear genome with 7
regions. The set of inversions I consists of all inversions ti,j, for 1 ≤ i < j ≤ 7,
as defined in Section 2. This set generates the symmetric group S7. A simple
monotonic weighting function ω is given by ω(ti,j) := j− i. For 1 ≤ i1 < j1 ≤ 7 and
1 ≤ i2 < j2 ≤ 7, let m = m(i1, j1, i2, j2) be the smallest non-negative integer such
that (ti1,j1ti2,j2)
m = 1. A presentation for the group with this generating set is
G = {I | (ti1,j1ti2,j2)
m, m = m(i1, j1, i2, j2), 1 ≤ i1 < j1 ≤ 7, 1 ≤ i2 < j2 ≤ 7}.
We used the software package KBMAG [Holt, 1995] to run Knuth-Bendix on
this presentation. The resulting confluent rewriting system consists of 6220 rules.
KBMAG can also use the rewriting system to find a minimal representative for a
given group element. The weighted distance for the group element is then defined
to be the weight of the unique minimal representative.
We generated 4 random permutations in S7 and determined the weighted distance
matrix using the weight function ω, which was fed into RPhylip [Revell and Chamberlain,
2014, Felsenstein, 1993] to construct a phylogenetic tree (Figure 3). For the same
permutations, we also constructed phylogenies with the distance matrix from GRIMM
[Tesler, 2002] and the Coxeter distance matrix (also Figure 3). GRIMM assigns unit
weight to all inversions. Coxeter generators are reversals of adjacent regions (i, i+1),
and so the inversion model underlying Coxeter distance assigns unit weight to re-
versals of adjacent regions and infinite weight to all other reversals.
The three topologies presented in Figure 3 differ from each other in either the
clustering of nodes or the branch lengths. An important point to be noted is that the
weighted distance model results in the clustering AC|BD while the uniform weight
model (GRIMM) clusters the nodes as AB|CD. This difference is interesting since
both the methods have the same set of inversions but different weights asisgned to
the generators.
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Figure 3. The topologies produced with the distance matrices from
the different distance algorithms as input. The four permutations are
A = (1, 4)(3, 7, 6), B = (1, 3, 7, 5, 2, 6, 4), C = (3, 4, 6) and D =
(1, 7, 6, 4, 2, 3, 5).
Our second example deals with circular rather than linear genomes. In this
case, we will use the method for returning a minimal distance for adjacent inver-
sions [Egri-Nagy et al., 2014b] to confirm the weighted distance methods in this
paper are effective.
To construct the rewriting system, we used the same set of generators and relations
as those in the circular inversion model presented in Egri-Nagy et al. [2014b]. The
generating set consists of the inversions of adjacent regions (i, i+1) for 1 ≤ i < n and
the inversion (1, n) that allows swap the positions n and 1. Following the notation
in Egri-Nagy et al. [2014b], we denote these generators by si. The generating set is
thus {si | i = 1, 2, . . . n} and the relations are:
s2i = e for each i = 1, . . . n,
sisj = sjsi if i− j mod n 6= 1,
sisi+1si = si+1sisi+1 for each i = 1, . . . n− 1, and
sn = sn−1sn−2 . . . s2s1s2 · · · sn−2sn−1.
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Figure 4. The topologies produced for circular genomes on 8 regions
with the distance matrices from the different distance algorithms. The
four permutations are A = (2, 3)(6, 8), B = (1, 7, 6, 8)(4, 5), C =
(1, 5, 6, 4, 3, 8, 7) and D = (1, 2, 4)(5, 6, 7).
All the generators are assigned unit weight as in the circular inversion model of
Egri-Nagy et al. [2014b], which we will refer to as EGTF. We use this presenta-
tion as an input to KBMAG. The confluent rewriting system in this case has 6622
rules. Once again, we generated 4 random permutations in the group and found
the distances using KBMAG, GRIMM, and EGTF. The latter method has been im-
plemented by the authors in the package BioGAP [Egri-Nagy et al., 2014a] for the
software GAP [Scho¨nert et al., 1997]. Since EGTF and the method in this paper
have the same generating set and the same weights, the phylogenies produced using
the distance matrix from the rewriting system and that from the EGTF method
should be identical, as indeed they are. The resulting phylogenies produced using
RPhylip are presented in Figure 4.
The topologies produced by the distances derived from the rewriting system and
EGTF model are the same as expected since both these methods give the exact
minimal reversal distance between two circular permutations. Both the methods
have been set up to factor in the rotational and reflection symmetry of a circular
genome.
7. Discussion and Future Work
Researchers have recognised the need for methods to determine weighted distances
in the field of genome rearrangement right from the start. Beginning with the
pioneering work of Sankoff [1992] and Sankoff et al. [1992], a number of approaches
have been tried. While they differ in the techniques employed, a common feature of
the previous studies is that the proposed algorithms are tied to a particular model
of rearrangement. The novelty of our work is that the framework presented here can
be adapted to a wide variety of models. In addition, to the best of our knowledge,
this work presents the first use of the theory of rewriting systems to a problem in
comparative phylogenetics.
The current approach however has some limitations, which present opportunities
for interesting research. For instance, the method presented here can only be used
with invertible rearrangement operators. The use of other algebraic structures such
WEIGHTED GENOME REARRANGEMENT DISTANCE 13
as a semigroup might allow this restriction to be removed allowing more rearrange-
ment models to be included.
Another important limitation is that the method works by distorting an existing
path (in terms of the operators in the model) between two genomes into an optimal
path. This is not a problem if the model includes all inversions, or all adjacent
inversions — in which case methods such as GRIMM and EGTF can provide an ini-
tial path. However, for some models, finding a path between two arbitrary genomes
may be non-trivial.
n Rules
3 9
4 44
5 204
6 1049
7 6220
Table 1. The size of a confluent rewriting system grows very quickly
with the number of regions n. The rewriting system is for a weighted
lexicographic order with weight of ti,j being j − i for a linear genome
and generators (i, i+ 1) for i ∈ {1, 2, . . . , n− 1}.
Even in the case where such a path is known, for instance in the inversion model,
the other deficiency at the moment is the lack of a software implementation. We
have used KBMAG to derive the confluent rewriting systems. However, the use of
KBMAG with finite groups is not recommended by the authors as it is optimised
for infinite groups. It is not surprising therefore that for larger values of n, KBMAG
cannot return a confluent rewriting system even though we know that a confluent
system exists. The size of a confluent rewriting system increases very quickly with n
(see Table 1). Thus an efficient software implementation of Knuth-Bendix optimised
for finite groups and in particular for models arising from biology would be very
useful.
The application of rewriting systems to a new problem also gives rise to new
mathematical questions. For instance, it would be interesting to investigate the
effect of the weighting function used on the size and efficiency of the rewriting
system.
References
Franz Baader and Tobias Nipkow. Term rewriting and all that. Cambridge University
Press, 1999.
Vineet Bafna and Pavel Pevzner. Sorting permutations by tanspositions. In Proceed-
ings of the Sixth Annual ACM-SIAM Symposium on Discrete Algorithms, pages
614–623. Society for Industrial and Applied Mathematics, 1995.
Vineet Bafna and Pavel A Pevzner. Sorting by transpositions. SIAM Journal on
Discrete Mathematics, 11(2):224–240, 1998.
Jacques S Beckmann, Xavier Estivill, and Stylianos E Antonarakis. Copy number
variants and genetic traits: closer to the resolution of phenotypic to genotypic
variability. Nature Reviews Genetics, 8(8):639, 2007.
14 BHATIA ET AL
Eugeni Belda, Andre´s Moya, and Francisco J Silva. Genome rearrangement distances
and gene order phylogeny in γ-proteobacteria. Molecular Biology and Evolution,
22(6):1456–1467, 2005b.
Michael A Bender, Dongdong Ge, Simai He, Haodong Hu, Ron Y Pinter, Steven
Skiena, and Firas Swidan. Improved bounds on sorting by length-weighted rever-
sals. Journal of Computer and System Sciences, 74(5):744–774, 2008.
Sangeeta Bhatia, Pedro Feija˜o, and Andrew R Francis. Position and content
paradigms in genome rearrangements: the wild and crazy world of permutations
in genomics. Bulletin of Mathematical Biology, 80(12):3227–3246, 2018.
Kamalika Chaudhuri, Kevin Chen, Radu Mihaescu, and Satish Rao. On the tandem
duplication-random loss model of genome rearrangement. In Proceedings of the
seventeenth annual ACM-SIAM symposium on Discrete algorithm, pages 564–570.
Society for Industrial and Applied Mathematics, 2006.
Ting Chen and Steven S Skiena. Sorting with fixed-length reversals. Discrete Applied
Mathematics, 71(1):269–295, 1996.
Harold SM Coxeter and William OJ Moser. Generators and Relations for Discrete
Groups, volume 14. Springer Science & Business Media, 1980.
Chad Clark, Attila Egri-Nagy, Andrew Francis, and Volker Gebhardt. Bacterial phy-
logeny in the Cayley graph. Discrete Mathematics, Algorithms and Applications,
11 (05), 1950059, 2019.
Aaron E. Darling, Istvan Miklos, and Mark A Ragan. Dynamics of Genome Re-
arrangement in Bacterial Populations. PLoS Genetics, 4(7), 2008.
T Dobzhansky and AH Sturtevant. Inversions in the chromosomes of Drosophila
Pseudoobscura. Genetics, 23(1):28, 1938.
Attila Egri-Nagy, Andrew R Francis, and Volker Gebhardt. Bacterial genomics and
computational group theory: The BioGAP package for GAP. In International
Congress on Mathematical Software, pages 67–74. Springer, 2014a.
Attila Egri-Nagy, Volker Gebhardt, Mark M Tanaka, and Andrew R Francis. Group-
theoretic models of the inversion process in bacterial genomes. Journal of Math-
ematical Biology, 69(1):243–265, 2014b.
Jonathan A Eisen, John F Heidelberg, Owen White, Steven L Salzberg, et al. Evi-
dence for symmetric chromosomal inversions around the replication origin in bac-
teria. Genome Biology, 1(6):1–0011, 2000.
Joseph Felsenstein. PHYLIP (phylogeny inference package), version 3.5 c, 1993.
A. Francis. An algebraic view of bacterial genome evolution. Journal of Mathematical
Biology, 69(6-7):1693–1718, 2014.
Gustavo Rodrigues Galva˜o, Orlando Lee, and Zanoni Dias. Sorting signed permu-
tations by short operations. Algorithms for Molecular Biology, 10(1):1, 2015.
Sridhar Hannenhalli and Pavel A Pevzner. Transforming cabbage into turnip: poly-
nomial algorithm for sorting signed permutations by reversals. Journal of the
ACM (JACM), 46(1):1–27, 1999.
Derek F Holt. KBMAG—Knuth-Bendix in Monoids and Automatic groups.
ftp.maths.warwick.ac.uk in directory people/dfh/kbmag2, 1995.
Derek F Holt, Bettina Eick, and Eamonn A O’Brien. Handbook of computational
group theory. CRC Press, 2005.
James E Humphreys. Reflection groups and Coxeter groups, volume 29. Cambridge
University Press, 1992.
WEIGHTED GENOME REARRANGEMENT DISTANCE 15
Donald E Knuth and Peter B Bendix. Simple Word Problems in Universal Algebras.
In Automation of Reasoning, pages 342–376. Springer, 1983.
Jean-Franc¸ois Lefebvre, Nadia El-Mabrouk, E Tillier, and David Sankoff. Detection
and validation of single gene inversions. Bioinformatics, 19(suppl 1):i190–i196,
2003.
Ron Y Pinter and Steven Skiena. Genomic sorting with length-weighted reversals.
Genome Informatics, 13:103–111, 2002.
Liam J Revell and Scott A Chamberlain. Rphylip: an R interface for PHYLIP.
Methods in Ecology and Evolution, 5(9):976–981, 2014.
D Sankoff, G Leduc, and D Rand. Derange—minimum weight generation of oriented
permutation by block inversions and block movements. Macintosh Application,
Centre des Recherches Mathematiques, Universite de Montreal, 1991.
David Sankoff. Edit distance for genome comparison based on non-local opera-
tions. In Annual Symposium on Combinatorial Pattern Matching, pages 121–135.
Springer, 1992.
David Sankoff, Guillame Leduc, Natalie Antoine, Bruno Paquin, B Franz Lang, and
Robert Cedergren. Gene order comparisons for phylogenetic inference: Evolution
of the mitochondrial genome. Proceedings of the National Academy of Sciences,
89(14):6575–6579, 1992.
Martin Scho¨nert et al. GAP – Groups, Algorithms, and Programming – version
3 release 4 patchlevel 4. Lehrstuhl D fu¨r Mathematik, Rheinisch Westfa¨lische
Technische Hochschule, Aachen, Germany, 1997.
Cathal Seoighe, Nancy Federspiel, Ted Jones, Nancy Hansen, Vesna Bivolarovic,
Ray Surzycki, Raquel Tamse, Caridad Komp, Lucas Huizar, Ronald W Davis,
et al. Prevalence of small inversions in yeast gene order evolution. Proceedings of
the National Academy of Sciences, 97(26):14433–14437, 2000.
Mingfu Shao, Yu Lin, and Bernard Moret. An exact algorithm to compute the
dcj distance for genomes with duplicate genes. In International Conference on
Research in Computational Molecular Biology, pages 280–292. Springer, 2014.
Firas Swidan, Michael A Bender, Dongdong Ge, Simai He, Haodong Hu, and Ron Y
Pinter. Sorting by length-weighted reversals: Dealing with signs and circularity.
In Annual Symposium on Combinatorial Pattern Matching, pages 32–46. Springer,
2004.
Glenn Tesler. Grimm: genome rearrangements web server. Bioinformatics, 18(3):
492–493, 2002.
G. A. Watterson, W. J. Ewens, T. E. Hall, and A. Morgan. The Chromosome
Inversion Problem. Journal of Theoretical Biology, 99(1):1–7, 1982.
Sophia Yancopoulos, Oliver Attie, and Richard Friedberg. Efficient sorting of ge-
nomic permutations by translocation, inversion and block interchange. Bioinfor-
matics, 21(16):3340–3346, 2005.
Xiao Yin and Daming Zhu. Sorting genomes by generalized translocations. Theo-
retical Computer Science, 491:127–135, 2013.
1Centre for Research in Mathematics and Data Science, Western Sydney Uni-
versity, Sydney, NSW, Australia, 2School of Physics, Mathematics, and Computing,
University of Western Australia, Perth, WA, Australia, 3current address: MRC
Centre for Global Infectious Disease Analysis, School of Public Health, Imperial
College London, UK, 4current address: Akita International University, Japan,
∗Corresponding author.
