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In this dissertation we propose several different qualitative mathematical models for
the circadian system of the Japanese quail and investigate the dynamical behavior
exhibited by each model via perturbation methods and numerical integration.
Each model consists of two identical nonlinear oscillators and a third, detuned
nonlinear oscillator. The identical oscillators are indirectly coupled via the third
oscillator, that is they form a 3-oscillator chain.
The first model consists of three weakly coupled and detuned weakly-nonlinear
( 1) van der Pol (VDP) oscillators. The coupling and detuning in this system
are considered “weak” as they are O(). We then propose two coupled phase os-
cillator models suggested by, but not derivable from, the VDP model. The second
phase oscillator model is a generalization of the first. Next we return to the VDP
model but now consider the coupling and detuning as“strong”as they are O(1). Fi-
nally, we make a mathematical aside by investigating the presence of a 3:1 internal
resonance in a system of two strongly coupled and detuned VDP oscillators.
The motivation for this work comes from the presence of circadian melatonin
rhythms in the eyes of Japanese quail. Recent experiments showing these rhythms
to be in-phase with each other and stable have strengthened the hypothesis that the
eyes are the location of the central pacemaker for Japanese quail. We model these
rhythms as the identical nonlinear oscillators, while the “extra-ocular” circadian
system is modeled by the third oscillator.
Mathematically we identify these stable phase-locked in-phase biological ocular
melatonin rhythms with stable phase-locked in-phase modes for each model under
study and then investigate the existence and stability of such motions for some set
of parameter values. If such motions exist for a model we conclude that the model
in question exhibits behavior similar to that of the experiments. In particular, our
models suggest that the uncoupled ocular melatonin rhythms should have a higher
frequency than that of the extra-ocular circadian system. This result suggests a
possible measurement to be made by experimental biologists.
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Chapter 1
Introduction and Overview
In this dissertation we propose several different qualitative mathematical models
for the circadian system of the Japanese quail and investigate the dynamical be-
havior exhibited by each model. We then synthesize our findings in the context of
recent experimental results [22] to determine the appropriateness of each model.
Our models are mathematical idealizations of the avian circadian system, derived
not from biochemical fundamentals but chosen for their relative mathematical sim-
plicity. Our hope is that our results might raise new questions for experimental
biologists to investigate in the laboratory.
The Avian Circadian System
The circadian systems of all avian species consist of three primary oscillators (see
Figure 1.1) – the ocular biological clocks in each eye that drive rhythmic mela-
tonin production, the pineal gland which also rhythmically produces and secretes
melatonin into the bloodstream, and a putative hypothalamic oscillator (here on
referred to as the SCN, or suprachiasmatic nucleus) that most likely acts through
neural signals (see [28] for review).
Experimental evidence suggests the relative importance of these oscillators as pace-
makers in avian circadian systems varies from species to species. For example, in
the house sparrow the pineal appears to be the only source of melatonin secre-
tion into the bloodstream as pinealectomy (i.e. the complete removal of the pineal
gland) abolishes all melatonin rhythms in the bloodstream, as well as many be-
havioral rhythms [9]. In other birds such as the Japanese quail the eyes are also
sources of melatonin secretion into the bloodstream [27] since pinealectomy does
not abolish body temperature rhythms, but complete enucleation (i.e. the complete
1
Pineal SCN
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Neuroendocrine Loop
Melatonin Release
Neural output
Neural output and/or
melatonin release
Possible melatonin
phase-resetting
mechanism
Figure 1.1: The circadian systems of all avian species consist of three primary
oscillators [28] – the ocular biological clocks in each eye that drive rhythmic
melatonin production, the pineal gland which also rhythmically produces and
secretes melatonin into the bloodstream, and the SCN that most likely acts
through neural signals. The pineal gland and SCN have been conjectured to
be coupled together in a co-inhibitory “neuroendocrine loop” [2].
removal of the eyeballs) does [22]. Finally, in some birds such as the pigeon both
pinealectomy and enucleation are necessary to abolish behavioral rhythms [28].
In terms of the organization of the avian circadian system, the pineal gland and
SCN have been conjectured to be coupled together in a “neuroendocrine loop”
[2] in which “a daily melatonin output from the pineal is required to maintain
rhythmicity in the SCN, and a daily neural output from the SCN is required
to maintain rhythmicity in the pineal.” [22] That is, experimental results have
indicated [28] that the respective rhythms of the pineal and SCN would damp out
if not for the coupling between them. This relationship between the pineal and
SCN is co-inhibitory – during the night the pineal produces and secretes melatonin
into the bloodstream which inhibits SCN activity and during the day the SCN
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inhibits the production of melatonin by the pineal through neural signals. Such a
relationship between the two oscillators should result in their respective rhythms
being 180 degrees out-of-phase. Recent work on a mathematical model for the
neuroendocrine loop in which the two oscillators are modeled as delay-coupled
damped linear oscillators agrees with this [29].
In the Japanese quail complete enucleation abolishes body temperature rhythms
thought to be controlled by the SCN [22]. Therefore in this species it appears
that the ocular melatonin rhythms are essential for the sustainment of circadian
rhythms in the SCN. This is most likely accomplished through both neural (the
nature of which is still unknown) and hormonal outputs as severing the optic nerve
only produces arrhythmia in approximately 25% of Japanese quail undergoing the
procedure [22].
Recent experiments [22] have strengthened the conclusion that the ocular circadian
rhythms in Japanese quail are the central pacemakers for their entire circadian
system. Steele, et al. state [22]
...if the eyes are indeed the major circadian pacemakers in this sys-
tem, the two ocular pacemakers in an individual bird must remain in
phase with each other in prolonged DD [constant darkness]. If the two
ocular pacemakers do not maintain phase, it would be difficult to ar-
gue that they are responsible for driving the robust, persistent body
temperature rhythm that is characteristic of quail free-running in DD.
We note two of their experimental results in particular. First, when allowed to
free-run in constant darkness for a period of over 40 days the melatonin levels
in the eyes remained in-phase [22]. Secondly, when light-loaded (i.e. when the
3
eyes are alternatingly covered by a patch to force their respective melatonin levels
out-of-phase with each other) for 7 days and then placed in constant darkness
the ocular melatonin rhythms regain their normal in-phase relationship within 5
days [22]. These results indicate robust stability properties for the in-phase ocular
melatonin rhythms.
Modeling the Avian Circadian System
We propose a model of the avian circadian system under free-running conditions
consisting of the three primary oscillators – the ocular biological clocks in each eye
that drive rhythmic melatonin production and the neuroendocrine loop consisting
of the pineal and SCN, and couple them together via the secretion of melatonin
into the bloodstream. We combine the rhythmic melatonin production of the
neuroendocrine loop and the melatonin in the bloodstream into a single “extra-
ocular” oscillator and hypothesize that the ocular circadian rhythms are indirectly
coupled via this extra-ocular oscillator (see Figure 1.2). While the true nature of
the ocular coupling is unknown, the retinae possess melatonin receptors and so one
could hypothesize that “if the eyes are driven out of phase, daily melatonin release
by the eyes (or pineal) may cause mutual phase advances or delays of the two
ocular pacemakers until they regain their normal phase relationship.” [22] Note
that we ignore any potential neural coupling between the eyes and the SCN since
this would require the neuroendocrine loop be modeled as two distinct damped
oscillators.
We propose 4 different mathematical models for the free-running behavior of the
avian circadian system. In each model we identify the ocular melatonin rhythms
with identical (i.e. having the same natural frequency) oscillators, x and y, and the
extra-ocular system with a third oscillator, w, whose natural frequency is allowed
to vary slightly from that of the ocular oscillators. The detuning of the w-oscillator
4
wx y
Ocular Oscillator #1 Ocular Oscillator #2
Extra-Ocular
Oscillator
Figure 1.2: Model of avian circadian system under free-running conditions
used in this dissertation. We identify the ocular melatonin rhythms with iden-
tical oscillators, x and y, and the extra-ocular system with a third oscillator,
w, whose natural frequency is allowed to vary slightly from that of the ocular
oscillators. The ocular rhythms are indirectly coupled together via the extra-
ocular system. The extra-ocular system combines the rhythmic melatonin
production of the neuroendocrine loop with the melatonin in the bloodstream
to form a single oscillator.
is controlled by the parameter δ (or ∆ in Chapter 5). We refer to the amplitudes
and phases of these oscillators as R1, R2, R3 and θ1, θ2, θ3 respectively. The x- and
y-oscillators are indirectly coupled via the w-oscillator (see Figure 1.2). That is,
they form a 3-oscillator chain. The strength of coupling between the oscillators is
controlled by the parameter µ.
The first proposed model ([18], [19], [20]) consists of coupled weakly-nonlinear
( 1) van der Pol (VDP) oscillators. VDP oscillators, as opposed to more gen-
eral limit-cycle oscillators, were chosen because they are well-known and have been
used for a wide range of biological modeling, including, but not limited to, mod-
eling the human circadian timing system [13], ocular melatonin rhythms coupled
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via a non-oscillatory bloodstream [1], and neural patterns in jellyfish locomotion
[12]. Furthermore, it has been shown [1] that with a few simple assumptions the
biochemical basis of a circadian rhythm in free-running conditions can be reduced
to such an oscillator with constant forcing. The system is given by
x¨−  (1− x2) x˙+ x = µ (w − x)
y¨ −  (1− y2) y˙ + y = µ (w − y) (1.1)
w¨ −  (1− w2) w˙ + (1 + δ)2w = µ (x+ y − 2w)
The coupling and detuning in this system are considered “weak” as they are O().
The decision to couple the oscillators via amplitudes and not velocities (or a com-
bination of both) was made in agreement with earlier work ([24], [5], [1]) as we do
not know of any biological arguments for choosing one over the other.
The mathematical complexity of weakly coupled VDP oscillators leads us to next
propose two phase oscillator models suggested by, but not derivable from, (1.1).
For the first model we assume the amplitudes of the three coupled VDP oscillators
are equal to their approximate uncoupled amplitudes, that is R1 = R2 = R3 = 2.
The resulting phase oscillator system is given by
φ˙1 =
µ
2
[cos φ2 − 1]− δ (1.2)
φ˙2 =
µ
2
[cos φ1 − 1]− δ
where φ1 = θ3 − θ1 and φ2 = θ3 − θ2 are the phase-differences between the w- and
x- and w- and y-oscillators respectively.
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The second phase oscillator system is given by
φ˙1 =
µ
2
[
1
A
cosφ2 + (
1
A
− A) cosφ1 − 1
]
− δ (1.3)
φ˙2 =
µ
2
[
1
A
cosφ1 + (
1
A
− A) cosφ2 − 1
]
− δ
This system is a generalization of (1.2) in that we no longer assume R1 = R2 =
R3 = 2 but instead treat the ratios of amplitudes as a new system parameter, i.e.
R3
R1
= R3
R2
= A. Note that (1.2) is a special case of (1.3) when A = 1.
Finally, we return to the original VDP oscillator model (1.1) and reinvestigate it
for a different parameter regime. Our motivation comes from previous work on
systems of two weakly coupled ([4],[5]) and two strongly coupled ([23], [24]) VDP
oscillators indicating that a perturbation analysis on a strongly coupled system
should be less mathematically complex. This system is given by
x¨− (1− x2)x˙+ x = µ(w − x)
y¨ − (1− y2)y˙ + y = µ(w − y) (1.4)
w¨ − (1− w2)w˙ + (1 + ∆)w = µ(x+ y − 2w)
where the frequency of the w-oscillator is now defined as
√
1 + ∆ and the coupling
and detuning are now considered “strong” as they are O(1).
For each system we want to ascertain whether it exhibits behavior like that found
in the experiments. We identify the stable in-phase melatonin rhythm of the ocular
oscillators with an exact solution called the in-phase mode, given by x(t) = y(t) =
f(t) for the VDP models and φ1(t) = φ2(t) = φ(t) for the phase oscillator models.
The hypothesis that the ocular oscillators are the primary pacemakers for the
Japanese quail’s circadian system narrows our interest to in-phase modes that are
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phase-locked to the w-oscillator. The light-loadings performed in the laboratory
to force the ocular melatonin rhythms approximately 180 degrees out-of-phase
translate into initial conditions lying outside the in-phase subspace (defined by
x(t) = y(t) or φ1(t) = φ2(t)). The experimental result that the ocular oscillators
eventually return to their original in-phase rhythm suggests that the corresponding
phase-locked in-phase mode in the models be stable for some set of parameter
values. Thus our criteria for a model to exhibit behavior like that found in the
experiments is that it must exhibit a stable phase-locked in-phase mode for some
set of parameter values.
Note that we could propose a stricter criteria for a model to exhibit behavior like
that found in the experiments by also requiring that the model exhibit no other
stable non-in-phase dynamical motions for parameters where a stable phase-locked
in-phase mode exists. However, the experiments only indicate the existence of a
stable in-phase ocular melatonin rhythm but not the non-existence of other possible
stable motions. That is, we do not know that if the ocular melatonin rhythms were
light-loaded to be 90 degrees out-of-phase they would not go to some other stable
motion besides returning to an in-phase rhythm. Also, we do not require the
existence of an out-of-phase mode in our models as we do not believe that light-
loading is an accurate enough method to force the ocular melatonin rhythms into
a true 180 degree out-of-phase motion, although we investigate the stability of
out-of-phase modes when they do exist.
Dissertation Outline
We conclude this introduction by outlining the content of each chapter in this
dissertation.
We begin in Chapter 2 by reviewing our earlier work ([18], [19], [20]) on the
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weakly coupled VDP system (1.1) where we investigated the dynamics in the in-
phase subspace of (1.1). In Chapter 3 we complete the analysis on the phase-
locked in-phase modes for (1.1) by investigating their stabilities outside the in-
phase subspace via the perturbation results from Chapter 2 and numerical Flo-
quet theory. We also investigate the existence and stability of out-of-phase modes
for (1.1).
Next, in Chapter 4 we study the dynamics in the phase oscillator systems (1.2)
and (1.3) and investigate the existence and stability of phase-locked in-phase modes
for them. We ask whether these simpler systems can exhibit behavior qualitatively
similar to (1.1).
In Chapter 5 we return to the VDP model of the circadian system and study the
strongly coupled system (1.4) via the two-variable expansion perturbation method.
Again we investigate the existence and stability of phase-locked in-phase modes.
We also compare our bifurcation results for (1.4) with those for (1.1) and discuss
the presence of internal resonances for (1.4).
In Chapter 6 we review earlier work ([23], [24]) on a system of two strongly
coupled VDP oscillators before investigating the existence of an internal resonance
for the system via the two-variable expansion perturbation method. We calculate
an approximate boundary to the region of parameter space affected by the existence
of this resonance.
Finally, we conclude this dissertation with a summary of our results in Chapter
7.
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Chapter 2
Three Weakly Coupled VDP Oscillators
We begin this dissertation by reviewing our earlier work ([18],[19],[20]) on a model
for the avian circadian system consisting of three weakly coupled VDP oscillators.
The system is given by
x¨−  (1− x2) x˙+ x = µ (w − x)
y¨ −  (1− y2) y˙ + y = µ (w − y) (2.1)
w¨ −  (1− w2) w˙ + (1 + δ)2w = µ (x+ y − 2w)
The x- and y-oscillators have identical uncoupled natural frequencies of unity while
the frequency of the w-oscillator is detuned by δ. A “dotted” quantity implies
differentiation with respect to time t. The system depends on two parameters –
µ, the coupling strength between the oscillators, and δ, the detuning of the w-
oscillator’s frequency. We assume µ > 0 and   1. The coupling and detuning
are considered “weak” as they are O().
We are interested in the existence of stable phase-locked in-phase modes for (2.1).
An in-phase mode for (2.1) will be an exact solution x(t) = y(t) = f(t), w(t) = g(t)
living in the 4-dimensional invariant in-phase subspace of (2.1) defined by x(t) =
y(t), the flow in which is given by
x¨−  (1− x2) x˙+ x = µ (w − x) (2.2)
w¨ −  (1− w2) w˙ + (1 + 2δ)w = 2µ (x− w)
A phase-locked in-phase mode will be a periodic solution for (2.2) (and thus (2.1)
as well). In this chapter we investigate the existence of such motions and determine
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their stability within the in-phase subspace.
Bifurcation and Stability Analysis
To investigate the existence and stability of these periodic motions we apply the
two-variable expansion singular perturbation method to (2.1) to O() (see Chap-
ter 5 for a review of this perturbation method).
The resulting lowest-order asymptotic solutions to (2.1) are [19]
x0(t) = R1(η) cos (t− θ1(η))
y0(t) = R2(η) cos (t− θ2(η))
w0(t) = R3(η) cos (t− θ3(η))
where the amplitudes Ri and phases θi (for i = 1, 2, 3) are functionally dependent
on slow-time η = t. The slow-time evolution of the amplitudes and phases are
given by the 5-dimensional slow-flow [19]
dR1
dη
= −µR3
2
sinφ1 +
R1
2
(
1− R
2
1
4
)
dR2
dη
= −µR3
2
sinφ2 +
R2
2
(
1− R
2
2
4
)
dR3
dη
=
µR2
2
sinφ2 +
µR1
2
sinφ1 +
R3
2
(
1− R
2
3
4
)
(2.3)
dφ1
dη
=
µ
2
[
R2
R3
cosφ2 +
(
R1
R3
− R3
R1
)
cos φ1 − 1
]
− δ
dφ2
dη
=
µ
2
[
R1
R3
cosφ1 +
(
R2
R3
− R3
R2
)
cos φ2 − 1
]
− δ
where φ1 = θ3 − θ1 and φ2 = θ3 − θ2 are the phase-differences between the w- and
x- and w- and y-oscillators respectively. The 3-dimensional in-phase slow-flow is
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found by substituting R1 = R2 and φ1 = φ2 = φ into (2.3) to get ([18], [19], [20])
dR1
dη
= −µR3
2
sinφ+
R1
2
(
1− R
2
1
4
)
(2.4)
dR3
dη
= µR1 sin φ+
R3
2
(
1− R
2
3
4
)
(2.5)
dφ
dη
=
µ
2
[(
2R1
R3
− R3
R1
)
cosφ− 1
]
− δ (2.6)
An equilibrium point of the in-phase slow-flow represents a periodic motion living
in the in-phase subspace (2.2). Therefore questions on existence and stability
of phase-locked in-phase modes for (2.2) reduce to a study on the existence and
stability of equilibrium points for (2.4)-(2.6).
Unfortunately the nonlinear nature of the in-phase slow-flow equations does not
allow us to solve for equilibrium points in closed-form. Instead we set the right-
hand side of (2.4)-(2.6) equal to zero, and through algebraic manipulation of these
equations in MACSYMA R©, calculate analytic bifurcation curves in parameter
space corresponding to saddle-node (or infinite-period) and Hopf bifurcations of
in-phase slow-flow equilibrium points (see Appendix A for the derivations of these
curves). We also numerically locate two other bifurcation curves corresponding to
saddle-connection bifurcations and folds of limit cycles (see Figure 2.1).
Discussion
Numerical integration of the in-phase slow-flow equations reveals three qualita-
tively different types of dynamical behavior exhibited by (2.1) – (1) in-phase phase
drift, (2) weakly phase-locked in-phase motion, and (3) phase-locked in-phase mo-
tion. These motions are described as follows ([18],[19],[20]):
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Figure 2.1: Bifurcation curves for the in-phase slow-flow (2.4)-(2.6)
([18],[19],[20]). Labels indicate regions of parameter space with distinct dy-
namical behavior (see Table 2.1). See Appendix A for derivations of analytic
bifurcation curves. analytic saddle-node (or infinite-period) bifurcation curves
= triangular region boundaries; analytic Hopf bifurcation curves = parabolic
curves; numerical saddle-connection bifurcation curves = lower black dots;
numerical limit-cycle fold bifurcation curves = upper black dots.
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1. In-phase phase drift occurs when the phase difference φ(η) between the w-
oscillator and the x- and y-oscillators increases (or decreases) without bound.
In the in-phase slow-flow phase space this motion appears as a closed trajec-
tory (a limit cycle) that is cyclic in φ (see Figure 2.2) and is referred to as
an LCD.
2. A weakly phase-locked in-phase motion occurs when φ(η) is periodic. It is
represented in the in-phase slow-flow phase space by a limit cycle that is
topologically distinct from an LCD. Such motions are born in supercritical
Hopf bifurcations or in folds of limit cycles and are referred to as LCW’s.
3. A phase-locked in-phase mode is a motion where φ(η) remains constant.
These motions correspond to equilibrium points in the slow-flow phase space.
The dynamical features of the in-phase slow-flow found in each distinct region (see
Figure 2.1) of parameter space are summarized in Table 2.1.
We are interested in finding regions of δ-µ parameter space where stable phase-
locked in-phase modes for (2.1) exist. However, in this chapter we have only
investigated the dynamics found within the in-phase subspace (2.2). Therefore
identifying regions of parameter space where stable equilibrium points of the in-
phase slow-flow (2.4)-(2.6) exist does not provide sufficient information for us to
make any conclusions about the appropriateness of the system (2.1) for modeling
the experimental results. However, it does provide information about regions of
parameter space that meet the necessary conditions for exhibiting stable phase-
locked in-phase modes. That is, for a phase-locked in-phase mode to be stable it
must be stable within the in-phase subspace.
From Table 2.1 we see that stable equilibrium points exist in Regions III, IV, V,
Stable Equilibrium
LCD
LCW
R1
R3
φ
Figure 2.2: Three distinct types of dynamical features found in the in-phase
slow-flow ([18],[19],[20]).
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Table 2.1: Description of dynamical features of the in-phase slow-flow found
in different regions (see Figure 2.1) of parameter space ([18],[19],[20]).
Region Dynamical Features
I Two unstable equilibrium points and one stable LCD.
II Two unstable equilibrium points and one stable LCD.
III One stable and three unstable equilibrium points.
IV One stable and one unstable equilibrium point.
V Two stable and two unstable equilibrium points.
VI Two stable equilibrium points and an unstable LCD.
A & D Two unstable equilibrium points and a stable LCW.
B & C One stable and one unstable equilibrium point,
a stable LCW, and an unstable LCD/LCW.
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Figure 2.3: Regions of δ-µ parameter space where stable equilibrium points
of the in-phase slow-flow exist ([18],[19],[20]). These regions satisfy the nec-
essary condition for the existence of stable phase-locked in-phase modes for
(2.1). light gray = 1 stable equilibrium point; dark gray = 2 stable equilibrium
points.
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VI, B, and C (see Figure 2.3). For a given coupling strength µ stable phase-
locked in-phase modes can exist only if the frequency detuning δ is within a certain
interval. Inversely, given a frequency detuning δ there exists a minimum coupling
strength µ such that stable phase-locked in-phase modes can exist.
Note that in Regions V, VI, B, and C multiple stable phase-locked in-phase modes
for (2.2) exist. These regions appear to exist exclusively for parameter values
where the x- and y-oscillators have a higher natural frequency (and thus shorter
period) than the w-oscillator. That is, they appear to exist only when δ < 0.
Biologically this would imply that the ocular melatonin rhythms should have a
slightly shorter period of oscillation than the extra-ocular system ([18],[19],[20]).
Also, the existence of multiple stable phase-locked in-phase modes indicates a
dependence on initial conditions for which phase-locked in-phase mode the system
eventually tends to. This would suggest that in future experiments multiple light-
loadings be performed to place the ocular melatonin rhythms into different non-
in-phase motions and not just 180 degree out-of-phase motion.
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Chapter 3
Three Weakly Coupled VDP Oscillators:
Stability of In-Phase and Out-of-Phase Modes
In Chapter 2 the scope of our work, including stability results, was limited to
within the in-phase subspace (2.2). Unfortunately this is not sufficient to determine
whether the weakly coupled and detuned VDP system (2.1) exhibits behavior like
that found in the experiments. To make this determination we now investigate the
stability of phase-locked in-phase modes for (2.1) in the full phase space.
We begin by investigating the stability of in-phase slow-flow equilibrium points via
algebraic manipulation of the 5-dimensional slow-flow (2.3). Afterwards we verify
our perturbation results via numerical integration of the original system (2.1) and
Floquet theory. The result will be a reduced region of parameter space (from
that shown in Figure 2.3) where we predict stable phase-locked in-phase modes to
exist. Next we perform a numerical stability analysis on the out-of-phase mode
and find that it is unstable for all parameter values under consideration. Finally
we interpret our results within the context of the original experiments.
Stability Results via Perturbation Analysis
To investigate the full stability of a phase-locked in-phase mode let
(R1, R2, R3, φ1, φ2) = (r1, r1, r3, φ, φ) represent an undetermined in-phase slow-flow
equilibrium point for the 5-dimensional slow-flow (2.3). We ask for what parameter
values will this equilibrium point be stable. The linearization of the slow-flow in the
neighborhood of this equilibrium point is given by the Jacobian matrix evaluated
at this point. The characteristic polynomial of the Jacobian is of the form
λ5 + c4λ
4 + c3λ
3 + c2λ
2 + c1λ+ c0 = 0 (3.1)
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where the coefficients ci for i = 0 . . . 4 are functions of r1, r3, and φ. The equilibrium
point will be stable when all 5 roots of (3.1) have negative real parts. It will become
unstable when either (1) an eigenvalue crosses the origin on the real axis or (2) a
pair of complex eigenvalues crosses the imaginary axis.
An eigenvalue crosses the origin on the real axis when λ = 0 is a root of (3.1), i.e.
c0 = 0. We eliminate φ from this expression by solving (2.6) for cosφ and then by
multiplying (2.5) by r1, subtracting from it r3 times (2.4), and solving for sin φ to
get, respectively,
cosφ =
− (µ+ 2δ) r1r3
µ (r23 − 2r21)
(3.2)
sin φ =
r1r3 (r
2
3 − r21)
4µ (r23 + 2r
2
1)
(3.3)
The resulting equation in terms of r1 and r3 only is
r23
(
3r21r
6
3 − 4r63 − 15r41r43 + 20r21r43 − 16µ2r43 − 64δµr43 − 64δ2r43 + 24r61r23
−32r41r23 − 32µ2r21r23 − 128δµr21r23 − 128δ2r21r23 − 12r81 + 16r61
) (
11r21r
14
3
−12r143 − 45r41r123 + 24r21r123 − 48µ2r123 − 192δµr123 − 192δ2r123 + 16r123
+12r61r
10
3 + 108r
4
1r
10
3 − 384µ2r21r103 − 1536δµr21r103 − 1536δ2r21r103 − 48r21r103
+64µ2r103 + 256δµr
10
3 + 256δ
2r103 + 90r
8
1r
8
3 − 216r61r83 − 1248µ2r41r83
−4992δµr41r83 − 4992δ2r41r83 − 96r41r83 + 640µ2r21r83 + 2560δµr21r83 + 2560δ2r21r83
+132r101 r
6
3 − 288r81r63 − 2304µ2r61r63 − 9216δµr61r63 − 9216δ2r61r63 + 384r61r63
+2560µ2r41r
6
3 + 10240δµr
4
1r
6
3 + 10240δ
2r41r
6
3 − 504r121 r43 + 576r101 r43 + . . .
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. . .− 3072µ2r81r43 − 12288δµr81r43 − 12288δ2r81r43 + 5120µ2r61r43 + 20480δµr61r43
+20480δ2r61r
4
3 + 304r
14
1 r
2
3 + 192r
12
1 r
2
3 − 3072µ2r101 r23 − 12288δµr101 r23
−12288δ2r101 r23 − 768r101 r23 + 5120µ2r81r23 + 20480δµr81r23 + 20480δ2r81r23
−384r141 − 1536µ2r121 − 6144δµr121 − 6144δ2r121 + 512r121 + 2048µ2r101
)
+8192δµr101 + 8192δ
2r101 = 0 (3.4)
Next we eliminate the amplitude variables r1 and r3 from this equation to give
us an equation that depends only on the parameters δ and µ. To accomplish this
we need two more independent equations that are satisfied by in-phase slow-flow
equilibrium points. The first equation comes from using the trigonometric identity
cos2 φ+ sin2 φ = 1 on (3.2) and (3.3) to get
r21r
2
3 (µ+ 2δ)
2
µ2 (r23 − 2r21)2
+
r21r
2
3 (r
2
3 − r21)2
16µ2 (r23 + 2r
2
1)
2 = 1 (3.5)
The second equation results from multiplying (2.4) by 2r1 and adding to it r3 times
(2.5) to get
r23 + 2r
2
1 =
1
4
(
r43 + 2r
4
1
)
(3.6)
The process of eliminating r1 and r3 then proceeds as follows:
1. Simplify all three equations by substituting r1 =
√
ρ1 and r3 =
√
ρ3.
2. Eliminate ρ3 from equations (3.4) and (3.6) and then from (3.5) and (3.6).
3. Eliminate ρ1 from the two resulting equations and factor.
This yields 6 equations that represent possible bifurcation curves in δ-µ parameter
space. However, some of these equations will be extraneous solutions created
during the elimination of variables, while others will represent bifurcation curves
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we are not interested in (e.g. they will correspond to situations where there is
already an eigenvalue with positive real part and thus do not represent a change in
stability). In the end we are interested in only a single curve given by (see Figure
3.1)
11449µ10 + 23968δµ9 + 43360δ2µ8 + 2518µ8 + 45952δ3µ7 + 17708δµ7
+41920δ4µ6 + 38572δ2µ6 − 709µ6 + 25600δ5µ5 + 49920δ3µ5 + 2428δµ5
+13312δ6µ4 + 46464δ4µ4 + 8316δ2µ4 + 76µ4 + 4096δ7µ3 + 28672δ5µ3
+13312δ3µ3 − 560δµ3 + 1024δ8µ2 + 14336δ6µ2 + 10496δ4µ2 + 16δ2µ2
+4096δ7µ+ 4608δ5µ+ 1152δ3µ+ 64δµ+ 1024δ8 + 1536δ6 + 576δ4
+64δ2 = 0 (3.7)
Next we investigate whether the equilibrium point can lose its stability via a Hopf
bifurcation. Requiring a pair of purely imaginary roots for (3.1) requires its coef-
ficients to satisfy
c21c
2
4 + c0c
2
3c4 − c1c2c3c4 − 2c0c1c4 − c0c2c3 + c1c22 + c20 = 0 (3.8)
We follow the same procedure as before to eliminate the amplitudes r1 and r3
from (3.8). After substituting r1 =
√
ρ1 and r3 =
√
ρ3 we eliminate ρ3 from (3.5)
and (3.6). Then eliminating ρ3 from (3.6) and (3.8) results in an equation with 3
different factors. One of these factors (see (3.18) on page 24 in [19]) we can ignore
because it is satisfied by equilibrium points undergoing a Hopf bifurcation within
the invariant in-phase slow-flow subspace. Finally, eliminating ρ1 from the final
2 equations results in 3 equations representing possible Hopf bifurcation curves.
However, numerical investigation reveals that none of these equations represent
bifurcation curves we are interested in. Therefore Figure 3.1 shows the complete
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Figure 3.1: New bifurcation curve (3.7) (thick black line) for in-phase slow-
flow equilibrium points when considering stability in the full 5-dimensional
slow-flow phase space. Number of stable in-phase equilibrium points in each
region determined via numerical investigation. light gray = 1 stable in-phase
equilibrium point; dark gray = 2 stable in-phase equilibrium points.
stability results for in-phase slow-flow equilibrium points.
The Variational Equations
We now compare our perturbation results to numerical integrations of the original
system (2.1). We want to know if within our predicted regions of stability there
really do exist stable phase-locked in-phase modes for (2.1).
Let x(t) = y(t) = f(t) and w(t) = g(t) represent a phase-locked in-phase mode
for (2.1) with period τ . We now define a small perturbation to this motion as
α(t) = x(t)−f(t), β(t) = y(t)−f(t) and χ(t) = w(t)−g(t) and substitute this into
the system. Linearizing the resulting flow (since we assume small perturbations)
and using the fact that f(t) and g(t) are exact solutions to (2.1), we get the in-phase
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variational equations
α¨−  (1− f 2) α˙ + (1 + 2f f˙)α = µ (χ− α)
β¨ −  (1− f 2) β˙ + (1 + 2f f˙)β = µ (χ− β)
χ¨−  (1− g2) χ˙+ (p2 + 2gg˙)χ = µ (α + β − 2χ)
where p = 1+δ. We can rewrite this system in matrix-vector form (3.11), or more
compactly as
u˙ = [A(t)]u (3.9)
where u =
[
α(t) α˙(t) β(t) β˙(t) χ(t) χ˙(t)
]T
and [A(t)] is periodic with period
τ . The study of such linear systems with periodic coefficients is known as Floquet
Theory (see [17] or [3] for review). We are interested in the boundedness of the
trivial solution to (3.9) as this determines the stability of the phase-locked in-phase
mode we are perturbing off of.
Numerical Floquet Theory
To motivate our numerical investigation of (3.9) we now briefly review the basics
of Floquet Theory. We follow the discussion given in [17].
Let X(t) be a fundamental solution matrix for (3.9) with X(0) = I, where I is the
6× 6 identity matrix. Due to the periodic nature of the matrix A(t), substituting
t = t+ τ into X(t) produces a new fundamental solution matrix X(t+ τ). These
two fundamental solution matrices can be related via an invertible matrix C such
that
X(t+ τ) = X(t)C (3.10)
Substituting t = 0 into (3.10) yields the monodromy matrix C = X(τ), i.e. the
invertible matrix C can be found column-by-column via numerical integration of
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ddt


α
α˙
β
β˙
χ
χ˙


=


0 1 0 0 0 0
−µ − (1 + 2f f˙) (1− f 2) 0 0 µ 0
0 0 0 1 0 0
0 0 −µ − (1 + 2f f˙) (1− f 2) µ 0
0 0 0 0 0 1
µ 0 µ 0 −2µ− (p2 + 2gg˙) (1− g2)




α
α˙
β
β˙
χ
χ˙


(3.11)
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the system on the interval [0, τ ] for the six linearly independent initial conditions
given by the columns of the identity matrix. Substituting t = τ into (3.10) yields
X(2τ) = C2. If we continue this for n-periods we find that X(nτ) = Cn. Therefore
the long-term behavior of solutions to the system is intimately connected with the
matrix C.
We now assume that the matrix C has 6 linearly independent eigenvectors. Let
Y (t) be yet another fundamental solution matrix such that Y (t) = X(t)R, where
the columns of R are the 6 linearly independent eigenvectors of the matrix C.
Rewriting (3.10) in terms of Y (t) yields
Y (t+ τ) = Y (t)R−1CR = Y (t)Λ (3.12)
where Λ is a diagonal matrix with the eigenvalues of C on its diagonal. Thus the
ith column of (3.12) can be written as
Yi(t+ τ) = λiYi(t) (3.13)
We now look for a solution to (3.13) of the form Yi(t) = λ
kt
i pi(t) where k is an
unknown constant and pi is an unknown function. Substituting this into (3.13)
yields
λ
k(t+τ)
i pi(t+ τ) = λi
(
λkti pi(t)
)
This is satisfied when k = 1
τ
and pi(t) is some periodic function with period τ .
Thus our solution becomes Yi(t) = λ
t
τ
i pi(t) where pi(t+ τ) = pi(t).
Recall that (3.9) governs the behavior of perturbations to a phase-locked in-phase
mode for (2.1). For this mode to be considered stable the perturbations must
remain bounded as t→∞. From the discussion above we see that the boundedness
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of the perturbations will be determined by the eigenvalues λi of the matrix C. If
|λi| < 1 then Yi(t)→ 0 as t→∞. Likewise, if |λi| > 1 then Yi(t)→∞ as t→∞.
Therefore we require every eigenvalue of the matrix C to have norm less than or
equal to unity in order for the phase-locked in-phase mode to be stable.
To numerically determine the stability of a phase-locked in-phase mode we follow
the procedure set forth in [17]. We use MATLAB R© to perform our numerical
integrations. For each point in δ-µ parameter space we must perform the following
tasks:
1. Numerically calculate the phase-locked in-phase mode.
2. Calculate the period of this motion and store the data.
3. Compute the monodromy matrix.
4. Check the norm of the eigenvalues of the monodromy matrix.
We now briefly describe the code used to perform each of these steps. See Ap-
pendix B for our complete MATLAB code.
Step 1: Numerically calculate the phase-locked in-phase mode.
We begin by numerically integrating the in-phase subspace equations (2.2) using
MATLAB’s ode45 numerical integrator, with decreased tolerances and event loca-
tion (see Figure 3.2).
opt ion s = odeset ( ’ Events ’ ,@EVENTS, ’AbsTol ’ ,1 e−7, ’ RelTol ’ ,1 e−4);
s o l = ode45 ( @inphase , [ 0 1250 ] , [ 0 ; 2 ; −2 ; − . 1 ] , options , parameters ) ;
Figure 3.2: MATLAB code for numerically calculating the phase-locked in-
phase mode.
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function [ value , i s t e rm ina l , d i r e c t i o n ] = EVENTS( t , y , p)
va lue = y ( 1 ) ;
i s t e rm i n a l = 0 ;
d i r e c t i o n = +1;
Figure 3.3: MATLAB code for the EVENT function.
The EVENT function (see Figure 3.3) is defined to detect every time the x-oscillator
equals zero. The recorded events will be used to determine when the integrator has
reached a steady-state solution. The function returns three values – value = y(1)
signifies that we are interested in when the first state variable, i.e. x(t), crosses zero,
isterminal = 0 tells the integrator not to stop when the event is encountered,
and direction = +1 tells the integrator only to record instances where the event
occurs with a positive slope.
The subfunction inphase defines the differential equations (2.2). The timespan for
integration and initial conditions were chosen because they start the integration
close to the in-phase mode for a wide range of parameter values and allow enough
time for steady-state motion to be reached. The numerically computed solution is
then stored in the structure sol.
Step 2. Calculate the period of this motion and store the data.
The second step is to calculate the period of the in-phase mode using the calcu-
late_period function (see Figure 3.4). The function takes as input the output of
a Matlab numerical integrator in structure format. We place as much of our code
as possible into separate subfunctions, as opposed to creating a script file with one
large for loop, for purposes of efficiency [11]. This is particularly important since
we will be calling many of our subfunctions multiple times.
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function [ per iod , beg in t ime ] = ca l c u l a t e p e r i o d ( s o l )
i n t e r v a l s = abs ( di f f ( s o l . ye , 1 , 2 ) ) ;
i n d i c e s = find ( vnorm( i n t e r v a l s , 1 ) < 1e−3);
i f ˜isempty ( i n d i c e s )
per iod = s o l . xe ( i n d i c e s (end ) ) − s o l . xe ( i n d i c e s (end)−1);
beg in t ime = s o l . xe ( i n d i c e s (end)−1);
else
per iod = 0 ;
beg in t ime = 0 ;
end
Figure 3.4: MATLAB code for the calculate_period function.
The solution structure sol contains two important fields - sol.ye is a 4 x n
vector where each column represents the state of the system when an event was
encountered and sol.xe is a 1 x n vector containing the times at which the events
occured. Here n represents the number of times the specified event occurred during
the numerical integration performed in the first step.
First we calculate the absolute values of the differences between state variables at
successive event occurrences and store the result in intervals. In theory the first
row of intervals should be all zeros since an event occurrence is defined by the
first state variable vanishing. Next we find the indices of intervals where the
norm of the state variable differences is less than 1e-3. This is our criteria for
when a steady-state periodic motion has been reached and was chosen via trial-
and-error to balance computational time and numerical accuracy. The function
vnorm allows for easy computation of vector norms column-by-column [21].
Assuming the numerical integration reached a steady-state periodic motion we
calculate the period of the motion and the time at which the motion begins. The
begin_time variable will be used in the next step. If no steady-state is found we
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return a period and beginning time equal to 0 and then skip to the next parameter
pair.
Step 3. Compute the monodromy matrix.
Before computing the monodromy matrix we first compute a numerical represen-
tation of the phase-locked in-phase mode (see Figure 3.5).
i n t e r v a l = [ begin t ime − . 0 1 : . 0 1 : beg in t ime+per iod + .01 ] ;
inphase mode = [ i n t e r va l ’ deva l ( so l , i n t e r v a l ) ’ ] ;
Figure 3.5: MATLAB code for computing a numerical representation of the
phase-locked in-phase mode.
The variable interval contains a vector of times for one period of the periodic
motion. We input this vector along with the solution structure sol into the built-
in MATLAB function deval. deval will evaluate the in-phase mode at .01 time
intervals using the solution structure. We save the result in inphase_mode.
Now we can compute the monodromy matrix using the monodromy_matrix function
(see Figure 3.6). This function takes as input the computed in-phase mode and its
computed period, the time at which the motion begins, and the system parameters
required for numerically integrating the variational equations (3.11) (i.e. , δ, and
µ).
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function C = monodromy matrix( per iod , begin t ime , . . .
inphase mode , parameters )
C = zeros ( 6 , 6 ) ;
I = eye ( 6 ) ;
op t i on s = odeset ( ’AbsTol ’ ,1 e−7, ’ RelTol ’ ,1 e−4);
for i = 1 :6
[T,Y] = ode45 ( @ inphase var i a t i ona l , [ 0 per iod ] , I ( : , i ) , . . .
options , begin t ime , inphase mode , parameters ) ;
C( : , i ) = Y(end , : ) ’ ;
end
Figure 3.6: MATLAB code for the monodromy_matrix function.
For the numerical integration of the linearized variational equations we use the
same tolerances as before. From Floquet theory we know that the ith column of
the monodromy matrix can be found by integrating the variational equations for
one period with an initial condition equal to the ith column of the identity matrix.
We pass the numerically computed in-phase mode to the function inphase_-
variational since the coefficients in (3.11) involve the steady-state solution. In-
side this function we need to linearly interpolate points within the steady-state
solution at each step of the integration (see Figure 3.7).
temp = in te rp1q ( inphase mode ( : , 1 ) , inphase mode ( : , 2 : 5 ) , . . .
beg in t ime+t ) ;
Figure 3.7: MATLAB code for linearly interpolating points within the
steady-state solution.
An alternative approach would be to pass the solution structure sol to the function
and use deval. While this would be a more precise method of interpolation, it
is much more computationally expensive. Therefore we instead use the built-in
function interp1q, which is a fast version of linear interpolation.
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Step 4. Check the norm of the eigenvalues of the monodromy matrix.
Finally we check the eigenvalues of the monodromy matrix to determine bounded-
ness (see Figure 3.8). Our criteria for boundedness is that the largest eigenvalue
must have modulus less than 1e-3 greater than unity.
e i g enva lu e s = sort ( eig (C) ) ;
i f ( ( abs ( e i g enva lu e s (end))−1) > 1e−3)
r e s u l t s ( counter , : ) = [ d e l t a mu 1 per iod . . .
abs ( e i g enva lu e s (end ) ) ] ;
counter = counter + 1 ;
else
r e s u l t s ( counter , : ) = [ d e l t a mu 2 per iod . . .
abs ( e i g enva lu e s (end ) ) ] ;
counter = counter + 1 ;
end
Figure 3.8: MATLAB code for computing the eigenvalues of the monodromy
matrix C and checking the norm of the largest eigenvalue.
No matter if our criteria for stability is met or not we record the parameter pair,
the stability result, the period of the computed in-phase mode, and the absolute
value of largest eigenvalue before moving on to the next parameter pair.
Discussion
The initial results from our numerical Floquet analysis are shown in Figure 3.9.
Recall from Table 2.1 that Regions V and VI contain two stable equilibrium points
and therefore are expected to contain two distinct phase-locked in-phase modes.
Unfortunately our MATLAB code was written to test only the stability of a single
phase-locked in-phase mode for each pair of parameters. Therefore we modify our
code slightly so that it tests for two distinct modes in these regions (see Figure
3.10).
There is excellent agreement between our numerical and perturbation results for
δ < 0. Comparing Figures 3.1 and 3.9 shows that the perturbation results accu-
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rately predict the transition between stable drift motion and stable phase-locked
in-phase motion (e.g. the transition from Region II to Region IV, see Figure 2.1).
Furthermore, (3.7) appears to correctly predicts the loss of stability for the in-
phase mode. For δ > 0 our results start to differ as µ increases. Specifically,
it appears that the Hopf bifurcation curve (A.6) does not predict the transition
from stable drift to stable phase-locking accurately for µ > 0.2. However, this
discrepancy might also be explained by the initial integration interval used in our
MATLAB code to calculate the phase-locked in-phase mode being too small for
these parameter values.
Another discrepancy between our numerical and analytical results can be seen in
Figure 3.10. While our analytic results predict a transition from 0 to 2 stable
in-phase modes in Regions V and VI, the computed bifurcation curve does not
accurately separate the various transition regions. Furthermore we did not predict
such a transition between Regions IV and VI while the numerical results indicate
such a transition exits.
Our numerical Floquet results support the conclusions of our perturbation analysis.
From Figure 3.1 we see that the regions of parameter space where phase-locked
in-phase modes exist for (2.1) is reduced from that shown in Figure 2.3. This is
expected since our results from Chapter 2 only considered stability within the in-
phase subspace (2.2). We can now conclude that the weakly coupled VDP system
(2.1) does exhibit behavior similar to that seen in the experiments. Furthermore
there are parameter regions where (2.1) exhibits two different stable phase-locked
in-phase modes and these regions appear to exist exclusively for δ < 0.
Existence and Stability of the Out-of-Phase Mode
We now turn our attention to the existence and stability of the out-of-phase mode
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Figure 3.9: Initial results from numerical Floquet analysis. Black curves
represent saddle-node (or infinite-period) and Hopf bifurcation curves for the
in-phase slow-flow (2.4). stable in-phase mode = plus sign; unstable in-phase
mode = dot; no in-phase mode exists = blank.
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Figure 3.10: Results from second numerical Floquet analysis concentrating
on regions where two stable phase-locked in-phase modes are predicted to
exist. 2 stable in-phase modes = circle; 1 stable in-phase mode = plus sign; 0
stable in-phase modes = dot; 1 or fewer in-phase modes exist = blank.
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for (2.1). The out-of-phase subspace is defined by setting x (t) = −y (t) in (2.1).
However, for (2.1) to remain consistent we must also require w(t) = 0 for all time t.
Therefore the dynamics of the out-of-phase subspace are governed by the reduced
2-dimensional flow
x¨−  (1− x2) x˙+ (1 + µ) x = 0 (3.14)
The out-of-phase mode will be an exact periodic solution for (3.14). Since (3.14) is
the equation of motion for an uncoupled VDP oscillator with frequency
√
1 + µ,
the out-of-phase mode exists for all  > 0 [25]. Here we assume that the frequency
remains positive. It is interesting to note that if we relax this assumption the exis-
tence of the out-of-phase mode depends on an inversely-proportional relationship
between the parameters  and µ that must be satisfied.
With existence proven, we now investigate the stability of the out-of-phase mode.
Unfortunately we cannot use the 5-dimensional slow-flow (2.3) since it is not prop-
erly defined when w(t) = 0. Therefore we only undertake a numerical stability
analysis via Floquet theory (following the same procedure and using essentially
the same MATLAB code as previously described).
Let x(t) = f(t), y(t) = −f(t) and w(t) = 0 be an out-of-phase mode for (2.1) with
period τ . We now define a small perturbation to this motion as α(t) = x(t)− f(t),
β(t) = y(t) + f(t) and χ(t) = w(t) − 0 and substitute this into the system.
Linearizing the resulting flow (once again assuming small perturbations) and us-
ing the fact that the out-of-phase mode is an exact solution for (2.1) we get
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ddt


α
α˙
β
β˙
χ
χ˙


=


0 1 0 0 0 0
−µ− (1 + 2f f˙) (1− f 2) 0 0 µ 0
0 0 0 1 0 0
0 0 −µ − (1 + 2f f˙) (1− f 2) µ 0
0 0 0 0 0 1
µ 0 µ 0 −2µ − p2 




α
α˙
β
β˙
χ
χ˙


(3.15)
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Figure 3.11: Stability results for the out-of-phase mode via numerical Flo-
quet theory for  = 0.1. The out-of-phase mode exists and is unstable for all
tested parameter values. unstable = dot.
the out-of-phase variational equations
α¨−  (1− f 2) α˙ + (1 + 2f f˙)α = µ (χ− α)
β¨ −  (1− f 2) β˙ + (1 + 2f f˙)β = µ (χ− β)
χ¨− χ˙ + p2χ = µ (α + β − 2χ)
where p = 1+ δ. We rewrite the system in vector form (3.15) or more compactly
as
u˙ = [A(t)]u (3.16)
where u =
[
α(t) α˙(t) β(t) β˙(t) χ(t) χ˙(t)
]T
and [A(t)] is periodic with period
τ . After modifying our MATLAB code to work with the out-of-phase variational
equations we perform numerical Floquet analyses for  = 0.1 and  = 0.7. Our first
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analysis shows that for all tested parameter values in δ-µ parameter space the out-
of-phase mode exists and is unstable (see Figure 3.11). Furthermore, increasing
the nonlinearity parameter  to  = 0.7 does not alter this conclusion.
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Chapter 4
Three Coupled Phase Oscillators
In Chapters 2 and 3 VDP oscillators were used to model the avian circadian
system mainly because of their ubiquitous use in biological modeling. Also, it
has been shown [1] that with a few simple assumptions the biochemical basis of a
circadian rhythm in free-running conditions can be reduced to such an oscillator
with constant forcing. However, we have no other biological basis for assuming
such an oscillator is the best model for the endogenous melatonin rhythms found
in the eyes of Japanese quail or for the neuroendocrine loop [2], consisting of the
pineal and SCN, considered here to be a single extra-ocular oscillator.
In this chapter we focus on two simpler, lower dimensional models for the avian
circadian system where each melatonin rhythm is mathematically modeled as a
phase oscillator, i.e. a one degree-of-freedom oscillator whose current state is de-
termined by its phase relative to some origin and whose amplitude is eliminated
from consideration.
Considering simpler, lower dimensional models allows us to investigate the dynam-
ics of the system more completely and accurately. That is, we will not be limited
to the study of in-phase modes alone, but all solutions, including those not within
the in-phase subspace. This will provide us with more information for determining
if these models exhibit behavior like that found in the experiments.
First Coupled Phase Oscillator Model
For our first coupled phase oscillator model we return to the 5-dimensional slow-
flow (2.3) derived from the weakly coupled VDP system (2.1) and drop the slow-
flow amplitude equations from consideration and focus only on the slow-flow phase
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equations
φ˙1 =
µ
2
[
R2
R3
cosφ2 +
(
R1
R3
− R3
R1
)
cosφ1 − 1
]
− δ (4.1)
φ˙2 =
µ
2
[
R1
R3
cosφ1 +
(
R2
R3
− R3
R2
)
cosφ2 − 1
]
− δ
where φ1 = θ3 − θ1 and φ2 = θ3 − θ2 are the phase-differences between the w- and
x- and w- and y-oscillators respectively. We now consider the phase-differences
to evolve on the normal time-scale (as opposed to slow-time) and thus a “dot”
denotes differentiation with respect to time t. We simplify (4.1) by assuming the
“amplitudes” are equal to a VDP oscillator’s uncoupled amplitude, i.e. R1 = R2 =
R3 = 2, giving us the reduced 2-dimensional coupled phase oscillator system
φ˙1 =
µ
2
[cos φ2 − 1]− δ (4.2)
φ˙2 =
µ
2
[cos φ1 − 1]− δ
Note that this system is suggested by but not derivable from the weakly coupled
VDP system (2.1) (i.e. R1 = R2 = R3 = 2 is not in general a solution to (2.3)).
An exact solution to (4.2) evolves on a torus since both φ1 and φ2 are cyclic
with period 2pi. An equilibrium point (φ1, φ2) = (φ
∗
1, φ
∗
2) for (4.2) represents a
phase-locked motion. An in-phase mode for (4.2) will be an exact solution with
φ1(t) = φ2(t) = φ(t). Therefore a phase-locked in-phase mode for (4.2) will be
represented by an equilibrium point with φ∗1 = φ
∗
2 = φ
∗.
We begin by investigating under what conditions do there exist equilibrium points
for (4.2). Setting the right-hand side of (4.2) equal to zero, we solve for cosφ∗i (for
i = 1, 2) to get
cosφ∗i = 1 +
2δ
µ
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Figure 4.1: Region of δ-µ parameter space defined by (4.4) where phase-
locked motions for (4.2) exist. Outside this region there exist only drift mo-
tions. phase-locking region = gray.
This equation results in a pair of values for φ∗i if and only if
∣∣∣∣1 + 2δµ
∣∣∣∣ < 1 (4.3)
By rewriting this as the interval
−µ < δ < 0 (4.4)
we see that (4.3) defines a region of δ-µ parameter space within which equilibrium
points for (4.2) exist. That is, it defines the phase-locking region (i.e. the region
where phase-locked motions for (4.2) exist) of δ-µ parameter space (see Figure 4.1).
Outside this region there are no equilibrium points for (4.2) and there exist only
drift motions.
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We now solve for the equilibrium points of (4.2) in closed-form (see Table 4.1). Note
that φ∗1 = φ
∗
2 = φ
∗ for EQPT1 and EQPT2 and therefore these two equilibrium
points represent distinct phase-locked in-phase modes for (4.2), while EQPT3 and
EQPT4 represent non-in-phase solutions.
To determine the stability of an equilibrium point (φ∗1, φ
∗
2) we linearize the flow
(4.2) about the equilibrium point. This linearized flow is given by the Jacobian
matrix evaluated at the equilibrium point.

 0 −µ2 sinφ∗2
−µ
2
sinφ∗1 0

 (4.5)
The stability of the equilibrium point is determined by the eigenvalues of (4.5)
which are given in Table 4.2.
From Table 4.2 we see that λ1 = −λ2 for all 4 equilibrium points. Furthermore,
since the existence of equilibrium points implies (4.3), we conclude that EQPT1 and
EQPT2 have two real eigenvalues of opposite sign and therefore are saddles while
EQPT3 and EQPT4 have purely imaginary eigenvalues and thus are nonlinear
centers (see Figure 4.2). Numerical integration of (4.2) for parameters within the
phase-locking region defined by (4.4) reveals that all solution trajectories exhibit
either drift motion or a weakly phase-locked motion (see Figure 4.3).
From our analysis we must conclude that (4.2) is an inappropriate model for the
experiments. We have shown that within the phase-locking region of parameter
space defined by (4.4) all phase-locked in-phase modes are unstable. There ex-
ist stable non-in-phase motions as well. Therefore the model does not meet the
necessary criteria for it to exhibit behavior like that in the experiments.
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Table 4.1: The 4 equilibrium points of the system (4.2).
EQPT (φ∗1,φ
∗
2)
1
(
cos−1
(
1 + 2δ
µ
)
, cos−1
(
1 + 2δ
µ
))
2
(
2pi − cos−1
(
1 + 2δ
µ
)
, 2pi − cos−1
(
1 + 2δ
µ
))
3
(
2pi − cos−1
(
1 + 2δ
µ
)
, cos−1
(
1 + 2δ
µ
))
4
(
cos−1
(
1 + 2δ
µ
)
, 2pi − cos−1
(
1 + 2δ
µ
))
Table 4.2: The eigenvalues of the 4 equilibrium points of the system (4.2).
EQPT λ1 λ2
1,2 −µ
2
√
1−
(
2δ
µ
+ 1
)2
µ
2
√
1−
(
2δ
µ
+ 1
)2
3,4 −µ
2
√(
2δ
µ
+ 1
)2
− 1 µ
2
√(
2δ
µ
+ 1
)2
− 1
44
p1 ’ = (mu/2) (cos(p2) − 1) − delta
p2 ’ = (mu/2) (cos(p1) − 1) − delta
delta = − .1
mu = .3
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Figure 4.2: Phase diagram [15] for (4.2) with parameter values δ = −0.1,
µ = 0.3. There exist 4 equilibrium points – 2 in-phase saddles (EQPT1 and
EQPT2) and 2 non-in-phase nonlinear centers (EQPT3 and EQPT4).
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Figure 4.3: Numerical integrations for the system (4.2) with parameter values δ = −0.1, µ = 0.3. This parameter pair
lies inside the phase-locking region defined by (4.4) and the plots represent stable weakly phase-locked and drift motion
respectively. φ1(t) = solid line; φ2(t) = dashed line.
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Second Phase Oscillator Model
We now investigate a second coupled phase oscillator model based off the slow-flow
phase equations (4.1). We modify our approach from the first coupled phase oscil-
lator model (4.2) by no longer assuming R1 = R2 = R3 = 2 since we have shown
this leads to an inappropriate model for the experiments. Instead, we introduce
two new parameters, A and B, defined as the ratios of the “amplitudes” in (4.1),
i.e.
A =
R3
R1
B =
R3
R2
The resulting 2-dimensional coupled phase oscillator system is given by
φ˙1 =
µ
2
[
1
B
cosφ2 + (
1
A
− A) cosφ1 − 1
]
− δ (4.6)
φ˙2 =
µ
2
[
1
A
cosφ1 + (
1
B
− B) cosφ2 − 1
]
− δ
where φ1 = θ3 − θ1 and φ2 = θ3 − θ2 are the phase-differences between the w-
and x- and w- and y-oscillators respectively and a “dot” denotes differentiation
with respect to time t. For our modeling purposes we require the existence of an
in-phase mode for (4.6). Substituting φ1(t) = φ2(t) = φ(t) into (4.6) we find that
B = A. Thus our final 2-dimensional coupled phase oscillator system is given by
φ˙1 =
µ
2
[
1
A
cosφ2 + (
1
A
− A) cosφ1 − 1
]
− δ (4.7)
φ˙2 =
µ
2
[
1
A
cosφ1 + (
1
A
− A) cosφ2 − 1
]
− δ
and depends on the three parameters A, δ, and µ. We restrict our analysis to µ > 0
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and A > 0. An exact solution to (4.7) evolves on a torus since both φ1 and φ2 are
cyclic with period 2pi. An equilibrium point (φ1, φ2) = (φ
∗
1, φ
∗
2) for (4.7) represents
a phase-locked motion. An in-phase mode for (4.7) will be an exact solution with
φ1(t) = φ2(t) = φ(t). Therefore a phase-locked in-phase mode will be represented
by an equilibrium point with φ∗1 = φ
∗
2 = φ
∗.
The following analysis closely follows that for the first coupled phase oscillator
model. Once again we begin by investigating under what conditions do there exist
equilibrium points for (4.7). Setting the right-hand side of (4.7) equal to zero, we
solve for cosφ∗i (for i = 1, 2) to get
cosφ∗i = −
A(µ + 2δ)
(A2 − 2)µ
This equation results in a pair of values for φ∗i if and only if
∣∣∣∣−A(µ+ 2δ)(A2 − 2)µ
∣∣∣∣ < 1 (4.8)
By rewriting this as the intervals
f2(A)µ < δ < f1(A)µ (4.9)
for A <
√
2, and
f1(A)µ < δ < f2(A)µ (4.10)
for A >
√
2, where
f1(A) = −(A− 1)(A+ 2)
2A
f2(A) =
(A− 2)(A+ 1)
2A
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we see that (4.8) defines a region of δ-µ parameter space within which equilibrium
points for (4.7) exist. That is, given the parameter A, (4.10) or (4.9) (depending on
the value of A) defines the phase-locking region of δ-µ parameter space (see Figure
4.4). Outside this region there are no equilibrium points for (4.7) and there exist
only drift motions. Note that substituting A = 1 into (4.9) defines a phase-locking
region equal to (4.4). That is, the first coupled phase oscillator model (4.2) is a
special case for (4.7) when A = 1.
We now solve for the equilibrium points of (4.7) in closed-form (see Table 4.3). Note
that φ∗1 = φ
∗
2 = φ
∗ for EQPT1 and EQPT2 and therefore these two equilibrium
points represent distinct phase-locked in-phase modes for (4.7), while EQPT3 and
EQPT4 represent non-in-phase solutions.
To determine the stability of an equilibrium point (φ∗1, φ
∗
2) we linearize the flow
(4.7) about the equilibrium point. This linearized flow is given by the Jacobian
matrix evaluated at the equilibrium point.

A
2
−1
2A
µ sinφ∗1 − µ2A sinφ∗2
− µ
2A
sinφ∗1
A2−1
2A
µ sinφ∗2

 (4.11)
The stability of the equilibrium point is determined by the eigenvalues of (4.11).
Since we are most interested in the stability of phase-locked in-phase modes we
investigate the stabilities of EQPT1 and EQPT2 first. Substituting φ∗1 = φ
∗
2 = φ
∗
in (4.11) its eigenvalues are
λ1 =
A2 − 2
2A
µ sinφ∗
λ2 =
A
2
µ sinφ∗
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Recall that we have restricted our analysis to µ > 0 and A > 0. Also notice
that both eigenvalues have the common factor µ sinφ∗. There are two cases to
consider - A <
√
2 and A >
√
2. For the former case the coefficients of µ sinφ∗1
have opposite signs and therefore both equilibrium points will be saddles. In the
latter case the coefficients will both be positive and stability will be determined
via the sign of sin φ∗. From Table 4.3 we see that for EQPT1 φ∗ < pi (since the
range of the arccosine function is [0, pi]) and so both its eigenvalues will be positive
while for EQPT2 φ∗ > pi and therefore both its eigenvalues will be negative. We
conclude that there exists a stable in-phase mode (EQPT2) for (4.7) when A >
√
2
and δ and µ lie within the phase-locking region defined by (4.10) (see Figure 4.5).
It is also worth noting that the region defined by (4.10) where stable phase-locked
in-phase modes are found exists exclusively for δ < 0 when
√
2 < A < 2.
Next we investigate the stability of the non-in-phase equilibrium points EQPT3
and EQPT4. The eigenvalues of (4.11) are
λ1 = − µ
4
√
2A
[(
(2A4 − 4A2 − 2) cos (φ∗2 + φ∗1) + (−2A4 + 4A2 + 2) cos (φ∗2 − φ∗1)
+(−A4 + 2A2 − 1) cos (2φ∗2) + (−A4 + 2A2 − 1) cos (2φ∗1) + 2A4 − 4A2
+2)
1
2 −
√
2A2 sinφ∗2 +
√
2 sinφ∗2 −
√
2A2 sin φ∗1 +
√
2 sin φ∗2
]
λ2 =
µ
4
√
2A
[(
(2A4 − 4A2 − 2) cos (φ∗2 + φ∗1) + (−2A4 + 4A2 + 2) cos (φ∗2 − φ∗1)
+(−A4 + 2A2 − 1) cos (2φ∗2) + (−A4 + 2A2 − 1) cos (2φ∗1) + 2A4 − 4A2
+2)
1
2 +
√
2A2 sin φ∗2 −
√
2 sinφ∗2 +
√
2A2 sinφ∗1 −
√
2 sin φ∗2
]
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Figure 4.4: Regions of δ-µ parameter space where phase-locked motions exist for (4.7) when A = 1
2
(left) and A = 3
(right). Outside these regions there exist only drift motions. phase-locking region = gray.
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Table 4.3: The 4 equilibrium points of the flow (4.7).
EQPT (φ∗1,φ
∗
2)
1
(
pi − cos−1
(
A(µ+2δ)
(A2−2)µ
)
, pi − cos−1
(
A(µ+2δ)
(A2−2)µ
))
2
(
pi + cos−1
(
A(µ+2δ)
(A2−2)µ
)
, pi + cos−1
(
A(µ+2δ)
(A2−2)µ
))
3
(
pi − cos−1
(
A(µ+2δ)
(A2−2)µ
)
, pi + cos−1
(
A(µ+2δ)
(A2−2)µ
))
4
(
pi + cos−1
(
A(µ+2δ)
(A2−2)µ
)
, pi − cos−1
(
A(µ+2δ)
(A2−2)µ
))
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t
Figure 4.5: Numerical integration for (4.7) with parameter values A = 3, δ =
−0.1, µ = 0.3 exhibiting a stable phase-locked in-phase mode (EQPT2). φ1(t)
= solid line; φ2(t) = dashed line.
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p1 ’ = (mu/2) ((1/A) cos(p2) + ((1/A) − A) cos(p1) − 1) − delta
p2 ’ = (mu/2) ((1/A) cos(p1) + ((1/A) − A) cos(p2) − 1) − delta
delta = − .1
mu = .3
A = 3
 
 
 
0 1 2 3 4 5 6
0
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2
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p1
p2
Figure 4.6: Phase diagram [15] for (4.7) with parameter values A = 3, δ =
−0.1, µ = 0.3. There exist 4 equilibrium points – 1 in-phase source (EQPT1),
1 in-phase sink (EQPT2) and 2 non-in-phase saddles (EQPT3 and EQPT4).
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We simplify these expressions using Table 4.3 and trigonometric identities to
λ1 = −µ
√
A2 − 2
2
√
2
√
1− cos (2x)
λ2 =
µ
√
A2 − 2
2
√
2
√
1− cos (2x)
for both EQPT3 and EQPT4, where
x = pi − cos−1
(
A(µ+ 2δ)
(A2 − 2)µ
)
Note that λ1 = −λ2. Once again there are two cases to consider - A <
√
2 and
A >
√
2. For the former case the factor
√
A2 − 2 will be imaginary and EQPT3
and EQPT4 will be nonlinear centers. In the latter case this factor will be real
and EQPT3 and EQPT4 will be saddles (see Figure 4.6).
Unlike the first coupled phase oscillator model (4.2), this model exhibits behavior
similar to that of the experiments. In particular, there exists a region of parameter
space defined by (4.10) and A >
√
2 where there exists a stable phase-locked in-
phase mode for (4.7). Furthermore, there exist no other stable dynamical features
in this region. This model highlights the possible importance of the amplitudes of
the respective oscillators for the existence of a stable phase-locked in-phase mode
for the weakly coupled VDP system (2.1). Also, two qualitative comparisons can
be made between this model and the weakly coupled VDP model (2.1). First,
for both models the region of parameter space where stable phase-locked in-phase
modes exist is not symmetric about the δ = 0 axis but shifted left towards the
second quadrant of parameter space. For this system this region exists exclusively
for δ < 0 when
√
2 < A < 2. Secondly, this system exhibits only a single stable
phase-locked in-phase mode while the VDP system exhibits two stable phase-locked
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in-phase modes for certain regions of parameter space.
We believe the success, according to our definition, of this model provides incentive
for further study of more general phase oscillator models for the avian circadian
system.
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Chapter 5
Three Strongly Coupled VDP Oscillators
In Chapters 2 and 3 we investigated the dynamics in the in-phase subspace of
the weakly coupled and detuned VDP system (2.1) via the two-variable expansion
perturbation method and numerical Floquet theory and successfully determined
regions of parameter space where stable phase-locked in-phase modes for (2.1)
exist. Unfortunately we cannot expand our analysis to the complete dynamics of
(2.1) due to computational complexity as a result of the 5-dimensional slow-flow’s
large dimensional size.
As an alternative to the VDPmodel, inChapter 4 we proposed two simpler, lower
dimensional coupled phase oscillator models for which we could study the complete
dynamics. Now in this chapter we return to the VDP model but now consider the
oscillators to be strongly coupled and detuned. This change in parameter regimes
has the significant effect of simplifying the mathematics required for studying the
complete dynamics of the system. That is, we will now be able to determine the
existence and stability of all motions exhibited by the system and not just those
living in the in-phase subspace.
In this chapter we study a system of three strongly coupled weakly-nonlinear (
1) VDP oscillators (x, y, and w)
x¨− (1− x2)x˙+ x = µ(w − x)
y¨ − (1− y2)y˙ + y = µ(w − y) (5.1)
w¨ − (1− w2)w˙ + (1 + ∆)w = µ(x+ y − 2w)
where a“dot”denotes differentiation with respect to time t. The x- and y-oscillators
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are taken to have identical uncoupled linear angular frequencies of unity while that
of the w-oscillator is detuned from unity via the parameter ∆. The coupling be-
tween the oscillators is linear in the displacements with coupling parameter µ. The
coupling and detuning are now considered“strong”in the sense that the parameters
∆ and µ are O(1).
Our analysis of (5.1) will differ from that discussed in Chapter 2 in two signifi-
cant ways. The linear  = 0 system is now comprised of coupled simple harmonic
oscillators and we will first need to perform a linear transformation into the linear
normal mode coordinates for this system before applying any singular perturba-
tion methods. Also, our bifurcation and stability results will be simplified by the
introduction of a new parameter representing the ratio of detuning to coupling in
the system.
Our analysis is motivated by and closely follows that of Storti & Rand ([23],[24])
where a similarly defined system of two coupled VDP oscillators was studied (see
Chapter 6 for a review of their results).
Linear Normal Modes
We begin by rewriting the system (5.1) in matrix form as


x¨
y¨
w¨

+


1 + µ 0 −µ
0 1 + µ −µ
−µ −µ 2µ+ 1 +∆




x
y
w

 = 




1 0 0
0 1 0
0 0 1

−


x2 0 0
0 y2 0
0 0 w2






x˙
y˙
w˙


or more compactly as
u¨+ [A]u = 
(
[I]− [χ2]) u˙ (5.2)
where u =
[
x(t) y(t) w(t)
]T
. Setting  = 0, (5.2) reduces to the homogeneous
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linear system
u¨+ [A]u = 0 (5.3)
We now perform a linear normal mode analysis on (5.3). First we introduce a new
parameter, s, defined as
s =
∆
2µ
(5.4)
The parameter s can be thought of as a measure of the ratio of detuning to coupling
in the system. Next, we define new normal mode coordinates vi(t) via the linear
transformation
u = [S]v =


1 1 1
1 −1 1
α 0 β

v (5.5)
where v =
[
v1(t) v2(t) v3(t)
]T
, α = −1
2
− s +
√
9
4
+ s+ s2, and β = −1
2
− s −√
9
4
+ s+ s2 (see Figure 5.1 for a comparison between α and β). Each column of
the transformation (or change-of-basis) matrix [S] is by definition an eigenvector
of the matrix [A]. From left to right, and smallest to largest, the eigenvalues
associated with each eigenvector are
λ1 = 1 + µ
(
3
2
+ s−
√
9
4
+ s+ s2
)
λ2 = 1 + µ (5.6)
λ3 = 1 + µ
(
3
2
+ s+
√
9
4
+ s+ s2
)
Notice that while the eigenvalues depend on both µ and s, the transformation
matrix [S] depends only on the new parameter s. Furthermore, it is critical to note
that the above definitions for α, β, λ1, and λ3 are correct only when restricting
µ > 0. For example, letting α+ and α− denote the values of α for positive and
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negative µ respectively, we find that α+ = α and α− = β. Likewise, for the other
variables we have β− = α, λ−1 = λ3, and λ
−
3 = λ1.
Rewriting (5.2) in terms of the normal mode coordinates we have
[S] v¨ + [A] [S]v = 
(
[I]− [χ2]) [S] v˙
where the appropriate substitutions have been made (via (5.5)) in the matrix [χ2].
Left multiplying both sides by [S−1] then yields
v¨ + [Λ]v = [S−1]
(
[I]− [χ2]) [S]v˙ (5.7)
where [Λ] is a diagonal matrix whose entries are the eigenvalues (5.6) of matrix
[A].
−3 −2 −1 0 1 2 3
−8
−6
−4
−2
0
2
4
6
s
Figure 5.1: Comparison between α (solid line) and β (dashed line) terms
that appear in the definition of the change-of-basis matrix [S] for µ > 0.
Switch curves for µ < 0.
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Perturbation Expansion
The system (5.7) is now in a better form for the application of the two-variable
expansion singular perturbation method [17]. We begin by defining two new time-
scales. The first, slow-time, is defined as η(t) = t, while the second, strained-time,
is defined as ξ(t) = Ωt. The frequency Ω is then expanded as Ω = 1+k1+O(
2) to
build in the frequency-amplitude relationship characteristic of nonlinear oscillators.
Our analysis will be to O() and all higher-order terms will be dropped.
We now consider our normal mode coordinates to be functions of these two new
time-scales, i.e. v(η, ξ). To differentiate v with respect to time t we use the chain-
rule to get
v˙ =
dv
dξ
ξ˙ +
dv
dη
η˙ = Ω
dv
dξ
+ 
dv
dη
= (1 + k1)
dv
dξ
+ 
dv
dη
+O(2) (5.8)
Differentiating a second time gives
v¨ = Ω2
d2v
dξ2
+ 2Ω
d2v
dξdη
+O(2) = (1 + 2k1)
d2v
dξ2
+ 2
d2v
dξdη
+O(2) (5.9)
Next, we expand our solution v(η, ξ) as a power series in 
v(η, ξ) = v
0
(η, ξ) + v
1
(η, ξ) +O(2) (5.10)
We now substitute (5.8), (5.9), and (5.10) into (5.7) and multiply everything out,
keeping only terms of O() or lower. The procedure now calls for equating the
coefficients of each power of  to zero. The lowest order equations are of the form
d2vi0
dξ2
+ ω2i vi0 = 0
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Figure 5.2: Plot of equation (5.12). The black region represents parameter
values where our analysis is not valid due to the lowest order solutions (5.11)
becoming non-oscillatory.
where ωi =
√
λi and λi is the i
th eigenvalue of matrix [A], as given in (5.6). These
equations represent simple harmonic oscillators and we write their solutions in
polar form as
vi0(η, ξ) = Ri(η) cos (ωiξ − θi(η)) (5.11)
where the constants of integration (the amplitudes Ri and phases θi) are func-
tionally dependent on slow-time. For the lowest order solutions (5.11) to remain
oscillatory the eigenvalues (5.6) must remain positive. This restricts the validity of
our analysis to a region of ∆-µ parameter space bounded by the curve (see Figures
5.2 and 5.3)
µ = −∆+ 1
∆ + 3
(5.12)
Next we substitute (5.11) into the O() equations. After some trigonometric sim-
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Figure 5.3: Numerical integrations (with  = 0.1) for the system (5.1) with parameter values ∆ = −4, µ = 3 (left) and
∆ = 3, µ = −1 (right). These parameter pairs lie outside the region of validity defined by (5.12) and our perturbation
analysis would be incorrect since we assume the lowest-order solutions (5.11) to be harmonic oscillators. x(t) = solid
line; y(t) = dashed line; w(t) = dotted line.
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plification, the resulting equations are of the form
d2vi1
dξ2
+ ω2i vi1 = (...) cos (ωiξ) + (...) sin (ωiξ) + (...) (5.13)
where the (...) in front of the trig terms represent constant, i.e. independent of
ξ, equations of coefficients involving Ri, θi, and their respective derivatives. The
(...) at the end of each equation represents equations of non-secular trig terms, i.e.
terms whose frequencies are linear combinations of ω1, ω2, and ω3 (see Appendix C
for a full list of these terms). For the slow-flow equations to be uniformly valid for
all time we must eliminate the secular cos (ωiξ) and sin (ωiξ) terms from the right-
hand side of (5.13). Note that in determining secular terms we are ignoring the
possibility that for certain parameter values additional terms may become secular.
These special cases will be discussed in the final section of this chapter.
The elimination of secular terms results in six equations in six unknowns - dRi
dη
and dθi
dη
for i = 1, 2, 3 (see (5.14) and (5.15)). Solving these equations for the
unknowns yields the polar slow-flow. However, we can simplify the polar slow-
flow by changing dependent variables to the squares of the amplitudes. Defining
ρi = R
2
i and differentiating with respect to slow-time η we get
dρi
dη
=
dρi
dRi
dRi
dη
= 2Ri
dRi
dη
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− ω1
4(β − α)
[
8βk1 cos θ1R1ω1 − 8αk1 cos θ1R1ω1 + 2αβ2 sin θ1R1R23 − 2β sin θ1R1R23 − 2β sin θ1R1R22 − 8β sin θ1
dR1
dη
+8α sin θ1
dR1
dη
− β sin θ1R31 + α3 sin θ1R31 − 8β cos θ1
dθ1
dη
R1 + 8α cos θ1
dθ1
dη
R1 + 4β sin θ1R1 − 4α sin θ1R1
]
= 0
−ω2
4
[
8k1 cos θ2R2ω2 − 2 sin θ2R2R23 − 8 sin θ2
dR2
dη
− sin θ2R32 − 2 sin θ2R21R2 − 8 cos θ2
dθ2
dη
R2 + 4 sin θ2R2
]
= 0
− ω3
4(β − α)
[
8βk1 cos θ3R3ω3 − 8αk1 cos θ3R3ω3 − 8β sin θ3dR3
dη
+ 8α sin θ3
dR3
dη
− β3 sin θ3R33 + α sin θ3R33 + 2α sin θ3R22R3
−2α2β sin θ3R21R3 + 2α sin θ3R21R3 − 8β cos θ3
dθ3
dη
R3 + 8α cos θ3
dθ3
dη
R3 + 4β sin θ3R3 − 4α sin θ3R3
]
= 0 (5.14)
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− ω1
4(β − α)
[
8βk1 sin θ1R1ω1 − 8αk1 sin θ1R1ω1 − 2αβ2 cos θ1R1R23 + 2β cos θ1R1R23 + 2β cos θ1R1R22 + 8β cos θ1
dR1
dη
−8α cos θ1dR1
dη
+ β cos θ1R
3
1 − α3 cos θ1R31 − 8β sin θ1
dθ1
dη
R1 + 8α sin θ1
dθ1
dη
R1 − 4β cos θ1R1 + 4α cos θ1R1
]
= 0
−ω2
4
[
8k1 sin θ2R2ω2 + 2 cos θ2R2R
2
3 + 8 cos θ2
dR2
dη
+ cos θ2R
3
2 + 2 cos θ2R
2
1R2 − 8 sin θ2
dθ2
dη
R2 − 4 cos θ2R2
]
= 0
− ω3
4(β − α)
[
8βk1 sin θ3R3ω3 − 8αk1 sin θ3R3ω3 + 8β cos θ3dR3
dη
− 8α cos θ3dR3
dη
+ β3 cos θ3R
3
3 − α cos θ3R33 − 2α cos θ3R22R3
+2α2β cos θ3R
2
1R3 − 2α cos θ3R21R3 − 8β sin θ3
dθ3
dη
R3 + 8α sin θ3
dθ3
dη
R3 − 4β cos θ3R3 + 4α cos θ3R3
]
= 0 (5.15)
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Rewriting the polar slow-flow in terms of ρi yields
dρ1
dη
= ρ1 [Aρ1 +Bρ2 + Cρ3 + 1]
dρ2
dη
= ρ2
[
−1
2
ρ1 − 1
4
ρ2 − 1
2
ρ3 + 1
]
dρ3
dη
= ρ3 [Dρ1 + Eρ2 + Fρ3 + 1]
dθi
dη
= k1ωi
for i = 1, 2, 3 and where the coefficients A = α
3
−β
4(β−α)
, B = −β
2(β−α)
, C = β(αβ−1)
2(β−α)
,
D = −α(αβ−1)
2(β−α)
, E = α
2(β−α)
, and F = α−β
3
4(β−α)
depend only on the parameter s.
We can reduce the dimension of the polar slow-flow by directly integrating the
slow-flow phase equations to get
θi(η) = k1ωiη + φi (5.16)
where the φi are the constants of integration. Substituting (5.16) into (5.11) yields
vi0(η, ξ) = Ri(η) cos (ωiξ − (k1ωiη + φi)) = Ri(η) cos (ωit− φi) (5.17)
where we have used the definitions of slow-time and strained-time. Thus, to
O(), the lowest-order approximations to the normal modes contain no frequency-
amplitude dependence and oscillate on the normal time-scale with constant phase.
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Our final 3-dimensional slow-flow is now
dρ1
dη
= ρ1 [Aρ1 +Bρ2 + Cρ3 + 1]
dρ2
dη
= ρ2
[
−1
2
ρ1 − 1
4
ρ2 − 1
2
ρ3 + 1
]
(5.18)
dρ3
dη
= ρ3 [Dρ1 + Eρ2 + Fρ3 + 1]
Bifurcation and Stability Analysis
The form of the final slow-flow (5.18) allows for easy investigation of equilibrium
points and their respective stabilities. Since each equation is quadratic in its re-
spective variable there should exist at most 8 equilibrium points. Using MAC-
SYMA we set the right-hand side of (5.18) equal to 0 and solve for ρ1, ρ2, and
ρ3 in closed-form (see Table 5.1). Recall that by definition ρi (i = 1, 2, 3) are the
squares of amplitudes. Thus one restriction we have on the existence of these equi-
librium points is that their respective coordinates must remain positive. A second
restriction is that they cannot exist for parameter values where their denominator
vanishes.
The stability of an equilibrium point (ρ1, ρ2, ρ3) = (ρ
∗
1, ρ
∗
2, ρ
∗
3) is determined by
linearizing the slow-flow in the neighborhood of the equilibrium and investigating
the eigenvalues of the linearized flow. The Jacobian of (5.18) evaluated at the
equilibrium point is given by


2Aρ∗1 +Bρ
∗
2 + Cρ
∗
3 + 1 Bρ
∗
1 Cρ
∗
1
−ρ∗2
2
−ρ∗1
2
− ρ∗2
2
− ρ∗3
2
+ 1 −ρ∗2
2
Dρ∗3 Eρ
∗
3 Dρ
∗
1 + Eρ
∗
2 + 2Fρ
∗
3 + 1

 (5.19)
An equilibrium point is considered stable if all the eigenvalues of (5.19) have neg-
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Table 5.1: The 8 equilibrium points of the slow-flow (5.18).
EQPT (ρ1,ρ2,ρ3)
1 (0, 0, 0)
2
(
0, 0,− 1
F
)
3
(− 1
A
, 0, 0
)
4
(− F−C
AF−CD
, 0, D−A
AF−CD
)
5 (0, 4, 0)
6
(
0, 4F+2
F−2E
,− 4E+1
F−2E
)
7
(
4B+1
2B−A
,− 4A+2
2B−A
, 0
)
8 Omitted due to length.
ative real parts. Because the Jacobian matrix and all the equilibrium points de-
pend solely on the parameter s, we can view the stability results in a simple
1-dimensional diagram (see Figure 5.4).
For each value of s in Figure 5.4 where a change of stability occurs we can use (5.4)
to find a proportional relationship between ∆ and µ. Each of these lines represents
a bifurcation curve in ∆-µ parameter space and will divide the space into several
regions, each with distinct dynamical behavior (see Figure 5.5).
Combining the stability results from Figure 5.4 with the bifurcation curves from
Figure 5.5, we can create a table summarizing the stability of each equilibrium
point in each region of parameter space (see Table 5.2). This table allows us
to easily identify the types of bifurcations that occur as we transition between
regions of parameter space. For example, when transitioning from Region IIIa to
Region IIIb1, EQPT3 and EQPT7 undergo a supercritical pitchfork bifurcation.
Likewise, transitioning from Region VIIIc to Region IX destroys EQPT4 in a saddle
bifurcation.
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s = ∆ / ( 2 µ )
Figure 5.4: 1-dimensional stability chart for equilibrium points of the slow-flow (5.18) when µ > 0. For µ < 0
switch results for EQPT2 and EQPT3, and also for EQPT6 and EQPT7. stable = solid line; unstable = dashed line;
non-existent = no line. Not drawn to scale.
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Figure 5.5: Bifurcation curves for the slow-flow (5.18) in ∆-µ parameter
space. The black region represents parameter values where our analysis is not
valid.
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Table 5.2: Stability for equilibrium points of the slow-flow (5.18) in different regions of ∆-µ parameter space. stable =
S; unstable = U; non-existent = X.
REGION EQPT1 EQPT2 EQPT3 EQPT4 EQPT5 EQPT6 EQPT7 EQPT8
I U U U S U U S U
II U S U X U U S U
IIIa U S U U U U S U
IIIb1 U S S U U U X U
IIIb2 U S S U U U X X
IIIb3 U S S U U X U X
IIIb4 U S S U U X U U
IIIc U U S U U S U U
IV U U S X U S U U
V U U U S U S U U
VI U U U S U S U U
VII U U S X U S U U
VIIIa U U S U U S U U
VIIIb1 U S S U U X U U
VIIIb2 U S S U U X U X
VIIIb3 U S S U U U X X
VIIIb4 U S S U U U X U
VIIIc U S U U U U S U
IX U S U X U U S U
X U U U S U U S U
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Discussion
Knowing the existence and stability of the equilibrium points for the slow-flow
(5.18), we now transform back into the original x-, y-, and w-coordinates to under-
stand their dynamical significance. In particular we look at two special invariant
subspaces of (5.1) – the in-phase subspace defined by x(t) = y(t) and the out-of-
phase subspace defined by x (t) = −y (t).
The in-phase subspace is given by
x¨−  (1− x2) x˙+ x = µ (w − x)
w¨ −  (1− w2) w˙ + (1 + ∆)w = 2µ (x− w)
and exists for all parameter values. In terms of the normal mode coordinates the
in-phase subspace becomes (via the inverse of (5.5))


v1
v2
v3

 =


2βx
2(β−α)
− w
β−α
0
− 2αx
2(β−α)
+ w
β−α


In the normal mode coordinates the subspace satisfies v2(t) = 0, or in terms of
the slow-flow, the two-dimensional invariant subspace defined by ρ2 = 0. Therefore
equilibrium points with ρ2 = 0 (EQPT2 through EQPT4) represent in-phase modes
for (5.1).
Next we look at the out-of-phase subspace. This subspace is given by
x¨−  (1− x2) x˙+ (1 + µ)x = 0
w = 0
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In terms of the normal mode coordinates we have


v1
v2
v3

 =


0
x
0


Thus the out-of-phase subspace is given by v1(t) = v3(t) = 0. This is equivalent
to the 1-dimensional invariant subspace of the ρ2-axis in the slow-flow. EQPT5 is
the only equilibrium point representing an out-of-phase mode for (5.1).
Transforming back into the original coordinate system using (5.5) we have
x(t) = v1(t) + v2(t) + v3(t)
= R1(t) cos (ω1t− φ1) +R2(t) cos (ω2t− φ2) +R3(t) cos (ω3t− φ3)
y(t) = v1(t)− v2(t) + v3(t)
= R1(t) cos (ω1t− φ1)−R2(t) cos (ω2t− φ2) +R3(t) cos (ω3t− φ3)
w(t) = αv1(t) + βv3(t)
= αR1(t) cos (ω1t− φ1) + βR3(t) cos (ω3t− φ3)
Phase-locked motions in the original system will consist of motions comprised of
only a single mode, i.e. motions corresponding to slow-flow equilibrium points
with 2 coordinates set equal to zero. In particular, equilibrium points EQPT2 and
EQPT3 will correspond to phase-locked in-phase modes that are out-of-phase (in-
phase) and in-phase (out-of-phase) with the w-oscillator respectively when µ > 0
(µ < 0). The remaining equilibrium points will in general correspond to quasi-
periodic motions. Table 5.3 summarizes the various dynamical behaviors the slow-
flow equilibrium points correspond to.
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Table 5.3: Descriptions of the dynamical behaviors the slow-flow equilibrium
points correspond to for µ > 0.
EQPT Description of Dynamical Behavior
1 trivial solution
2 x- and y-oscillators in-phase, out-of-phase with w-oscillator
3 x- and y-oscillators in-phase, in-phase with w-oscillator
4 x- and y-oscillators in-phase, quasi-periodic behavior
5 x- and y-oscillators out-of-phase, w-oscillator turned off
6,7,8 quasi-periodic behavior
According to Table 5.2 stable phase-locked in-phase modes for (5.1) exist in Regions
II, IIIa - IIIc, and IV (for µ > 0). Furthermore Regions IIIb1 through IIIb4 contain
distinct stable phase-locked in-phase modes and no other stable dynamical features
(see Figure 5.6). Therefore we can conclude that the strongly coupled and detuned
VDP system (5.1) exhibits behavior like that of the experiments.
The regions containing two stable phase-locked in-phase modes and no other stable
motions exist only when the x- and y- oscillators have a higher uncoupled natural
frequency (i.e. ∆ < 0) than the w-oscillator (when µ > 0). This is similar to
results for the second coupled phase oscillator model (4.7) (when
√
2 < A <
2) discussed in the previous chapter and it is tempting to assume that this is
true as well for the weakly coupled and detuned VDP system (2.1) discussed in
Chapter 2. A mathematical explanation for this could be that the even (cosine)
coupling between the phase-difference variables in both the slow-flow (5.18) and
the second phase oscillator model (4.7) cause the phase-locking region where only
stable in-phase modes are found to exist only when the identical ∆ < 0. Had
we instead used velocity coupling in our model (which would result in odd sine
coupling between phase-difference variables ([16],[8])) perhaps our results would be
different. Unfortunately the biological significance of this result is also unknown.
Figures 5.7 and 5.8 show the amplitudes and frequencies (respectively) for the
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Figure 5.6: Regions of ∆-µ parameter space where stable phase-locked in-
phase motions exist. light gray = 1 stable phase-locked in-phase motion plus
stable quasi-periodic motion; dark gray = 2 stable phase-locked in-phase mo-
tions; black = analysis not valid.
stable phase-locked in-phase modes in Regions IIIb1 through IIIb4. From Figure
5.7 we see that the amplitudes of the eye oscillators for each motion differ by a
factor of less than 2 over the entire parameter range. For the special parameter
value of s = −1
2
the two motions have equal amplitudes. However, from Figure 5.8
we find that the frequencies of the motions vary significantly over this same region.
For a fixed value of s, the frequency difference between the two phase-locked in-
phase modes increases as the magnitudes of ∆ and µ are increased. Therefore
we conclude that the two phase-locked in-phase modes consist of a high-frequency
mode that is out-of-phase with the w-oscillator (EQPT2) and a low-frequency
mode that is in-phase with the w-oscillator (EQPT3) (when µ > 0).
We now compare our analytical perturbation results to numerical integrations of
the original system (5.1) to determine whether two distinct stable phase-locked
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Figure 5.7: Plot of absolute values of amplitude
ratios between w- and x-oscillators (with µ > 0)
for EQPT2 (solid curve) and EQPT3 (dashed curve)
over parameter range (see Figure 5.6) where two sta-
ble phase-locked in-phase modes exist.
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Figure 5.8: Plot of frequency contours for phase-
locked in-phase modes associated with EQPT2 (ω3,
gray contours) and EQPT3 (ω1, black contours) in
∆-µ parameter space. The dashed black line repre-
sents the boundary of the region of parameter space
(see Figure 5.6) where two stable phase-locked in-
phase modes exist.
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Figure 5.9: Numerical integrations (with  = 0.1) for the system (5.1) with parameter values ∆ = −0.25, µ = 0.3 lying
in Region IIIb3 of parameter space. x(t) = solid line; y(t) = dashed line; w(t) = dotted line.
78
in-phase modes do exist in the same region of parameter space (see Figure 5.9).
An initial condition of
[
0.1 −0.1 0.15 −0.15 0.1 −0.05
]T
was used for the
plot on the top-left, resulting in an in-phase motion that was both phase-locked
and in-phase with the w-oscillator (i.e. EQPT3). For the top-right plot the initial
condition was changed to
[
0.1 −0.1 0.15 −0.15 −0.1 −0.05
]T
. This initial
condition resulted in an in-phase motion that was both phase-locked and out-
of-phase with the w-oscillator (i.e. EQPT2). Table 5.4 compares the calculated
versus predicted values for the frequencies of these motions. Our perturbation
results agree quite well with the numerical integrations.
For the bottom plot an initial condition of
[
−0.1 −0.1 0.15 −0.15 −0.1 0.05
]T
was used. However, instead of phase-locked in-phase motion, we find the system
(5.1) exhibits stable quasi-periodic behavior not predicted by our perturbation
analysis (see Table 5.2). We will discuss this plot more in the final section of this
chapter.
Table 5.4: Calculated versus predicted frequencies for phase-locked in-phase
modes in regions of ∆-µ parameter space where two such modes exist.
EQPT Predicted ω( rad
s
) Calculated ω( rad
s
) %-Error
2 1.32288 1.32126 0.1
3 0.94868 0.94843 0.03
Weak vs. Strong Coupling
There exists both qualitative and quantitative agreement between our perturbation
results for the in-phase subspaces of the weakly and strongly coupled and detuned
VDP systems. Recall from Chapter 2 that a Hopf bifurcation curve separates
regions of parameter space where a stable quasi-periodic (or drift) motion exists
from regions containing stable phase-locked behavior (see Figure 2.1 and Table 2.1
when moving between Regions I and IV). Furthermore, moving from Region IV
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into Region VI in Figure 2.1 sees the creation of an unstable LCD where there
existed no LCD before. Compare this to moving from Region I to Region IIIa
for the strongly-coupled system (see Figure 5.5 and Table 5.2). As we move from
Region I to Region II a stable quasi-periodic motion (EQPT4) is destroyed while
a phase-locked in-phase motion (EQPT2) becomes stable. Moving to Region III
then brings the creation of a new unstable quasi-periodic motion (EQPT4 again).
We can quantitatively compare our results by first approximating the Hopf bifur-
cation curves (A.6) for the weakly-coupled system by their asymptotes. Keeping
only the highest-order terms in (A.6) and solving for µ we get [19]
µ = −
2
(
73/4 +
√
59
√
7− 119− 4 (71/4))
9 (71/4)
δ ≈ −0.531δ
µ =
2
(
−73/4 +
√
59
√
7− 119 + 4 (71/4))
9 (71/4)
δ ≈ 1.133δ (5.20)
µ = −
2
(
−73/4 +
√
59
√
7 + 119− 4 (71/4))
9 (71/4)
δ ≈ −0.789δ
µ =
2
(
73/4 +
√
59
√
7 + 119 + 4
(
71/4
))
9 (71/4)
δ ≈ 3.743δ
For the strongly-coupled system’s slow-flow (5.18) we look at the bifurcation curves
separating Regions I and II, Regions IV and V, Regions II and IIIa, and Regions
IIIc and IV, given by
µ =
1
2
(
−
√√
7 + 5
2
− 1
2
)
−1
∆ ≈ −0.266∆ (5.21)
µ =
1
2
(√√
7 + 5
2
− 1
2
)
−1
∆ ≈ 0.567∆
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µ =
1
2
(
−
√
−√7 + 5
2
− 1
2
)
−1
∆ ≈ −0.395∆
µ =
1
2
(√
−√7 + 5
2
− 1
2
)
−1
∆ ≈ 1.871∆
respectively (see Figure 5.4 and Table 5.2).
Note that in Chapter 2 the square of the linear natural frequency for the w-
oscillator is given as 1 + 2δ + O(2) while in this chapter we have used 1 + ∆
instead. Substituting δ = ∆
2
into (5.20) results in the same equations as (5.21).
Therefore the Hopf bifurcation curves from the weakly-coupled in-phase slow-flow
(2.4) are asymptotic to the 4 bifurcation curves (5.21) (representing saddle-node
or pitchfork bifurcations) from the slow-flow (5.18).
Internal Resonance
For certain values of the parameters ∆ and µ the frequencies of the linear normal
modes satisfy aω1+bω2+cω3 = 0 for some integers a, b, and c. When this happens,
new terms on the right-hand side of (5.13) become secular and must be removed
to derive a valid slow-flow. On, and near, these parameter pairs our previously
derived slow-flow (5.18) is not valid.
For the system (5.1) there exist 3 such resonances (to lowest order):
3ω1 − ω3 = 0 (5.22)
ω1 − 2ω2 + ω3 = 0
−ω1 − 2ω2 + ω3 = 0
The first resonance occurs in the first mode where the terms cos (ω3ξ − 2ω1ξ) and
sin (ω3ξ − 2ω1ξ) become secular and in the third mode where the terms cos (3ω1)
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and sin (3ω1) become secular. The second resonance is found in the second mode
where the terms cos (ω3ξ − ω2ξ + ω1ξ) and sin (ω3ξ − ω2ξ + ω1ξ) become secular
and in the third mode where the terms cos (2ω2ξ − ω1ξ) and sin (2ω2ξ − ω1ξ) be-
come secular. Finally, the third resonance occurs in all three modes. In the first
mode the terms cos (ω3ξ − 2ω2ξ) and sin (ω3ξ − 2ω2ξ) become secular, while in the
second mode the terms cos (ω3ξ − ω2ξ − ω1ξ) and sin (ω3ξ − ω2ξ − ω1ξ) become
secular, and in the third mode the terms cos (2ω2ξ + ω1ξ) and sin (2ω2ξ + ω1ξ)
become secular.
In terms of the parameters ∆ and µ the resonances satisfy
81µ2 − (46∆ + 192)µ+ 9∆2 − 64∆− 64 = 0 (5.23)
µ2 − (6∆ + 8)µ+∆2 − 8∆ = 0 (5.24)
where (5.23) corresponds to the resonant condition (5.22) and (5.24) corresponds
to the other two resonances (see Figure 5.10). These last two resonances exist on
separate branches of the curve and only coexist at a point of tangency, (∆, µ) =
(8, 0), between (5.24) and the ω1 = 0 curve (5.12) where the condition 2ω1 + ω2 −
ω3 = 0 is satisfied.
The two resonance curves intersect at the points
(∆, µ) =
(
−4
√
30− 15
17
,
52− 15√30
17
√
30− 136
)
≈ (0.7032,−0.40641)
(∆, µ) =
(
4
√
30 + 15
17
,− 52 + 15
√
30
17
√
30 + 136
)
≈ (−0.58556, 2.17111)
where the condition ω1 + ω2 − ω3 = 0 is satisfied.
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Figure 5.10: Resonance curves (5.23) (black line) and (5.24) (gray line) in
∆-µ parameter space. The black X represents the parameter pair chosen for
numerical integrations in Figure 5.9. The black region represents parameter
values where our analysis is not valid.
The black X in Figure 5.10 represents the parameter values chosen for the numeri-
cal integrations in Figure 5.9. We see that the values lie very close to the resonance
curve (5.24). Therefore it is conceivable that the unexpected stable quasi-periodic
behavior encountered in our numerical integrations is somehow related to the ex-
istence of this resonance. A new slow-flow valid near this resonance curve would
need to be derived to further investigate the quasi-periodic motion’s existence.
83
Chapter 6
Two Strongly Coupled VDP Oscillators with
3:1 Internal Resonance
At the conclusion of Chapter 5 we hypothesized that a numerical integration
of (5.1) exhibiting an unpredicted stable quasi-periodic motion could possibly
be explained by the existence of an internal resonance for the system. That is,
the parameter values chosen for the numerical integration were such that the fre-
quencies of the approximate normal modes (5.17) for (5.1) approximately satisfied
ω1 − 2ω2 + ω3 = 0, one of three internal resonances (to lowest order) for (5.1).
In this chapter we make a mathematical aside from the biological modeling to
study a lower-dimensional system ([23], [24]) similar to (5.1) for which there exists
a single internal resonance. For this system we find that for parameter values
approximately satisfying the resonance condition there exist periodic motions not
predicted by a previous perturbation analysis ([23], [24]). These periodic motions
are created and destroyed in phase space mainly through the bifurcation of a
torus (i.e. a quasi-periodic motion) into two periodic motions. We apply the two-
variable expansion perturbation method to this system to derive a new slow-flow
that is valid for parameters near where the resonance condition is satisfied. Then
using regular perturbation methods we determine the boundary for the region of
parameter space where these previously unpredicted periodic motions exist and
check our results using numerical methods.
The system under study consists of two strongly coupled and detuned weakly-
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nonlinear ( 1) VDP oscillators x and w and is given by
x¨− (1− x2)x˙+ x = µ(w − x) (6.1)
w¨ − (1− w2)w˙ + (1 + ∆)w = µ(x− w)
The x-oscillator has an uncoupled frequency of unity while that of the w-oscillator
is detuned via the parameter ∆. The coupling between the oscillators is linear
in the displacements with coupling parameter µ. The coupling and detuning are
considered “strong” as the parameters µ and ∆ are O(1).
The system (6.1) was originally studied by Storti & Rand ([23], [24]) and we
summarize their results before investigating the existence of the internal resonance
for the system.
Summary of Storti & Rand’s Work
Preparation of the system (6.1) for application of the two-variable expansion sin-
gular perturbation method follows closely the procedure described in Chapter 5
for the system of three strongly coupled and detuned VDP oscillators. However,
we now follow Storti & Rand ([23], [24]) by defining the  = 0 linear normal mode
coordinates for (6.1) via the orthonormal linear transformation
u = [S]v =

 α β
−β α

v (6.2)
where v =
[
v1(t) v2(t)
]T
. To determine α and β we require

1 + µ −µ
−µ µ+ 1 +∆



 α
−β

 = λ1

 α
−β

 (6.3)
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and the condition α2 + β2 = 1 to be satisfied, where
λ1 = 1 + µ
(
1 + s−
√
1 + s2
)
(6.4)
λ2 = 1 + µ
(
1 + s+
√
1 + s2
)
are the eigenvalues of the matrix in (6.3) and the parameter s is defined by (5.4).
Solving this system of three equations yields
α2 =
1 + s2 + s
√
1 + s2
2 + 2s2
β2 =
1 + s2 − s√1 + s2
2 + 2s2
Note that these are different definitions than used in the original work ([23], [24])
where we believe there was a mix-up between eigenvectors and their associated
eigenvalues (see Figure 6.1 for a comparison between the two sets of definitions).
Fortunately, the error does not appear to affect any results. Also, we must be
mindful to distinguish between positive and negative µ. For µ > 0 we find α =
+
√
α2 and β = −
√
β2 while for µ < 0 we find α = −
√
β2 and β = −
√
α2.
Applying the two-variable expansion perturbation method to the transformed sys-
tem results in lowest-order solutions of the form
vi0(t) = Ri(t) cos (ωit− φi) (6.5)
where ωi =
√
λi (i = 1, 2) and the amplitudes Ri are functionally dependent on
slow-time t. Therefore we find that the lowest-order approximate normal modes
contain no frequency-amplitude dependence and to O() oscillate on the normal
time-scale with constant phase. This is similar to our result in Chapter 5 for
three strongly coupled VDP oscillators.
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Figure 6.1: Comparison between definitions of α and β (black curves, solid and dashed respectively) with a and b
(gray curves, solid and dashed respectively) from ([23],[24]) for µ > 0 (left) and µ < 0 (right). Note that there is partial
agreement between the definitions (α = b) when µ > 0.
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For the perturbation method to work we require the lowest-order solutions (6.5)
to remain oscillatory. That is, we require ωi > 0, and hence λi > 0 (i = 1, 2).
Substituting s = ∆
2µ
into (6.4) and performing some algebraic manipulation yields
the equation (see Figure 6.2)
µ = −∆+ 1
∆ + 2
(6.6)
which restricts the region of ∆-µ parameter space where our analysis is valid.
The amplitudes of the lowest-order solutions vary with respect to slow-time ac-
cording to the 2-dimensional slow-flow ([23],[24])
dR1
dη
=
R1
2
[
1− AR22 − CR21
]
(6.7)
dR2
dη
=
R2
2
[
1− AR21 − CR22
]
where A = α2β2 and C = 1
4
(β4 + α4).
The form of the slow-flow (6.7) allows us to easily solve for equilibrium points in
closed-form by setting the right-hand side of (6.7) equal to zero and solving for R∗1
and R∗2 (see Table 6.1).
Transforming back into the original coordinate system using (6.2) we have
x(t) = αv1 + βv2
= αR1(t) cos (ω1t− φ1) + βR2(t) cos (ω2t− φ2)
w(t) = −βv1 + αv2
= −βR1(t) cos (ω1t− φ1) + αR2(t) cos (ω2t− φ2)
Phase-locked motions for (6.1) will consist of motions comprised of only a single
mode, i.e. motions corresponding to slow-flow equilibrium points with 1 coordinate
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Figure 6.2: For the lowest-order solutions (6.5) to remain oscillatory we
require ωi > 0 (i = 1, 2). This restricts the validity of our analysis to a region
of ∆-µ parameter space bounded by the curve (6.6) (black curve).
set equal to zero. From Table 6.1 we see that EQPT2 and EQPT3 correspond to
phase-locked motions. Moreover, because the coefficients α and β in (6.8) have
opposite signs (see Figure 6.1) we conclude that EQPT2 corresponds to an out-of-
phase (in-phase) phase-locked motion for µ > 0 (µ < 0) while EQPT3 corresponds
to an in-phase (out-of-phase) phase-locked motion for µ > 0 (µ < 0). EQPT4 will
in general represent quasi-periodic behavior as it is comprised of two modes with
non-commensurable frequencies. Table 6.2 summarizes the dynamical behavior for
(6.1) that each slow-flow equilibrium point corresponds to.
We now investigate the 2-dimensional slow-flow phase space using the PPLANE
ODE software for MATLAB [15]. We start with s2 = 1
4
(see Figure 6.3) where we
find that all solution trajectories for (6.7) approach an equilibrium point on either
the R1 (EQPT3) or R2 (EQPT2) axes while EQPT4 is a saddle. Increasing the
parameter to s2 = 1
2
creates a structurally-unstable line of non-isolated equilibrium
points connecting EQPT2 and EQPT3 (see Figure 6.4). Substituting s2 = 1
2
into
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Table 6.1: The 9 equilibrium points of the slow-flow (6.7) ([23],[24]).
EQPT (R∗1,R
∗
2)
1 (0, 0)
2
(
0,±
√
1
C
)
3
(
±
√
1
C
, 0
)
4
(
±
√
1
A+C
,±
√
1
A+C
)
Table 6.2: Descriptions of the dynamical behavior in (6.1) that each equi-
librium point of the slow-flow (6.7) corresponds to for µ > 0.
EQPT Description of Dynamical Behavior
1 trivial solution
2 x- and w-oscillators out-of-phase
3 x- and w-oscillators in-phase
4 quasi-periodic behavior
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r1 ’ = − ((2 r13 − 8 r1) s2 + 2 r1 r22 + r13 − 8 r1)/(16 s2 + 16)
r2 ’ = − ((2 r23 − 8 r2) s2 + r23 + (2 r12 − 8) r2)/(16 s2 + 16) 
s = 1/2
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Figure 6.3: Phase portrait for the slow-flow (6.7) with s2 = 1
4
. EQPT2 and
EQPT3 are stable while EQPT4 is a saddle.
r1 ’ = − ((2 r13 − 8 r1) s2 + 2 r1 r22 + r13 − 8 r1)/(16 s2 + 16)
r2 ’ = − ((2 r23 − 8 r2) s2 + r23 + (2 r12 − 8) r2)/(16 s2 + 16) 
s = sqrt(1/2)
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Figure 6.4: Phase portrait for the slow-flow (6.7) with s2 = 1
2
. There exists
a line of non-isolated equilibrium points connecting EQPT2 and EQPT3 and
satisfying R∗21 +R
∗2
2 = 6.
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r1 ’ = − ((2 r13 − 8 r1) s2 + 2 r1 r22 + r13 − 8 r1)/(16 s2 + 16)
r2 ’ = − ((2 r23 − 8 r2) s2 + r23 + (2 r12 − 8) r2)/(16 s2 + 16) 
s = 1
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Figure 6.5: Phase portrait for the slow-flow (6.7) with s2 = 1. The stabilities
of the equilibrium points have now flipped. EQPT4 is a global sink while
EQPT2 and EQPT3 are saddles.
(6.7) we find this curve of equilibrium points satisfies the equation R∗21 + R
∗2
2 = 6
([23],[24]). If we continue to increase the parameter to s2 = 1 we find that the
stabilities of the equilibrium points have flipped and now EQPT4 is a global sink
while EQPT2 and EQPT3 are saddles (see Figure 6.5). For all parameter values
the origin is unstable.
Linearizing the slow-flow (6.7) about each equilibrium point confirms these quali-
tative results ([23],[24]). Therefore we conclude that s2 = 1
2
is a critical bifurcation
value. When s2 < 1
2
the system exhibits stable phase-locked in-phase or out-of-
phase motion while for s2 > 1
2
there exists stable quasi-periodic motion ([23],[24])
(see Figure 6.6 for numerical examples). Using (5.4) the critical bifurcation value
s2 = 1
2
yields two bifurcation curves in ∆-µ parameter space (see Figure 6.7) given
by
µ = ±
√
2
2
∆ (6.8)
92
−3 −2 −1 0 1 2 3
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
x(t)
w
(
t
)
−3 −2 −1 0 1 2 3
−2.5
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
2.5
x(t)
w
(
t
)
Figure 6.6: Examples of dynamical behavior found in the system (6.1) – phase-locked in-phase motion (left) and quasi-
periodic motion (right). Numerical integrations were performed with random initial conditions and parameter values
∆ = 1, µ = 3 (s2 = 1
36
) and ∆ = 6, µ = 1 (s2 = 9) respectively and plotted in x(t)-w(t) configuration space.
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Figure 6.7: Bifurcation curves (6.8) for the slow-flow (6.7). The gray region
represents parameter values where there exist stable phase-locked in-phase and
out-of-phase motions for (6.1), while the black region represents parameter
values where our analysis is not valid due to the lowest order solutions (6.5)
becoming non-oscillatory.
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Investigation of 3:1 Resonance
For certain parameter values the linear normal mode frequencies satisfy 3ω1−ω2 =
0. This causes new terms to become secular during application of the two-variable
expansion perturbation method thereby requiring the derivation of a new slow-flow
for these parameters [23]. When applying the perturbation method to (6.1) terms
of the form cos (2ω1ξ − ω2ξ) and sin (2ω1ξ − ω2ξ) now become secular for the first
mode and cos (3ω1ξ) and sin (3ω1ξ) become secular for the second mode [23].
To locate where in parameter space the condition 3ω1−ω2 = 0 holds we substitute
into this ωi =
√
λi where λi (i = 1, 2) is defined by (6.4). After some algebraic ma-
nipulation this results in a curve in parameter space along which the 3:1 resonance
condition is satisfied (see Figure 6.8) and is given by
36µ2 − 64∆µ− 128µ+ 9∆2 − 64∆− 64 = 0 (6.9)
To illustrate the impact the 3:1 resonance has on the expected dynamical behavior
for the system (6.1) we look at regions of parameter space where the slow-flow (6.7)
predicts stable quasi-periodic behavior (i.e. s2 > 1
2
). For any pair of parameter
values in this region all solution trajectories are expected to approach a stable
torus residing in the 4-dimensional phase space of (6.1) (see the right graph in
Figure 6.6). However, for parameter values satisfying (6.9) the stable torus has
been replaced by a periodic motion (see Figure 6.9).
We now derive a new slow-flow that will be valid on and near the 3:1 resonance
curve (6.9) by substituting ω2 = 3ω1 + γ before the removal of secular terms in
the two-variable expansion method [14]. The new parameter γ allows us to detune
slightly off the true resonance and is taken to be O(). After this substitution is
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Figure 6.8: Plot of the 3:1-resonance curve (6.9) (gray curve) with bifurca-
tion curves (6.8) for the slow-flow (6.7). The black region represents parameter
values where our analysis is not valid due to the lowest order solutions (6.5)
becoming non-oscillatory.
made the new lowest-order solutions are
v10(η, ξ) = R1(η) cos (ω1ξ − θ1(η)) (6.10)
v20(η, ξ) = R2(η) cos (3ω1ξ − θ2(η))
Substituting these equations into the new O() equations and eliminating secular
terms yields a new 4-dimensional slow-flow. Unfortunately we can no longer elim-
inate both slow-flow phase equations by directly integrating them as was possible
for the original slow-flow (6.7). Instead, we reduce the dimension by 1 by defin-
ing a new phase-difference variable Φ = θ2 − 3θ1 giving us the 3-dimensional 3:1
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Figure 6.9: Numerical integration of (6.1) performed with random initial
conditions and parameter values ∆ = 14, µ ≈ 0.8081 (s2 ≈ 8.6623) satis-
fying (6.9) and exhibiting stable 3:1-periodic motion. Plotted in x(t)-w(t)
configuration space.
resonance slow-flow
dR1
dη
=
R1
2
[
1− AR22 − CR21
]− 3BR21R2 cosΦ
dR2
dη
=
R2
2
[
1− AR21 − CR22
]− BR31 cos Φ (6.11)
dΦ
dη
= B
R1
R2
(9R22 +R
2
1) sinΦ− γ
where B = 1
24
αβ(α2 − β2), and A = α2β2 and C = 1
4
(β4 + α4) are as previously
defined.
We now investigate the 3-dimensional phase space of the 3:1 resonance slow-flow
(6.11) using the MATDS software for MATLAB [7]. We select parameter values
(s, γ) = (−2.5, 0.4) living in a region of parameter space (see Figure 6.7) where the
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Figure 6.10: 3-dimensional phase space for the 3:1 resonance slow-flow (6.11) with s = −2.5 (i.e. s2 = 6.25), γ = 0.4
(left) and γ = 0.2 (right). The left plot shows that when the detuning from the resonance curve (6.9) is significantly
large (γ = 0.4) the phase space is dominated by three dynamical features – an unstable LCD (gray line) living in the
invariant R1 = 0 plane, an unstable equilibrium point (gray circle) lying near, but not on, the singular R2 = 0 plane, and
a stable LCD (black curve). As we decrease the detuning to γ = 0.2 (right plot) an infinite-period bifurcation occurs
along the stable LCD resulting in the creation of one new stable (black circle) and one new unstable equilibrium point.
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original slow-flow (6.7) predicts the existence of stable quasi-periodic behavior for
(6.1). We find that the phase space is dominated by three dynamical features – an
unstable LCD (i.e. a limit cycle that is cyclic in Φ) living in the invariant R1 = 0
plane, an unstable equilibrium point near, but not on, the singular R2 = 0 plane,
and a stable LCD (see Figure 6.10). We identify the stable LCD with EQPT4 for
the original slow-flow (6.7). That is, the stable quasi-periodic motion predicted by
(6.7) now appears as a stable LCD for the 3:1 resonance slow-flow (6.11). Likewise,
we identify the unstable LCD with EQPT2 for (6.7). While it is tempting to then
identify the unstable equilibrium point with EQPT3 we cannot because EQPT3
lives in the R2 = 0 plane which is now singular. That is, the approximate normal
mode defined by (6.10) ceases to exist near the 3:1 resonance (see [10] for discussion
of a similar result for a system of coupled oscillators with cubic nonlinearity).
Instead, the unstable equilibrium point corresponds a 3:1 periodic motion for the
original system (6.1) since
dΦ
dη
= 0⇒ Φ(η) = θ2(η)− 3θ1(η) = k
where k is the constant of integration. Plugging this back into (6.10) yields
v10(η, ξ) = R1(η) cosZ(t)
v20(η, ξ) = R2(η) cos (3Z(t)− k)
where Z(t) = ω1ξ − θ1(η). Therefore a motion comprised of both modes will now
be periodic with a period equal to 2pi.
As we decrease the detuning parameter to γ = 0.2 the flow along the stable LCD
slows down until an infinite-period bifurcation occurs. Afterwards we are left with 3
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equilibrium points, 1 of which is now stable, and the unstable LCD in the R1 = 0
plane. This stable equilibrium point represents a stable 3:1-periodic motion for
(6.1) where the original slow-flow (6.7) predicted only quasi-periodic behavior.
Further numerical investigation indicates that this infinite-period bifurcation along
the stable LCD is the primary way in which a stable 3:1-periodic motion for (6.1)
is created from a stable quasi-periodic motion.
Next we select parameter values (s, γ) = (−.5, 0.2) from a region of parameter
space where the original slow-flow (6.7) predicts the existence of stable phase-
locked behavior and unstable quasi-periodic behavior. We find that two equilibrium
points are once again born in an infinite-period bifurcation along the LCD we
have identified with a quasi-periodic motion for (6.1), but because this quasi-
periodic motion was unstable this bifurcation now results in two unstable 3:1-
periodic motions (see Figure 6.11). There also exists a stable LCD living in the
invariant R1 = 0 plane and a stable equilibrium point near the singular R2 = 0
surface. The former is once again identified with EQPT2 indicating that there exits
a stable 1:1 out-of-phase periodic motion even in the presence of the 3:1 resonance.
The latter equilibrium point represents a stable 3:1-periodic motion for (6.1) where
the x- and w-oscillators are nearly in-phase with each other.
A Second Perturbation
We now attempt to determine the boundary for the region of ∆-µ parameter space
about the 3:1 resonance curve (6.9) where the previously unpredicted periodic
motions exist. This boundary will correspond to an infinite-period bifurcation
occurring along a stable LCD for the 3:1 resonance slow-flow (6.11). We proceed
by modifying the 3:1 slow-flow equations (6.11) by considering the terms B and γ
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Figure 6.11: 3-dimensional phase space for the 3:1 resonance slow-flow (6.11)
with s = −0.5 (i.e. s2 = −0.25), γ = 0.2. The plot shows that when the
detuning from the resonance curve (6.9) is small (γ = 0.2) the phase space
exhibits three equilibrium points, one of which is stable (black circle), and a
stable LCD (black line) living in the invariant R1 = 0 plane. The two unstable
equilibrium points are born in an infinite-period bifurcation occurring along
an unstable LCD.
to be O(˜) where ˜ 1. This new slow-flow is given by
dR1
dη
=
R1
2
[
1−AR22 − CR21
]− ˜3BR21R2 cosΦ
dR2
dη
=
R2
2
[
1−AR21 − CR22
]− ˜BR31 cosΦ (6.12)
dΦ
dη
= ˜
[
B
R1
R2
(9R22 +R
2
1) sinΦ− γ
]
It is natural to assume γ to be small as it is a detuning parameter. Our motivation
for assuming B to be small is two-fold. With B and γ both small, the lowest order
˜ = 0 slow-flow is simply the original slow-flow (6.7). That is, the new slow-flow
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Figure 6.12: Plot of slow-flow coefficients versus the parameter s. A = solid
line; B = dashed line; C = dotted line.
(6.12) can be considered a perturbation to the original slow-flow (6.7). A numerical
justification is that the maximum value of |B| as a function of s is only 1
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(see
Figure 6.12).
We now investigate the new slow-flow (6.12) via regular perturbation. We expand
the variables Ri = Ri0 + ˜Ri1 + O(˜
2) (i = 1, 2) and Φ = Φ0 + ˜Φ1 + O(˜
2) and
substitute them into (6.12). After Taylor-expanding the equations in terms of ˜,
the lowest order new slow-flow is
dR10
dη
=
R10
2
[
1− AR220 − CR210
]
dR20
dη
=
R20
2
[
1− AR210 − CR220
]
(6.13)
dΦ0
dη
= 0
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The slow-flows on R10 and R20 are the same as those on R1 and R2 in the non-3:1
resonance slow-flow (6.7) and therefore the equilibrium points of (6.13) are easy to
calculate (see Table 6.3).
From our numerical investigations of the 3-dimensional phase space for (6.11) we
expect the boundaries of the envelope we seek to correspond to infinite-period
bifurcations occurring along an LCD having non-negligible values for R1 and R2
(as opposed to the LCD living in the R1 = 0 plane). We identify this LCD with a
line of non-isolated equilibrium points for (6.13) given by (see Table 6.3)
(R10, R20, φ0) =
(√
1
C + A
,
√
1
C + A
, k0
)
(6.14)
Substituting (6.14) back into the expanded slow-flow equations the next lowest
order new slow-flow becomes
dR11
dη
= −A
√
A+ CR21 + C
√
A+ CR11 + 3B cos k0
(A+ C)
3
2
dR21
dη
= −(C
2 + AC)R21 + (AC + A
2)R11 +B
√
A+ C cos k0
(A+ C)2
dΦ1
dη
=
10B sin k0 − (C + A)γ
A+ C
(6.15)
Recall that the infinite-period bifurcations we are interested in occur in phase space
along an LCD. Moreover, the slow-flow (6.15) on Φ1 is uncoupled from the slow-
flows on R11 and R21, allowing us to study it without considering R11 and R21.
The right-hand side of (6.15) is secular and requiring it to vanish gives
10B sin k0 − (C + A)γ
A+ C
= 0
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Table 6.3: The 9 equilibrium points of the lowest-order slow-flow (6.13). k0
is a constant.
EQPT (R∗10,R
∗
20,Φ
∗
0)
1 (0, 0, k0)
2
(
0,±
√
1
C
, k0
)
3
(
±
√
1
C
, 0, k0
)
4
(
±
√
1
A+C
,±
√
1
A+C
, k0
)
Solving this for sin k0 gives
sin k0 = −6γs
2 + 9γ
5s
(6.16)
where we have replaced A, B, and C by their respective definitions. Taking the
arcsine of (6.16) will generally result in 2 values for k0 leading to 2 different equi-
librium points (6.14). The infinite-period bifurcation will correspond to a double
root of the arcsin of (6.16) which occurs when |sin k0| = 1. Solving this condition
for γ yields
γ = ± 5s
6s2 + 9
(6.17)
This equation represents two curves in γ-s parameter space along which infinite-
period bifurcations of the equilibrium point (6.14) occur (see Figure 6.13). We can
also use the relationship ω2 = 3ω1+ γ to view the bifurcation curves (6.17) in the
original ∆-µ parameter space (see Figure 6.14).
We now check our perturbation results via numerical integration of the system
(6.1) for two different parameter pairs near the 3:1 resonance region boundary
(see Figure 6.15). For the first set of parameters numerical integration confirms
the existence of a stable 3:1-periodic motion for the system near, but not on, the
actual resonance curve (6.9) (see Figure 6.16). Therefore we find the effects of the
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Figure 6.13: Bifurcation curves (6.17) for the new slow-flow (6.12). Given a
value for the parameter s there exists a maximum detuning from the true 3:1
resonance curve (6.9) for which 3:1 periodic motions will exist. Infinite-period
bifurcation = black line; 3:1 resonance curve (6.9) = gray line.
3:1 resonance are not confined to only the resonance curve (6.9) in parameter space,
but an open region about this curve. For the second set of parameters, just on
the other side of the resonance region boundary, the periodic motion has become
quasi-periodic. Therefore (6.17) correctly predicts the bifurcation of a stable quasi-
periodic motion into two 3:1-periodic motions (one stable, one unstable) for these
parameter values.
Second Perturbation vs. AUTO2000 Results
While numerical integration of the original system (6.1) confirms the results of our
second perturbation method for certain parameter values, we now wish to check
our results against a numerical bifurcation analysis for the 3:1 resonance slow-flow
equations (6.11) using the AUTO2000 software package [6].
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Figure 6.14: Bifurcation curves (6.17) for the new slow-flow (6.12) in ∆-µ
parameter space (with  = 0.5 to enhance visibility). Infinite-period bifurca-
tion curves = black dots; 3:1 resonance curve (6.9) = gray curve; bifurcation
curves 6.8 for original slow-flow (6.7) = black lines. The black region repre-
sents parameter values where our analysis is not valid because the lowest-order
approximations to the normal modes (6.5) are no longer periodic.
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Figure 6.15: Parameter values used for the numerical integrations of (6.1)
in Figure 6.16. (∆, µ) = (14.22, 0.8325) = plus sign; (∆, µ) = (14.24, 0.8275)
= X; infinite-period bifurcation curves = black dots; 3:1 resonance curve (6.9)
= gray line.
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Figure 6.16: Numerical integrations of (6.1) performed with random initial conditions,  = 0.1, and parameter values
∆ = 14.22, µ = 0.8325 (s2 ≈ 72.94) (left) and ∆ = 14.24, µ = 0.8275 (s2 ≈ 74.03) (right) (see Figure 6.15). The
left graph is an example of a stable 3:1-periodic motion that exists for parameter values within the boundary defined
by (6.17). The right graph is an example of how a 3:1-periodic motion “fattens” into a quasi-periodic motion when we
change parameter values and cross the boundary. Plotted in x(t)-w(t) configuration space.
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Figure 6.17: Comparison between infinite-period bifurcation curve (6.17) found via second perturbation method (black
curve) and numerical results from AUTO2000 software package (gray curve). The two curves agree quite well for very
small or very large values of the parameter s. For the approximate interval 0.7 < s < 2.2 (6.17) underestimates the
numerical curve and does not exhibit cusp and fold points like the numerically computed curve does. The parameters
corresponding to the fold point are located at the intersection of the 3:1 resonance curve (6.9) and the bifurcation curves
(6.8) from the original slow-flow (6.7).
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Figure 6.18: Numerical bifurcation curves computed with AUTO2000 for the slow-flow (6.11). The solid curve rep-
resents infinite-period bifurcations occurring along an LCD while the dashed curve represents Hopf bifurcations of the
equilibrium point for (6.11) that lies near the singular R2 = 0 plane. The Hopf bifurcation appears to be a second
method for the creation of a stable 3:1 periodic motion for parameter values near the resonance curve (6.9).
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Figure 6.17 shows a comparison between the approximate infinite-period bifurca-
tion curve (6.17) computed via our regular perturbation method and the numer-
ical bifurcation curve computed with AUTO2000 through numerical continuation
of one of the two equilibrium points of (6.11) involved in the infinite-period bi-
furcation. There is excellent agreement between our perturbation results and the
numerical computations except in the neighborhood of s2 = 1
2
, where the transition
between stable quasi-periodic and phase-locked behavior for the original slow-flow
(6.7) occurs.
In this neighborhood of parameter space the numerical bifurcation curves exhibit
unexpected cusp points as well as vertical folds. This motivated us to perform
numerical continuations on all other equilibrium points for (6.11) that we did
not consider when applying our regular perturbation method. Figure 6.18 shows
that there appears to exist a previously undetected Hopf bifurcation curve that
originates near the cusp point. Numerical investigation reveals that the equilibrium
point for (6.11) that lies near the singular R2 = 0 plane (see Figure 6.10) undergoes
a Hopf bifurcation along this new curve. Therefore we find that the dynamics
occurring near the intersection of the 3:1 resonance curve (6.9) and the original
bifurcation curves (6.8) are more complicated than elsewhere in our analysis and
we not pursue this investigation further in this dissertation.
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Chapter 7
Conclusions
Our goal for this dissertation has been to derive a simple mathematical model for
the circadian system of Japanese quail that exhibits behavior similar to that seen
in the experiments of Steele, et al. [22]. Each model involved indirectly coupling
two identical oscillators, representing the rhythmic production of melatonin in
each eye, via a third, detuned “extra-ocular”oscillator that combined the rhythmic
melatonin production of the “neuroendocrine loop” with the melatonin present in
the bloodstream.
We proposed 4 different mathematical models for the circadian system. Two sys-
tems were comprised of coupled weakly-nonlinear VDP oscillators while the other
two were comprised of coupled phase oscillators. For each system we asked whether
it agreed with the experiments. Steele, et al. experimentally showed that the ocular
melatonin rhythms were both in-phase and stable [22]. These results support the
conjecture that the eyes are the site of the primary pacemakers for the Japanese
quail’s circadian system. We identified these pacemaking in-phase ocular mela-
tonin rhythms with stable phase-locked in-phase modes for each system. For a
model to agree with the experiments it must exhibit stable phase-locked in-phase
modes for some set of parameters.
We have shown that 3 of the models, the weakly coupled VDP system (Chap-
ters 2 and 3), the second coupled phase oscillator system (Chapter 4), and the
strongly coupled VDP system (Chapter 5), agree with the experiments. Only
the first coupled phase oscillator system (Chapter 4) did not.
An interesting common dynamical feature for the systems that agreed with the
experiments was a phase-locking region exhibiting stable in-phase modes that was
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not symmetric with respect to the detuning of the extra-ocular oscillator. That
is, the phase-locking region was shifted left so that a larger proportion of param-
eter values where stable in-phase modes exist lie within the second quadrant of
parameter space rather than the first (see Figures 3.1, 4.4, and 5.6). Moreover,
phase-locking regions where only stable in-phase modes and no other stable dy-
namical motions are found exist exclusively in the second-quadrant of parameter
space for the second coupled phase oscillator (Chapter 4) and strongly coupled
VDP (Chapter 5) systems.
What biological significance can we attach to this? If we were to conjecture that
the in-phase ocular melatonin rhythms should be globally stable, then our results
raise the interesting question of what the relative uncoupled frequency difference is
between the ocular melatonin rhythms and the rhythmic production of melatonin
by the neuroendocrine loop. Under this conjecture the second coupled phase os-
cillator (Chapter 4) and strongly coupled VDP (Chapter 5) systems indicate
that the uncoupled ocular melatonin rhythms should have a higher frequency, and
thus lower period, than the uncoupled neuroendocrine loop’s rhythm. This result
suggests a possible measurement to be made by experimental biologists, and that
is to experimentally determine the relative frequencies of the uncoupled ocular and
extra-ocular oscillators. Our models predict that the uncoupled ocular frequencies
will be higher.
Another interesting dynamical feature for the second phase oscillator system (Chap-
ter 4) is the potential importance of the amplitudes of oscillation on the existence
of stable phase-locked in-phase modes. For this system there existed a minimum
parameter value A =
√
2, which represented the ratio of amplitudes between the
extra-ocular and a single ocular oscillator for the VDP model, for the system to
exhibit stable phase-locked in-phase modes. Moreover, for the strongly coupled
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VDP system (Chapter 5) the ratio of amplitudes for stable in-phase modes in
phase-locking regions where only stable in-phase modes and no other stable dy-
namical motions are found, were similar to the minimum parameter value required
in (4.7). These properties of the models compare favorably to experimental re-
sults [26] that have shown that when free-running, the ratio of plasma melatonin
secreted by the neuroendocrine loop to that secreted by one eye in Japanese quail
is approximately equal to 2.
During our investigation of the strongly coupled VDP system (Chapter 5) we
indicated the presence of three internal resonances for certain parameter values near
which our analysis was invalid. This led us to consider the simpler system of two
strongly coupled VDP oscillators (Chapter 6) which exhibits a single 3:1 internal
resonance. We showed that the presence of the 3:1 internal resonance resulted in
the creation of 3:1 periodic motions where a previous analysis ([23],[24]) predicted
only quasi-periodic behavior. Furthermore these motions continue to exist even if
we detune slightly from the true resonance. Our analysis is invalid for parameters
where an additional bifurcation, the loss of stability of a normal mode, occurs along
with the 3:1 resonance.
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Bifurcation Curves for the In-Phase Slow-Flow
Let (R1, R3, φ1) = (r1, r3, φ) represent an undetermined in-phase slow-flow equilib-
rium point for the in-phase slow-flow (2.4)-(2.6). Unfortunately we cannot solve
for equilibrium points in closed-form due to the nonlinear nature of the in-phase
slow-flow. Instead we look for curves in δ-µ parameter space representing saddle-
node (or infinite-period) or Hopf bifurcations of equilibrium points. The following
is taken directly from [19].
We begin by finding 2 linearly independent equations involving only the amplitudes
r1 and r3 that must be satisfied by the equilibrium point in question. These equa-
tions have previously been derived in Chapter 2 and are given by (3.5) and (3.6).
Next, using MACSYMA, we eliminate r3 from (3.5) and (3.6). After neglecting any
unnecessary factors, the resulting equation is simplified by substituting r1 =
√
ρ1
giving us
9ρ61 − 156ρ51 − 32µ2ρ41 − 128δµρ41 − 128δ2ρ41 + 1072ρ41 − 576µ2ρ31 − 3648ρ31
+6912µ4ρ21 + 10240δµ
3ρ21 + 14336δ
2µ2ρ21 + 7168µ
2ρ21 + 8192δ
3µρ21
+7168δµρ21 + 4096δ
4ρ21 + 7168δ
2ρ21 + 6144ρ
2
1 − 36864µ4ρ1 − 53248δµ3ρ1
−69632δ2µ2ρ1 − 21504µ2ρ1 − 32768δ3µρ1 − 20480δµρ1 − 16384δ4ρ1
−20480δ2ρ1 − 4096ρ1 + 36864µ4 + 16384δµ3 + 16384δ2µ2 + 16384µ2
= 0 (A.1)
Since a saddle-node (or infinite-period) bifurcation will occur at a double root, we
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require the derivative of (A.1) with respect to ρ1 to be satisfied as well.
54ρ51 − 780ρ41 − 128µ2ρ31 − 512δµρ31 − 512δ2ρ31 + 4288ρ31 − 1728µ2ρ21
−10944ρ21 + 13824µ4ρ1 + 20480δµ3ρ1 + 28672δ2µ2ρ1 + 14336µ2ρ1
+16384δ3µρ1 + 14336δµρ1 + 8192δ
4ρ1 + 14336δ
2ρ1 + 12288ρ1 − 36864µ4
−53248δµ3 − 69632δ2µ2 − 21504µ2 − 32768δ3µ− 20480δµ− 16384δ4
−20480δ2 − 4096 = 0 (A.2)
We now eliminate ρ1 from (A.1) and (A.2) to obtain an equation in terms of δ and
µ only
45349632µ14 + 221709312δµ13 + 690508800δ2µ12 + 9027936µ12
+492475904δ3µ11 + 38320128δµ11 + 2529857536δ4µ10 + 105827328δ2µ10
−4323051µ10 + 3420995584δ5µ9 + 231647232δ3µ9 − 5105708δµ9
+3827613696δ6µ8 + 453522432δ4µ8 − 35909484δ2µ8 + 539217µ8
+3541827584δ7µ7 + 721944576δ5µ7 − 63304320δ3µ7 + 3036832δµ7
+2745761792δ8µ6 + 919879680δ6µ6 − 80637888δ4µ6 + 8802064δ2µ6
−12636µ6 + 1759248384δ9µ5 + 912162816δ7µ5 − 38032128δ5µ5
+7835616δ3µ5 − 183192δµ5 + 930873344δ10µ4 + 701669376δ8µ4
+40007424δ6µ4 − 3381904δ4µ4 − 841176δ2µ4 − 81µ4 + 392167424δ11µ3
+410910720δ9µ3 + 81358848δ7µ3 − 3334912δ5µ3 − 1019520δ3µ3
+2640δµ3 + 128974848δ12µ2 + 177340416δ10µ2 + 65590272δ8µ2
+7929600δ6µ2 + 231360δ4µ2 + 20304δ2µ2 + 29360128δ13µ+ 51904512δ11µ
+30167040δ9µ+ 7749632δ7µ+ 889344δ5µ+ 35328δ3µ+ 16δµ
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+4194304δ14 + 8650752δ12 + 6033408δ10 + 1937408δ8 + 296448δ6
+17664δ4 + 16δ2 = 0 (A.3)
This equation plots as two triangular regions in δ-µ parameter space (see Figure
2.1). The sides of the triangular regions represent either saddle-node or infinite-
period bifurcations (see [19] for a complete description).
Next we look for curves representing Hopf bifurcations. These bifurcations corre-
spond to a stable equilibrium point losing its stability as 2 of its eigenvalues cross
the imaginary axis. We once again look at an undetermined equilibrium point
(R1, R3, φ1) = (r1, r3, φ). The linearized flow near this equilibrium point is given
via the Jacobian of (2.4)-(2.6) evaluated at the point.


1
3
− 3r21
8
−µ sinφ
2
−µr3 cosφ
2
µ sinφ 1
3
− 3r23
8
µr1 cosφ
µr3 cosφ
2r2
1
+ µ cos φ
r3
−µr1 cosφ
r2
3
− µ cosφ
2r1
µr3 sinφ
2r1
− µr1 sinφ
r3


The Jacobian can be simplified by using equations (3.2) and (3.3) to eliminate cosφ
and sinφ. The resulting characteristic equation of the Jacobian, which contains
only r1 and r3, is of the form
λ3 + c2λ
2 + c1λ+ c0 = 0 (A.4)
For a Hopf bifurcation to occur, there must exist a pair of purely imaginary eigen-
values satisfying (A.4). This requires the characteristic equation to have the form
[17]
λ3 − αλ2 + β2λ− β2α = 0
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or in terms of the coefficients of (A.4)
c0 = c1c2 (A.5)
Now we eliminate r1 and r3 using equations (3.6) and (A.1). First we use (3.6) to
eliminate r3 from (A.5) to get
8019ρ81 − 138672ρ71 + 11232µ2ρ61 + 44928δµρ61 + 44928δ2ρ61 + 963468ρ61
−101376µ2ρ51 − 405504δµρ51 − 405504δ2ρ51 − 3380832ρ51 + 6912µ4ρ41
+55296δµ3ρ41 + 165888δ
2µ2ρ41 + 195456µ
2ρ41 + 221184δ
3µρ41 + 781824δµρ
4
1
+110592δ4ρ41 + 781824δ
2ρ41 + 6014784ρ
4
1 − 36864µ4ρ31 − 294912δµ3ρ31
−884736δ2µ2ρ31 + 455168µ2ρ31 − 1179648δ3µρ31 + 1820672δµρ31
−589824δ4ρ31 + 1820672δ2ρ31 − 4143616ρ31 + 27648µ4ρ21 + 221184δµ3ρ21
+663552δ2µ2ρ21 − 1459200µ2ρ21 + 884736δ3µρ21 − 5836800δµρ21
+442368δ4ρ21 − 5836800δ2ρ21 − 1290240ρ21 + 294912µ2ρ1 + 1179648δµρ1
+1179648δ2ρ1 + 1867776ρ1 + 524288µ
2 + 2097152δµ+ 2097152δ2
+524288 = 0
where ρ1 = r
2
1. Then we use (A.1) to eliminate ρ1 from this equation giving us
206046997776µ16 + 128246239872δµ15 − 1055299653504δ2µ14
+151716144096µ14 − 4792910330880δ3µ13 − 959470912224δµ13
−10067384941056δ4µ12 − 4022175416544δ2µ12 − 76183604811µ12
−13620666378240δ5µ11 − 8422624949760δ3µ11 − 1162076374872δµ11
−11038023456768δ6µ10 − 9771098692608δ4µ10 − 2453769115848δ2µ10
−53727633963µ10 − 1633265565696∆7µ9 − 5111334563328δ5µ9 . . .
119
. . .− 2698414682336δ3µ9 − 368730619308δµ9 + 10450239639552δ8µ8
+4596633773568δ6µ8 − 930295796592δ4µ8 − 500042378940δ2µ8
−10567871928µ8 + 18955313086464δ9µ7 + 14654584700928δ7µ7
+2928072365568δ5µ7 − 65251243872δ3µ7 − 43666800936δµ7
+20325924864000δ10µ6 + 19734795325440δ8µ6 + 6459457683968δ6µ6
+646749530928δ4µ6 − 25863482760δ2µ6 − 842897393µ6
+15864307384320δ11µ5 + 18526299439104δ9µ5 + 7894980157440δ7µ5
+1385895931968δ5µ5 + 75604570176δ3µ5 − 1221626868δµ5
+9417278619648δ12µ4 + 12970012852224δ10µ4 + 6670762715136δ8µ4
+1563045302976δ6µ4 + 151762831008δ4µ4 + 2639537484δ2µ4
−16895076µ4 + 4277139406848∆13µ3 + 6902205382656δ11µ3
+4225522688000δ9µ3 + 1243790340096δ7µ3 + 175856646912δ5µ3
+9882465920δ3µ3 + 104063568δµ3 + 1433187385344δ14µ2
+2690954035200δ12µ2 + 1939282108416δ10µ2 + 685956946944δ8µ2
+123792201984δ6µ2 + 10341576000δ4µ2 + 273469584δ2µ2
+1086528µ2 + 328866988032δ15µ+ 711039909888δ13µ
+596824129536δ11µ+ 250006241280δ9µ+ 55862845440δ7µ
+6480411648δ5µ+ 338812032δ3µ+ 5262144δµ
+41108373504δ16 + 101577129984δ14 + 99470688256δ12
+50001248256δ10 + 13965711360δ8 + 2160137216δ6
+169406016δ4 + 5262144δ2 + 43264 = 0 (A.6)
This equation plots as 4 curves originating near the corners of the triangular regions
defined by (A.3) (see Figures 2.1 and A.1).
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δµ
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B
Figure A.1: Close-up view of intersection of saddle-node (A.3) and Hopf
(A.6) bifurcation curves. The curves intersect at point A and are tangent at
point B.
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MATLAB Code for Numerical Floquet Analysis
function y = f l oqu e t i npha s e ( )
%% SET−UP
% Clear screen and workspace va r i a b l e s , s t a r t t imer .
clear ; clc ; t ic ;
% Define parameter space g r i d s i z e .
s t e p s i z e = . 0 2 5 ;
% Define non l i n ea r i t y parameter e p s i l o n .
ep s i l o n = 0 . 1 ;
% I n i t i a l i z e r e s u l t s counter .
counter = 1 ;
% I n i t i a l i z e vec tor to s t o r e r e s u l t s .
r e s u l t s = zeros ( (1/ s t e p s i z e ) ∗ ( . 5 / s t e p s i z e )+1 ,5) ;
%% NUMERICAL FLOQUET ANALYSIS
for mu = [ s t e p s i z e : s t e p s i z e : . 5 ]
% Re s t r i c t to reg ion o f parameter space where we expec t
% pe r i od i c motions to e x i s t .
for de l t a = [max( [− .5 −2∗mu ] ) : s t e p s i z e :mu]
% I n i t i a l i z e v a r i a b l e s .
begin t ime = 0 ;
per iod = 0 ;
s o l = 0 ;
% Define parameter vec tor .
parameters = [ e p s i l o n ; d e l t a ;mu ] ;
% Define op t i ons f o r ode45 numerical i n t e g r a t i on .
opt ion s = odeset ( ’ Events ’ ,@EVENTS, ’AbsTol ’ ,1 e − 7 , . . .
’ RelTol ’ ,1 e−4);
% Numerical ly i n t e g r a t e in−phase subspace equa t i ons .
s o l = ode45 ( @inphase , [ 0 1250 ] , [ 0 ; 2 ; −2 ; − . 1 ] , options , . . .
parameters ) ;
% Calcu la t e the per iod o f the steady−s t a t e s o l u t i o n
% and the time at which i t b eg ins .
[ per iod , beg in t ime ] = ca l c u l a t e p e r i o d ( s o l ) ;
% I f the numerical i n t e g r a t i on does not s e t t l e down
% to a steady−s ta t e , s k i p the r e s t o f the loop and
% go to next ( de l t a ,mu) pa i r .
i f per iod == 0
% No pe r i od i c motion e x i s t s .
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r e s u l t s ( counter , : ) = [ d e l t a mu 0 per iod 0 ] ;
counter = counter + 1 ;
cont inue ;
end
% Find numerical r e p r e s en t a t i on o f steady−s t a t e
% pe r i od i c motion .
i n t e r v a l = [ begin t ime − . 0 1 : . 0 1 : beg in t ime+per iod + .01 ] ;
inphase mode = [ i n t e r va l ’ deva l ( so l , i n t e r v a l ) ’ ] ;
% Calcu la t e the monodromy matrix .
C = monodromy matrix ( per iod , begin t ime , inphase mode , . . .
parameters ) ;
% Calcu la t e the e i g enva l u e s o f the monodromy matrix .
e i g enva lu e s = sort ( eig (C) ) ;
% Determine s t a b i l i t y o f p e r i od i c motion by check ing
% i f any e i g e n v a l e s have norm > 1 .
i f ( ( abs ( e i g enva lu e s (end))−1) > 1e−3)
% Motion i s un s t a b l e .
r e s u l t s ( counter , : ) = [ d e l t a mu 1 per iod . . .
abs ( e i g enva lu e s (end ) ) ] ;
counter = counter + 1 ;
else
% Motion i s s t a b l e .
r e s u l t s ( counter , : ) = [ d e l t a mu 2 per iod . . .
abs ( e i g enva lu e s (end ) ) ] ;
counter = counter + 1 ;
end
end
end
% Plot r e s u l t s .
f l o q u e t p l o t ( r e s u l t s ) ;
% Save r e s u l t s to . mat f i l e f o r l a t e r use .
%save output r e s u l t s ;
% Stop timer .
toc ;
% Return r e s u l t s v ec tor at comple t ion .
y = r e s u l t s ;
%% SUBFUNCTIONS
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%% CALCULATE PERIOD
function [ per iod , beg in t ime ] = ca l c u l a t e p e r i o d ( s o l )
i n t e r v a l s = abs ( di f f ( s o l . ye , 1 , 2 ) ) ;
i n d i c e s = find ( vnorm( i n t e r v a l s , 1 ) < 1e−3);
i f ˜isempty ( i n d i c e s )
per iod = s o l . xe ( i n d i c e s (end ) ) − s o l . xe ( i n d i c e s (end)−1);
beg in t ime = s o l . xe ( i n d i c e s (end)−1);
else
per iod = 0 ;
beg in t ime = 0 ;
end
%% MONODROMYMATRIX
function C = monodromy matrix( per iod , begin t ime , . . .
inphase mode , parameters )
C = zeros ( 6 , 6 ) ;
I = eye ( 6 ) ;
op t i on s = odeset ( ’AbsTol ’ ,1 e−7, ’ RelTol ’ ,1 e−4);
for i = 1 :6
[T,Y] = ode45 ( @ inphase var i a t i ona l , [ 0 per iod ] , I ( : , i ) , . . .
options , begin t ime , inphase mode , parameters ) ;
C( : , i ) = Y(end , : ) ’ ;
end
%% FLOQUET PLOT
function y = f l o q u e t p l o t ( r e s u l t s )
figure ( 1 ) ; hold on ;
for i = 1 : length ( r e s u l t s )
i f ( r e s u l t s ( i ,3)==0)
plot ( r e s u l t s ( i , 1 ) , r e s u l t s ( i , 2 ) , ’ bx ’ , ’ LineWidth ’ , 6 ) ;
e l s e i f ( r e s u l t s ( i ,3)==1)
plot ( r e s u l t s ( i , 1 ) , r e s u l t s ( i , 2 ) , ’ rx ’ , ’ LineWidth ’ , 6 ) ;
else
plot ( r e s u l t s ( i , 1 ) , r e s u l t s ( i , 2 ) , ’ gx ’ , ’ LineWidth ’ , 6 ) ;
end
end
xlabel ( ’ \ de l t a ’ ) ; ylabel ( ’ \mu ’ ) ;
grid on ;
axis ( [− .5 . 5 0 . 5 ] ) ;
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t e s t = get (gca , ’ XLabel ’ ) ;
set ( t e s t , ’ FontSize ’ ,14 , ’FontName ’ , ’ Times ’ ) ;
t e s t = get (gca , ’ YLabel ’ ) ;
set ( t e s t , ’ FontSize ’ ,14 , ’FontName ’ , ’ Times ’ ) ;
set (gca , ’ FontSize ’ ,12 , ’FontName ’ , ’ Times ’ ) ;
y = 1 ;
%% IN−PHASE EQUATIONS
function y = inphase ( t , x , p)
y = [ x ( 2 ) ;
p(1)∗(1−x (1)ˆ2)∗ x (2) − x (1) + p(1)∗ p (3 )∗ ( x(3)−x ( 1 ) ) ;
x ( 4 ) ;
p(1)∗(1−x (3)ˆ2)∗ x (4) − (1+p (1)∗ p (2) )ˆ2∗ x ( 3 ) . . .
+ p (1)∗2∗p (3 )∗ ( x(1)−x ( 3 ) ) ] ;
%% VARIATIONAL EQUATIONS
function y = inph a s e v a r i a t i o n a l ( t , x , begin t ime , inphase mode , p)
temp = in te rp1q ( inphase mode ( : , 1 ) , inphase mode ( : , 2 : 5 ) , . . .
beg in t ime+t ) ;
y = [ x ( 2 ) ;
(−p (1)∗ p (3) − (1 + 2∗p (1)∗ temp (1)∗ temp ( 2 ) ) )∗ x ( 1 ) . . .
+ p(1)∗(1− temp (1)ˆ2)∗ x (2) + p(1)∗ p (3)∗ x ( 5 ) ;
x ( 4 ) ;
(−p (1)∗ p (3) − (1 + 2∗p (1)∗ temp (1)∗ temp ( 2 ) ) )∗ x ( 3 ) . . .
+ p(1)∗(1− temp (1)ˆ2)∗ x (4) + p(1)∗ p (3)∗ x ( 5 ) ;
x ( 6 ) ;
(−2∗p (1)∗ p (3) − ( (1 + p (1)∗ p (2) )ˆ2 . . .
+ 2∗p (1)∗ temp (3)∗ temp ( 4 ) ) )∗ x ( 5 ) . . .
+ p(1)∗(1− temp (3)ˆ2)∗ x (6) + p(1)∗ p (3)∗ x ( 1 ) . . .
+ p (1)∗ p (3)∗ x ( 3 ) ] ;
%% EVENTS
function [ value , i s t e rm ina l , d i r e c t i o n ] = EVENTS( t , y , p)
va lue = y ( 1 ) ;
i s t e rm i n a l = 0 ;
d i r e c t i o n = +1;
Figure B.1: MATLAB code for performing numerical Floquet analysis on
the in-phase mode in Chapter 2.
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Table C.1: Coefficients of nonsecular terms in (5.13) for the first normal mode.
Frequency Cosine Terms Sine Terms
2ω3 + ω1 −β(αβ−1) sin (2θ3+θ1)R1R
2
3
(2ω3+ω1)
4(β−α)
β(αβ−1) cos (2θ3+θ1)R1R23(2ω3+ω1)
4(β−α)
2ω3 − ω1 −β(αβ−1) sin (2θ3−θ1)R1R
2
3
(2ω3−ω1)
4(β−α)
β(αβ−1) cos (2θ3−θ1)R1R23(2ω3−ω1)
4(β−α)
ω3 + 2ω2
β sin (θ3+2θ2)R22R3(ω3+2ω2)
4(β−α)
−β cos (θ3+2θ2)R22R3(ω3+2ω2)
4(β−α)
ω3 − 2ω2 β sin (θ3−2θ2)R
2
2
R3(ω3−2ω2)
4(β−α)
−β cos (θ3−2θ2)R22R3(ω3−2ω2)
4(β−α)
ω3 + 2ω1 − (α−1)(α+1)β sin (θ3+2θ1)R
2
1
R3(ω3+2ω1)
4(β−α)
(α−1)(α+1)β cos (θ3+2θ1)R21R3(ω3+2ω1)
4(β−α)
ω3 − 2ω1 − (α−1)(α+1)β sin (θ3−2θ1)R
2
1
R3(ω3−2ω1)
4(β−α)
(α−1)(α+1)β cos (θ3−2θ1)R21R3(ω3−2ω1)
4(β−α)
2ω2 + ω1
β sin (2θ2+θ1)R1R22(2ω2+ω1)
4(β−α)
−β cos (2θ2+θ1)R1R22(2ω2+ω1)
4(β−α)
2ω2 − ω1 β sin (2θ2−θ1)R1R
2
2
(2ω2−ω1)
4(β−α)
−β cos (2θ2−θ1)R1R22(2ω2−ω1)
4(β−α)
3ω3 − (β−1)β(β+1) sin (3θ3)R
3
3
ω3
4(β−α)
(β−1)β(β+1) cos (3θ3)R33ω3
4(β−α)
ω3 −β sin (θ3)R3(β
2R2
3
−R2
3
−2R2
2
+2α2R2
1
−2R2
1
)ω3
4(β−α)
β cos θ3R3(β2R23−R
2
3
−2R2
2
+2α2R2
1
−2R2
1
)ω3
4(β−α)
3ω1
(β−α3) sin (3θ1)R31ω1
4(β−α)
− (β−α3) cos (3θ1)R31ω1
4(β−α)
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Table C.2: Coefficients of nonsecular terms in (5.13) for the second normal mode.
Frequency Cosine Terms Sine Terms
2ω3 + ω2
1
4
sin (2θ3 + θ2)R2R
2
3(2ω3 + ω2) −14 cos (2θ3 + θ2)R2R23(2ω3 + ω2)
2ω3 − ω2 14 sin (2θ3 − θ2)R2R23(2ω3 − ω2) −14 cos (2θ3 − θ2)R2R23(2ω3 − ω2)
ω3 + ω2 + ω1
1
2
sin (θ3 + θ2 + θ1)R1R2R3(ω3 + ω2 + ω1) −12 cos (θ3 + θ2 + θ1)R1R2R3(ω3 + ω2 + ω1)
ω3 + ω2 − ω1 12 sin (θ3 + θ2 − θ1)R1R2R3(ω3 + ω2 − ω1) −12 cos (θ3 + θ2 − θ1)R1R2R3(ω3 + ω2 − ω1)
ω3 − ω2 + ω1 12 sin (θ3 − θ2 + θ1)R1R2R3(ω3 − ω2 + ω1) −12 cos (θ3 − θ2 + θ1)R1R2R3(ω3 − ω2 + ω1)
ω3 − ω2 − ω1 12 sin (θ3 − θ2 − θ1)R1R2R3(ω3 − ω2 − ω1) −12 cos (θ3 − θ2 − θ1)R1R2R3(ω3 − ω2 − ω1)
ω2 + 2ω1
1
4
sin (θ2 + 2θ1)R
2
1R2(ω2 + 2ω1) −14 cos (θ2 + 2θ1)R21R2(ω2 + 2ω1)
ω2 − 2ω1 14 sin (θ2 − 2θ1)R21R2(ω2 − 2ω1) −14 cos (θ2 − 2θ1)R21R2(ω2 − 2ω1)
3ω2
1
4
sin (3θ2)R
3
2ω2 −14 cos (3θ2)R32ω2
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Table C.3: Coefficients of nonsecular terms in (5.13) for the third normal mode.
Frequency Cosine Terms Sine Terms
2ω3 + ω1
α(β−1)(β+1) sin (2θ3+θ1)R1R23(2ω3+ω1)
4(β−α)
-
α(β−1)(β+1) cos (2θ3+θ1)R1R23(2ω3+ω1)
4(β−α)
2ω3 − ω1 α(β−1)(β+1) sin (2θ3−θ1)R1R
2
3
(2ω3−ω1)
4(β−α)
−α(β−1)(β+1) cos (2θ3−θ1)R1R23(2ω3−ω1)
4(β−α)
ω3 + 2ω2 -
α sin (θ3+2θ2)R22R3(ω3+2ω2)
4(β−α)
α cos (θ3+2θ2)R22R3(ω3+2ω2)
4(β−α)
ω3 − 2ω2 -α sin (θ3−2θ2)R
2
2
R3(ω3−2ω2)
4(β−α)
α cos (θ3−2θ2)R22R3(ω3−2ω2)
4(β−α)
ω3 + 2ω1
α(αβ−1) sin (θ3+2θ1)R21R3(ω3+2ω1)
4(β−α)
-
α(αβ−1) cos (θ3+2θ1)R21R3(ω3+2ω1)
4(β−α)
ω3 − 2ω1 α(αβ−1) sin (θ3−2θ1)R
2
1
R3(ω3−2ω1)
4(β−α)
-
α(αβ−1) cos (θ3−2θ1)R21R3(ω3−2ω1)
4(β−α)
2ω2 + ω1 -
α sin (2ω2+ω1)R1R22(2ω2+ω1)
4(β−α)
α cos (2ω2+ω1)R1R22(2ω2+ω1)
4(β−α)
2ω2 − ω1 -α sin (2ω2−ω1)R1R
2
2
(2ω2−ω1)
4(β−α)
α cos (2ω2−ω1)R1R22(2ω2−ω1)
4(β−α)
3ω3
(β3−α) sin (3θ3)R33ω3
4(β−α)
-
(β3−α) cos (3θ3)R33ω3
4(β−α)
3ω1
(α−1)α(α+1) sin (3θ1)R31ω1
4(β−α)
-
(α−1)α(α+1) cos (3θ1)R31ω1
4(β−α)
ω1
α sin θ1R1(2β2R23−2R
3
3
−2R2
2
+α2R2
1
−R2
1
)ω1
4(β−α)
-
α cos θ1R1(2β2R23−2R
3
3
−2R2
2
+α2R2
1
−R2
1
)ω1
4(β−α)
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