Given a real representation of the Clifford algebra corresponding to R p+q with metric of signature (p, q), we demonstrate the existence of two natural bilinear forms on the space of spinors. With the Clifford action of k-forms on spinors, the bilinear forms allow us to relate two spinors with elements of the exterior algebra. From manipulations of a rank four spinorial tensor introduced in [1], we are able to find a general class of identities which, upon specializing from four spinors to two spinors and one spinor in signatures (1,3) and (10,1), yield some well-known Fierz identities. We will see, surprisingly, that the identities we construct are partly encoded in certain involutory real matrices that resemble the Krawtchouk matrices [4] [5] .
Introduction
The Fierz identities are relations among elements of the Clifford algebra, spinors, and the exterior algebra associated with the vector space R n with metric g. They have been used in Dirac's treatment of electron spin in signature (1, 3) [2] as well as in M-theory (which uses signature (10,1)) [3] , [6] . Like those in [2] , our Fierz identities are relations among spinors as opposed to spinor one-forms, which are the objects of interest in [3] and [6] . However, our identities are more general than those in [2] : we have four-spinor identities instead of just one-spinor identities and our constructions work in arbitrary dimension and signature. Our approach is an algebraic one, with the multiplicative group structure of the generators of the Clifford algebra playing an essential role in the derivations. In the process of deriving the Fierz identities, we show the existence of a class of involutory real matrices, of dimension n+1×n+1 or . We offer two proofs in the appendices that these matrices square to the identity. One proof uses spinors and the other is a direct proof that uses contour integration.
Although we restrict attention to real representations, we will see that a quaternionic structure arises when the Clifford algebra is isomorphic to a full matrix algebra over H (the quaternions). When Cl p,q is isomorphic to a full matrix algebra over C, we get a complex structure as well as an additional operator, which anti-commutes with i. In some cases, this additional structure squares to the identity, in which case we can think of it as complex conjugation.
In the remainder of this section, we briefly summarize results from the general theory of Clifford algebras. In the next section we define two natural bilinear forms on the space of spinors and then examine how we can use these to relate spinors to elements of the exterior algebra. Finally, in the third section, we derive the various identities, considering the three cases where a Clifford algebra is isomorphic to a full matrix algebra over R, C, or H. We also consider two cases of special interest to physics: the Clifford algebras associated with signature (1, 3) and (10, 1). We show that our identities reduce to some familiar Fierz identities upon specialization from four spinors to one spinor.
Clifford Algebras
The Clifford algebra of a real vector space V with metric g is the free algebra generated by V , modulo the relation )), then we denote the corresponding Clifford algebra by Cl p,q . We denote the image of the natural inclusion map R p+q ֒→ Cl p,q by R p,q .
If {e i : 1 ≤ i ≤ p + q} is the standard basis for R p+q then from (1.1) and (1.2) we have that
e i e j = −e j e i (i = j).
Clearly {e p+q : i k = 0 or 1} spans Cl p,q , so that dim Cl p,q ≤ 2 p+q . It can be shown that if p − q = 1 (mod 4) then any algebra generated by a set {e 1 . . . e p+q } satisfying the above relations must have dimension 2
p+q . If p − q = 1 (mod 4) then it is possible for the dimension to be 2 p+q−1 , with e 1 e 2 . . . e p+q = ±1 [7] . The element e 1 e 2 . . . e p+q is canonical [8] , is denoted by γ, and called the pseudoscalar. A straightforward computation shows that and γu = uγ iff p + q is odd or u is even −uγ iff p + q is even and u is odd.
(1.4)
If I = {i 1 , i 2 , . . . i n }, where each i j ∈ N and i j < i j+1 , then we use the notation e I for n j=1 e i j and define e ∅ = 1. We denote the grade involution by α, where α(e i 1 e i 2 . . . e in ) = (−1) n e i 1 e i 2 . . . e in . We also make use of an algebra anti-involution˜called reversion, with e i 1 . . . e i k = e i k . . . e i 1 .
We define the P in and Spin subgroups of Cl p,q by P in(p, q) = {v 1 v 2 . . . v n : v i ∈ R p,q , g(v i , v i ) = ±1}
Spin(p, q) = {u ∈ P in(p, q) : α(u) = u}.
We give an action of P in(p, q) on R p,q by u(v) = uvα(u −1 ), u ∈ P in(p, q), v ∈ R p,q .
This action gives a 2-to-1 homomorphism from P in(p, q) to O(p, q), the group of orthogonal transformations of signature (p, q). When restricted to Spin(p, q) we get a 2-to-1 homomorphism to SO(p, q), the special orthogonal group in signature (p, q) [7] .
Representations of Clifford Algebras
We can always represent Cl p,q as the set of all n × n matrices with entries in R, C, or H. We denote the set of all n × n matrices with entries in F by F[n].
The representation space is called the space of spinors. If p − q = 1 (mod 4), then the representation is unique. Otherwise, there are two inequivalent representations; one has γ = 1 and the other has γ = −1, where 1 is the identity matrix. Furthermore we can always chose our representations such that e † I = e I if and only if e (1.5)
The full matrix algebra that Cl p,q is isomorphic to is determined by the quantity τ = q − p − 1 mod 8: 6) where [r] denotes the integer part of r. We say that Cl p,q is of type R, H, or C accordingly.
Corner and Subordinate Algebras
As mentioned above, if p − q ≡ 1 (mod 4) then there exist two inequivalent representations for Cl p,q on the same full matrix algebra. From (1.6) we see that this happens if and only if p + q is odd and Cl p,q is of type R or H. We call these Clifford algebras corner algebras since we can find a real representation for any Clifford algebra from a representation of its closest corner algebra. We therefore use the name subordinate algebra for type R and H Clifford algebras that are not corner algebras.
Looking at (1.6) we see that type R algebras and type H algebras occur with the same frequency. They also occur for both even and odd values of p + q and both give rise to corner algebras. Conversely, type C algebras occur less frequently and only in odd dimension. Throughout this paper we will see that type R and H algebras can be treated similarly. For example, in the next section we show that if we use a real representation for a type H algebra, quaternionic structure emerges in the form of three operators which satisfy the quaternionic relations and, when added to the representation of the Clifford algebra, generate the entire matrix algebra. Furthermore, when we construct the cross-symmetry matrices we find that those for the type R and H algebras are identical except for a factor of two. Conversely, real representations of type C algebras are not as neat, as an extra operator emerges that does not always have a clear interpretation (sometimes it can be thought of as conjugation). For these reasons, we will only focus on Fierz identities for type R and H algebras.
Real Representations of type H Algebras
Suppose that Cl p,q ≃ H n . We can get a representation on R 4n by making the replacements
2 , the representation of Cl p,q on R 4n is not surjective (note however that the (real) dimension of the representation space is the same-4n). However, we will now show that there are always three matrices, which we suggestively call I, J, and K, we can add to get all of R[4n], i.e. Cl p,q ∪ {I, J, K} generates R[4n]. These matrices satisfy the quaternionic relations so we can give an action of H on the space of spinors, S, by
It turns out that these matrices commute with Cl p,q .
Since Cl p,q is of type H we have that q − p − 1 ≡ 1, 2, or 3 (mod 8) (1.6). Assume first that q −p−1 ≡ 1. Then q −(p+2)−1 ≡ 7 so that Cl p+2,q is type R. We then get a real representation of Cl p,q by taking {e 3 , e 4 , . . . , e p+q+2 } as generators, where {e 1 , e 2 , . . . , e p+q+2 } are the standard generators for Cl p+2,q .
Let I = e 1 e 2 , J = γe 2 , K = γe 1 , where γ = p+q+2 i=1 e i is the Cl p+2,q pseudoscalar. Since p + q + 2 is even, γ anti-commutes with vectors so that I, J, and K anti-commute with each other but commute with everything in Cl p,q . Furthermore, since q − p − 1 ≡ 1 (mod 8), q − (p + 2) ≡ 0 (mod 4) so that γ 2 = 1 by (1.3). Thus
The generators of Cl p,q along with the I, J, and K operators now generate the entire real endomorphism algebra of S since e 1 = ±e 3 e 4 . . . e p+q+2 J e 2 = ±e 3 e 4 . . . e p+q+2 K
and Cl p+2,q ≃ End R (S).
Consider now the case q −p−1 ≡ 3 (mod 8). Then (q +2)−p−1 ≡ 5 (mod 8) so that Cl p,q+2 is type R. As before, if {e 1 , e 2 , . . . , e p+q+2 } generates Cl p,q+2 , we use {e 1 , . . . , e p+q } to generate Cl p,q and give quaternionic structure with I = e p+q+1 e p+q+2 , J = γe p+q+2 , K = γe p+q+1 (note that now (q + 2) − p ≡ 6 (mod 8) so that γ 2 = −1). As in the previous case, {e 1 , . . . , e p+q } ∪ {I, J, K} generate End R (S) and I, J, and K are in the center of Cl p,q .
Lastly, if q − p − 1 ≡ 2 (mod 8) then q − p ≡ 3 (mod 4) so that Cl p,q has two irreducible representations, where the psuedoscalar is ±1. Thus we can represent it with {e 1 , e 2 , . . . , e p+q−1 , e 1 e 2 . . . e p+q−1 } where {e 1 , . . . , e p+q−1 } generate either Cl p,q−1 or Cl p−1,q (both of which are type H). We can take I, J, and K to be the same matrices as those in Cl p,q−1 or Cl p−1,q .
Real Representations of type C Algebras
Suppose we have a surjective representation of Cl p,q on C n . We can get a representation on R 2n by replacing i with 0 −1 1 0 and 1 with 1 0 0 1 .
By dimensionality considerations, Cl p,q is isomorphic to a proper subalgebra of R[2n] but the spin spaces have the same real dimension in each case. Since q − p ≡ 1 (mod 4) and (p + q) 2 ≡ 1 (mod 4) (p + q is odd), we have that γ 2 = −1 (1.3). Furthermore, since p + q is odd, γ is in the center of Cl p,q (but anti-commutes with Z). We give S a complex structure by defining
If q − p − 1 ≡ 0 (mod 8) then Z 2 = 1 and, since Z anti-commutes with R p,q and p + q is odd, Z anti-commutes with i(= γ). Therefore we can think of Z as conjugation. When q − p − 1 ≡ 4 (mod 8) then Z still anti-commutes with i but we now have that Z 2 = −1. It therefore seems tempting to give Cl p,q a quaternionic structure with i, Z, and iZ. However, we hesitate to do this since i and Z are not interchangeable; i is in the center of Cl p,q while Z anti-commutes with R p,q .
Some Remarks
If adding these additional operators for the type H and C algebras makes you uncomfortable, keep in mind that this is actually implicitly done in the standard Dirac treatment of Cl 1,3 ≃ H [2] , which uses a representation on C 4 . In the Dirac theory, multiplying a spinor by i is allowed but i cannot be in the image of the representation of Cl 1,3 since the center of Cl 1,3 is {±1}. Indeed, the Dirac matrices and i generate all of C [4] . It is interesting that there is a quaternionic structure if one uses a representation of Cl 1,3 on R 8 but there is not if one uses a representation on C 4 .
Trace-free Property of Real Representations
An important feature of real representations is that all e I which are not ±1 are trace-free. Since tr(AB) = tr(BA), any matrix that is the product of anti-commuting matrices must be trace-free. We will show that any e I can be written in such a way. This is immediate if |I| is even since the first |I| − 1 factors anti-commute with the last factor. For odd |I|, first assume that e I = γ so that we can find e j such that j / ∈ I. Then e I is proportional to e j e I e j and e j e I and e j anti-commute. Now if |I| is odd and e I = γ = ±1 then the Clifford algebra must be type C and γ 2 = −1. However, this means that γ t = −γ so that tr(γ) = tr(γ t ) = −tr(γ) = 0.
Bilinear Forms on Spinors
Bilinear forms on spinors are discussed in [2] but from a different perspective. Our approach is to look for real valued bilinear forms on the space of spinors, S, such that vectors are self-adjoint, up to sign. That is, a bilinear function
for all v ∈ R p,q , φ, ψ ∈ S. If Cl p,q is type R then Cl p,q ≃ End R (S) so that the form can be represented as (φ, ψ) → φ t Aψ, where A ∈ Cl p,q (where we are identifying an element A ∈ End R (S) with its image under an isomorphism End R (S) → Cl p,q ). The condition (2.1) then becomes
= e i and if p + 1 ≤ i ≤ p + q then e t i = −e i . Therefore we must have that
Since e i either commutes or anti-commutes with each e I , if A I = 0 then we must have that
It follows that if A I = 0 then e I must be either e 1 e 2 . . . e p or e p+1 e p+2 . . . e p+q . Thus A is, up to scale, either e 1 e 2 . . . e p or e p+1 e p+2 . . . e p+q . We denote the former element by γ p and the latter by γ q . We define two real bilinear forms
When Cl p,q is a corner algebra, i.e. γ = ±1, we have that γ p = ±γ q . Thus there is only one bilinear form, which we denote by (·, ·).
We see that 
and, similarly, γ
Thus (·, ·) + is symmetric if p = 0 or 1 (mod 4) and anti-symmetric if p = 2 or 3 (mod 4) and (·, ·) − is symmetric if q = 0 or 3 (mod 4) and anti-symmetric if p = 1 or 2 (mod 4).
Given any vector v ∈ R p,q , we can put v = v + +v − , with v + ∈ span{e 1 , e 2 , . . . e p } and v − ∈ span{e p+1 , e p+2 , . . . , e p+q }. We then have
A similar calculation yields
If Cl p,q is of type H then from (1.5), p t = −p for p ∈ span{I, J, K}. Further, any pure quaternion commutes with all of Cl p,q . We therefore have that
This means that (qφ, ψ) ± = (φ,qψ) ± for all q ∈ H. (2.6)
Signature of (·, ·) ±
We will now show that when (·, ·) ± is symmetric, the signature is always either neutral or definite. The definite case occurs only when p (respectively q) = 0. Without loss of generality, we will show that (·, ·) + has neutral signature when γ p is symmetric and γ p = 1 (so that p is necessarily non-zero).
Since γ p is symmetric, we have that γ 2 p = 1. Therefore its eigenvectors span the spinor space and its eigenvalues are ±1. Let S ± be the eigenspaces with eigenvalue ±1.
First assume that p is even or q = 0. Let
We have that eγ p = −γ p e so that if ψ ∈ S + then eψ ∈ S − . Since e is invertible it follows that S + and S − have the same dimension so that (·, ·) + has neutral signature.
Assume now that p is odd and q = 0. If Cl p,q = Cl p,0 is of type R or H then we have that γ p = γ = ±1, so that (·, ·) + is the Euclidean inner product. On the other hand, if Cl p,q is type C then γ
P in and Spin
Recall that the action of the P in and Spin groups on vectors preserves the metric. We also see that the action of the P in and Spin groups on spinors (which is just left multiplication) preserves (·, ·) ± up to sign:
for all u ∈ P in(p, q), φ, ψ ∈ S. This is evident from (2.4), (2.5), and the fact that for u ∈ P in(p, q), uũ = ±1. We can define a subgroup P in
Then we see that the action of P in + (p, q) on spinors preserves (·, ·) + if p is odd and preserves (·,
Relations Between Spinors and Forms
Denote the exterior algebra on R p,q by Λ(R p,q ). The metric g on R p,q induces a metric on Λ(R p,q ) by
. . e im , e j 1 e j 2 . . . e jn ) =
where i k < i k+1 and j k < j k+1 . If Cl p,q is a corner algebra and q is odd, then there is an ambiguity because of self-duality. Recall that in a corner algebra e 1 . . . e p+q = ±1. Therefore e I = ±e I c (where I c is the complement of I). But g(e I , e I ) = −g(e I c , e I c ) since the number of unit vectors which square to -1 in e I will have the opposite parity of the amount in e I c . To resolve this problem, we cut off forms at degree
. That is, we consider Λ(R p,q ) to
We can use the bilinear forms to associate elements ω
The induced metric on Λ k (R p,q ) allows us to consider ω
We then have that
Because of vectors being self-adjoint (up to sign), we see that the function ω
is either symmetric or anti-symmetric in its two spinor arguments. More precisely, by (2.2), (2.3), (2.4), and (2.5) we have that
A similar calculation gives
These imply that
Note that because of (2.6), for any pure quaternion q we have that
Derivation of Identities
Motivated by the results obtained in the appendix of [1] , the starting point for finding identities is the consideration of two rank (2,2) spinorial tensors
A more specialized version of the above tensor is used in [3] as the starting point for their Fierz identities. Let ·, · = (·, ·) + or (·, ·) − and Γ = γ p or γ q accordingly. The bilinear form allows us to lower indices via ψ ν = Γ µν ψ µ .
The inverse metric is defined by
, the matrix forms of Γ µν and Γ µν are the same. From (3.1) we have
where
, we have that
An important fact is that the set {±1, ±e I : I ⊆ {1, 2, . . . , p + q}} forms a multiplicative group G (of order 2 p+q+1 if p+q is even and 2 p+q if p+q is odd). Since every term in T ± is quadratic in the e I 's, it is natural to consider the quotient group E = G/{±1}. Note that E is an abelian group of order 1 2 |G| and every (non-identity) element has order two. For the rest of this section, we identify e I with its image under the projection map π : G → E. The product of two elements of E is then e I e J = e I∆J where ∆ is the symmetric difference, i.e. I∆J = (I ∪ J)\(I ∩ J). Indeed, E is isomorphic to the group one gets when the set is the power set of {1, . . . , p+q} and the operation is ∆.
We can write
|I| g(e I , e I ) φ, e I ψ α, e I β so that for e J ∈ E T ± (φ, e J ψ, α, e J β) = 
where the second equality follows from E being a group and the third from
In particular, we have
(3.5b)
Type R Subordinate Algebras
We will first assume that Cl p,q is a type R subordinate algebra, so that {e I : I ⊆ {1, . . . , p + q}} is a basis for End R (S). We then have that {e I ⊗ e J : I, J ⊆ {1, . . . , p + q}} is a basis for S ⊗ S ⊗ S ⊗ S where the action of e I ⊗ e J on four spinors is (φ, ψ, α, β) → φ, e I α ψ, e J β . It turns out that the symmetries given in (3.5) are sufficient to find the expansion of T ± in the basis that groups the first and third arguments, and the second and fourth. Once we have this, we can re-raise the two lowered indices to get a factorization of the original (2,2) tensor in (3.1), which groups the two spinors and the two cospinors.
Thus we want to determine coefficients t ± I,J ∈ R so that we can write T ± in this basis,
(3.6)
For concreteness, we will assume that p is odd and that Γ = γ p . We first consider T + . Since p is odd, we have that (φ, vψ) + = (vφ, ψ) + (2.4) for all v ∈ R p,q . From (3.5a) and (3.6) we have that
Because e i e J e i = ±e J and (·, e I ·) + (·, e J ·) + is a basis for S ⊗ S ⊗ S ⊗ S, we must have that
whenever t + I,J is non-zero for some I. Since p + q is even, the only element in the center of Cl p,q is the identity. Thus e J = 1. After using the same argument using the symmetry given in (3.5b), we see that
for some C ∈ R. Since the factorization of T − in (3.5) differs from that of T + by a negative sign, the commutation relation for T − differs from (3.7) by a minus sign:
e J e i = −e i e J if t − I,J = 0 for some I. Since γ is the only element which anti-commutes with every vector, we must have that
Analogous computations can be done to find the factorization of T ± for different parities of p and different choices of Γ. In some cases e J must be in the center (so it must be 1) and in others it must anti-commute with all vectors (so it must be γ). We summarize the results in tables 1 and 2. Note that in these tables C is not uniform across entries.
To determine the value of C we will need to raise two indices to recover T ± µν ρσ . This process is slightly different for the cases where the factorization of T ± uses Γ as the inner product (e.g. when p is even and using T + and Γ = γ p ) Table 1 : Factorization of T + (φ, ψ, α, β). Table 2 : Factorization of T − (φ, ψ, α, β).
and those where the factorization uses γΓ as the inner product (e.g. when p is even and using T + and Γ = γ q ).
In the first case, we have (in indices)
the second to last inequality coming from the fact that Γ t Γ = 1. To determine C we consider the double trace T ± But, as discussed in section 1, all e I are trace-free except for e ∅ = 1. Thus
Consider now the case where the factorization of T ± uses the bilinear form induced by γΓ. The cases Γ = γ p and Γ = γ q are slightly different but analogous. Consider the case where Γ = γ p so that we have
Raising two indices we have
where ǫ i are such that
We have that Table 3 : Factorization of T + (φ, ψ, α, β) for type R subordinate algebras. Table 4 : Factorization of T − (φ, ψ, α, β) for type R subordinate algebras.
Considering T ± µν µν , we find that
Since in a subordinate algebra p + q is even, this simplifies to C = (−1) (q(q+2)−p 2 )/2 2 (p+q)/2 . We now can update tables 1 and 2 to get tables 3 and 4.
It is somewhat surprising that the factorization of T ± µν ρσ is either γ p ρσ γ p µν or γ q ρσ γ q µν , despite the definition of T ± µν ρσ (3.1) not singling out γ p or γ q . Since T ± is a fruitful object (its complex version is used in [1] and a more specialized version is used for Fierz identities in [3] ) this is seen as a hint that the bilinear forms induced by γ p and γ q are important structures.
Cross-Symmetry
The factorization of T ± alone gives many Fierz identities by specializing, for example, to ψ = φ and α = β and noticing that many terms vanish because of (2.9) and (2.10). However, we will here derive more four-spinor symmetries, which we call cross-symmetry and which are encoded in certain involutory matrices. These matrices along with tables 3 and 4, contain all of the information for the Fierz identities we will derive. We can look at tables 3 and 4 as giving ω
for arbitrary m.
From tables 3 and 4, we see that given any subordinate type R algebra and choice of Γ, exactly one of T + or T − uses the bilinear form induced by Γ in its factorization. Which of T ± to use for a given partity of p and Γ is shown in table 5. (q 2 +q) ω 0 (α, ψ) gives
It turns out (surprisingly) that ǫ k is the same, regardless of the parity of p and the choice of T ± and Γ. From now on, we will therefore work in general with ·, · representing (·, ·) ± depending on whether Γ = γ p or γ q . Similarly, we write ω for ω ± and T or T ± .
Recall that T is invariant (up to sign) under (ψ, β) → (e J ψ, e J β). This is not the case in (3.10) since ǫ k can be different for values of k of the same parity. Indeed, rewriting the general version of (3.10) as α, ψ φ, β = |I|≤p+q ǫ k g(e I , e I ) φ, e I ψ α, e I β , replacing (ψ, β) → (e J ψ, e J β) and multiplying by g(e J , e J ) we have g(e J , e J ) α, e J ψ φ, e J β = |I|≤n ǫ k g(e J , e J )g(e I , e I ) φ, e I e J ψ α, e I e J β g(e J , e J ) α, e J ψ φ, e J β = |I|≤n ǫ |I∆J| g(e I , e I ) φ, e I ψ α, e I β . In the last line we appealed to the group structure of {e I : I ⊂ {1, . . . , n}}/{±1}. It follows from from the definition of ǫ k (3.11) that ǫ k = −ǫ k+2 , so that terms of ω k (φ, ψ) · ω k (α, β) come in with different signs. More explicitly, since |I∆J| = |I| + |J| − 2|I ∩ J| and ǫ k depends only on k mod 4, terms g(e I , e I )(φ, e I ψ)(α, e I β) and g(e I ′ , e I ′ )(φ, e I ′ ψ)(α, e I ′ β) of ω k (φ, ψ) · ω k (α, β) will have the same sign if and only if |I ∩ J| = |I ′ ∩ J|.
If we sum (3.12) over for all J of a fixed size, j, then we must get something invariant since the left hand side will be equal to ω j (α, ψ) · ω j (φ, β). Finding what the right hand side will be equal to is a little less trivial. For a fixed I ⊂ {1, . . . , p + q}, consider how many times, and in what sign, we can get g(e I , e I ) φ, e I ψ α, e I β . Put k = |I|. For fixed m, 0 ≤ m ≤ min{j, k} we consider how many J there are such |I ∩J| = m. To do this we first choose m elements from I and then j − m elements from the n − k elements which are in the complement of I. Therefore the coefficient on g(e I , e I ) φ, e I ψ α, e I β is ǫ k+j−2m
. We thus have the following general formula:
(3.13)
Define maps Ω and Ω * from S × S × S × S into R p+q+1 by
These maps are clearly linear in each variable so they induce (unique) linear maps from S ⊗ S ⊗ S ⊗ S → R p+q+1 . If we let M be the p + q + 1 × p + q + 1 matrix whose j + 1, k + 1 component is
Furthermore, from the definitions of Ω and Ω * , we clearly have that
. Thus if we can show that the map Ω : S ⊗ S ⊗ S ⊗ S → R p+q+1 is surjective, then it will follow that M 2 = 1. This is indeed the case. In appendix we give a proof of the corresponding statement for corner algebras. The proofs for the two statements are similar, though it is a bit more difficult in the corner case since we cut off forms at n−1 2
. We are unable to prove directly from the definition that M squares to the identity. We note that
is always an eigenvector of M with eigenvalue 1. Some examples of these matrices, which we call cross symmetry matrices, can be found in appendix C.
The matrix defined by (3.16) differs from a Krawtchouk matrix by only a factor of ǫ k+j and both types of matrices share the fundamental property that they square to a multiple of the identity [4] [5].
Type H Subordinate Algebras
Let us now turn to the case of type H subordinate algebras., which is very similar to the previous case. Recall that the factorization of T ± is determined by certain commutation relations, e.g. (3.7). The only difference from the type R case is that now the set of all elements which commute with Cl p,q is spanned by {1, I, J, K} and the set of all elements that anti-commute with all vectors is spanned by {γ, Iγ, Jγ, Kγ}.
For concreteness we will focus on T + with Γ = γ p and p even. Based on table 1 we have that
where C q 1 ,q 2 ∈ R. From (3.4) we get that C q 1 ,q 2 = C q 2 ,q 1 . It follows from (2.6) and the definition of T + that
Putting the identity T + (Iφ, Iψ, α, β) = T + (φ, ψ, α, β) into (3.17) and using the conjugate symmetry of (·, ·) − gives
Equating the coefficients on (φ, Jα) − (ψ, Kβ) − shows that −C J,K = C K,J . But since C J,K = C K,J , this means that C J,K = 0 = C K,J and, by permuting I, J, and K, we get that 0 = C I,J = C J,I = C I,K = C K,I . Equating the coefficients on (φ, Iα) − (ψ, Jβ) − shows that −C 1,K = C I,J = 0. Finally, equating the coefficients on (φ, α) − (ψ, β) − shows that C I,I = C 1,1 and, by symmetry, C J,J = C 1,1 = C K,K . Thus (3.17) simplifies to
The same technique used in the previous section determines C give factorizations in the following tables. Table 6 : Factorization of T + (φ, ψ, α, β) for type H subordinate algebras. Table 7 : Factorization of T − (φ, ψ, α, β) for type H subordinate algebras.
Cross-Symmetry
Using the same procedure used in section (3.1.1), we define maps
. . .
We have that Ω * (φ, ψ, α, β) = MΩ(φ, ψ, α, β)
where M is now the matrix whose j + 1, k + 1 component is
where ǫ k is the same as before. Note that this has an extra factor of 2 when compared with (3.16) . This is because the factorization of T in a type H algebra carries a factor of 2 (p+q−2)/2 whereas the factor is 2 (p+q)/2 in a type R algebra. Evidently, besides this factor of two, the cross-symmetry matrices for a type H algebra and a type R algebra of the same dimension are the same. Therefore, we now have that M 2 = 4 · 1.
Example: (1,3)
We will now show how we can use T ± to derive specialized Fierz identities. Because subordinate algebras have two bilinear forms and both T ± are nonzero (when we get to corner algebras we will see that one of T ± always vanishes), there are many identities. We will therefore only derive a few to give a feel for how the process works. Many of the familiar Fierz identities for Cl 1,3 are derivable solely from the factorizations of T ± . From table 6 we have
Specializing to φ = α = β = ψ and noticing that from 2.9 only the 0, 1, and 4 forms do not vanish gives (ψ, ψ)
gives the familiar Fierz identitiy [2] 
If we now let P be a pure unit quaternion and make the replacements φ = ψ, α = ψ, and β = γP ψ in (3.20) then ω
. From (2.9) and (2.11) the only non-vanishing term on the left side is ω P ψ) . Similarly, the right side simplifies to (ψ, ψ) + (ψ, P ψ) − = 0. We therefore get the identitiy
From tables 6 and 7 we see that
Subtracting them gives
Letting P be a pure unit quaternion, as before, and specializing to ψ = P φ, α = φ, β = P φ, we get
By (2.9) and (2.10), the only non-zero term on the left side is ω 1 (φ, P φ) 2 and the only non-zero terms on the right side are (φ, φ)
The identities (3.22) and (3.23) are known In the Dirac treatment of Cl 1,3 but with P replaced by i.
We will derive one more identity. From tables 6 and 7 we have
Letting P be a pure unit quaternion, if we make the replacements ψ → P φ, β → P φ, and α → φ, then by (2.9), (2.11), and (2.6) adding these two equations yields ω
Type R Corner Algebras
In a corner algebra γ = ±1, which means that elements in the representation of Cl p,q are self-dual, i.e. e I = ±e I c (where I c is the complement of I). In particular, this means that γ p = ±γ q so that there is really only one bilinear form, which we denote by (·, ·). We define ω k to be ω
If q is even then g(e I , e I ) = g(e I c , e I c ). Since |I| and |I c | have different parities (since p + q is always odd in corner algebras), this means that T − must vanish. On the other hand, if q is odd then g(e I e I ) = −g(e I c , e I c ) so that T + vanishes. That one of these tensors must vanish is consistent with our results in the previous section since in the subordinate algebra case we saw that the factorization of one of T ± always relied on the existence of an element that anti-commutes with R p,q . There is no such element in a corner algebra since γ = ±1. Analogous arguments as those used in the previous section give
When working in a corner algebra, we will sometimes write T for whichever of T ± is non-zero. We can write T for a general corner algebra as
, e I )(φ, e I ψ)(α, e I β)
Cross-Symmetry
The calculations from section 3.1.1 carry over to the type R corner algebra case with the exception that now we cut forms off at p+q−1 2
. We thus define
We have that
As in the type R subordinate case, M squares to the identity. Since forms get cut off at
, the cross-symmetry matrices are less symmetrical than those for subordinate algebras, as seen in appendix C.
Example: (10, 1)
While the cross-symmetry matrices do not depend much on the signature, Fierz identities involving fewer than four spinors do. Therefore it is best to illustrate with an example. We do this with the signature used in M-theory: (10,1). The cross symmetry relation in (10,1) is 
Specializing to α = φ makes the two vectors equal. Subtracting the left vector from both sides then gives us
The above matrix has rank three. Reducing it gives these three linearly independent identities
If we specialize even further to φ = ψ and β = ψ then we get
Putting φ = ψ and β = α in (3.27) and noticing from (2.10) that only ω k (ψ, ψ) = 0 for k = 1, 2, 5, we get 32
We can use (2.8) to write ω k (α, ψ) in terms of ω k (ψ, α). Putting ω k (ψ, α) 2 for ω k (ψ, α)·ω k (ψ, α) and absorbing into the matrix any minus sign that may result from going from
Type H Corner Algebras
Mimicking what was done in the type R corner algebra case, we see that for a type H corner algebra, one of T ± also vanishes. Letting T be the non-zero one, we can write
Its factorization is
q∈{1,I,J,K} (φ, qα)(ψ, qβ).
Cross-Symmetry
As in the subordinate case, the type H corner algebras are similar to the type R corner algebras. Since we still cut forms off at
, we define maps
where M is the matrix whose j + 1, k + 1 component is
We see that M is two times the cross-symmetry matrix for a type R corner algebra of the same dimension. Therefore, like in the type H subordinate case, M squares to four times the identity.
Conclusion
We have showed the existence of a class of Fierz identities for real representations. Along the way we have proved the existence of an entire class of involutory real matrices for any dimension. There are still issues that we would like to explore in future work. These include
• A better way to look at real representations of type C algebras to get similar identities.
• Looking for a similar construction with complex and/or quaternionic representations of Clifford algebras.
• Seeing if these involutory matrices have any deep significance and exploring their relationship to Krawtchouk matrices (which show up in a variety of places [4] ).
• The relationship between the constructions in this paper with the twospinor calculus of Penrose, Rindler, and Newman [1] , [9] .
• If the similarities between R and H in these constructions are manifestation of a deeper duality between R and H.
Addressing the second point, the reason we cannot simply repeat this construction for complex and quaternionic representations is that now the condition (1.5) is not the same as e (as it is for real representations). This, in turn, gives different symmetries in T ± so that T ± will not necessarily factor as γ p(q) ⊗ γ p(q) .
Appendices A Proof that M is surjective
We will prove this by induction, the inductive step being Theorem A.1. If the map Ω is surjective for (p, q) and (8, 0) spinors, then it is surjective for (p + 8, q) spinors.
Proof. Let {f i } and {e i } be standard generators for Cl p,q and Cl 8,0 , respectively. Then the set {e i ⊗ 1, γ ⊗ f j } generates Cl p+8,q , where
Note that this is a generating set since γ 2 = 1 and γ anti-commutes with each e i . Let {φ i } and {ψ j } be bases for Cl p,q and Cl 8,0 spinors, respectively, so that {ψ j ⊗ φ i } is a basis for Cl p+8,q spinors. The γ p in Cl p+8,q is equal to γ ⊗ γ p (abusing notation so that this γ p is the γ p of Cl p,q ) if p is even and (1 ⊗ γ p ) is p is odd. We will assume that p is even (the p odd case is analogous). We will denote the inner product on (p + 8, q) spinors as ·, · :
If k − m is even then all of the γ's with the f j i 's cancel each other so that A.1 becomes
and A.2 becomes
On the other hand, if k − m is odd then A.1 becomes
Using the fact that, because of duality,
we therefore have that (up to some signs), , then ω m (φ 1 , φ 2 ) is really, up to sign, ω n−m (φ 1 , φ 2 ) (since in a corner algebra e 1 . . . e n = ±1 so we cut forms off at n−1 2 forms). We have
We will now show that the map Ω is surjective from the four-fold tensor product of (p + 8, q) spinors, for any k between 0 and n+7 2 , we can always find an element of A ∈ 4 i=1 S such that the k-form component of Ω(A) is 1 and all other components are 0.
We will first show that a term of the form
Consider first the case that i is even. Then the term either shows up as part of a i + j-form or it could have come from Cl p,q duality in which case the ω i part should be thought of as ω n−i . In the latter case, n − i must be odd since n is odd and i is even. Therefore there were really 8 − j e ′ i s (since when there is an odd amount of f i 's there is an extra γ) so that this is a term of a n − i + 8 − j form. In the first case we must have that i + j ≤ n+7 2 and in the second we would have that
. However, these two inequalities are incompatible since the second one implies that i + j ≥ n+9 2
.
If i is odd then, by similar reasoning, the two cases are that
. However, these are also incompatible since the first implies that i − j ≤ n−9 2 and the second implies that i − j ≥ n−7 2
. Now let k be some number between 0 and n+7 2 and let i be such that 0 ≤ i ≤ min{k, n}. By assumption, the Ω maps for (p, q) and (8, 0) spinors are both surjective. Therefore we can find (p, q) spinors {φ 
) that is associated with k-forms (i.e. the k + 1 component).
We have thus reduced showing that Ω is surjective (and therefore that M is an involutory matrix) for any corner algebra to checking it for signature (8,0) and the corner signatures in dimensions less than 8: (1,0),(2,1), (3, 2) , (4, 3) , and (0,7). The map Ω is indeed surjective in these cases, as we have verified computationally in Maple.
We will first tackle the case when Cl p,q is a subordinate algebra. Letting N = p + q, what we want to show is that the (N + 1) × (N + 1) matrix M whose j + 1, k + 1 component is 1 2 N/2 (−1) We can allow k, m and n to run from 0 to ∞ since any term that has k, m or n outside of its defined limit will vanish. We will make use of the following consequence of the residue theorem:
{coefficient of z n in the expansion of f (z) centered at 0} = 1
where C is a closed curve around C and f has no singularities on or inside C. . This can easily be achieved if C 1 and C 2 are circles about the origin with the radius of C 1 be sufficiently small and the radius of C 2 being sufficiently big (C 1 : |z| = 1 4 and C 2 : |w| = 2 will do). Since j + l cannot be both odd and equal to N (since in a subordinate algebra N is even), we have that (B.12) vanishes if j + l is odd. If j + l is even then it can only be non-zero if j = l, in which case it is equal to 2 N . Putting this into (B.2) establishes that M 2 = 1.
In a corner algebra, we cannot let k go to infinity since we must cut off forms at degree
. This was crucial in (B.5) since it enabled us to only get a simple pole in the w integral. However, we have that 
