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Abstract. The periodization of a stationary Gaussian random field on a sufficiently large
torus comprising the spatial domain of interest is the basis of various efficient computational
methods, such as the classical circulant embedding technique using the fast Fourier transform
for generating samples on uniform grids. For the family of Mate´rn covariances with smoothness
index ν and correlation length λ, we analyse the nonsmooth periodization (corresponding to
classical circulant embedding) and an alternative procedure using a smooth truncation of the
covariance function. We solve two open problems: the first concerning the ν-dependent asymp-
totic decay of eigenvalues of the resulting circulant in the nonsmooth case, the second concerning
the required size in terms of ν, λ of the torus when using a smooth periodization. In doing
this we arrive at a complete characterisation of the performance of these two approaches. Both
our theoretical estimates and the numerical tests provided here show substantial advantages of
smooth truncation.
Keywords. stationary Gaussian random fields, circulant embedding, periodization, Mate´rn
covariances
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1. Introduction
The simulation of Gaussian random fields with specified covariance is a fundamental task in
computational statistics with a wide range of applications – see, for example, [4, 6, 19]. Since
these fields provide natural tools for spatial modeling under uncertainty, they have played a
fundamental roˆle in the modern field of uncertainty quantification (UQ). Thus the construction
and analysis of efficient methods for sampling such fields is of widespread interest.
In this paper we consider a class of algorithms for sampling stationary fields based on (arti-
ficial) periodization of the field, and fast Fourier transform. These algorithms enjoy log-linear
complexity in the number of spatial points sampled. While these algorithms are well-known in
computational statistics e.g., [4,19] and are widely applied in UQ [2,3,8,9,15], so far they have
been subjected to relatively little rigorous numerical analysis. This paper provides a detailed
novel analysis of these algorithms in the case of the important family of Mate´rn covariances. In
particular we present new results related to their efficiency and to the preservation of spectral
properties in the periodization.
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To give more context, we shall be concerned with Gaussian random fields Z = Z(x, ω) which
are assumed to be stationary, that is,
E[(Z(x, ·)− Z(x))(Z(x′, ·)− Z(x′))] =: ρ(x− x′), x, x′ ∈ D,(1.1)
where Z(x) = E[Z(x, ·)] and where D is a bounded spatial domain in d dimensions. Given n
sampling points {xj}nj=1, our task is to sample the multivariate Gaussian V := {Z(xi)}ni=1 ∈
N (0,Σ), where
Σi,j = ρ(xi − xj), i, j = 1, . . . , n.(1.2)
Since Σ is symmetric positive semidefinite, this can in principle be done by performing a fac-
torisation
Σ = FF>,(1.3)
with F = Σ1/2 being one possible choice, from which the desired samples are provided by the
product FY where Y ∈ N (0, I). When n is large, a naive direct factorisation is prohibitively
expensive. A variety of methods for drawing samples have been developed that either perform
approximate sampling, for instance by using a less costly inexact factorisation (e.g., [5, 11]), or
maintain exactness of the distribution by using an exact factorisation that exploits additional
structure in Σ. The methods considered in this work follow the latter approach by embedding
into a problem with periodic structure.
The methods we consider are based on the observation that in many applications the sampling
points can be placed uniformly on a rectangular grid, as justified theoretically, for instance,
in [10]. Then the n×n symmetric positive semidefinite matrix Σ is block Toeplitz with Toeplitz
blocks due to (1.2). Via periodization, Σ is embedded into an m×m block circulant matrix Σext
with circulant blocks (with m > n, but m typically proportional to n), which is diagonalized
using FFT (with log-linear complexity) to provide the spectral decomposition
(1.4) Σext = QextΛext(Qext)>,
with Λext diagonal and containing the eigenvalues of Σext and Qext being a Fourier matrix.
Provided these eigenvalues are non-negative, the required F in (1.3) can be computed by taking
n appropriate rows of the square root of Σext. Then samples of the grid values of Z can be
drawn by first drawing a random vector (yj)j=1,...,m with yj ∼ N (0, 1) i.i.d., then computing
V ext =
m∑
j=1
yj
√
Λextj qj(1.5)
using the FFT, with qj the columns of Q
ext and Λextj the corresponding eigenvalues of Σ
ext.
Note that (1.5) is the Karhunen–Loe`ve (KL) expansion of the random vector V ext.
Finally, a sample of V is obtained by extracting from V ext the entries corresponding to the
original grid points. Proceeding in this manner yields exact samples of Z at the grid points,
provided that Σext is positive semidefinite. Positive definiteness can be verified a posteriori by
checking non-negativity of the computed entries of Λext and is guaranteed to be satisfied for
sufficiently large m under fairly general conditions. For instance, it was shown in [9, Thm. 2.3]
that this holds true under weak integrability and regularity assumptions on ρ.
It thus suffices to iteratively increase m until Σext is positive semidefinite to obtain a reliable
sampling method. This paper is concerned with the following two key questions concerning this
procedure.
I How large does the extended size m need to be, compared to the cardinality n of the
original grid? This completely determines the efficiency of the sampling scheme. The
required m depends both on the covariance function ρ and on the type of periodization.
II Do the eigenvalues {Λextj : j = 1, . . . ,m} maintain a consistent rate of decay as n (and
hence m) increases? This determines the efficiency of numerical methods that build
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on the decomposition (1.5), since faster decay of the eigenvalues reduces the number of
independent variables which are effectively needed to describe Z.
The answer to Question II is particularly relevant in several areas of UQ. For example, in the
analysis of Quasi-Monte Carlo integration methods, the rate of decay of the terms in the discrete
KL expansion (1.5) plays a key roˆle in the convergence theory of QMC for high-dimensional
problems [10]. The rate of decay of the Λextj (as m increases) is intricately linked to the rate of
decay of the exact KL eigenvalues λj of the covariance operator with kernel ρ defined on L
2(D),
which appear in the KL expansion of the continuous field Z,
(1.6) Z =
∞∑
j=1
yj
√
λjϕj , yj ∼ N (0, 1) i.i.d.,
where ϕj are the L
2(D)-orthonormal eigenfunctions of the covariance operator. Thus, this is
a question of how well the properties of the spectrum of the original covariance operator are
preserved by the periodization.
While partial answers to Questions I and II have appeared elsewhere [3, 9], this paper gives
a full answer to both questions in the case where the covariance is of Mate´rn type, and in
the context of two different methods of periodization, both in use in practice. Our results
provide a complete quantitative characterization in terms of the parameters of the Mate´rn
covariances. Although we focus on this class of covariances to avoid further complication of the
already substantial technical difficulties, the techniques based on suitable cutoff functions that
we use in our main results may be more generally applicable. In our concrete arguments, the
combination of the exponential decay of ρ and the algebraic decay of its Fourier transform ρˆ
towards infinity, which holds in particular for Mate´rn covariances, plays an important roˆle.
Before describing our main results, we briefly describe the periodization in the case of physical
dimension d = 1; higher dimensions are entirely analogous. Since the sampling domain is
bounded, without loss of generality we assume that it is contained in [−1/2, 1/2], and so the
covariance ρ is only evaluated on the domain [−1, 1]. For any γ ≥ 1 we construct a 2γ-periodic
extension of ρ as follows: First choose a cut-off function ϕ with the property that
ϕ = 1 on [−1, 1], and ϕ = 0 on R\[−κ, κ], where κ := 2γ − 1 ≥ γ.(1.7)
Then we define ρext on R as the infinite sum of shifts of ρϕ:
ρext(x) =
∑
n∈Z
(
ρϕ
)
(x+ 2γn), x ∈ R .(1.8)
Clearly, ρext is 2γ-periodic. Moreover, when x ∈ [−1, 1] and 0 6= n ∈ Z, we have x + 2nγ ∈
R\(−κ, κ), and (1.8) collapses to a single term, yielding ρext = ρ on [−1, 1]. We shall discuss in
detail two examples corresponding to different choices of ϕ:
classical periodization: ϕ = χ[−γ,γ) , the characteristic function of [−γ, γ);(1.9)
smooth periodization: γ > 1 and ϕ ∈ C∞0 (R), with supp(ϕ) = [−κ, κ].(1.10)
In (1.9), the periodization is obtained by simply repeating the function ρ|[−γ,γ] periodically. It
is easy to implement but has the disadvantage that artificial non-smoothness is introduced at
the points {2nγ : 0 6= n ∈ Z}. By contrast, in the smooth periodization (1.10), the function ρϕ
has the same smoothness properties on R as ρ but is supported on [−κ, κ]. An illustration of
(1.8) for the choices (1.9) and (1.10) is given in Figure 1.
Returning to domains of general dimension d, we first highlight our results concerning Ques-
tion I. In the case of smooth periodization, it was previously shown in [3, Thm. 2.3] for Mate´rn
and various related (e.g., anisotropic Mate´rn) covariances that by taking γ sufficiently large,
one can always obtain a positive definite periodized covariance function, and hence a grid-
independent periodic random field. However, the required size of γ was not quantified in [3].
In our first main result – Theorem 10 below – we show that for Mate´rn covariances, for any
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(a) (b)
0 1 γ 2γ 0 1 γ κ 2γ
Figure 1. Illustration of the two considered types of periodization for d = 1 as
in (1.8), for the choices (1.9) in (a) and (1.10) in (b). The black graphs in each
case correspond to ρext, shown for ρ(x) = exp(−|x|).
Mate´rn smoothness parameter ν > 0 and correlation length λ > 0, it suffices to take
(1.11) γ ≥ C(1 + λmax{√ν(1 + |log ν|), 1/√ν}),
with a constant C > 0 that is independent of ν and λ. Due to the existence of the periodic
random field on the continuous level, for sampling on a discrete grid the result applies to any
grid size h, defined as the (uniform) spacing between the sampling points xi.
This should be compared with the corresponding result for classical periodization [9]. There,
assuming in addition ν ≥ 12 , a sufficient condition for positive definiteness of the form
(1.12) γ ≥ C(1 + λmax{√ν(1 + |log ν|),√ν |log(h/λ)|})
was obtained (again with C independent of ν and λ, as well as h). This bound was seen to be
essentially sharp in numerical experiments in [9]; in particular, the required γ indeed diverges
as h→ 0, and one thus obtains, for any fixed h > 0, a positive definite covariance matrix on a
finite grid, but no underlying periodic random field.
For smooth periodization, we thus obtain in (1.11) essentially the same qualitative behaviour
with respect to λ, ν as in (1.12), but without the dependence on the grid size h, and including
the regime ν ∈ (0, 1/2). The absence in (1.11) of the logarithmic term in h that was present in
(1.12) leads to a substantial reduction of the computational complexity of the resulting sampling
scheme. Moreover, the periodic extension of the original random field Z on the continuous level
can be used to obtain computationally attractive series expansions of Z that provide alternatives
to the classical KL expansion. These further conclusions are explained in detail in Section 6.
The condition (1.11) for all ν > 0 can also be regarded as a generalisation of the previous works
[6,16,17], where periodization was considered with smooth truncations specifically designed for
particular types of covariances, including the Mate´rn case, but with the corresponding analysis
limited to certain ranges of ν < 2. Methods using smooth cutoff functions similar to the ones
analysed here have also been tested computationally in [12,13].
Our second main result concerns the answer to Question II in the case of non-smooth peri-
odization. In the Mate´rn case it is well-known (see, e.g. [7, Corollary 5], [3, eq.(64)]) that the
exact KL eigenvalues λj of Z in L
2(D) decay with the rate
λj ≤ Cj−(1+2ν/d).(1.13)
Due to the preservation of covariance regularity enjoyed by the smooth periodization, the or-
dered eigenvalues of Σext in the smooth periodization case decay at the same optimal rate as
in (1.13), see [3, eq. (64)]. However, in the case of classical periodization, the associated loss of
regularity means that the decay rate is not obvious. Supported by numerical evidence, it was
conjectured in [9] that under the condition (1.12), the eigenvalues of Σext also exhibit, uniformly
in h, the same asymptotic decay rate (1.13) in the classical case. In Theorem 6, we prove this
conjecture, up to a minor modification by a multiplicative factor of order O(|log h|ν).
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In summary, this paper provides a complete characterisation of the performance of the two
types of periodization in the case of Mate´rn covariances. Both lead to optimal decay of co-
variance matrix eigenvalues, whereas the required size parameter γ of the periodization cell is
substantially more favorable in the smooth periodization case.
The outline of the paper is as follows: in Section 2, we introduce some notions and basic
results that are relevant to both the classical and smooth periodizations; in Section 3, we prove
the conjecture from [9] (slightly modified) on the rate of eigenvalue decay for Σext in the classical
case; in Section 4, we establish the quantitative condition (1.11) for a smooth truncation; and
in Section 5, we illustrate our findings by numerical tests. In Section 6, we conclude with a
discussion of the computational implications of our findings and of further applications.
We use the following notational conventions: |x| is the Euclidean norm of x ∈ Rd; Br(x) is
the Euclidean ball of radius r > 0 with center x. We use C > 0 as a generic constant whose
definition can change whenever it is used in a new inequality.
2. Preliminaries
2.1. Fourier transforms. For a suitably regular function v : Rd → C, the Fourier transform
on Rd and its inverse are defined for ω, x ∈ Rd by
v̂(ω) =
∫
Rd
exp(−iω · x)v(x) dx, and v(x) = 1
(2pi)d
∫
Rd
exp(iω · x)v̂(ω) dω.(2.1)
When f : Rd → C is 2γ−periodic in each coordinate direction and f ∈ L2
(
[−γ, γ]d) then f
can be represented as its Fourier series:
(2.2) f(x) = (2γ)−d
∑
k∈Zd
f̂k exp(iωk · x), where f̂k =
∫
[−γ,γ]d
f(x) exp (−iωk · x) dx,
for all k ∈ Zd, with ωk := pik/γ. Moreover, if f belongs to a Ho¨lder space C0,α
(
[−γ, γ]d) for
some α > 0 then the sum in (2.2) converges uniformly.
Let N ≥ 2 be an even integer, set h = 2γ/N and introduce the infinite uniform grid of points
on Rd:
(2.3) xn := nh for n ∈ Zd.
By restricting n to lie in
ZdN :=
{−N/2, . . . , N/2− 1}d,
we obtain a uniform grid on [−γ, γ]d. The (appropriately scaled) discrete Fourier transform of
the corresponding grid values of f , given by
(SNf)k := h
d
∑
n∈ZdN
f(xn) exp(−iωk · xn), k ∈ ZdN ,(2.4)
yields an approximation of the Fourier coefficients f̂k for the same values of k. The approxima-
tion error can be quantified uniformly in k ∈ ZdN by the following well-known result on the error
of the trapezoidal rule applied to periodic functions, whose proof we include for convenience of
the reader.
Lemma 1. Let f be 2γ−periodic in each coordinate direction and f ∈ C0,α([−γ, γ]d) for some
α > 0. Then
(2.5) hd
∑
n∈ZdN
f(xn)−
∫
[−γ,γ]d
f(x) dx =
∑
06=m∈Zd
f̂mN ,
and in particular, for any k ∈ ZdN ,
(2.6) (SNf)k − f̂k =
∑
06=m∈Zd
f̂k+mN .
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Proof. Using (2.2) and uniform convergence of the Fourier series by Ho¨lder continuity of f , we
have
(2.7) Q(f) := hd
∑
n∈ZdN
f(xn) = (2γ)
−d ∑
m∈Zd
f̂m
(
hd
∑
n∈ZdN
exp(iωm · xn)
)
.
Moreover,∑
n∈ZdN
exp(iωm · xn) =
∑
n∈ZdN
exp
(
i
2pi
N
m · n
)
=
∑
n∈ZdN
d∏
j=1
exp
(
i
2pi
N
mjnj
)
=
d∏
j=1
∑
n∈ZN
exp
(
i
2pi
N
mjn
)
.
The last term vanishes unless mj = 0(mod N) for each j = 1, . . . , d, in which case it takes the
value Nd. Since hdNd = (2γ)d, we have Q(f) =
∑
m∈NZd f̂m. Now (2.5) is obtained by noting
that
∫
[−γ,γ]d f(x) dx = f̂0.
For fixed k ∈ ZdN , we introduce the function g(x) = f(x) exp(−iωk ·x), for x ∈ [−γ, γ]d. Then
f̂k =
∫
[−γ,γ]d g(x) dx and (SNf)k = Q(g). From (2.5) we conclude that
(SNf)k − f̂k =
∑
06=m∈Zd
ĝmN .
Now (2.6) follows since ĝm = f̂k+m. 
2.2. Covariance functions. On a computational domain D ⊂ Rd, we consider the fast evalu-
ation of a Gaussian random field Z(x, ω) with covariance function given by (1.1). In this paper
we consider the important case of Mate´rn covariance kernels with correlation length λ > 0 and
smoothness exponent ν > 0, given by
(2.8) ρ(x) := ρλ,ν(x) :=
21−ν
Γ(ν)
(√
2ν|x|
λ
)ν
Kν
(√
2ν|x|
λ
)
.
For its Fourier transform, we have (see, e.g., [9, eq. (2.22)]
ρ̂λ,ν(ω) :=
∫
Rd
ρλ,ν(x) exp(−iω · x) dx = Cλ,ν
(
2ν
λ2
+ |ω|2
)−(ν+d/2)
,(2.9)
where
(2.10) Cλ,ν := (2
√
pi)d
Γ(ν + d/2) (2ν)ν
Γ(ν)λ2ν
.
The modified Bessel functions of the second kind Kν have (see [1, 9.6.24]) the integral repre-
sentations
(2.11) Kν(t) =
∫ ∞
0
e−t cosh(s) cosh(νs) ds,
which shows in particular that their values for fixed t are monotonically increasing with respect
to ν for ν ≥ 0, and also that K−ν = Kν . We will also use the following results that directly
imply exponential decay of ρλ,ν(x) as |x| → ∞. Their proofs are given in Appendix A.
Lemma 2. Let ν ≥ 0 and t ≥ 1/2. Then we have
(2.12) Kν(t) ≤ e2
2νΓ(ν)
2
√
2t
e−t .
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Lemma 3. Let n ∈ N0. Then dndtn
(
tνKν(t)
)
is of the form
(2.13)
dn
dtn
(
tνKν(t)
)
=
bn/2c∑
j=0
an,jt
ν−jKν−n+j(t) ,
with coefficients an,j satisfying
bn/2c∑
j=0
|an,j | ≤ n! .
Inspection of (2.8) shows that changing λ amounts to a rescaling of the computational do-
main D. Hence without loss of generality, we may assume our computational domain D to be
contained in the box [−12 , 12 ]d, so that any difference of two points in D is contained in [−1, 1]d.
In what follows, we subsequently embed this box into a torus [−γ, γ]d with γ ≥ 1, on which we
define a 2γ-periodic covariance ρext such that ρext(x) = ρ(x) for x ∈ [−1, 1]d, which means that
the covariance between any pair of points in D is preserved in replacing ρ by ρext.
3. Classical Periodization
In this section, we treat the classical periodization (1.9). We prove in Theorem 6 that for
Mate´rn covariances, the asymptotic decay of the eigenvalues of the extended matrix Σext is the
same as that of the underlying KL eigenvalues (1.13), up to a multiplicative factor which grows
logarithmically in |log(h)|ν . This confirms a recent conjecture [9, eq. (3.9)].
In this case Σext is given by
(3.1) Σextn,n′ = ρ
ext
(
xn − xn′
)
= ρext
(
(n− n′)h), n, n′ ∈ ZdN ,
with ρext defined in (1.8), (1.9). Σext is a circulant extension of the covariance matrix Σ of the
form (1.2), obtained when sampling Z at those points {xn} which lie in [−1/2, 1/2]d. Sampling
on more general d-dimensional rectangles can be treated in the same manner with the obvious
modifications. If the index set n is given lexicographical ordering, then Σ is a nested block
Toeplitz matrix where the number of nested levels is the physical dimension d and Σext is a
nested block circulant extension of it.
To analyse the eigenvalues of Σext it is useful to also consider the continuous periodic covari-
ance integral operator
Rext v(x) :=
∫
[−γ,γ]d
ρext(x− ξ) v(ξ) dξ, x ∈ [−γ, γ]d .
Then the scaled circulant matrix hdΣext can be identified as a Nystro¨m approximation of Rext,
using the composite trapezoidal rule with respect to the uniform grid on [−γ, γ]d given by the
points (2.3) with n ∈ ZdN . The operator Rext is a compact operator on the space of 2γ-periodic
continuous functions on Rd, and so it has a discrete spectrum with the only accumulation point
at the origin.
The following result is standard (see for example [9]).
Proposition 4. (i) The eigenvalues of Rext are ρ̂k, k ∈ Zd, as defined in (2.2), with cor-
responding eigenfunctions normalized in L2([−γ, γ]d):
vk(x) = (2γ)
−d/2 exp(iωk · x).
(ii) The eigenvalues of hdΣext are (SNρ)k, k ∈ ZdN , as defined in (2.4), with corresponding
eigenvectors normalized with respect to the Euclidean norm:
(Vk)n = N
−d/2 exp(iωk · xn), n, k ∈ ZdN .
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Note that SNρ
ext = SNρ since ρ coincides with ρ
ext on [−γ, γ]d. It was convenient to intro-
duce the scaling factor h in (ii) above, since we can then identify (2.4) as the trapezoidal rule
approximation of the (2γ-periodic) Fourier transform defining ρ̂k.
Our analysis for estimating the decay of (SNρ)k as |k| → ∞ will be based on the formula
(2.6) and estimating the rate of decay of ρ̂k. To this end, we now restrict our consideration to
the Mate´rn covariances, that is, for the remainder of this section we assume
ρ = ρλ,ν
with some λ, ν > 0, where ρλ,ν is defined in (2.8). In the recent paper [9] the following theorem
was proven for this case.
Theorem 5. Let 1/2 ≤ ν <∞, λ ≤ 1, and h/λ ≤ e−1. Then there exist C1, C2 > 0 which may
depend on d but are independent of γ, h, λ, ν, such that Σext is positive definite if
γ
λ
≥ C1 + C2 ν 12 log
(
max
{
λ/h, ν
1
2
})
.(3.2)
We are now in a position to formulate our result on the rate of decay of eigenvalues of Σext
for Mate´rn covariances, which proves the conjecture made in [9, eq. (3.9)] up to an additional
factor of order |log h|ν in the constant.
Theorem 6. Let ν, λ, and h be as in Theorem 5. Let γ∗ = γ∗(λ, ν, h) denote the smallest
value of γ ≥ 1 such that condition (3.2) holds true and, adjusting C2 if necessary, assume that
C2 > 2
√
2(2d− 2). Suppose γ is chosen in the range γ∗ ≤ γ ≤ aγ∗ for some a ≥ 1 independent
of h and let Λextj denote eigenvalues of Σ
ext in non-increasing order. Then there exists C > 0
such that for all N ,
(3.3) 0 <
√
Λextj
Nd
≤ C aν+d−1
(
log
λ
h
)ν
j−
1
2
− ν
d , j = 1, . . . , Nd.
The analysis which follows will be explicit in j, h, and γ but not in the Mate´rn parameters
λ, ν or in the dimension d. Note that in applications, one is typically interested in the h λ ≤
diam(D), and thus our assumptions on λ and h only exclude practically irrelevant cases. Recall
that C denotes a generic constant which may change from line to line and may depend on λ, ν
or d.
The proof of Theorem 6 uses Proposition 4(ii), which tells us that hdΛextj = (SNρ)k(j) for
some k(j) ∈ ZdN . Since Theorem 5 and Lemma 1 give us
(3.4) 0 < (SNρ)k ≤ |ρ̂k|+
∣∣(SNρ)k − ρ̂k∣∣ = |ρ̂k|+ ∣∣∣∣ ∑
06=m∈Zd
ρ̂k+mN
∣∣∣∣ ,
the proof proceeds by obtaining suitable estimates for the Fourier coefficients ρ̂k of the periodized
covariance, as defined in (2.2). To this end, we use a cut-off function to isolate the artificial
nonsmooth part of ρext created by the classical periodization. We thus define an even smooth
univariate cut-off function φ : R→ R by requiring that φ is supported on [−3/4, 3/4] and
φ(t) = 1, for t ∈ [−1/2, 1/2], and φ′(t) < 0, t ∈ [1/2, 3/4].
For any γ > 0, we can scale this to a cut-off function supported on [−3γ/4, 3γ/4] by defining
φγ(x) = φ
(|x|/γ), x ∈ Rd.
Using this function, we now write
(3.5) ρext := β + σ, where β = ρextφγ and σ = ρ
ext(1− φγ).
Thus β coincides with ρ in a neighbourhood of the origin and vanishes in a neighbourhood of
the interface where ρext has undergone its (nonsmooth) extension, while the support of σ covers
exactly this interface. In the following two lemmas, we separately estimate β̂k and σ̂k, defined
as in the right-hand side of (2.2).
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Lemma 7. For r ∈ N, there exists C > 0 independent of γ ≥ 1 such that
|β̂k| ≤ C
(
|ρ̂(ωk)| + min
{
1, |ωk|−2rγ−2r+d
})
, k ∈ ZdN ,
where ρ̂ is given by (2.9).
Proof. We have β = ρφγ , since φγ vanishes outside [−γ, γ]d. By the convolution theorem,
(2pi)d
∣∣β̂(ωk)∣∣ = |(ρ̂ ∗ φ̂γ)(ωk)|
≤
∣∣∣∣∫|ξ|≤|ωk|/2 ρ̂(ξ)φ̂γ(ωk − ξ) dξ
∣∣∣∣+ ∣∣∣∣∫|ξ|≥|ωk|/2 ρ̂(ξ)φ̂γ(ωk − ξ) dξ
∣∣∣∣.(3.6)
The second term on the right can be estimated as∣∣∣∣∫|ξ|≥|ωk|/2 ρ̂(ξ)φ̂γ(ωk − ξ) dξ
∣∣∣∣ ≤ ‖φ̂γ‖L1(Rd) max|ξ|≥|ωk|/2|ρ̂(ξ)|
≤ C‖φ̂1‖L1(Rd)|ρ̂(ωk/2)| ≤ C|ρ̂(ωk)|(3.7)
with generic constants C > 0 independent of γ, where we have used
(3.8) ‖φ̂γ‖L1(Rd) = ‖φ̂1‖L1(Rd), γ > 0,
and the decay properties of ρ̂ given in (2.9).
For the first term on the right of (3.6), we use two separate bounds, suitable for for small
and large |ωk|, to obtain∣∣∣∣∫|ξ|≤|ωk|/2 ρ̂(ξ)φ̂γ(ωk − ξ) dξ
∣∣∣∣ ≤ min{‖ρ̂‖L∞(Rd)‖φ̂γ‖L1(Rd), ‖ρ̂‖L1(Rd) max|ξ|≥|ωk|/2|φ̂γ(ξ)|
}
.
Now note that ‖ρ̂‖L∞(Rd)‖φ̂γ‖L1(Rd) is uniformly bounded with respect to γ by (3.8) and (2.9).
Since φγ is smooth, integration by parts yields
φ̂γ(ξ) = |ξ|−2r
∫
Rd
φγ(x) (−∆x)rexp(−iξ · x) dx = |ξ|−2r
∫
Rd
[
(−∆)rφγ(x)
]
exp(−iξ · x) dx.
Thus, since ρ̂ ∈ L1(Rd), we have, for any r ∈ N,
‖ρ̂‖L1(Rd) max|ξ|≥|ωk|/2|φ̂γ(ξ)| ≤ C|ωk|
−2r
∫
Rd
∣∣(−∆)rφγ(x)∣∣dx
≤ C|ωk|−2rγ−2r+d
∫
Rd
∣∣(−∆)rφ1(x)∣∣ dx ≤ C|ωk|−2rγ−2r+d.(3.9)
Combining (3.7) and (3.9) with (3.6) completes the proof. 
For estimating |σ̂k|, we use the following auxiliary result, which is proved in the appendix.
Lemma 8. Let α ∈ Zd with |α|∞ ≤ 2 and |x| ≥ γ/2 with γ ≥ 1. Then, with σ as given in
(3.5), there exists C independent of γ such that
|∂ασ(x)| ≤ Ce−
√
2ν
4λ
γ
(√
2ν|x|
λ
)ν
e−
√
2ν|x|
2λ , for all x ∈ [−γ, γ]d\Bγ/2(0).
Lemma 9. Let 1/2 ≤ ν <∞. Then there exists C > 0 independent of γ ≥ 1 such that
|σ̂k| ≤ C exp (−Lγ)
d∏
i=1
min
{
1, |ωk,i|−2
}
, for all k ∈ ZdN , where L :=
√
2ν
4λ
.(3.10)
Proof. First we bound σk in terms of σ and its derivatives. When maxi|ωk,i| ≤ 1 we use the
estimate
(3.11) |σ̂k| =
∣∣∣∣ ∫
[−γ,γ]d
σ(x)e−iωk·x dx
∣∣∣∣ ≤ ∫
[−γ,γ]d
|σ(x)| dx .
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For the case where |ωk,i| > 1 for at least one value of i, we integrate by parts dimensionwise
to best exploit the limited smoothness of σ across the boundary of [−γ, γ]d. We assume without
loss of generality that |ωk,1| > 1 and we just give the proof for d = 2 to simplify the exposition;
higher dimensions are analogous. Integration by parts in (3.11) twice with respect to x1 gives
|σ̂k| = |ωk,1|−1
∣∣∣∣ ∫
[−γ,γ]2
∂x1σ(x)e
−iωk·x dx
∣∣∣∣
= |ωk,1|−2
∣∣∣∣ ∫ γ−γ
(∫ γ
−γ
∂2x1σ(x)e
−iωk,1x1 dx1 −
[
∂x1σ(x)e
−iωk,1x1]γ
x1=−γ
)
e−iωk,2x2 dx2
∣∣∣∣.(3.12)
Now denoting
σ˜1(x2) =
∫ γ
−γ
∂2x1σ(x)e
−iωk,1x1 dx1 −
[
∂x1σ(x)e
−iωk,1x1]γ
x1=−γ ,
we get σ˜1(γ) = σ˜1(−γ) by the periodicity of σ(x) as a function of x2. If, in addition, |ωk,2| ≥ 1,
then integrating by parts with respect to x2 gives
|σ̂k| = |ωk,1|−2|ωk,2|−2
∣∣∣∣∫ γ−γ ∂2x2 σ˜1(x2)e−iωk,2x2 dx2 − [∂x2 σ˜1(x2)e−iωk,2x2]γx2=−γ
∣∣∣∣
= |ωk,1|−2|ωk,2|−2
∣∣∣∣ ∫
[−γ,γ]2
∂2x1∂
2
x2σ(x)e
−iωk·x dx−
[∫ γ
−γ
∂x2∂
2
x1σ(x)e
−iωk·x dx1
]γ
x2=−γ
−
∫ γ
−γ
[
∂x1∂
2
x2σ(x)e
−iωk·x]γ
x1=−γ dx2 +
[[
∂x1∂x2σ(x)e
−iωk·x]γ
x1=−γ
]γ
x2=−γ
∣∣∣∣.(3.13)
To estimate the right-hand sides of (3.11), (3.12) and (3.13), we use Lemma 8, which directly
gives the desired bound for the last term on the right-hand side of (3.13). Moreover,∫
[−γ,γ]2
|∂ασ(x)|dx ≤ Ce−
√
2ν
4λ
γ
∫
|x|>γ/2
(√
2ν|x|
λ
)ν
e−
√
2ν|x|
2λ dx ≤ Ce−
√
2ν
4λ
γ ,
which is the required bound for (3.11) and the first terms on the right-hand sides of (3.12) and
(3.13). Finally, for the second term on the right hand side of (3.13) we have with α = (1, 2)[∫ γ
−γ
∂ασ(x)e−iωk·x dx1
]γ
x2=−γ
≤
[ ∫ γ
−γ
∣∣∂ασ(x)∣∣dx1]
x2=γ
+
[ ∫ γ
−γ
∣∣∂ασ(x)∣∣dx1]
x2=−γ
≤ Ce−
√
2ν
4λ
γ
∫ γ
−γ
(√
2ν(x21 + γ
2)
λ
)ν
e−
√
2ν(x21+γ
2)
2λ dx1
≤ Ce−
√
2ν
4λ
γ .
Carrying this out in the same way for further other terms we obtain the desired result for d = 2.
The proof for d > 2 can be done analogously, giving rise to 2d terms in (3.13). 
Based on these preparations, we now complete the proof of Theorem 6.
Proof of Theorem 6. We estimate the two terms on the right hand side of (3.4). For the first
term, combining Lemmas 7 and 9 yields
|ρ̂k| ≤ C
(
|ρ̂(ωk)| + min
{
1, |ωk|−2rγ−2r+d
}
+ e−Lγ
d∏
i=1
min
{
1, |ωk,i|−2
})
(3.14)
with C > 0 independent of γ and r ∈ N arbitrary. We choose fixed r ≥ ν + d/2. For the first
term on the right of (3.14), using (2.9) with ωk = pik/γ gives
|ρ̂(ωk)| ≤ Cγ2ν+d(1 + |k|)−(2ν+d).
Moreover, the second term of (3.14) can be estimated by
min
{
1, |ωk|−2rγ−2r+d
} ≤ γd(1 + |k|)−2r ≤ γd(1 + |k|)−(2ν+d), k ∈ Zd.(3.15)
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To see the first inequality in (3.15), consider k = 0 and k 6= 0 separately. In the latter case
the inequality follows from the elementary estimate pi|k| ≥ (1 + |k|). Estimating the remaining
term of (3.14) in a similar way, we obtain
(3.16) |ρ̂k| ≤ C
(
γ2ν+d(1 + |k|)−(2ν+d) + e−Lγγ2d
d∏
i=1
(1 + |ki|)−2
)
.
The second term on the right-hand side of (3.16) will turn out to be dominated by the first.
But to finish the argument we also have to estimate the second term on the right-hand side of
(3.4). To do this note that since maxi=1,...,d|ki| ≤ N/2 for k ∈ ZdN , and m ∈ Zd, we have(
1 + |k +Nm|)−1 ≤ C(1 +N |m|)−1 and (1 + |ki +Nmi|)−1 ≤ C(1 +N |mi|)−1 ,
for m ∈ Zd with C independent of k and N . Thus, we get from (3.16)∣∣∣∣ ∑
0 6=m∈Zd
ρ̂k+Nm
∣∣∣∣ ≤ C
(
γ2ν+d
∑
06=m∈Zd
(1 +N |m|)−(2ν+d)
+ e−Lγγ2d
∑
06=m∈Zd
d∏
i=1
(
1 +N |mi|
)−2)
.(3.17)
Now, by elementary arguments,∑
06=m∈Zd
d∏
i=1
(
1 +N |mi|
)−2
=
∑
m∈Zd
d∏
i=1
(
1 +N |mi|
)−2 − 1
=
(∑
m∈Z
(
1 +N |m|)−2)d − 1 ≤ (1 + pi2
3
N−2
)d − 1.
Inserting this into the second term of (3.17), and estimating the first term similarly, we obtain
(3.18)
∣∣∣∣ ∑
06=m∈Zd
ρ̂k+Nm
∣∣∣∣ ≤ C(γ2ν+dN−(2ν+d) + e−Lγγ2dN−2) .
We now show that the first term in (3.16) is dominant in both estimates (3.16), (3.18). First
note that, by elementary arguments,
∏d
i=1(1 + |ki|)2 ≥ 1 + |k|2 ≥ 12(1 + |k|)2. Then, for
k ∈ ZdN , we have( d∏
i=1
(1 + |ki|)−2
)
(1 + |k|)2ν+d ≤ C (1 + |k|)2ν+d−2 ≤ CN2ν+d−2(3.19)
Now by choice of γ and (3.2), we have γ ≥ γ∗ > C2λ
√
ν log(λ/h), and using the definition of
L in (3.10), we obtain
Lγ ≥ C2ν
2
√
2
log(λ/h) = log((λ/h)C2ν/2
√
2) .(3.20)
Then, combining (3.19) and (3.20) and recalling that h = 2γ/N , we obtain
e−Lγγ2d
d∏
i=1
(1 + |ki|)−2 ≤ C
[
hC2ν/2
√
2 γd−2ν N2ν+d−2
]
γ2ν+d(1 + |k|)−(2ν+d)
= C
[
hC2ν/2
√
2−2ν−d+2 γ2d−2
]
γ2ν+d(1 + |k|)−(2ν+d).(3.21)
By choice of C2, and using ν ≥ 1/2, we have C2 > 2
√
2(2 + (d − 2)/ν) and so the exponent
of h in (3.21) is positive. Also since γ ≤ aγ∗, γ grows at most logarithmically in h with a
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multiplicative constant which grows at most linearly in a. This yields a bound on the second
term in (3.16) and thus
|ρ̂k| ≤ C a2d−2 γ2ν+d(1 + |k|)−(2ν+d).
Turning to the second term on the right-hand side of (3.18) we obtain, similarly,
(3.22)
e−Lγγ2dN−2 ≤ C
[
hC2ν/2
√
2 γd−2ν N2ν+d−2
]
γ2ν+dN−(2ν+d)
≤ C a2d−2 γ2ν+d (1 + |k|)−(2ν+d),
when k ∈ ZdN . Inserting (3.21) and (3.22) into (3.16) and (3.18), we obtain
(SNρ)k ≤ C a2d−2 γ2ν+d
(
1 + |k|)−(2ν+d), k ∈ ZdN .(3.23)
Now, to finish the proof, let {|k∗j | : j = 1, . . . , Nd}, be a non-decreasing ordering of the
numbers {|k| : k ∈ ZdN}. As shown in [9, Theorem 3.4], |k∗j | is then uniformly proportional to
j1/d, with constants that depend only on d. Thus by (3.23),
(3.24) (2γ)−d(SNρ)k∗j ≤ Ca2d−2 γ2ν j−(2ν/d+1), j = 1, . . . , Nd.
Now by the hypothesis of the theorem, the numbers λ∗j := N
−dΛextj , j = 1, . . . , N
d, are non-
increasing and, by Proposition 4(ii), provide a non-increasing ordering of the values (2γ)−d(SNρ)k,
k ∈ ZdN . Then we claim that, for any integer 0 < J < Nd,∑
j>J
λ∗j ≤ C a2d−2
∑
n>J
γ2νn−(2ν/d+1),(3.25)
with C as in (3.24). If this were not true then, by (3.24), and for some J ,∑
j>J
λ∗j >
∑
n>J
(2γ)−d(SNρ)k∗n .
Since the terms in the right-hand sum also provide an ordering for the eigenvalues λ∗j this
contradicts the assumed non-increasing property of λ∗j . As a consequence of (3.25), we then
have
N−dΛextj = λ
∗
j ≤
2
j
j∑
n=bj/2c+1
λ∗n ≤
2
j
∑
n>bj/2c
λ∗n
≤ C a2d−2 γ2ν 2
j
∑
n>bj/2c
n−(2ν/d+1) ≤ C a2d−2 γ2ν j−(2ν/d+1).
With the condition (3.2) on γ, implying that γ ≤ Ca log(λ/h), this completes the proof. 
4. Smooth Periodization
We now establish a sufficient criterion on the periodization cell size γ ensuring a positive
definite periodic covariance function in the case of periodization with a smooth cutoff function
as in (1.10). This amounts to proving a quantitative version of [3, Theorem 2.3] for the case of
Gaussian random fields with Mate´rn covariance as in (2.8).
We explicitly construct a suitable even cutoff function ϕκ which vanishes outside Bκ(0) such
that ϕκ = 1 on [−1, 1]d and ρλ,νϕκ is a positive definite function. In this case, for γ sufficiently
large, there exists a periodic Gaussian random field on the torus [−γ, γ]d with the periodized
covariance kernel
(4.1) ρext(x) =
∑
n∈Zd
(ρλ,νϕκ)(x+ 2γn),
such that ρext = ρλ,ν on [−1, 1]d, so that the corresponding random fields have the same law on
the domain of interest contained in [−12 , 12 ]d. As shown in [3, §3], if ϕκ is sufficiently smooth,
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the eigenvalues of the covariance operator of the periodized random field then have the same
asymptotic decay as those of the corresponding Mate´rn covariance operator.
The cutoff function defined here is different from φ used in Section 3, which served only as
a tool in the proof of Theorem 6. By contrast, the cutoff function ϕκ on Rd derived from a
univariate cutoff function ϕ constructed here is used numerically in the computation of the
random field. In order to cover the full range of Mate´rn smoothness parameters ν > 0 in
our analytical results, we need precise control of high-order derivatives of ϕ. Specifically, for
p := dν + d2e we require bounds of the form
(4.2) sup
t∈R
∣∣ϕ(α)(t)∣∣ ≤ c1(c2p
κ
)α
, α = 0, . . . , 2p,
with some c1, c2 > 0. The use of such ϕ mainly allows us to circumvent some further major
technicalities in our proofs, and as the numerical tests in Section 5 show, one still observes
similar results for cutoff functions for which no bound of the form (4.2) is available.
Our concrete choice of ϕ is as follows: letNP be the B-spline function with nodes {−P, . . . ,−1, 0},
where P := 2p+ 1. For κ > 0 we define the even function ϕ ∈ C2p(R) by
(4.3) ϕ(t) =

1 if |t| ≤ κ/2
2P
κ
∫ t+κ/2
−∞
NP
(
2P
κ
ξ
)
dξ if t ≤ −κ/2 .
It is easy to see that ϕ(t) = 0 if |t| ≥ κ. This choice of ϕ provides us with explicit bounds of
the form (4.2) on all required derivatives. From N ′r+1(t) = Nr(t) −Nr(t − 1) we infer that for
0 ≤ α ≤ 2p,
(4.4) sup
t∈R
∣∣ϕ(α)(t)∣∣ ≤ 2α(2P
κ
)α
.
We now define
(4.5) ϕκ(x) := ϕ(|x|) and θκ = 1− ϕκ, x ∈ Rd.
With this choice of ϕκ in (4.1), we have ρ
ext = ρλ,ν on [−1, 1]d provided that
(4.6) γ ≥ κ+
√
d
2
,
which reduces to the condition in (1.7) when d = 1.
In our following main result, we pursue the basic strategy of [3, Theorem 2.3] to establish
sufficient conditions in terms of ν, λ on the required value of κ > 0 such that
(4.7) ρ̂λ,νϕκ(ω) = ρ̂λ,ν(ω)− ρ̂λ,νθκ(ω) > 0 , ω ∈ Rd.
In [3], for a more general class of covariance functions than considered here, only the existence
of such κ is established without further information on its size. The proof uses the integrability
of derivatives of ρλ,νθκ to show that ρ̂λ,νθκ decays at least as fast as ρ̂λ,ν , and then uses the
exponential spatial decay of these derivatives to show that ρ̂λ,νθκ can indeed be bounded by ρ̂λ,ν
if κ is chosen sufficiently large. Here, we follow the same basic strategy, but extract information
on the required size of κ. This needs detailed information on higher-order derivatives of ρλ,ν
and θκ, where the order increases with the value of ν. The proof of Theorem 5 for the classical
periodization relies in a similar manner on using spatial decay of ρλ,ν to control a perturbation
term, but does not require derivative information.
Theorem 10. For d ∈ {1, 2, 3} and ϕκ as defined above, there exist constants C1, C2 such that
for any 0 < λ, ν <∞, we have ρ̂λ,νϕκ > 0 provided that κ > 1 and
(4.8)
κ
λ
≥ C1 + C2 max
{
ν
1
2 (1 + |ln ν|), ν− 12
}
.
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Note that the condition (4.8), together with (4.6), is similar to the one in Theorem 5. There
are two key differences: the restriction ν ≥ 12 does not appear, and since there is no discretization
involved in Theorem 10, there is no dependence on a grid size h as in Theorem 5. The restriction
to the dimensionalities d ∈ {1, 2, 3} that are relevant in applications is not essential, but allows
us to avoid some further technicalities in the proof.
Proof. Note that since ρ̂λ,νϕκ(ω) = λ
dρ̂1,νϕκ
λ
(λω) for any λ > 0, if (4.7) holds with some κ1
for ρ1,ν , then it also holds with κ := λκ1 for ρλ,ν . Consequently, it suffices to consider the case
λ = 1 in what follows, and we write ρ = ρ1,ν and θ = θκ. We consider the cases
1
2 ≤ ν <∞ and
0 < ν < 12 separately.
Step 1. The case ν ≥ 12 . With r = |ω|, for the Fourier transform of the radial function ρθ we
have
ρ̂θ(ω) = (2pi)
d
2
∫ ∞
κ/2
[ρθ](t)(rt)−
d
2
+1J d
2
−1(rt)t
d−1dt,
where Jα is the classical Bessel function of order α. Now condition (4.7) with λ = 1 is equivalent
to
(4.9) C1,ν
(
2ν + r2
)−(ν+ d
2
) ≥ (2pi) d2
∫ ∞
κ/2
[ρθ](t)(rt)−
d
2
+1J d
2
−1(rt)t
d−1dt,
where C1,ν is given in (2.10). Since ν ≥ 12 and p ≥ ν + d2 , it thus suffices to choose κ such that
(4.10) C1,ν ≥ (2pi) d2
(
2ν + r2
)p ∫ ∞
κ/2
[ρθ](t)(rt)−
d
2
+1J d
2
−1(rt)t
d−1dt, for all r ≥ 0.
In what follows, as a consequence of (4.8) we can assume without loss of generality that
κ
√
2ν
2λ
= κ
√
ν
2
≥ 2 max{P, νd1},
with d1 = 1 + 2(d− 1). We now proceed to estimate
A(r) := (2pi)
d
2
(
2ν + r2
)p ∫ ∞
κ/2
[ρθ](t)(rt)−
d
2
+1J d
2
−1(rt)t
d−1dt
= (2pi)
d
2
[ p∑
`=0
(
p
`
)(
2ν
)p−`
r2`
] ∫ ∞
κ/2
[ρθ](t)(rt)−
d
2
+1J d
2
−1(rt)t
d−1dt
= (2pi)
d
2
p∑
`=0
(
p
`
)
A`(r),
with
(4.11) A`(r) :=
(
2ν
)p−`
r2`
∫ ∞
κ/2
[ρθ](t)(rt)−
d
2
+1J d
2
−1(rt)t
d−1dt.
We consider the case ` ≥ 1. Using ddz
[
zαJα(z)
]
= zαJα−1(z), see [18, page 45], we can write
(rt)−
d
2
+1J d
2
−1(rt)t
d−1 = r−d
d
dt
[
(rt)
d
2J d
2
(rt)
]
.
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Integrating by parts, we get from [ρθ](κ2 ) = 0 and the exponential decay of the Mate´rn covariance
function
A`(r) =
[(
2ν
)p−`
r−d[ρθ](t)(rt)
d
2J d
2
(rt)
]∞
κ/2
− (2ν)p−`r2` ∫ ∞
κ/2
r−
d
2 t
d
2J d
2
(rt)[ρθ]′(t)dt
= −(2ν)p−`r2` ∫ ∞
κ/2
r−
d
2 t
d
2J d
2
(rt)[ρθ]′(t)dt
= −(2ν)p−`r2` ∫ ∞
κ/2
r−
d
2 t1−
d
2J d
2
(rt)[ρθ]′(t)td−1dt
=
(
2ν
)p−`
r2`−2
∫ ∞
κ/2
[ρθ]′(t)td−1
d
dt
[
(rt)1−
d
2J d
2
−1(rt)
]
dt ,
where in the last step we use ddz
[
z−αJα(z)
]
= −z−αJα+1(z) (see [18, page 45]). Integrating by
parts again we arrive at
A`(r) = −
(
2ν
)p−`
r2`−2
∫ ∞
κ/2
(rt)1−
d
2J d
2
−1(rt)
(
[ρθ]′(t)td−1
)′
dt .
Repeating this argument we conclude that
A`(r) = (−1)`
(
2ν
)p−` ∫ ∞
κ/2
(rt)1−
d
2J d
2
−1(rt)
((((
[ρθ]′(t)td−1
)′
t1−d
)′
. . .
)′
td−1
)′
dt ,
where derivatives are taken 2` times. Employing Lommel’s expression of Jα, see [18, page 47],
Jα(z) =
(z/2)α
Γ(1/2)Γ(α+ 1/2)
∫ pi
0
cos(z cosβ) sin2α β dβ, α > −1/2,
and J−1/2(z) =
√
2
pi
cos z√
z
, we can bound
(4.12) |z−αJα(z)| ≤ (1/2)
α
Γ(1/2)Γ(α+ 1/2)
∫ pi
0
sin2α β dβ =
(1/2)α
Γ(α+ 1)
, α > −1/2 ,
where in the last equality we have used the relation between Gamma and Beta functions,
see [1, Section 6.2]. Consequently
|A`(r)| ≤ C0
(
2ν
)p−` ∫ ∞
κ/2
∣∣(((([ρθ]′(t)td−1)′t1−d)′ . . . )′td−1)′∣∣dt ,
with C0 =
(1/2)d/2−1
Γ(d/2) for d ∈ {1, 2, 3}.
To finish the proof we need a technical lemma. For ` ∈ N and f having derivatives of
sufficiently high order, we denote
B2`,d(f, t) :=
((((
f ′(t)td−1
)′
t1−d
)′
. . .
)′
td−1
)′
; (2` times)
B2`+1,d(f, t) :=
((((
f ′(t)td−1
)′
t1−d
)′
. . .
)′
t1−d
)′
; (2`+ 1 times) .
Lemma 11. For ` ≥ 1 and f having 2`-th derivative, the term B2`,d(f, t) has the form
(4.13) B2`,d(f, t) =
2∑`
α=1
a2`,αf
(α)(t)td−1+α−2`
with B2`,1(f, t) = f
(2`)(t), B2`,3(f, t) = f
(2`)(t)t2 + 2`f (2`−1)(t)t, and when d = 2 we have
2∑`
α=1
|a2`,α| ≤ 4`−12[(`− 1)!]2 .
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The proof of this lemma is given in Appendix A. We continue the proof of Theorem 10 by
using the above lemma to obtain the estimate
|A`(r)| ≤ C04`(`!)2
(
2ν
)p−`
max
0<α≤2`
∫ ∞
κ/2
∣∣∣∣ [ρθ](α)(t)t2`−α−d+1
∣∣∣∣dt .(4.14)
Thus, from (4.4) we get∫ ∞
κ/2
∣∣∣∣ [ρθ](α)(t)t2`−α−d+1
∣∣∣∣dt ≤ α∑
n=0
(
α
n
)∫ ∞
κ/2
|ρ(n)(t)θ(α−n)(t)|
t2`−α−d+1
dt
≤
α∑
n=0
(
α
n
)
2α−n
(
2P
κ
)α−n ∫ ∞
κ/2
|ρ(n)(t)|
t2`−α−d+1
dt
≤ 32` max
0≤n≤α
(
2P
κ
)α−n ∫ ∞
κ/2
|ρ(n)(t)|
t2`−α−d+1
dt
(4.15)
which with (4.14) leads to
|A`(r)| ≤ C062`(`!)2(2ν)p−` max
0<α≤2`
0≤n≤α
(
2P
κ
)α−n ∫ ∞
κ/2
|ρ(n)(t)|
t2`−α−d+1
dt .(4.16)
From Lemma 3, we obtain
∣∣ρ(n)(t)∣∣ = ∣∣∣∣21−νΓ(ν)(2ν)n2
bn/2c∑
j=0
an,j
(√
2νt
)ν−j
Kν−n+j
(√
2νt
)∣∣∣∣(4.17)
with an,j as in (2.13), and consequently
∫ ∞
κ/2
|ρ(n)(t)|
t2`−α−d+1
dt ≤ 2
1−ν
Γ(ν)
(2ν)
n
2
bn/2c∑
j=0
|an,j |
∫ ∞
κ/2
∣∣(√2νt)ν−jKν−n+j(√2νt)∣∣
t2`−α−d+1
dt
=
21−ν
Γ(ν)
(2ν)
2`−α−d+n
2
bn/2c∑
j=0
|an,j |
∫
t≥κ
√
2ν
2
Kν−n+j(t)
t−ν+j+2`−α−d+1
dt .
Since max{2ν − n + j, n − j} ≤ 2p we get |ν − n + j| ≤ 2p − ν which implies Kν−n+j(t) ≤
K2p−ν(t) by the representation (2.11). Again with the assumption τ := κ
√
2ν
2 =
κ
√
2ν
2λ ≥ 2P and
j + 2`− α ≥ 0 we can estimate
∫ ∞
κ/2
|ρ(n)(t)|
t2`−α−d+1
dt ≤ 2
1−ν
Γ(ν)
(2ν)
2`−α−d+n
2
∫
t≥τ
K2p−ν(t)
t−ν−d+1
dt
bn/2c∑
j=0
|an,j |
≤ (2`)!2
1−ν
Γ(ν)
(2ν)
2`−α−d+n
2
∫
t≥τ
K2p−ν(t)
t−ν−d+1
dt ,
where in the second step we have used Lemma 3. Inserting this into (4.16) we obtain
|A`(r)| ≤ C062`(`!)2(2`)!2
1−ν
Γ(ν)
∫
t≥τ
K2p−ν(t)
t−ν−d+1
dt max
0<α≤2`
0≤n≤α
(
2P
κ
)α−n
(2ν)
2p−α−d+n
2
≤ C062`(`!)2(2p)!2
1−ν
Γ(ν)
(2ν)p−
d
2
∫
t≥τ
K2p−ν(t)
t−ν−d+1
dt .
16
These estimates hold form all ` ≥ 1. Moreover, using (4.12) and |θ(t)| ≤ 1 for all t ≥ 0 we have
from (4.11)
|A0(r)| =
(
2ν
)p∣∣∣∣ ∫ ∞
κ/2
[ρθ](t)(rt)−
d
2
+1J d
2
−1(rt)t
d−1dt
∣∣∣∣
≤ C0 2
1−ν
Γ(ν)
(2ν)p
∫ ∞
κ/2
(√
2νt
)ν
Kν
(√
2νt
)
td−1dt
= C0
21−ν
Γ(ν)
(2ν)p−
d
2
∫ ∞
τ
tν+d−1Kν(t)dt
≤ C0 2
1−ν
Γ(ν)
(2ν)p−
d
2
∫ ∞
τ
tν+d−1K2p−ν(t)dt .
(4.18)
Consequently
(4.19) |A(r)| ≤ C0(2pi)d/237p(p!)2(2p)!2
1−ν
Γ(ν)
(2ν)p−
d
2
∫
t≥τ
K2p−ν(t)
t−ν−d+1
dt .
Since ν + d− 1 ≤ ν(1 + 2(d− 1)), as a consequence of (2.12) with d1 = 1 + 2(d− 1),∫
t≥τ
K2p−ν(t)
t−ν−d+1
dt ≤
∫ ∞
τ
tνd1K2p−ν(t)dt ≤ e2
(4p−2ν)Γ(2p− ν)
2
∫ ∞
τ
tνd1e−t√
2t
dt .
Using the assumption τ = κ
√
2ν
2 ≥ 2νd1 as well as
tνd1e−t ≤
(
2νd1
e
)νd1
e−
t
2 , t > 0,
we obtain
(4.20)
∫ ∞
τ
tνd1K2p−ν(t) dt ≤ e2
(4p−2ν)Γ(2p− ν)
2
√
ν
(
2νd1
e
)νd1
e−
κ
4
√
2ν .
Combining (4.19) and (4.20), we arrive at
|A(r)| ≤ C0(2pi)d/237p(p!)2(2p)!(2ν)p− d2 2
(4p−ν−2)Γ(2p− ν)
Γ(ν)
√
ν
(
2νd1
e
)νd1
e−
κ
4
√
2ν .
Now the required bound (4.10) follows from
(4.21) C1,ν ≥ C0(2pi)d/237p(p!)2(2p)!(2ν)p− d2 2
(4p−ν−2)Γ(2p− ν)
Γ(ν)
√
ν
(
2νd1
e
)νd1
e−
κ
4
√
2ν .
Since (2ν)p−ν−
d
2 ≤ 2ν, a sufficient condition for (4.21) is
(4.22) C ≥ 37p(p!)2(2p)!2
(4p−ν)Γ(2p− ν)
Γ(ν + d/2)
(
2νd1
e
)νd1√
νe−
κ
4
√
2ν ,
with C > 0 independent of κ and ν.
Taking logarithms and using the Stirling bounds
ln(p!) ≤ (p+ 12) ln p− p+ 1,
ln Γ(ν + d/2) ≥ (ν + d/2− 12) ln(ν + d/2)− (ν + d/2) + 12 ln 2pi,
ln Γ(2p− ν) ≤ (2p− ν − 12) ln(2p− ν)− (2p− ν) + 12 ln 2pi + 118
as well as p ≤ ν + d2 + 1, for general λ > 0 shows that the condition
κ
λ
√
ν ≥ C1 + C2ν ln ν
where C1, C2 depend only on d (or more precisely, C1, C2 = O(d log d)) is sufficient to ensure
(4.22)
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Step 2. The case ν < 12 . Since we restrict ourselves to d ≤ 3, we have p = dν + d2e ≤ 2.
Repeatedly using the identities K ′ν(t) = −Kν−1(t)− νtKν(t) and K ′ν = νtKν −Kν+1, we obtain
d
dt
(
tνKν(t)
)
= −tνKν−1(t),
d2
dt2
(
tνKν(t)
)
= tνKν(t)− (2ν − 1)tν−1K1−ν(t),
d3
dt3
(
tνKν(t)
)
= −tνKν−1(t) + (2ν − 1)tν−1Kν(t)− (2ν − 1)(2ν − 2)tν−2Kν−1(t)
d4
dt4
(
tνKν(t)
)
=
[
tν + (2ν − 1)(2ν − 2)tν−2]Kν(t)
+
[− 2(2ν − 1)tν−1 − (2ν − 1)(2ν − 2)(2ν − 3)tν−3]Kν−1(t).
Next, we note that Kν−1 = K1−ν , and by [1, 10.2.17]
max
{
Kν(t),K1−ν(t)
} ≤ K3/2(t) = √pi/2(t−3/2 + t−1/2)e−t,
where the monotonicity in ν can be seen from the explicit representation (2.11). Continuing
from (4.16), we now estimate for 0 ≤ ` ≤ p
|A`(r)| ≤ C(2ν)p−` max
0<α≤2`
0≤n≤α
(
2P
κ
)α−n ∫ ∞
κ/2
|ρ(n)(t)|
t2`−α−d+1
dt .(4.23)
By (4.8) we may use the assumption κ
√
2ν/2 ≥ 1, and thus
|ρ(n)(t)| ≤ C 2
1−ν
Γ(ν)
(2ν)
n
2 e−
√
2νt ,
if t ≥ κ/2. As a consequence,∫ ∞
κ/2
|ρ(n)(t)|
t2`−α−d+1
dt ≤ C 2
1−ν
Γ(ν)
(2ν)
n
2
∫ ∞
κ/2
e−
√
2νt
t2`−α−d+1
dt = C
21−ν
Γ(ν)
(2ν)
2`−α+n−d
2
∫ ∞
κ
√
2ν
2
e−t
t2`−α−d+1
dt
≤ C 2
1−ν
Γ(ν)
(2ν)
2`−α+n−d
2 e−
κ
√
2ν
4
and
|A`(r)| ≤ C 2
1−ν
Γ(ν)
e−
κ
√
2ν
4 max
0<α≤2`
0≤n≤α
(
2P
κ
)α−n
(2ν)
2p−α+n−d
2
= C
21−ν
Γ(ν)
e−
κ
√
2ν
4 (2ν)
2p−d
2 max
0<α≤2`
0≤n≤α
(
2P
κ
√
2ν
)α−n
≤ C 2
1−ν
Γ(ν)
(2ν)p−
d
2 e−
κ
√
2ν
4 .
For 0 < ν < 12 , the condition for (4.9) to hold becomes
C1,ν
(
2ν + |ω|2)−ν− d2 ≥ C (2ν + |ω|2)−p 21−ν
Γ(ν)
(2ν)p−
d
2 e−
κ
√
2ν
4 , ω ∈ Rd,
or equivalently e
κ
√
2ν
4 ≥ C (1 + |ω|2/(2ν))ν+ d2−p with C > 0 independent of κ, ν, which is
implied by κ ≥ (2√2 lnC) ν−1/2. This completes the proof. 
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5. Numerical Experiments
The eigenvalue decay established in Theorem 6 has already been studied numerically in [9].
Note that the results given there are also consistent with the presence of the extra logarithmic
factor in (3.3). Here, we thus focus on a numerical study of the required extension size γ.
In order to assess the sharpness of the necessary conditions (3.2) and (4.8), we use a simple
bisection scheme to find the minimum value of γ that is actually required in each case to ensure
that the obtained covariance matrix is positive definite. In all tests, we assume the box [−1, 1]d
as the computational domain, and we show results only for λ = 12 since the resulting values of
γ exhibit an approximately linear scaling with respect to λ.
In the case of smooth periodization, in addition to the cutoff function using integrated B-
splines defined in (4.3), (4.5) we also test a standard infinitely differentiable cutoff function as
used in [3], which is simpler to implement in practice: let
η(x) =
{
exp(−x−1), x > 0,
0, x ≤ 0.
One can then replace the definition of ϕ in (4.3) by
(5.1) ϕ(t) =
η
(
κ−|t|
κ−1
)
η
(
κ−|t|
κ−1
)
+ η
( |t|−1
κ−1
) ,
and again define ϕκ(x) := ϕ(|x|).
First, we compare the extension sizes γ in terms of the grid size h that are needed for
classical circulant embedding and for smooth periodization; Figure 2 shows the resulting ratio
of the number of grid points in the extension torus T = [−γ, γ]d to the number of sampling
grid points in the original domain. Whereas, as expected in view of Theorem 10, the minimum
required values of γ are indeed independent of h in the case of the smooth truncation, in the case
of the classical circulant embedding the corresponding values of γ indeed exhibit a dependence
of order |log h|d on h. In this sense, we observe the result of Theorem 5 to be sharp. Especially
for d = 3 and smaller values of h, the smooth periodization leads to substantially more favorable
extension sizes. The results shown are for the C∞-cutoff function (5.1), and one obtains very
similar results with (4.3).
In addition, in Figure 3 we consider the dependence of the minimum required γ on ν for the
periodization with smooth truncation and compare to the asymptotics in the condition (4.8) of
Theorem 10. We show results for both cutoff function constructions (4.3) and (5.1). We observe
that in the particular case d = 1, γ remains bounded as ν → 0 (indeed, we observe γ → 1 in
this limit), whereas for d > 1 we find an increase in γ both as ν → 0 and ν → ∞. The actual
required increase of γ as ν → 0 appears to be slightly slower than the order ν−1/2 in (4.8). The
observed behaviour of γ for larger ν is consistent with the sufficient condition of order ν1/2 log ν
in (4.8). Note that the B-spline cutoff of limited smoothness leads to a slower increase of γ as
ν →∞, whereas γ in this case increases slightly faster as ν → 0 for d > 1.
6. Conclusions
We have seen that both classical and smooth periodization preserve the asymptotic decay rate
of covariance eigenvalues. Concerning the factor γ ≥ 1 by which the sampling grid needs to be
extended to ensure positive definiteness, there is a difference: the smooth periodization requires
an extension factor γ that is independent of the sample grid size h, whereas classical periodiza-
tion requires γ ∼ |log h| according to Theorem 5. For the extended grid size Nd = (2γh−1)d
we thus have Nd ∼ h−d in the case of smooth periodization, and Nd ∼ h−d|log h|d in the
case of classical periodization. This is exactly what we observe for the numerically determined
minimum extension sizes in Figure 3. This directly translates to efficiency advantages of the
smooth periodization that are more pronounced for larger d. The total cost is dominated by
the FFT on the extended grid, which requires O(Nd logN) operations. Whereas in the case
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Figure 2. Comparison of the number of grid points in the extension to the
original number of grid points for classical circulant embedding and for smooth
periodization, and for ν = 1 and h = 2−8, . . . , 2−16 in d = 1; h = 2−4, . . . , 2−8 in
d = 2; and h = 2−3, . . . , 2−5 in d = 3. The same legend applies to all d.
of the classical circulant embedding, one sample on D thus costs O(h−d|log h|d+1) operations,
with the smooth periodization the cost is only O(h−d|log h|) in terms of h.
One further useful consequence of the new result (1.11) covering the full range of λ, ν is
that smooth periodization also provides an attractive way of sampling with hyperpriors on
these two parameters: in this case, one needs to first randomly select λ and ν according to
some probability distribution, and then draw a sample of the Gaussian random field with the
corresponding Mate´rn covariance. This problem has been addressed, for instance, in [14] by
approximate sampling using a reduced basis. In this context, it is relevant that for both types
of periodization, setting up the factorization for a new covariance and drawing a sample come
at the same cost of one FFT each: thus by (1.11), provided that the distributions of λ, ν have
compact supports inside (0,∞), smooth periodization is guaranteed to provide each sample –
without any further approximation – at near-optimal cost O(h−d|log h|).
The periodic random field Zp on T, obtained using smooth truncation, also provides a tool
for deriving series expansions of the original random field. As mentioned above, in the smooth
periodization case the KL eigenvalues of the periodic field have the decay rate (1.13). More-
over, in contrast to the KL eigenfunctions on D, which are typically not explicitly known, the
corresponding eigenfunctions ϕpj of the periodic covariance are explicitly known trigonometric
functions and one has the following KL expansion for the periodized random field:
Zp =
∞∑
j=1
yj
√
λpj ϕ
p
j , yj ∼ N (0, 1) i.i.d.,
with λpj denoting the eigenvalues of the periodized covariance and the ϕ
p
j are normalized in
L2(T). Restricting this expansion back to D, one obtains an exact expansion of the original
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Figure 3. Minimum extension size γ required for positive definiteness of the
covariance matrix resulting from smooth periodization in dependence on ν, with
ν = 2−7, 2−6, . . . , 22, 23 and for d = 1, 2, 3 with h = 1/40000, 1/800, 1/30, respec-
tively. Dashed lines show the asymptotics ν−1/2 and ν1/2 log ν from (4.8). The
same legend applies to all d.
random field on D in terms of independent scalar random variables
(6.1) Z =
∞∑
j=1
yj
√
λpj
(
ϕpj
∣∣
D
)
, yj ∼ N (0, 1) i.i.d.
This provides an alternative to the standard KL expansion (1.6) of Z in terms of eigenvalues
λj and eigenfunctions ϕj normalized in L
2(D). The main difference is that the functions ϕpj
∣∣
D
in (6.1) are not L2(D)-orthogonal. However, these functions are given explicitly, and thus no
approximate computation of eigenfunctions is required.
The eigenvalues λpj can be approximated efficiently by FFT as described in [3, Sec. 5.1] and
the asymptotic decay of λpj is the same as that of λj in (1.6). Moreover, since the eigenfunctions
of the periodized covariance are explicitly known trigonometric functions, the L∞-norms of the
scaled eigenfunctions in the expansion (6.1) also decay at the same rate as
√
λj , that is,∥∥∥√λpjϕpj |D∥∥∥
L∞(D)
≤ C√λj .
This decay of the L∞-norms is important for applications, e.g., to random PDEs. Since
‖ϕj‖L∞(D) is in general not uniformly bounded, see [3, Sec. 3], this constitutes a marked advan-
tage of the expansion (6.1) over the standard KL expansion (1.6). In addition, on geometrically
complicated D, (6.1) is significantly easier to handle numerically.
The KL expansion of Zp also enables the construction of alternative expansions of Z of the
basic form (6.1), but with the spatial functions having additional properties. In [3], wavelet-type
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representations
Z =
∑
`,k
y`,kψ`,k, y`,k ∼ N (0, 1) i.i.d.,
are constructed by applying the square root of the covariance operator in the corresponding
factorisation to periodic Meyer wavelets, with the summation running over ` ≥ 0 and k ∈
{0, . . . , 2` − 1}d. The functions ψ`,k have the same multilevel-type localisation as the Meyer
wavelets. This feature yields improved convergence estimates for tensor Hermite polynomial
approximations of solutions of random diffusion equations with lognormal coefficients [2].
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Appendix A. Proofs of Auxiliary Results
Proof of Lemma 2. If 0 ≤ ν ≤ 12 we use the estimate Kν(t) ≤ K1/2(t) =
√
pi
2te
−t. When ν > 1/2
we have (see [18, Page 206])
Kν(t) =
( pi
2t
)1/2 e−t
Γ(ν + 1/2)
∫ ∞
0
e−uuν−
1
2
(
1 +
u
2t
)ν− 1
2
du
≤
( pi
2t
)1/2 e−t
Γ(ν + 1/2)
∫ ∞
0
e−uuν−
1
2
(
1 + u
)ν− 1
2 du (t ≥ 1/2)
≤
( pi
2t
)1/2 e−t
Γ(ν + 1/2)
∫ ∞
0
e−u
(
1 + u
)2ν−1
du .
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Changing variable we obtain
Kν(t) ≤ e
( pi
2t
)1/2 e−t
Γ(ν + 1/2)
∫ ∞
1
e−uu2ν−1du ≤ e
( pi
2t
)1/2 e−tΓ(2ν)
Γ(ν + 1/2)
.
Now using the duplication formula Γ(ν)Γ(ν+1/2) = 21−2ν
√
piΓ(2ν) we get the desired result. 
Proof of Lemma 3. We proceed by induction. The statement in Lemma 3 holds for n = 0
and n = 1 since ddt
(
tνKν(t)
)
= −tνKν−1(t) which follows from tK ′ν(t) + νKν(t) = −tKν−1(t),
see [18, Section 3.71]. Assume that the statement holds for some n ≥ 1. We write
dn
dtn
(
tνKν(t)
)
=
bn/2c∑
j=0
an,jt
ν−jKν−n+j(t) =
bn/2c∑
j=0
an,jt
ν−n+jKν−n+j(t)tn−2j .
Taking derivatives on both sides and using ddt
(
tτKτ (t)
)
= −tτKτ−1(t) we get
dn+1
dtn+1
(
tνKν(t)
)
=
bn/2c∑
j=0
an,j
[− tν−jKν−n+j−1(t) + (n− 2j)tν−j−1Kν−n+j(t)] .
This is of the form given in (2.13), moreover
b(n+1)/2c∑
j=0
|an+1,j | ≤
bn/2c∑
j=0
|an,j |
(
1 + n− 2j) ≤ (n+ 1) bn/2c∑
j=0
|an,j | ≤ (n+ 1)!,
where we have used the induction hypothesis. The proof is completed. 
Proof of Lemma 8. For |α|∞ ≤ 2 and |x| ≥ γ/2, we have
∂ασ(x) = ∂α
[
ρ
(
1− φ1(| · |/γ)
)]
(x)
= ∂αρ(x)−
∑
0≤β≤α
(
α
β
)
∂α−βρ(x) ∂β
[
φ1(| · |/γ)
]
(x)
= ∂αρ(x)−
∑
0≤β≤α
γ−|β|
(
α
β
)
∂α−βρ(x) ∂β
[
φ1(| · |)
]
(x/γ),
which implies, since γ ≥ 1,
|∂ασ(x)| ≤ C max
0≤β≤α
|∂βρ(x)| = C 2
1−ν
Γ(ν)
max
0≤β≤α
∣∣∣∣∂β[(√2ν|x|λ
)ν
Kν
(√
2ν|x|
λ
)]∣∣∣∣
for some positive constant C depending on α. Since r = |x| ≥ γ/2 implies in particular r ≥ 1/2,
we have |∂αr| ≤ C (which in general depends only on d) and therefore obtain from Lemma 3
|∂ασ(x)| ≤ C max
0≤β≤α
max
n≤|β|
∣∣∣∣ dndrn [rνKν(r)]
(√
2ν|x|
λ
)∣∣∣∣
≤ C max
n≤2d
∣∣∣∣ bn/2c∑
j=0
an,j
(√
2ν|x|
λ
)ν−j
Kν−n+j
(√
2ν|x|
λ
)∣∣∣∣ .
Note that, using Kν = K−ν , by the monotonicity of Kν in ν for ν ≥ 0 and the series represen-
tation of Kν [18, Page 80], we can estimate, for all t ≥ 0,
Kν(t) ≤ K`−1/2(t) =
√
pi
2t
e−t
`−1∑
k=0
(`− 1 + k)!
k!(`− 1− k)!(2t)k , ` = d|ν|+ 1/2e.(A.1)
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Now, if |x| ≥ γ/2, then t := √2ν|x|/λ ≥ C, (A.1) implies that Kν(t) ≤ Ct−1/2e−t and so
|∂ασ(x)| ≤ C max
j≤d
(√
2ν|x|
λ
)ν−j− 1
2
e−
√
2ν|x|
λ ≤ C
(
max
|x|≥γ/2
e−
√
2ν|x|
2λ
)(√
2ν|x|
λ
)ν
e−
√
2ν|x|
2λ
≤ Ce−
√
2ν
4λ
γ
(√
2ν|x|
λ
)ν
e−
√
2ν|x|
2λ . 
Proof of Lemma 11. The assertion is obvious for d = 1. With ` = 1 we have B2,d = f
′′(t)td−1 +
(d− 1)f ′(t)td−2 . Assuming that (4.13) is true for `, we prove the this statement for `+ 1. We
have
B2`+1,d(f, t) =
2∑`
α=1
a2`,α
[
f (α)(t)tα−2`
]′
=
2∑`
α=1
a2`,α
[
f (α+1)(t)tα−2` + (α− 2`)f (α)(t)tα−2`−1]
and
B2`+2,d(f, t) =
2∑`
α=1
a2`,α
[
f (α+1)(t)td−1+α−2` + (α− 2`)f (α)(t)td+α−2`−2]′
=
2∑`
α=1
a2`,α
[
f (α+2)(t)td−1+α−2` +
(
d− 1 + 2(α− 2`))f (α+1)(t)td−2+α−2`
+ (α− 2`)(d− 2 + α− 2`)f (α)(t)td−3+α−2`
]
.
(A.2)
When d = 2 we obtain
∑2
α=1|a2,α| = d = 2 and
2`+2∑
j=1
|a2`+2,j | ≤
2∑`
α=1
|a2`,α|
[
(2`− α)2 + |1 + 2(α− 2`)|+ 1] ≤ 4`2 2∑`
α=1
|a2`,α|.
This proves (4.13). When d = 3, by the induction assumption we have
B2`,3(f, t) = f
(2`)(t)t2 + 2`f (2`−1)(t)t.
Using (A.2) again we obtain
B2`+2,3(f, t) = f
(2`+2)(t)t2 + 2f (2`+1)(t)t+ 2`
[
f (2`+1)(t)t
]
= f (2`+2)(t)t2 + (2`+ 2)f (2`+1)(t)t .
This completes the proof of the lemma. 
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