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a b s t r a c t
Here we show how the full set of governing equations for the dynamics of charged-particle
fluids in an electromagnetic field may be solved numerically in order to model nonlinear
wave structures propagating in two dimensions. We employ a source-term adaptation
and two-fluid extension of the second-order high-resolution central scheme of Balbas
et al. (2004) [1]. The model employed is a 2D extension of that used by Baboolal and
Bharuthram (2007) [5] in studies of 1D shocks and solitons in a two-fluid plasma under
3D electromagnetic fields. Further, we outline the use of free-flow boundary conditions
to obtain stable wave structures over sufficiently long modelling times. As illustrative
results, we examine the formation and evolution of shock-like and soliton structures of
the magnetosonic mode.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
A 2D high-resolution Riemann-solver-free central difference scheme for staggered grids was recently obtained in [1]
based on earlier works on central schemes [2,3] and was used to simulate magnetosonic shock-like structures. Their model
consisted of an ideal single-fluid plasma interacting with a magnetic field B. Following this and Shumlak and Loverich [4],
a two-fluid plasma model allowing for 3D variation in the fluid dynamical and electric (E) and magnetic (B) field variables
but allowing for wave variations in one space direction (x) only was employed to simulate magnetosonic shock and soliton
structures [5].
These approaches are now generalized to the extent that we employ an ideal-gas two-component plasma, allow for
source terms in the governing equations, and admit 3D variation in the dynamical and field variables but consider 2D
variation in the wave structures. In addition non-oscillatory boundary conditions are considered, so that we can obtain
smooth (non-reflective) wave absorption at the system boundaries.
To illustrate the method, results depicting the evolution of magnetosonic shocks and solitary wave structures over
relatively long simulation periods showing structure formation and boundary absorption are presented. Such results
augment the aforementioned treatments [5,1,4].
Magnetosonic waves are driven in some direction x by a transverse magnetic field in a direction y coupled with a
transverse electric field component in the other direction, z. The plasma then experiences rarefactions and compressions in
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the x direction resulting from an ‘‘E × B drift’’ [6]. Under certain initial and boundary conditions, theoretical and simulation
studies [5,1,4] indicate that both solitons and shocks may be generated.
2. Outline of the numerical scheme
For a numerical study of such nonlinear wave structures the system of equations are written in the conservative form,
∂U
∂t
+ ∂F(U)
∂x
+ ∂G(U)
∂y
= S(U). (1)
In the above U(x, y, z, t) is the unknown (m-dimensional) vector, F(U) is the x-flux vector, G(U) is the y-flux vector and
S(U) is a source vector function, with x and y the only two spatial coordinates considered (for no variation in the z direction)
and t is the time coordinate.
To numerically approximate this system, we trace closely the derivation given in [1] based on a uniform rectangular grid
with spacings1x and1y in the respective X and Y directions, but in this instance, we include the source term. First, the 2D
sliding averages over the cell [x− 1x2 , x+ 1x2 ] × [y− 1y2 , y+ 1y2 ],
U¯(x, y, t) = 1
1x1y
∫ x+1x2
x−1x2
∫ y+1y2
y−1y2
U(ξ , η, t)dηdξ (2)
result in the following modified form upon substitution into (1)
U¯t(x, y, t) = − 1
1x1y
∫ y+1y2
y−1y2
[
F
(
U
(
x+ 1x
2
, η, t
))
− F
(
U
(
x− 1x
2
, η, t
))]
dη
− 1
1x1y
∫ x+1x2
x−1x2
[
G
(
U
(
ξ, y+ 1y
2
, t
))
− G
(
U
(
ξ, y− 1y
2
, t
))]
dξ
+ 1
1x1y
∫ x+1x2
x−1x2
∫ y+1y2
y−1y2
S(U(ξ , η, t))dηdξ . (3)
We then proceed by time integrating over the slab t ≤ τ ≤ t +1t .
Again with the choice of interfacing boundaries x = xj+ 12 and y = yk+ 12 we find that in their [1] equation (2.29) only the
source integral over the control volume must be included on the right side as below:
U¯n+1
j+ 12 ,k+ 12
= U¯n
j+ 12 ,k+ 12
− 1
1x1y
∫ tn+1
tn
∫ yk+1
yk
[
F(U(xj+1, y, t))− F(U(xj, y, t))
]
dydt
− 1
1x1y
∫ tn+1
tn
∫ xj+1
xj
[G(U(x, yk+1, t))− G(U(x, yk, t))] dxdt
+ 1
1x1y
∫ tn+1
tn
∫ xj+1
xj
∫ yk+1
yk
S(U(x, y, t))dtdydx. (4)
Now to evaluate these integrals,we reconstruct an approximate solution from the cell averages at tn = n1t by employing
piecewise bilinear polynomials to obtain:
U(x, y, t) =
∑
jk
Pjk(x, y, t)χjk(x, y), (5)
where χjk(x, y) is the characteristic function over the control volume Ixj × Iyk and
Pjk(x, y, t) = U¯jk(t)+ Ux,jk(t)
(
x− xj
1x
)
+ Uy,jk(t)
(
y− yk
1y
)
(6)
with Ux and Uy the respective partial derivatives.
It can be shown that the choice of bilinear form above results in a spatially second-order overall interpolant [1].
Then the first term on the RHS of (4) results in (see [1])
U¯n
j+ 12 ,k+ 12
= 1
4
(
U¯njk + U¯nj+1,k+1 + U¯nj,k+1 + U¯nj+1,k+1
)+ 1
16
(
Unx,jk − Unx,j+1,k
)+ 1
16
(
Unx,j,k+1 − Unx,j+1,k+1
)
+ 1
16
(
Uny,jk − Uny,j,k+1
)+ 1
16
(
Uny,j+1,k − Uny,j+1,k+1
)
. (7)
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Now in (4), formally carrying out the spatial integrations by means of the trapezoidal rule approximation, and the time
integral by means of the midpoint rule gives the amended staggered difference approximation:
U¯n+1
j+ 12 ,k+ 12
= 1
4
[
U¯njk + U¯nj,k+1 + U¯nj+1,k + U¯nj+1,k+1
]+ 1
16
[
Unxj,k − Unxj+1,k + Unxj,k+1 − Unxj+1,k+1
]
+ 1
16
[
Unyj,k − Unyj,k+1 + Unyj+1,k − Unyj+1,k+1
]− 1t
21x
[
F
n+ 12
j+1,k − F n+
1
2
j,k + F n+
1
2
j+1,k+1 − F n+
1
2
j,k+1
]
− 1t
21y
[
G
n+ 12
j,k+1 − Gn+
1
2
j,k + Gn+
1
2
j+1,k+1 − Gn+
1
2
j+1,k
]
+ 1t
4
[
S
n+ 12
j+1,k+1 + Sn+
1
2
j+1,k + Sn+
1
2
j,k+1 + Sn+
1
2
j,k
]
. (8)
This scheme advances the cell average vectors U¯nj,k where j, k are the spatial discretization indices and n is the time level
index, with time spacing1t . It is used in conjunction with the derivative array approximations (Ux and Uy) [1,3],
Ux,jk = µ
(
α1+xU¯jk,10xU¯jk, α1−xU¯jk
) ; 1 ≤ α ≤ 4. (9)
Uy,jk = µ
(
α1+yU¯jk,10yU¯jk, α1−yU¯jk
) ; 1 ≤ α ≤ 4. (10)
where µ(.) is the nonlinear (‘‘min-mod’’) limiter (see [1,2]) and,1+xU¯jk = U¯j+1,k − U¯jk, 1−xU¯jk = U¯jk − U¯j−1,k,1+yU¯jk = U¯j,k+1 − U¯jk, 1−yU¯jk = U¯jk − U¯j,k−1,
10xU¯jk = U¯j+1,k − U¯j−1,k, 10yU¯jk = U¯j,k+1 − U¯j,k−1.
(11)
We observe that the scheme (8) is implicit in time, so that we shall require a predictor such as [1],
U¯
n+ 12
jk = U¯njk +
1t
2
[
Snjk −
1
1x
F nx,jk −
1
1y
Gny,jk
]
, (12)
which can be used to evaluate the RHS, leading to a new or corrected value U¯n+1
j+ 12 ,k+ 12
from (8). Also, in this calculation the
flux-vector spatial derivative terms F nx,jk and G
n
y,jk can be evaluated using Jacobian-free forms with the µ(.) function:
Fx,jk = µ
(
α1+xF¯jk,10xF¯jk, α1−xF¯jk
)
(13)
Gy,jk = µ
(
α1+yG¯jk,10yG¯jk, α1−yG¯jk
)
. (14)
3. Boundary conditions
In our applications we shall be considering a rectangular domain with free-flow conditions in the X and Y directions.
First, in all cases we apply zero derivatives (Neumann conditions): Fx = Ux = 0 at both the X-boundaries and Gy = Uy = 0
at both the Y -boundaries and compute all other derivative values from (9)–(10) and (13)–(14).
Then in the one case corresponding to uni-directional flows in the X-direction we apply the finite-difference formula (8)
at both the ends, by consolidating values at points outside the region into the values of points inside at the corresponding
mirror positions. Thus, for example, at the (staggered) right boundary corresponding to the maximum index j = J , we
follow [1] and employ (8) in the reduced form:
U¯n+1
J+ 12 ,k+ 12
= 1
2
[
U¯nJ,k + U¯nJ,k+1
]+ 1
8
[
UnyJ,k − UnyJ,k+1
]− 1t
1y
[
G
n+ 12
J,k+1 − Gn+
1
2
J,k
]
+ 1t
2
[
S
n+ 12
J,k+1 + Sn+
1
2
J,k
]
. (15)
A similar form is employed at the left (j = 0) boundary. In addition, in the symmetry (or infinite extension) direction (Y ),
we compute the values at the ends by quadratically extending the computed values of the three nearest neighbours along
an X-line. Thus at the far Y -boundary corresponding to some k = K for example, we employ the form:
U¯n+1
j+ 12 ,K
= U¯n+1
j+ 12 ,K−3
− 3U¯n+1
j+ 12 ,K−2
+ 3U¯n+1
j+ 12 ,K−1
. (16)
A similar form is applied at the boundary k = 0.
In the second case, for to allow for equal flows in both the X and Y directions, we employ conditions of the type (15), and
avoid the type (16). At the corner positions not computed from the above, due to staggering, we employ the corresponding
values at the time level n, resulting in an error of O(1t2), which is tolerable. The latter boundary conditions have been
employed in the previous simulations [1].
In Section 4, we show how the scheme (8) with (9)–(14) may be used to numerically solve the plasma fluid equations.
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4. The electromagnetic plasma fluid equations
The model equations employed are those for the electromagnetic fields (E, B), the current density (J), and the ideal-fluid
collisionless-plasma equations for the electrons (e) and ions (i). In the latter (with species s = e, i) the ns, Vs, ps, γs, ms are
the respective component number densities, flow velocities, partial pressures, adiabatic indices and particle masses with
particle charges taken as−e (electrons) and+e (ions). The complete governing equations then are [6]:-
Maxwell’s equations in vacuo:
∂B
∂t
= −∇ × E, ∂E
∂t
= 1
0µ0
∇ × B− 1
0
J (17)
∇ · E = 1
0
e(ni − ne), ∇ · B = 0. (18)
The plasma fluid equations (for components s = e, iwith σe = −1, σi = 1):
∂ns
∂t
+∇ · [nsVs] = 0 (19)
msns
[
∂Vs
∂t
+ (Vs · ∇)Vs
]
= −∇ps + nsσse [E + Vs × B] . (20)
The energy equations (for components s = e, i):
kB
γs − 1ns
[
∂Ts
∂t
+ (Vs · ∇)Ts
]
= −ps∇ · Vs. (21)
Here, we take γe = γi = γ = Cp/Cv as the common ratio of specific heat capacities, pe = nekBTe and pi = nikBTi
are the respective electron and ion partial pressures for ideal fluids, with their temperatures given as Te = meV 2Te/kB and
Ti = miV 2Ti/kB where VTe and VTi denote the root-mean-square thermal speeds for each species.
With some manipulation of (17)–(19), the energy equations are:
∂εs
∂t
+∇ · [(εs + ps)Vs] = σsensVs · E (22)
where,
εs ≡ nskBTs
γ − 1 +
1
2
msns|Vs|2 = ps
γ − 1 +
1
2
msns|Vs|2. (23)
Now the above equations are reduced to components, whilst allowing for wave disturbances in the X and Y directions
only, so the operation ∂/∂z ≡ 0 applies. Thereafter we employ normalizations corresponding to time and spatial scales
appropriate for the observation of magnetosonic wave structures, to render them dimensionless.
One normalization scheme is based on a slow time scale corresponding to the ion plasma oscillation period. Here, the
electron and ion densities are given in terms of n0 their common equilibrium density, lengths (x) are in units of the electron
Debye length λde =
√
0kBTe0/n0e2 =
√
0meV 2Te0/n0e2 where 0 is the electric permittivity in free space and Te0 is the
equilibrium electron temperature, temperatures are given in terms of Te0, particle charges in terms of e > 0 the electronic
charge, time (t) is in units of the inverse of the inverse of the ion plasma frequencyωpi =
√
n0e2/0mi, velocities are in terms
of the ion sound speed at equilibrium,
√
meV 2Te0/mi, and we take γ = 5/3 for adiabatic fluids. Components of the electric
field are in units of E0 =
√
men0V 2Te0/0, those of the magnetic field are in units of B0 = E0/c where c is the unnormalized
speed of light. Also we take rm = me/mi as the ratio of the electron-to-ion mass and set re = 1/rm = mi/me, ri = 1 as
normalized masses for the species s (=e, i). Further σs is the normalized charge (=−1 for electrons, +1 for ions) and for
convenience, we use the twice-energy-per-mass normalized terms 2εs/ms = ns|Vs|2 + 3nsV 2Ts ≡ ws.
Another scheme based on a fast time scale corresponding to the electron plasmawave oscillation period is also useful [5]
but not used here.
Then with the above, and the notations Ve = [vex, vey, vez]T, Vi = [vix, viy, viz]T, E = [Ex, Ey, Ez]T, and B = [Bx, By, Bz]T,
the normalized equations can be expressed in Cartesian coordinates, extending those of [5], in the component forms:
∂
∂t
[ns]+ ∂
∂x
[nsvsx]+ ∂
∂y
[nsvsx] = 0 (24)
∂
∂t
[nsvsx]+ ∂
∂x
[
(nsvsx)2
ns
+ nsV 2Te
]
+ ∂
∂y
[
nsvsx
nsvsy
ns
]
= σsrs
[
Exne + nsvsyBzc −
nsvszBy
c
]
(25)
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∂
∂t
[
nsvsy
]+ ∂
∂x
[
nsvsy
nsvsx
ns
]
+ ∂
∂y
[
(nsvsy)2
ns
+ nsV 2Ts
]
= σsrs
[
Eyne + nsvszBxc −
nsvsxBz
c
]
(26)
∂
∂t
[nsvsz]+ ∂
∂x
[
nsvsz
nsvsx
ns
]
+ ∂
∂y
[
nsvsy
nsvsz
ns
]
= σsrs
[
Ezne + nsvsxByc −
nsvsyBx
c
]
(27)
∂
∂t
[ws]+ ∂
∂x
[
ws
nsvsx
ns
+ 2V 2Ts(nsvsx)
]
+ ∂
∂y
[
ws
nsvsy
ns
+ 2V 2Ts(nsvsy)
]
= 2σsrsns
[
vsxEx + vsyEy + vszEz
]
(28)
∂
∂t
[Ex]+ ∂
∂x
[0]+ ∂
∂y
[−cBz] = −σenevex − σinivix (29)
∂
∂t
[
Ey
]+ ∂
∂x
[cBz]+ ∂
∂y
[0] = −σenevey − σiniviy (30)
∂
∂t
[Ez]+ ∂
∂x
[−cBy]+ ∂
∂y
[cBx] = −σenevez − σiniviz (31)
∂
∂t
[Bx]+ ∂
∂x
[0]+ ∂
∂y
[cEz] = 0 (32)
∂
∂t
[
By
]+ ∂
∂x
[−cEz]+ ∂
∂y
[0] = 0 (33)
∂
∂t
[Bz]+ ∂
∂x
[
cEy
]+ ∂
∂y
[−cEx] = 0 (34)
where,
we = ne|Ve|2 + 3neV 2Te; wi = ni|Vi|2 + 3niV 2Ti. (35)
Introducing the further notation,
U = [u1, u2, u3, u4, u5, u6, u7, u8, u9, u10, u11, u12, u13, u14, u15, u16]T
≡ [ne, ni, nevex, nevey, nevez, nivix, niviy, niviz, we, wi, Ex, Ey, Ez, Bx, By, Bz]T, (36)
togetherwith consequential forms for F(U),G(U) and S(U) themodel equationsmaybewritten in the conservation form (1).
At this juncture we note that the system of equations above, culminating in (1) is not locally hyperbolic. In fact by
considering the flux Jacobians of (22)–(32), namely,
A(U) ≡
(
∂Fr
∂us
)
(r, s = 1, 2, . . . 16); B(U) ≡
(
∂Gr
∂us
)
(r, s = 1, 2, . . . 16) (37)
it can be shown for arbitrary (ω1, ω2) 6= 0 that the eigenvalues of the combined system Jacobian,
C(U) ≡ ω1A(U)+ ω2B(U) (38)
are not all real and distinct, as required for hyperbolic systems (see for example [7]). This may be inferred from Maxwell’s
equations subset (27)–(32). Nevertheless, although the numerical scheme used here is essentially that of [1] and is based
on [3] whose theoretical foundation assumes the system dealt with is hyperbolic, it should be noted that hyperbolicity is a
sufficiency condition in their stability and convergence theory. Thus,we can still expect the scheme to function underweaker
conditions. In fact our results bear testimony to this. Moreover, linear stability analysis of the one-variable dimensional
scheme [3] indicates that it should remain stable when the following CFL conditions are satisfied, in the chosen wave
propagation direction (X or Y ):
λm
1t
1x
≤ 0.5, µm1t
1y
≤ 0.5 (39)
where (λm, µm) is the spectral radius of the Jacobian (A(U), B(U)). Further, by analyzing the linear dispersion relation for
magnetosonic waves [5,6], it is found that for our chosen parameters the maximumwave speed is λm = O(1). Thus we can
take CFL numbers λm1t/1x ∼ 0.5. For more general 2D propagation we must satisfy a tighter CFL condition [1].
Now in our numerical integration we employ a system of size 10× 10 in Debye lengths with correspondingly 201× 201
grid points giving1x = 0.05 and1y = 0.05, and we choose1t = 0.0025, generally an artificial ion-to-electron mass ratio
of 10:1, and an ion-to-electron temperature ratio of 1:10 and a normalized c-value of 10.
To compute with this scheme we employ a predictor–corrector procedure similar to [5,1]. However, here in contrast to
other works [1,4] we solve the complete system of equations as if it were one hyperbolic system (1). This is facilitated by
the absence of Riemann solvers and has the obvious advantage of easy coding into a ‘‘black-box’’ solver.
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NT = 500NT = 290NT = 0
Fig. 1. Computed electron density magnetosonic shock structure at time steps NT.
NT = 500NT = 0 NT = 290
Fig. 2. Computed electron density magnetosonic soliton structure at time steps NT.
5. Uni-directional magnetosonic shock and soliton computations
For shock structures we employ the initial conditions
ne = 4, ni = 4, Ve = 0, Vi = 0, we = 3neV 2Te0, wi = 3niV 2Ti0,
Ex = 0, Ey = 0, Ez = 0, Bx = 0, By = 1, Bz = 0; x ≤ xc .
ne = 1, ni = 1, Ve = 0, Vi = 0, we = 3neV 2Te0, wi = 3niV 2Ti0,
Ex = 0, Ey = 0, Ez = 0, Bx = 0, By = 1, Bz = 0; x > xc
which correspond to a Riemann (shock-tube or two-state plasma) problem with a discontinuity at the system centre xc in
the x direction, with no variation in the y direction. The boundary conditions used are those for uni-directional flows given
in paragraph 3. The evolving shock structure shown in Fig. 1 is consistent with previous 1D simulations [5,4]. We observe
further that there are no discernible reflections or boundary instabilities in all four directions.
To generate solitary wave structures we employ initial Gaussian density perturbations of the form
ns(x, y, z, 0) = 1.0+ 3.0 exp
[
−1
2
(x− xc)2
]
, 0 ≤ x ≤ Lx (s = e, i)
with the other initial values as for shocks above. The results given in Fig. 2 denote left and rightmoving soliton structures. The
quasi-stationary central hump in the density structures is due to the slow dissipation of thermal energy after an initial break
up of the starting Gaussian hump due to electrostatic repulsion of tightly packed like charges, which give rise to the soliton
structures. Further insight can be gained from the 1D case [5]. Once again we obtain smooth absorption at the boundaries.
6. Full 2D structures
To illustrate the applicability of themethod tohandlewave structures that are fully 2Dwehave computed the evolution of
a ramp-shock structure in Fig. 3 and a solitarywave structure in Fig. 4. The boundary conditions used here are the second case
given in paragraph 3. In both these figures we again see smooth absorption of the oncoming waves into all the boundaries.
We do however, find that these structures become unstable after a few hundred steps, a phenomenon we ascribe to the
coupling of fast electromagnetic waves (travelling at velocity c) with the fundamental acoustic and electron plasma wave
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NT = 400NT = 0 NT = 200
Fig. 3. Computed electron density 2D ramp-shock structure.
NT = 400NT = 0 NT = 200
Fig. 4. Computed electron density 2D soliton structure.
modes. In fact, the results shown here in Figs. 3 and 4 have been computed with an artificial value of c = 1, to delay such
instabilities. More refined computations based of faster time scales such as suggested in Ref. [5] would bemore appropriate,
but at this stage we wish to highlight the feasibility of the present technique.
7. Conclusion
We have adapted a recent method for the numerical integration of hyperbolic systems [1] to integrate the 3D
electromagnetic plasma fluid equations for wave propagation in two dimensions by allowing for source terms and two
interacting fluids. Our results for modelling magnetosonic shocks and solitons are consistent with earlier simulations 1D
wave simulations [5], but extend them. The method easily extends to the fully 3D case and should be a useful nonlinear
wave modelling tool. The results presented here are preliminary, but aptly illustrate the feasibility of the technique. From
these investigations however, the need to investigate issues relating to differing time scales and more involved boundary
conditions usually prevalent in such models is called for, and we expect to expand on these aspects in a future report.
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