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Actualment tant la Realitat Augmentada (RA) com la Realitat Virtual (RV) són camps que 
es troben en auge, sent aquests cada cop més utilitzats en una gran quantitat de sectors 
diferents. Aquest treball anomenat “Desenvolupament d’aplicacions interactives de 
Realitat Augmentada” té com a objectiu servir com a base perquè altres persones 
interessades en aquest tema puguin aprofundir-hi de forma més ràpida i eficaç. Per tant, 
aquest projecte consistirà en la investigació sobre què és exactament la RA i en veure el 
potencial que aquesta presenta. 
Però entrar en el món de la RA pot ser extremadament complex, per aquest motiu es 
farà ús de Unity, un motor de videojocs molt versàtil e intuïtiu juntament amb Vuforia, 
una de les plataformes més grans de la realitat augmentada. La utilització d’aquests dos 
softwares permeten entrar en el món de la realitat augmentada a una gran quantitat de 
persones les quals no tenen perquè tenir un gran coneixement de com funciona aquesta. 
Aquest projecte es divideix principalment en dues parts. La primera part consisteix en 
aprendre el funcionament de la realitat augmentada mitjançant la creació de petites 
aplicacions, cadascuna amb la finalitat d’entendre una part específica de com funciona 
aquesta. Havent après el funcionament de la realitat augmentada, la segona part és la 
creació d’una aplicació més complexa on es pugui visualitzar el potencial que té la 
realitat augmentada, alhora que, com aplicació, aquesta tingui una utilitat.  
Degut al període d’aquest projecte, d’uns 4 mesos, cal remarcar que la intenció de 
l’aplicació final no és crear-la de forma que sigui extremadament complexa amb una 
funcionalitat perfecte i preparada per ser comercialitzada ja que es impossible. En 
comptes, aquesta podrà fer-se servir com a base per possibles millores però serà 
suficient amb que sigui funcional.  
Per últim cal dir que aquest projecte s’ha realitzat amb la col·laboració del Centre de 
Realitat Virtual (CRV) de la facultat de Matemàtiques, el qual es coordina amb altres 
entitats per crear diverses aplicacions basades en la realitat virtual, sobretot en els 
camps de la medicina, muntatge i arquitectura; i del ViRVIG, el centre de recerca del 
CRV. 
Un cop finalitzat el projecte, es pot veure que softwares com Unity o Vuforia  permeten 
entrar en la creació d’aplicacions basades en realitat augmentada de forma bastant 
ràpida i que amb el suficient temps, es poden crear aplicacions d’una complexitat molt 
elevada. És per aquest motiu que aquests dos camps es troben cada vegada més 
implementats en la tecnologia. 
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Els objectius d’aquest treball han estat principalment tres: 
1. Entendre el funcionament de la realitat augmentada. 
2. Trobar els límits tecnològics d’aquesta tecnologia. 
3. Servir com a referència per a usuaris que volen iniciar-se en aquesta tecnologia. 
Per realitzar aquests objectius s’ha fet ús d’un motor de jocs molt intuïtiu anomenat 
Unity juntament amb Vuforia, una plataforma especialitzada en realitat augmentada. 
Per aconseguir els dos primers objectius, s’ha creat una sèrie d’aplicacions, cadascuna 
pensada per fer ús d’un o més aspectes concrets de la realitat augmentada alhora que 
s’ha intentat veure els límits d’aquests. 
Per últim, s’ha creat una altra aplicació, sent aquesta més complexa i on s’han integrat 
tants elements de la realitat augmentada com han estat possibles. 
1.2 Abast 
Pel que fa a la pròpia realitat augmentada, l’abast d’aquest projecte és entendre el 
funcionament bàsic d’aquesta tecnologia i amb l’ajut d’aquest, servir de guia a altres 
usuaris perquè puguin aprofundir-hi de forma eficaç i ràpida. 
A més a més, la creació d’una aplicació complexa la qual estigui preparada per ser 
comercialitzada consta d’una gran quantitat de passos. Primer de tot es crea la base 
d’aquesta a partir d’unes idees concretes i comença una sèrie d’iteracions fins que acaba 
sent funcional. En general l’aplicació no està pensada per ser utilitzada només pels seus 
creadors i es impossible pensar en totes les possibles funcionalitats així que a 
continuació comença les fases de testeig, anomenades alfa i beta, on una quantitat de 
persones cada vegada més gran fan ús de l’aplicació per trobar errors i donar possibles 
millores.  
Tot aquest procés pot durar mesos, gairebé anys, temps del que aquest projecte no 
disposa, el període d’aquest és d’uns 4 mesos. A més a més, l’objectiu d’aquest projecte 
no és la creació de dita aplicació així que s’ha limitat aquesta a la primera fase. Encara 
que es farà tant complexa com sigui possible, només serà necessari que sigui funcional 
per considerar-se acabada.  
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2. Realitat Augmentada 
El terme de realitat augmentada apareix cap els anys 90, i s’utilitza per definir la visió de 
la realitat des d’un dispositiu electrònic que fa aparèixer imatges virtuals, estant 
aquestes superposades a la realitat, augmentant-la, ja que afegeix una part virtual que, 
per definició, no existeix en el món físic.  
És important diferenciar la realitat augmentada de la virtual. La realitat virtual és, com 
el seu nom indica, completament virtual i no fa ús de la càmera per generar les imatges, 
estant aquestes generades per ordinador. En canvi, encara que amb la realitat 
augmentada també es generen imatges virtuals, aquesta té com a base el món físic que 
és el que s’usa per posicionar les imatges. 
La realitat augmentada es basa en patrons per posicionar els objectes i tots els 
components virtuals estan posicionats respecte a aquests. És a dir, partint del mon real, 
la càmera del dispositiu electrònic compara allò que veu amb certs patrons de píxels, els 
qual representen imatges, paraules, objectes... en el món real. Aquests patrons es 
troben definits en una base de dades i és en aquesta on és decideixen quins patrons es 
vol que detecti l’aplicació podent ser aquests molt variats, des de imatges i objectes, fins 
a paraules, passant també per localitzacions GPS. Un cop s’ha detectat un patró, tots 
aquests objectes virtuals que es troben associats a aquest també apareixen. 
2.1 Història 
Tant la realitat virtual com l’augmentada es considera que apareixen l’any 1962 amb la 
creació d’un simulador de motocicleta, el qual incorporava a més d’una pantalla, so 
envoltant, vibració en el seient i generació de vent. Tot 
això feia que sembles com si realment s’estigués anant en 
motocicleta, d’aquí la realitat virtual. Les imatges que el 
simulador generava eren gravacions dels carrers de 
Brooklyn, i encara que la definició d’avui en dia de realitat 
augmentada no es pugui aplicar a aquest simulador, es 
considera el primer pas cap a aquesta ja que aquestes 
imatges eren reals. 
Pocs anys més tard, Ivan Sutherland, professor 
d’enginyeria elèctrica de Harvard crea el primer casc de 
realitat virtual (HMD, Human Mounted Display), el qual 
penjava del sostre i aportava estímuls diversos en funció 
dels diferents objectes visualitzats. 
L’any 1990 l’investigador Tom Caudell utilitza per primer cop el terme de realitat 
augmentada, i poc després apareixen dues aplicacions que ja permeten diferenciar 
entre aquesta i la virtual. La primera aplicació va ser usada per les forces aèries dels 
Il·lustració 1. Dibuix del simulador de 
motocicleta. 
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Estats Units i era una espècie de guia que donava consells sobre com realitzar certes 
tasques. La segona procedia de la universitat de Columbia, i tenia com a funció ajudar a 
canviar la tinta d’una impressora sense ajuda del manual d’ús, sinó a través de la 
projecció d’imatges virtuals. 
A partir d’aquest moment és quan es comença a veure que la realitat augmentada, 
juntament amb la realitat virtual, tenen un gran potencial. La necessitat d’una gran 
logística i la complexitat d’aquesta nova ciència fa que diverses empreses comencin a 
crear aplicacions basades en la realitat augmentada. Amb el pas dels anys, aquesta s’ha 
anat incorporant en diferents àmbits, donant lloc a aplicacions molt variades, sent 
alguns exemples: 
• Google Sky Map: Aplicació que és capaç de reconèixer els diferents cossos 
estel·lars vistos des de la Terra, oferint dades sobre aquests. 
• WordLens: Traducció de textos de l’anglès a l’espanyol i viceversa. 
• Lookator: Permet veure de forma virtual la ubicació amb la major cobertura a 
internet. 
• Layar: Imprimeix informació per pantalla sobre un punt geogràfic en concret. Fa 
ús d’elements del dispositiu com la càmera, l’acceleròmetre o la ubicació GPS. 
Pel seu caràcter visual, també han aparegut moltes aplicacions amb realitat augmentada 
orientades a l’oci, permetent una major immersió dintre dels jocs. Per una altra banda, 
també és bastant utilitzada en la medicina. Juntament amb dispositius haptics, els quals 
són capaços de generar una sensació de tacte mitjançant l’ús de forces i moments, 
permet simular, per exemple, operacions, el qual seria impossible de fer-ho amb 
pacients reals, per raons lògiques. 
2.2 Actualitat 
Actualment, la tendència de l’apartat anterior segueix aplicant-se però aplicacions més 
recents com Pokemon GO o la utilització de The Playroom de Sony intenten també 
aproximar la realitat augmentada al públic. Programes com Unity o Unreal Engine també 
estan pensats per fer que tant la realitat virtual com l’augmentada siguin més fàcils 
d’utilitzar. 
Actualment i des de fa un temps s’està també incorporant un altre element apart de les 
imatges de manera que l’experiència sigui més immersiva, el so. Aquesta tecnologia 
també es troba en algunes sales de cinema. Fent que el so no surti de forma uniforme 
pels altaveus o auriculars permet enganyar al cervell perquè cregui que el so li arriba des 
d’un punt en concret de l’entorn. 
Per últim, grans empreses han començat a treure al mercat aplicacions que fan ús de 
càmeres capaces de detectar no només les imatges sinó també la profunditat amb la 
intenció de crear aplicacions que no requereixin patrons per funcionar. Això és possible 
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ja que detectant la profunditat, l’aplicació és capaç de distingir quines superfícies són 
planes, podent fer ús d’aquestes per generar els models virtuals. 
 
Il·lustració 2. Imatge d'una versió del joc Minecraft per Hololens, les ulleres de realitat augmentada de Microsoft. 
 




Unity és un motor de videojocs creat per l’empresa danesa Unity Technologies l’any 
2004 i que té com a objectiu simplificar la creació de videojocs permetent que qualsevol 
pugui utilitzar-lo. Això és possible degut al tipus de programació necessari per fer 
funcionar Unity, sent aquesta d’alt nivell, és a dir, molt semblant al llenguatge humà. 
Per una altra banda, Unity té una gran quantitat de funcions predeterminades les quals 
són bàsiques per la creació de qualsevol aplicació i estant aquestes ja creades, nomes fa 
falta afegir-les a l’aplicació. A més a més, aquestes funcions tenen diferents paràmetres 
visibles permetent canviar-los de forma ràpida. 
Alguns exemples són la generació de gravetat o la detecció de col·lisions. Aquestes 
funcions són extremadament difícils de programar i no haver de crear-les simplifica 
enormement la tasca.  
Seguint amb el mateix objectiu, la interfície de Unity és senzilla alhora que intuïtiva. A 
més a més, un cop creada l’aplicació des de l’ordinador, Unity permet importar-la de 
forma senzilla a altres plataformes, des d’altres sistemes operatius d’ordinador com Mac 
o Linux (si es treballa amb Windows), fins a Android, IOS e inclús PS4 o XBOX. 
3.1 Instal·lació de Unity 
La instal·lació de Unity es pot realitzar des de la seva pròpia pàgina web1. 
 
Il·lustració 3. Pàgina web de Unity. 
Primer de tot cal anar a l’apartat d’obtenir Unity i des d’allà es podran escollir quatre 
opcions per descarregar. El pla més senzill és el personal, el qual encara que li faltin 
prestacions, està suficientment complet com per fer ús del motor de jocs sense 
problemes. Aquest és l’únic pla gratuït. Les dues següents opcions, Plus i Pro tenen 
algunes prestacions addicionals les quals es troben especificades en la part inferior de 
                                                     
1 https://unity3d.com/es 
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la pàgina web. Per últim, el pla Enterprise està pensat per empreses i té les mateixes 
prestacions que la versió Pro, només variant en el preu. 
 
Il·lustració 4. Les quatre opcions diferents de Unity, Personal, Plus, Pro, i Enterprise. 
Un cop escollit el pla adequat, en aquest projecte s’ha fet ús del personal, cal 
descarregar-se l’instal·lador. Si el que interessa és la versió més actual, només cal clicar 
en el botó d’instal·lar però si el que es volen són les versions més antigues, aquestes es 
troben en la part inferior dreta de la pàgina web. 
Un cop descarregat l’instal·lador, només es necessari seguir els passos per instal·lar 
Unity. Dintre de l’instal·lador es dóna a escollir entre una arquitectura de 32 o 64 bits. 
Les dues versions són visualment iguals però cal escollir una arquitectura o l’altra en 
funció de la complexitat de l’aplicació, 32 si són simples i 64 per les més complexes, i de 
la quantitat de bits on correrà l’aplicació, ja que pot haver-hi problemes de 
compatibilitat. 
Aquest projecte fa ús de Unity 5.4.3 amb 32 bits ja que era la versió ja instal·lada en el 
CRV, evitant així problemes entre versions, deguts a les possibles petites diferencies 
entre aquestes. 
3.2 Interfície i funcionament bàsic de Unity 
 
Il·lustració 5. Interfície de Unity. Només s’ha creat un cub per fer aparèixer la pestanya Inspector. 
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En la Il·lustració 5. Interfície de Unity. Només s’ha creat un cub per fer aparèixer la 
pestanya Inspector. es pot veure la interfície de Unity. Aquesta permet dimensionar les 
pestanyes a voluntat, obrir aquelles que es volen veure i tancar les que no. De forma 
predeterminada s’obren les 7 pestanyes més importants però es poden accedir a la resta 
des del menú Window. 
3.2.1 Pestanya Scene 
Quan es genera un projecte, aquest crea de forma automàtica el que s’anomena com 
una escena, un món virtual on l’usuari podrà col·locar tots els objectes que vulgui. 
Aquests es generen de forma predeterminada en aquesta escena, la qual encara no té 
nom. La creació d’una escena comporta també l’adició de dos elements bàsics a aquesta, 
una càmera des d’on es pot veure la visió que tindrà l’usuari en fer ús de l’aplicació i una 
llum direccional, simulant una estrella en el firmament. 
Unity permet la creació de més d’una escena dintre del mateix projecte i permet de 
canviar forma ràpida entre aquestes, sent cadascuna un món virtual independent de la 
resta amb els seus propis objectes. 
La funció de la pestanya Scene és veure l’escena concreta seleccionada, fent els canvis 
en aquesta més intuïtius. A més a més, un conjunt de 5 botons permet fer les 
modificacions més bàsiques de qualsevol objecte. 
 
Il·lustració 6. Botons de la pestanya Scene. 
El botó en forma de mà permet fer dues accions. Primer de tot, si no s’ha clicat en cap 
objecte, l’escena es mourà, permetent la visualització de qualsevol punt d’aquesta. Per 
rotar l’escena cal mantenir premut el botó dret del ratolí però no és necessari que la mà 
estigui escollida. Fent clic en un objecte però, no mou l’escena, sinó només aquest, 
podent posicionar-lo on es vulgui. 
Amb el segon botó escollit, fer clic en un objecte li fa aparèixer tres fletxes les quals 
s’utilitzen per variar la posició d’aquest, però només en una dimensió concreta. Cada 
fletxa té el seu propi color per indicar de quin eix es tracta, vermell per la x, verd per la 
y i blau per la z. 
El tercer i quart botó tenen la mateixa funcionalitat que el segon però varien la rotació i 
l’escala de l’objecte, respectivament. Aquests també fan aparèixer diferents elements 
amb la mateixa funcionalitat que les fletxes, sent aquests unes circumferències per la 
rotació i uns cubs per l’escala. 
L’últim botó és només utilitzat per element fixes a la càmera, anomenats Canvas, ja que 
permet veure el pivot, la funció del qual s’explicarà més endavant. 




Il·lustració 7. El mateix cub però amb 4 botons diferents seleccionats. Començant des de la dreta, les fletxes per 
canviar la posició, les circumferències per la rotació, els cubs per l’escala i el quadrat amb el pivot al centre. 
A més a més, els tres botons centrals comparteixen una funcionalitat, mantenint premut 
la tecla Ctrl, la posició, rotació i escala de l’objecte es restringeix a passos d’una certa 
quantitat d’unitats. De forma predeterminada, la posició es troba a 1 unitat, l’escala a 
0,1 i la rotació a 15 graus però a Edit >>> Snap Settings es poden canviar els valors. 
 
Il·lustració 8. Pestanya Snap Settings de Unity. 
3.2.2 Pestanya Game 
Com ja s’ha comentat cada escena té de forma predeterminada una càmera des de la 
qual es veurà l’escena en córrer l’aplicació. Des de la pestanya Game es pot veure 
l’escena des d’aquesta càmera, sabent la visió de l’escena que tindran els usuaris que 
utilitzin l’aplicació. Si no existeix aquesta càmera, la pestanya es veurà completament 
negra i si existeixen més d’una, hi ha una opció per escollir quina. 
Aquesta càmera es comporta com qualsevol altre objecte i no té perquè estar fixe. Per 
exemple, per alguns jocs pot ser important que la càmera segueixi el moviment d’una 
pilota o el d’una persona. 




Il·lustració 9. A l’esquerra, l'escena vista des de la pestanya Scene i a la dreta des de la pestanya Game. 
3.2.3 Pestanya Project 
En Unity, cada projecte té la seva carpeta pròpia i aquesta pestanya permet veure tot el 
que aquesta conté, podent accedir a qualsevol arxiu del projecte de forma ràpida. 
També permet crear tot aquells elements del projecte que no són objectes com 
carpetes, animacions, efectes de llum, materials, Scripts... 
3.2.4 Pestanya Hierarchy 
Tota escena de Unity funciona per objectes, sent aquests els elements principals i amb 
els quals interacciona l’usuari. Com que aquests objectes no es troben sols en el món, 
necessiten tenir una relació amb la resta d’objectes. Aquesta relació es visualitza en la 
pestanya Hierarchy. 
Hi ha dos relacions possibles entre objectes. La primera és l’anomenada relació pare-fill, 
és a dir, un objecte es troba posicionat en referència a un altre, de forma que tot el que 
li passa a l’objecte pare li ocorre al fill però modificar el fill no afecta el pare. L’altra 
relació és la relació de germans, on els dos objectes comparteixen el mateix pare i per 
tant, el mateix punt de referència. En aquesta relació la modificació d’un no implica la 
modificació de l’altre. 
La relació pare-fill es important ja que redueix la necessitat de tenir una gran quantitat 
de formes geomètriques, sinó que amb plans esferes i cubs (o el·lipsoides i prismes si 
s’escalen diferent els 3 eixos) es poden crear els objectes desitjats, i desprès només cal 
ajuntar-los tots en un objecte pare i modificar aquest. 
En la Il·lustració 10 es pot veure com funciona la pestanya Hierarchy. A dalt de tot es pot 
veure el logo de Unity amb un nom, Untitled i un asterisc. Això indica que l’escena no té 
nom i que no ha estat guardada. A continuació es troben els dos elements 
predeterminats, la càmera i la llum direccional. En la imatge de l’esquerra es veu 
l’objecte cadira amb els seus tres objectes fills Potes, Base i Suport. A més a més, els 
objectes fills de Potes i Suport es visualitzen en la imatge de la dreta. 




Il·lustració 10. Pestanya Hierarchy d'un projecte amb una cadira com a objecte. 
Per últim, aquesta pestanya també permet accedir de forma ràpida als objectes, fent 
clic sobre el nom d’aquests. 
3.2.5 Pestanya Inspector 
Els objectes de qualsevol escena tenen propietats (Components en Unity), com la 
posició, el material, la col·lisió amb altres objectes... Aquestes propietats es poden 
afegir, manipular o eliminar des de la pestanya Inspector. És en la quantitat de propietats 
predeterminades de Unity on es veu el potencial d’aquest motor de jocs. Com ja s’ha 
comentat, propietats com que un objecte tingui gravetat o que aquest xoqui amb un 
altre ja han estat creades, i aquestes són molt complexes de realitzar alhora que 
bàsiques per qualsevol aplicació. Però aquesta pestanya no es redueix només a 
propietats sinó que també es poden posar esdeveniments com el clic del ratolí sobre 
l’objecte, el prémer d’una tecla... Per últim es poden afegir accions concretes mitjançant 
fitxers, escrits en llenguatge C# o Java, els quals s’explicaran més endavant. 
 
Il·lustració 11. Pestanya Inspector d'un objecte amb una propietat Transform, per posicionar l'objecte, i un 
esdeveniment que imprimeix per pantalla "Has fet clic en el cub" quan l'objecte es seleccionat (Pointer Click). 
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3.2.6 Pestanya Console 
La pestanya Console és l’encarregada d’imprimir per pantalla els diferents errors que 
sorgeixen en córrer l’aplicació juntament amb els diferents missatges que el 
programador vulgui fer aparèixer. Una funcionalitat molt important d’aquesta pestanya 
és la capacitat d’anar a un error en concret fent doble clic, reduint de forma dràstica la 
cerca d’aquest. 
3.2.7 Pestanya Asset Store 
Encara que Unity estigui pensat perquè qualsevol usuari interessat pugui utilitzar-lo, hi 
ha aspectes de les aplicacions com els models 3D, animacions, efectes de llum... els quals 
no poden ser simplificats, requerint d’una gran quantitat de temps i coneixement per 
ser generats. En l’Asset Store2 de Unity qualsevol persona o empresa pot pujar a la xarxa 
allò que hagin creat perquè, ja sigui de forma gratuïta o pagant, altres usuaris puguin 
utilitzar-los en les seves pròpies aplicacions. 
 
Il·lustració 12. Asset Store de Unity. 
3.3 Utilització del Canvas 
Unity té un tipus d’objecte especial anomenat Canvas el qual es troba posicionat fixe a 
la pantalla i no a un altre objecte o localització en concret. Aquest tipus d’objecte és 
molt útil en la creació dels menús de les diferents aplicacions i com a conseqüència, 
tenen un problema molt important, els diferents dispositius electrònics tenen 
resolucions diferents de pantalla i per tant aquests objectes s’han d’escalar de forma 
automàtica. 
Primer de tot, cal crear l’objecte Canvas i es posaran com a fills tots els botons, imatges, 
texts... que es vol que formin part del menú, anomenats de tipus UI. De forma 
                                                     
2 https://www.assetstore.unity3d.com/en/ 
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automàtica es crearà també un objecte Event Systems, el qual es necessari pel 
funcionament però que no cal modificar. 
Per fer que els objectes s’escalin només cal anar a la propietat Canvas Scaler i seleccionar 
Scale With Screen Size.  
Però el canvi d’escala no es l’únic problema. Mentre l’amplada i l’alçada s’escalin pel 
mateix factor, això no passarà però si no es així els objectes es poden moure a llocs 
erronis.  
 
Il·lustració 13. Dues imatges d’un mateix Canvas però amb mides diferents. 
Com es pot veure a la Il·lustració 13, els dos objectes es troben al centre de la pantalla 
en la imatge de l’esquerra però en escalar-los només d’amplada, aquests han anat 
escalant-se també en alçada i el requadre marró a quedat parcialment fora de la 
pantalla. Es aquí on intervenen els ancoratges.  
 
Il·lustració 14. Component Rect Transform dels objectes UI. 
Tots els objectes UI tenen un component com el de la Il·lustració 14. Cada requadre 
indica les diferents possibles posicions de l’objecte respecte el seu objecte pare. Les 
línies vermelles indiquen els ancoratges de l’objecte, escalant-se per l’extrem oposat en 
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cas de ser necessari. Els requadres central són una mescla de dos requadres laterals, i 
per tant de dues línies d’ancoratge , resultant en la fixació de l’objecte a partir d’un punt 
i no d’una línia. 
Per exemple, si es genera un botó per sortir de l’aplicació, aquest es sol col·locar en la 
part superior dreta, i és important que el punt des del qual s’escali sigui el vèrtex 
superior dret o el botó podrà acabar sortint-se de la pantalla. 
Si apart de fixar com s’escalarà l’objecte també es vol canviar la posició d’aquest de 
forma ràpida, això es pot fer mantenint premuda la tecla Alt quan es fa clic en el 
requadre. Tot objecte té el seu origen de coordenades, anomenat pivot, sent important 
sobretot quan es treballa amb rotacions. Si addicionalment es vol moure la posició 
d’aquest respecte el propi objecte només cal mantenir la tecla Shift i el requadre que 
interessi. 
Per últim un cop seleccionat el requadre de l’ancoratge, a la dreta d’aquest hi ha una 
sèrie de paràmetres per acabar de definir la seva posició, com la llargada, alçada, escala 
o la distància entre l’objecte i la vora de l’objecte. 
3.4 Scripts i llenguatges de programació C# i Java 
Com ja s’ha dit, encara que l’Inspector tingui una gran quantitat de propietats 
predeterminades, no tot és possible fer-ho a partir d’aquí. Per solucionar aquest 
problema estan els Scripts (guió en anglès), fitxers els quals s’adjunten com a Component 
a l’objecte que volem controlar i a on es programa el comportament que interessa. 
Aquests Scripts es poden escriure en dos llenguatges de programació, Java o C#. Abans 
de crear l’Script s’ha de definir quin llenguatge s’utilitzarà i encara que un mateix objecte 
pot tenir Scripts amb diferent llenguatge de programació, aquests no poden coexistir 
dintre d’un mateix Script. 
C# és un llenguatge de programació desenvolupat per Microsoft que deriva de C i C++ i 
que està orientat a objectes. El llenguatge Java, creat per Sun Microsystems, és de 
propòsit general i orientat també a objectes. Aquest llenguatge està pensat en la 
filosofia WORA (Write Once, Run Anywhere), de forma que un mateix codi serveix per 
més d’una plataforma i no fa falta refer-lo. 
3.5 De Unity a Android 
Una altra de les funcions que fan que Unity sigui tant útil és la capacitat de, un cop acabat 
el projecte, passar-ho a un altre sistema operatiu com Mac o Linux, Android o IOS per 
aplicacions de mòbil, e inclús Xbox o Playstation per a consoles. Degut a la falta de 
dispositiu IOS i de consoles, en aquest apartat només s’explicarà com passar de Unity a 
Android, encara que passar l’aplicació a altres plataformes es farà de forma similar. 
Aquesta part serà més detallada degut a la complexitat dels passos. 




Il·lustració 15. Pestanya utilitzada per passar l'aplicació a una altra plataforma. 
De forma general, cal seguir aquests passos per poder utilitzar l’aplicació des d’un mòbil 
Android: 
1. Descarregar-se un plugin de Unity. 
2. Descarregar-se el JDK de Java, el SDK d’Android. 
3. Posar el nom de la companyia i de l’aplicació 
4. Seleccionar la plataforma Android. 
5. Habilitar la depuració USB del dispositiu electrònic. 
3.5.1 Plugin de Unity 
Primer de tot, cal anar a File >>> Build Settings i descarregar-se el plugin propi del 
sistema operatiu, en el nostre cas Android. És important reiniciar Unity desprès de 
descarregar-lo perquè s’apliqui el canvi. 
 
Il·lustració 16. Pestanya Build Settings de Unity abans d'instal·lar el plugin necessari 
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3.5.2 Android SDK i Java JDK 
A continuació cal instal·lar l’Android SDK, el qual es troba dintre del paquet Android 
Studio. Per descarregar-lo cal a anar a la seva pròpia pàgina web3 i com que no interessa 
descarregar-lo tot, només s’instal·larà les eines de línies de comandes, a la part final de 
la web. 
El fitxer instal·lat ja és l’Android SDK però cal actualitzar-lo. Per fer això, cal entrar en la 
carpeta i fer córrer el fitxer android. Cal instal·lar els següents arxius: 
• Android SDK Tools. 
• Android SDK Platform Tools. 
• Android SDK Build-Tools. 
• La versió més actual d’Android. 
Descarregar-se el JDK de Java és bastant més senzill, només cal anar a la pàgina web 
d’aquest plugin4 i descarregar-se la versió corresponent a l’ordinador utilitzat. 
Per no haver de seleccionar l’Android SDK i el Java JDK cada cop que es vol instal·lar 
l’aplicació en el dispositiu electrònic, ja que Unity es incapaç de trobar-los per si sol, es 
pot anar a Preferences >>> External Tools, dintre de la pestanya Edit, i posar la 
localització dels dos plugins. 
 
Il·lustració 17. Pestanya Preferences de Unity. 
                                                     
3 https://developer.android.com/studio/index.html?hl=es-419 
4 http://www.oracle.com/technetwork/java/javase/downloads/jdk8-downloads-2133151.html 
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3.5.3 Nom de l’aplicació i de la companyia 
Un cop acabada aquesta part cal posar-li nom a l’aplicació i dir quina companyia l’ha 
creat. Per fer això cal anar a Edit >>> Project Settings >>>  Player. Les primeres opcions 
que surten són nom de la companyia i nom de l’aplicació, s’han de canviar per els noms 
d’elecció. Desprès cal anar a l’apartat Other Setting >>> Bundle Identifier i tornar a 
canviar els dos noms pels escollits. 
 
Il·lustració 18. Pestanya Player de Unity. 
3.5.4 Canvi de plataforma 
Pel que fa referència a Unity, només fa falta una última acció, cal canviar de plataforma 
a Android. Això es pot fer directament des d’un botó a la pròpia pestanya de Build 
Setting, remarcat en vermell a la Il·lustració 19. 
 
Il·lustració 19. Pestanya Build Settings de Unity. 
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3.5.5 Habilitar la depuració USB 
Per últim, cal canviar un parell de configuracions al dispositiu electrònic per permetre 
que aquest accepti l’aplicació que l’ordinador li envia. En cas contrari, el dispositiu la 
veurà com un perill extern i no permetrà la seva instal·lació. Per evitar això cal habilitar 
l’anomenat depuració USB. L’explicació que ve a continuació pot variar lleugerament 
per diferents models Android, en aquest cas s’ha fet ús d’un Samsung J5. 
Per fer-ho cal canviar una sèrie de configuracions del dispositiu. Cal anar a ‘Acerca del 
dispositivo’ i clicar repetidament en ‘Número de compilación’ fins que havent fent clic 
unes 7 o 8 vegades s’activa l’opció de desenvolupador. Això obrirà una nova configuració 
a dalt, anomenada ‘Opciones de desarrolador’ i dintre d’aquesta s’haurà d’activar la 
depuració USB. 
 
Il·lustració 20. Configuració del mòbil Samsung J5. 
3.5.6 Pas de Unity a Android 
Totes aquestes accions però, no s’han de repetir cada cop que es vol passar l’aplicació a 
Android. Si s’han realitzat correctament els passos, les descàrregues, juntament amb la 
configuració del dispositiu electrònic, només es realitzaran un cop,. 
A més a més, i com és lògic, el nom de l’aplicació només cal posar-lo una vegada per 
projecte de Unity, o més d’una si es vol canviar el nom. Addicionalment, Unity recorda 
la plataforma seleccionada i no cal escollir-la cada cop. 
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Així doncs, un cop realitzades totes aquestes accions, només cal anar a la pestanya de 
canvi de plataforma i clicar a Build si es vol que Unity generi un fitxer el qual haurà de 
passar-se al dispositiu manualment, o Build & Run si es vol que l’arxiu s’instal·li 
directament en el dispositiu. Aquesta opció també executa l’aplicació un cop s’hagi 
acabat la instal·lació. 
3.6 Prefabs de Unity 
Un altre manera que té Unity de simplificar la creació d’aplicacions és mitjançant els 
anomenats Prefabs. Qualsevol objecte es pot passar a format Prefab, creant una còpia 
d’aquest amb les mateixes propietats. La posició, rotació o escala de l’objecte no es 
troben fixades en els Prefabs. 
Aquests Prefabs es poden incorporar a dintre del projecte com si fossin un altre tipus 
d’objecte i modificant les propietats d’aquests fan que tots els objectes del projecte 
generats a partir d’aquest Prefab també variïn. 
Un exemple on es veu clar és la creació d’una cadira. Si es crea una de les potes i desprès 
aquesta es passa a Prefab, només creant tres copies d’aquest, la resta de potes ja 
estaran creades. Si per alguna raó es vol canviar alguna propietat de les potes, 
modificant només el Prefab ja canviaran les 4. Aquest tipus d’objectes, per tant, es 
tornen extremadament útils quan hi ha un gran número d’objectes iguals. 
Per crear un Prefab partint d’un objecte en concret, només cal crear una carpeta 
anomenada Prefabs i moure l’objecte dintre de la carpeta. Com a indicació, el nom de 
l’objecte es tornarà blau. 
  
Il·lustració 21. Creació d'un Prefab. A l'esquerra, l'objecte que es convertirà en Prefab i a la dreta, el Prefab ja creat. 
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3.7 Adició de plugins i altres arxius externs 
Per últim, Unity permet importar arxius, és a dir, posar a dintre d’un projecte arxius 
externs al propi programa. Aquesta utilitat permet fer ús de programes més 
especialitzats i desprès simplement importar els arxius al projecte. Per exemple, hi ha 
una gran quantitat de programes per crear models 3D, els qual permeten  guardar-lo en 
un format concret podent ser reconegut per Unity.  
Per aquest treball s’ha fet ús d’aquesta possibilitat per importar Vuforia, una plataforma 
que permet la creació d’aplicacions de realitat augmentada directament des de Unity. 
  




Vuforia és un kit de desenvolupament de software (SDK per les seves sigles en anglès) 
que permet la creació d’aplicacions de realitat augmentada, sent una de les plataformes 
sobre aquest tema més grans actualment. Vuforia s’encarrega de buscar imatges i 
objectes simples, col·locant els models virtuals en funció a aquests. A continuació, i 
sabent la posició i orientació de la càmera del dispositiu electrònic, Vuforia fa aparèixer 
l’objecte virtual en una escala i orientació concreta de forma que sembla com si formés 
part del món real. 
Aquesta plataforma està creada en llenguatges de programació com C++, Java i .Net. 
Aquest fet permet el desenvolupament d’aplicacions per IOS i Android alhora que 
permet fer ús de Unity, motor de jocs que permet de forma ràpida passar a IOS o 
Android. És per aquest motiu que es farà ús d’aquesta plataforma per la realització del 
projecte. 
4.1 Pàgina web de Vuforia5 
Aquesta plataforma té la seva pròpia pàgina web on hi ha una gran quantitat 
d’informació sobre temes relacionats tant amb la realitat augmentada com amb Vuforia. 
En la pàgina inicial van rotant de forma periòdica informació actual sobre la plataforma. 
En la part de dalt es troben una sèrie de botons els quals porten l’usuari a parts de la 
pàgina web amb informació més concreta. 
 
Il·lustració 22. Pàgina web de Vuforia. 
El botó més important és el primer, Dev Portal, el portal de desenvolupament, ja que 
una gran part de la creació de les aplicacions amb Vuforia es realitza des de la seva 
                                                     
5 https://vuforia.com/ 
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pròpia pàgina web, en aquest apartat. A continuació es troba Tools & Resources. Des 
d’aquí es poden descarregar tant la pròpia Vuforia com altres eines relacionades amb 
aquestes que incorporant-les a la plataforma permeten crear aplicacions de caràcter 
més específic.  
En l’apartat de Features hi ha informació sobre els diferents marcadors que Vuforia pot 
detectar, com objectes 3D relativament simples, imatges o textos. 
Sempre que s’utilitzi Vuforia per aplicacions en desenvolupament, aquesta es pot 
descarregar de forma gratuïta però per portar les aplicacions al mercat cal actualitzar-la 
a una altra versió, en funció del que interessi. Aquestes versions no són gratuïtes i els 
preus, juntament amb les característiques de cadascuna es troben a Pricing. 
Si es volen veure exemples de diferents aplicacions creades amb Vuforia i així saber el 
potencial d’aquesta plataforma, en l’apartat de Apps i Case Studies és on es poden 
descarregar.    
Per últim, a Devices hi ha informació sobre quins dispositius electrònics són compatibles 
amb Vuforia, sent aquest els mòbils i tabletes i ulleres de realitat augmentada (com per 
exemple Hololens de Microsoft). 
4.2 Instal·lació de Vuforia 
Per instal·lar Vuforia es pot fer des de la pròpia pàgina web, a l’apartat de 
desenvolupament. Des d’allà només cal anar a Downloads i escollir per quina plataforma 
es vol descarregar. És necessari registrar-se però és gratuït. 
 
Il·lustració 23. Apartat de la pàgina web de Vuforia per descarregar la plataforma. 
És important saber que també es poden descarregar les anomenades mostres de Vuforia 
(Vuforia Samples), on hi ha diferents exemples d’aplicacions ja creades; i Tools, on es 
troben eines que no són sempre necessàries per crear les aplicacions però que són 
extremadament útils en certs casos.  
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4.3 Elecció de les versions de Unity i Vuforia 
Abans de començar el projecte, cal tenir en compte un problema que resulta de versions 
incompatibles entre Unity i Vuforia. Actualment Unity arriba fins la versió 5.6.1, i pot 
córrer amb arquitectura de 32 o 64 bits a elecció, mentre que Vuforia es troba en la 
6.2.10. 
Per versions de Vuforia 5.X.X, Unity ha d’utilitzar l’arquitectura de 32 bits ja que si el 
nombre de bits augmenta a 64, Vuforia no reconeix la càmera del dispositiu electrònic 
fent impossible la creació de qualsevol aplicació. Aquest problema es resol a partir de 
les versions 6 de Vuforia permetent escollir ambdues possibilitats. 
Per aquest treball s’ha fet ús de la versió de Vuforia 6.2.10 ja que era la més actual i la 
versió 5.4.3 de Unity, amb 32 bits, sent aquesta la versió que els equips del CRV 
incorporaven, evitant així possibles petits canvis de codi entre versions. 
4.4 Creació dels patrons des de la pàgina web de Vuforia 
Com ja s’ha comentat, la realitat augmentada funciona per patrons. Aquests patrons 
poden ser molt variats i per incorporar-los a Unity cal crear uns arxius que el programa 
pugui entendre. Això es realitza a la pàgina web de Vuforia, a l’apartat de Develop  i cal 
crear-se un compte en el qual es guardaran els diferents patrons que s’hagin creat. 
Dintre de Develop i ha dues opcions, License Manager i Target Manager. 
Vuforia incorpora una càmera i aquesta necessita una llicencia per poder-se utilitzar. 
Aquesta s’aconsegueix al License Manager, es poden crear tantes llicencies com es 
vulgui i són gratuïtes per a aplicacions en desenvolupament. Si la llicència és de 
desenvolupament, aquesta no es troba restringida a una única aplicació, podent-se fer 
ús d’aquesta en totes les necessàries. De la mateixa manera que la pròpia Vuforia, un 
cop l’aplicació està finalitzada, cal actualitzar la llicència a una de pagament.  
 
Il·lustració 24. Apartat per crear les llicències. En la imatge apareixen 7 llicències diferents, totes de 
desenvolupament. 
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La segona opció és on es creen els patrons. Primer cal crear una Database, una base de 
dades, on es guardaran els diferents patrons que s’incorporaran a l’aplicació. Aquesta 
base de dades serveix per tenir tots els patrons d’una aplicació agrupats però no és 
necessari que sigui així perquè funcioni. Per crear-la només cal anar a Add Database i 
escollir el nom d’aquesta i l’opció de Device. Les dues altres, Cloud i VuMark, tenen una 
utilitat molt específica i no s’han estudiat en aquest projecte. 
 
Il·lustració 25. Apartat per crear les bases de dades. 
Per crear un patró cal entrar en la base de dades desitjada i clicar en Add Target on 
sortiran quatre opcions, depenent del tipus d’objecte que es vulgui utilitzar. Les opcions 
són imatges, prismes o cilindres amb imatges en les parets d’aquests i per últim, objectes 
3D no gaire complicats. 
Si l’objecte és una imatge (opció Single Image), només fa falta buscar-la, dir quina és la 
seva amplada i posar-li un nom. Si només hi ha un patró, l’amplada no té perquè ser la 
real però si no es així, posar valors que s’allunyen molt de la realitat poden donar lloc a 
problemes d’escala.  
 
Il·lustració 26. Adició d'un patró a partir d'una imatge. 
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En segon lloc es troba els objectes en forma de prisma (opció Cuboid), els quals 
necessiten dos passos per ser creats. Primer de tot, cal que s’especifiqui la seva dimensió 
i el nom. 
 
Il·lustració 27. Adició d'un prisma com a patró. 
Un cop creada la geometria, clicant en el nom es podran posar les imatges que serviran 
com a patró i que es troben a les parets del prisma. Per fer funcionar el patró només és 
necessari la col·locació d’una imatge, encara que quantes més imatges més fiable serà 
el patró. 
 
Il·lustració 28. Des de la pàgina web de Vuforia, patró en forma de prisma. A la dreta, les imatges de cada cara. 
Per crear un patró en forma de cilindre (opció Cylinder), es realitza de la mateixa manera 
que el prisma, sent necessari posar primer les dimensions d’aquest juntament amb el 
nom del patró i a continuació les imatges col·locades en la paret. Com en el prisma, no 
és necessari definir totes les imatges de les cares, amb una és suficient. 




Il·lustració 29. Adició d'un patró de forma cilíndrica a l’esquerra i posicionament de les imatges sobre aquest a la 
dreta. 
Per últim es troben els objectes que no tenen forma ni cilíndrica ni de prisma (opció 3D 
Object). Igual que amb les imatges, aquests necessiten un arxiu i el nom el qual tindrà 
l’objecte. Aquest arxiu ha de tenir un format concret i s’ha de crear de forma que Vuforia 
l’entengui o sinó no es podrà fer ús de l’objecte com a patró. Per realitzar això Vuforia 
té una aplicació i més endavant s’explicarà com utilitzar-la. 
 
Il·lustració 30. Adició d'un objecte 3D com a patró. 
4.5 Utilització de Vuforia 
Un cop descarregada Vuforia, només fa falta importar l’arxiu a dintre del projecte de 
Unity i la plataforma estarà preparada per ser utilitzada. Això genera tres carpetes, sent 
la més important l’anomenada Vuforia, on es troben tots els arxius necessaris. 




Il·lustració 31. Carpetes creades en importar Vuforia. A la dreta, la carpeta Prefabs amb objectes propis de Vuforia. 
Aquests arxius es troben en format Prefab, objectes predefinits i amb les seves 
propietats fixades. Els diferents Prefabs que incorpora Vuforia són: 
• ARCamera: És l’element bàsic, la càmera que detecta els diferents patrons. Tots 
els patrons han de ser fill de l’ARCamera per poder funcionar. 
• Patrons: Depenent del tipus de patró, Vuforia utilitza un o altre Prefab: 
o ImageTarget: Per quan els patrons són imatges. 
o MultiTarget: Permet posar un objecte virtual en funció de més d’un 
patró. Només funciona per ImageTargets. 
o CylinderTarget: Per patrons cilíndrics.  
o ObjectTarget: S’utilitza quan el patró és un objecte 3D. 
o TextRecognition: És utilitzat quan interessa reconèixer paraules. 
▪ Word: Fer ús de TextRecognition implica usar també Word. 
o VuMark: Similar a l’ImageTarget però enfocat en la creació de logos 
d’empreses utilitzats també com a patrons. 
o UserDefinedTarget: Permet decidir a l’usuari el patró que vol utilitzar. 
• VirtualButton: Permet la creació de botons virtuals. 
• CloudRecognition: Aquest Prefab serveix per utilitzar bases de dades 
directament des de la xarxa, sense haver de descarregar-se-les. 
De forma general, en els Prefabs per detectar patrons, només cal canviar una sèrie de 
propietats per dir-li a Vuforia quin és el patró que es vol detectar i un cop fet això, només 
cal posar els objectes virtuals com a relacions d’aquests per fer-los aparèixer en ser 
detectats. 
A continuació passaran a explicar-se en detall la majoria dels Prefabs, des de com fer-
los funcionar fins els diferents límits que aquests tenen. 
Degut a que VuMark està molt orientat a empreses, aquest no s’ha utilitzat en aquest 
projecte per tant no s’explicarà en detall. CloudRecognition tampoc s’explicarà ja que 
 Desenvolupament d’aplicacions interactives de Realitat Augmentada 
Pag. 32 
 
està pensat per aplicacions amb més de mil patrons, quan descarregar-se les bases de 
dades deixa de ser efectiu, i en aquest projecte no s’ha arribat a aquest número. Per 
últim, tampoc s’ha fet ús de UserDefinedTarget ja que no s’ha trobat una aplicació en la 
qual fos útil la utilització d’aquest Prefab per sobre de la resta. 
Cal recordar que la versió de Vuforia utilitzada és la 6.2.10 així que les imatges poden 
ser lleugerament diferents per altres versions. 
4.5.1 ARCamera 
L’ARCamera, o càmera de realitat augmentada en català, és el Prefab bàsic de Vuforia, 
és la càmera a partir de la qual es generen tots els objectes virtuals. Funciona de la 
mateixa manera que una càmera normal i fa aparèixer tots els objectes virtuals que es 
troben a dintre de la seva zona de visió. Aquests objectes no estan en funció de cap 
patró, sinó que es posicionen en funció de la càmera. 
Pels objectes que sí que estan referenciats per un patró, és important destacar que no 
cal que estiguin dintre de la zona visual de la ARCamera per poder ser detectats, mentre 
hi hagi una relació pare-fill entre la càmera i el patró, aquest funcionarà sense 
problemes. 
En la Il·lustració 32 es pot veure la pestanya Inspector de l’ARCamera. A destacar World 
Center Mode, on és important que estigui posada l’opció de Device Tracking, la qual ens 
permet fer que les imatges virtuals que es generen tinguin com a punt de referència el 
patró a partir de les quals estan creades, i no el punt on s’ha detectat aquest per primer 
cop. 
Dintre de les configuracions de la l’ARCamera, cal posar la llicència, sense la qual 
l’aplicació no funcionarà. Aquesta és gratuïta i es pot crear una des de la pàgina web de 
Vuforia sempre hi quan l‘aplicació estigui en desenvolupament. Per últim, a l’opció de 
Dataset cal seleccionar aquells patrons que es volen detectar. Sense aquesta opció 
l’aplicació no donarà errors però per la càmera serà com si els patrons no existissin. 
 
Il·lustració 32. Pestanya Inspector de l’ARCamera a l’esquerra i detalls d’aquesta a la dreta. 
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La càmera de RA pot reconèixer més d’un patró alhora. De forma predeterminada el 
màxim és 1 però es pot canviar fàcilment, fent ús de Max Simultaneous Target Images. 
Cal tenir en compte que si el número és elevat, la càmera comença a donar problemes. 
Aquest número sol ser d’unes 6 o 7 imatges i uns 3 o 4 objectes.  
4.5.2 ImageTarget 
El següent Prefab de Vuforia que s’estudiarà és ImageTarget. Aquest s’utilitza per 
utilitzar imatges com a patrons. Per crear l’arxiu des de la pàgina web, cal escollir l’opció 
d’imatge. Un cop importat l’arxiu, cal anar a la pestanya Inspector, al component Image 
Target Behaviour, seleccionar primer la base de dades, a continuació la imatge i el patró 
ja es podrà reconèixer, fent aparèixer tots els objectes que tinguin relació de fill amb 
l’ImageTarget.  
Per que les imatges siguin bons patrons i Vuforia les reconegui amb facilitat, aquestes 
han de tenir un fort contrast, tant en la imatge com amb l’ambient. També cal que 
aquest contrast no sigui repetitiu per evitar problemes d’orientació. 
 
Il·lustració 33. Pestanya Inspector de l'ImageTarget. 
4.5.3 MultiTarget 
Aquest Prefab està pensat com el següent pas en la detecció d’imatges patró, 
posicionant els objectes virtuals en funció de més d’un patró, podent-se veure aquest 
sempre i quan es detecti com a mínim, un d’aquests patrons. En general s’utilitza per 
escenes grans que no es poden veure amb un sol patró, quan hi ha molts obstacles o en 
objectes virtuals grans que interessen veure en detall, el que implica una gran rotació 
de la càmera. 
 Desenvolupament d’aplicacions interactives de Realitat Augmentada 
Pag. 34 
 
Començant des de la web de Vuforia, hi ha dues formes de crear un Multitarget. La 
forma més fàcil es fer ús d’aquest Prefab per reconèixer objectes en forma prismàtica. 
Si es així, només cal seleccionar l’opció de Cuboid i crear el patró.  
La segona forma no requereix de cap configuració concreta entre patrons però per crear 
l’arxiu és important que totes les imatges estiguin a dintre de la mateixa base de dades 
Un cop descarregada la base de dades cal anar a l’arxiu XML d’aquesta i definir les 
imatges com un MultiTarget. Aquest arxiu es troba en la carpeta Assets >>> Streaming 
Assets. Aquí es defineixen els patrons que formen part del MultiTarget, la seva posició i 
la seva rotació i està escrit en llenguatge XML. Aquest arxiu també és creat quan es 
genera l’objecte prismàtic però com que els patrons ja es troben situats en una posició 
i orientació concreta, l’arxiu ja escriu de forma predeterminada aquesta part. 
És important tenir en compte que la posició dels patrons és la que apareix al fitxer i que, 
encara que els patrons es puguin moure via Unity, això només serveix com ajuda visual 
per col·locar-los, i pel que fa a l’aplicació, és com si en realitat els patrons no s’haguessin 
mogut. 
 
Il·lustració 34. Arxiu XML de la base de dades. Només cal afegir el requadre vermell. 
Per últim, e igual que l’ImageTarget, cal definir que la base de dades que s’utilitzarà és 
la que s’ha definit i si hagués més d’un, el MultiTarget desitjat. Fet això, a l’objecte 
ChildTargets apareixeran els patrons de la base de dades i el Prefab estarà llest per ser 
utilitzat. 
 
Il·lustració 35. Pestanya Inspector del MultiTarget i la pestanya Hierarchy del projecte. 




El següent pas en la identificació de patrons és la detecció de cilindres. Partint de l’arxiu 
creat en la pàgina web de Vuforia, cal seleccionar l’opció de Cylinder i un cop posades 
les imatges a reconèixer, descarregar-lo e importar-lo a Vuforia. Com en els dos casos 
anteriors, cal definir la base de dades a utilitzar i el Cylinder Target concret. És important 
recordar que a la càmera de RA cal activar la base de dades o l’objecte no es detectarà. 
 
Il·lustració 36. Pestanya Inspector del Cylinder Target. 
4.5.5 ObjectTarget 
L’ObjectTarget és el següent nivell en complexitat de patrons, permet detectar objectes 
3D de qualsevol forma. 
Primer de tot cal fer un escanejat físic de l’objecte, el que genera una restricció de mida, 
havent de ser aquest similar al marcador que permet l’escaneig d’aquest. Això implica 
que l’objecte ha de ser, més o menys com un quart de full din A3, encara que si l’objecte 
sobrepassa una mica aquestes mides aquest es segueix detectant. 
Per escanejar l’objecte cal descarregar-se una aplicació en un dispositiu electrònic, 
anomenada Scanner. Aquesta es troba en la pàgina web de Vuforia, dintre del portal de 
desenvolupament, a l’apartar de Downloads >>> Tools. 
En obrir l’aplicació apareixerà un menú com el de la Il·lustració 37. El botó + serveix per 
començar un escaneig. Per començar a fer aquesta acció però, és necessari fer ús d’un 
marcador el qual es pot trobar aquí6. 
                                                     
6 https://library.vuforia.com/articles/Training/Vuforia-Object-Scanner-Users-Guide 




Il·lustració 37. Menú base de l'aplicació d'escaneig d'objectes. 
 
Il·lustració 38. Marcador d'escaneig d'objectes. 
Tenint aquest marcador imprès, només cal apuntar sobre aquest perquè surtin dues 
parets virtuals fosques i semitransparent. Tot objecte que estigui entre aquestes parets 
serà escanejat però qualsevol part que sobresurti ja sigui per la part esquerra o inferior 
de les parets serà ignorat, sent com si no existís. 
Les condicions òptimes d’escaneig serien aquelles amb una lluminositat suficient per 
veure els diferents detalls de l’objecte. L’escaneig també millora en gran mesura si no hi 
ha ombres produïdes tant pel propi objecte com per l’entorn. Això es pot aconseguir 
fent ús de més d’un focus de llum. 




Il·lustració 39. Marcador sent visualitzat per l'aplicació. El botó vermell per començar l'escaneig i la X per parar-lo. 
A continuació cal posar l’objecte que es vol escanejar i apareixerà una cúpula de color 
gris al voltant d’aquest, indicant que s’ha detectat l’objecte. Aquesta no es esfèrica sinó 
que està formada per un conjunt de trapezis. Si la part de l’objecte està correctament 
escanejada, el trapezi es torna de color verd. De forma general, aquests indiquen quina 
part de l’objecte es detectarà millor. 
El que realment importa però, és la quantitat de punts detectats per l’escaneig, trobats 
a la part superior esquerra, ja que és el que Vuforia utilitza per detectar l’objecte. 
 
Il·lustració 40. Imatge d’un calculadora HP sent escanejada per l’aplicació Scanner. A sobre de l’objecte, en verd, el 
conjunt de punts que han estat detectats per l’aplicació. 
Amb l’escaneig acabat, es pot comprovar que l’objecte és detectat correctament 
directament des de l’aplicació, la qual genera un prisma virtual el qual apareix i 
desapareix en detectar-se, o no, l’objecte. 




Il·lustració 41. Calculadora HP amb el prisma virtual al costat, indicant que s’ha detectat l’objecte. 
L’escaneig genera un arxiu el qual cal passar-lo a format de Unity via la web de Vuforia, 
fent ús de l’opció 3D Object. És aquest arxiu juntament amb el nom de l’objecte el que 
crearà el patró importable a Unity. 
A partir d’aquí i un cop afegit l’arxiu a Unity el procediment és igual que la resta de 
Prefabs explicats fins ara, cal posar la base de dades i l’objecte que es vol detectar i posar 
els objectes virtuals com a fills de l’ObjectTarget. Un cop seleccionada la base de dades, 
l’objecte no apareixerà en la pestanya Scene sinó que hi ha el cub format per les dues 
parets semitransparents que sortien en detectar el patró des de l’aplicació. 
 
Il·lustració 42. Pestanya Inspector del ObjectTarget i la pestanya Hierarchy del projecte. 
4.5.6 TextRecognition i Word 
Per una altra banda, Vuforia també permet detectar paraules. Primer de tot, s’ha de fer 
una base de dades amb les paraules que interessa que detecti i importar-la a Unity. En 
aquest projecte s’ha fet ús d’una base de dades predeterminada la qual ve donada per 
Vuforia. Aquesta base de dades conté la majoria de les paraules angleses. És important 
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saber que l’aplicació no buscarà totes les paraules que hi ha dintre de la base de dades 
sinó només aquelles que s’han indicat. 
 
Il·lustració 43. Pestanya Inspector de TextRecognition, a l'esquerra, i Word a la dreta. 
Per poder utilitzar el Prefab reconeixedor de textos cal seguir una sèrie de passos. Primer 
s’importa la base de dades que interessa i es selecciona en el Word List. A continuació, 
cal posar la paraula que es vol trobar a les dues caselles en vermell on posa Example. Si 
es volen poder reconèixer més d’una paraula cal posar-les en columna. En aquest 
projecte s’ha fet ús de Word així que es seleccionarà la casella Use Word Prefabs. Vuforia 
permet detectar les paraules de dues formes, negres sobre fons blancs o a l’inversa, 
blanques sobre fons negre. Cal escollir l’opció que vagi bé a Filter Mode. 
A continuació, cal posar tants Word com paraules es vulguin detectar i es posaran 
aquests com a fill del TextRecognition. Per últim, dintre del component Word Behaviour 
(Script) cal canviar el tipus a Predefined Word i escriure la paraula que es vol detectar. 
També és important saber que sota l’opció de Use Word Prefab es troba Max 
Simultaneos Words que serveix per indicar a Vuforia el màxim de paraules que pot 
detectar alhora. Es va veure que el màxim de paraules que es podien detectar sense que 
l’aplicació comencés a funcionar malament van ser al voltant de 6 o 7. Cal tenir en 
compte però, que aquest número depèn de diversos factors com la qualitat de la 
càmera, la distància d’aquesta a les paraules, la grandària d’aquestes i la complexitat de 
l’aplicació.  
4.5.7 VirtualButton 
El següent Prefab és VirtualButton. Aquest és utilitzat per la creació de botons virtuals. 
El funcionament d’aquests botons és similar al dels botons normals però es diferencien 
en la forma d’activació d’aquests. Els botons virtuals han d’anar acompanyats d’un 
ImageTarget i es col·loquen en una zona concreta d’aquest, activant-se quan la part on 
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estan col·locats deixa de veure’s. Per aquest motiu els VirtualButtons han de tenir com 
a pare un ImageTarget per funcionar. 
 
Il·lustració 44. Pestanya Inspector del VirtualButton. 
A l’hora d’implementar aquest Prefab, primer cal posar el nom del propi objecte botó a 
dintre del VirtualButtonBehaviour i a continuació cal crear un Script el qual s’incorporarà 
com a component. Aquest es pot veure en la Il·lustració 45, s’ha creat en llenguatge C# 
i consta de tres funcions. La primera és Start on s’inicialitzen els dos esdeveniments. Les 
dues següents s’anomenen OnButtonPressed i OnButtonReleased i s’activen, com el seu 
nom indica, qual el botó es prem i quan es deixa de prémer, respectivament. Cal també 
vincular la variable VirtualButton al botó virtual des de la pestanya Inspector. Per últim, 
cal afegir using Vuforia a l’inici de l’Script, i IVirtualButtonEventHandler, una mica més 
avall. 
 
Il·lustració 45. Script necessari per fer funcionar el botó virtual. 
 
 Desenvolupament d’aplicacions interactives de Realitat Augmentada 
Pag. 41 
 
4.6 Funcionalitat Extended Tracking 
Alguns Prefabs com ImageTarget, CylinderTarget, Multitarget i ObjectTarget, és a dir, 
aquells utilitzats pel reconeixement d’objectes, ja siguin 2D o 3D, tenen una propietat 
anomenada Extended Tracking, la qual, escanejant els voltants del patró, és capaç de 
saber la posició del patró en tot moment podent-lo treure de la càmera sense que la 
imatge generada virtualment desaparegui. 
Aquest funció requereix de voltants molt estàtics i és útil per imatges virtuals gran, com 
per exemple edificis, les quals sense aquesta funció no podrien ser visualitzades 
completament; o per objectes que estan lluny del patró, sent impossible veure tots dos 
alhora. 
Per una altra banda, en perdre de vista el patró, els objectes virtuals es tornen imatges 
i un canvi de posició del dispositiu no fa variar el punt de vista dels objectes, fent aquesta 
funció no tant senzilla d’utilitzar.  
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5. Aprenentatge del funcionament del software 
En l’apartat anterior s’ha explicat com funciona Vuforia però vist des d’una perspectiva 
amb el projecte acabat. En aquest apartat però, s’explicarà com s’ha arribat a aprendre 
tota la informació, juntament amb els diferents problemes que s’han tingut.  
L’aprenentatge del funcionament de Vuforia s’ha realitzat mitjançant una sèrie 
d’aplicacions, cadascuna enfocada en un aspecte concret d’aquesta plataforma. Les 
aplicacions són independents entre elles i algunes d’aquestes s’han creat a partir de 
tutorials trobats a la xarxa mentre que d’altres s’han creat de forma autònoma. 
Totes aquestes aplicacions però, només tenen una funcionalitat educativa dintre del 
projecte. Per tant acabades aquestes aplicacions i amb la base del seu funcionament 
entesa s’ha procedit a implementar l’aplicació final d’aquest treball, la qual s’explicarà 
en el següent apartat. 
5.1 Roll-a-Ball 
La primera aplicació que es va realitzar va ser Roll-a-Ball, pensada com a primer contacte 
amb Unity i la qual està explicada de forma oficial a la pàgina web de Unity7. Hi ha dues 
versions, sent la segona una continuació de la primera però amb més detalls. 
De forma esquemàtica, el joc tracta de moure una pilota per una plataforma fent-la 
xocar amb cubs, fent-los desaparèixer. 
Aquesta aplicació va servir per veure diferents elements de Unity. Primer de tot, la 
creació d’objectes, tant la pilota, com el terra o els cubs. A continuació, l’adició d’Scripts 
com a components ja que els cubs rotaven mentre el joc s’estava executant i perquè 
aquests desapareixien en entrar en contacte amb la bola. 
També es va jugar amb la càmera, ja que seguia a la pilota per millorar la visibilitat 
d’aquesta. Addicionalment, es van afegir altres components com la massa, ja que la 
pilota no es movia de forma cinemàtica sinó que se li aplicava una força. Per últim, es 
van fer ús d’animacions i sons per veure més clarament el xoc entre cub i pilota. 
 
                                                     
7 https://unity3d.com/es/learn/tutorials/projects/roll-ball-tutorial 




Il·lustració 46. Joc Roll-a-Ball en execució. 
5.2 Creació d’un laberint virtual a partir d’una imatge 
Un cop aprés el funcionament bàsic de Unity es va començar a fer ús dels diferents 
Prefabs de Vuforia, començant pel que es va creure que era el més simple, ImageTarget, 
fent aparèixer un objecte a partir d’una imatge com a patró. 
L’aplicació creada consistia en la creació d’un laberint virtual a partir d’una imatge. Per 
fer-ho més atractiu, es va decidir agafar la imatge d’un laberint, i posar les parets del 
laberint virtual de forma que semblés com si fos aquest mateix el que agafava volum. 
Per fer-ho una mica interactiu, es va afegir una pilota a la qual se li va donar massa. La 
idea era que posant el laberint en vertical, la pilota es mogués per acció de la gravetat i 
girant el laberint cap un o altre costat, aquesta acabés sortint. A més, per evitar que el 
joc finalitzés en sortir la pilota, aquesta torna al punt de partida quan s’allunya una certa 
distància del laberint. 
Amb aquesta aplicació es va acabar d’entendre la creació d’objectes amb Unity, ja que 
hi havia més de 70 parets, i es va descobrir el potencial dels Prefabs de Unity, permetent 
la modificació de totes les parets alhora, simplificant en gran mesura qualsevol canvi. 
 
Il·lustració 47. Laberint virtual generat a partir del patró. 
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Sent aquesta la primera aplicació que utilitzava Vuforia, molts problemes van aparèixer. 
El primer d’aquests ja s’ha explicat, va ser la incompatibilitat de les versions entre Unity 
i Vuforia, resultant en problemes en la càmera de realitat augmentada. Aquest va ser el 
problema més important de tot el projecte ja que la solució no va ser l’esperada,  i va 
implicar varies descàrregues de Unity, resultant en una gran quantitat de temps. 
Per una altra banda, la detecció de patrons també era un tema nou a investigar i van 
sortir també molts problemes. Això va ser degut a que per detectar el patró no calia 
només que aquest estigués a escena sinó que s’havia de dir a la càmera de realitat 
augmentada que el detectés, el que va resultar en una quantitat important d’iteracions. 
A més a més, com més endavant es va veure, la imatge del laberint, encara que tenia 
sentit per l’aplicació, no era gaire bona des del punt de vista de patró. Aquesta tenia poc 
contrast, només tenia els colors blanc i negre, i només hi havia parets verticals o 
horitzontals, sent tot bastant similar. 
La generació d’un Script per la pilota també va implicar una gran quantitat d’iteracions 
tant per problemes d’escriptura del codi com de comportaments estranys de la pilota. 
Per acabar, es va fer ús de la possibilitat de Unity per passar les aplicacions a altres 
sistemes operatius millorant la funcionalitat de l’aplicació. Com es pot veure en l’apartat 
on s’explica con passar de Unity a Android, la primera vegada es un procés complicat el 
qual requereix de temps i de varies descàrregues, és en aquesta aplicació on és va 
aprendre a realitzat tots els passos. 
5.3 Activació d’una animació per mitjà d’un botó virtual 
A continuació es va procedir a utilitzar un botó virtual, el qual s’encarregava d’activar 
una animació de moviment en un model 3D d’un zombi. 
La imatge virtual que es genera és una imatge d’un camp de gespa amb un zombi al 
centre i un quadrat vermell on posa Button, per saber on es troba el botó virtual. El 
model del zombi no va ser creat sinó que es va descarregar de forma gratuïta des de 
l’Asset Store de Unity i ja incorporava l’animació del moviment. 
La imatge que es va decidir posar com a patró va ser un gat amb una pilota de fil al 
costat. Això va ser així ja que el botó ha d’estar col·locat en un punt de la imatge on hi 
hagi contrast per facilitar el seu reconeixement. 
El principal problema trobat en aquesta aplicació va ser la implementació del botó 
virtual. Abans d’escollir la imatge del gat es va utilitzar el laberint de l’aplicació anterior. 
Degut al canvi constant de color entre blanc i negre, no hi havia cap punt concret de la 
imatge que fos suficientment vistós com per fer que el botó funcionés. Sent impossible 
l’ús del laberint, es va canviar per la imatge del gat, i amb aquesta l’aplicació sí que va 
funcionar. 
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Per aquest motiu aquesta aplicació també va servir per entendre la diferencia entre els 
diferents patrons imatge.  
  
Il·lustració 3. A l’esquerra, el zombi amb la gespa i el botó virtual i a la dreta, el zombi sense la gespa i amb el botó 
semitransparent per poder veure on està col·locat exactament. 
5.4 Moviment d’un cavall via diversos botons 
La tercera aplicació estava destinada a provar la versatilitat de l’ús de més d’un botó 
virtual alhora, per veure si el comportament d’aquest era simplement la superposició 
dels dos, com seria d’esperar, o si, en cas contrari, creava comportaments estranys. 
Per realitzar-ho, es va crear una imatge la qual consistia en un cavall a un costat i un 
conjunt de botons a l’altre. En ser detectat, apareixia un cavall a sobre de la imatge i 
aquest es movia amb l’ajut dels botons, els qual eren 5 fletxes, 4 per moure el cavall en 
una direcció concreta i una altra per fer-lo rotar sobre si mateix. El cavall, igual que el 
zombi, es va descarregar de l’Asset Store. 
Els primers problemes que es van trobar van ser en la creació del patró. Com que es va 
crear des de zero, les fletxes no eren massa complexes visualment (aquestes eren 
completament negres) i això va donar problemes en la detecció, ja que Vuforia no 
acabava de saber quina fletxa era quina, col·locant el cavall de forma errònia. Per aquest 
motiu es va canviar el format de les fletxes, afegint una mica més de detall i posant-les 
una de cada color podent així distingir-les ràpidament. 
Per una altra banda, la sensibilitat dels botons virtuals depèn en gran mesura de la 
imatge utilitzada i de la posició on es troben. Això també va donar problemes ja que en 
les diferents proves, els botons a vegades s’activaven sense cap objecte. Per aquest 
motiu es van posar al costat de cada botó virtual una imatge de gespa , la qual apareixia 
si el botó estava pres i desapareixia si no era així, permetent saber de forma ràpida quins 
estaven premuts. 




Il·lustració 48. Vistos des de la pestanya Scene, el patró juntament amb els 5 botons virtuals (en blau) i les imatges 
de la gespa al costat. 
Amb aquestes modificacions acabades es va poder veure que el cavall sí que es 
comportava com una superposició dels botons premuts, com calia esperar. 
 
Il·lustració 49. Patró i cavall vistos des de l'aplicació. 
A continuació és va decidir fer una variació a l’aplicació. Es va decidir provar si es podia 
canviar el comportament del cavall en prémer més d’un botó, fent que en comptes de 
ser la superposició dels dos, fos un altre diferent, a elecció. Per fer una comprovació 
ràpida i visual, es va decidir fer que el cavall es mogués de forma contrària a la 
superposició dels dos. Per exemple, prémer els botons superior i dret movia el cavall cap 
a baix a l’esquerra. 
Per realitzar aquest muntatge es van haver de crear variables les quals estiguessin 
vinculades a l’activació i desactivació dels botons. Aquestes variables estaven 
localitzades en diferents fitxers i era important saber no només el valor d’una d’elles 
però també el de les altres, ja que el comportament del cavall variava en activar-se més 
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d’una. Això va requerir un element bàsic en la programació, la utilització de variables 
d’un fitxer en un altre. 
Desprès de varies iteracions sense problemes dignes de menció, l’aplicació va funcionar 
com es volia. 
5.5 Missatges per detecció de paraules 
Una altra forma de patró apart de les imatges són les paraules i aquesta aplicació va 
estar destinada a entendre com reconèixer-les. La idea darrere d’aquesta aplicació era 
l’aparició d’un missatge per pantalla quan es detecta una paraula concreta, com per 
exemple una senyal STOP. 
En aquest aplicació és van fer ús de tres paraules, Bed, Chair i Table, encara que 
qualsevol paraula del vocabulari anglès hagués estat igual de viable, com ja s’ha 
comentat, les mostres de Vuforia tenen una base de dades amb totes les paraules de 
l’anglès. El missatge que apareixia era “Has vist la paraula“ més la paraula detectada. 
Addicionalment, també es van fer aparèixer tres cubs, un a sota de cada paraula, per 
veure si els patrons paraules es comportaven de manera diferent a les imatges. Es va 
veure que no, els dos tipus de patrons funcionaven iguals. 
Cal recordar també, que va ser necessari canviar el màxim de paraules que Vuforia podia 
detectar a 3, o l’aplicació només hauria detectat una, ignorant la resta fins que aquesta 
primera no es deixés de veure. 
 
Il·lustració 50. Imatges de l'aplicació reconeixedora de paraules. 
En la Il·lustració 50 es pot veure com l’aplicació va ser capaç de detectar no només un 
número concret de paraules sinó que funcionava per només una, dos o inclús tres. La 
simplicitat d’aquesta aplicació va permetre anar posant paraules, una a una, mentre es 
comprovava el seu funcionament per veure a partir de quin número de paraules aquesta 
començava a funcionar malament. Aquesta era capaç de detectar 5 imatges sense 
problemes però a partir de la sisena començava a fallar. Amb set imatges aquest 
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problema es tornava molt més important, fent pràcticament impossible l’ús de 
l’aplicació. 
Quan es va saber que Vuforia era capaç de reconèixer paraules, i sobretot desprès de 
saber que es treballava amb bases de dades, es va pensar que es reconeixeria qualsevol 
paraula que formés part d’aquesta base de dades però amb aquesta aplicació es va 
veure que això no era veritat, només detectava les paraules que l’usuari havia escollit. 
Encara que es poden posar moltes paraules per ser reconegudes, aquesta metodologia 
no es eficient, limitant molt les aplicacions que es poden realitzar amb el reconeixement 
de paraules.  
Per últim, aquest muntatge va també ajudar a consolidar les bases de la utilització del 
Canvas, aquells objectes que es troben fixes a la pantalla i no a cap objecte, ja que fins 
el moment mai s’havien utilitzat.  
5.6 Altres aplicacions 
Apart d’aquestes aplicacions es van realitzar altres petits projectes els quals només 
tenien la finalitat de fer aparèixer una imatge qualsevol a sobre dels patrons, per saber 
com es configuraven els diferents Prefabs per poder-los utilitzar. Aquestes han estats 
les següents: 
5.6.1 ObjectTarget 
El primer petit projecte va ser l’aparició d’objectes virtuals al voltant d’un objecte. Es va 
decidir que l’objecte fos una calculadora HP, ja que encara que l’objecte sobresortia del 
marcador, aquest era encara detectat i a més a més, era un objecte que sempre estava 
disponible. 
Com a objectes virtuals, es van crear una gran quantitat de petits cubs al voltant de la 
calculadora per veure així com es comportaven en moure l’objecte. Desprès de fer 
diverses proves movent-lo es va veure que l’objecte servia de punt de referència no 
només de la posició sinó també de la rotació, comportant-se com era esperat. Només és 
important remarcar que l’única part de l’objecte que Vuforia no detectava era la part 
inferior, ja que en fer l’escaneig aquesta era la part en la que es recolzava la calculadora. 




Il·lustració 51. Calculadora HP juntament amb petits cubs que l'envolten. 
Fent aquesta aplicació van aparèixer una quantitat important de problemes amb 
l’aplicació. La cerca de l’aplicació va requerir una gran quantitat de temps encara que el 
funcionament d’aquesta va ser bastant més ràpid d’aprendre ja que està creada per ser 
bastant intuïtiva. Degut a que la part de Unity coincidia amb la de l’ImageTarget, aquesta 
tampoc va requerir tant de temps. 
5.6.2 MultiTarget 
La següent aplicació estava destinada a entendre el funcionament del Multitarget. Per 
realitzar-lo es van agafar dos patrons que ja sabien utilitzar i que es sabia que eren bons, 
el gat i les 5 fletxes per guiar el cavall. 
Amb aquests dos patrons es van crear quatre cubs allargats de color vermell de forma 
que generessin una espècie d’anell quadrat al voltant dels dos patrons. 
 
Il·lustració 52. Els dos patrons, gat i fletxes, amb l'anell vermell virtual. 
Es van fer diferents proves per acabar d’entendre el seu funcionament. Primer de tot es 
van col·locar un al costat de l’altre i es va fer que aparegués l’anell. Amb l’ajut d’un full 
es van anar tapant de forma intermitent els patrons i es va veure que l’objecte virtual 
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sempre apareixia. Com semblava lògic, treure les dues imatges de la visió de la càmera 
també feia desaparèixer l’anell. 
A continuació es van separar les imatges del gat i es va allargar també l’anell perquè les 
seguís tancant. Es va veure però que les imatges es comportaven de forma estranya. 
Quan es tapava un patró, l’anell es movia, comportant-se de forma contrària al que 
s’havia programat. Desprès d’investigar es va veure que les posicions dels patrons 
s’havien modificat directament des de la interfície de Unity, el que era erroni. 
Com ja s’ha comentat, desprès d’importar la base de dades a Unity, per crear  un 
MultiTarget cal modificar un arxiu indicant que les imatges formen part d’aquest. És en 
aquest on s’han de modificar les posicions i rotacions i no en la interfície de Unity. Sabent 
això es va modificar l’arxiu i es va tornar a provar, tornant a donar el comportament del 
primer cas, l’anell es mantenia visible i quiet quan es tapaven les imatges de forma 
intermitent. 
Seguint amb les proves, des de configuració inicial es va canviar la configuració de les 
imatges a l’aplicació però els patrons reals no es van moure, apareixent una diferència 
entre la distància teòrica i la real. A partir d’això es va veure que l’anell anava canviant 
de posició cada cop que es tapava un patró, posicionant-se en referència a aquest. Per 
tant, és important col·locar els marcadors igual que en l’aplicació o en perdre un, la 
imatge variarà de posició. 
A més a més, si es detectaven els dos alhora, Vuforia col·locava el patró en referència 
només a un, el patró que abans havia detectat. Desprès de varies proves es va deduir 
que en realitat, Vuforia només era capaç de detectar un patró del MultiTarget alhora i 
que posicionava els objectes virtuals en funció a aquest. Un cop perdut aquest patró, 
l’aplicació buscava un altre patró que usar com a referència. Per tant, torna a ser 
important col·locar els patrons en la mateixa posició que en l’aplicació.   
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6. Aplicació final 
Acabades aquestes aplicacions i après el funcionament de Vuforia, es va passar a crear 
una aplicació més complexa on s’integrés tot el coneixement après fins el moment i així 
poder veure el potencial de la realitat augmentada. 
A més a més, a diferència de la resta de les aplicacions fins ara creades, les quals només 
tenien un propòsit educatiu, la idea darrere d’aquesta és també que pugui arribar a ser 
suficient complexa i fiable perquè es pugui comercialitzar. Tot aquest procés de creació 
però pot arribar a durar mesos o fins i tot anys per aplicacions complexes, per tant 
només es crearan les bases de l’aplicació, sent suficient amb que aquesta sigui funcional 
alhora que compleixi el primer objectiu. 
6.1 Recerca de l’aplicació 
Les primeres aplicacions que van sortir van ser diferents joc de taula actuals però vistos 
des d’un enfoc més virtual, de manera que no fos necessari tenir els diferents 
components físics per poder jugar, sinó que només amb el dispositiu electrònic i en 
alguns casos un tauler per col·locar les peces virtuals sigui suficient. Alguns exemples 
serien els escacs, el joc de l’oca o qualsevol joc de cartes, encara que aquests últims no 
requereixen tant material físic. 
La gran varietat de jocs de taula permetia l’elecció d’un on es pogués veure clarament 
la força de la realitat augmentada però en comparació amb altres aplicacions actuals, 
aquests no tenien un element clau, el component educatiu. 
La solució a aquest problema va venir donada pel CRV de la facultat de Matemàtiques. 
Degut al treball amb diferents hospitals com la Vall d’Hebron o l’Hospital de Sant Pau, el 
centre disposava de diferents models 3D virtuals de parts del cos humà com el cor o el 
cervell. Del cervell en concret, disposàven de dos models, un model amb colors marrons 
clars, semblants als reals, i un altre amb les diferents parts acolorides amb colors vius, 
permetent diferenciar-les de forma ràpida. 
A més a més, també disposaven d’un model real d’un cap humà. Aquests fets combinats 
van donar lloc a les bases d’un possible projecte, la creació d’una aplicació que col·locava 
el model virtual del cervell al cap real i que, a partir d’un menú, l’usuari podia fer 
aparèixer i desaparèixer les parts del cervell que li interessaven, aprenent on es troben 
situades. 
Durant la creació de l’aplicació van sorgir altres idees les quals es van anar incorporant 
a l’aplicació, com l’ús del cervell de colors vius per veure més ràpidament les parts del 
cervell escollides o l’adició d’informació sobre cada part per millorar l’element educatiu.  




Il·lustració 53. Model real d'un cap humà proporcionat pel CRV de la Facultat de Matemàtiques. 
 
Il·lustració 54. Models virtuals del cervell humà. A l'esquerra, el model en colors reals i a la dreta en colors vius, 
separats per parts. A més a més, també es poden distingir els diferents hemisferis de l’escorça cerebral. 
6.2 Creació de l’aplicació 
A l’hora de crear l’aplicació, hi havia dues parts clarament diferenciades. La primera era 
la col·locació dels patrons de forma que es poguessin reconèixer ràpidament i així, 
assegurar-se que el model del cervell es podia visualitzar de forma estable. La segona 
consistia en la creació del software que permetria fer aparèixer i desaparèixer les parts 
del cervell a voluntat.  
Encara que aquestes dues parts es van anar alternant durant la creació de l’aplicació, es 
va començar pel posicionament del cap i dels patrons en el món físic ja que si això 
resultava ser irrealitzable, seguir amb l’altra part de l’aplicació no tenia sentit. 
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6.2.1 Posicionament dels patrons 
A l’hora de posicionar el cervell en el model real es van realitzar una série de proves, 
cadascuna amb els seus errors però enfocades també a anar solucionant-los fins arribar 
a una solució viable. A continuació es troben les diferents iteracions: 
El cap cop a propi patró 
Primer de tot, es va provar el patró més fàcil que hi havia a disposició, el propi model 
del cap humà. El cervell estaria col·locat en el centre del cap per tant aquest sempre 
s’estaria veient i no caldria que l’usuari es preocupés per estar visualitzant un patró en 
concret. 
Amb aquesta idea en ment, es va imprimir el marcador per escanejar l’objecte. Desprès 
de diverses proves es va veure que el cap era massa gran perquè Vuforia el reconegués. 
En la Il·lustració 55 es veu que el cap es gairebé igual de gran que el marcador d’escaneig, 
i molt més gran que la zona per escanejar l’objecte, per tant té sentit que sigui així. 
Com que no es podia fer més petit el cap, es va fer més gran el marcador, imprimint-se 
en Din A3. Això pot generar problemes d’escala entre patrons ja que Vuforia utilitza un 
patró en concret i li dóna una mida predeterminada, la que té realment quan és imprès  
en un full Din A4. En tot cas, com que l’aplicació no funcionava, no es podia perdre res 
per intentar-ho i en cas que si que funcionés, no hi hauria cap més patró. 
Tampoc va funcionar, el cap és seguia sense detectar. Cal recordar que el que importa 
és la quantitat de punts detectats, i no s’havia detectat cap. Davant d’aquest problema, 
es va decidir descartar l’objecte com a patró. 
 
Il·lustració 55. Model del cap real amb el marcador preparat per escanejar el cap. A l’esquerra, el marcador en Din 
A4 i a la dreta el mateix marcador imprès en Din A3. 
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Ús d’una imatge  
Com que el mateix cap no servia com a patró, es va haver de posar un. És va començar 
pel més senzill possible, una imatge. Es van fer varies proves de patrons i es va decidir 
fer ús del logo del ViRVIG, degut a les línies de dalt juntament amb les lletres de la part 
inferior, creant una imatge única la qual era fàcilment distingible i per tant, fàcil de 
detectar. 
La imatge es va col·locar a l’estructura del costat del cap ja que era una posició la qual 
es veia amb facilitat. En fer la prova dos problemes van aparèixer. Primerament, el patró 
estava col·locat massa lluny del cap i era necessari allunyar bastant la càmera per fer 
possible la visualització del cap i patró alhora. 
L’altre problema era la part esquerra del cap. La idea de l’aplicació era poder moure’s a 
voluntat per veure totes les parts del cervell però posant el dispositiu electrònic 
totalment horitzontal feia que el patró no és visualitzés, perdent la imatge del cervell 
virtual. Això feia impossible veure la part esquerra si no era des d’un angle bastant 
elevat, tampoc permetent apropar-se al cap, el que resultava incòmode. 
 
Il·lustració 56. Model del cap real amb el logo del ViRVIG, sent usat com a patró per posicionar el model virtual del 
cervell. 
Funcionalitat Extended Tracking 
Com ja s’ha comentat, ImageTarget té una opció anomenada Extended Tracking que 
permet fer que l’objecte no desaparegui en perdre el patró. L’entorn era completament 
estàtic així que es va habilitar aquesta opció i es va tornar a fer una prova. 
En deixar de detectar el patró, el model virtual del cervell deixava de comportar-se com 
un model 3D i es tornava una imatge, visualitzant-se sempre la mateixa part del cervell, 
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encara que es rotés la càmera, fent que veure les diferents parts del cervell fos 
impossible. Es va veure que Extended Tracking no funcionava com es creia i es va haver 
de descartar. 
Utilització de més d’un patró 
Com que només un patró no funcionava es va provar de situar el cervell en funció de 
més d’un patró, l’anomenat Multitarget. Per situar la resta dels patrons, es va pensar 
quines eres les zones del cervell que eren útils visualitzar. 
Començant per la part superior, aquesta només permet veure l’escorça cerebral, la qual 
ja es pot veure des de qualsevol altre posició, descartant-se posar un patró en aquella 
posició. De forma similar, la part inferior permetia veure només el tronc encefàlic ja que 
aquest era suficientment gran com per tapar la resta de les parts, fent incòmode la 
visualització. Per tant, aquesta part també es va descartar. 
La part esquerra però, sí que es important, ja que si es feia desaparèixer l’hemisferi 
esquerre de l’escorça cerebral es podien veure totes les parts interiors del cervell. La 
part dreta té aquesta mateixa funcionalitat però l’estructura on estava situat el patró 
feia impossible la correcta col·locació de la càmera. Això va resultar en la necessitat d’un 
patró en la part esquerra. 
Per últim, la part frontal del cervell, encara que no era tant interessant com l’esquerra 
o la dreta, si s’apropava el primer patró al cap, aquesta es podia visualitzar fàcilment. 
Per tant, es va decidir posicionar dos patrons, un en l’estructura i l’altre a la part 
esquerra del cap. 
A continuació es van provar diferents configuracions per col·locar aquest nou patró. La 
imatge que es va utilitzar per aquest patró va ser el logo del ETSEIB, ja que igual que el 
del ViRVIG, aquest té una quantitat suficient de detalls com per ser reconegut 
ràpidament per l’aplicació. 
Primer de tot es va començar per posar el patró a l’alçada del terra, evitant la necessitat 
de crear cap estructura. Fent proves es va veure que aquest tenia una gran funcionalitat 
i permetia veure bastant bé la part esquerra però si es volia apropar la càmera, aquesta 
perdia ràpidament el patró. 
Per aquesta raó es va decidir pujar el patró fins a una altura semblant a la part baixa del 
cervell, evitant així que el patró tapés el cervell. Aquest cop el patró tardava molt més 
temps en desaparèixer de la vista de la càmera, podent-se apropar suficient al cervell. A 
més a més, com que aquest es trobava a prop del cap, la càmera podia posar-se molt 
més horitzontal que quan el patró estava al terra.  




Il·lustració 57. Posicionament del patró del costat esquerra del cervell. L’estructura consta només d’una capsa. 
Creació d’un filtre 
Amb aquests dos patrons col·locats, es va tornar a provar l’aplicació però es va veure 
que l’adició del MultiTarget generava una gran vibració en el cervell i encara que la 
càmera estigués completament fixa, el cervell no ho estava. Això no es notava tant per 
telèfons mòbils però per pantalles grans, aquesta tremolor podia arribar a ser una 
molèstia pels usuaris. 
És va investigar que podia fer que el cervell tingués aquest comportament i es va veure 
que la detecció del patró no acabava de ser estable i donava una mica d’error, variant la 
seva posició i orientacióen cada instant de temps. Com que el cervell estava posicionat 
de forma relativa al patró, aquest també tenia un cert error. 
Per aquest motiu es va crear un filtre. La idea darrere d’aquest va ser que com que no 
es podia treure l’error, sempre i quan el canvi de posició i rotació fos més petita que un 
valor límit, l’aplicació l’ignorava. Per realitzar això, es va crear una variable amb un valor 
de referencia per la posició del cervell i, en cada instant de temps, es comparava amb la 
posició actual d’aquest. Si la diferencia entre aquestes era més petita que aquest valor 
límit, l’aplicació canviava la posició del cervell per la de referència, ja que indicava que 
aquest era degut a l’error. En canvi, si la diferencia era major, això només podia ser 
degut al moviment del patró per tant la posició de referència s’actualitzava amb la 
posició del cervell. Això també es va realitzar per a cada rotació, ja que també era 
necessari fixar-les. 
Degut a com estava creat el filtre, el cervell ja no es movia de forma contínua sinó tenia 
un valor mínim, el qual generava un comportament estrany si aquest era molt gran, per 
tant es va intentar reduir el més possible. Però per una altra banda, aquest valor no pot 
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ser molt petit ja que ha de filtrar l’error. Aquests valors límits, per tant, es van decidir de 
forma experimental, amb valors de 1 unitat per la posició i de 5 graus per la rotació. 
Retorn a l’ús d’una única imatge 
En acabar el filtre es van tornar a fer proves intentant millorar la visibilitat del cervell 
però es va veure que s’utilitzava sobretot el nou patró esquerre i que el que estava situat 
en l’estructura gairebé mai es detectava. 
Això va fer que es tornés a fer ús de l’ImageTarget, però aquest cop amb el patró 
esquerre ja que així l’aplicació buscaria només un patró i no dos i potser això reduïa la 
tremolor. A més a més, com que tampoc s’estava utilitzant el patró situat a l’estructura, 
no es perdria visibilitat del cervell. El patró de l’esquerra, ara l’únic patró, es va canviar 
pel logo del ViRVIG ja que va resultar ser més fiable que el del ETSEIB. 
Amb aquests canvis es va observar que el cervell era ara bastant més estable i que els 
valors del filtre es podien reduir molt. Aquests números van baixar tant que es va tornar 
a provar l’aplicació sense el filtre activat. Es va veure que ara la vibració s’havia reduït 
tant que el cervell es podia visualitzar sense necessitat d’aquest. Així doncs, i degut que 
el filtre feia que el cervell no es mogués de forma contínua, es va decidir treure’l. 
6.2.2 Creació de l’aplicació 
Un cop vist que era possible col·locar el cervell en el punt adequat, es va començar a 
crear l’aplicació. Com ja s’ha comentat, les funcionalitats que aquesta pot tenir són 
moltes per tant es va començar per la base, la creació del menú. A partir d’allà es van 
anar afegint altres funcionalitats segons es creia convenient.  
Menú base 
La idea darrere de l’aplicació era la creació d’un menú des del qual es poguessin 
seleccionar les parts del cervell que es volien veure i aquelles que no, i així saber on 
estaven situades dintre del cervell, juntament amb les dimensions i forma que aquestes 
tenien. 
Aquest menú es va posició a l’esquerra i consistia d’una llista de les diferents parts del 
cervell juntament amb un botó al seu costat esquerre que permetia fer-les aparèixer o 
desaparèixer. Pel que fa al botó, aquest consistia en un quadrat blanc amb voltant negre 
i un tic de color verd que permetia veure de forma ràpida e intuïtiva si la part del cervell 
estava visible o no. A continuació es va posar també un títol a la part superior per 
millorar l’aparença de l’aplicació. 
Des del primer moment es va triar un fons parcialment transparent per no limitar la visió 
de la càmera a la part central i dreta alhora que suficientment opac per poder distingir 
sempre les lletres . Es va decidir posar el fons de color negre i les lletres daurades degut 
al seu contrast amb aquest. El títol va ser d’un color diferent per remarcar la seva 
importància. Es va escollir el color vermell.  
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Addicionalment, també es va fixar la rotació de la pantalla en els dispositius electrònics 
ja que el canvi d’orientació generava molts problemes tant en el menú com en la 
detecció del patró. 
Per últim, es va deixar un espai a la part baixa del menú perquè en córrer l’aplicació en 
un dispositiu electrònic, apareix el logo de Vuforia, ocultant qualsevol text que hi hagi. 
 
Il·lustració 58. Menú inicial de l'aplicació vist des de la pestanya Scene de Unity. 
Millora del menú  
Amb el menú fet es va veure un problema, el menú havia de ser simple i intuïtiu, i el 
cervell tenia tantes parts que aquest no ho era. Això s’accentuava perquè una gran 
quantitat de les parts estava oculta sobre l’escorça cerebral i si aquesta es veia, fer ús 
dels botons no suposava cap canvi visible. 
 
Il·lustració 59. Esquema de les parts del cervell. 
Actualment el cervell es considera que es divideix en dues parts, telencèfal i diencèfal. 
El model 3D també incorporava el tronc encefàlic i el cerebel, parts adjuntes al cervell 
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que es troben molt relacionades. Per tant, el menú es va reduir a 4 elements, telencèfal, 
diencèfal, tronc encefàlic i cerebel. 
En el cas del telencèfal, aquest engloba una gran quantitat de parts les quals és 
important diferenciar. Per aquest motiu es va crear un altre botó al costat del telencèfal 
que desplegava un altre menú, on es trobaven aquestes parts permetent seleccionar 
només una concreta. Aquest nou botó es va posar en forma de falca i se li va afegir una 
rotació per indicar si el menú es trobava, o no, desplegat. 
A més a més, es van afegir 4 botons addicionals per posar el cervell en una configuració 
concreta, permetent canviar entre aquestes de forma més ràpida. Aquests botons es 
van anomenar Tot, Res, Part Dreta i Part Esquerra i visualitzaven aquelles parts indicades 
pel seu nom. 
Aquests quatre nous botons es van separar per una fina línia de les parts del cervell per 
indicar de forma intuïtiva que aquests tenien una funcionalitat diferent, juntament amb 
la finalitat d’evitar que el menú tornés a tenir el mateix problema que tenia abans. 
 
Il·lustració 60. Menú de l'aplicació amb la nova configuració dels botons. 
Addicionalment, si el menú estava completament estès, o per pantalles petites, aquest 
es tornava massa llarg per poder-se visualitzar, fent impossible la utilització dels últims 
botons. Això va implicar l’adició de dos components. 
Primer de tot, calia poder moure el menú a dalt i a baix per arribar a tots els botons. 
Això es podia fer per mitjà d’unes fletxes situades en la part inferior i superior del menú, 
per una barra al costat del menú o mantenint pres el ratolí, o el dit per a dispositius 
electrònics. L’última opció era la més intuïtiva i la que no requeria l’adició de cap 
component, traient-li espai al menú. A més a més, Unity incorpora una propietat 
predeterminada que permet fer exactament aquesta funció, per tant, va ser l’opció 
escollida. 
Aquest moviment vertical feia que el menú es solapés amb el títol o amb el logo de 
Vuforia en la part inferior esquerra, i va caldre posar una màscara, fent que el menú 
només es visualitzi en una zona concreta, a elecció, ocultant la resta.  
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A continuació es va afegir també un botó en forma de falca que permetia ocultar el 
menú, ampliant així el rang de visió de la càmera. 
Per últim es va col·locar a sobre dels botons una mica d’informació la qual explicava de 
forma ràpida el funcionament del menú. 
 
Il·lustració 61. Menú de l'aplicació amb l’adició del botó per ocultar el menú i la informació en la part superior. 
Menú de cerca inicial 
L’aplicació necessita un patró per reconèixer el cervell i aquest no era mencionat en cap 
moment en el menú d’aquesta. Per aquest motiu es va afegir un menú inicial que 
indicava exactament que calia fer per començar a fer ús de l’aplicació. Aquest menú 
estava vinculat al reconeixement del patró, fent que aquest només fos visible si el patró 
no es detectava, desapareixent quan aquest sí que era visible. 
Per últim, el menú esquerre també es va vincular al patró, desapareixent si aquest es 
deixava de detectar, ja que si el cervell no era visible, no tenia sentit poder escollir quines 
parts d’aquest es volien visualitzar. 
 
Il·lustració 62. Imatge del menú de cerca inicial. 
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Adició de color i animació 
Aquesta aplicació però, encara tenia un problema, fer aparèixer una part concreta la 
qual té un color molt similar a la resta no tenia l’efecte visual suficient com per, sense 
saber on es troba situada, poder diferenciar-la. 
Per solucionar-ho es va fer ús del model 3D del cervell amb cada part diferenciada per 
un color diferent. Es va afegir una nova funcionalitat la qual permetia jugar amb els dos 
models de forma que semblava que la part canviés de color. 
Hi havia diverses maneres d’implementar aquest canvi de color però la que va resultar 
més convenient va ser l’adició d’un altre botó en cada part del cervell permetent que 
l’usuari escollís com volia visualitzar-la, amb un color semblant al real o amb un més 
vistós. Aquest botó es va posar en forma de lupa, indicant que prémer en aquest 
permetia veure’l millor. 
Per acabar de fer-ho més visible, fer clic en la lupa també activava una animació, la qual 
canviava una mica la mida de l’objecte, podent-lo distingir ràpidament. 
Per últim, encara que la part hagués canviat de color, el menú no reflectia aquest canvi, 
per tant es va afegir un fons de color a la lupa, sent aquest del mateix color que la part 
del cervell seleccionada i el qual es tornava visible quan aquesta part canviava de color. 
Com que cada part era d’un color diferent, encara que es canviés el color a més d’una, 
aquestes es podien seguir diferenciant. 
 
Il·lustració 63. Model virtual del cervell amb l’hemisferi esquerre ocult permetent veure les parts interiors. Dues 
d’aquestes parts, els ganglis basals i el sistema límbic, canviades de color. 
 
 




Per augmentant el caràcter educatiu de l’aplicació es va voler afegir un altre menú el 
qual donés informació sobre el cervell. Posar informació visible sobre totes les parts 
alhora és impossible ja que aquesta seria molt extensa i taparia la càmera, així que es va 
implementar de forma que aquesta aparegués només per una en concret, i l’usuari era 
l’encarregat de decidir sobre quina part volia la informació. El menú per tant, consistia 
del text amb la pròpia informació, d’un títol, indicant la part que s’havia seleccionat, i 
d’un botó en forma de creu per tancar-lo. 
Desprès de varies iteracions provant diferents localitzacions d’aquest nou menú, es va 
observar que era inviable la creació d’aquest ja que es posés on es posés, aquest 
molestava a la visibilitat de la càmera. Per aquest motiu, es va decidir canviar l’enfoc del 
menú. 
En comptes de fer aparèixer un segon menú, el requadre esquerre amb els botons era 
substituït per la pròpia informació i en tancar aquest, els botons tornaven a aparèixer. 
De la mateixa manera que el propi menú amb les diferents parts del cervell, a la 
informació també se li va haver d’afegir el moviment vertical per veure tota la 
informació juntament amb la màscara per visualitzar-lo noves en una part concreta de 
la pantalla. 
 
Il·lustració 64. Model 3D del cervell amb la informació sobre el sistema límbic visible. 
La incorporació d’aquesta funcionalitat va implicar la realització de dos canvis en el 
menú. Primer de tot, es va decidir que l’addicció d’un botó al costat de la lupa no era 
visualment agradable , havent-hi masses botons en el menú. Per tant, l’aparició de la 
informació es va vincular a la lupa. Fer clic en la lupa seguia canviant el color de la part 
del cervell i tancant la informació, aquesta tornava al seu color original. El requadre de 
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color que la lupa tenia es va moure al títol de la informació per no perdre aquesta 
funcionalitat.  
Per una altra banda, aquest canvi en la lupa només permetia remarcar una part en 
concret però moltes d’aquestes es relacionen entre elles i cal que puguin estar 
destacades alhora. Per aquest motiu la funcionalitat que abans tenia la lupa, canviar 
només el color de la part sense donar informació es va moure al nom. 
Per últim, la informació de la part superior es va actualitzar per explicar aquests nous 
canvis. 
 
Il·lustració 65. Model 3D del cervell amb la nova funcionalitat dels noms. 
Altres petites millores 
Com a últimes millores, es van realitzar alguns petits canvis per acabar de polir 
l’aplicació. Primerament, es va posar un botó a la part superior dreta per poder  sortir 
d’aquesta.  
Degut a l’addició de funcionalitats, l’aplicació necessitava una explicació més detallada 
sobre el seu funcionament. Aquesta explicació es va col·locar en un menú separat de la 
resta el qual es podia accedir des d’un engranatge situat en la part superior esquerra. 
A més a més, es va millorar el funcionament de la lupa fent dos canvis. Ara, totes les 
parts del cervell que es trobaven ressaltades, excepte la seleccionada, tornaven al seu 
color real. Tancant la informació tornava a posar el cervell en la mateixa configuració 
que estava abans d’haver fet clic en la lupa. 
Addicionalment, si la part a ressaltar es trobava oculta per altres parts del cervell, la 
pròpia aplicació desactivava aquestes que l’ocultaven. Com que el cervell és simètric, es 
va posar al menú de l’engranatge la possibilitat d’escollir quina de les dues parts del 
cervell es volia fer desaparèixer, si la dreta o l’esquerra. De forma predeterminada 
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s’oculta l’esquerra ja que és on es troba el patró, cal recordar que a la part dreta es troba  
una estructura, fent incòmode la visualització. 
6.3 Millores futures 
Totes aquestes millores produïdes durant la creació de l’aplicació han permès que 
aquesta sigui funcional alhora que útil, el qual era l’objectiu a realitzar. Però aquestes 
millores no són les úniques que es poden implementar, només aquelles que s’han pensat 
mentre es realitzava l’aplicació. 
Per aquest motiu, ara caldria entrar en les fases alfa i beta, on un grup cada cop més 
gran de persones proven l’aplicació, donant crítiques constructives sobre la seva millora 
i si són compartides per la majoria dels usuaris, aquestes es poden implementar en 
l’aplicació. 
  




Per avaluar el cost econòmic d’aquest projecte aquest s’ha calculat com la suma dels 
diferents costos individuals. Aquests costos es poden dividir en dos parts, costos 
intel·lectuals, és a dir, el cost de les hores dedicades per les diferents persones o entitats; 
i el material, compra de béns, ja siguin físics o virtuals. 
Pel que fa referència als primers costos, el cost es calcula com si aquest projecte hagués 
estat creat per una empresa privada, necessitant d’un enginyer, a 20€/h, i d’un director, 
cobrant 40€/h. S’han dedicat al voltant de 350h per part de l’enginyer en aquest 
projecte, juntament amb unes 50h del director. 
Concepte Cost unitari (€/h) Dedicació (h) Cost (€) 
Enginyer 20 350 7000 
Director 40 50 2000 
Total   9000 
  
Per una altra banda, s’ha fet ús de diferents programes els quals calen quantificar. 
Primer de tot, el motor de jocs Unity, amb la versió Personal, la qual no té cost. A 
continuació Vuforia, tant la pròpia plataforma com la llicència de la càmera de realitat 
augmentada. Com que es considera que l’aplicació es troba encara en fase de 
desenvolupament, aquest software també ha estat gratuït. 
Per últim, i encara que no s’han comprat específicament pel projecte, durant la creació 
d’aquest s’ha fet ús d’un ordinador portàtil i de Microsoft Office i cal tenir en compte 
l’amortització d’aquests. L’ordinador té una vida útil d’uns 3 anys i el seu valor de 
compra va ser de 900 €, donant un valor de 100 € d’amortització, es considera que el 
projecte ha durat exactament 4 mesos. A més a més, la llicència d’Office és de 100 € 
anuals, resultant en un cost d’uns 33 €. 
Tenint-ho tot en compte, el valor total del projecte ha estat de 9133 €. 
  




El primer objectiu d’aquest projecte era fer una introducció a la realitat augmentada, 
arribant a entendre el funcionament d’aquesta juntament amb els diferents límits que 
actualment aquesta té. Es va iniciar aquest treball sense tenir coneixement sobre el 
funcionament de la realitat augmentada, només sabent qué era. En acabar aquest, però, 
es pot dir que s’entén com funciona aquesta, no només des del punt de vista de fer 
aplicacions amb Unity i Vuforia sinó també sobre les bases del seu funcionament. 
Addicionalment, s’han anat provant els diferents límits que té la realitat augmentada es 
pot dir que s’han trobat la majoria d’ells. És important dir que no només es saben quins 
són aquests límits però que també perquè hi ha aquests límits. 
A continuació, la creació de les diferents aplicacions, sobretot la final, han permès veure 
el potencial que té aquesta eina i també a entendre de forma ràpida i, sobretot, visual, 
com funciona la realitat augmentada. 
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