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Abstract
The problem of the diagonalization of the flavor-neutrino propagator matrix is inves-
tigated in the theory with flavor-mixing mass terms in Lagrangian. For this purpose
we examine one-pole structures of flavor-neutrino propagators, leading to physical
neutrino masses, and discuss the relation of the propagator diagonalizaion to the
diagonalizaion of the mass matrix in Lagrangian. In connection with the paper by
Blasone et al., it is pointed out that there is no compelling reason for fixing the mass
parameters, althought this fixing is necessary in order to construct the flavor Hilbert
space.
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I. INTRODUCTION
Since Pontecorvo [1] pointed out the possibility of the neutrino oscillation and, in addition, the
solar neutrino problem was proposed [2], the oscillation has been much investigated experimentally
and theoretically. Indications in favor of the neutrino oscillation from various kinds of experiments
have been reported [3].
The main aim of the present note is to investigate the field theory of neutrino mixing and to
give a remark on the way how to define the physical neutrino masses on the basis of Green-function
approach, which has not been noticed in current literatures. In Sec.II, we investigate this problem
in the two-flavor case as an simple illustration, and Sec.III the three-flavor case is to be examined.
In Sec.IV, we give some remarks on the field theory of neutrino mixing and the construction of the
Fock space of definite flavors. For the later convenience, here we summerize the problems included in
such a field-theoretical approach. Blasone and Vitiello [4] have considered the field theory of neutrino
mixing. Their consideration is based on the unitary inequivalence of the Fock space for definite flavor
states to that for definite mass states. Although the investigated theme is very interesting [5], there
are some problematic points in ref. [4]. The first point is that the expansion of the fermion field in
terms of plane-wave eigenfunctions of the third component of the spin operator is employed. Such
a way of the expansion causes an unnecessary and nonessential complications in presentation of the
theory. When the plane-wave eigenfunctions of the helicity are employed from the outset, as finally
done also in ref. [4], the description of the theory will be much simplified and becomes clearer.
Whereas the first point mentioned above is of technical character, the second point is more
fundamental. The second point is related to the problem how to define the annihilation and creation
operators for definite flavors and definite masses. The relations from (2.23a) to (2.23d) given in ref.
[4] are written as
uσ(k, r)α˜σ(k, r) = G
−1(θ)uj(k, r)αj(k, r)G(θ) (1.1)
v∗σ(k, r)β˜σ(k, r) = G
−1(θ)v∗j (k, r)βj(k, r)G(θ) (1.2)
where (in the case of the two flavors) {σ, j} = {e, 1} and {µ, 2}; ub(k, r), b = σ or j, is the plane
wave eigenfunction with the mass mb and the spin component r; G(θ) is given by
G(θ) = exp
[
θ
∫
d3x(ν†1(x)ν2(x)− ν†2(x)ν1(x))
]
. (1.3)
Under the excuse of convenience, uσ(k, r) and vσ(k, r) have been chosen to be the eigenfunctions
with the masses m1 and m2 for σ = e and µ, respectively; that is, the authors of ref. [4] defined the
operators αBVσ and β
BV
σ through ujα
BV
σ ≡ uσα˜σ and v∗jβBVσ ≡ v∗σβ˜σ. Thus, from (1.1) and (1.2), they
obtained (
αBVσ (k, r)
βBVσ (k, r)
)
= G−1(θ)
(
αj(k, r)
βj(k, r)
)
G(θ). (1.4)
Although the relation (1.1) and (1.2) employed for deriving (1.4) are not understandable, this
last relation can be understood as follows. Any Heisenberg field νb(x) can be expanded [6] in terms
of the helicity-momentum eigenfunctions [7] as
νb(x) =
1√
V
∑
~k,r
ei
~k~x{ub(k, r)αb(k, r; t) + vb(−k, r)β†b(−k, r; t)}, t = x0. (1.5)
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Here, ub(k, r) and vb(k, r) satisfy
(i 6 k +mb)ub(k, r) = 0, (i 6 k −mb)vb(k, r) = 0, k0 =
√
~k2 +m2b , (1.6)
where 6 k = γαkα = ~γ~k + γ4ik0; vb(−k, r) and β†b(−k, r; t) are the quantities with the 3-momentum
−~k; the helicity eigenfunctions are used for technical simplicity in the following, and their concrete
forms are given in Appendix A. The expansion coefficient operators in (1.5) satisfy the canonical com-
mutation relations for the equal time, which are derived from the equal-time commutation relations,
{νb(x), ν†b′(y)} = δ(~x− ~y)}δbb′ and others = 0. From the relation
νσ(x) = G
−1(θ; t)νj(x)G(θ; t), t = x
0, (1.7)
we obtain
{uσ(k, r)ασ(k, r; t) + vσ(−k, r)β†σ(−k, r; t)}
= G−1(θ; t){uj(k, r)αj(k, r; t) + vj(−k, r)β†j (−k, r; t)}G(θ; t), (1.8)
where {uσ, vσ} and {uj, vj} are the plane-wave eigenfunctions with masses mσ and mj , respectively.
(1.8) is the relation which can be utilized instead of (1.1) and (1.2), and leads to the general linear
transformation between {ασ(k, r), β†σ(−k, r), σ = e, µ} and {αj(k, r), β†j (−k, r), j = 1, 2} as

αe(k, r)
αµ(k, r)
β†e(−k, r)
β†µ(−k, r)

 = G(θ)


α1(k, r)
α2(k, r)
β†1(−k, r)
β†2(−k, r)

 , G(θ)† = G(θ)−1, (1.9)
The concrete form of G(θ) is easily obtained as given in Appendix A by utilizing the explicit forms
of uσ, vσ, uj and vj [7]. If we take me = m1 and mµ = m2 as a special case of (1.9)(or (1.8)), we
obtain the relation (1.4), which plays the basic role in ref. [4]. Thus it is necessary for us to make
clear a logical basis of the above choice of me and mµ, on which we examine in Sec.IV.
Giunti et al. [8] assert that it is impossible to define generally the creation and annihilation
operators with a definite flavor, and that the construction of the Fock space of ’weak’(or flavor)
states is approximately allowed only in the extremely relativistic case. Along a different context, we
will obtain the same conclusion, although the second assertion mentioned above is evident, since in
(1.9) all dependences of G(θ, k) on mass diferences among mj ’s and mσ’s become negligible and we
obtain (
αe(k, r; t)
αµ(k, r; t)
)
=
(
cosθ sinθ
−sinθ cosθ
)(
α1(k, r; t)
α2(k, r; t)
)
(1.10)
as well as the same relation between (βe(k, r), βµ(k, r))and (β1(k, r), β2(k, r)). In Appendix B we add
a related remark.
II. DIAGONALIZATION OF THE NEUTRINO PROPAGATOR —–THE CASE OF
2-FLAVORS —–
We examine the diagonalization of the neutrino propagator according to the procedure proposed
by Kaneko, Ohnuki and Watanabe [9], which had been developed many years ago as the field theory
of particle mixture interaction. In this section we consider the two-flavor case as an illustration. (In
this paper we confine ourselves to the case of Dirac neutrino.)
3
A. Starting Lagrangian
Let us consider the following Lagrangian density with a mutual transition between two neutrino
fields specified by the flavor degrees of freedom σ = e and µ;
L = −
(
ν¯e(x) ν¯µ(x)
)
( 6 ∂ +M)
(
νe(x)
νµ(x)
)
+ Lint, (2.1)
where
M =
(
mee meµ
mµe mµµ
)
; 6 ∂ := γρ∂ρ = ~γ ~∇ + γ41
i
∂
∂x0
, (γρ)† = γρ. (2.2)
Due to M † = M , required from the hermiticity of L(x), mee and mµµ are real and m∗eµ is equal
to mµe. Lint in (2.1) is assumed to have no bilinear terms and no derivatives of the neutrino field
operators; then the Hamiltonian is
H(x) = H0eµ(x)− Lint(x) (2.3)
with
H0eµ(x) =
(
ν¯e(x) ν¯µ(x)
)
(~γ~∇+M)
(
νe(x)
νµ(x)
)
. (2.4)
The eigenvalues of M are
m 1
(2)
=
1
2
(
mee +mµµ
−
(+)
√
(mµµ −mee)2 + 4|meµ|2
)
, (2.5)
and H0eµ(x) is expressed in the diagonalized form as
H0eµ(x) =
∑
ν¯j(x)(~γ~∇+mj)νj(x). (2.6)
For simplicity, we take meµ = mµe, derived from CP-invariance; then we can take(
νe(k, r)
νµ(k, r)
)
=
(
cosθ sinθ
−sinθ cosθ
)(
ν1(k, r)
ν2(k, r)
)
(2.7)
with
tanθ =
1
2meµ
(
−(mµµ −mee) +
√
(mµµ −mee)2 + 4m2eµ
)
. (2.8)
We take mµµ ≥ mee ≥ 0 with no loss of generality; then m2 ≥ |m1| and
m1 ≥ 0 for √meemµµ ≥ |meµ|, m1 < 0 for √meemµµ < |meµ|. (2.9)
In the following calculations, it will be useful for us to employ the relations
mee = m1(cosθ)
2 +m2(sinθ)
2, mµµ = m1(sinθ)
2 +m2(cosθ)
2, (2.10)
meµ = sinθcosθ(−m1 +m2), tan(2θ) = 2meµ
mµµ −mee ; (2.11)
further we have
m1m2 = meemµµ −m2eµ, (2.12)
mee −m1 = −mµµ +m2 = meµtanθ, (2.13)
mee −m2 = −mµµ +m1 = −meµcotθ. (2.14)
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B. Poles of the propagator matrix
With the aim of examining the propagation character of νσ-field, we consider the propagator
S ′σρ(x− y) :=< 0|T (νσ(x)ν¯ρ(y))|0 >, (2.15)
where νσ(x) is the flavor neutrino field appearing in the Lagrangian (2.1) and is called the un-
renormalized Heisenberg operator in accordance with the Lehman’s terminology [10]. It is neces-
sary for us to define the vacuum |0 >. Here we assume that, corresponding to a given Hamilto-
nian, the vacuum with the lowest energy exists. The Fourier transform of the propagator (2.15),
S ′σρ( 6 k) =
∫
d4xexp(−ikx)S ′σρ(x), satisfies
S ′σρ = δσρSρ +
∑
λ
S ′σλΠλρSρ, (2.16)
where Sρ( 6 k) := (− 6 k + imρρ)−1 is the free propagator of the νσ-field. When we define the matrix
[fσρ( 6 k)] to be
S ′σρ( 6 k) = [f( 6 k)−1]σρ (2.17)
we obtain
fσρ( 6 k) = δσρSρ( 6 k)−1 − Πσρ( 6 k). (2.18)
[S ′σρ( 6 k)] has two poles, determined by
det[fσρ( 6 k)] = 0. (2.19)
Let us examine the pole structure of S ′σρ under the approximation for the proper self-energy part
Πσρ by neglecting Lint(x) in (2.3) and by taking into account only the contribution from e→−−
meµ×−−→ µ
in the lowest order; thus, we have
[fσρ( 6 k)] =
( −6 k + imee imeµ
imeµ −6 k + imµµ
)
. (2.20)
As easily seen, [S ′σρ( 6 k)] has two poles at
6 k = imj with mj(j = 1, 2) given by (2.5). (2.21)
Therefore, the physical one-particle masses given as poles of S ′σρ( 6 k) are seen to coincide with the
eigenvalues of the mass matrix M .
It should be noted that there is an arbitrariness in separating H(x) into the ”free” and ”inter-
action” parts. So it is worthy to give a remark on this point. We rewrite the Hamiltonian (2.4)
as
H0eµ(x) =
(
ν¯e(x) ν¯µ(x)
)
( 6 ∂ +
(
m0ee 0
0 m0µµ
)
)
(
νe(x)
νµ(x)
)
+Hint(x), (2.22)
Hint(x) =
(
∆ee meµ
meµ ∆µµ
)
, ∆σσ := mσσ −m0σσ; (2.23)
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Then, instead of Sσ and Πρσ employed above, we use
S0ρ( 6 k) := (− 6 k + im0ρρ)−1, [Π0ρσ] :=
(
−i∆ee −imeµ
−imeµ −i∆µµ
)
. (2.24)
Dropping contributions from Lint(x) to the proper self-energy part and taking account of the contri-
bution from Hint(x), we obtain
δσρS
0
ρ − Π0σρ = δσρSρ − Πσρ = fσρ, (2.25)
which shows the arbitrariness in defining Sρ( 6 k) disappears in the physical one-particle masses.
C. Diagonalization of the pole part in the propagator
We examine diagonalization of the pole part in the neutrino propagator S ′σρ( 6 k). Writing the
cofactor corresponding to fσρ as Fσρ, we have
[S ′σρ] = [fσρ]
−1 =
1
det[f ]
[Fσρ]
T . (2.26)
We define f (j)σρ and F
(j)
σρ to be the values of fσρ and Fσρ at the pole mj of [S
′
σρ], respectively. We have
[f (j)σρ ][F
(j)
σρ ]
T =
(
i(−mj +mee) imeµ
imeµ i(−mj +mµµ)
)(
i(−mj +mµµ) −imeµ
−imeµ i(−mj +mee)
)
= [−(mj −mee)(mj −mµµ) +m2eµ]
(
1 0
0 1
)
= det[f j ]
(
1 0
0 1
)
= 0 (2.27)
due to (2.13) and (2.14) (or in accordance with (2.19)).
Next we define
(ρ(j))−1 :=
ddet[fσρ( 6 k)]
d(− 6 k) | 6k=imj . (2.28)
From (2.20) we obtain
r.h.s. of (2.28) = [−2 6 k + i(mee +mµµ)] 6k=imj = i(m1 −m2)(−1)j , (2.29)
leading to
(
ρ(1)
ρ(2)
)
=
( 1
i(m2−m1)
1
i(m1−m2)
)
=
sθcθ
imeµ
(
1
−1
)
, sθ = sinθ, cθ = cosθ. (2.30)
We introduce a set of new fields ψrj (x) and ψ¯
r
j (x), j = 1, 2, expressed as
ψσ(x) =
∑
j
Aσjψ
r
j (x), ψ¯σ(x) =
∑
j
A¯σjψ¯
r
j (x), (2.31)
where the coefficients Aσj ’s are so determined that < 0|T (ψri (x)ψ¯rj (y))|0 > has only one pole term
like δij/(− 6 k + imj); A¯σj is a complex conjugate to Aσj . Thus, from the conditions
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ρ(1)F (1)T = A
(
1 0
0 0
)
A†, (2.32)
ρ(2)F (2)T = A
(
0 0
0 1
)
A†, (2.33)
we obtain
ρ(j)F (j)ρσ = A¯ρjAσj , (2.34)
leading to
ρ¯(j)F¯ (j)ρσ = A¯σjAρj = ρ
(j)F (j)σρ . (2.35)
Thus we have
A¯ρjAσj =
A¯ρjAµjA¯µjAσj
AµjA¯µj
=


ρ¯(j)F¯
(j)
µρ F
(j)
µσ
F
(j)
µµ
or
ρ(j)F
(j)
ρµ F¯
(j)
σµ
F¯
(j)
µµ
(2.36)
A possible solution is given by
Aσj =
|ρ(j)|√
ρ(j)F
(j)
µµ
F (j)µσ ω, |ω|2 = 1 (2.37)
The concrete form of [Aσj ] is expressed as
[Aσj ] =

 |sθcθ/meµ|√
sθcθ
meµ
(−m1+mee)
(
−imeµ
i(−m1 +mee)
)
, |sθcθ/meµ|√
sθcθ
meµ
(m2−mee)
(
−imeµ
i(−m2 +mee)
) 
ω (2.38)
=
meµ
|meµ|iω
( −|cθ| −|sθ|
|cθ| sθcθ −|sθ|
cθ
sθ
)
. (2.39)
For sθ, cθ, meµ > 0 and ω = i, we have
[Aσj ] =
(
cθ sθ
−sθ cθ
)
. (2.40)
From the construction, we see the propagator
Srij( 6 k) : = Fourier transform of < 0|T (ψri (x)ψ¯rj (y))|0 > (2.41)
=
∑
σ,ρ
BiσS
′
σρ( 6 k)B¯jρ, B := A−1
has an one-pole term in diagonal element; i.e.
[Srij( 6 k)] = [
∑
l
1
− 6 k + iml + ǫ(
∑
σ,ρ
Biσρ
(l)F (l)σρ ( 6 k)B¯jρ) + (contribution from continuous spectra)]
=
(
1
−6k+im1+ǫ
0
0 1
−6k+im2+ǫ
)
+ (contribution from continuous spectra). (2.42)
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When we write Aσj as z
1
2
σj , i.e.
[z
1
2
σj ] := [Aσj ], (2.43)
we can express S ′σρ( 6 k) as
S ′σρ( 6 k) =
∑
j
z
1
2
σj z¯
1
2
ρj
− 6 k + imj + ǫ +
∫
d(κ2)
λσρ(κ, 6 k)
k2 + κ2 − iǫ . (2.44)
Note that the diagonalization procedure of the propagator S ′σρ described above is somewhat
different from that adopted by Kaneko et al. [9]. The authors of ref. [9] considered the intermediate
step by introducing a set of fields {φj(x), φ˜j(x)} as defined by
ψσ(x) =
∑
j
Aσjφj(x),
ψ¯σ(x) =
∑
j
Aσj φ˜j(x), (2.45)
and examined the pole-part diagonalization of
S˜ij( 6 k) := Fourier transform of < 0|T (φi(x)φ˜j(y))|0 > (2.46)
We have shown that such an intermediate procedure is not always necessary in order to obtain (2.42)
and (2.44).
III. CASE OF THREE FLAVORS
We examine the diagonalization of the flavor neutrino propagator in the three-flavor case along
the same line of thought as given in the preceding section.
A. 3-flavor mixing mass-matrix
The relevant Lagrangian density with mutual transitions among three-flavor neutrinos, e,µ and
τ , is written after taking account of the spontaneous symmetry breaking in the Higgs sector as
L(x) = −
(
ν¯eL(x) ν¯µL(x) ν¯τL(x)
)
( 6 ∂ +M ′)


ν ′eR(x)
ν ′µR(x)
ν ′τR(x)


−
(
ν¯ ′eR(x) ν¯
′
µR(x) ν¯
′
τR(x)
)
( 6 ∂ +M ′†)


νeL(x)
νµL(x)
ντL(x)

+ L′int(x) (3.1)
where M ′ = [m′σρ]. (L′int is assumed to include no bilinear terms and no derivative of the neutrino
field.) We perform unitary transformations
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

νeL(x)
νµL(x)
ντL(x)

 = VL


ν1L(x)
ν2L(x)
ν3L(x)

 ,


νeR(x)
νµR(x)
ντR(x)

 = VR


ν1R(x)
ν2R(x)
ν3R(x)

 , (3.2)
so that the mass matrix is diagonalized;
V †LM
′VR =

 µ1 00 µ2 0
0 0 µ3

 with real µj’s. (3.3)
We can arbitrarily use the right-handed neutrino field ν ′ρR given by ν
′
ρR(x) =
∑
σWρσνσR(x), W
†W =
I. While, the mass matrix M ′(assumed to be detM ′ 6= 0) is uniquely expressed as
M ′ = M · U, UU † = I, M = [mρσ], (3.4)
where M is hermitian as well as positive definite. (The last means all eigenvalue are positive.) Using
the matrix V which diagonalizes M as
V †MV =


m1 0 0
0 m2 0
0 0 m3

 , mj > 0, V V † = I, (3.5)
we choose W to be
W = U †; (3.6)
then, by defining νjL andνjR as
νσL/R(x) :=
∑
j
VσjνjL/R(x), V = [Vσj ], (3.7)
the Lagrangian density(3.1) is expressed as
L(x) = −
(
ν¯eL(x) ν¯µL(x) ν¯τL(x)
)
( 6 ∂ +M)

 νeR(x)νµR(x)
ντR(x)

− h.c. + Lint(x)
= −
(
ν¯e(x) ν¯µ(x) ν¯τ (x)
)
( 6 ∂ +M)


νe(x)
νµ(x)
ντ (x)

+ Lint(x); (3.8)
the first term in the last line has the diagonal form, −∑3j=1 ν¯j(x)( 6 ∂ +mj)νj(x).
Similarly to (2.22), we write the Hamiltonian density as
H(x) = H0(x)−Lint(x),
H0(x) = −
(
ν¯e(x) ν¯µ(x) ν¯τ (x)
)
(~γ~∇+M0)


νe(x)
νµ(x)
ντ (x)

+Hint(x), (3.9)
Hint(x) = −
(
ν¯e(x) ν¯µ(x) ν¯τ (x)
) ∆ee meµ meτmµe ∆µµ mµτ
mτe mτµ ∆ττ



 νe(x)νµ(x)
ντ (x)

 , (3.10)
M0 =


m0ee 0 0
0 m0µµ 0
0 0 m0ττ

 , ∆ρρ = mρρ −m0ρρ. (3.11)
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We give useful relations as follows.
mρσ =
3∑
j=1
vρj v¯σjmj , ρ, σ = (e, µ, τ), (3.12)
V † = V −1 =
1
detV
[uT ] with uσj = cofactor of vσj , (3.13)
(detV )
∑
j
vρj v¯σj = (detV )δρσ =
∑
j
vρjuσj , (3.14)
(detV )
∑
ρ
v¯ρjvρk = (detV )δjk =
∑
ρ
uρjvρk, (3.15)
∑
j
mj =
∑
ρ
mρρ, (3.16)
Πjmj = detM. (3.17)
B. Pole structure of Fourier transform of the neutrino propagator
We consider the Fourier transform of the neutrino propagator
S ′σρ( 6 k) = Fourier trans. of < 0|T (νσ(x)ν¯ρ(y))|0 >, (3.18)
where νσ(x) and ν¯ρ(y) are the unrenormalized Heisenberg operator appearing in the Hamiltonian
(3.9) with the interaction part Hint(x)− Lint(x).
In the same way as described in the subsection B of Sec.II, S ′σρ( 6 k) satisfies
S ′σρ( 6 k) = δσρSρ( 6 k) +
∑
λ
S ′σλ( 6 k)Πλρ( 6 k)Sρ( 6 k), σ, ρ = e, µ, τ, (3.19)
with Sρ( 6 k) = (− 6 k + im0ρρ + ǫ)−1, and is expressed as
S ′σρ( 6 k) = [f( 6 k)−1]σρ with fσρ( 6 k) = δσρSρ( 6 k)−1 −Πσρ( 6 k). (3.20)
Assuming the proper self-energy part Πσρ to be approximated as
Πσρ ≃ Π0σρ := −i(M −M0)σρ, (3.21)
we have
[fσρ( 6 k)] = [δσρ(− 6 k + im0ρρ) + i(M −M0)σρ]
=


− 6 k + imee imeµ imeτ
imµe − 6 k + imµµ imµτ
imτe imτµ − 6 k + imττ

 (3.22)
The physical one-particle masses are determined as three-poles obtained from
det[fσρ( 6 k)] = 0. (3.23)
From the form of (3.22), we see that the arbitrariness in separating Hint(x) from the ”free” part in
(3.10), i.e. the arbitrariness in defining Sρ( 6 k), disappears in the physical one-particle masses under
the approximation (3.21). These one-particle masses determined from (3.23) with fσρ( 6 k) given by
(3.22) coincide with the eigenvalues {mj , j = 1, 2, 3} of the mass matrix M = [mρσ].
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C. Diagonalization of pole part in the propagator
We follow the same procedure of the diagonalization as described in the subsection C of Sec.II.
Writing the cofactor of fσρ( 6 k) as Fσρ( 6 k), we write S ′σρ( 6 k) in the same form as (2.26); then, we
obtain
det[fσρ]| 6k=imj = 0 = [
∑
λ
f
(j)
σλF
(j)
ρλ ] = [F
(j)
λσ f
(j)
λρ ]. (3.24)
The explicit form of ρ(j) defined in the same way as (2.28) is written as
(ρ(j))−1 = −(mee −mj)(mµµ −mj)− (mµµ −mj)(mττ −mj)− (mττ −mj)(mee −mj)
+meµmµe +mµτmτµ +meτmτe. (3.25)
By employing (3.12) and (3.13), we obtain after some calculations
(ρ(1))−1 = −(m1 −m2)(m1 −m3),
(ρ(2))−1 = −(m2 −m1)(m2 −m3), (3.26)
(ρ(3))−1 = −(m3 −m1)(m3 −m2).
As to F (j)ρτ ’s, expressed from the definition as
F (j)eτ = −mµemτµ +mτe(mµµ −mj),
F (j)µτ = −meµmτe +mτµ(mee −mj), (3.27)
F (j)ττ = mµemeµ − (mee −mj)(mµµ −mj),
some calculations lead to
F (j)ρτ =
v¯ρjvτj
ρ(j)
, ρ = e, µ, τ, j = 1, 2, 3; (3.28)
thus, we obtain
ρ(j)
F
(j)
ττ
=
(ρ(j))2
|vτj|2 . (3.29)
Next we define a set of new fields ψrj (x) and ψ¯
r
j (x), j = 1, 2, 3, in the same way as (2.31). The
condition for determining the matrix A is
ρ(j)(F (j))T = AE(j)A† (3.30)
with
E(1) =

 1 0 00 0 0
0 0 0

 , E(2) =

 0 0 00 1 0
0 0 0

 , E(3) =

 0 0 00 0 0
0 0 1

 .
The above equation leads to
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A¯ρjAσj = ρ
(j)F (j)ρσ =
A¯ρjAτjA¯τjAσj
A¯τjAτj
=
ρ(j)F¯ (j)τρ F
(j)
τσ
F
(j)
ττ
; (3.31)
therefore, noting (3.29) we are allowed to take
Aσj =
√√√√ ρ(j)
F
(j)
ττ
F (j)τσ ω =
ω|ρ(j)|
|vτj| F
(j)
τσ , |ω|2 = 1. (3.32)
Employing the concrete forms (3.28) of F (j)τσ = F¯
(j)
στ , we obtain
 Ae1Aµ1
Aτ1

 = ω|ρ(1)|v¯τ1
ρ(1)|vτ1|

 ve1vµ1
vτ1

 = ǫ1

 ve1vµ1
vτ1

 , (3.33)


Ae2
Aµ2
Aτ2

 = ω|ρ(2)|v¯τ2
ρ(2)|vτ2|


ve2
vµ2
vτ2

 = ǫ2


ve2
vµ2
vτ2

 , (3.34)


Ae3
Aµ3
Aτ3

 = ω|ρ(3)|v¯τ3
ρ(3)|vτ3|


ve3
vµ3
vτ3

 = ǫ3


ve3
vµ3
vτ3

 , (3.35)
where
ǫj :=
ω|ρ(j)|v¯τj
ρ(j)|vτj| . (3.36)
By choosing the order as m3 > m2 > m1, we have
ρ(1) < 0, ρ(2) > 0, ρ(3) < 0; (3.37)
then,
ǫj = (−1)jωvτj|v¯τj | . (3.38)
Thus the form of the matrix A satisfies the unitary condition, i.e.
AA† = A†A = I, (3.39)
and is essentially the same as V which diagonalizes the mass matrix M ;
A = [Aρj ] = V ·E with E =

 ǫ1 0 00 ǫ2 0
0 0 ǫ3

 , (3.40)
A†MA =


m1 0 0
0 m2 0
0 0 m3

 . (3.41)
Srij( 6 k), the Fourier transform of < 0|T (ψri (x)ψ¯rj (y))|0 >, is now written as
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[Srij( 6 k)] = A†S ′( 6 k)A
= [
∑
l
1
− 6 k + im1 + ǫ(
∑
σρ
A¯σiρ
(l)F (l)σρAρj)] + (contribution from continuous spectra)
=


1
−6k+im1+ǫ
0 0
0 1
−6k+im2+ǫ
0
0 0 1
−6k+im3+ǫ

+ (contribution from continuous spectra), (3.42)
and as to S ′σρ( 6 k) we obtain the same fom as given by (2.44).
IV. COMMENTS ON THE CHOICE (1.4)
We examine the problem whether or not there is any compelling reason for choosing (1.4), which
is expressed in a convenient form for the following consideration as
(
α˜σ(kr; t)
β˜†σ(−kr; t)
)
= G−1(θ; t)
(
αj(kr; t)
β†j (−kr; t)
)
G(θ; t), (σ, j) = (e, 1), (µ, 2); (4.1)
here β˜j(−k, r; t) = β˜j(q, r; t) with ~q = −~k and q0 =
√
~k2 +m2j = ωj(here we use the notations (α˜σ, β˜σ)
instead of (αBVσ , β
BV
σ ) in (1.4)). As noted in Sec.II, when neglecting Lint(x) in the Lagrangian (2.1),
the diagonalization of the one-pole term in the propagator corresponds to the diagonalization of the
mass-term in (2.1) through
(
νe(x)
νµ(x)
)
= G−1(θ; t)
(
ν1(x)
ν2(x)
)
G(θ; t)) =
(
cθ sθ
−sθ cθ
)(
ν1(x)
ν2(x)
)
, (4.2)
and νj(x) is expanded as
νj(x) =
1√
V
∑
~kr
ei
~k~x{uj(k, r)αj(k, r; t) + vj(−k, r)β†j (−k, r; t)} (4.3)
with (
αj(kr; t)
βj(kr; t)
)
=
(
αj(kr; 0)
βj(kr; 0)
)
e−iωjt, ωj = (~k
2 +m2j )
1
2 (4.4)
If (4.1) is allowed to think to define the creation and annihilation operators for definte flavor states,
(4.2) and (4.3) lead to the expansion
νσ(x) =
1√
V
∑
~kr
ei
~k~x{uj(k, r)α˜σ(k, r; t) + vj(−k, r)β˜†σ(−k, r; t)}. (4.5)
The definition of (4.1), employed in refs. [4] and [11], is certainly the simplest one which is consistent
with (4.2); then, (4.1) is expressed in terms of the ν-fields as
(
α˜σ(kr; t)
β˜†σ(−kr; t)
)
=
1√
V
∫
d3xe−i
~k~x
(
u†j(kr)
v†j(−kr)
)
G−1(θ; t)νj(x)G(θ; t). (4.6)
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We cannot exclude, however, other ways; really, we can define generally(
ασ(kr; t)
β†σ(−kr; t)
)
=
1√
V
∫
d3xe−i
~k~x
(
u†σ(kr)
v†σ(−kr)
)
G−1(θ; t)νj(x)G(θ; t)
= G−1(θ; t)
(
ρσj(k)αj(k, r; t) + iλσj(k)β
†
j (−k, r; t)
iλσj(k)αj(k, r; t) + ρσj(k)β
†
j (−k, r; t)
)
G(θ; t) (4.7)
for an arbitrary mσ; (4.2) leads to the expansion
νσ(x) =
1√
V
∑
~kr
ei
~k~x{uσ(k, r)ασ(k, r; t) + vσ(−k, r)β†σ(−k, r; t)}. (4.8)
(See Appendix A as to the definitions of ρσj and λσj .) (4.7) leads to the transformation (1.9).
For the purpose of finding any logical basis of the choice (4.1), we reexamine the consideration in
ref. [4]. We introduce the mass and the flavor vacua |0 >m and |0(θ, t) > as{
αj(kr; t)
βj(−kr; t)
}
|0 >m= 0,
{
ασ(kr; t)
βσ(−kr; t)
}
|0(θ; t) >= 0 (4.9)
for ∀~k, r, j and σ. It should be remembered that the authors of ref. [4] choose the special vacuum as
|0(θ, t) >, given(at finite volume V ) by
|0(θ; t) >= G−1(θ; t)|0 >m, m < 0|0 >m= 1. (4.10)
The reasoning why the relation (4.10) is adoted in ref. [4] is as follows. For ∀|a >m and |b >m∈ Hm,
which is the Fock space constructed in terms of the νj-fields, we have
m < a|G(θ; t)νσ(x)G−1(θ; t)|b >m=m< a|νj(x)|b >m; (4.11)
G−1(θ; t)|b >m should belong to the flavor Fock space Hf constructed in terms of the νσ-fields and
gives the mapping of Hm to Hf ; especially we obtain (4.10).
Then, by operating ασ(k, r; t) to |0(θ; t) >, we obtain from (4.7) and (4.10) the constraint
λσj(k) = 0, i.e. ρσj(k) = 1 for
∀k and (σ, j) = (e, 1), (µ, 2), (4.12)
which leads us to take me = m1 and mµ = m2. Also, by operating β
†
σ(−k, r; t) to |0(θ; t) >, the same
constraint as (4.12) is obtained from the norms of
β†σ(−k, r; t)|0(θ; t) >= G−1(θ; t)ρσj(k)β†j (−k, r; t)|0 >m . (4.13)
In this way, the simplest choice (4.1) is derived.
It seems necessary, however, for us to reconsider the content of deriving (4.12). The general
relation (4.7) is rewritten as
(
ασ(kr; t)
β†σ(−kr; t)
)
=
(
ρσj(k) iλσj(k)
iλσj(k) ρσj(k)
)(
α˜σ(kr; t)
β˜†σ(−kr; t)
)
= I−1(t)
(
α˜σ(kr; t)
β˜†σ(−kr; t)
)
I(t) (4.14)
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where
I(t) =
∏
~k,r
exp{i∑
(σ,j)
ξσ,j(k)(α˜
†
σ(k, r; t)β˜
†
σ(−k, r; t) + β˜σ(−k, r; t)α˜σ(k, r; t))} (4.15)
with cosξσ,j(k) = ρσj(k) = cos
χσ−χj
2
. In (4.15), the summation
∑
(σ,j) means to take the sum over the
two sets, (e, 1) and (µ, 2). Thus one can construct Hilbert spaces Hm and Hf by operationg possible
polynomials of {α†j ’s, β†j ’s, j = 1, 2} and {α†σ’s, β†σ’s, σ = e, µ}, respectively, on the vacuum
states |0 >m and |0(θ; t) >, where these state are defined by
αj(k, r; t)|0 >m = βj(k, r; t)|0 >m= 0 for ∀j,~k, r, (4.16)
ασ(k, r; t)|0(θ; t) > = βσ(k, r; t)|0(θ; t) >= 0 for ∀σ,~k, r. (4.17)
Since (4.14) is expressed as
(
ασ(kr; t)
β†σ(kr; t)
)
= (G(θ; t)I(t))−1
(
αj(kr; t)
β†j (kr; t)
)
(G(θ; t)I(t)). (4.18)
We see, after repeating the same argument as in ref. [4] explained above, that the relation between
the vacuum states is given (at finite volume) by
|0(θ; t) >= (G(θ; t)I(t))−1|0 >m; (4.19)
thus one cannot obtain any constraint on mσ’s. Therefore, the choice (4.1) has no compelling
theoretical reason other than ”convenience” and ”simplicity” and there is no physical basis for fixing
the mσ values.
V. SUMMARY AND FINAL REMARKS
We have first examined the diagonalizaion of the flavor-neutrino propagator matrix by follow-
ing the procedure proposed by Kaneko et.al. [9] (but without employing any intermediate fields
{φj, φ˜j, j = 1, 2, 3}). We have concretely shown that, in so far as the matrix of the proper self-energy
part Πρσ( 6 k) for the flavor-neutrino fields is allowed to be approximated by neglecting Lint in (3.8),
a set of the renormalized fields {ψrj (x), ψ¯rj (x)} can be defined as
ψσ(x) =
3∑
j=1
z
1
2
σjψ
r
j (x), ψ¯σ(x) =
3∑
j=1
z¯
1
2
σj ψ¯
r
j (x), σ = e, µ, τ (5.1)
with z
1
2
†
z
1
2 = I, so that the Fourier transform of < 0|T (ψri (x)ψ¯rj (y))|0 >, i.e. Srij( 6 k), has a single
one-pole term, and
S ′σρ( 6 k) = F.T. of < 0|T (ψσ(x)ψ¯ρ(y))|0 >
=
3∑
j=1
z
1
2
σj z¯
1
2
ρj
− 6 k + imj + ǫ +
∫
d(κ2)
λσρ(κ, 6 k)
k2 + κ2 − iǫ . (5.2)
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The matrix [z
1
2 ], which may be called the generalized z-factor, has been shown to be essentially the
same as that diagonalizing the mass matrix M in the starting Lagrangian (3.8).
Under the adopted approximation for Πσρ, the content summarized above seems consistent and,
in some sense self-evident. We cannot go, however, beyond this approximation due to ignorance of
the Higgs neutrino interaction included in Lint(x).
Under the same approximation we have reexamined in Sec.IV the problem proposed by Blasone
et al. [4]. The essential problem in the field theory of the neutrino mixing is to settle how to define
appropriate creation and annihilation operators of the flavor(or weak [8]) states. We have shown
that, by taking account of the general relation (4.18) as well as the relation between the two vacuum
states, (4.19), there is neither theoretical reason for choosing me = m1 and mµ = m2 adopted in ref.
[4] nor physical basis for fixing any special mσ values. In this sense we cannot construct generally the
flavor Fock space, except for the extremely relativistic case; this is in accordance with the assertion
in ref. [8], though our reasoning is based on a different context.
In so far as we consider the transition or survival amplitudes by treating such a quantity as
Aρσ(k, r; t) =m< 0|αρ(k, r; t)α†ρ(k, r; 0)|0 >m (5.3)
we have to fix the mass parametersmρ’s in order to settle the relations of αρ’s to the fields νρ(x)’s. But
we saw in Sec.IV that there is no theoretical reason to specify the mass parameters. Instead, under
the approximation of neglecting Lint in the Lagrangian (3.8), the propagator, S ′σρ(k) = F.T. of <
0|T (νσ(x)ν¯ρ(y))|0 >, has been shown to have a structure which is independent of the mass parameter
mρ’s, that is, independent of the choice of the perturbative vacuum corresponding to the ’free’
Hamiltonians, specified by the mass parameters m0ρρ’s as in (2.22) and (3.9). Thus, it is favorable for
us to treat the neutrino oscillation problem by relying solely on the neutrino propagator. Related
investigations have been done in ref. [12], and the work developed by Grimus and Stockinger [13]
seems to be important from our viewpoint.
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APPENDIX A:
Explicit forms of the plane-wave eigenfunctions u(kr) and v(kr), satisfying
(i 6 k +m)u(kr) = 0, (−i 6 k +m)v(kr) = 0 (A1)
are given, in the Kramers representation of γ-matrices (i.e. ~γ = −ρy ⊗ ~σ, γ4 = ρx ⊗ I, γ5 = −ρz ⊗ I)
[7], by
16
u(k ↑) =


cα
cβ
sα
sβ

 , u(k ↓) =


−sβ∗
sα∗
−cβ∗
cα∗

 , (A2)
v(k ↑) =


sβ∗
−sα∗
−cβ∗
cα∗

 , v(k ↓) =


cα
cβ
−sα
−sβ

 . (A3)
Here, c = cos(χ
2
), s = sin(χ
2
), cotχ = |
~k|
m
, kz = kcosϑ, kx + iky = ksinϑ · eiφ, α = cos(ϑ2 ) · e−iφ/2, β =
sin(ϑ
2
) · eiφ/2. u(kr) and v(kr) are the eigenfunctions of the helicity ~s · ~k/|~k|, ~s = (I × ~σ)/2;
1
k
(~s · ~k)u(k ↑) = 1
2
u(k ↑), 1
k
(~s · ~k)u(k ↓) = −1
2
u(k ↓),
1
k
(~s · −~k)v(k ↑) = 1
2
v(k ↑), 1
k
(~s · −~k)v(k ↓) = −1
2
u(k ↓). (A4)
The solutions of (A1) with the mass mj are written as uj(kr) and vj(kr). We obtain
u∗1(kr)u2(ks) = v
∗
1(−kr)v2(−ks) = ρ12(k),
u∗1(kr)v2(−ks) = v∗1(−kr)u2(ks) = iλ12(k), (A5)
where vj(−kr) := v(pr) with ~p = −~k, p0 = k0j =
√
~k2 +m2j ; ρ12 = cos
χ1−χ2
2
, λ12 = sin
χ1−χ2
2
with
cotχj =
|~k|
mj
. We have
∑
r
{ubj(kr) · udj (kr)∗ + vbj(−kr) · vdj (−kr)∗} = δbd. (A6)
The explicit form of G(θ, k) appearing in (1.9) is given by
G(θ, k) =
(
P (θ, k) iΛ(θ, k)
iΛ(θ, k) P (θ, k)
)
(A7)
with
P (θ, k) =
(
cθρe1(k) sθρe2(k)
−sθρµ1(k) cθρµ2(k)
)
, Λ(θ, k) =
(
cθλe1(k) sθλe2(k)
−sθλµ1(k) cθλµ2(k)
)
. (A8)
G(θ, k) is confirmed to be unitary;
G(θ, k)G(θ, k)† = G(θ, k)†G(θ, k) = I. (A9)
APPENDIX B:
Here we will give a remark on ref. [8] as follows. We define
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w(k ↑) :=
[
α
β
]
, w(k ↓) :=
[ −β∗
α∗
]
with α and β used in App.A, (B1)
which satisfy
w(k ↑)†w(k ↓) = 0, ~σ
~k
k
w(kr) = w(kr)
{
1
−1
}
for
{
r =↑
r =↓
}
. (B2)
uj(kr) and vj(−kr) given by (A2) and (A3) are expressed as
u(k ↑) =
[
κ+
κ−
]
⊗ w(k ↑), u(k ↓) =
[
κ−
κ+
]
⊗ w(k ↓),
v(−k ↑) = i
[ −κ−
κ+
]
⊗ w(k ↑), v(−k ↓) = i
[
κ+
−κ−
]
⊗ w(k ↓), (B3)
where κ± :=
√
(E ± k)/(2E) = { c
s
}, E = √k2 +m2. By using the unitary matrix U = (Uσj)
connecting the two kinds of neutrino fields, we obtain
νσ(x) =
1√
V
∑
~k
∑
j
(
Uσjαj(k ↑; t)
[
κj+
κj−
]
⊗ w(k ↑) + Uσjαj(k ↓; t)
[
κj−
κj+
]
⊗ w(k ↓)
+iUσjβ
†
j (−k ↑; t)
[ −κj−
κj+
]
⊗ w(k ↑) + iUσjβ†j (−k ↓; t)
[
κj+
−κj−
]
⊗ w(k ↓)
)
ei
~k~x. (B4)
By defining
Aσ±(kr; t) :=
∑
j
Uσjαj(kr; t)κj±,
B†σ±(−kr; t) :=
∑
j
Uσjβ
†
j (−kr; t)κj±(±i), (B5)
(B4) is rewritten as
νσ(x) =
1√
V
∑
~k
([
Aσ+(k ↑; t)
Aσ−(k ↑; t)
]
⊗ w(k ↑) +
[
Aσ−(k ↓; t)
Aσ+(k ↓; t)
]
⊗ w(k ↓)
+
[
B†σ−(−k ↑; t)
B†σ+(−k ↑; t)
]
⊗ w(k ↑) +
[
B†σ+(−k ↓; t)
B†σ−(−k ↓; t)
]
⊗ w(k ↓)
)
ei
~k~x. (B6)
Under the conditions among {αj , β†j} and their Hermitian conjugates
{αj(kr; t), α†l (k′s; t)} = {βj(kr; t), β†l (k′s; t)} = δjlδrsδ(~k − ~k′),
others = 0, (B7)
we obtain
18
{Aσ±(kr; t), A†ρ±(k′s; t)} = {Bσ±(kr; t), B†ρ±(k′s; t)} =
∑
j
UσjU
∗
ρj
Ej ± k
2Ej
δrsδ(~k,~k
′),
{Aσ±(kr; t), A†ρ∓(k′s; t)} = {Bσ±(kr; t), B†ρ∓(k′s; t)} =
∑
j
UσjU
∗
ρj
mj
2Ej
δrsδ(~k,~k
′),
others = 0. (B8)
In the extremely relativistic limit, we have
{Aσ+(kr; t), A†ρ+(k′s; t)} −→ δrsδ(~k,~k′),
{Bσ+(kr; t), B†ρ+(k′s; t)} −→ δrsδ(~k,~k′), (B9)
others −→ 0;
the high momentum part in r.h.s. of (B6)
∼ 1√
V
∑
~k
([
Aσ+(k ↑; t)w(k ↑)
Aσ+(k ↓; t)w(k ↓)
]
+
[
B†σ+(−k ↓; t)w(k ↓)
B†σ+(−k ↑; t)w(k ↑)
])
ei
~k~x (B10)
with
Aσ+(kr; t) =
∑
j
Uαjαj(kr; t), B
†
σ+(−kr; t) =
∑
j
Uαjβ
†
j (−kr; t). (B11)
According to the assertion in ref. [8], one may construct an approximate Fock space of weak states
in terms of {A†σ+(kr; t), B†σ+(−kr; t)} give by (B11) only in the case of extremely relativistic neutri-
nos. This assertion is in some sense self-evident, since masses of neutrinos become irrelevant in the
extremely relativistic neutrinos.
It is more natural, however, to define, instead of (B11), a set of independent operators
A˜σ(kr; t) :=
∑
j
Uσj
[
αj(kr; t)κj+ − iβ†j (−kr; t)κj−
]
B˜†σ(−kr; t) :=
∑
j
Uσj
[
−iαj(kr; t)κj− + β†j (−kr; t)κj+
]
(B12)
so that the independent number of {A˜σ, B˜†σ} are equal to that of {αj , β†j}. We obtain
{A˜σ(kr; t), A˜†ρ(k′s; t)} = δrsδ(~k,~k′) = {B˜σ(−kr; t), B˜†ρ(k′s; t)},
others = 0. (B13)
In ref. [8], a set of operators, the number of which is twice times larger than the independent number,
are introduced (similar to (B5) in the case of Dirac neutrinos). Instead of doing so, we have defined
a set of necessary and sufficient number of independent operators (B12) as a kind of Bogolyubov
transformation, and obtained the canonical commutation relations (B13), irrespective of the value
of |~k|.
From (B4) we obtain
νσ(x) =
1√
V
∑
~k
[(
A˜σ(k ↑; t)
[
1
0
]
+ iB˜†σ(−k ↑; t)
[
0
1
])
⊗ w(k ↑)
+
(
A˜σ(k ↓; t)
[
0
1
]
+ iB˜†σ(−k ↓; t)
[
1
0
])
⊗ w(k ↓)
]
ei
~k~x. (B14)
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The important feature of this expansion is that the operators {A˜σ, B˜†σ} depend explicitly on mj ’s as
well as |~k|, but not on mσ’s explicitly. In the case of 2-flavors(i.e. σ = e and µ), we have


A˜e(kr; t)
A˜µ(kr; t)
B˜†e(−kr; t)
B˜†µ(−kr; t)

 = G˜(θ, k)


α1(kr; t)
α2(kr; t)
β†1(−kr; t)
β†2(−kr; t)

 (B15)
with
G˜(θ, k) =


cθc1 sθc2 −icθs1 −isθs2
−sθc1 cθc2 isθs1 −icθs2
−icθs1 −isθs2 cθc1 sθc2
isθs1 −icθs2 −sθc1 cθc2

 , cj = κj+, sj = κj−. (B16)
(B16) is seen to be equal to G(θ, k), (A7), in which the mass parameters me and mµ employed in the
plane-wave expansion of the flavor neutrino fields νσ’s are set equal to zeros. Because, as seen from
(B3), we have e.g. u(k ↑) for the zero mass is
u(k ↑) =
(
1
0
)
⊗ w(k ↑). (B17)
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