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The paper describes a bound on the optimal value of a Markov Decision Process 
using the iterates of the value iteration algorithm. Previous bounds have depended 
upon the values of the last two iterations, but here we consider a bound which 
depends on the last three iterates. We show that in a maximisation problem, this 
leads to a better lower bound on the optimal value. 
1. INTRODUCTION 
Since McQueen’s initial paper [2], there has been considerable work on 
the bounds of the optimal value of a Markov Decision Process which can be 
obtained from the various algorithms. White [4] and Porteus [3] have 
reviewed this progress and described how the bounds are used to eliminate 
non-optimal action. All the bounds so far depend only on the last two 
iterates of the algorithm. The purpose of this note is to show that if we 
increase the data stored to include the last three iterates, we can improve 
these bounds. 
Consider a Markov Decision Process which has a finite state space i = 
1, 2,..., N, and finite action sets Ki. Choosing action k when in state i gives 
an immediate reward of rf, and a probability pz of moving to state j. 
Rewards are discounted each period by a factor /I, and v(i) is the optimal 
infinite horizon discounted reward, starting in state i. The iterates u,(i) of 
value iteration converge to u(i), where 
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2. SECOND-ORDER BOUND 
LEMMA. Let V(Z) = mini,,(iG,{Z(i)], then if U,+I(.), V,(a), U,,-1(+) are 
the iterates of the n + 1 th, nth and n - 1 th steps of value iteration,“for any w, 
O<w< 1,’ 
un+,(i) + (1 - w)-‘(wv,+l(i) - WV,(i) 
+ V/l -P> V(v,+, - (1 + w) 0, + WV,- ,I> < v(i) 
< un+l(i)- (1 - w)pl(u,+l(i)--v,(i) 
+ V/l -P)V(wv,+, - (1 + w>u,+u,-1))’ (2) 
Proof From (1) it follows that 
u,+&) - v,+ I(i> B c pky+Tun+ I(j) - u,(j)) (3) 
j=l 
and 
v,, I(i) - u,(i) <B c p~~+l’i’(v,(j) - v,-,(j)). (4) 
j= I 
Subtracting w times (4) from (3) gives 
u,+di) - (1 + wh+di) + WV,(i) 
>/pv(vn+ I -(1+w)v,+wu,-,). (5) 
Repeated applications of (5) give 
U n+;+r(i) - (1 + 4 v,+,+,(i) + wvn+t(i> 
>P*+‘v(v,+, - (1 + w) u, + WV,-,). (6) 
Summing (6) from t = 0 to m and letting m -+ 03 gives 
(1 - w) u(i) > v,+,(i) - WV,(i) 
+P/(1-P)V(v,+,-(l+w)~,+w~,-,) (7) 
For 0 < w < 1, (7) gives the lower bound of (2) and for w > 1 with r = l/w 
we get the upper bound of (2). Note that we can use different values of w for 
the different states i in (2). 
Substituting w = 0 in (2) gives the McQueen-Porteus bound at n + lth 
stage as a lower bound, and the McQueen-Porteus bound at nth stage as an 
upper bound. Hence the best choice of w will always give a lower bound as 
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good as the McQueen-Porteus upper bound at the n + lth iteration. Since 
the bounds, as functions of W, are piecewise of the form ai + 6,/l - W, it 
follows that the best bounds occur at values of w where the minimum of 
V n+l-(l+w)V”+wvn-I is attained at more than one state, i.e., the 
vertices of the lower envelope. These are easy to calculate. 
3. EXAMPLE 
Using Howard’s famous taxicab example [ 1, p. 45 1, with the correct value 
iteration for /I = 0.9 (those on p. 90 are incorrect) we get the following 
results, where v(1) = 22.198, v(2) = 12.307. 
Iterate State 
M-P 
lower 
bound 
Opt 
2nd order 
lower 
bound opt M’ 
M-P 
upper 
bound 
Opt 
2nd order 
upper 
bound opt II 
2 1 16.51 21.80 0.09 23.8 60 0 
2 6.48 11.19 0.09 13.99 51 0 
3 1 21.686 22.198 0.09 22.342 23.8 0 
2 11.803 12.307 0.09 12.459 13.99 0 
4 1 22.152 22.198 0.09 22.211 22.342 0 
2 12.263 12.307 0.09 12.321 12.459 0 
Thus at the third iteration the optimal second order lower bound gives the 
exact value. It is apparant from the table that the McQueen-Porteus upper 
bound is far superior to the second-order one. 
However, the second order lower bound appears to be much better than 
the McQueen-Porteus lower bound. (Vice versa for minimisation problems). 
Some computational work has been done on randomly generated 100 
state, average of 5 action per state problems and 10 state, average of 250 
actions per state problems, to compare using a second order lower bound 
and McQueen-Porteus upper bound with using the ordinary 
McQueen-Porteus bounds. It was most economical to calculate only W, , 
which is the lowest value of w for which the minimum of v,,+ , - (1 + W) u, + 
WV n-l is attained at more than one state. For example, if A(i) = v,+ ,(i) - 
v,(i), B(i) = v,(i) - v,- i(i) and A(&) = min, A(i), let 
w, = min 
i I 
w: w > 0, ~3 = A(io) -A(i) 
I B(i,) -B(i) ’ 
If A(i,) -pB(i,) > 0, the second order bound with w = w, is better than the 
McQueen-Porteus one, otherwise we take w = 0. Using this method, and 
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stopping value iteration when the upper and lower bounds were within a 
prescribed E of one another, we found that the second order lower bound 
resulted in value iteration having to do up to 20 % less iterates than with the 
McQueen-Porteus bound, with a similar percentage saving in time. In over 
half the cases, however, the second order lower bound stopped value iteration 
at the same iterate as the McQueen-Porteus bound (the second order bound 
can never stop value iteration after McQueen-Porteus), but even in these 
cases the extra computational time involved in calculating the second order 
bound was always less than 1 % of the total time. 
ACKNOWLEDGMENTS 
I am grateful to Mr. Adrian Lavercombe for carrying out the computation comparisons and 
to the Social Science Research Council for their financial assistance. 
REFERENCES 
1. R. HOWARD, “Dynamic Programming and Markov Processes,” Wiley, New York, 1960. 
2. J. MCQLJEEN, A Modified dynamic programming method for Markovian decision problem. 
J. Math. Anal. Appl. 14 (1966), 38-43. 
3. E. PORTEUS. Overview of iterative methods for discounted finite Markov and semi-Markov 
decision chains, in “Recent Developments in Markov Decision Processes” (D. J. White, R. 
Hartley. and L. C. Thomas. Eds.), Academic Press, New York, 1980. 
4. D. J. WHITE, Elimination of non-optimal actions in Markov decision processes, in 
“Dynamic Programming and Its Applications” (M. L. Puterman, Ed.), Academic Press. 
New York, 1979. 
