We extend and generalize the best proximity results for Suzuki type α + -ψ-proximal single valued mappings given by Hussain et al.. Some novel best proximity results and coupled best proximity results are presented for Suzuki type α + -ψ-proximal multivalued mappings satisfying generalized conditions of existence. c 2016 All rights reserved.
Introduction and preliminaries
Some problems of fixed points of either single-valued or multivalued mappings involving α-admissible have become a hotspot research since Samet et al. [18] introduced the notion of α-admissible in 2012, for example, following Samet's definition, Latif et al. [11] defined the concept of (α, ψ)-Meir-Keeler self mappings. Redjel et al. [17] introduced a concept of (α, ψ)-Meir-Keeler-Khan mappings, also, the class of (α, ψ)-Meir-Keeler-Khan multivalued mappings has been defined recently [23] . Hussain et al. [7] introduced the concept of proximal α + -admissible.
Let (X, d) be a metric space and A, B ⊂ X, the following notations will be used in the sequel:
dist(A, B) = inf{d(x, y) : x ∈ A, y ∈ B}, D(x, B) = inf{d(x, y) : y ∈ B}, Hussian et al. [7] established an existence theorem for the best proximity points of Suzuki type α + ψ-proximal mappings with continuity assumption or regularity on the mappings. (ii) T is proximal α + -admissible;
(iii) there exist x 0 , x 1 ∈ A 0 such that d(x, T x) = dist(A, B) and α(x 0 , x 1 ) ≥ 0; (iv) T is continuous; or (v) A is α-regular, that is, if {x n } is a sequence in A such that α(x n , x n+1 ) ≥ 0 and x n → x ∈ A as n → ∞, then α(x n , x) ≥ 0 for all n ∈ N.
Then there exists x * ∈ A 0 such that d(x * , T x * ) = dist(A, B).
Coupled best proximity points and best proximity points for Suzuki type α + -ψ-proximal mappings
In the sequel, N denotes the set of all nonnegative integers, Bpp(T ) denotes the set of best proximity points of T , CBpp(T ) denotes the set of coupled best proximity points of T , and CL(X) denotes the family of nonempty closed subsets of X.
For any A, B ∈ CL(X), let the mapping H(·, ·) be the generalized Hausdorff distance with respect to d defined by
otherwise.
Before stating the results, we need to present some definitions.
Definition 2.1 ( [1, 14] ). An element x * ∈ A is said to be the best proximity point of a multivalued non-self mapping T :
Definition 2.2. Let (X, d) be a metric space and A, B ∈ CL(X). A multivalued mapping T : A → 2 B \{∅} is called proximal α + -admissible if there exists a mapping α : A × A → [−∞, +∞) such that for any
Definition 2.3. Let (X, d) be a metric space and A, B ∈ CL(X). A multivalued mapping T : A → CL(B) is called a one-variable Suzuki type α + -ψ-proximal multivalued mapping if there exist two functions ψ ∈ Ω and α : X × X → [−∞, +∞) such that for all x, y ∈ A,
where
,
Definition 2.4. Let (X, d) be a metric space and A, B ∈ CL(X). A mapping T :
Definition 2.5 ([14]
). Let (X, d) be a complete metric space and A, B ∈ CL(X). An element (x * , y * ) ∈ (A × A) is said to be the coupled best proximity point of a multivalued mapping T : A × A → CL(B) if D(x * , T (x * , y * )) = dist(A, B) and D(y * , T (y * , x * )) = dist(A, B).
Next, we introduce the class of Suzuki type α + -ψ-proximal multivalued mappings and then study the existence of coupled best proximity points for such mappings via the α + -admissibility. Definition 2.6. Let (X, d) be a metric space and A, B ∈ CL(X). A mapping T : A × A → CL(B) is called a two-variable Suzuki type α + -ψ-proximal multivalued mapping if there exist two functions ψ ∈ Ω and α : X × X → [−∞, +∞) such that for all x, y, x , y ∈ A,
and
Remark 2.7. It is worth noting in Definition 2.6 that if
holds, then from the symmetries of x and x , y and y , obviously,
is true. First, we state an existence theorem for the coupled best proximity points of two-variable Suzuki type α + -ψ-proximal multivalued mappings.
Theorem 2.9. Let (X, d) be a complete metric space and A, B ∈ CL(X) with A 0 = ∅, ψ ∈ Ω is strictly increasing and T : A × A → CL(X) is a two-variable Suzuki type α + -ψ-proximal multivalued mapping. Suppose that the following conditions hold:
for (x, y) ∈ A 0 × A 0 and (A, B) satisfies the weak P -property;
(ii) T is α + -proximal admissible;
Proof. By condition (iii), there exist elements (x 0 , y 0 ), (x 1 , y 1 ) ∈ (A 0 ×A 0 ) and
We consider the following four cases:
On the other hand, since v 1 / ∈ T (y 1 , x 1 ) and T (y 1 , x 1 ) ∈ CL(B), therefore
Case (c):
, as proved above, we can get that
which imply that (x 1 , y 1 ) is the coupled best proximity point. So we only consider the following case.
Since
Applying Lemma 2.8, we obtain that for
On the other hand, as
Since T is an α + -proximal admissible, u 2 ∈ T (x 1 , y 1 ), v 2 ∈ T (y 1 , x 1 ) and α(x 0 , x 1 ) ≥ 0, α(y 0 , y 1 ) ≥ 0, and using (2.3), we obtain α(x 1 , x 2 ) ≥ 0 and α(y 1 , y 2 ) ≥ 0, that is,
Because (A, B) satisfies the weak P -property and in combination with (2.3), (2.7), we have
From (2.4), (2.5), (2.6), and (2.9), we derive
Likewise, assume that u 2 / ∈ T (x 2 , y 2 ), v 2 / ∈ T (y 2 , x 2 ); for otherwise, condition (iv) is not true or (x 2 , y 2 ) is the coupled best proximity point. Because T (x 2 , y 2 ) and T (y 2 , x 2 ) are closed in B, therefore
Applying Lemma 2.8, we obtain that for q 1 > 1, q 1 > 1 and there exist
On the other hand, as y 2 ) is the coupled best proximity point, such that
Because (A, B) satisfies the weak P -property and in combination with (2.8), (2.12), we have
From (2.10), (2.11), and (2.13), we have
for all n ∈ N\{0}. Inductively, we can obtain sequences {x n } ∞ n=0 , {y n } ∞ n=0 ⊆ A 0 and {u
for all n ∈ N, and
for all n ∈ N\{0}. Since x n ∈ A 0 , T (x n−1 , y n−1 ) ⊆ B 0 and A 0 ⊆ A, B 0 ⊆ B, from the definition of D and (2.14), we have
for all n ∈ N\{0}, hence,
for all n ∈ N\{0}. In addition, we deduce that
for all n ∈ N\{0}. If for some n 0 ∈ N, d(x n 0 −1 , x n 0 ) = 0 and d(y n 0 −1 , y n 0 ) = 0, then
that is, (x n 0 , y n 0 ) is a coupled best proximity point. So, we can suppose that
for all n ∈ N\{0}. Since T : A × A → CL(X) is a two-variable Suzuki type α + -ψ-proximal multivalued mapping, then inequalities (2.17), (2.18) imply that
In combination with inequalities (2.15) and (2.19), we obtain that for q n−1 > 1, q n−1 > 1,
for all n ∈ N\{0}. We check
for all n ∈ N\{0}. Similarly, we get
since ψ(t) < t for t > 0, then from (2.15), (2.19), (2.20) , and (2.21), we deduce that for q n−1 > 1, q n−1 > 1,
which is a contradiction. Thus
for all n ∈ N\{0}. Since ψ is strictly increasing, we have
for all n ∈ N\{0}, thus,
for all n ∈ N\{0}. Iterating (2.24) and combining (2.23), we get
for all n ∈ N. Now, we prove that {x n } ∞ n=0 is a Cauchy sequence. Regarding the properties of the function ψ, for any > 0 there exists n( ) such that
Let n > m > n( ). Applying the triangle inequality repeatedly, we get
Hence, we deduce that {x n } ∞ n=0 is a Cauchy sequence in the complete metric space (X, d). Similarly, we can also deduce that {y n } ∞ n=0 , {u n } ∞ n=0 , and {v n } ∞ n=0 are Cauchy sequence in (X, d). Since A and B are closed subsets of complete metric space (X, d), thus, there exists (x * , y * ) ∈ A × A such that
If (v) holds, then from (2.16), noting that u n ∈ T (x n−1 , x n ) and v n ∈ T (y n−1 , y n ), for n ∈ N\{0}, it is easy to derive that
If (vi) holds, then α(x n , x * ) ≥ 0 and we conclude that
hold for all n ∈ N. In fact, assume that
are true for some n ∈ N, then by using (2.2), (2.16) and (2.22), we derive the following contradictive inequalities
hence, either (2.25) or (2.26) holds. Notice that {x n+1 } ∞ n=0 is a subsequence of {x n } ∞ n=0 , consequently, we can verify that there exists at least a subsequence {x n k } of {x n } ∞ n=0 such that for all k ∈ N,
and α(x n k , x * ) ≥ 0, α(y n k , y * ) ≥ 0 hold. From (2.1), we obtain
Similarly, we get
Because x * , y * ∈ A, T (x * , y * ), T (y * , x * ) ∈ CL(B), therefore
Equations (2.30) and (2.31) imply that
This completes the proof.
Addressing to Theorem 2.9, we give the following example to support it.
Example 2.10. Let X = R 2 be equipped with the metric 
hence, p 1 = q 1 . Similarly, p 2 = q 2 , subsequently, Suppose that for any x 1 , x 2 , w 1 , w 2 , w 1 , w 2 , y 1 , y 2 ∈ A and
We deduce by the definition of α that x i , y i ∈ ( 3 ) for i = 1, 2. It follows that α(w 1 , w 2 ) ≥ 0. Similarly, α(w 1 , w 2 ) ≥ 0. Thus, T is a proximal α + -admissible mapping. Assume that
for all P, Q, U, V ∈ A. It is easy to verify that P, U, Q, V ∈ (
, 0) , P = U and Q = V . All cases satisfying (2.32) are as follows:
) . If we replace the condition that T is a two-variable Suzuki type α + -ψ-proximal multivalued mapping with α(x, y) + H(T (x, x ), T (y, y )) ≤ ψ(M (x, y, x , y )), then the next result can be deduced easily from Theorem 2.9.
Corollary 2.11. Let X, A, A 0 , and B be as in Theorem 2.9. Assume that T : A × A → CL(B) satisfies the assertions (i)-(vi) in Theorem 2.9, ψ ∈ Ω is strictly increasing and
holds for all x, y, x , y ∈ A, where α :
Remark 2.12. Especially, letting α(x, y) = 0 for all x, y ∈ A in Theorem 2.9, obviously, (ii), (iii) and (vi) hold in Theorem 2.9, thus we can state the following new result. Then CBpp(T ) is nonempty.
Remark 2.14. If we replace the two-variable mapping T : A × A → CL(B) on A with T : A → CL(B) in Theorem 2.9, Corollary 2.11, and Corollary 2.13, respectively, applying Definitions 2.2, 2.3 of one-variable mapping T , taking the similar proof processes to Theorem 2.9, Corollary 2.11 and Corollary 2.13, and simplifying them to one-variable version of T , it is easy to see that the corresponding one-variable results are still true, in addition, it is worth noting that the condition corresponding to condition (iv) of Theorem 2.9 do not need to be kept in one-variable results, thus, we state the following results with omitting proofs.
Theorem 2.15. Let (X, d) be a complete metric space and A, B ∈ CL(X) with A 0 = ∅. ψ ∈ Ω is strictly increasing and T : A → CL(X) is a one-variable Suzuki type α + -ψ-proximal multivalued mapping. Suppose that the following conditions hold:
(i) T (A 0 ) ⊆ B 0 and (A, B) satisfies the weak P -property;
(iii) there exist elements x 0 , x 1 ∈ A 0 , and u 1 ∈ T x 0 such that d(x 1 , u 1 ) = dist(A, B), α(x 0 , x 1 ) ≥ 0;
(iv) T is continuous, or
is a sequence in A such that α(x n , x n+1 ) ≥ 0 and x n → x * ∈ A as n → ∞, then α(x n , x * ) ≥ 0 for all n ∈ N.
Then there exists an element x * ∈ A 0 such that D(x * , T x * ) = dist(A, B). 
