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Es gibt für Jeden keinen anderen Weg der Entfaltung und Erfüllung




ist das ideale Gesetz, zu mindest für den jungen
Menshen, es gibt keinen andern Weg zur Warheit und zur Entwik-
lung.
Daÿ dieser Weg durh viele moralishe and andre Hindernisse er-
shwert wird, daÿ die Welt uns lieber angepaÿt und shwah sieht als
eigensinnig, daraus entsteht für jeden mehr als durhshnittlih indivi-
dualisierten Menshen der Lebenskampf. Da muÿ jeder für sih allein,
nah seinen eigenen Kräften und Bedürfnissen, entsheiden, wieweit
er sih der Konvention unterwerfen oder ihr trotzen will. Wo er die
Konvention, die Forderungen von Familie, Staat, Gemeinshaft in den
Wind shlägt, muÿ er es tun mit dem Wissen darum, daÿ es auf seine
eigene Gefahr geshieht. Wiewiel Gefahr einer auf sih zu nehmen fähig
ist, dafür gibt es keinen objektiven Maÿstab. Man muÿ jedes Zuviel,
jedes Übershreiten des eigenen Maÿes büÿen, man darf ungestraft we-
der im Eigensinn noh im Anpassen zu weit gehen.
Hermann Hesse, Eigensinn maht Spaÿ
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Quelques méthodes mathématiques pour la simulation moléulaire et
multiéhelle
Résumé : Ce travail présente quelques ontributions à l'étude théorique et numérique des mo-
dèles utilisés en pratique pour la simulation moléulaire de la matière. En partiulier, on présente
et on analyse des méthodes numériques stohastiques dans le domaine de la physique statistique,
permettant de aluler plus eaement des moyennes d'ensemble. Une appliation partiulière-
ment importante est le alul de diérenes d'énergies libres, par dynamiques adaptatives ou hors
d'équilibre. On étudie également quelques tehniques, stohastiques ou déterministes, utilisées en
himie quantique et permettant de résoudre de manière approhée le problème de minimisation
assoié à la reherhe de l'état fondamental d'un opérateur de Shrödinger en dimension grande.
On propose enn des modèles réduits permettant une desription mirosopique simpliée des
ondes de ho et de détonation par le biais d'une dynamique stohastique sur des degrés de liberté
moyens, approhant la dynamique hamiltonienne déterministe du système omplet.
Mots-lés : Equations aux dérivées partielles, équations diérentielles stohastiques, systèmes
dynamiques en physique statistique, méthodes de Monte-Carlo, ondes de ho.
Some Mathematial Methods for Moleular and Multisale Simulation
Abstrat: This work presents some ontributions to the theoretial and numerial study of mo-
dels used in pratie in the eld of moleular simulation. In partiular, stohasti tehniques to
ompute more eiently ensemble averages in the eld of omputational statistial physis are
presented and analyzed. An important appliation is the omputation of free energy dierenes
using nonequilibrium or adaptive dynamis. Some stohasti or deterministi tehniques to solve
approximately the Shrödinger ground state problem for high dimensional systems are also studied.
Finally, some redued models for shok and detonation waves, relying on an average stohasti
dynamis reproduing in a mean sense the high dimensional deterministi hamiltonian dynamis,
are proposed.
Keywords: Partial dierential equations, stohasti dierential equations, dynamial systems in
statistial physis, Monte-Carlo methods, shok waves.
AMS Classiation: 35P05, 35J60, 37A25, 37A60, 65C30, 65C40, 76L05, 82B30, 82B35.
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1Préambule
1.1 Présentation des prinipaux résultats de la thèse
J'ai étudié pendant ma thèse plusieurs tehniques de simulation moléulaire, d'un point de vue
mathématique. On peut répartir es études selon trois grands thèmes :
(A) l'analyse mathématique et numérique de ertains modèles de himie quantique (Partie IV) ;
(B) l'analyse mathématique et numérique de tehniques d'éhantillonnage en dynamique molé-
ulaire, ave un aent partiulier sur les tehniques stohastiques et le alul de diérenes
d'énergie libre (Partie II) ;
(C) la reherhe d'un modèle réduit pour les ondes de hos dérites au niveau mirosopique
(Partie III).
1.1.1 Modèles de himie quantique
Les méthodes que j'ai regardées en himie quantique ne sont pas les plus ouramment utilisées
en pratique, mais sont toutefois très intéressantes d'un point de vue mathématique :
(a) ave Mihel Caffarel, Eri Canès, Tony Lelièvre, et Anthony Semama, nous
avons proposé une nouvelle méthode d'éhantillonnage pour les tehniques de Monte-Carlo
variationnel (voir [P8℄ et le Chapitre 6), qui s'est révélée plus eae et plus robuste que
les approhes préédentes, au moins pour les systèmes de référene onsidérés. Cette nou-
velle méthode d'éhantillonnage est obtenue en projetant une dynamique étendue de type
Langevin sur l'espae des ongurations életroniques, et est ainsi une extension de la tra-
ditionnelle marhe aléatoire biaisée sur les ongurations életroniques ;
(b) ave Eri Canès et Mathieu Lewin nous avons proposé une formulation duale du
problème de minimisation életronique formulé à l'aide de la matrie densité d'ordre deux
(voir [P9℄ et le Chapitre 7), et avons testé numériquement la méthode numérique assoiée
sur un ensemble de petites moléules ;
() ave Eri Canès, nous avons également onsidéré le problème du potentiel eetif optimal
(déni omme le potentiel loal dans les équations de Kohn-Sham qui permet d'obtenir la
meilleure énergie d'Hartree-Fok): plus préisément, nous avons étudié mathématiquement
la proposition de Ernest Davidson, Artur Izmaylov, Gustavo Suseria, et Viktor
Staroverov, qui dénissent un potentiel eetif loal par le biais d'une proédure de
minimisation annexe, et e, an de limiter les instabilités renontrées dans les simulations
numériques (voir [P5℄, [A2℄ et le Chapitre 8).
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1.1.2 Dynamique moléulaire et alul de diérenes d'énergie libre
J'ai étudié diérentes tehniques stohastiques permettant de aluler en pratique les quantités
intéressantes dénies en physique statistique :
(a) j'ai tout d'abord omparé diérentes méthodes d'éhantillonnage de la mesure anonique,
d'un point théorique et numérique. Ce travail a été réalisé en ollaboration ave Eri
Canès et Frédéri Legoll (voir [P3℄ et la Chapitre 3).
(b) je me suis ensuite intéressé au alul de diérenes d'énergie libre :
(i) en utilisant dans un premier temps des dynamiques hors d'équilibre et l'égalité de
Jarzynski. Cette égalité peut être obtenue de manière rigoureuse lorsque le hemin
de transition le long duquel on alule les diérenes d'énergie libre est paramétré
par un paramètre extérieur, et nous avons montré ave Tony Lelièvre et Mathias
Rousset omment étendre es résultats au as de transitions indexées par une oor-
donnée de réation (fontion de la onguration mirosopique du système) grâe à
des dynamiques stohastiques projetées (voir [P6℄ et la Setion 4.1.2). Ave Mathias
Rousset, nous avons également proposé une manière d'équilibrer la transition hors
d'équilibre par le biais d'une proédure de séletion qui évite la dégéneresene des
poids exponentiels dans l'inégalité de Jarzynski (voir [P10℄ et la Setion 4.2);
(ii) plus réemment, nous avons étudié les méthodes adaptatives de alul de diérenes
d'énergie libre. Toujours ave Tony Lelièvre etMathias Rousset, nous avons pro-
posé un formalisme général qui permet de présenter toutes les stratégies adaptatives de
manière uniée, avons montré l'existene d'un état stationnaire, et avons proposé une
proédure de séletion qui permet de rendre plus eae une implémentation parallèle
des stratégies adaptatives (voir [P4℄ et la Setion 4.4.1). Enn, ave Tony Lelièvre,
Felix Otto, etMathias Rousset, nous sommes en train de montrer rigoureusement
la onvergene de ertaines dynamiques adaptatives limites, en utilisant des méthodes
entropiques (voir [A1℄ et la Setion 4.4.2).
() j'ai également proposé quelques extensions des méthodes usuelles d'éhantillonnage de he-
mins de réations lorsque des dynamiques stohastiques sont utilisées (voir [P1℄ et la Se-
tion 4.3).
1.1.3 Modèles réduits pour les ondes de ho
Mon travail dans e domaine a été eetué au CEA, en ollaboration ave Jean-Bernard
Maillet et Laurent Soulard. L'objetif était de trouver un modèle réduit mésosopique per-
mettant de dérire les prinipales aratéristiques des ondes de ho et de détonation simulées au
niveau mirosopique :
(a) j'ai tout d'abord proposé un modèle simplié pour les ondes de ho unidimensionnelles,
adapté au as des solides ristallins (voir [P11℄ et la Setion 5.1);
(b) j'ai ensuite proposé un modèle tridimensionnel pour les ondes de ho, fondé sur un modèle
de type Dissipative Partile Dynamis (voir [P7℄ et la Setion 5.2.2).
() Ave Jean-Bernard Maillet et Laurent Soulard, nous avons alors étendu e modèle
au as d'ondes de ho réatives (voir [P2℄ et la Setion 5.2.3).
Les modèles proposés dans [P7,P2℄ sont bien fondés du point de vue de la physique statistique,
et les résultats numériques orrespondants sont en bon aord ave les résultats de simulation
tous-atomes, de manière qualitative [P2℄ et quantitative [P7℄.
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Physique quantique et physique statistique
La physique quantique et la physique statistique sont deux domaines importants de la physique
ontemporaine, et dérivent toutes deux la matière à l'éhelle mirosopique (voir respetivement
les Setions 2.1 et 2.2). La physique quantique s'intéresse aux éléments onstitutifs de la matière :
protons, neutrons, életrons, dont l'évolution est régie par l'équation de Shrödinger. La physique
statistique peut être utilisée pour dérire des systèmes quantiques ou lassiques
1
. Cette théorie
étudie le omportement des atomes, une entité résultant de la réunion d'un noyau (assemblage de
protons et de neutrons) et de son nuage életronique. Des onstantes physiques importantes sont
rappelées dans la Table 2.1. On peut en déduire quelques ordres de grandeur de la desription
de la matière à l'éhelle mirosopique : les distanes typiques s'expriment en Å (10−10 m), les
énergies mises en jeu sont de l'ordre de kBT ≃ 4 × 10−21 J à température ambiante pour des
systèmes lassiques, alors qu'elles se mesurent en Hartrees (1 Ha = 27,2 eV = 43, 6 × 10−19 J)
pour les systèmes quantiques ; enn, l'unité de temps varie de 10−17 s à 10−15 s selon que l'on a
aaire à un système quantique (la masse typique à prendre en ompte est elle de l'életron) ou
lassique (la masse de référene est elle du proton).
1
Par la suite, on utilisera souvent le terme de lassique par opposition à quantique  et non pas omme
synonyme de ourant ou usuel. . .
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Tableau 2.1. Quelques grandeurs ou onstantes physiques importantes en physique quantique et en
physique statistique.
Constante ou grandeur physique Notation usuelle Valeur
Nombre d'Avogadro NA 6, 02× 1023
Constante de Boltzmann kB 1, 381× 10−23 J/K
Constante de Plank réduite ~ 1, 054× 10−34 Js
Charge élémentaire e 1, 602× 10−19 C
Masse de l'életron me 9, 11× 10−31 kg
Masse du proton mp 1, 67× 10−27 kg
Permittivité diéletrique du vide ε0 8, 854× 10−12 F/m
Eletron-Volt eV 1, 602× 10−19 J
Dans tous les as, les ordres de grandeur utilisés dans la desription mirosopique de la matière
sont loin des ordres de grandeur des quantités marosopiques dont on a l'expériene quotidienne 
de même que le nombre de partiules étudiées, puisque les éhantillons de matière marosopiques
ontiennent de l'ordre de NA ∼ 1023 atomes ! Heureusement, la physique statistique permet de
faire le lien entre les desriptions mirosopique et marosopique de la matière, en partiulier
(i) dans le adre de la limite thermodynamique, où le nombre de partiules dans la desription
mirosopique, ainsi que le volume de l'éhantillon, tendent vers l'inni, alors que la densité
est maintenue onstante. Ce type de limite ne peut toutefois être justié rigoureusement
d'un point-de-vue mathématique que dans ertains as (voir par exemple les ouvrages de
Ruelle [293℄ dans le adre de la physique statistique lassique et de Catto, Le Bris et
Lions [55℄ pour l'étude de limites de modèles de physique quantique) ;
(ii) dans ertains régimes physiques limites (basse densité, ouplage faible, hamp moyen,. . . ),
on peut dérire le système mirosopique par le biais d'une équation inétique sur la
densité de probabilité d'une seule partiule  telle que l'équation de Boltzmann (pour une
justiation mathématique de es limites, on pourra se référer aux revues de Spohn sur
e sujet, en partiulier à l'artile [318℄ et à l'ouvrage [319℄).
Physique quantique et physique statistique omputationelles
Si le lien évoqué i-dessus entre les desriptions mirosopique et marosopique est agréable
d'un point-de-vue théorique, il est en revanhe inutilisable pour des aluls pratiques des proprié-
tés de la matière simulée à l'éhelle moléulaire : ela demanderait en eet de simuler NA atomes
sur O(1015) pas d'intégration en temps. Il est bon de mettre es nombres en regard des ordres
de grandeur atuels (plutt des reords, en fait !) des problèmes pouvant être traités numérique-
ment par la simulation moléulaire dans un adre lassique : la simulation omplète du virus du
taba [111℄ a pu être menée pendant 50 ns pour un système de 1 million d'atomes ; le repliement
de la tête d'une protéine (Villine) a été étudié via une trajetoire de 500 µs au total, pour un
système de 20 000 atomes.
2
La simulation moléulaire, malgré ses limitations spatiales et temporelles, a toutefois été utilisée
de plus en plus ouramment pendant les inquante dernières années pour tester numériquement la
validité de théories physiques  avant la vériation expérimentale proprement dite, qui reste l'ul-
time santion. Les aluls numériques sont un omplément au développement de théories physiques
reposant sur des modèles simpliés, d'où le terme d'expériene numérique. Dans es expérienes
numériques, il est même de bon aloi d'enrihir autant que faire se peut le modèle physique sous-
jaent. Cette utilisation de la simulation moléulaire a été initiée et soutenue par la physique
des liquides simples, qu'auune théorie physique ne dérivait orretement (voir en partiulier le
2
Voir la page internet du projet FoldingHome : http://folding.stanford.edu/
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travail pionnier de Metropolis, Rosenbluth, Rosenbluth, Teller et Teller [238℄ en 1953,
et la première simulation de dynamique moléulaire par Alder et Wainwright en 1956 [3℄).
La himie quantique omputationelle a également débuté dans les années 50, ave, en himie, les
travaux de Hall [149℄ et Roothan [288℄ en 1951, puis, en physique du solide, le modèle de Kohn
et Sham [195℄ en 1965.
La Mirosopie numérique
La simulation moléulaire peut être utilisée omme un mirosope numérique. En eet, il peut
être diile de omprendre la matière à l'éhelle mirosopique d'un point-de-vue expérimental,
du fait de la grande préision requise, tant spatiallement que temporellement  ou même tout
simplement, pare qu'on ne sait pas e qu'on doit regarder ! Dans e as, des simulations nu-
mériques préliminaires sont un outil utile pour tester quelques idées sur les méanismes en jeu
(pour que le prinipe atif de e médiament se lie bien à ette protéine, quelle est la séquene des
hangements de onformation des deux moléules qui doit avoir lieu ?), ou obtenir des données
brutes que l'on peut traiter et analyser pour en tirer des informations sur les phénomènes obser-
vables par un dispositif expérimental. Ces onsidérations sont partiulièrement pertinentes pour
les nanosytèmes, très en vogue atuellement. Néanmoins, rappelons une dernière fois que les ex-
périmentations numériques ne peuvent généralement pas remplaer omplètement les validations
expérimentales usuelles, et doivent don plutt être onsidérées omme un premier pas utile dans
la onstrution de nouvelles théories ou la reherhe de nouveaux résultats. On peut iter par
exemple le riblage informatique des prinipes atifs de synthèse dans l'industrie pharmaeutique,
qui permet de réduire de manière onséquente le nombre de moléules à synthétiser puis à tester
par des protooles expérimentaux longs et oûteux.
Calul de propriétés moyennes des systèmes physiques
Un des prinipaux objetifs de la simulation moléulaire est le alul de propriétés moyennes des
systèmes physiques  i.e. des grandeurs marosopiques qui pourraient également être mesurées
expérimentalement, mais que l'on préfère aluler numériquement pour des raisons nanières
ou tehniques. Un exemple prototypique d'une telle simulation est l'étude des propriétés de la
struture interne de la Terre, en partiulier son noyau, par des simulations ab-initio [316℄. De
manière générale, le alul numérique est une alternative intéressante pour des régimes de haute
pression, densité ou température.
La physique statistique permet de relier la simulation de sytèmes physiques à l'éhelle molé-





A(q, p) dµ(q, p). (2.1)
Dans ette expression, la fontion A ≡ A(q, p) est une observable, et la variable q donne les
positions q = (q1, . . . , qN ) ∈ MN des partiules simulés, la variable p donnant les impulsions p =
(p1, . . . , pN ) ∈ R3N desdites partiules. La mesure µ est une mesure de probabilité qui dépend de
l'ensemble thermodynamique utilisé (voir Setion 2.2).
Une grandeur que l'on alule souvent pour des uides est la pression P , par exemple dans
le as d'un matériau modélisé par un système de Lennard-Jones. L'observable assoiée, pour des













où |M| est le volume aessible au système, l'énergie potentielle V du système étant dans e as
donnée par (2.27)-(2.28).
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En pratique, des moyennes telles que (2.1) sont alulées pour des systèmes de très petite taille
par rapport aux dimensions marosopiques typiques (on est don loin du régime de la limite
thermodynamique. . . ). Cependant, l'expériene numérique montre que si les interations entre les
partiules sont à ourte portée, on peut obtenir tout de même de très bons résultats ! Par exemple,
l'équation d'état de l'argon présentée en Figure 2.1 (ourbe pression/densité à température xée) a
été obtenue pour un système de quelques milliers de partiules seulement, soit 1020 fois moins que
dans un éhantillon marosopique. . . La ourbe ainsi alulée se ompare toutefois très bien aux
mesures expérimentales, et permet même de aluler des points dans un régime de forte densité
diilement aessible expérimentalement.






































Fig. 2.1. Loi d'état de l'argon à T = 300 K : résultats numériques ('+') et ourbe expérimentale de
référene (ligne pleine). Le régime des gaz parfaits est indiqué en traits interrompus.
2.1 Desription quantique de la matière
On onsidère, dans ette setion, un système moléulaire omposé de M noyaux, que l'on
suppose gés à des positions x¯i ∈ R3 (1 ≤ i ≤ M), et de N életrons, dont les variables de
position et de spin sont notées respetivement xj ∈ R3 et σj ∈ {| ↑ 〉, | ↓ 〉} (1 ≤ j ≤ N). L'état
(életronique) du système est dérit à l'instant t par une fontion d'onde
ψ(t; (x1, σ1), . . . , (xN , σN )) ∈ C.
Pour que la fontion d'onde ψ soit un état physiquement admissible, il faut que les onditions
suivantes soit satisfaites :







|ψ(t, (x1, σ1), . . . , (xN , σN ))|2 dx1 . . . dxN = 1. (2.2)
Cette propriété déoule de l'interprétation de |ψ(t, ·)|2 omme densité de probabilité ;
(ii) Propriété d'indisernabilité des partiules identiques : le prinipe de Pauli demande que
la fontion d'onde soit antisymétrique pour l'éhange de deux partiules identiques. Plus
préisément, pour une permutation p des indies {1, . . . , N}, de signature ε(p),
ψ(t, (xp(1), σp(1)), . . . , (xp(N), σp(N))) = ε(p)ψ(t, (x1, σ1), . . . , (xN , σN )).
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R3 × {| ↑ 〉, | ↓ 〉}, C) ,
de norme 1 (pour le produit salaire induit par la norme (2.2)).
Pour préiser plus avant l'espae fontionnel des fontion d'onde, on introduit l'opérateur

















4πε0|xi − xj | ,
où Zke est la harge du k-ième noyau, et m la masse d'un életron. On travaille dans la suite ave
les unités atomiques, qui sont telles que




Dans e système d'unité, l'unité de masse est 9, 11× 10−31 kg, l'unité de longueur est le rayon de
Bohr a0 = 5, 29× 10−11 m, l'unité de temps est 2, 42× 10−17 s, et l'unité d'énergie est le Hartree
Ha = 4, 36× 10−18 J = 27,2 eV = 627 kal/mol. Ce hangement d'unité permet de manipuler des
quantités aessibles intuitives : pour de petits systèmes à l'équilibre (N et Z =
∑M
k=1 Zk assez
petits), la distane typique entre un életron et le noyau auquel il est rattahé est en moyenne de
l'ordre du rayon de Bohr, et les énergies des états fondamentaux (à l'équilibre) sont de quelques Ha.
















|xi − xj | . (2.3)






L'opérateur Hamiltonien est auto-adjoint sur H (pour une introdution à la théorie spetrale
des Hamiltoniens quantiques, on pourra onsulter les ouvrages de Reed et Simon [277℄ ou de
Dautray et Lions [99℄).
2.1.1 Equation de Shrödinger et problème életronique
On s'intéresse dans la suite aux propriétés des états fondamentaux des systèmes dérits dans
le formalisme quantique, i.e. aux propriétés du premier veteur propre et de la première valeur
propre de l'opérateur Hamiltonien. On introduit don le problème de minimisation suivant :
E = inf{〈ψ,Hψ〉 | ψ ∈ H, ‖ψ‖L2 = 1}. (2.4)
Un minimiseur de (2.4) est un veteur propre de l'opérateur Hamiltonien, assoié à la valeur
propre E :
Hψ = Eψ.
L'existene de tels minimiseurs pour des potentiels de type Coulombien lorsque
∑M
k=1 Zk ≥ N est
assurée par des résultats de théorie spetrale [99,277,377℄. Comme l'opérateur H est réel, on peut
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se restreindre en fait à des fontions d'ondes à valeurs réelles. Au vu du laplaien intervenant dans







R3 × {| ↑ 〉, | ↓ 〉}, R) .
Remarque 2.1. Pour éviter d'alourdir les notations, on n'a pas noté expliitement la dépendane
de l'énergie de l'état fondamental (2.4) par rapport aux positions des noyaux atomiques. L'énergie
de l'état fondamental est paramétrisée par es positions x¯1, . . . , x¯M , et on peut dénir
U(x¯1, . . . , x¯M ) = inf
{〈ψ,Hx¯1,...,x¯Mψ〉 | ψ ∈ H1, ‖ψ‖L2 = 1}, (2.5)
La fontion U dénie i-dessus peut être utilisée pour étudier la dynamique et les propriétés statis-
tiques de systèmes moléulaires dérits dans un formalisme quantique (voir Setion 2.2). On parle
dans e as de dynamique ab-initio. Cette manière de proéder repose don sur l'approximation
que les évolutions des degrés de liberté életroniques et nuléaires peuvent être déouplées, plus pré-
isément que les degrés de liberté életroniques peuvent eetivement être dérits par une fontion
d'onde où seules les positions des noyaux sont des paramètres extérieurs (en partiulier, on n'a pas
besoin de prendre en ompte les vitesses des noyaux). On trouvera plus de préisions mathématiques
sur ette approximation (dite de Born-Oppenheimer) dans l'ouvrage de Teufel [342℄.
Pour alléger les notations et simplier l'exposé, on omet par la suite la variable de spin dans
la minimisation (2.4). Cei ne hange rien aux diultés mathématiques renontrées.
2.1.2 Résolution direte du problème életronique
On présente en premier lieu des méthodes herhant à résoudre diretement le problème de
minimisation (2.4) (éventuellement approximativement, par le biais d'une borne supérieure par
exemple). C'est une tâhe non-triviale pare que (2.4) est un problème de minimisation en di-
mension grande (posé dans L2(R3N )), et don les méthodes usuelles d'optimisation (tehniques de
gradient en partiulier) sont souvent vouées à l'éhe.
Méthode de Monte-Carlo variationnelle
La méthode de Monte-Carlo variationnelle (Variational Monte-Carlo, VMC) repose sur la
borne supérieure suivante de l'énergie fondamentale (2.4) : pour toute fontion ψ ∈ H,







où EψL(x) = [Hψ](x)/ψ(x). La fontion E
ψ
L est appelée l'énergie loale de la fontion ψ. Remar-
quons que si ψ était un veteur propre de H assoié à la valeur propre E, on aurait EψL(x) = E
pour tout x, et dans e as la variane de la fontion EψL (pour la mesure de densité |ψ(x)|2) serait
nulle.
La plupart du temps, les aluls VMC sont faits ave des fontions d'onde test ψ qui sont
de bonnes approximations de la fontion d'onde fondamentale ψ0. Souvent, ψ est une somme
de déterminants onstruits ave des orbitales atomiques de Slater, multipliée par un fateur de
Jastrow prenant en ompte les orrélations életroniques (voir la formule (6.8) pour plus de préi-
sions, et l'analyse mathématique de Fournais, Hoffmann-Ostenhof, Hoffmann-Ostenhof
etOstergaard Sorensen [110℄ motivant l'introdution de du fateur de orrélation de Jastrow).
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Lorsque l'on onsidère une famille de fontions d'ondes, dépendant de ertains paramètres, et que
l'on optimise lesdits paramètres (de façon à minimiser l'énergie ou la variane de EψL ), de bonnes
bornes supérieures de l'énergie fondamentale peuvent être obtenues (voir en partiulier le travail
de Umrigar et Fillippi [351℄).
En pratique, la borne supérieure (2.6) peut être vue omme la moyenne de la quantité EL




|ψ|2). Comme l'intégrale (2.6) est posée sur un espae de grande dimension, il est
naturel de reourir à des méthodes stohastiques pour l'évaluer. De telles méthodes sont présen-
tées au Chapitre 3, et peuvent toutes être adaptées au adre de VMC. En partiulier, nous avons
montré dans [P8℄, ave E. Canès, M. Caffarel, A. Semama et T. Lelièvre, qu'il était
intéressant de remplaer la dynamique de gradient usuellement utilisée dans la ommunauté VMC
par une dynamique de type Langevin (ave quelques adaptations tehniques, voir le Chapitre 6
pour une présentation omplète de ette nouvelle stratégie numérique, et les résultats numériques
orrespondants).
Méthode de Monte-Carlo diusif
La prinipe de la méthode de Monte-Carlo diusive (Diusion Monte-Carlo, DMC) repose
sur la remarque que le premier état propre d'un opérateur elliptique peut être retrouvé omme
la limite en temps long d'un proessus de diusion. En eet, lorsque l'opérateur Hamiltonien est
auto-adjoint et qu'il existe un trou spetral γ > 0 entre la première valeur propre (supposée isolée




= −Hφ, φ(0, x) = ψI(x), (2.7)
est telle que
‖eE0tφ(t)− 〈ψI , ψ0〉ψ0‖ ≤ Ce−γt,
où ψ0 est la fontion d'onde fondamentale, et E0 l'énergie fondamentale assoiée. On montre
également que l'énergie alulée au temps t onverge exponentiellement rapidement vers l'énergie
fondamentale ; plus préisément,
0 ≤ 〈ψI , Hφ(t)〉〈ψI , φ(t)〉 − E0 ≤
〈HψI , ψI〉 − E0
〈ψ0, ψI〉 e
−γt.
En pratique, il est une fois de plus déliat de résoudre diretement (2.7) (du fait de la grande
dimension du problème). On reours plutt à une méthode stohastique : pour e faire, on inter-
prète (2.7) omme l'équation de Fokker-Plank d'une équation diérentielle stohastique (EDS).
L'énergie de l'état fondamental est alors estimée en simulant l'EDS assoiée et en utilisant une for-
mule de Feynman-Ka. Cependant, ette tehnique n'est pas susante en soi, ar les estimations
que l'on obtient ainsi sourent d'une trop grande variane. On a alors reours à des tehniques
de rédution de variane telle que l'éhantillonnage d'importane (importane sampling) : ela
onsiste à hoisir une fontion test ψI telle que EL(x) = [HψI ](x)/ψI(x) soit aussi onstant que
possible ('est une situation tout à fait analogue à elle renontrée pour les aluls VMC), faire le
hangement de fontion inonnnue φ˜ = ψIφ, et résoudre l'équation de diusion assoiée à φ˜ par
des méthodes stohastiques.
L'introdution d'une fontion d'importane ψI a ependant l'inonvénient que l'équation véri-
ée par φ˜ n'est pas omplètement équivalente à l'équation (2.7). Les noeuds ψ−1I (0) de la fontion
d'importane imposent en eet des ontraintes supplémentaires, et on ne peut obtenir ainsi qu'une
borne supérieure sur l'énergie fondamentale. Cette erreur est onnue sous le nom d'approximation
des noeuds xés (xed node approximation) dans la littérature. Une analyse mathématique de la
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méthode DMC et de l'approximation des noeuds xés est présentée par Canès, Jourdain et
Lelièvre dans [50℄.
Méthodes déterministes
Bien que le problème de minimisation (2.4) posé en grande dimension ne soit pas traitable
par des méthodes de gradient usuelles, on peut toutefois tenter d'appliquer de telles méthodes
pour obtenir des référenes préises sur de petits systèmes (qui permettront ensuite de tester la





onduit à des itérations de la forme
ψn+1 = ψn + cn(H − E(ψn))ψn.
Or, ette proédure itérative n'est pas bien posée en général ar l'opérateur H est non-borné. Pour
remédier à e problème,Nakatsuji propose d'introduire un opérateur régularisant auto-adjoint S,
et de résoudre l'équation de Shrödinger modiée (saled Shrödinger equation) [254,255℄
SHψ = ES Sψ,




∣∣∣∣ ψ ∈ H} . (2.8)
L'opérateur de régularisation est tel que S1/2HS1/2 est un opérateur borné, et Sψ = 0 im-
plique ψ = 0 (par exemple, dans H). On obtient ainsi ES = E, et l'équivalene des problèmes de
minimisation (2.8) et (2.4). L'intérêt de la formulation (2.8) est que la méthode de gradient
ψn+1 = ψn + cnS
1/2(H − ES(ψn))S1/2ψn (2.9)
est ette fois bien posée. Un autre intérêt de la méthode itérative (2.9) est qu'elle permet d'amé-
liorer de manière systématique des fontions tests utilisées pour des aluls VMC ou DMC [255℄.
Une approhe plus ourante pour obtenir des résultats numériques de référene pour des petits
systèmes est la méthode de l'interation totale des ongurations (full onguration interation).
Dans e as, on onsidère une base de Galerkin de fontions (φ1, . . . , φNb) de H1 (Nb ≥ N), I





où, pour I = (i1, . . . , iN ), ψI est le déterminant de Slater ψI = (N !)
−1/2Det(φi1 , . . . , φiN ). Le






cI ψI , ‖ψ‖L2 = 1
}
donne une borne supérieure de l'énergie fondamentale. Remarquons toutefois que le nombre de
déterminants à onsidérer augmente fatoriellement ave Nb, e qui limite onsidérablement l'ap-
pliabilité de ette méthode.
2.1 Desription quantique de la matière 15
2.1.3 Matries densité d'ordre deux
Dès les années 50, des herheurs ommeMayer [232℄, Löwdin [220℄ ou Coulson [72℄ se sont
rendus ompte que la fontion d'onde n'a pas besoin d'être onnue dans toute sa généralité si on
herhe simplement à aluler l'énergie d'un système dérit par un Hamiltonien (2.3) ne faisant
intervenir que des interations de paire. En eet,




Γ (x, y ; x, y)




∆x + V (x)
est auto-adjoint sur L2(R3), et l'opérateur à 2 orps
K =
1
2(N − 1)(hx1 + hx2) +
1
2|x1 − x2|
est auto-adjoint sur L2(R3 × R3). Les fontions γ et Γ sont respetivement les matries densités
d'ordre 1 et 2, la matrie densité d'ordre p assoiée à une fontion d'onde ψ étant dénie de
manière générale par






ψ(x1, . . . , xp, xp+1, . . . , xN )ψ(y1, . . . , yp, xp+1, . . . , xN ) dxp+1 . . . dxN .
(2.11)






Γ (x, x2; y, x2) dx2.
La formulation (2.10), du problème de minimisation (2.4) montre don qu'on peut se restreindre
à une minimisation sur des fontions Γ ≡ Γ (2) de 4 variables. Cependant, on ne onnaît pas de
onditions néessaires et susantes simples pour assurer qu'une matrie densité d'ordre 2 est
obtenue à partir d'une fontion d'onde ψ par la ontration (2.11) ave p = 2. Ce problème est
onnu sous le nom de problème de la N -représentabilité des matries densités d'ordre 2 pour les
états purs. Une extension de e problème onsiste à aratériser les matries densités d'ordre 2 qui
sont des ombinaisons onvexes des opérateurs densité à 2-orps admissibles :
Γ (x, y) =
+∞∑
i=1




l'opérateur densité à 2-orps Γi étant obtenu à partir de fontions d'onde ψi ∈ H1 par (2.11) dans
le as p = 2. L'ensemble des ombinaisons onvexes des opérateurs densité à 2-orps est noté CN
(ensemble seond order density matries). Les premiers travaux onernant la N -représentabilité
sont eux de Coleman [69℄, et le réent ouvrage de Coleman et Yukalov [71℄ dérit la situation
atuelle de e hamp de reherhe (voir également la Setion 7.2). A e jour, seules des onditions
néessaires de N -représentabilité sont onnues ; es onditions néessaires sont exprimées omme
des (in)égalités linéaires. On obtient don en pratique des bornes inférieures de l'énergie fonda-
mentale ar on minimise sur un espae variationnel trop grand.
D'un point-de-vue numérique, les premiers résultats enourageants ont été obtenus en 1975
par Garrod,Mihaillovi et Rosina [120℄, et réemment, de très bons résultats numériques ont
été obtenus ave des tehniques de programmation semi-dénie, telles que les méthodes de point
intérieur (Nakata et al. [253℄) et des formulations utilisant un Lagrangien augmenté (voir les
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artiles de Mazziotti [234236℄). Ave E. Canès et M. Lewin, nous avons proposé dans [P9℄
une approhe duale. En eet, introduisant le Lagrangien augmenté







où CN est le ne des matries densité d'ordre 2 admissibles et (CN )∗ son ne polaire, la minimi-





L(Γ,B, µ) = N(N − 1) sup{µ | K − µ ∈ (CN )∗},
la minimisation sur Γ étant également restreinte aux fontions symétriques (voir Setion 7.3).
Ainsi, on a ramené le problème de minimisation (2.10) à un problème unidimensionnel. L'im-
plémentation pratique de ette idée utilise un algorithme de Newton pour l'optimisation sur µ,
ombiné à une boule interne pour trouver la projetion de K − µn sur (CN )∗ à l'itération n
(voir [P9℄ et l'Algorithme 7.1 en Setion 7.3).
2.1.4 Méthodes de fontion d'onde
Les méthodes de fontions d'onde variationnelles partent d'un ansatz sur la forme fontionnelle
de la fontion d'onde ψ, et onsidèrent alors un problème de minimisation analogue à (2.4), restreint
aux fontions d'onde de la forme donnée par l'ansatz. Une des approximations les plus ourantes
est l'approximation de Hartree-Fok (HF), qui onsiste à se restreindre à des fontions d'ondes qui
peuvent s'érire omme un déterminant de Slater (et sont don en partiulier antisymétriques),
'est-à-dire








φi(x)φj(x) dx = δij .
L'énergie assoiée à la fontion d'onde (2.12) est




























|x− y| dx dy,
(2.13)




φi(x)φi(y), ρΦ(x) = γΦ(x, x).
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Du fait de l'ansatz partiulier (2.12), l'espae variationnel est trop petit, et l'énergie HF n'est
ainsi qu'une borne supérieure de l'énergie fondamentale (2.4). L'existene d'un minimiseur pour le
problème (2.14) lorsque Z =
∑M
k=1 Zk > N−1 a été montrée par Lieb et Simon [211℄. Cependant,
on ne sait rien onernant l'uniité du minimiseur (à une transformation orthogonale sur le N -
uplet Φ près).
D'un point-de-vue physique, la diérene entre l'énergie de l'état fondamental et l'énergie de
Hartree-Fok est appelée l'énergie de orrélation. En eet, la forme (2.12) de la fontion onduit
à faire une hypothèse impliite d'indépendane entre les életrons, ompatible ave le prinipe
de Pauli. Lorsque la variable de spin est prise en ompte, seuls deux életrons ayant le même
spin peuvent être orrélés ave un ansatz de type Hartree-Fok, alors que pour la fontion d'onde
dérivant l'état fondamental, des életrons de spins diérents sont orrélés du fait de l'interation
oulombienne (qui empêhe les életrons d'être trop prohes les uns des autres).
Tout minimiseur de (2.14) vérie les équations de Hartree-Fok, qui sont les équations d'Euler-
Lagrange assoiées à (2.14) (après une transformation orthogonale onvenable, voir par exemple
Canès, Defraneshi, Kutzelnigg, Le Bris et Maday [53℄) :
FΦφi = −1
2






φi +KΦφi = ǫiφi. (2.15)





|x− y| ϕ(y) dy. (2.16)
Sous l'hypothèse Z ≥ N , Lions a montré dans [214℄ qu'il existe une innité de solutions du
problème aux valeurs propres non-linéaire (2.15). On ne sait pas quelles onditions il faut imposer
aux solutions de (2.15) pour qu'elles soient des minimiseurs de (2.14). En revanhe, si Φ est un
minimiseur de (2.14), alors on sait que les valeurs propres ǫi sont les N plus petites valeurs propres
de FΦ [214℄, et que ǫN+1 > ǫN (voir Bah, Lieb, Loss et Solovej [17℄).
D'un point-de-vue numérique, on herhe un point xe de (2.15), généralement par le biais
d'algorithmes auto-onsistants ; en eet, même si (2.15) n'est pas équivalent à (2.14), (2.15) est
néanmoins plus faile à résoudre numériquement. Une première introdution aux méthodes numé-
riques orrespondantes et à l'analyse mathématique de leur onvergene est l'ouvrage de Canès,
Le Bris et Maday [52℄ (voir également [53℄ pour un traitement plus approfondi).
De nombreuses méthodes ont été proposées et developpées pour améliorer l'approximation de
Hartree-Fok. Une lassiation de es méthodes, dites post Hartree-Fok, est présentée dans [53℄,
où sont distinguées les approhes variationnelles et les approhes non-variationnelles. Un exemple
d'approhe variationnelle est la méthode MCSCF (multionguration self-onsistent eld method),
pour laquelle on érit la fontion d'onde omme une somme (nie) de déterminants de Slater
(rappelons en eet que toute fontion d'onde admissible peut être érite omme une somme in-
nie de déterminants). L'analyse mathématique de ette méthode a réemment été menée par
Frieseke [114℄ et Lewin [208℄.
2.1.5 Théorie de la fontionnelle de la densité
L'idée de Hohenberg et Kohn
Le théorème de Hohenberg et Kohn [161℄ exprime le fait que la onnaissane de la densité
életronique de l'état fondamental détermine omplètement le potentiel Vnuc (à une onstante près),
et don la fontion d'onde fondamentale ψ. Ainsi, la minimisation (2.4) sur toutes les fontions
d'onde admissibles peut être remplaée par une minimisation sur toutes les densités admissibles
(voir la formule (2.19) i-dessous). Heuristiquement en eet, on s'attend à e que la dérivée de la
densité életronique présente des singularités aux positions des noyaux atomiques, dont l'intensité
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est liée à la harge du noyau en question (les onditions de usp de Kato [190℄) ; on peut ainsi
retrouver tous les paramètres du potentiel oulombien.
On dénit l'énergie életronique d'un système, pour un potentiel extérieur V ∈ L3/2(R3) +
L∞(R3) (en fait, V ≡ Vnuc ave les notations employées jusqu'à présent), par































|xi − xj |




|ψ(x, x2, . . . , xN )|2 dx2 . . . dxN .
Les injetions de Sobolev montrent que ρψ ∈ L1(R3) ∩ L3(R3). La fontionnelle dénie pour










a été introduite par Lieb [210℄. Notons que FL est onvexe, et que l'on peut retrouver l'énergie
fondamentale par la formule









Cei résulte du fait que FL est la transformée de Legendre de E (en eet, L
3/2(R3) + L∞(R3) est
l'espae dual de L1(R3) ∩ L3(R3) et la fontionelle E dénie par (2.17) est onave [210℄). Le fait
que la minimisation dans (2.19) porte uniquement sur la densité életronique justie le nom de
théorie de la fontionnelle de la densité (density funtional theory, DFT).
Une dénition alternative de la fontionelle de Lieb repose sur l'utilisation de ombinaisons
onvexes d'opérateurs densité à N orps, de la forme









l'opérateur densité à p-orps Γ
(p)
i étant obtenu à partir de fontions d'onde ψi ∈ H1 par (2.11).
L'ensemble des ombinaisons onvexes des opérateurs densité à N -orps est noté DN (ensemble




(N)), Γ (N) ∈ DN , Γ (1)(x, x) = ρ(x)
}
.
Le fait que ette dénition oïnide ave la dénition préédente est prouvé dans [210℄.
Pour obtenir des modèles utilisables en pratique, il faut reourir à des approximations raison-
nables de la fontion (inonnue) FL. Pour e faire,
(i) les méthodes sans orbitales proposent une forme fontionelle expliite pour FL ≡ FL(ρ).
Par exemple, le modèle de Thomas-Fermi approhe FL par















|x− y| dx dy;
(ii) le modèle de Kohn-Sham prend omme référene un gaz de N életrons non-interagissants,
et ρ est alors la somme des densités életroniques de haque életron.3
Implémentation pratique de la théorie de la fontionelle de la densité par le modèle
de Kohn-Sham
Dans la majorité des aluls pratiques, la DFT est implémentée selon le modèle de Kohn et
Sham (KS) [195℄. Partant d'un gaz d'életrons non-interagissants, on ommene par approximer
l'opérateur Hamiltonien H0 par sa partie inétique T = − 12
∑N
i=1∆xi . L'énergie assoiée à T est
















|∇φi|2, φi ∈ H1(R3),
∫
R3









Cette approhe est elle du modèle de Kohn-Sham étendu, et autorise des nombres d'oupa-
tion ni frationnaires. La fontionelle TJ i-dessus est dénie pour des densités ρ ensemble N -
représentables, 'est-à-dire provenant de la ontration d'un opérateur densité de DN . Cole-



















|x− y| dx dy.
Enn, les erreurs provenant des approximations i-dessus des énergies életrostatique et inétique
sont ompensées par l'énergie dite d'éhange-orrélation :
Exc(ρ) = FL(ρ)− TKS(ρ)− J(ρ). (2.20)
Le modèle de Kohn-Sham étendu est don le problème de minimisation suivant :


































Si Exc est diérentiable dans IN autour de ρ ∈ IN , et notant vxc(ρ) sa dérivée fontionnelle, les
équations d'Euler-Lagrange assoiées à (2.21) sont les équations de Kohn-Sham (étendues) :
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2






φi(x) + vxc(ρ)φi(x) = ǫiφi(x), (2.22)
3
Ce qui explique a posteriori pourquoi les modèles de type Thomas-Fermi sont appelés modèles sans
orbitales. . .




φiφj = δij , et ni = 1 si ǫi < εF , 0 ≤ ni ≤ 1 si ǫi = εF , ni = 0 si ǫi > εF .
Le multipliateur de Lagrange εF de la ontrainte
∑+∞
i=1 ni = N est appelé le niveau de Fermi.
Les équations de Kohn-Sham usuelles
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φi(x) + vxc(ρ)φi(x) = ǫiφi(x), (2.23)
ave ni = 1 si 1 ≤ i ≤ N , et ni = 0 sinon, orrespondent au as où seuls des nombres d'oupation
entiers sont admis. L'existene d'un minimiseur du problème de minimisation assoié à (2.23)
(et don d'une solution normalisée de (2.23)) a été prouvée par Le Bris [42℄ pour ertaines
approximations usuelles de vxc.
Rappelant à e point que le potentiel V utilisé ii est le potentiel extérieur (par exemple,
le potentiel Vnuc engendré par les noyaux atomiques), on s'aperçoit que les équations de Kohn-
Sham sont formellement similaires aux équations de Hartree-Fok (2.15). La diérene entre es
équations est que l'opérateur d'éhange non-loal des équations de Hartree-Fok est remplaé
dans les équations de Kohn-Sham par un potentiel d'éhange-orrélation loal. Cette similarité a
été utilisée dans les premiers temps de la himie quantique omputationnelle pour simplier les
équations de Hartree-Fok, en replaçant le potentiel loal par sa meilleure approximation. La
qualité de ette approximation doit être omprise en un sens variationnel, et est onnue sous le nom
de potentiel eetif optimisé (Optimized Eetive Potential (OEP), voir i-après et le Chapitre 8
pour plus de préisions).
Fontionnelles d'éhange-orrélation
L'approximation la plus simple de Exc(ρ) est l'approximation de la densité loale (loal density









c . La partie orrespondant au terme d'éhange életronique peut être
alulée analytiquement : εLDAx (ρ) = −CDρ4/3, où CD = 34 ( 3π )1/3 est la onstante de Dira. En
revanhe, la partie orrespondant aux orrélations életroniques doit être approximée, par exemple
par des tehniques de Monte-Carlo quantique. Une amélioration de e modèle onsiste à prendre
en ompte des densités életroniques ρ|↑ 〉 et ρ|↓ 〉 dépendant de la variable de spin, ainsi que
des orretions modélisant les inhomogénéités de la densité par des termes de gradients (d'où le
nom d'approximation du gradient généralisée, Generalized Gradient Approximation). La reherhe
de fontionnelles d'éhange-orrélation de bonne qualité et appliables à une grande variété de
systèmes est un hamp de reherhe toujours atif en physique et himie (voir par exemple la
revue de Suseria et Staroverov [304℄).
Reherhe variationnelle de potentiels d'éhange-orrélation pertinents
Sharp et Horton [308℄ ont proposé une manière systématique d'obtenir des potentiels loaux
approhant au mieux l'opérateur d'éhange non loal de Hartree-FokKΦ donné par (2.16). Ils ont
suggéré de minimiser l'énergie du déterminant de Slater onstruit à partir des fontions propres
orrespondant aux N premières valeurs propres d'un opérateur de Shrödinger à un életron
− 12∆+W ,W étant un potentiel loal.4 Cette stratégie a ensuite été approfondie par Talman et
4
La notion de potentiel loal n'a pas de dénition préise dans la littérature en himie ou en phy-
sique. Cela dit, on peut se restreindre, pour ette introdution, à des opérateurs multipliatifs, pour
un potentiel W ∈ L3/2(R3) + L∞ε (R3). Rappelons que dans e as, le spetre essentiel de l'opérateur
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Shadwik [338℄. Le problème de minimisation orrespondant est la reherhe du potentiel eetif
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Cependant, formulé de ette manière, e problème de minimisation ne semble pas être bien posé ar
il n'y a pas de borne évidente pour les suites minimisantes (Wn)n≥0 (voir l'étude mathématique
de Ben-Haj-Yedder, Canès et Le Bris [25℄). Une manière de ontourner ette diulté
est de remplaer le problème de minimisation (2.24) par des onditions équivalentes (au moins
formellement) qui ne font pas intervenir expliitement un potentiel loal W . Dans e as, on peut
obtenir quelques résultats mathématiques onernant le aratère bien posé du problème (voir [25℄,
ainsi que la Setion 8.2).
A té de es questions mathématiques, se posent également des problèmes numériques dans
le alul du potentiel eetif optimal lorsque l'on disrétise le problème de minimisation dans
une base d'orbitales (voir par exemple [321℄). Il est don tentant de remplaer le problème de
minimisation (2.24) par un problème de minimisation plus simple, qui assure ependant toujours
que le potentiel loal d'éhange à onsidérer approhe en un ertain sens l'opérateur d'éhange non
loal (2.16). Ave E. Canès, E. Davidson, A. Izmaylov et G. Suseria [P5,A2℄, nous avons
montré qu'il est possible de dénir de manière unique (à une onstante additive près toutefois) un









où ‖ · ‖HS est la norme de Hilbert-Shmidt pour des opérateurs sur L2(R3), et [A,B] = AB−BA.
L'étude mathématique du aratère bien posé du problème (2.25) est menée à la Setion 8.3.
On peut montrer que le potentiel eetif loal a une forme analytique simple, e qui est très
intéressant en pratique. Notons également que e potentiel n'est pas nouveau, et a déjà été pro-
posé par d'autres auteurs [138,297℄, par des arguments non-variationnels toutefois. Nous n'avons
ependant pas pu montrer l'existene d'une solution des équations de Kohn-Sham que pour un
potentiel d'éhange loal plus simple que vELP (voir la Setion 8.1). Ce potentiel a été proposé par
Slater [312℄, mais approhe également le potentiel d'éhange non loal au sens d'un problème
variationnel en norme Hilbert-Shmidt analogue à (2.25).
2.2 Desription lassique de la matière
2.2.1 Représentation lassique de la matière à l'éhelle mirosopique
On onsidère dans ette setion des systèmes mirosopiques formés de N partiules (typi-
quement, des atomes), dérits par les positions q = (q1, · · · , qN ) ∈ R3N et les impulsions p =
(p1, · · · , pN) ∈ R3N de es partiules. Pour les systèmes physiques et biologiques étudiés à l'heure
atuelle, N est typiquement de l'ordre de 103 à 109. L'interation entre les partiules est prise




∆+W est enore [0,+∞[ [52,277℄. L'espae fontionnel L3/2(R3)+L∞ε (R3) est l'ensemble de toutes
les fontions φ qui sont telles que, pour tout ε > 0, on peut érire φ = φ3/2 + φ∞ ave φ3/2 ∈ L3/2(R3)
et ‖φ∞‖L∞(R) ≤ ε.




pTM−1p+ V (q), (2.26)
où M = Diag(m1, . . . ,mN ) est la matrie de masse.
Energie potentielle
Le potentiel d'interation V est, en prinipe, obtenu par (2.5). C'est même ainsi qu'est alulé le
potentiel d'interation pour des simulations moléulaires ab-initio : dans e as, à haque itération
(à haque modiation de la géométrie des noyaux), on realule le potentiel d'interation par (2.5).
Cette approhe est toutefois très oûteuse en termes de temps de alul, et ne peut être appli-
quée qu'à de petits systèmes. Pour simuler de plus grands systèmes, on utilise généralement des
formules empiriques. Ces formules empiriques sont typiquement obtenues en supposant une forme
fontionnelle a priori pour le potentiel d'interation, et en optimisant alors les paramètres entrant
dans la formule analytique du potentiel pour obtenir le meilleur aord entre les résultats de simu-
lation numérique et les données de référenes. Ces données de référene (loi d'état, ompressibilité,
vitesse du son,. . . ) peuvent être soit expérimentales, soit obtenues numériquement ave un mo-
dèle plus préis, notamment des simulations ab-initio sur de petits systèmes à l'équilibre. Dans e
dernier as, l'approximation de Born-Oppenheimer utilisée impliitement pour érire le potentiel
d'interation entre partiules omme (2.5) peut ne plus être valide. Cei est le as par exemple
lorsque des réations himiques ont lieu, et que des liaisons sont réées ou oupées (mais ertaines
approhes herhent toutefois à modéliser es événements dans le adre des potentiels lassiques,
voir i-dessous).
Un exemple simple de potentiel d'interation est elui d'un système de N partiules interagis-
sant additivement via un potentiel d'interation de paire. Dans e as,
V (q1, . . . , qN ) =
∑
1≤i<j≤N
V(|qi − qj |). (2.27)










ave ǫ/kB = 120 K, et σ = 3.405 Å. Des termes d'interations entre plus que deux atomes
peuvent être onsidérés, partiulièrement dans les modèles de biologie moléulaire. Ces termes
permettent de prendre en ompte les interations loales entre les nuages életroniques des atomes
(interations à 3-orps par les angles de liaisons, interations à 4-orps par les angles dihèdres, voir
Setion 3.4.1 pour des expressions expliites de es potentiels d'interation) et non-loales entre
atomes non liés (fores de van der Waals, interations oulombiennes)  voir par exemple l'ouvrage
de Shlik [299℄ pour plus de préisions sur les modèles utilisés en biologie moléulaire.
Considérer des potentiels d'interation à 2-, 3- ou 4-orps n'est toutefois pas toujours susant.
De nombreuses études, en partiulier dans le domaine de la matière ondensée, ont enore pour
objetif de proposer de meilleurs potentiels d'interation empiriques, et d'optimiser les paramètres
orrespondants sur une base de données de référene. Des exemples réents sont les potentiels de
type (M)EAM ((Modied) Embedded-Atom Model) [22℄, qui utilisent une densité életronique de ré-
férene autour de l'atome, et les potentiels à ordre de liaison, de type REBO [341℄ ou ReaxFF [353℄,
qui ontiennent des termes dépendant de l'environnement de la partiule (fontions de la oordi-
nation loale). Ces deux derniers types de potentiels permettent même de traiter des dissoiations
himiques dans ertains régimes physiques.
Conditions de bord
On peut imposer plusieurs types de onditions de bord au système :
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(i) de nombreuses simulations sont faites à l'heure atuelle ave des onditions de bord pério-
diques, qui limitent les eets de surfae dans la simulation et permettent d'approher les
onditions règnant au sein d'un éhantillon marosopique homogène de matériau. Dans
e as, haque partiule interagit ave toutes les partiules du système, mais aussi ave
leurs images périodiques ;
(ii) ertaines simulations sont faites ave des onditions au bord libres, omme dans le as de
systèmes isolés (moléules simulées in vauo). Il peut être utile de quotienter la dynamique
par les transformations galiléennes (translations, rotations), dans la mesure où, en l'ab-
sene de hamp de fore extérieur, l'énergie potentielle du système est invariante par es
transformations ;
(iii) il est parfois intéressant de simuler des systèmes onnés. Dans e as, les positions a-
essibles aux partiules sont restreintes à une région prédéne de l'espae ambiant, et on
doit se donner des règles pour traiter les réetions sur le bord (réetion spéulaire des
impulsions par exemple) ;
(iv) nalement, on peut onsidérer un terme de forçage (stohastique ou déterministe) à la
frontière (voir Setion 3.5.1).
On note dans la suite M l'espae des positions, et T ∗M son espae otangent, qui est l'ensemble
des ongurations mirosopiques (q, p) aessibles au système (on parle également d'espae des
phases en physique). Typiquement, M = T3N (un tore de dimension 3N) lorsque l'on simule N
partiules ave des onditions de bord périodiques. Dans e as, T ∗M = T3N × R3N .
Ensembles thermodynamiques
L'état (marosopique) d'un système est dérit, dans le ontexte de la physique statistique,
par une mesure de probabilité µ sur l'espae des phases T ∗M. Les propriétés marosopiques du




A(q, p) dµ(q, p).
On s'intéresse par la suite aux deux ensembles thermodynamiques les plus ouramment utilisés
dans la pratique, à savoir les ensembles miroanonique et anonique, qui dérivent respetivement
des systèmes isolés et des systèmes à température xée (en ontat ave un thermostat ou un
réservoir d'énergie).
2.2.2 L'ensemble miroanonique
L'ensemble thermodynamique le plus simple oneptuellement est l'ensemble miroanonique,
qui dérit les systèmes isolés, don d'énergie onstante. La mesure orrespondante est la mesure
de probabilité uniforme sur les ongurations aessibles, à savoir
µmc(dq, dp) = δH(q,p)−E =
dσE
|∇H | , (2.29)
où dσE est la mesure de surfae induite par la mesure de Lebesgue sur la sous-variété M(E) =
{(q, p) ∈ T ∗M | H(q, p) = E}. Les intégrales thermodynamiques de la forme (2.1) sont alulées







A(Φt(q, p)) dt, (2.30)
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(q(t), p(t)) = −∇qiV (q(t)).
(2.31)
L'ergodiité peut être démontrée rigoureusement pour des systèmes omplètement intégrables,
ainsi que pour des perturbations de systèmes omplétement intégrables (voir par exemple l'ouvrage
de référene d'Arnol'd [11℄).
D'un point de vue numérique, la propriété d'ergodiité demande des algorithmes très stables,
permettant une intégration en temps très long. La dynamique (2.31) est une équation diérentielle
ordinaire qui est souvent intégrée numériquement par l'algorithme de Verlet
5
[360℄
pn+1/2= pn − ∆t
2
∇V (qn),
qn+1 = qn +∆t M−1pn+1/2,




où ∆t > 0 est la pas de temps hoisi. Le ot numérique assoié au shéma de Verlet partage deux
propriétés qualitatives ave le ot exat Φt de à (2.31) : il est réversible en temps et sympletique.
Ces deux propriétés sont très importantes pour l'intégration numérique en temps long de la dyna-
mique hamiltonienne : un résultat bien établi, et rappelé dans l'ouvrage de référene de Hairer,
Lubih et Wanner [146℄ sur l'intégration numérique géométrique (voir en partiulier les Cha-
pitres VIII et IX), est que l'énergie du système est onservée à O(∆t2) sur des temps O(e−c/∆t)
lorsque l'on utilise un shéma de Verlet. L'analyse numérique de méthodes d'éhantillonnage de
l'ensemble miroanonique fondées sur es propriétés (dans le as très partiulier de systèmes om-
plètement intégrables) a été faite par Canès, Castella, Chartier, Le Bris, Legoll, Faou
et Turinii [48, 49, 203℄.
2.2.3 L'ensemble anonique
Les systèmes à température xée (en partiulier, les systèmes en ontat ave un thermostat)
sont dérits par la mesure de probabilité anonique sur T ∗M :
dµ(q, p) = Z−1 exp(−βH(q, p)) dq dp, (2.33)
où β = 1/kBT (T est la température du système et kB la onstante de Boltzmann). La onstante




exp(−βH(q, p)) dq dp.
On l'appelle également fontion de partition en physique statistique. Comme le Hamiltonien H
est séparable, la mesure anonique peut se mettre sous la forme tensorisée
dµ(q, p) = dπ(q) dκ(p),
ave








Voir aussi [145℄ pour plus de préisions historiques : l'algorithme de Verlet était déjà onnu par Störmer
au début du 20
ème
sièle, et même déjà par Newton!
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et
dπ(q) = Z−1q e
−βV (q) dq. (2.35)
Les onstantes Zq =
∫
M e




i sont à nouveau des onstantes
de normalisation. Notons au passage que l'on fait l'hypothèse impliite que les mesures µ et π
sont des mesures de probabilité, e qui est le as lorsque e−βV ∈ L1(M). L'éhantillonnage de la
mesure dκ ne posant pas de problème, la vraie question est d'éhantillonner la mesure dπ.
Comparaison théorique et numérique de quelques méthodes d'éhantillonnage usuelles










A(q, p) dµ(q, p) (2.36)
sont présentées dans l'artile de revue [P3℄ o-érit ave E. Canès et F. Legoll (voir éga-
lement le Chapitre 3). En partiulier, nous proposons une lassiation de méthodes usuelles
d'éhantillonnage de la mesure anonique en trois atégories, et préisons leurs propriétés théo-
riques d'ergodiité. On distingue ainsi
(i) les méthodes purement stohastiques, telles que la méthode du rejet ou l'utilisation de
fontions d'importane, dont la onvergene résulte des théorèmes usuels de probabilité
(Loi des Grands Nombres (LGN), Theorème de la Limite Centrale (TCL)) ;
(ii) des méthodes fondées sur la dynamique déterministe hamiltonienne, modiée par des
perturbations stohastiques pour assurer que des niveaux d'énergie diérents sont ex-
plorés. On peut utiliser des haînes de Markov, par exemple un shéma de Metropolis-
Hastings [153, 238℄ utilisant la dynamique hamiltonienne omme fontion de proposition
(shéma de Hybrid Monte-Carlo [88℄), ou des équations diérentielles stohastiques ayant
la dynamique hamiltonienne omme as limite (dynamique de Langevin). On s'arrange
pour que la mesure anonique soit préservée par es shémas, et on obtient, sous des hypo-
thèses assez générales, l'équivalent de la LGN et du TCL pour des haînes ou proessus de
Markov, e qui assure l'ergodiité théorique de es méthodes (voir en partiulier l'exellent
ouvrage deMeyn et Tweedie [240℄ en e qui onerne les résultats sur la onvergene des
haînes de Markov, ainsi que la Setion 3.6 pour un résumé des résultats les plus pertinents
dans le ontexte de la dynamique moléulaire) ;
(iii) des méthodes omplètement déterministes fondées sur le paradigme de la dynamique de
Nosé-Hoover [259, 260℄, et qui onsidèrent des variables étendues (q, p, x), dont la dyna-
mique est telle que la marginale de la mesure invariante par rapport à la variable supplé-
mentaire x soit bien la mesure anonique. Malgré e résultat de onsistane, auune preuve
théorique d'ergodiité n'existe ; en revanhe, il existe des résultats de non-ergodiité dans
ertains as (voir la preuve de Legoll, Luskin et Moekel [204℄ fondée sur une pertur-
bation de systèmes omplètement intégrables).
Nous avons également omparé l'ergodiité numérique de es méthodes pour une moléule d'alane
simple, tant pour le alul de propriétés statiques (intégrales thermodynamiques de la forme (2.1))
que de propriétés dépendant du temps omme des fontions d'autoorrélations (voir Setion 2.2.5).
Les résultats montrent, omme on pouvait d'ailleurs qualitativement s'y attendre, que les méthodes
purement stohastiques marhent mal dès que la dimension du système est un peu trop grande,
et que les méthodes omplètement déterministes peuvent être déliates d'emploi (hoix des pa-
ramètres, néessité de petits pas de temps pour assurer la onservation de ertains invariants de
la dynamique), alors que les méthodes mêlant dynamique moléulaire et tehniques stohastiques
s'avèrent plus robustes et plus eaes.
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Métastabilité et obstrution à l'ergodiité numérique
Même si l'ergodiité est assurée théoriquement et numériquement pour des systèmes simples,
e n'est souvent pas le as en pratique pour des systèmes physiquement intéressants, du fait de
la présene d'éhelles de temps très diérentes dans le système. Les éhelles de temps rapides
sont typiquement assoiées à des omposantes raides de l'énergie potentielle, et demandent, pour
être résolues, des pas d'intégration temporelle très petits. Par exemple, les longueurs de liaison
dans une moléule ont une période de vibration de l'ordre de la femtoseonde (10−15 s), alors que
d'autres quantités (telles que la onformation d'une protéine) évoluent sur des éhelles de temps
beauoup plus longues. Les éhelles de temps grandes proviennent souvent de la présene d'états
métastables, qui sont des minima loaux de la surfae d'énergie. Les événements intéressants tel
que le repliement des protéines ne se produisent que lorsque le système a exploré plusieurs bassins
d'énergie, e qui peut demander des temps de l'ordre de la miroseonde (10−6 s) ou plus [299℄.
Une manière de traiter les métastabilités du système, lorsqu'elles sont identiées, est de dé-
oupler les variables ayant un omportement métastable et les autres degrés de liberté du sys-
tème, puis d'utiliser des tehniques de alul de diérenes d'énergie libre (voir Setion 2.3.1).
Il existe bien sûr de nombreuses autres façons de faire, omme les dynamiques aélérées de la
Setion 2.3.2, ainsi que des méthodes permettant d'identier les états métastables (fondées sur les
propriétés spetrales des noyaux de transition d'une haîne de Markov et initiées par les travaux
de Shütte [301℄). Il n'existe toutefois pas à e jour de méthode générale et robuste permettant
de traiter de manière systématique des potentiels omplexes, omme eux régissant les systèmes
biologiques.
2.2.4 Autres ensembles thermodynamiques
Outre les ensembles anonique et miroanonique, il existe plusieurs autres ensembles ther-
modynamiques ourants, par exemple l'ensemble NPT, où le nombre de partiules, la pression et
la température sont maintenus onstants, ou l'ensemble grand-anonique, où le volume, la tem-
pérature et le nombre moyen de partiules sont onstants. Ce dernier ensemble est aussi appelé
ensemble µVT, µ étant le potentiel himique.6 La mesure de probabilité grand-anonique est [270℄




N ,pN )) dqN dpN , (2.37)
où d est la dimension de l'espae, V le volume de la ellule de simulation, h la onstante de Plank,
et HN le Hamiltonien (2.26) pour N partiules en interation. La onstante de normalisation Z










N , pN ) dqN dpN ,
où Λ = h(2πmβ−1)−1/2 est la longueur d'onde thermique de De Broglie. Les premières tehniques
développées pour l'éhantillonnage de la mesure (2.37) ont été des tehniques purement stohas-
tiques [258℄ (voir [113, Chapitre 5℄ pour plus de référenes). Les tehniques d'éhantillonnage de
la mesure anonique ont ensuite été progressivement transposées au ontexte grand-anonique, en
partiulier les approhes de type Hybrid Monte-Carlo [218℄ ou Nosé-Hoover [56,57,216℄ (voir [296,
Chapitre 8℄ pour plus de préisions et de référenes sur es méthodes).
Il se peut également que l'on onsidère un système régi par la dynamique hamiltonienne, à des
termes de forçage au bord près (voir Setion 3.5). Par exemple, on peut onsidérer une réation ou
destrution de partiules, ou une thermalisation sur le bord du domaine. Dans es as, les quantités
6
Dans ette setion et dans ette setion seulement, la notation µ renvoie au potentiel himique, et non
à une mesure de probabilité sur l'espae des phases.
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préservées par la dynamique (exatement ou en moyenne) ne sont pas toujours lairement établies,
et l'ensemble thermodynamique à utiliser n'est pas toujours bien déni a priori.
2.2.5 Propriétés dépendant du temps




B(Φt(q, p), (q, p)) dµ, (2.38)
où Φt est le ot de la dynamique utilisée pour engendrer les trajetoires (q(t), p(t))t≥0 =
(Φt(q, p))t≥0. Celles-i peuvent être alulées selon la dynamique hamiltonienne assoiée à (2.26).
Ce hoix est onsistant ave des onditions initiales miroaniques, et même anoniques, ar la
mesure anonique (2.33) est invariante par la dynamique hamiltonienne (2.31).
Les oeients de transport sont des exemples de propriétés dynamiques. L'auto-diusion
d'une partiule marquée dans un uide de N partiules identiques de masse m est ainsi donnée











où qi(t) est la position de la i-ème partile au temps t, et 〈 · 〉 est une moyenne sur les onditions
initiales. Une expression alternative est la formule de Green-Kubo utilisant la fontion d'autoor-












où pi(t) est l'impulsion de la i-ème partiule au temps t. D'autres exemples ourant de oeients
de transport sont la visosité de isaillement d'un uide, ou sa diusivité thermique.
Un alul préis d'intégrales thermodynamiques dépendant du temps demande dans un premier
temps un bon éhantillon de onditions initiales, distribuées selon la mesure anonique typique-
ment. Ces ongurations initiales ne doivent pas être trop nombreuses, ar il faut pouvoir intégrer
numériquement une ou plusieurs trajetoires pour haune. Le oût de alul d'une trajetoire sur
un intervalle de temps [0, T ] est en (∆t)−1, e qui donne un oût total en O(M(∆t)−1) pour M
ongurations initiales. Il y a don un ompromis à faire entre la qualité de l'éhantillon initial
tiré selon dµ (erreur de l'ordre de M−1/2) et la préision de la trajetoire numérique approhant
la dynamique (2.31) (liée au paramètre ∆t).
En pratique, ertaines études alulent des propriétés dépendant du temps (à température
onstante) omme des moyennes le long d'une trajetoire sous une hypothèse impliite d'ergo-
diité. Il n'est pas lair que ette proédure soit orrete, ar la dynamique en question est soit
hamiltonienne, auquel as on éhantillonne mal les onditions initiales, soit onsistante ave la me-
sure anonique (dynamique de Langevin ou Nosé-Hoover), et il n'est alors pas lair que le résultat
nal soit indépendant des paramètres numériques hoisis (masse de Nosé, paramètre de frition
dans la dynamique de Langevin). Par exemple, le oeient d'auto-diusion d'une partiule dans
un uide dépend a priori de la frition hoisie pour la dynamique de Langevin.
Dans tous les as ependant, il est rare que les systèmes onservent leur énergie sur des temps
très longs, du fait d'éhanges ave leur environnement. Utiliser une dynamique hamiltonienne par-
tant de onditions anoniques semble justié pour le alul de propriétés dépendant du temps
sur des temps ourts seulement. Pour les temps longs, on peut penser à onsidérer des systèmes
dont la partie entrale évolue selon une dynamique hamiltonienne (on alule les propriétés dans
ette région seulement), mais dont les parties prohes de la frontière du domaine subissent des
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perturbations stohastiques, modélisant les perturbations extérieures (voir Setion 3.5). Comme
la proédure de thermalisation n'inuene pas diretement la dynamique, on s'attend à une dé-
pendane moins forte en fontion des paramètres hoisis.
2.3 Simuler des systèmes plus grands pendant des temps plus longs
Les tehniques de simulation moléulaire présentées dans les setions préédentes ne permettent
que de simuler des systèmes très petits omparés aux systèmes réels, et e, pour des temps très
ourts seulement. En partiulier, l'existene d'états métastables est un frein onsidérable à une
simulation numérique eae. Or, le omportement marosopique de ertains systèmes est déter-
miné sur le long terme par des événements rares, d'origine mirosopique. Par exemple, les pro-
priétés méaniques de matériaux soumis à des dommages radiatifs (tels que les eneintes de uves
des entrales nuléaires) doivent idéalement être prédites sur des périodes de plusieurs dizaines
d'années, alors que les évenements mirosopiques onduisant à es modiations de propriétés
méaniques (migration de disloations ou de launes, par exemple) se produisent sur des temps de
l'ordre de la pioseonde. Il est don vraiment néessaire de onsidérer des méthodes permettant
de simuler de plus gros systèmes sur des temps plus longs. On se onentre dans ette setion sur
trois types de stratégies :
(i) les tehniques de alul de diérenes d'énergie libre, qui permettent de forer la transition
d'un état métastable à un autre lorsque l'on sait paramétrer orretement ette transition
(Setion 2.3.1) ;
(ii) il existe également des tehniques permettant d'augmenter le temps de simulation total,
par le biais de pas de temps d'intégration plus grands pour une dynamique moyenne, une
dynamique aélérée, ou une approhe de type Monte-Carlo inétique (Setion 2.3.2) ;
(iii) les dynamiques réduites ou eetives, sont obtenues à partir de la dynamique tous-atomes
par une proédure de moyennisation ou de projetion, et sont moins gourmandes en temps
de alul (Setion 2.3.3).
On ne parle pas ii de tehniques permettant d'augmenter la taille (spatiale) des systèmes étudiés,
telles que des méthodes de déomposition de domaines, ou de ouplage de modèles, où une petite
région du système est dérite par un modèle préis, alors que la majeure partie est dérite par un
modèle plus grossier. Un exemple de ette dernière approhe est la méthode QCM (quasiontinuum
method) de Tadmor, Ortiz et Phillips [334℄, où on ouple une desription atomique et une
disrétisation par éléments nis. Cette méthode a été étudiée d'un point-de-vue mathématique
pour un système modèle unidimensionnel par Blan, Le Bris et Legoll dans [32℄.
2.3.1 Calul de diérenes d'énergie libre
Lorsque la variable à l'origine du omportement métastable du système est onnue (ou supposée
onnue), on peut reourir à des tehniques de alul de diérenes d'énergie libre pour forer les
transitions entre les états métastables du système. Bien sûr, l'eaité de telles tehniques dépend
ruiallement du hoix de la oordonnée de réation, qui représente les degrés de liberté essentiels
du système. Le hoix de ette oordonnée de réation est un problème très important en pratique,
et que nous n'évoquerons pas plus avant ii, nous ontentant de supposer une fois pour toutes
qu'une oordonnée de réation onvenable est disponible. On se limite ainsi au problème de alul
de diérenes d'énergie libre entre des états assoiés à des valeurs diérentes de la oordonnée de
réation.
Remarque 2.2 (Motivation mathématique du hoix de la oordonnée de réation). Peu
d'études mathématiques ont traité du hoix optimal de la oordonnée de réation. On peut toutefois
iter le travail de Vanden-Eijnden et Tal [357℄ qui propose une dénition variationnelle de la
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oordonnée de réation et de la surfae de séparation entre deux zones de métastabilité, à la base
de la méthode de la orde [370℄ (voir également la disussion à e sujet dans [91℄).
L'énergie libre absolue d'un système est dénie par






−βH(q,p) dq dp est la fontion de partition. L'énergie libre absolue ne peut être
alulée que pour ertains systèmes omme le gaz parfait ou les solides à basse température (en
utilisant le spetre de phonons) [113, 281℄. Heureusement, dans de nombreuses appliations, 'est
la diérene d'énergie libre qui est la quantité pertinente. Le prol de la diérene d'énergie libre
est en eet une information préieuse sur la stabilité relative des espèes en présene, et est utilisé
pour préiser la inétique de transition entre l'état initial et l'état nal. Les transitions que l'on
onsidère peuvent être lassées en deux atégories :
(i) les transitions de type alhimiques sont indexées par un paramètre extérieur λ, qui peut
représenter l'intensité d'un hamp magnétique pour un système de spin, la température,
un paramètre des potentiels d'interation,
7
et. Pour une valeur de λ xée, le système est
ainsi dérit par un Hamiltonien Hλ (ou une énergie potentielle Vλ). La diérene d'énergie
libre orrespondante est alors








(ii) dans le as où la transition est indexée par une oordonnée de réation de dimension m,
notée ξ : R3N → Rm (les diérents états de la transition étant dans les sous-variétés
orrespondant à des lignes de niveau de ξ), la diérene d'énergie libre est




e−βH(q,p) δξ(q)−z1 dq dp∫
T∗M
e−βH(q,p) δξ(q)−z0 dq dp
 .
Rappelons que δξ(q)−z est la mesure portée par Σ(z) = {q, ξ(q) = z} et dénie par
δξ(q)−z = |∇ξ|−1dσΣ(z),
où dσΣ(z) est la mesure de Lebesgue induite sur Σ(z).
Il est bien plus faile de aluler des diérenes d'énergie libre que des énergies libres absolues.
Les tehniques les plus ourantes pour e faire sont de quatre types (voir Figure 2.2 pour une
omparaison shématique) :
(i) l'intégration thermodynamique, remontant àKirkwood [194℄, onsiste à érire l'évolution
omme une suession quasi-statique d'états d'équilibre (e qui orrespond à une transition
inniment lente) ;
(ii) la méthode perturbative de Zwanzig (free energy perturbation method) [380℄ ne peut être
employée que pour les transitions alhimiques. Elle onsiste à ré-érire les diérenes d'éner-
gie libre omme des moyennes anoniques, e qui permet d'utiliser toutes les tehniques
7
C'est d'ailleurs e as de gure qui est à l'origine du terme alhimique : en eet, il est faile, sur son
ordinateur, de hanger du plomb en or, en faisant passer la harge du noyau atomique de Z = 82
à Z = 79 !
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d'éhantillonnage usuelles, et ouvre la voie à de nombreux ranements, dont l'utilisation
de fontions d'importane (tel que l'Umbrella sampling de Torrie et Valleau [345℄) ;
(iii) une tehnique plus réente utilise une dynamique de transition à vitesse nie, et don hors
d'équilibre. Dans e as, il est néessaire de donner un poids exponentiel aux diérentes
trajetoires de transition possibles an de retrouver la bonne diérene d'énergie libre.
C'est la fameuse égalité que Jarzynski a introduite dans [187℄ ;
(iv) enn, des dynamiques adaptatives peuvent également être employées. Dans e as, la vitesse
et le hemin de transition entre les états initiaux et naux n'est pas xée a priori, mais un
terme de biais fore la transition en pénalisant les régions qui ont été susamment éhan-
tillonnées. Ce terme de biais peut être une fore biaisante, omme pour l'Adaptive Biasing
Fore de Darve et Pohorille [75℄, ou un potentiel biaisant, omme pour les méthodes
de Wang et Landau [368℄ ou de Iannuzzi, Laio et Parrinello [179℄ (nonequilibrium
metadynamis).
Nous détaillons à présent es diérentes approhes dans le as de transitions alhimiques (par
soui de simpliité), et indiquons omment elles se généralisent au as de transitions indexées par
une oordonnée de réation.
(a) Intégration thermodynamique : on utilise
une dynamique projetée et on éhantillonne
feuille par feuille.
(b) Méthode perturbative : on onsidère une
transition immédiate entre les états initiaux et
les états naux.
() Dynamique hors d'équilibre : la vitesse de
transition est la même pour haque trajetoire
et est imposée a priori.
(d) Dynamique adaptative : on fore le système
à quitter les zones où l'éhantillonnage est su-
sant.
Fig. 2.2. Comparaison shématique des diérentes méthodes de alul de diérenes d'énergie libre.
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Intégration thermodynamique
Pour une transition alhimique,






L'intégration thermodynamique repose sur le fait que F (λ)− F (0) = ∫ λ
0






(q, p) e−βHλ(q,p) dq dp∫
T∗M
e−βHλ(q,p) dq dp
est la moyenne anonique de
∂Hλ
∂λ pour la mesure anonique dµλ = Z
−1
λ e
−βHλ(q,p) dq dp. Ainsi, en
pratique, on alule F ′(λi) pour un ensemble de valeurs λi ∈ [0, 1] et on intègre numériquement
la dérivée pour obtenir le prol voulu.
L'extension au as de transitions indexées par une oordonnée de réation peut être faite par
exemple par une dynamique stohastique projetée (voir le travail de Ciotti, Lelièvre et
Vanden-Eijnden [66℄, rappelé en Setion 4.1.2). Dans e as, on peut montrer rigoureusement
que la dérivée de l'énergie libre peut être obtenue par une moyenne en temps des multipliateurs
de Lagrange assoiés à la ontrainte ξ(q) xé. Notons également qu'il est possible de reourir à un
shéma de type Hybrid Monte-Carlo onvenablement modié (voir Shütte et Hartmann [151℄).
Méthode perturbative
La méthode perturbative onsiste à ré-érire ∆F omme




Notons immédiatement que ette tehnique ne peut pas être utilisée en tant que telle pour des
transitions indexées par une oordonnée de réation ar dans e as, les mesures initiales et nales
ont des supports disjoints.
8
Une approximation de ∆F est obtenue en tirant des ongurations (qn, pn) distribuées se-
lon dµ0 et en faisant la moyenne des quantités e
−β(H1−H0)(qn,pn)
orrespondantes. Cependant, les
distributions initiales et nales dµ0 et dµ1 ont souvent un faible reouvrement, et il est préfé-
rable, par soui de abilité des estimations, de onsidérer une suession d'états intermédaires.
Déomposant la variation d'énergie libre en n pas intermédiaires λi = i/n, il vient







et ∆F = ∆F0 + · · ·+∆Fn−1. On s'attend à e que les distribution dµi et dµi+1 aient un meilleur
reouvrement (si n est assez grand) et don que l'estimation de ∆Fi soit plus able.
La diérene d'énergie libre élémentaire ∆Fi peut être alulée plus eaement en utilisant
une fontion d'importane, tehnique qui dans e ontexte porte le nom d'Umbrella sampling [345℄.
On a en eet
8
Mais ette tehnique est tout de même utilisée en pratique pour le alul de diérenes d'énergie libre
dans le as d'une oordonnée de réation : pour e faire, on onsidère la transition assoiée à Vλ(q) =
V (q) + K(ξ(q) − λ)2. On montre que la diérene d'énergie libre assoiée à ette transition (pour K
xé) onverge vers la diérene reherhée lorsque K → +∞.
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où dπW (q, p) = Z
−1e−βW (q,p) dq dp. La mesure dπW doit être hoisie de manière à e qu'elle ait un
reouvrement appréiable ave dµ0 et dµ1. C'est d'ailleurs ette propriété de double reouvrement
qui a motivé le nom de Umbrella sampling (littéralement, éhantillonnage parapluie). Des hoix
possibles sont par exemple




ou l'utilisation de H˜1/2 tel que
dπW (q) = Z˜
−1
1/2 e





L'égalité de Jarzynski est faile à obtenir si on onsidère un système gouverné par une dyna-
mique hamiltonienne, partant de onditions initiales anoniquement distribuées. On onsidère une
transition à taux ni, se produisant en un temps 0 < T < +∞, partant de λ(0) = 0 et allant
à λ(T ) = 1. Plus préisément, partant de onditions initiales distribuées selon dµ0, on onsidère










Notant Φλ le ot assoié, le travail fourni au système partant d'une ondition initiale (q, p) est






′(t) dt = H1(ΦλT (q, p))−H0(q, p).


















et les deux derniers termes du membre de droite se simplient pour la dynamique (2.39). Ainsi,∫
T∗M














= e−β∆F , (2.40)
où l'espérane est prise par rapport à des onditions initiales distribuées selon dµ0. L'extension
à des dynamiques stohastiques est présentée dans le as alhimique en Setion 4.1.1, et suit la
preuve de Hummer et Szabo [177℄ reposant sur une formule de Feynman-Ka.
2.3 Simuler des systèmes plus grands pendant des temps plus longs 33
Extension au as de transitions indexées par une oordonnée de réation
En se fondant sur les dynamiques stohastiques projetées, et toujours par une démonstration
utilisant une formule de Feynman-Ka, nous avons proposé ave T. Lelièvre etM. Rousset [P6℄
une extension de la dynamique hors d'équilibre de Jarzynski lorsque la transition est indexée par
une oordonnée de réation, ainsi que l'égalité (2.40) assoiée (voir également la Setion 4.1.2).
La dérivation de ette égalité demande en partiulier une dénition orrete du travail exeré sur
le système, et on montre que le travail peut être alulé omme une moyenne trajetorielle des
multipliateurs de Lagrange utilisés pour projeter la dynamique sur les diérentes sous-variétés
traversées, à un terme de orretion près prenant en ompte le aratère hors d'équilibre de la
proédure (on exere une fore non nulle sur le système pour forer les transitions, et il faut
enlever le travail exeré par ette fore pour obtenir la bonne dénition des travaux).
Dégéneresene de la distribution des travaux
La formule (2.40) montre que l'on peut obtenir la diérene d'énergie libre omme une moyenne
non-linéaire sur plusieurs réalisations indépendantes du proessus de transition. On peut don très
failement paralléliser le alul de (2.40), et l'indépendane des trajetoires alulées (si les ondi-
tions initiales sont bien indépendantes et identiquement distribuées selon la mesure anonique)
permet d'obtenir des estimations d'erreur par des théorèmes de type TCL. Cependant, aussi élé-
gante que soit l'égalité de Jarzynski, on se heurte en pratique à des problèmes de variane provenant
de la dégéneresene de la distribution des poids e−βW . Ainsi, quelques rares réalisations de la
dynamique de transition dominent omplètement la moyenne (2.40).
Ces onsidérations heuristiques peuvent être préisées dans ertaines situations où des aluls




ω2(q − λ)2 + 1
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p2,
et le hemin de transition linéaire λ(t) = t/T . La solution générale de la dynamique hamiltonienne
est






ω sin(ωs)λ(t− s) ds.
Par soui de simpliité, on prend un temps de transition T tel que ωT = π/2 mod π (mais l'analyse
suivante reste valable dès que ωT 6= 0 mod π). Alors,
q(T ) = q(0) + λ(T )− 1
ωT
, p(T ) = −ωq(0) + 1
T
.
Ainsi, pour des onditions initiales anoniquement distribuées (i.e. q(0) ∼ ω−1β−1/2N (0, 1)), les
positions et impulsions nales sont distribuées selon
q(T ) ∼ 1− 1
ωT
+ ω−1β−1/2N (0, 1), p(T ) ∼ 1
T
+ β−1/2N (0, 1).
Ces formules montrent que la distribution des positions n'est pas la distribution d'équilibre au
temps nal, et même plus préisément, qu'en moyenne les positions sont en retard (position
moyenne 1 − (ωT )−1 au lieu de 1), e retard augmentant ave la rapidité de la transition. On
peut également aluler les travaux exerés sur haque système lors de la transition :












N (0, 1). (2.41)
Cei montre que E(W ) = T−2 > ∆F = 0 (l'espérane étant prise par rapport à des onditions
initiales (q(0), p(0)) anoniquement distribuées), alors que E(e−βW ) = 1 = e−β∆F omme prévu.
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Lorsque le temps de transition est ourt, l'expression (2.41) montre lairement que la queue infé-
rieure de la distribution des travaux est partiulièrement importante pour obtenir des estimations
orretes de la diérene d'énergie libre, et qu'une faible fration de la distribution des travaux


















Lorsque T est petit, les valeurs des travaux ontribuant le plus à l'intégrale i-dessus sont distribués
autour de la valeur −4/T 2, ave une déviation standard O(T ). Ces valeurs sont fort improbables
au vu de (2.41). Notons enn que la queue de la distribution des travaux est liée à la queue in-
férieure de la distribution des positions initiales. Ainsi, il faut que les onditions initiales soient
éhantillonnées ave une très grande préision si on veut réaliser une transition très rapide (e qui
demande don de très nombreuses onditions initiales). En pratique, il vaut don mieux se plaer
dans des régimes de transition moins brusques (O(T ) ∼ 1 au moins).
Pour éviter la dégéneresene des poids e−βW et les fâheuses onséquenes qui s'en suivent,
nous avons proposé, ave M. Rousset dans [P10℄, d'utiliser un méhanisme de séletion sur
diérentes répliques du système simulées en parallèle (voir également la Setion 4.3.3 pour plus
de préisions). Pour e faire, on utilise un système de partiules en interation, stratégie inspirée
par les tehniques de rééhantillonnage (voir la littérature sur les algorithmes de Monte-Carlo
séquentiels, en partiulier l'ouvrage de Douet, Freitas et Gordon [84℄ et l'artile de revue de
Douet, Del Moral et Jasra [85℄). Dans e as, il n'est plus néessaire d'attaher un poids
à haque partiule, l'équilibre étant maintenu à tout instant par le biais de règles de séletion
probabilistes (mort/naissane) : les systèmes ayant un travail inférieur à la moyenne sont favorisés,
les autres sont pénalisés. On peut montrer la onsistane de ette approhe dans la limite d'une
innité de répliques simulées en parallèle en utilisant les travaux de Rousset [289, 290℄.
Une autre approhe pour aluler de manière plus able l'espérane (2.40) est de onsidé-
rer ette espérane omme une espérane sur tous les hemins de transition possibles. On peut
alors utiliser des tehniques d'éhantillonnage de hemins ombinées à l'utilisation d'une fontion
d'importane [331, 374℄ pour biaiser l'éhantillonnage en faveur des hemins orrespondant aux
valeurs improbablement basses des travaux W (voir la Setion 4.3 pour plus de préisions sur
l'éhantillonnage des hemins et son appliation au alul de diérenes d'énergie libre).
Dynamiques adaptatives
L'objetif des dynamiques adaptatives est d'éhantillonner les mesures dµλ juste le temps
qu'il faut, tout en passant les barrières d'énergie libre du système. Pour dérire préisément les
dynamiques adaptatives en terme d'un proédé de point-xe, il est utile d'utiliser la formulation que
nous avons proposée ave T. Lelièvre et M. Rousset dans [P4℄ (voir également la Setion 4.4).
Nous présentons ette dynamique dans le as alhimique, mais les formulations originelles de ette
méthode ont toutes été faites dans le as d'une oordonnée de réation.
Considérons don la variable étendueX = (q, λ), la oordonnée de réation assoiée étant ξ(X) =
λ ∈ T. On suppose que la transition est paramétrée par le biais d'un potentiel V (q, λ), la mesure
anonique assoiée (en positions) étant dπλ(q) = Zλe
−βV (q,λ) dq. Lorsque Xt évolue selon une
dynamique de Langevin suramortie (overdamped Langevin), à savoir{
dqt = −∇qV (qt, λt) dt+
√
2β−1 dW qt ,
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où W qt , W
λ
t sont des mouvements browniens standard indépendants, la mesure dΠ(q, λ) =
Z−1e−βV (q,λ) dq dλ est invariante.9 En prinipe, on peut don utiliser la dynamique (2.42) pour
éhantillonner des ongurations distribuées selon dΠ(X), et aluler les diérenes d'énergie libre
selon









Cependant, la dynamique (2.42) ne peut être utilisée en tant que telle si le système présente de la
métastabilité le long du prol F (λ)− F (0), ar dans e as le paramètre λ risque de rester oiné
un long moment dans ertaines régions de l'intervalle [0, 1]. Les barrières d'énergie libre assoiées
orrespondent à des petites valeurs de ψeq(λ) (omparées à ψeq(0), par exemple).
L'idée des dynamiques adaptatives est d'ajouter un terme de biais dans la dynamique du
paramètre extérieur (variable λt) qui fore l'exploration de tout l'intervalle [0, 1]. On peut même
demander mieux : il est possible en eet de onstruire e terme de biais de manière à e que les
variables λ soient asymptotiquement uniformément réparties sur [0, 1], et que le terme de biais
donne la diérene d'énergie libre. Pour préiser es onsidérations heuristiques, il est utile de
reourir à un ensemble de réalisations d'une dynamique stohastique sur Xt de la forme{
dqt = −∇qV (qt, λt) dt+
√
2β−1 dW qt ,




où on a introduit un terme de biais Fbiais(t, λ). Les ongurations Xt sont distribuées au temps t
selon une densité ψt(q, λ) dq dλ (en pratique, ela revient à simuler un nombre inni de répliques en
parallèle, et à prendre la limite de la mesure empirique assoiée). La distribution des variables λt





Si le terme de biais Fbiais(t, λ) onverge en eet vers F (λ), alors la variableXt évoluant selon (2.43)
est distribuée selon dΠ∞(q, λ) = Z−1∞ e
−β(V (q,λ)−F (λ))




exp(−β[V (q, λ)− F (λ)]) dq = 1.
Cei signie qu'on a éliminé le aratère métastable du prol d'énergie libre, et que toutes les
régions sont explorées uniformément.
Potentiel biaisant adaptatif
En pratique, la lé du suès des dynamiques adaptatives est de proposer une mise à jour
adéquate du terme biaisant, pris sous forme potentielle pour ommener. Une première idée est
de forer la onvergene de la marginale ψt(λ) vers sa valeur limite ψ∞(λ) = 1, et d'utiliser les
propriétés de la dynamique sur qt dans (2.43) pour obtenir la bonne distribution des ongurations
pour une valeur xée de λ. Si on suppose que les ongurations du système sont distribuées




(e qui est en eet le as si la dynamique
de la variable q est plus rapide que la dynamique de la variable λ) la mise à jour
9
Il faudrait bien sûr préiser les onditions de bord sur la variable λ. Dans le as de ertaines oordonnées
de réation, on peut utiliser des onditions périodiques. Ii, on préférerait probablement des onditions
de réetion au bord. Une disussion plus approfondie des onditions de bord est menée à la Setion 4.4.
36 2 Simulation moléulaire : une hiérarhie de modèles






(F (λ) − Fbiais(t, λ)) + ct
ave τ > 0 est telle que Fbiais(t, λ) → F (λ) lorsque t → +∞ (à une onstante additive près). En
général, ψt(q, λ) 6= Z−1t e−β(V (q,λ)−Fbias(t,λ)), mais le potentiel biaisant est toujours mis à jour selon




Dans e as, on peut montrer que, s'il existe un point xe de la dynamique (2.43) ave la mise à
jour (2.44), alors on a Fbiais(t, λ) → F (λ) (à une onstante près). La mise à jour (2.44) est assez
naturelle si on demande que ψt(λ) soit onstant : lorsque ψt(λ) > 1 (région sur-explorée), alors on
déroît le biais qui pousse les répliques vers ette région ; alors qu'on augmente le terme de biais



















Fig. 2.3. (a) Distributions marginales de la variable λ, au temps t (ligne pleine) et limite en temps long
(pointillés). (b) Energie libre ible (ligne pleine) et biais proposé au temps t (ligne interrompue). Dans e
as, on diminue le biais là où il y a trop d'éhantillonnage en λ (ψt(λ) > ψ∞(λ)), et on l'augmente là où
il n'y a pas assez d'éhantillonnage en λ.
Fore adaptative biaisante et preuve de onvergene
De la même manière, le terme biaisant peut être introduit via une fore (au lieu d'un potentiel),
auquel as on propose diretement une mise à jour de ∂λFbiais(t, λ). Si on suppose à nouveau que





la mise à jour










 = 1τ (∂λF (λ)− ∂λFbiais(t, λ))
pour τ > 0 est telle que la fore biaisante ∂λFbias(t, λ) onverge vers ∂λF (λ). Dans le as général,
la fore biaisante est enore mise à jour selon
2.3 Simuler des systèmes plus grands pendant des temps plus longs 37











On peut montrer, omme dans le as d'un potentiel biaisant adaptatif, que si la dynamique admet
un état stationnaire, alors elui-i est bien tel que Fbiais(t, λ) → F (λ) (à une onstante près) en
temps long.
Ave T. Lelièvre, F. Otto et M. Rousset [A1℄ (voir également la Setion 4.4.2 pour une
preuve dans un as simplié et une brève introdution aux tehniques mathématiques néessaires
à la preuve), nous avons pu faire une preuve de onvergene dans le as limite τ → 0 pour
la dynamique (2.45). La démonstration repose sur l'introdution d'une fontion d'entropie de la
mesure ψt, et sa déomposition en une ontribution marosopique (liée aux marginales ψt) et une
ontribution mirosopique (qui ne dépend que des mesures onditionnées ψt/ψt). Remarquant
que
∂tψt = ∂λλ ψt,
on montre failement la onvergene des marginales ψt et la déroissane de l'entropie maro-
sopique. La déroissane de l'entropie mirosopique est assurée lorsque les mesures ondition-
nées ψ∞(·, λ)/ψ∞(λ) satisfont une inégalité de Sobolev logarithmique ave une onstante uniforme
en λ. Au nal, la vitesse de onvergene est le minimum entre la vitesse de onvergene maroso-
pique (exploration diusive) et la vitesse de onvegene mirosopique (onstante de l'inégalité de
Sobolev logarithmique). L'extension au as d'une oordonnée de réation générale suit les mêmes
lignes, mais demande toutefois de modier un peu la dynamique (2.45).
Aélération de la onvergene
Le formalisme i-dessus, fondé sur des ensembles de réalisations d'une dynamique idoine, sug-
gère naturellement une implémentation parallèle de la dynamique par l'utilisation de répliques
onourrant à onstruire ensemble un même potentiel biaisant. Cette implémentation naturelle
peut toutefois être améliorée par le biais d'un proessus de séletion sur les répliques (voir [P4℄).
En eet, dans l'analyse heuristique des dynamiques adaptatives, on a insisté sur l'importane d'une
répartition uniforme des oordonnées de réation λ. Il semble don intéressant, lorsque l'on simule
plusieurs répliques du système en parallèle, d'ajouter un proessus de mort/naissane au proessus
de diusion (2.43), toujours dans l'esprit des méthodes partiulaires déjà employées pour éviter la
dégéneresene des poids exponentiels dans l'égalité de Jarzynski. L'idée est ii de dupliquer les
répliques dans les régions sous-explorées (répliques innovantes), et d'éliminer les répliques dans les
régions sur-explorées (répliques redondantes). Contrairement au proessus de diusion, on permet
ainsi des mouvements non-loaux dans l'espae des phases, omplémentaires du proessus de
diusion, et qui permettent d'aélérer l'étalement de la distribution des valeurs de λ. On trou-
vera dans [P4℄ une analyse sur un as simple de l'eet de e terme de séletion (voir aussi la
Setion 4.4.1).
2.3.2 Diérentes approhes pour augmenter le temps eetif de simulation
On présente dans ette setion quelques stratégies pour simuler des temps plus longs. Notons
qu'il est généralement plus diile d'augmenter le temps de simulation que la taille des systèmes
étudiés, ar des stratégies parallèles sont souvent limitées par la nature séquentielle du temps.
La stratégie pararéelle
Une exeption notoire à la limitation intrinsèque évoquée i-dessus est la stratégie pararéelle,
proposée par Lions, Maday et Turinii dans [213℄, puis appliquée au domaine de la dynamique
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moléulaire dans [18℄. Cette stratégie onsiste en une première itération, séquentielle mais peu
oûteuse : la proposition d'une trajetoire grossière par le biais d'un intégrateur approhé (grand
pas de temps ou potentiel d'interation simplié) ; dans un deuxième temps, on rane en parallèle
les diérents segments de la trajetoire. On répète ensuite ette proédure jusqu'à onvergene.
Pas de temps d'intégration plus grands
Il arrive ouramment en dynamique moléulaire que l'énergie d'un système soit la somme d'une
ontribution évoluant rapidement, et d'une ontribution évoluant sur des temps bien plus longs :
V (q) = Vlent(q) + Vrapide(q).
Le terme rapide peut provenir de omposantes raides de l'énergie potentielle (ou de degrés de
liberté assoiés à de petites masses), et est souvent moins oûteux à évaluer que le terme lent.
En eet, les termes rapides sont souvent assoiés à des interations loales (à ourte portée),
dont le oût de alul roît linéairement ave la taille du système ; alors que les termes lents
orrespondent typiquement à des interations à longue portée, e qui fait que le oût de alul
roît quadratiquement ave la taille du système.
Dans ette situation, le pas de temps d'intégration est déterminé par la partie rapide du
potentiel. Il y a plusieurs façons de remédier à e problème :
(i) lorsque le terme rapide provient de omposantes raides dans le potentiel, et que es om-
posantes raides servent à pénaliser une ontrainte (longueur de liaison presque xée par
exemple), il peut se révéler intéressant de reourir à une dynamique ontrainte, telle que
RATTLE [8℄ ou SHAKE [295℄ ;
(ii) on peut utiliser des intégrateurs à pas de temps multiples. Les fores rapides sont alors
évaluées ave un pas de temps ∆t prohe du pas de temps utilisé pour un algorithme de
Verlet standard, alors que l'intégration temporelle des fores lentes se fait ave un pas de
temps ∆tlent bien plus grand. La méthode Impulse [141, 347℄ est un tel algorithme, qui
orrespond à la déomposition de Strang du Hamiltonien originel en deux omposantes,
H = Hlent +Hrapide, ave




Cependant, les résonanes numériques qui apparaissent demandent que le temps ∆tlent
entre les évalutions de la fore lente soit plus petit que la moitié de la période du mou-
vement [31, 119℄. Ainsi, ∆tlent est enore limité par les modes de haute fréquene. On
pourra se reporter à l'ouvrage de Hairer, Lubih et Wanner [146, Chap. XIII℄ pour un
traitement mathématique omplet dans le as où la omposante rapide est harmonique.
Approhes de type Monte-Carlo inétique
Dans les approhes de type Monte-Carlo inétique (Kineti Monte-Carlo, KMC), on onsidère
une liste d'états métastables du système, ainsi que tous les événements pouvant intervenir (tran-
sitions entre états métastables). Le système en question peut être une modélisation tous-atomes,
éventuellement ab-initio, ou une version réduite du système physique (par exemple, pour des évé-
nements se produisant dans un ristal parfait à basse température, on peut ne onsidérer que les
défauts dudit ristal, tels que les atomes en position interstitielle, les launes, ou les aggrégats).
Cette dernière approhe est une approhe Monte-Carlo inétique sur objets (Objet KMC).
Pour simplier, on présente seulement l'algorithme KMC d'équilibre, pour lequel la liste des
événements possibles et leurs probabilités d'ourrene sont xées (des tehniques permettant de
mettre à jour la liste des événements et leurs probabilités au ours de la simulation ont également
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été developpées, et sont fondées sur les travaux de Henkelman et Jonsson [158℄). On suppose
que les événements se produisent à des temps aléatoires exponentiellement distribués. Indexant
par i les événements possibles, et notant ri les taux de réations assoiés (les temps d'ourrene
assoiés étant alors des variables aléatoires exponentiellement distribuées, selon la densité rie
−rit
),
l'algorithme KMC, proposé par Bortz, Kalos et Lebowitz [37℄ dans le ontexte de la siene
des matériaux (et proposé indépendamment un peu plus tard parGillespie [129,130℄ pour traiter
les réations himiques) est
Algorithme de Monte-Carlo inétique
Algorithme 2.1. Pour une liste de M événements possibles i = 1, . . . ,M , de taux de réa-
tion ri, et partant d'une onguration initiale du système à t
0 = 0,





(2) eetuer le mouvement orrespondant à l'événement k;









(4) retourner en (1).
Cet algorithme n'est pas eae sous ette forme lorsque les taux de réations des diérents
événements possibles sont très diérents les uns des autres : en eet, dans e as, les événements
les moins rares sont eetués très souvent (et ave une très forte probabilité), et les inréments
de temps sont petits (de l'ordre du plus petit temps aratéristique des événements). Dans ette
situation, Gillespie et Petzold [131, 132℄ ont montré omment proéder à une rédution de la
dynamique rapide, en remplaçant les réations élémentaires par la réation de plusieurs entités
(méthode τ -leap), une équation de Langevin himique, ou même une équation déterministe.
Une autre manière de gagner en temps de simulation est de remarquer que des événements
quasi simultanés mais spatiallement éloignés peuvent être onsidérés omme indépendants. Les
tehniques de déomposition de domaine pour les algorithmes KMC [309℄ se fondent sur ette
remarque ; le prinipal dé que renontrent es méthodes est la néessaire synhronisation du
temps dans les sous-domaines, et le traitement des événements se produisant aux bords des sous-
domaines. Des approhes adaptatives en espae peuvent également être onsidérées [63℄.
Calul des taux de réation
L'étape qui requiert le plus de temps de alul dans une simulation KMC est le alul des taux
de réation (voire l'identiation, parfois) des événements pouvant arriver. Ces événements sont
des transitions d'un état métastable à un autre, et ainsi, si la température n'est pas trop haute (et
si les eets entropiques ne sont pas trop importants), es états métastables sont des minima loaux
de la surfae d'énergie potentielle. Les états de transitions sont alors des points-selles de la surfae
d'énergie potentielle, situés sur le hemin d'énergie minimale reliant l'état initial et l'état nal. La
fait que le point-selle soit situé sur le hemin d'énergie minimale est justié à basse température
par la théorie des grandes déviations de Freidlin et Wentzell [112℄.
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Nous dérivons ii des tehniques employées dans de nombreux aluls pratiques, reposant sur
la méthode du ux réatif (Reative Flux method) de Bennett et Chandler [26,60℄, et la théorie
de l'état de transition (Transition State Theory, TST) introduite dès les années 30 par Eyring
et Wigner [102, 371℄. La première tâhe à eetuer pour toutes es méthodes est de loaliser les
états de transition, sous l'hypothèse que e sont des point-selles d'ordre 1 (la matrie hessienne a
une seule valeur propre négative).
10
On paramètre ensuite la transition de l'état métastable initial
à l'état métastable nal par une oordonnée de réation ξ(q) (aussi appelée variable olletive
ou paramètre d'ordre dans e ontexte), telle que l'état initial orresponde à ξ−1(0), l'état nal
à ξ−1(1), et que l'état de transition soit sur Σ = ξ−1(12 ). On note n(q) la normale à la surfae Σ
en q ∈ Σ, A = ξ−1[0, 12 ) la région des réatifs, et ξ−1(12 , 1] la région des produits.
Le ux réatif sortant (qui mesure e qui s'éhappe de A pour aller en Ac) est déni, pour un


















Le ux réatif entrant k−(t) est déni de manière similaire. En pratique, k+(t) atteint une valeur
plateau pour des temps t≪ (k+(0)+ k−(0))−1, et ette limite est le taux de ux réatif. Le hoix
de la surfae de séparation Σ est très important en pratique, ar un mauvais hoix de surfae de
séparation peut onduire à de nombreuses traversées suessives de l'interfae (sortie du domaine
suivie d'une nouvelle entrée), voire à un faible taux de transition (voire la Remarque 2.2 pour une





Fig. 2.4. Gauhe : représentation shématique du ux sortant de la région A et passant par l'interfae. Des
tentatives de sortie sont frutueuses (trajetoires nissant hors de A), d'autres ne le sont pas (trajetoires
entrant à nouveau dans le domaine et nissant à gauhe de la surfae de séparation). Droite : approximation
de la TST harmonique.
Le taux de réation lassiquement utilisé par la TST est en fait k(0), 'est-à-dire la valeur
prédite par la méthode du ux réatif lorsque l'on néglige les retours dans le domaine après
traversée de l'interfae. Ce taux est don une borne supérieure du vrai taux de transition, et la
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Par exemple, en utilisant une méthode qui suit les veteurs propres orrespondants aux plus petites
valeurs propres de la matrie hessienne, partant d'un minima loal où ette matrie est dénie positive.
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TST est d'autant plus une mauvaise approximation que la transition se fait de manière diusive
(par opposition à une image ballistique de la transition). L'approximation de TST harmonique
onsiste à supposer de plus que le taux de transition peut être érit omme
kHTST = ν0e
−βEa ,
où l'énergie d'ativation Ea est la diérene entre l'énergie du point-selle et elle du minima loal
d'où on part, et ν0 est la homogène à une fréquene (voir Figure 2.4, Droite). La TST harmonique
peut être justiée de manière rigoureuse dans le as d'un potentiel harmonique lorsque βEa ≫
1 (voir par exemple [178, Setion III.A℄). Dans le as général, le taux de réation de la TST










où (νmini )i=1,...,3N sont les fréquenes de la matrie hessienne au minima loal de départ,
et (νmini )i=1,...,3N−1 les fréquenes positives de la matries hessienne au point-selle.
Ehantillonnage de hemins de réation
Ehantillonnage des hemins de transition
L'éhantillonnage des hemins de transition (Transition Path sampling, TPS) est une tehnique
développée par Bolhuis, Chandler, Dellago et Geissler [80,81℄ et qui permet d'éhantillon-
ner des hemins de réation de longueur xée ('est-à-dire qu'on ne onsidère que les réations
ayant lieu pendant un temps T ). Un hemin réatif est déni dans e ontexte omme une tra-
jetoire (déterministe ou stohastique) partant d'un sous-ensemble A de l'espae des phases, et
arrivant au temps T dans un sous-ensemble B. L'éhantillonnage de tels hemins n'est pas possible
par des simulations de dynamique moléulaire direte lorsque de grandes barrières d'énergie libre
séparent les deux sous-ensembles. C'est enore plus diile dans le as de surfaes d'énergie dites
rugueuse, où de nombreux minima loaux séparent les deux régions, et auune oordonnée de ré-
ation satisfaisante n'est disponible (bien qu'il existe éventuellement des oordonnées de réation
inomplètes ou partielles).
TPS est une méthode permettant d'éhantillonner des hemins de transition entre A et B,
partant d'un hemin de transition initial. Conrètement, l'algorithme orrespondant est un algo-
rithme de Metropolis-Hastings, ave une fontion de proposition onvenable, qui permet, partant
d'un hemin réatif à l'itération n, de proposer un hemin réatif modié à l'itération n+1. Lorsque
la dynamique sous-jaente est déterministe, une fontion de proposition eae onsiste à hoisir
aléatoirement un temps le long d'un hemin réatif, et à modier un peu l'impulsion des partiules
à e temps-là, puis intégrer la dynamique en temps positif et négatif (voir la revue de Dellago,
Bolhuis et Geissler [81℄ pour plus de préisions). Lorsque la dynamique sous-jaente est sto-
hastique, par exemple dans le as d'une dynamique de Langevin, e même algorithme est souvent
utilisé, auquel as la proposition d'un nouveau hemin de transition n'utilise que l'information à
temps donné le long du hemin pour proposer un nouveau hemin : en partiulier, on n'utilise
pas du tout la réalisation du bruit brownien qui a onduit à une transition frutueuse (e qui
peut poser problème pour des phénomènes diusifs). Inversement, Crooks et Chandler [74℄ ont
proposé de onserver entièrement la réalisation du bruit brownien ayant onduit à une transition,
sauf sur un petit intervalle de temps. Dans e as, deux hemins suessifs sont très similaires, et
on peut penser que la grande orrélation entre deux itérations ralentit la onvergene numérique
de et algorithme. J'ai proposé dans [P1℄ une approhe généralisant es deux tehniques : dans e
as, on représente un hemin par ses onditions initiales et la réalisation du mouvement brownien
orrespondante, et on propose un nouveau hemin en séletionnant un temps au hasard le long de
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la trajetoire, et en intégrant en temps positif et négatif en partant de la onguration ourante
ave une réalisation du mouvement brownien orrélée à la réalisation utilisée à l'itération n (le
taux de orrélation étant un paramètre à optimiser). Des tests numériques montrent que ette
approhe est en eet intéressante (voir [P1℄ et la Setion 4.3)
Calul des onstantes de réation
On peut aluler des onstantes de réations grâe aux hemins éhantillonnés selon les proé-
dures brièvement évoquées i-dessus. De telles onstantes sont utiles pour des approhes de type
Monte-Carlo inétique. Partant au temps t = 0 ave une distribution de ongurations du système
en A, la fontion de orrélation peut être approximée omme
C(t) =
〈1A(q0)1B(qt)〉
〈1A(q0)〉 ≃ kAB t,
pour des temps τmol ≪ t ≪ τrxn, 〈·〉 étant une moyenne sur tous les hemins possibles (voir [81℄
et la Setion 4.3 pour plus de préisions sur la mesure utilisée dans l'espae des hemins). Les






La proédure exate pour extraire la onstante de réation d'un seul éhantillon de hemins est
expliquée dans [81, Setion 4.4℄.
Une des diultés de ette approhe est qu'il faut partir d'un hemin initialement réatif. Des
stratégies pour e faire sont proposées dans [81℄. Il est également possible de forer progressivement
un hemin à quitter la régionA pour aller vers la région nale B, par exemple par une dynamique de
transition hors d'équilibre à la Jarzynski omme proposé par Geissler et Dellago dans [122℄.
On peut également dans e as eetuer ette transition ave plusieurs hemins simulés en parallèle,
et utiliser un proessus de séletion entre les hemins pour assurer que l'éhantillon de hemins
réatifs nal est non-dégénéré (voir [P1℄ et la Setion 4.3.3).
Formulation de l'éhantillonnage par une équation aux dérivées partielles stohastique
Dans l'approhe i-dessus, un hemin est représenté par une trajetoire numérique, et est don
une suite de ongurations séparées par un temps ∆t. En partiulier, la mesure sur l'espae des
hemins dépend du pas de temps hoisi, et les résultats ne sont pas formulés de manière intrinsèque.
D'un point de vue mathématique, il est intéressant de formuler le problème de l'éhantillonnage
des hemins de transition d'un point-de-vue ontinu. Dans la formulation de Hairer, Stuart,
Voss etWiberg [147,330℄, le problème d'éhantillonnage des hemins liant un état initial x0 et un
état nal x1 est formulé omme une équation aux dérivées partielles stohastique (EDPS). Ensuite
seulement, on disrétise ette EDPS pour aluler onrètement des hemins de transition. De ette
manière, on peut proposer des algorithmes numériques plus eaes (voir Beskos, Roberts,
Stuart et Voss [29℄).
Dynamiques aélérées
Plusieurs tehniques ont été développées pour aélérer les simulations de dynamique molé-
ulaire. On présente ii trois stratégies, proposées par Voter, de la plus rigoureuse à la moins
rigoureuse (au sens où les méthodes reposant sur le moins d'hypothèses sont présentées en premier).
Hyperdynamique
L'hyperdynamique (Hyperdynamis), introduite par Voter dans [365℄, est réminisente des
tehniques d'éhantillonnage d'importane utilisées pour le alul de diérenes d'énergie libre
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(voir Setion 2.3.1). L'idée est de onsidérer un potentiel biaisant ∆V ≥ 0 (éventuellement, uni-
quement sur ertains degrés de liberté), n'agissant que dans le voisinage des minima loaux d'éner-
gie potentielle. Ainsi, la dynamique près des point-selles n'est pas modiée. De ette manière, le
système passe moins de temps près des minima d'énergie loaux, et plus de temps près des régions




eβ∆V (qs) ds ≥ t,
d'où un fateur de gain thyper/t ≥ 1. Le prinipal dé de ette méthode, omme pour toutes
les méthodes de fontion d'importane, est de onstruire un potentiel biaisant eae pour des
systèmes de grande dimension. Des propositions en e sens sont faites dans [364℄ (utilisant un
potentiel biaisant fondé sur la matrie hessienne loale) et dans [243℄ (sous l'hypothèse que les
transitions peuvent être détetées omme des hangements signiatifs dans ertaines longueurs
de liaison).
Dynamique sur les répliques parallèles
La méthode des répliques parallèles (Parallel Replia dynamis) a été proposée par Voter
dans [366℄, et permet de paralléliser l'évolution en temps pour un système dont l'évolution globale
est pilotée par des événements rares. On a dans e as un oût de alul déroissant (presque)
linéairement ave le nombre de proesseurs.
On suppose que les temps de sorties du système de tous les états métastables sont distribués
selon une loi exponentielle. Le prinipe de la méthode repose sur la remarque mathématique
suivante : la somme de M variables aléatoires indépendantes et identiquement distribuées selon
une loi exponentielle de paramètre τ , est enore une variable aléatoire distribuée selon une loi
exponentielle, mais de paramètre Mτ . Ainsi, au lieu de simuler un seul système et d'attendre
une transition (e qui donne un temps de transition T 1), il est équivalent de simuler M répliques
indépendantes du système (en parallèle), d'arrêter toutes les simulations dès qu'une transition a
lieu, et d'inrémenter le temps physique total de la simulation de la somme de tous les temps de
simulation Ti de la i-ème réplique (e qui donne un temps total eetif T
M = T1 + · · ·+ TM ). On
peut même utiliser des proesseurs de vitesses diérentes.
En pratique, on détete les transitions en eetuant régulièrement une minimisation loale
de l'énergie, et en vériant que la géométrie du minimum loal est inhangée. Lorsqu'une tran-
sition est détetée, on prolonge la simulation jusqu'au minimum suivant, puis on arrête toutes
les simulations et on réplique le système ayant subi la transition. On eetue ensuite une phase
de déorrélation entre les systèmes (éhantillonnage loal autour du nouveau minimum), avant
de relaner la proédure parallèle d'attente de transitions. On trouvera des appliations de ette
méthode dans [367℄.
Dynamique aélérée en température
La dynamique aélérée en température (Temperature aelerated dynamis) a été proposée par
Sorensen et Voter [317℄. Cette tehnique peut être utilisées ave des systèmes pour lesquels la
TST harmonique est une bonne approximation. Une appliation typique est le as d'un matériau
soumis à des dommages d'irradiation dont on herhe à simuler le omportement en temps long
à température ambiante. Pour e faire, on simule le système à une température T+ assez grande,
alors qu'on est intéressé par la dynamique à une température T− < T+. Partant d'un système
dans un état métastable, les tentatives de sorties hors de et état métastable sont intereptées, et
le taux de réation orrespondant, donné par la TST harmonique, est alulé. Plus préisément,
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Une fois e temps alulé, on renvoie le système dans l'état métastable, et la simulation ontinue.
Si on suppose que tous les préfateurs νi0 sont bornés inférieurement, on peut alors donner a
priori un temps de simulation maximal tel que toutes les transitions possibles à température
basse aient eu lieu, ave une probabilité donnée (par exemple, 95%). Finalement, à la n de la
simulation à la température haute, et après alul de tous les temps de réation assoiés à la
température physique T−, on séletionne l'événement ayant le plus petit temps d'ourrene ti−,
on avane le temps de simulation de ti−, et on eetue la transition assoiée à l'événement i. La
prinipale limitation pratique est que la température T+ ne peut être hoisie trop grande sans quoi
l'approximation de la TST harmonique n'est plus valide.
2.3.3 Dynamiques réduites
Il existe des dynamiques posées dans des espaes de grande dimension qui admettent une
expression réduite dans ertains régimes limites. Cei peut être montré rigoureusement pour des
systèmes modèles (voir i-dessous le as d'un ouplage ave un bain déterministe omposé d'osilla-
teurs harmoniques), mais n'est pas possible en général. Dans e as, une analyse formelle suggère
souvent une forme raisonnable pour la dynamique réduite, et on herhe ensuite à bien hoisir
les paramètres des modèles orrespondants pour reproduire au mieux les résultats de simulation
obtenus ave les modèles omplets.
Dynamiques réduites dans le as d'un ouplage ave un bain déterministe
Pour une partiule ouplée à de nombreux osillateurs harmoniques, Zwanzig [379℄ a formel-
lement montré que la dynamique limite sur la partiule ouplée est une équation de Langevin
généralisée (à mémoire). Cette preuve formelle a été justiée d'un point de vue mathématique par
Kupferman, Stuart, Terry et Tupper pour un ouplage harmonique ave les partiules du
bain [199℄, qui préisent notamment en quel sens entendre la onvergene formelle de [379℄.
Dans [P11℄, j'ai proposé un tel modèle de ouplage ave des degrés de liberté harmoniques, qui a
servi de base à un modèle simplié pour les ondes de ho. Ce modèle simplié est unidimensionnel,
mais apture quelques eets des dimensions supérieures, en partiulier une sorte de relaxation de
l'énergie au passage du ho, e qui lui permet de orriger le omportement non-physique des
modèles mirosopiques d'ondes de ho purement unidimensionnels (voir également la Setion 5.1
pour plus de préisions sur la dynamique limite orrespondante dans le as où le nombre de degrés
de liberté du bain tend vers l'inni).
Dynamique de partiules dissipatives
La dynamique de partiules dissipatives (Dissipative Partile Dynamis, DPD) a été introduite
par Hoogerbrugge et Koelman [170℄, puis étendue par Español et Warren [98℄ de manière
à préserver la mesure anonique. L'objetif initial des modèles de type DPD est la simulation de
uides omplexes, la philosophie de es modèles reposant heuristiquement sur le remplaement
de petits éhantillons de uide omposés de moléules se déplaçant de manière oordonnée (blob)
par des partiules mésosopiques pontuelles ave interations de paire. Ces interations sont
des fores onservatives, ainsi que des termes de dissipation visqueuse entre partiules voisines,
ompensés par des fores aléatoires. Les modèles DPD sont oneptuellement souples, et n'ont pas
en partiulier d'éhelles temporelle et spatiale lairement établies a priori (on ne dit pas à quel
point il sont mésosopiques. . . ).
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Les modèles de type DPD peuvent être dérivés de modèles tous-atomes mirosopiques dans
le as d'une haîne d'atomes harmonique unidimensionnelle [94℄ (voir également l'équation limite
obtenue pour le modèle unidimensionnel de [P11℄, qui est de type DPD généralisé, 'est-à-dire à
mémoire). Dans un ontexte plus général, Flekkoy, Coveney et De Fabritiis [106℄ ont pro-
posé une motivation fondée sur l'utilisation de ellules de Voronoï. Dans tous les as, la dynamique
déterministe tous-atomes est remplaée par une dynamique stohastique, dont la partie détermi-
niste provient du omportement moyen du système, alors que la partie stohastique modélise les
utuations autour du omportement moyen, dues aux degrés de liberté non expliitement traités.
La mesure d'équilibre de la dynamique (voir (2.46) i-dessous) montre que la partie onservative
de la dynamique rend ompte des propriétés thermodynamiques moyennes du système, alors que
la dissipation et les utuations aléatoires aratérisent la visosité du système [97℄. La dynamique






















où χ désigne une fontion de poids (à support dans une boule de rayon rc, rc étant un rayon
de oupure), et où les proessus de Wiener unidimensionnels Wij standards sont tels que Wij =
−Wji. Comme toutes les interations sont des interations additives de paire (y ompris les termes
de utuation/dissipation), la dynamique DPD est telle que l'impulsion totale du système et le
moment angulaire total sont onservés.
Notant H(q, p) = 12p
TMp+ V (q) le Hamiltonien du système, et V (q) =
∑
1≤i<j≤N V(rij), on




exp (−βH(q, p)) dq dp (2.46)
(Z étant une onstante de normalisation) est une mesure de probabilité invariante de la dy-
namique (5.35), ar ette mesure est une solution stationnaire de l'équation de Fokker-Plank
assoiée à (5.35) (voir [98℄). Cependant, il est déliat de montrer l'ergodiité de la dynamique
DPD. Citons toutefois le résultat de Shardlow et Yan qui montre l'ergodiité de la dynamique
DPD lorsqu'elle posée dans un tore unidimensionnel (sous ertaines onditions sur le potentiel
d'interation et les fontions de poids, et à ondition que la densité soit susamment grande).
Notons enn que les modèles de type DPD sont prohes à la fois des modèles mirosopiques
tous-atomes usuellement utilisés en dynamique moléulaire, et des disrétisations partiulaires de
l'équation de Navier-Stokes, telles que la Smoothed Partile Hydrodynamis de Luy et Mona-
ghan [217, 246℄. Un premier pas vers un formalisme général permettant d'envisager un ouplage
de modèles est proposé par Español et Revenga dans [96℄.
Potentiels d'interation entre partiules
Le hoix d'un potentiel d'interation dérivant les interations entre les mésopartiules est une
question importante en pratique. Par ordre de tehniité et de omplexité roissante, on peut iter
plusieurs approhes :
(i) l'utilisation d'une fore moyenne, qui peut être une moyenne de type thermodynamique
(on obient alors la fore moyenne et le potentiel de fore moyenne) [97, 142℄, ou un autre
type de moyenne (moyenne sur les temps ourts) [109℄. La fore moyenne exerée par
une partiule q2 sur une partiule q1 est dénie par la moyenne sur les ongurations des
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partiules restantes (de manière générale, pour la fore entre deux moléules, on onsidère
une moyenne des fores entre les entres de masses, en moyennant sur les ongurations
des autres partiules) [142℄ :
−∇q1V(q1, q2) =
∫
−∇q1V (q) e−βV (q) dq3 . . . dqN∫
e−βV (q) dq3 . . . dqN
= − 1
β
∇q1 [ln g(|q1 − q2|)] ,
où g(r) est la fontion de distribution de paires ;
(ii) la reherhe d'un potentiel de paire optimal, selon des ritères à dénir, et éventuellement
selon une forme fontionnelle donnée ;
(iii) des potentiels eetifs plus omplexes, par exemple anisotropes (pour prendre en ompte
des eets stériques par exemple).
Beauoup d'approhes relèvent de la seonde atégorie, et tombent sous le thème général de l'op-
timisation de potentiel. Les quantités que l'on herhe à reproduire au mieux sont souvent des
quantités d'équilibre (propriétés struturelles et/ou moyennes thermodynamiques), en partiulier
la fontion de paire radiale g(r) (voir les méthodes d'inversion Monte-Carlo [219, 279℄ reposant
sur une bijetion entre un potentiel de paire et le g(r) assoié [155℄), les lois d'état (pression en
fontion de la densité, et ; voir par exemple [245℄ pour un protoole modèle) ou ertains oe-
ients thermodynamiques dérivés (ompressibilité, et). Parfois on herhe également à reproduire
des oeients de transports (auto-diusion dans les uides en partiulier). Un point important
à noter toutefois est que es diérents potentiels eetifs dépendent en général des onditions
thermodynamiques dans lesquelles ils sont obtenus (ei est immédiat pour le potentiel de fore
moyenne, mais reste vrai pour tous les autres également).
Appliation aux ondes de ho et de détonation
Il existe de nombreux ranements et variantes de la dynamique DPD (2.46). En partiulier, on
peut onsidérer des modèles DPD où les partiules mésosopiques possèdent des degrés de liberté
internes. Ainsi, les modèles de type DPDE (DPD à énergie onservée), proposés indépendamment
par Avalos et Makie [15℄ et Español [95℄ sont des dynamiques stohastique préservant exa-
tement l'énergie totale du système. Dans e as, haque partiule (qi, pi) a une énergie interne ǫi,
et l'énergie totale du système est H(q, p) +
∑N
i=1 ǫi. L'énergie méanique dissipée est ompensée
par des variations des énergies internes.
Dans [P7℄, j'ai utilisé une dynamique DPDE un peu simpliée pour proposer un modèle mé-
sosopique pour la simulation des ondes de ho. L'idée fondatrie de e modèle, déjà utilisée par
Strahan et Holian [326℄, est de remplaer les moléules omplexes que l'on doit simuler par
une partiule mésosopique, ayant une énergie interne ǫ = NredkBTint/2, où Tint est la température
interne de la partiule, et Nred le nombre de degrés de liberté non représentés expliitement (pour
une moléule formée de Nat atomes en dimension d, on a Nred = 2d(Nat − 1)). Les résultats de
simulations montrent qu'on peut en eet obtenir un bon aord ave des modèles tous-atomes
(voir [P7℄ et la Setion 5.2.2 pour plus de préisions).
Le formalisme DPD permet également de proposer une extension au as d'ondes de détonation,
'est-à-dire d'ondes de ho qui initient des réations himiques à leur passage, es réations
soutenant et augmentant l'intensité de ladite onde de ho. La modélisation de la détonation au
niveau mésosopique demande d'introduire une nouvelle variable par partiule, un taux de réation
tif λ. La dynamique peut être déomposée selon trois proessus physiques :
(i) une dynamique simple sur (q, p, ǫ), analogue à e qui se passerait pour un matériau inerte ;
(ii) une réation himique déterminant l'évolution de λ, et dont il faut préiser l'avanement ;
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(iii) enn, la modélisation de l'exothermiité de la réation, i.e. la répartition de l'énergie libérée
par la réation himique dans les degrés de liberté du modèle.
Nous avons proposé un tel modèle ave J.-B. Maillet et L. Soulard (voir [P2℄ et Setion 5.2.3),
et les premiers résultats numériques qu'il donne sont enourageants.
Diusion eetive pour la oordonnée de réation
Cette setion présente un domaine de reherhe intéressant suite aux études préédentes : la
détermination d'une dynamique moyenne ou eetive de la oordonnée de réation. En eet, dans
la mesure où la oordonnée de réation est ensée représenter une variable marosopique, ou
au moins évoluant lentement par rapport aux autres degrés de liberté du système, il est naturel
de herher une équation eetive sur ette variable, où les degrés de liberté non expliitement
représentés n'apparaîtraient que par le biais d'eets moyens, plus éventuellement des perturba-
tions stohastiques. On peut ainsi distinguer deux problèmes suessifs dans l'obtention d'une
dynamique eetive pour la oordonnée de réation : la forme de ette dynamique, selon que la
dynamique à réduire soit hamiltonienne ou stohastique, puis, une fois la forme générale de ette
dynamique obtenue, l'estimation des paramètres intervenant dans la desription. Nous détaillons
suessivement es étapes.
Rédution de la dynamique hamiltonienne
Une manière générale de réduire un système déterministe pour obtenir une dynamique eetive
sur un sous-ensemble des degrés de liberté uniquement, est de reourir à l'opérateur de projetion
introduit par Mori et Zwanzig [250, 379℄. L'idée de ette tehnique est d'intégrer exatement
(quoique formellement) les degrés de liberté non désirés, qui apparaissent alors par le biais d'une
mémoire dans la dynamique des degrés de liberté auxquels on s'intéresse, plus éventuellement
un terme de forçage aléatoire, lié typiquement à la onnaissane imparfaite au temps initial de
degrés de liberté non représentés. Nous exposons les grandes lignes de ette dérivation (ainsi que
présentée par Givon, Kupferman et Stuart dans [134℄), dans le as où q = (x, y) ave x ∈ Rm,
y ∈ RdN−m  'est-à-dire qu'on ne se souie pas des problèmes de géométrie renontrés ave une
oordonnée de réation ξ : RdN → Rm générale (pour e dernier as, on pourra onsulter [136℄).
On note également p = (px, py) l'impulsion assoiée à q.
De manière générale, pour (x, y) ∈ X × Y évoluant selon la dynamique{
X˙ = f(X,Y ),
Y˙ = g(X,Y ),
(2.47)
dont dρ(X,Y ) est une mesure (positive bornée) invariante, on introduit les opérateurs de proje-
tion Π et P tels que
Π(X,Y ) = X, Pf(X) =
∫
Y




On peut alors rérire la solution de (2.47) sous la forme
X˙(t) = Pf(X(t)) +
∫ t
0
K(X(t− s), s) ds+ n(X(0), Y (0), t).
Le terme de forçage n et le terme de mémoireK sont liés par une relation de utuation/dissipation,
et sont dénis respetivement par l'équation
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∂tn = (Id− P )Ln, n(X,Y, 0) = f(X,Y )− Pf(X),
et la relation
K(X, t) = PLn(X,Y, t),
où L est l'opérateur de Liouville L = f(X,Y ) · ∇X + g(X,Y ) · ∇Y .
Dans le as de la dynamique hamiltonienne, on peut supposer ques les onditions initiales sont
distribuées selon la mesure anonique, e qui xe le hoix de la mesure utilisée pour la projetion P .
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K((x, px)(t− s), s) ds+ n(x(0), px(0), y(0), py(0), t), (2.48)
oùMx est la matrie de masse assoiée à la variable px, et V (x) est le potentiel de fore moyenne :





e−βV (x,y) dy. (2.49)
Ainsi, la dynamique eetive est une dynamique hamiltonienne, ave deux termes supplémentaires,
un terme de mémoire, et un terme dû aux onditions initiales. Ce dernier terme est un terme de
forçage aléatoire lorsque les onditions initiales sont aléatoires (et dans la limite N → +∞, voir
par exemple [199℄ pour une preuve rigoureuse dans un as simple).
Il est important de remarquer toutefois que l'équation limite (2.48) obtenue par ette tehnique
de projetion n'est pas plus simple que l'équation hamiltonienne posée dans RdN (le terme de
mémoire n'étant pas expliite). En pratique, elle sert toutefois de point de départ pour proposer
des approximations de la dynamique sur la oordonnée de réation.
Rédution de dynamiques stohastiques
Certains travaux partent d'une dynamique stohastique tous-atomes, et herhent à en extraire
une dynamique réduite pour ertains degrés de liberté. On présente ii un as lassique d'une telle
rédution dans le as simple q = (x, y) ave x ∈ Rm, y ∈ RdN−m, pour la dynamique
dqt = −∇V (qt) dt+
√
2β−1 dWt,
Wt étant un mouvement brownien standard de dimension dN . Si on a bien hoisi une partition
du système en variables lentes x et variables rapides y, les variables y ne sont présentes que par le
biais d'une ation moyenne ressentie par les variables x. On peut rendre ette idée rigoureuse en
aélérant artiiellement le temps dans la dynamique en y selon (ǫ > 0)
dxǫt = −∇xV (xǫt , yǫt) dt+
√









où W xt , W
y
t sont des mouvements browniens standard indépendants, de dimension respetives m
et dN −m. Dans la limite ǫ→ 0, on obtient une dynamique eetive sur x de la forme
dXt = −∇xV (Xt) dt+
√
2β−1 dWt, (2.50)
Wt étant un mouvement brownien standard de dimension m, et V (x) le potentiel de fore
moyenne (2.49) (voir l'artile de Papaniolaou [266℄ et l'ouvrage pédagogique de Pavliotis
11
Rappelons en eet que la dynamique hamiltonienne préserve d'autres mesures, telles que la mesure de
Lebesgue
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et Stuart [268, Chapitres 10 et 11℄ pour plus de préisions sur le sens et la validité de ette
onvergene). Cette approhe peut être étendue à des oordonnées de réation générales (voir [91,
Setion 10℄). Dans e as, on trouve une dynamique limite de la forme générale
dXt = f(Xt) dt+ σ(Xt) dt, (2.51)
les fontions f et σ dépendant du hoix de la oordonnée de réation.
Une dérivation alternative de la dynamique (2.51) repose sur le travail de Gyöngy [144℄. En
eet, pour une oordonnée de réation ξ : RdN → R, on a par le alul d'It, partant de (2.50),
dξ(qt) = (−∇V (qt) · ∇ξ(qt) + β−1∆ξ(qt)) dt+
√
2β−1 |∇ξ(qt)|∇ξ(qt) · dWt|∇ξ(qt)| .
Introduisant la dynamique




f(t, z) = E
(−∇V (qt) · ∇ξ(qt) + β−1∆ξ(qt) | ξ(qt) = z ) , σ(t, z) = E (|∇ξ(qt)| | ξ(qt) = z ) ,
les résultats de [144℄ montrent que les lois de Xt et de ξ(qt) sont les mêmes. On retrouve une
dynamique de la forme (2.51) si on suppose que les lois onditionnelles de qt ne dépendent pas du
temps, et sont à l'équilibre pour la mesure anonique, auquel as les espéranes onditionnelles
i-dessus peuvent être alulées selon







Estimation des paramètres de la dynamique limite
Selon que l'on parte d'un système déterministe ou stohastique, on peut, par une proédure de
projetion adéquate, obtenir une dynamique eetive de type (2.48) (dynamique de Langevin gé-
néralisée, i.e. à mémoire), ou (2.51) (ave un bruit multipliatif). Dans les deux as, une simulation
eetive de es dynamiques demande une étape préliminaire d'estimation des paramètres.
Pour les dynamiques de type (2.48), une approhe usuelle est de postuler une forme fontion-
nelle pour le potentiel de fore moyenne V , le terme de mémoire et le terme de bruit. L'estimation
des paramètres orrespondants peut alors être faite à partir d'un éhantillon de valeurs observées
de la oordonnée de réation en utilisant des tehniques statistiques telles que des estimateurs de
maximum de vraisemblane (voir par exemple l'artile de revue de Bibby et Sorensen [30℄ sur
l'estimation de paramètres pour des diusions elliptiques, ou le travail de Pokern, Stuart et
Wiberg [271℄ dans le as de proessus hypoelliptiques). Ces estimations statistiques permettent
également de valider ou d'invalider la forme fontionnelle proposée pour les diérents termes.
On peut aussi utiliser les tehniques statistiques i-dessus pour les dynamiques de la forme (2.51)
(voir par exemple Hummer [176℄). Pour l'instant, les approhes employées reposent toutefois plu-
tt sur les méthodes dites sans-équations (voir, dans le ontexte des dynamiques eetives, l'artile
de Kopelevih, Panagiotopoulos et Kevrekidis [196℄, ainsi que [373℄). Le prinipe de es
méthodes est de partir d'un ensemble de ongurations mirosopiques indépendantes pour une
valeur xée de la oordonnée de réation, et de regarder l'évolution en temps ourts de la distri-
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bution des valeurs de la oordonnée de réation pour en déduire des approximations du terme de
dérive f et du bruit multipliatif σ dans (2.51).
Part II
Sampling Tehniques in Moleular Dynamis
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In this hapter, we present and ompare, from both a theoretial and a numerial point of




A(q, p) dµ(q, p), (3.1)
or time-dependent properties




B(Φt(q, p), (q, p)) dµ, (3.2)
where Φt is the Hamiltonian ow. In the above expression, M denotes the position spae (also
alled the onguration spae), and T ∗M its otangent spae. A generi element of the position
spae M will be denoted by q = (q1, · · · , qN ) and a generi element of the momentum spae R3N
by p = (p1, · · · , pN). The mass matrix is M = Diag(m1, . . . ,mN ). The measure µ is the anonial
probability measure:
dµ(q, p) = Z−1 exp(−βH(q, p)) dq dp, (3.3)
where β = 1/kBT (T denotes the temperature and kB the Boltzmann onstant) and where H




pTM−1p+ V (q). (3.4)
Reall that the measure dµ(q, p) an be written as dµ(q, p) = dπ(q) dκ(p) with








dπ(q) = f(q) dq = Z−1q e
−βV (q) dq. (3.6)
Sine it is straightforward to sample from the momentum distribution (3.5) (it is a produt of
independent Gaussian densities), the atual issue is to sample eiently from the (position spae)
measure π given by (3.6).
In this hapter, new onvergene results on the Hybrid Monte-Carlo sampling sheme are stated
(see Setion 3.2.2) and various numerial methods to ompute integrals suh as (3.1) or (3.2), are
reviewed and their eienies are ompared on a benhmark system (simple alkane moleule).
More preisely, we onsider the issue of sampling from the anonial measure (3.3).
All the methods onsidered in this hapter onsist in generating a sequene of points (qn)n∈N
in the position spae. These methods an be lassied in four ategories:






; this is the ase for the standard Rejetion and for the Rejetion ontrol
methods;
Type 2. (qn)n∈N is a realization of a ontinuous state-spae Markov hain, for whih π is an
invariant measure; this is the ase for the Metropolized independene sampler and for the
Hybrid Monte Carlo method;
Type 3. (qn)n∈N is an approximation of (qtn)n∈N where (qt)t≥0 (resp. (qt, pt)t≥0) is a sample path
of a stohasti proess on M (resp. on T ∗M), for whih π (resp. µ) is an invariant
measure; this is the ase for the biased Random-Walk (resp. for the Langevin dynamis);
Type 4. (qn)n∈N is an approximation of (q(tn))n∈N where (q(t), p(t), x(t))t≥0 is a trajetory of
a deterministi extended dynamial system (q and p are the physial variables, while
x represents some additional variables; see Setion 3.3 for more details); this extended
dynamial system is suh that it preserves a measure dρ whose projetion on the physial
variables q, p is the measure dµ given by (3.3); this is the ase for Nosé-Hoover, Nosé-
Poinaré and Reursive Multiple Thermostat methods.
The rst two questions we will adress are relevant for all the methods mentioned above:
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Question 2. If so, an the speed of onvergene be estimated?
For methods of Type 1, the answers to Questions 1 and 2 are obviously positive and are diret
onsequenes of the Law of Large Number (LLN) and of the Central Limit Theorem (CLT) for
independent identially distributed (i.i.d.) random variables. For the methods of Type 2, Ques-
tions 1 and 2 an be positively answered, at least for ompat position spaesM and under some
assumptions on the potential energy V . For Question 1, the point is to hek (see Theorem 3.1
and Setion 3.6 below) that
π is an invariant probability measure of the Markov hain, (3.7)
and that the probability transition kernel P (q, ·) of the Markov hain1 satises the aessibility
ondition
∀q ∈ M, ∀B ∈ B(M), µLeb(B) > 0 ⇒ P (q,B) > 0, (3.8)
where B(M) is the Borel σ-algebra of M and µLeb is the Lebesgue measure on M. Turning to
Question 2, a onvergene rate of N−1/2 an be obtained when the transition kernel P has some
regularity properties, and provided some Lyapunov ondition holds true (see Theorem 3.2 and
ondition (3.11) below).
For the methods of Type 3, analogous results an be stated at the ontinuous level (for the
underlying Markov proesses). In omputations, disrete-time approximations are used, and one
reovers the ase of a Markov hain, and the same kind of results as for methods of Type 2 hold
true. For methods of Type 4, no general onvergene result is known.
In the ase when the sequene (qn)n∈N originates from a Markov hain on M or from a
disretized stohasti proess onM or on T ∗M (methods of Types 2 and 3), additional questions
arise. Indeed, instead of onsidering one realization starting from a given initial data, it is also
possible to generate samples with the same omputational ost by onsidering several shorter
realizations starting either all from the same point or from dierent points (whih onstitute a
pre-existing initial distribution). In this ase, typial onvergene results involve weighted total
variation norms for the probability measures that are generated. In the sequel, we will often refer
to this kind of onvergene as the "onvergene of densities" sine, when the n-step probability
transition kernel
2 Pn(q, ·) of the Markov hain and the invariant probability measure both admit
densities with respet to the Lebesgue measure, the onvergene in total variation norm implies
the L1 onvergene of the densities. We an thus formulate the following two questions:
Question 3. Does ‖Pn(q, ·) − π‖ onverge to zero when n goes to innity for some (weighted)
total variation norm?
Question 4. If so, an the speed of onvergene be estimated?
Again, if π is an invariant probability measure and if the aessibility ondition (3.8) holds true,
the answer to Question 3 is positive (see Theorems 3.3 and 3.4 below). A geometri onvergene
rate in ρn for some ρ ∈ (0, 1) in some weighted total variation norm an also be obtained when the
1
If q ∈ M and B is a Borel set of M, P (q,B) is the probability for the Markov hain to be in B when
starting from q.
2
For q ∈M and B a Borel set of M, Pn(q,B) is the probability for the Markov hain to be in B when





P (q, dq′)Pn−1(q′, B).
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transition kernel P has some weak regularity properties and provided some Lyapunov ondition
holds true (namely ondition (3.31) below, see Theorem 3.8). Let us point out that the Lyapunov
ondition (3.31) providing geometri onvergene of the densities is not of the same nature as the
ondition (3.11) providing a onvergene rate of the average along one sample path.
Let us mention that, in some appliations, integrals suh as (3.1) are sometimes omputed using
Blue Moon sampling tehniques [54, 65, 370℄. In this ase, integrals over submanifolds (generally
hypersurfaes) of M have to be estimated. For suh omputations, the theoretial analysis is
the same as the one presented here. From the numerial viewpoint, algorithms adapted to the
onstraint of sampling a hypersurfae (and not the whole spae) have to be used, namely projeted
algorithms for stohasti dynamis (see e.g. [66℄ and Setion 4.1.3) and SHAKE or RATTLE
algorithms for deterministi evolutions (see [146, Chap. VII.1.4℄).
This hapter is organized as follows. We rst desribe and ompare from a theoretial point
of view the most popular methods to sample from the anonial distribution. In Setion 3.1,
we onsider purely stohasti methods; stohastially perturbed Moleular Dynamis methods
and deterministi thermostatting methods are presented in Setion 3.2 and 3.3 respetively. In
partiular, in Setion 3.2.2, we present some new onvergene results for the Hybrid Monte Carlo
sheme (see Theorems 3.7, 3.9 and 3.10). A summary of the main known results is presented in
Table 3.1. We refer to the orresponding setions for notations and further explanations, and to
Setion 3.6 for some theoretial bakground on Markov hains and proesses.
We then turn to a pratial appliation of those methods in the ase of linear alkane moleules
in Setion 3.4. The fat that some methods may work better than others, and that this depends
on the situation at hand, is ommonly aepted. However, these beliefs are usually only based
on some qualitative omparisons, or on omparison with experimental data. In the latter ase,
disrepanies between numerial results and experimental results an ome both from numerial
and modelling approximations, so it is not easy to draw onlusions speially on the numerial
methods. Comparing the methods in a quantitative way is one of the main purpose of this study.
Finally, an appliation of the previous sampling methods to ompute time-dependent properties
using stohasti boundary onditions is presented in Setion 3.5.
3.1 Purely stohasti methods
Purely stohasti methods onsist in generating points in the position spae aording to the
measure dπ(q) = f(q) dq given by (3.6), without refering to any physial dynamis of the system.
We briey reall here four methods, the Rejetion, Rejetion ontrol, Importane sampling, and
Metropolized sampling methods. They all make use of a referene positive probability distribution
g(q), suh that (i) it is easy to generate samples from g, and (ii) g is a good approximation of f ,
in a sense that will be made preise below.
3.1.1 Rejetion method
The Rejetion method [215℄ requires the knowledge of a probability density g whih bounds f
from above up to a multipliative fator c > 0:
f ≤ cg, (3.9)
and from whih it is easy to generate samples. For instane, when M = T3N (moleular system
with periodi boundary onditions) and the potential energy V is bounded from below, a uniform
density g may be used (but its eieny is likely to be very poor). The idea of the method is to
































































































































































































































































































































































Rejetion and Metropolized Hybrid Biased Langevin Deterministi
Name Rejetion ontrol independene Monte-Carlo Random-Walk dynamis dynamis
sampler (MIS) (HMC)
Sampling from MH with MH with Ellipti Hypoellipti Extended
Method the true independent MD proposals diusion diusion MD system
density proposals
Type i.i.d Markov Markov Markov Markov ODE
variables hain hain proess proess
MC LLN MC LLN MP LLN MP LLN
Questions 1, 2 LLN (onditions on the (onditions on the (Lyapunov (Lyapunov Open
proposal funtion) potential energy) ondition) ondition) question
Any textbook Setion 3.1.3 and [237℄ Setion 3.2.2 Setion 3.2.3 Setion 3.2.4
Uniform ergodiity Geometri ergodiity Geometri ergodiity
Questions 3, 4 - when a bounding Ergodiity (Lyapunov (Lyapunov Open
funtion exists ondition) ondition) question
Setion 3.1.3 Setion 3.2.2 Setion 3.2.3 Setion 3.2.4
Numerial MH with Euler-Maruyama BBK algorithm or Operator
disretization - - veloity-Verlet or MALA higher order shemes splitting
Setion 3.2.2 Setion 3.2.3 Setion 3.2.4 Setion 3.3
Type - - Markov Markov Markov ODE
hain hain hain disretization
Same tehniques Classial No result for usual
Convergene - - and results as for the MC tehniques shemes / results for Open
ontinuous sheme spei shemes question
Setion 3.2.2 Setion 3.2.3 and [283℄ Setion 3.2.4
Free Sampling Proposal Time step ∆t, Time step ∆t Time step ∆t, Number/values of
parameters funtion g funtion g Integration time τ Frition oeient ξ thermostat masses,
time step ∆t
Rule g "lose to" f g "lose to" f Not too muh rejetion Aeptane rate ≃ 0.5 ξ∆t small (0.01)
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Atually, a bound on the (non-normalized) distribution f˜(q) = Zqf(q) = e
−βV (q)
is suient
to run the algorithm. Suh a bound reads f˜ ≤ c˜g, and is muh easier to establish in pratie sine
the normalization onstant Zq is unknown and very diult to estimate. The proposals are then
aepted with probability f˜/(c˜g).
Finding a funtion g suh that the onstant c appearing in (3.9) is as small as possible is very
important. It is indeed well-known [215℄ that, on average, generating one sample point requires c
draws, that is c evaluations of the potential energy V , whih is by far the most omputationally
expensive part of the alulation. This onstant c is therefore of paramount importane. When
the system dimension is small, it is usually possible to nd g suh that c is not too large, and
therefore the method is very eient. But when c is very large, the method is totally ineient.
In moleular simulation, it is usually very diult to onstrut eient sampling funtions g for
systems involving more than a few atoms. This an however still be done for some spei systems,
suh as rystals at low temperature, using Taylor expansions around the equilibrium position, and
ontrolling the relevane of the expansion by Rejetion ontrol tehniques (see Setion 3.1.2 below).
Sine the points generated by the Rejetion algorithm are independent realizations of some
random variable, usual onvergene results suh as the Law of Large Numbers and the Central
Limit Theorem apply [137℄. Let A be some observable over the position spae, (qn)0≤n≤N−1 be

















If π(|A|2) < +∞, then the Central Limit Theorem holds true. There exists γA > 0 (in fat,γA =





where A¯ = A−
∫
M
Adπ and N (0, 1) is the standard Gaussian random variable.
3.1.2 Rejetion ontrol
It is often triky to nd a funtion g suh that (3.9) is satised everywhere in M. However, it
is sometimes possible to nd a sampling funtion g for whih (3.9) is satised for most proposals
q˜ generated from g. In this ase, the Rejetion method presented in the previous setion an be
somewhat modied so that the non-global harater of the bound is taken into aount.
The Rejetion ontrol sheme [64,215℄ allows one to handle proposals that violate the inequa-
lity (3.9) by an appropriate a posteriori reweighting. Let us just note here that this sheme an
be reast [64℄ as an Importane sampling sheme, a method we will reall in Setion 3.1.4.
3.1.3 Metropolized independene sampler
When c is large, the Rejetion method may require many evaluations of the potential energy V .
As c is unknown in pratie, it is diult to estimate a priori the omputational eieny of
the method. Therefore, a stohasti method with a xed omputational ost ould provide an
interesting alternative.
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TheMetropolized independene sampler (MIS), presented e.g. in [215, Setion 5.4.2℄, is one suh
method. Basially, it is a Metropolis-Hastings algorithm [153,238℄ with i.i.d. proposals. Therefore,
the generated sequene of points forms a Markov hain (see [240℄ for some denitions and properties
of ontinuous state-spae Markov hains).
Metropolis-Hastings algorithm
We rst reall the general idea of the Metropolis algorithm [238℄, whih was later generalized by
Hastings [153℄ to provide a general purpose sampling method (see also Setion 4.3 and Setion 6.1.1
for non trivial appliations of the Metropolis-Hastings algorithm to the ase of path sampling and
Variational Monte Carlo respetively). We present it here on the ongurational spae M, and
onsider that we have a rule to generate proposal ongurations q′ starting from the urrent
onguration q, and that this proposal funtion is haraterized by the probability density P(q, q′)
(It is also alled 'generation probability' or 'transition density' in the eld of moleular simulation).
Metropolis-Hastings algorithm
Algorithm 3.1. Starting from some initial onguration q0, and for n ≥ 1,
(1) Propose a move from qn to q˜n+1 aording to the transition density P(qn, q˜n+1);




f(qn)P(qn, q˜n+1) , 1
)
;
(3) Draw a random variable Un uniformly distributed in [0, 1] (Un ∼ U [0, 1]);
(i) if Un ≤ αn, aept the move and set qn+1 = q˜n+1;
(ii) if Un > αn, rejet the move and set qn+1 = qn.
(4) go to Step (1).
We denote by P the transition kernel of this Markov hain. It is easily seen that




r(q, q′′′)P(q, q′′) dq′′
)
δq,
where the density r(q, ·) is given by







By onstrution, dπ(q) = f(q) dq is an invariant measure [215℄.
The key point in all Metropolis-Hastings shemes is to nd an eient proposal funtion.
In partiular, there is always a trade-o between the aeptane and the deorrelation rate of
the Markov hain. Indeed, if the aeptane rate is low, the obtained sample is degenerate, and
not statistially ondent. On the other hand, to inrease the aeptane rate, more orrelated
iterations an be used. In this ase the method is more likely to remain trapped in loal minima,
and the numerial ergodiity rate may be slow.
Metropolized independene sampler
We assume that the potential energy V is ontinuous. Considering an everywhere positive
probability density g, let us set P(q, q′) = g(q′) and w(q) = f(q)
g(q)
. This version of the Metropolis-
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Hastings is alled the Metropolized independene sampler (MIS). The algorithm we will use is
therefore as follows:
Metropolized independene sampling
Algorithm 3.2. Consider an initial point q0. For n ≥ 1,
(1) generate a point q˜ in M from the density g;
(2) generate a random number Un ∼ U [0, 1];






, set qn+1 = q˜, otherwise, set qn+1 = qn;
(4) replae n by n+ 1 and go bak to step (1).
Convergene of the average along one sample path
Let us now reall some onvergene results for Markov hains, whih, applied to the spei
ases of the Metropolized independene sampling, will provide onvergene results. Let us denote
by A some observable on the position spae and by (qn)n∈N one realization of the MIS Markov







A(q) dπ(q) where π is the anonial measure dened by (3.6)
and SN (A) is dened by (3.10).
First, π is an invariant measure due to general results on Metropolis-Hastings algorithms [215℄.
Therefore, ondition (3.7) is satised. Condition (3.8) is also trivially satised whenever the support
of f is a subset of the support of g. This is the ase here sine we have hosen a funtion g whose
support is the whole position spae M.
Sine onditions (3.7) and (3.8) are satised, a Law of Large Numbers (LLN) holds for almost
all starting points, and Question 1 an therefore be answered positively. Indeed, reall the following
theorem:
Theorem 3.1 ( [240, Theorem 17.1.7℄). Suppose onditions (3.7) and (3.8) are satised. Then,









for almost all starting points q0 ∈ M, where SN (A) is dened by (3.10).
To obtain a onvergene rate on SN (A), an additional ondition is needed, suh as:
There exist two measurable funtions L ≥ min{1, A} and W ≥ 0, a real number b
and a petite set C suh that
∆W (q) ≤ −L(q) + b1C(q), π(W 2) < +∞,
(3.11)
where A is the observable under onsideration and ∆W (q) is dened by
∀q ∈M, ∆W (q) = (PW )(q)−W (q) =
∫
M
P (q, dy)W (y)−W (q). (3.12)
The denition of petite sets an be found in [240℄. Let us make the following remark, whih
will be very useful:
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Remark 3.1. Under some regularity onditions that will always be met here (inluding the fat
that the hain is weak Feller [240, Chap. 6℄), all ompat subsets of M are petite sets and the
Markov hain is Doeblin [89℄. As a onsequene, when the state spae M is ompat, the ondition
(3.11) holds true (hoose C =M, W and L arbitrary smooth funtions and take b large enough).
Condition (3.11) allows one to obtain a Central Limit Theorem (CLT). For a given measurable
funtion A suh that π(|A|) < +∞, let us formally dene the funtion Aˆ by the following Poisson
equation:
−∆Aˆ = A− π(A), (3.13)
where ∆ is dened as in (3.12). It is not lear in general whether Aˆ is well-dened. This turns out
to be the ase when ondition (3.11) is satised, and allows to state a CLT:
Theorem 3.2 ( [240, Theorem 17.5.3℄). Assume onditions (3.7), (3.8) and (3.11) hold true,
and let A be a funtion suh that |A| ≤ L. Let SN (A) be dened by (3.10). There exists a funtion
Aˆ whih satises (3.13), and the onstant γ2A := π(Aˆ
2 − (PAˆ)2) is well-dened, non-negative and





this onvergene being in law.
Sine onditions (3.7), (3.8) and (3.11) are satised for the MIS hain, Question 2 an be
answered positively for almost all starting points q0.
Convergene of the densities
To handle onvergene of densities, it is neessary to introdue the total variation norm for a








Notie that onvergene in total variation implies weak onvergene.
Denition 3.1. A hain on M is ergodi when
∀q ∈ M, lim
n→∞ ||P
n(q, ·)− π|| = 0
where π is the invariant measure and Pn is the n-step probability transition kernel.
Reall the following theorem:
Theorem 3.3 ( [240, Theorem 13.3.4℄). If onditions (3.7) and (3.8) hold true, then
||Pn(q, ·)− π|| → 0 as n→∞
for π-almost all starting points q.
The onvergene in total variation norm implies onvergene of the expetations only for boun-
ded observables A. It is therefore not suient in pratie. Fortunately, the ergodiity results an
be strengthened in a straightforward way. For a given measurable non-negative funtion W ≥ 1,




Then Theorem 3.3 an be readily extended to π-integrable funtions A.
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Theorem 3.4 ( [240, Theorem 14.0.1℄). Suppose that A ≥ 1 is measurable and π(|A|) < +∞.
If onditions (3.7) and (3.8) hold true, then for π-almost all q ∈M,
||Pn(q, ·)− π|||A| → 0 as n→∞.
Sine onditions (3.7) and (3.8) are satised, the MIS Markov hain is ergodi and Theorems 3.3
and 3.4 hold true. This answers Question 3.
Under an assumption whih is reminisent of the Rejetion method setting, a simple uniform
onvergene rate (independent of the starting point q0) an be obtained:
Theorem 3.5 ( [237, Theorem 2.1℄). If the probability density g used in the metropolized in-
dependene sampling sheme is suh that
∃c, ∀q ∈M, f(q) ≤ cg(q),
then the sheme is geometrially ergodi with a uniform bound. In this ase, for all q0 ∈ M,
||Pn(q0, ·)− π|| ≤ (1 − c−1)n.
This theorem gives an answer to Question 4. Note that in the partiular ase when c = 1 (that
is when f = g sine both funtions are probability densities), the onvergene is already ahieved
for n = 1. This is atually lear sine in this ase the MIS sheme samples from the true density!
3.1.4 Importane sampling
Importane sampling is a well-known general stohasti integration method. The underlying
idea is to reast the integral Eπ(A) =
∫
M










and to approximate the latter integral through a random sample (qn)0≤n≤N−1 drawn aording
to the density g (see e.g. [215, Setion 2℄).
The hoie of the trial funtion g is ruial for the overall eieny of the method. It should be
a good approximation of f or, better, of f(q)A(q). Sine f is typially of exponential or Gaussian
form, and A is most often bounded by a polynomial, f is usually the most important term in the
produt f(q)A(q) as far as sampling issues are onerned. Besides, in appliations, it is often the
ase that several integrals have to be omputed, with dierent funtions A. So g is often looked
for as a good approximation of f .
Let us note that, for the omputation of stati quantities, the importane sampling method
based on a density g outperforms the Rejetion method based on the same density g [64℄.
3.2 Stohastially perturbed Moleular Dynamis methods
We rst present in Setion 3.2.1 the general framework of deterministi miroanonial (NVE)
MD. In Setion 3.2.2, we desribe the Hybrid Monte Carlo (HMC) method, from both the theo-
retial and the numerial viewpoints, and give some new onvergene results (see Theorems 3.7,
3.9, 3.10). We then present the biased Random-Walk (BRW) in Setion 3.2.3, and the Langevin
dynamis in Setion 3.2.4.
We assume in the sequel that T ∗M is globally dieomorphi toM×R3N , and atually identify
the two sets for simpliity. We also assume thatM is globally dieomorphi to R3N in Setions 3.2.3
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and 3.2.4, and identify the two sets as well. Straightforward modiations allow to handle the
other ases (suh as systems with periodi boundary onditions or isolated systems parametrized
by rigid-body motions and internal oordinates).
3.2.1 General framework for NVE Moleular Dynamis











(q(t), p(t)) = −∇V (q(t)),
(3.16)
assoiated with the Hamiltonian (3.4) an be numerially integrated e.g. by the elebrated veloity-
Verlet algorithm [360℄ 
pn+1/2= pn − ∆t
2
∇V (qn),
qn+1 = qn +∆t M−1pn+1/2,




where ∆t is the time step. The veloity-Verlet sheme is an expliit integrator: reall that in
Statistial Physis one often onsiders systems with a large number of partiles, making impliit
algorithms untratable. The numerial ow assoiated with the veloity-Verlet algorithm shares
two qualitative properties with the exat ow of (3.16): it is time reversible and sympleti, whih
are very important properties as far as the long time numerial integration of Hamiltonian dyna-
mis is onerned (see [146, Chap. VIII and IX℄ and [205℄). This algorithm also asks for a unique
evaluation of the fores F = −∇V per time step. For all these reasons, it is the most ommonly
used algorithm in moleular dynamis.
The dynamis (3.16) annot be used to generate points aording to the anonial measure,
beause the energy (3.4) is preserved by the ow. Hene, the trajetory of the system remains on
the submanifold of onstant energy
T ∗M(E0) = {(q, p) ∈ T ∗M;H(q, p) = E0}
where E0 = H(q0, p0) is the energy of the initial data. Under some assumptions, the dynamis
(3.16) an be used to ompute miroanonial (NVE) ensemble averages, that is, averages over
T ∗M(E0). The numerial analysis of this method (in the very simple ase of ompletely integrable
systems) an be read in [48,49,203℄. To generate points aording to the anonial measure, there
is a need for stohasti perturbations to ensure that dierent energy levels will be explored, and
eventually all of them. These onsiderations straightforwardly extend to the numerial ase sine
sympleti methods suh as (3.17) almost preserve the energy over extremely long times [146, Chap.
IX℄.
3.2.2 Hybrid Monte Carlo
Presentation of the method
The Hybrid Monte Carlo method allows one to generate points in the position spae distribu-
ted aording to the anonial measure (3.6). It aims at ombining the advantages of moleular
dynamis (that approximates the physial dynamis of the system) and of Monte Carlo methods
(that explore the position spae more globally). It is in fat a Metropolis-Hastings algorithm, in
whih proposals are onstruted using the NVE Hamiltonian ow of the system. This method has
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been rst introdued by Duane et al. in [88℄ and partially analyzed from a mathematial viewpoint
by Shütte in [301℄. This method an be seen as a generalization of the Andersen thermostat me-
thod [7℄. It has been used in [302,303℄ to identify the metastable onformations of some biologial
systems.
In the standard HMC setting, the sequene of generated positions forms a Markov hain of
order one dened as follows:
Hybrid Monte Carlo
Algorithm 3.3. Consider an initial onguration q0 ∈M and τ > 0. For n ≥ 0,
(1) generate momenta pn aording to the anonial distribution (3.5) and ompute the
energy En = H(qn, pn) of the onguration (qn, pn);
(2) ompute Φτ (q
n, pn) = (pn,τ , qn,τ ), that is, integrate the NVE equations of motion (3.16)
on the time interval [0, τ ] starting from the initial data (qn, pn);
(3) ompute the energy En,τ = H(qn,τ , pn,τ ) of the new phase-spae onguration. Aept







more preisely, generate a random number Un ∼ U [0, 1], and set qn+1 = qn,τ if Un ≤ αn
and qn+1 = qn otherwise;
(4) replae n by n+ 1 and go bak to step (1).
Let us emphasize that the proposal qn,τ would always be aepted at step (3) if the NVE
equations of motion, that are energy onserving, were integrated exatly. In pratie, the time-
step ∆t used in the numerial integrator (3.17) an be hosen larger than in standard appliations
of MD sine the dynamis of the system used to generate proposals is not onstrained to aurately
reprodue the physial dynamis of the system. On the other hand, it should not be too large;
otherwise, the rejetion rate would be large and the eieny of the method would be low.
Let us notie that in the standard HMC method, only the end points of the MD trajetories are
part of the sample. It is not ompletely lear whether taking into aount the intermediate points
of the generated MD trajetories in the sample would bias the sampling, e.g. if the nal point is
rejeted, should these intermediate points be kept? See [256℄ for some work in this diretion.
Let us also mention that there exist several renements of the standard HMC sheme. In order
to improve the aeptane rate, one ould use a riterion based on a shadow Hamiltonian to
aept or rejet the new point [150, 184℄. The idea is that this shadow Hamiltonian is preserved
more aurately than the Hamiltonian (3.4) by the numerial trajetory. The bias introdued by
this modiation is orreted by a onvenient reweighting, in the spirit of importane sampling.
Another improvement onsists in generating, after eah NVE trajetory of length τ , some new
momenta whih are orrelated with the previous ones [173, 191℄. Of ourse, both approahes an
be ombined [2℄.
Convergene of the average along one realization
As above, let us denote by A some observable on the position spae and by (qn)n∈N one
realization of the HMC Markov hain starting from a given q0. Let Π1 be the rst oordinate eld
of the phase-spae: Π1(q, p) = q.
Convergene results for the HMC sheme have been published by Shütte in [301℄. In this proof,
the NVE Hamiltonian ow is assumed to satisfy two onditions:
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(A) a mixing ondition, whih reads as follows (see [301, Assumption 4.27℄): for every pair of




T n1C(q)f(q) dq > 0,




u (Π1Φ−τ (q, p)) P(p) dp, (3.18)
where Φτ is the Hamiltonian ow. This ondition amounts to a ertain aessibility of the
whole position spae when starting from any point;
(B) a so-alled momentum invertibility of the ow ondition (see [301, Denition 4.1℄). The
ow Φτ is alled momentum-invertible if the two following onditions hold true:
(i) for almost every q ∈ M, there is an open set M(q) ⊂ R3N suh that the funtion
yq : p 7→ Π1Φ−τ (q, p) is loally invertible in M(q), that is, det∇pyq 6= 0 for p ∈
M(q).





P(p) dp = η.
This ondition states that the transition probabilities are bounded from below in some
sense.
The following onvergene result is given in [301℄:
Theorem 3.6 ( [301, Lemma 4.31 and Theorem A.24℄). Under the assumptions (A) and











for almost all starting points q0 ∈ M, where (qn)n∈N is the sequene of points generated by the
HMC Algorithm 3.3 where, at step (2), the NVE equations of motion (3.16) are exatly integrated.
Note that ergodiity results have also been proved [301, Corollary 4.33℄, as well as onvergene
results on the numerial ow [301, page 96℄ (in this latter ase, (qn)n∈N in (3.19) is the sequene of
points generated by the HMC Algorithm 3.3 where the NVE equations of motion (3.16) are now
numerially integrated).
The onditions (A) and (B) realled above are diult to hek in pratie, and furthermore,
it is not lear whether they are neessary. We present here a new onvergene result, that does
not require these assumptions.
Let us rst onsider the ase when the NVE equations of motion are integrated exatly. The
transition kernel P of the HMC Markov hain is dened by




where the density P is the anonial distribution on the momentum spae given by (3.5).
As the phase-spae anonial measure µ = π⊗κ is an invariant measure for Φτ , it is lear that
the position-spae anonial measure π is an invariant measure for the HMC Markov hain (see
e.g. [215, Setion 9.3℄ for details). Therefore, ondition (3.7) holds true.
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We now onsider the aessibility ondition (3.8). This ondition is not satised in general, for
any potential energy. Consider for example a one-dimensional partile (M = R) of mass m = 1
subjeted to the potential energy V (q) =
1
2
q2. Then the solution q(t) starting from q0 with
momentum p0 is given by
q(t) = q0 cos(t) + p0 sin(t).
As already notied by Makenzie in [221℄, taking τ = 2π leads to q(τ) = q0 whatever the hoie
of p0. The ondition (3.8) is therefore learly not satised, and the Markov hain is not ergodi.
Of ourse this spurious eet only arises for speial hoies of τ . It is also linked to the fat that
the period of the trajetory of the harmoni osillator does not depend on the initial momentum.
To prove the aessibility ondition (3.8), a rst way is to make the additional assumption that
the potential energy is bounded from above. We aknowledge that this assumption is often not
satised in pratie. Nevertheless, for some potential energies that do not satisfy this assumption,
it is still possible to prove an aessibility ondition by some expliit onstrutions, spei to the
system at hand (espeially in the ase of a singular entral potential energy, see below). We will
also onsider in Setion 3.2.2 another possibility, based on random integration times τ , that an
be used for a larger lass of potentials.
We now turn to proving the aessibility ondition (3.8) under the assumption that V is
bounded from above. This is the result of the following Lemmas.
Lemma 3.1 (HMC aessibility - exat ow). Let τ > 0. Assume that V is in C1(M) and
is bounded from above. Then for any q, q′ ∈M and any neighborhood V ′ of q′, there holds
P (q,V ′) > 0.







φ˙T (t)Mφ˙(t)− V (φ(t))
)
dt
the ation assoiated with the path φ ∈ H = {φ ∈ H1([0, τ ],M) | φ(0) = q, φ(τ) = q′}. Sine V





V (φ(t)) dt ≥ −E0τ.
Therefore, there exists a minimizing sequene (φn)n∈N ∈ H suh that S(φn)→ infφ∈H S(φ) = s >
−∞. Without restrition, it an be assumed that s ≤ S(φn) ≤ s+ 1 for all n ∈ N. Thus,∫ τ
0
φ˙Tn (t)Mφ˙n(t) dt = 2S(φn) + 2
∫ τ
0
V (φn(t)) dt ≤ 2S(φn) + 2τE0 ≤ 2(s+ 1) + 2τE0.
Therefore, (φ˙n)n∈N is bounded in L2([0, τ ],M). The sequene (φn)n∈N is then bounded in the
spae H1([0, τ ],M). Let φ ∈ H1([0, τ ],M) suh that (up to extration) φn ⇀ φ in H1([0, τ ],M)-
weak and φn → φ almost everywhere. Sine H is onvex and losed in H1([0, τ ],M), the limit φ is
atually in H. Besides, it is easy to hek that lim infn→∞ S(φn) ≥ S(φ) (by lower semi-ontinuity






Thus φ minimizes S on H. Therefore, the equation
M φ¨ = −∇V (φ) (3.21)
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holds true on (0, τ) in the distributions sense. By standard regularity results, φ ∈ C2([0, τ ],M)
and (3.21) holds true in the sense of ontinuous funtions. Hene the funtion φ is simply the
solution of the Hamiltonian dynamis with φ(0) = q, φ(τ) = q′ and initial veloity φ˙(0).
Consider eventually a neighborhood V ′ of q′. Then P (q,V ′) > 0 is a straightforward onse-
quene of the ontinuity of the solutions of (3.21) with respet to the initial veloity φ˙(0). ⊓⊔
Lemma 3.1 gives aessibility from any point to any open set. It is therefore not enough for
ondition (3.8) to hold true sine it requires aessibility from one point to any arbitrary Borel set
of positive Lebesgue measure. This asks for some regularity of the transition kernel, and in fat,
some regularity of the dynamis, inferred from stronger assumptions on the potential energy V .
More preisely, we have the following lemma:
Lemma 3.2 (HMC irreduibility - exat ow). Assume that V ∈ C1(M) is bounded from
above and ∇V is a globally Lipshitz funtion. Then the transition kernel of the HMC Markov
hain satises
∀q ∈M, ∀B ∈ B(M), µLeb(B) > 0⇒ P (q,B) > 0.
Proof. Consider B ∈ B(M) suh that µLeb(B) > 0, and q ∈M. We want to show that P (q,B) > 0
for P dened by (3.20). For the sake of simpliity, we assume here that all partile masses are
equal to 1.
The proof is based on volume onservation in the phase spae: any Borel set of nal positions of
stritly positive measure an be reahed from q and a set of momenta of stritly positive measure.
Denote IB(q) = {p ∈ R3N | Π1Φτ (q, p) ∈ B}, and onsider the funtion θ : IB(q) 7→ B suh that
θ(p) = Π1Φτ (q, p). This funtion is surjetive aording to the proof of the aessibility Lemma 3.1,
so that θ(IB(q)) = B. Moreover, P (q,B) =
∫
IB(q)
P(p) dp. Therefore, sine P is positive and
ontinuous, it is enough to show that µLeb(IB(q)) > 0 in order to get P (q,B) > 0.
We proeed by ontradition. Suppose µLeb(IB(q)) = 0. We rst note that θ is Lipshitz (of
onstant Lip(θ)) sine ∇V is ontinuous and globally Lipshitz by assumption, and τ > 0 is xed.
Indeed, denote C the Lipshitz onstant of ∇V and note that a solution of the equations of motion
an be written as
q(τ) = q + pτ −
∫ τ
0
(τ − s)∇V (q(s)) ds.
For two dierent initial momenta p1 and p2, we have




By Gronwall lemma, there exists cτ < +∞ suh that
|q1(τ) − q2(τ)| ≤ cτ |p1 − p2|,
hene θ is Lipshitz.
Sine the Lebesgue measure and the Hausdor measure H3N agree on R3N (see [101, Se-
tion 2.2, Theorem 2℄), and sine the behavior of the Hausdor measure under Lipshitz mappings
is known [101, Setion 2.4, Theorem 1℄, we obtain
µLeb(B) = µLeb(θ(IB(q))) = H3N (θ(IB(q))) ≤ Lip(θ)3NH3N (IB(q)) = Lip(θ)3NµLeb(IB(q)) = 0.
This gives µLeb(B) = 0, in ontradition with the assumption µLeb(B) > 0. ⊓⊔
Sine onditions (3.7) and (3.8) are satised, a Law of Large Numbers (LLN) holds true for
almost all starting points (see Theorem 3.1). We an therefore answer positively to Question 1:
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Theorem 3.7. Assume that V ∈ C1(M) is bounded from above and ∇V is a globally Lipshitz
funtion. Let (qn)n∈N be the sequene of points generated by the HMC Algorithm 3.3 where, at









for almost all starting points q0 ∈ M.
Convergene of the HMC sheme has been established above for smooth potentials, possibly
under ertain boundedness assumptions on the potential V or its derivatives. However, in many ap-
pliations, non-globally smooth potentials are used. Central potentials, suh as the Lennard-Jones
or the Coulomb potential, are some famous examples of singular potentials ommonly onsidered
in biology or physis. We present here some results onerning the onvergene of the HMC sheme
for a single partile in a entral potential deaying suiently fast at innity (suh as |q|−α for α
large enough). Only the aessibility properties of the hain are stated expliitely, the rest of the
proof following the same lines as for the usual HMC sheme.
In view of the reversibility of the NVE equations of motion, to show that any point q2 an be
reahed in two steps from a point q1, is equivalent to showing that the end points of the trajetories
starting from q1 and q2 oinide. This is the following
Proposition 3.1 (HMC aessibility for one partile in a dereasing entral potential).
Consider a entral potential V (q) = V (|q|) ∈ C1(R3 \ {0}) suh that q · V ′(q) ≤ 0, ∇V is lipshitz
on R3 \Ba(0) for all a > 0 with a onstant Ca suh that lima→∞ Ca = 0, and |∇V | is bounded on
R3 \Ba(0) for all a > 0. Consider q1, q2 ∈ R3 \ {0} suh that q1, the singularity 0 and q2 are not
aligned in this order (there is no λ > 0 suh that q01 = −λq02). Then there exist p1, p2 suh that the
solutions of the equations of motion
z¨ = −∇V (z)
starting respetively from q1, q2 with momenta p1, p2 oinide at the time τ .
The proof is based on an expliit two-step onstrution. If q1, 0 and q2 are aligned in this order,
then an additional onguration q3 not aligned with the previous ones should be onsidered. Hene,
one an go from q1 to q2 by four trajetories of time length τ . These results an be extended to
more general potentials suh as the Lennard-Jones potential in a simple way.
Proof. We onsider two points q01 , q
0




2. The two par-









(t− s)∇V (q1(s)) ds,

















(t− s)∇V (q2,p(s)) ds. (3.22)






(τ − s)[∇V (q2,p(s))−∇V (q1(s))] ds = F (p).
Under this form, we reognize a xed-point equation, trivially veried by p = 0 in the ase∇V = 0.
The idea is then solve this equation for ∇V small. This an be done if the trajetories move away
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from the singularity in 0. To this end, the momentum p01 has to be taken large enough, and p has
to be small ompared to p01.
We now formalize these heuristi onsiderations. Notie rst that the initial momentum p01 an
be hosen so that the partile moves out from 0. Indeed, using polar oordinates (r, θ) for the
partile position q ∈ R3,
∂tt(r
2) = ∂tt(x · x) = 2(|q˙|2 − q · ∇V (q)) ≥ −2rV ′(r).
By integration,
∂t(r
2)(t)− ∂t(r2)(0) ≥ −
∫ t
0
2r(t)V ′(r(t))dt ≥ 0. (3.23)
So, if the initial onditions are suh that ∂t(r
2)(0) > 0, the distane r of a partile to the origin is
inreasing. Let us set
M = sup
|q|≥min(|q01|,|q02|)
|∇V (q)|, K = Mτ. (3.24)
Sine
∂t(q1 · q1)(0) = 2q01 · p01,







and onsidering p and p01 suh that
|p| ≤ K, q02 · p01 ≥ q02 ·
q02 − q01
τ
+K|q02 |, q01 · p01 ≥ 0, (3.25)
it follows ∂t(q1 · q1)(0) ≥ 0 and ∂t(q2,p · q2,p)(0) ≥ 0. Let us note that, beause q01 , the singularity
0 and q02 are not aligned, suh p
0
1 exist. Therefore,
∀t ≥ 0, ∀|p| ≤ K, |q2,p(t)| ≥ |q02 |, |q1(t)| ≥ |q01 |. (3.26)
Next, we show that there exists t∗ small enough suh that p 7→ q2,p(t) is Lipshitz with uniform
bound on [0, t∗]. Indeed, from the expression (3.22), and sine ∇V is lipshitz of onstant C = C|q02 |
on R3 \B|q02 |(0), we obtain
|q2,p(t)− q2,p′(t)| ≤ |p− p′|t+ C
∫ t
0
(t− s)|q2,p(t)− q2,p′(t)| ds.
This Gronwall inequality implies




Taking t∗ ≤ τ small enough, we get for all 0 ≤ t ≤ t∗,
|q2,p(t)− q2,p′(t)| ≤ 1
4C
|p− p′|. (3.27)
This time t∗ is now xed in the remainder of this proof.
Thus, p01 being xed, the distane between two trajetories an be ontrolled for small times.
For larger times, we use the fat that we an go arbitrary far from the origin by an appropriate
hoie of the initial momentum. Indeed,
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|q2,p(t)| ≥
∣∣∣∣q02 + (p01 + p− q02 − q01τ
)
t
∣∣∣∣− τ2 sup|q|≥|q02 | |∇V (q)|. (3.28)
Let ǫ > 0. Sine ∇V is lipshitz on R3 \ Ba(0) with a onstant Ca suh that lima→∞Ca = 0,
there exists R(ǫ) suh that CR(ǫ) < ǫ. If view of (3.28), there exists an momentum p
0
1 large enough
satisfying (3.25) suh that
∀p, |p| ≤ K, ∀t ≥ t∗, |q2,p(t)| ≥ R(ǫ). (3.29)
Considering two momenta |p|, |p′| ≤ K, a Gronwall inequality an again be obtained. There exists
a onstant Cτ (that does not depend on ǫ ≤ 1) suh that
∀t, t∗ ≤ t ≤ τ, |q2,p(t)− q2,p′(t)| ≤ Cτ |p− p′|. (3.30)






(τ − s)[∇V (q2,p(s))−∇V (q1(s))]ds.
The mapping F maps BK = {|p| ≤ K} into itself when p01 satises (3.25). Indeed, the bound (3.26)
is veried in this ase, so that (3.24) implies




(τ − s)2M ds =Mτ = K.
Piard theorem an then be applied provided F is ontrative. Choosing momenta suh that (3.25)
holds true and suh that ǫ < min{1, 14Cττ },






|∇V (q2,p(s))−∇V (q2,p′(s))| ds.
Using (3.27) for the rst term and, (3.29), the fat that ∇V is lipshitz on R3 \ BR(ǫ)(0) with a
onstant CR(ǫ) < ǫ, and (3.30) for the seond term, there holds
∀|p|, |p′| ≤ K, |F (p)− F (p′)| ≤ 1
2
|p− p′|.
The funtion F is then ontrative on the ball {|p| ≤ K}. There is therefore a xed point p = F (p)
with |p| ≤ K. ⊓⊔
Convergene of the densities
Sine ondition (3.7) is satised, and ondition (3.8) holds true under the assumptions of
Lemma 3.2 on the potential energy (V is C1, bounded from above and ∇V is globally Lipshitz),
the HMC Markov hain is ergodi (see Theorem 3.3). In partiular,∣∣∣∣Pn(q0, ·)− π∣∣∣∣→ 0
for almost all starting points q0 ∈M, where || · || denotes the total variation norm (3.14). We also
get onvergene in the |A|-total variation norm (3.15) provided π(|A|) < +∞ and |A| ≥ 1 (see
Theorem 3.4). This answers Question 3.
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Convergene rates
We have not been able to state more sophistiated onvergene results (Central Limit Theorem,
geometri ergodiity) in the general HMC framework sine they require stronger results on the
Markov hain suh as a drift ondition (3.11) or a Lyapunov ondition suh as
There exist a measurable funtion W ≥ 1, real numbers c > 0 and b,
and a petite set C suh that
∀q ∈ M, ∆W (q) ≤ −cW (q) + b1C ,
(3.31)
where ∆W (q) is dened by (3.12). Let us however make the following remark:
Remark 3.2. Under some regularity onditions that will always be met here (inluding the fat
that the hain is weak Feller [240, Chap. 6℄), and whenM is ompat, ondition (3.31) is straight-
forwardly satised with the hoie C =M (in view of Remark 3.1,M is a petite set and the Markov
hain is Doeblin [89℄) for any arbitrary smooth funtion W (taking b large enough).
When the state spae is ompat, onditions (3.11) and (3.31) hold true (in view of Remarks 3.1
and 3.2). We thus obtain a positive answer to Question 2 (see Theorem 3.2). We also obtain a
positive answer to Question 4, in view of the following theorem:
Theorem 3.8 ( [240, Theorem 15.0.1℄). Assume onditions (3.7), (3.8) and (3.31) hold true.
Then there exist ρ < 1 and R < +∞ suh that, for all q satisfying W (q) < +∞,
‖Pn(q, ·)− π‖W ≤ RW (q) ρn,
where Pn is the n-step probability transition kernel and ‖ · ‖W is the norm dened by (3.15).
Numerial implementation: Method and onvergene results
It is standard to use the veloity-Verlet sheme (3.17) to integrate numerially the trajetories
over times τ = k∆t for some integer k. Let us point out that the aeptane/rejetion step (3)
in Algorithm 3.3 ensures that the HMC Markov hain orretly samples the anonial measure π,
so that no bias is introdued by the numerial disretization. The situation will be dierent for
the Biased Random-Walk and the Langevin equation (see Setions 3.2.3 and 3.2.4). We denote
by P∆t the transition kernel of the Markov hain using the veloity-Verlet integrator (3.17) with
time-step ∆t.
The theoretial proof of onvergene for the numerial version of HMC follows the same lines
as the proof of onvergene for the exat version using the Hamiltonian ow. The only dierene
lies in the additional aeptane/rejetion step whih does not modify the struture of the hain
(for it does not hange the aessibility properties of the hain). We only preise here the hanges
that have to be onsidered for the aessibility Lemma.
Lemma 3.3 (HMC aessibility - numerial ow). Let τ > 0. Assume that V is in C1(M)
and is bounded from above on M, and onsider the numerial disretization sheme (3.17). Then
for any q, q′ ∈M and any neighborhood V ′ of q′, there holds
P∆t(q,V ′) > 0.
Proof. The proof of Lemma 3.1 is based on the minimization of the ation S over some spae H.
Here, we extend this proof to the disretized ase using a onvenient approximation of this varia-
tional problem. There are several ways to disretize the variational problem, leading to dierent
numerial shemes. In partiular, the veloity-Verlet algorithm an be derived by minimizing the
disretized ation [226℄
















where τ = k∆t (we again assumed here that all partile masses are equal to 1).
The minimization is performed on the sequenes Φ = {q0, q1, . . . , qk} with the onstraints
q0 = q and qk = q′. The quantity S∆t is still bounded from below for a potential energy bounded
from above. Hene, there exists a minimizing sequene (Φn)n∈N = ({q0,n, q1,n, . . . , qk,n})n∈N. Eah
dierene qi+1,n − qi,n is easily seen to be bounded, thus eah omponent qi,n is in fat bounded.
We an onsider Φ¯ = (q¯0, . . . , q¯k) suh that, upon extration, we have qi,n → q¯i when n→∞ for
eah i. Moreover, S(Φ¯) = minΦ S(Φ). The optimality onditions then read
q¯i+1 = 2q¯i − q¯i−1 −∆t2∇V (q¯i)
for 1 ≤ i ≤ k−1. We reognize the Verlet sheme. As in addition q¯0 = q and q¯k = q′, this shows that
given two points q, q′, there is a path onneting them using a numerial veloity-Verlet trajetory






∇V (q¯0). By ontinuity, for initial veloities lose to p¯0, the
endpoint of the resulting trajetory remains in a neighborhood of q′. ⊓⊔
We an now state a Law of Large Number theorem (see Theorem 3.1):
Theorem 3.9. Assume that V ∈ C1(M) is bounded from above and ∇V is globally Lipshitz. Let
(qn)n∈N be the sequene of points generated by the HMC Algorithm 3.3 where, at step (2), the









for almost all starting points q0 ∈ M.
Random Time Hybrid Monte Carlo
In order to prove onvergene of the lassial HMC sheme, we have assumed in the previous
setion that the potential energy is bounded from above. As explained in the disussion just above
Lemma 3.1, another possibility is to modify the HMC sheme as in [221℄. The modiation onsists
in transforming the xed parameter τ into a random variable, distributed with a density T (τ).
This ensures that resonane eets are avoided. We all this sheme "Random Time Hybrid Monte
Carlo" (RTHMC).
The only property required on T is that T is ontinuous and positive on R+. The orresponding




1{Π1Φτ (q,p)∈B}P(p)T (τ) dp dτ. (3.33)
Notie that π is still an invariant probability measure for this Markov hain, so ondition (3.7)
holds true. Therefore, to get onvergene results, we only need to show ondition (3.8). This is
done in two steps, as for the lassial HMC sheme.
The rst lemma states that there is a positive probability to go from one state q to any
neighborhood of any state q′ in one RTHMC iteration.
Lemma 3.4 (RTHMC aessibility). Assume that V ∈ C1(M) and D2V ∈ L∞(R3). Then for
any q0, q1 ∈ M, and there exists τ∗ > 0 suh that, for all 0 < τ ≤ τ∗, there exists p ∈ R3N with
Π1Φτ (q0, p) = q1.
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Proof. A similar idea is used in [301℄ in a slightly dierent ontext. If V is identially equal
to zero, then going from q0 to q1 is possible through the hoie of (say) the initial momenta
p∗ = M(q1 − q0)/τ for some evolution time τ > 0. We then onsider the resaled equation
Mq¨ǫ(t) = −ǫ∇V (qǫ(t)) (3.34)
and the assoiated ow φǫ. Setting
F (ǫ, p) = φǫ(τ, q0, p)− q1,
the funtion F is C1(R × R3N ) (we use here the assumption D2V ∈ L∞(R3)), F (0, p∗) = 0 and
∂pF (0, p
∗) = τM−1 is invertible. In view of the impliit funtion theorem, there exists ǫ∗ > 0 suh
that for all 0 ≤ ǫ ≤ ǫ∗, there exists pǫ suh that F (ǫ, pǫ) = 0.
This shows (by the hange of variables t→ ǫt in (3.34) for 0 < ǫ ≤ ǫ∗) that Π1Φǫτ (q0, pǫ/ǫ) =
q1. ⊓⊔
Condition (3.8) an then be obtained in the same way as for the lassial HMC sheme, the
proof following the same lines as for Lemma 3.2.
Lemma 3.5 (RTHMC irreduibility). Provided that V ∈ C1(M) and D2V ∈ L∞(M), the
transition kernel (3.33) of the RTHMC Markov hain satises ondition (3.8).
Proof. Consider B ∈ B(M) suh that µLeb(B) > 0, and q ∈M. We want to show that P (q,B) > 0
for P dened by (3.33). For the sake of simpliity, we assume here that all partile masses are
equal to 1.
The proof relies on the fat that, for a given q and for τ > 0 small enough, the mapping
p 7→ Π1Φτ (q, p) is invertible. Denote JB(q, τ) = {p ∈ R3N | Π1Φτ (q, p) ∈ B}, and onsider
ψτ : JB(q, τ)→ B suh that ψτ (p) = Π1Φτ (q, p).
We rst show that ψτ is an injetive funtion for τ > 0 small enough. From the equations of
motion,
ψτ (p) = q + pτ −
∫ τ
0
(τ − s)∇V (ψs(p)) ds.
Hene
∇pψτ (p) = τ Id−
∫ τ
0
(τ − s)D2V (ψs(p)) · ∇pψs(p) ds. (3.35)
Set αR(s) = sup
|p|≤R









with C = ‖D2V ‖L∞(M). We now onsider τRc = sup{τ ′; αR(τ) ≤ τ/2 for all τ ∈ [0, τ ′]}. From
(3.36), we obtain that τRc ≥
√







, αR(τ) ≤ τ
2
.
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Now,
(ψτ (p1)− ψτ (p2)) · (p1 − p2) =
∫ 1
0




(p1 − p2) · (∇pψτ (p2 + s(p1 − p2))− τId) · (p1 − p2) ds
+ τ |p1 − p2|2
Let us suppose that ψτ (p1) = ψτ (p2). Then
τ |p1 − p2|2 ≤ α(τ) |p1 − p2|2 ≤ τ
2
|p1 − p2|2
and we obtain p1 = p2. Hene, the mapping JB(q, τ) ∋ p 7→ ψτ (p) ∈ B is an injetive funtion for
τ ≤√2/C.
We now show that this mapping is onto. We onsider, for q′ ∈ B, the C1 funtion
G(τ, p, q′) = ψτ (p)− q′.
Let us x q∗ ∈ B suh that, for all ǫ > 0, µLeb(B ∩ Bǫ(q∗)) > 0. Lemma 3.4 shows that there
exists τ∗ > 0 suh that
∀τ, 0 < τ < min(τ∗,
√
2/C), ∃p ∈ R3N s.t. G(τ, p, q∗) = 0.
Sine ∂pG = ∂pψτ is invertible (using (3.35) and the bound (3.37)), we obtain from the impliit
funtion theorem that there exists a neighborhood Vτ (p) of p and a neighborhood Vτ (q∗) of q∗
suh that, for any q′ ∈ Vτ (q∗), there exists p′ ∈ Vτ (p) with G(τ, p′, q′) = 0. This gives the desired
result.
Thus, for 0 < τ < min(τ∗,
√
2/C), the mapping ψτ is one-to-one from Vτ (p) onto Vτ (q∗).
Using (3.37), we also have Det(∇pψτ (p)) = τ3N (1 + o(1)) uniformly in p. Hene, the mapping ψτ
is invertible and Det(∇pψ−1τ (q)) = τ−3N (1 + o(1)).
We are now in position to show that P (q,B) > 0. By ontradition, assume P (q,B) = 0. Then∫
R3N






1{Π1Φτ (x,p)∈B∩Vτ(q∗)}P(p) dp = 0. Thus, a hange of variable shows that∫
B∩Vτ (q∗)
P(ψ−1τ (q)) |Jac(ψ−1τ (q))| dq = 0
for almost all 0 < τ < min(τ∗,
√
2/C). This is however not possible sine P is ontinuous and
positive, µLeb(B ∩ Vτ (q∗)) > 0, and |Jac(ψ−1τ (q))| ∼ τ−3N when τ → 0 so that |Jac(ψ−1τ (q))| > 0
for τ small enough.
We then get onvergene of the average along a sample path (see Theorem 3.1):
Theorem 3.10. Assume that V ∈ C2(M) and D2V ∈ L∞(M). Let (qn)n∈N be the sequene of










for almost all starting points q0 ∈ M.
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We also obtain ergodiity and onvergene of the densities as for the lassial HMC sheme
under the assumptions of Lemma 3.5 (see Theorem 3.3).
For the numerial disretization, we have to onsider times τn = n∆t, and a probability T on
N suh that T (n) > 0 for all n (a Poisson law for instane). The time-step ∆t has to be hosen
small enough suh that no resonane eet an appear.
3.2.3 Biased Random-Walk
The so-alled biased Random-Walk, also known as the Brownian dynamis, or the overdamped
Langevin dynamis, is dened by the titious dynamis
dqt = −∇V (qt) dt+ σ dWt, (3.38)
where (Wt)t≥0 is a 3N -dimensional standard Wiener proess and σ = (2/β)1/2. The term biased
refers to the fat that the brownian trajetories are aeted by the drift term −∇V whih tends
to draw them toward the loal minima of V . The innitesimal generator A assoiated with the
biased Random-Walk (3.38) is dened by




for g ∈ C2(R3N ). We denote by P t the Markov semigroup assoiated with (3.38). Trajetorial
existene and uniqueness for (3.38) is lassial for globally Lipshitz fore-elds [152,224℄, namely
for potential energies V satisfying for some positive onstant L
∀(x, y) ∈ R3N × R3N , |∇V (x)−∇V (y)| ≤ L |x− y|. (3.40)
When this ondition is not satised, it is possible to onlude to trajetorial existene and uni-
queness for loally Lipshitz fore-elds under the following hypothesis [152, 224℄: there exist a
funtion W (q) ∈ C2(R3N ) that goes to innity at innity and a positive onstant c suh that
AW ≤ cW. (3.41)
Besides, under assumption (3.40) or (3.41), one an prove that the Markov proess (3.38) is
Feller [241℄.
From the Fokker-Plank equation assoiated with (3.38), it is easy to hek that
π is an invariant probability measure of (3.38), (3.42)
where π is the anonial position spae distribution (3.6).
Convergene of the time average along one sample path






A(qxt ) dt, (3.43)
where qxt is a sample path of (3.38) with the deterministi initial ondition q0 = x. Convergene
results analogous to the results obtained for Markov hains an be extended to Markov proesses,
with an average (3.43) still taken only over one realization of the proess (see [335℄ for a seminal
ontribution (that also onsiders disretization issues), [336,337℄ for improvements and renements,
and [265℄ for a reent review).
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To obtain an almost sure onvergene of ST (A) to the position spae average (and thus a
positive answer to Question 1), the following theorem an be used:
Theorem 3.11 ( [241, Theorem 8.1℄). Assume that the proess qt dened by (3.38) is Feller,
that ondition (3.42) holds true as well as the following ondition:
for all t, for all q ∈ R3N and all open sets O ⊂ R3N , P t(q,O) > 0. (3.44)







If ∇V is globally Lipshitz, then (3.44) holds true by standard results [287℄. In other ases, a simple
way to hek ondition (3.44) is to use a ontrollability argument inspired from [231, Lemma 3.4℄.
Central Limit Theorems (whih would provide a onvergene rate of ST (A) towards its limit and
thus provide an answer to Question 2) an also be stated. We refer for example to [172℄.
Convergene of the densities
Ergodiity holds true whenever onditions (3.42) and (3.44) are satised (see [241, Theo-
rem 6.1℄). Question 3 an therefore be answered positively. To get an exponential onvergene
rate (in the W -total variation norm (3.15)), that is, to answer Question 4, one needs to show the
stronger ondition
AW (q) ≤ −cW (q) + b1C(q), (3.45)
where W ≥ 1 is a measurable funtion going to innity at innity, c > 0, b ∈ R and C is a
ompat set (ompare this ondition with ondition (3.31) for Markov hains). We do not address
this question in the present here (see [231,336,337℄ for examples of suh studies).
Numerial implementation
The Euler-Maruyama numerial sheme assoiated to (3.38) reads, when taking integration
steps h = ∆t2/2:
qn+1 = qn − ∆t
2
2
∇V (qn) + β−1/2∆tRn, (3.46)
where (Rn)n∈N is a sequene of i.i.d. 3N -dimensional standard Gaussian random vetors.
For globally Lipshitz fore-elds, the Euler-Maruyama sheme (3.46) onverges: if the proess
qt dened by (3.38) is ergodi, then the numerial Markov hain is ergodi and its invariant measure
is lose to the invariant measure of the original proess (for ∆t small enough) [231, Theorem 7.3℄.
However, for non-globally Lipshitz fore-elds, it is not suient to onsider the disretiza-
tion (3.46) of the diusion proess alone. Indeed, examples of non-globally Lipshitz fore-elds
are known for whih the Euler-Maruyama sheme fails [231, 283℄. There are two ways out of
this situation. First, onvenient disretizations of (3.46) using some impliit integration an be
used. Under some assumptions on the potential energy V , the orresponding numerial sheme
onverges: (i) there exists an invariant probability measure for the Markov hain formalizing the
algorithm; (ii) empirial averages of observables (with at most polynomial growth) onverge to po-
sition spae averages up to O(∆t) terms (see [337℄). However, impliit methods beome untratable
for large systems. Another approah may then be onsidered, the so-alled Metropolis-adjusted
Langevin
3
algorithm (MALA), proposed by Roberts and Tweedie in [283℄, whih orrets the
3
The term Langevin does not refer here to the Langevin dynamis as known in the Physis literature
(see Setion 3.2.4). In the Probability and Statistis elds, it is, for some authors, the name for the
biased Random-Walk.
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Euler-Maruyama disretization (3.46) by an additional aeptane/rejetion step in a Metropolis-
Hastings fashion. Therefore, there is no bias in the measure sampled. The algorithm onsists in
generating proposal steps using (3.46), and aepting or rejeting them aording to a Metropolis-













In the ase of the MALA algorithm, using a potential energy V ∈ C1(R3N ) is enough to
satisfy ondition (3.8). Sine π is by onstrution an invariant probability measure (and therefore
ondition (3.7) holds true), the Markov hain formalizing the algorithm is ergodi for almost all
starting points, and the onvergene results stated in Theorems 3.1 and 3.3 apply. On the other
hand, onditions ensuring the Central Limit Theorem and geometri ergodiity (onditions (3.11)
and (3.31), see Theorems 3.2 and 3.8) are not easy to hek. We refer to [283,285℄ for suh studies.
The only adjustable parameter of the algorithm is the time-step ∆t. The rejetion rate is a
good indiator of eieny. It is indeed well-known that a good sampling is a trade-o between
deorrelation (to this end, larger time-steps are required) and aeptane rate (the larger the
time-step, the larger the rejetion rate). We refer for example to [284℄ where it is shown that,
for tensorized distributions, the asymptotial optimal aeptane rate, when the dimension of
the position spae M goes to innity, is 0.574. This theoretial result does not extend to more
ompliated situations. However, numerial experiments show that an aeptane/rejetion rate
about 50% leads to a rather eient method.
In Setion 3.4, we present numerial results obtained both with the Euler-Maruyama sheme
and with the MALA sheme.
Comparison of MALA and the one-step HMC sheme
Note that hoosing the time step h of the MALA algorithm suh that h = ∆t2/2 makes the
omparison between the MALA algorithm and the one-step Hybrid Monte Carlo methods easier
sine both shemes use (3.46) to generate a proposal. Indeed, when τ = ∆t andM = I3N , the HMC





, where Rn is a 3N -
dimensional standard Gaussian random variable. Notie however that the aeptane/rejetion
steps dier sine the HMC aeptane/rejetion step involves the omparison of total energies
and the Biased Random-Walk aeptane/rejetion step involves the omparison of the potential












∆t(q˜n+1 − qn) · (∇V (qn)−∇V (q˜n+1)) +O(∆t2)
])}
,




n + O(∆t2). On the other hand, onsidering Algorithm 3.3, the aep-
tane/rejetion rate of the hybrid Monte Carlo algorithm reads
r
HMC







where Hn is the initial energy and H˜n+1 is the energy at the end of the trajetory. If a Veloity-
Verlet sheme is used to ompute the trajetory,
r
HMC








M−1pn · (∇V (qn)−∇V (q˜n+1)) +O(∆t2)
])}
.
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So the aeptane/rejetion steps of the MALA algorithm on the one hand and of the HMC
algorithm on the other are the same up to seond order terms.
3.2.4 Langevin dynamis
The paradigm of Langevin dynamis is to introdue in the Newton equations of motion (3.16)
some titious brownian fores modelling utuations, balaned by visous damping fores model-
ling dissipation. More preisely, the equations of motion read here{
dqt = M
−1pt dt,
dpt = −∇V (qt) dt− ξM−1pt dt+ σ dWt, (3.47)
where (Wt)t≥0 is a 3N -dimensional Wiener proess. The parameters ξ and σ represent the ma-
gnitude of the utuations and of the dissipation respetively, and are linked by the utuation-
dissipation relation:
σ = (2ξ/β)1/2, (3.48)
where β = 1/kBT . Therefore, there remains one adjustable parameter in the model. Let us remark
that the biased Random-Walk (3.38) is obtained from the Langevin dynamis (3.47) by letting
the mass matrix M go to zero and by setting ξ = 1, whih amounts here to resaling the time.
The innitesimal generator A assoiated to the SDE (3.47) reads:




for g ∈ C2(Rd × R3N ). The proof of trajetorial existene and uniqueness follows the same lines
as for the biased Random-Walk ase, with the same kind of assumptions (globally Lipshitz fore
elds ∇V or a Lyapunov ondition analogous to (3.41)). It is straightforward to show that the
anonial probability measure (3.3) is a steady state of the Fokker-Plank equation assoiated
with (3.47).
Convergene results
The same results hold true for the Langevin proess as the ones stated in Setions 3.2.3 and 3.2.3
for the biased Random-Walk, the proofs following the same lines. We refer to [231℄ for further
details onerning ondition (3.44) (where R3N is to be replaed by R3N ×R3N and P t is now the
Markov semigroup assoiated with the Langevin dynamis). We also refer to [159℄ for a remarkable
work allowing, under some assumptions of loal regularity and growth at innity on the potential
energy V , to obtain geometrial onvergene of the density P t(q, ·) toward the invariant measure,
in some weighted Sobolev norms. In partiular, estimates of the onvergene rate involving M , ξ,
β and V , an be expliitely derived.
Questions 1 and 3 an therefore be answered positively. Question 4 an also be answered
positively when a onvenient drift ondition an be stated (ondition (3.45) where A is now the
innitesimal generator assoiated to (3.47)).
Numerial implementation
There are several ways to ompute numerially an invariant distribution using a Langevin
dynamis:
(i) with a Metropolized sheme as for the biased Random-Walk ase (see [298℄ and Se-
tion 6.1.2 for an appliation to Variational Monte-Carlo);
(ii) with onvenient disretizations and a step-size ∆t suiently small ensuring the sampling
from an invariant measure lose to the anonial measure (3.3);
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(iii) by extending usual NVE shemes used in deterministi MD simulations to the ase of the
Langevin dynamis (the quasi-sympleti shemes of [242℄);
(iv) by using splitting ideas borrowed from integration methods for deterministi ows (see
e.g. [146℄).
It is not ompletely understood whih integration sheme is the most eient [244, 311, 369℄,
espeially beause the omparison benhmarks vary from one eld to another. The last two ways
are the most onvenient in many appliations, and allows usually to take larger time steps than
for pure NVE simulations sine the sheme is intrinsially more stable in view of its dissipative
properties. Unfortunately, to our knowledge, there is no theoretial proof of onvergene for the
resulting shemes. Let us now detail suessively the last three approahes.
First-order shemes with invariant probability
General results of error analysis hold true for the numerial disretization of the Langevin
equation for globally Lipshitz fore elds [231℄. In this ase, the resulting numerial Markov
hain is ergodi for usual disretization shemes (inluding the Euler-Maruyama disretization)
and their invariant measures are lose to the invariant measure of the original proess (for ∆t
small enough).
The results are not the same for only loally Lipshitz fore elds. Some lasses of disretized
shemes however behave properly under additional assumptions on the potential energy. This is
the ase for the so-alled split-step Bakward Euler-method proposed in [231℄. Applied to the
Langevin equation (3.47), this algorithm reads
qn+1= qn +∆t M−1p∗
p∗ = pn − ξ∆tM−1p∗ −∆t∇V (qn+1)




where (Gn)n∈N is a sequene of 3N -dimensional i.i.d. Gaussian random vetors. Unfortunately,
this method is impliit (see the rst two equations, to be solved for (qn+1, p∗)), therefore not
onvenient for MD simulations of large systems. The following expliit sheme is therefore prefered
p∗ = pn − ξ∆tM−1p∗ −∆t∇V (qn)
qn+1= qn +∆tM−1p∗




where (Gn)n∈N is a sequene of 3N -dimensional i.i.d. Gaussian random vetors.
We now turn to the numerial analysis of (3.51). Let us denote by Fn the σ-algebra of events up
to and inluding the n-th iteration. We need to prove ondition (3.7) and ondition (3.8) to state
a Law of Large Number theorem (see Theorem 3.1). The aessibility ondition (3.8) is easily seen
to be satised (by arguments similar to those of Setion 3.2.3 in this time disrete ase). We now
prove ondition (3.7), that is, the existene of an invariant probability measure. For this purpose,
we need to make some assumptions on the potential energy V , similar to those of [231℄, to state
a Lyapunov inequality for the disretized proess. Indeed, we want to make use of the following
theorem:
Theorem 3.12 ( [231, Theorem 2.5℄). Denote by P the transition kernel assoiated with the
Markov hain formalizing (3.51), assumed to be Feller. Assume that (3.8) is satised and that
there exist a funtion W∆t(q, p) ≥ 1, going to innity at innity, and two real numbers b ∈ (0, 1)
and c > 0 suh that
E(W∆t(q
n+1, pn+1) | Fn) ≤ b E(W∆t(qn, pn)) + c, (3.52)
where (qn, pn) is the disrete trajetory given by (3.51). Then there exists an invariant probability
measure µ∆t, and ondition (3.7) holds true.
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The numerial sheme then onverges (with respet to the measure dµ∆t) in the sense of
Questions 1 to 4. The question of estimating the distane between µ∆t and the anonial measure
µ has been addressed in e.g. [231,337℄.
Let us now nd W∆t, b and c satisfying (3.52). We assume that the potential energy V is in
C2(R3N ) and satises a one-sided Lipshitz ondition: there exists C > 0 suh that
∀a, b ∈ R3N , (∇V (a)−∇V (b)) · (a− b) ≤ C|a− b|2. (3.53)
We also assume that there exist A,B > 0 suh that








These onditions are satised for example for potential energies growing quadratially at innity.
The following result, strongly inspired from [231℄, an then be stated:
Lemma 3.6. Let (qn, pn) be the disrete trajetory given by (3.51). Let us assume that V is boun-
ded from below and let us set m = max {m1, . . . ,mN},






qTM−1q + V (q)− inf V + ξ
2
pTM−1q (3.55)
and W∆t(q, p) =W (q, p) +
ξ
4m2
∆t|p|2. When (3.53) and (3.54) are satised, and that
0 ≤ ∆t ≤ ξ
ξ2/m+ 4C
. (3.56)
Then W∆t satises (3.52) for some c > 0, 0 < b < 1.
Proof. Consider the numerial sheme (3.51). Some omputations give









+ V (qn +∆tM−1p∗)− V (qn)−∆t∇V (qn) ·M−1p∗.
The one-sided Lipshitz ondition (3.53) allows to handle the term V (qn +∆tM−1p∗)− V (qn)−
∆t∇V (qn) ·M−1p∗. The ondition (3.54) allows to handle the term −ξ∆t
2
∇V (qn) ·M−1qn. When
(3.56) is satised, it then follows






































n+1, pn+1) | Fn) = E(W∆t(qn+1, p∗)) + E|σ
√
∆tGn|2,
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so that
E(W∆t(q
n+1, pn+1) | Fn) ≤ b E(W∆t(qn, pn)) + c (3.58)
for some c > 0, 0 < b < 1.
Algorithms derived from the Verlet sheme
Let us now turn to the seond approah, and desribe algorithms generalizing the Verlet algo-
rithm, and therefore widely used in pratie; on the other hand, there are no onvergene results at
this date to our knowledge (only onsisteny results are known). One suh algorithm is the BBK al-
gorithm, proposed by Brünger, Brooks and Karplus [45℄. Another example is the quasi-sympleti
algorithm of [242℄.
We fous in the sequel on the BBK algorithm, whih is well-suited only for small values of ξ [244,
299℄ (otherwise, algorithms from [4℄ or the Langevin impulse sheme [310℄ (see below) should






Gni to the fore fi exerted on partile i (the relation between ξ and σi will be
made preise below). This may explain its popularity sine it only asks for slight modiations of
standard MD odes. The random foring terms Gni (i ∈ {1, . . . , N} is the label of the partiles, n











































We now make preise the relation between ξ and σi by onsidering the ase when there are no






















We see that, if E(pni ) = 0, then E(p
n+1
i ) = 0. Choosing p
0
i suh that E(p
0
i ) = 0, we have E(p
n
i ) = 0
for all n. Let us now denote by Kni = E((p
n
i )













The above reursion is of the general form xn+1 = axn + b, and has a xed point provided a < 1,
whih is always the ase here sine γi > 0. This xed point K
∞






















we see that K∞i =
3mi
β
, whih is indeed the expeted value (the kineti temperature is orret).
Note that (3.62) gives the magnitude of the random foring that should be used in numerial
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simulations if one wants the kineti temperature to be orret. Otherwise, if σ is hosen aording
to (3.48), the time-averaged kineti temperature is lower than the target temperature T , and the
error is of order ∆t, as an be seen from (3.61). This is onsistent with the results obtained in [369℄
from a modied equation approah. Note that using (3.62) instead of (3.48) does not improve the
ongurational sampling auray (the error on the ongurational sampling is of order ∆t with
both hoies (3.48) and (3.62)).
Another modiation of the BBK algorithm has been proposed in [306℄. It amounts to using
the same Gaussian random variables in the rst and the third lines of (3.59). In this ase, there is
no bias on the kineti temperature with the hoie (3.48).
Shemes based on splitting
A third approah, more reent, is to design algorithms based on a operator splitting method.
The Langevin Impulse algorithm, proposed in [310℄, is suh an algorithm. When ∇V = 0 and
M = Id, the Langevin dynamis {
dqt = pt dt,
dpt = −γpt dt+ σ dWt, (3.63)
an be integrated expliitely by integrating rst the Ornstein-Uhlenbek proess on the momentum,





e−γ(t−s) dWs = e−γtp0 + Pt,
where Pt is a gaussian proess suh that









qt = q0 +
∫ t
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Combining the integration of the ow (3.63) with the straightforward integration of the ow
3.3 Deterministi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ular dynami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dqt = 0,
dpt = −∇V (qt) dt,
the disretization proposed in [311℄ is reovered. Other disretizations of Langevin dynamis were
obtained using splitting ideas (see e.g. [107, 280℄ and Setion 4.3.1 for a preise statement of the
orresponding sheme).
This approah is more rigorous than other lassial algorithms to integrate the Langevin dy-
namis suh as the ones desribed in [4℄. The idea of those algorithms is to exatly integrate the
dynamis when the fores vary linearly with respet to time. In pratie, fores are interpolated
in time between two suessive time steps.
3.3 Deterministi moleular dynamis sampling
We now turn in this setion to purely deterministi methods. These methods rely on the
following idea: a system in the anonial ensemble an be onsidered as a system interating
with an external heat bath, the interation being suh that, at equilibrium, the physial system
variables are distributed aording to the anonial measure (3.3). Thus, the idea is to onsider
an extended system omposed of the physial variables and some additional variables modelling
the bath. Various dynamis have been proposed in this vein.
In this setion, we rst onsider the Nosé-Hoover dynamis and its generalization to the Nosé-
Hoover hains [171, 229, 260, 346℄. Then, we onsider the Nosé-Poinaré method [35℄ and the Re-
ursive Multiple Thermostats method, whih has been reently proposed in [206℄.
3.3.1 The Nosé-Hoover and Nosé-Hoover hains methods
The Nosé-Hoover (NH) method, proposed by Hoover, onsists in desribing the heat bath by
two salar variables, its position η and its momentum ξ, and to postulate the following dynamis




























where V is the potential energy of the system, g is a parameter we will x later and T is the target
temperature. The parameter Q represents the mass of the thermostat; it is a free parameter that










is an invariant of the dynamis (3.64), whih also preserves the measure
dµNH = exp(3Nη) dq dp dη dξ. (3.66)
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We refer to [113℄ for details on the origin of this dynamis. Let us just note here that (3.64) is not
a Hamiltonian dynamis
4
. Sine the dynamis preserves (3.65), it annot be ergodi with respet
to dµNH. Let us introdue the manifold MNH(E0) =
{







where dσNH is the area measure indued onMNH(E0) by the measure (3.66),∇H˜NH is the gradient
of (3.65) with respet to all variables and ‖ · ‖2 is the Eulidian norm. Then dρNH is an invariant
measure for the Nosé-Hoover dynamis (3.64).
Suppose now that the dynamis is ergodi with respet to dρNH (note that this implies that
H˜NH is the unique invariant of (3.64)). Let us set g = 3N , where N is the number of partiles.
An easy omputation (see [204, 346℄) shows that the dynamis (q(t), p(t)) is ergodi with respet
to the anonial measure (3.3), and thus provides a sampling of the phase spae aording to the
anonial measure (at least before numerial disretization).
We emphasize the fat that, to the best of the authors knowledge, there is no rigorous proof
in the literature showing that (3.64) is ergodi with respet to dρNH. Furthermore, it has been
numerially observed that, for some systems, the dynamis (q(t), p(t)) does not seem to sample
the phase spae aording to the anonial measure. For instane, this is the ase with the one-
dimensional harmoni osillator, for whih it is atually observed that the trajetory stays in a
ring, namely that there exist c, C > 0 suh that c ≤ q2(t) + p2(t) ≤ C for all t (see [229, 346℄).
Some mathematial analysis of this fat an be read in [204℄.
To irumvent this diulty, a generalization of the Nosé-Hoover dynamis (3.64) has been
proposed by Martyna et al. in [229℄. The idea onsists in oupling the physial variables with a
rst thermostat as in (3.64), and to ouple this thermostat with a seond one, whih an be oupled
to a third one, and so on. The variables now inlude 2M additional salar variables ηj and ξj ,
j = 1, . . . ,M , where the number M of thermostats is arbitrary. The orresponding dynamis is
the so-alled Nosé-Hoover hain dynamis (NHC) [229℄, in whih there are M free parameters,
Q1, . . . , QM , representing the masses of the M thermostats. The dynamis preserves an invariant
H˜NHC and a measure dµNHC (whih are the generalization of (3.65) and (3.66)).
As for the Nosé-Hoover dynamis, if the NHC dynamis is ergodi with respet to a measure
dρNHC built in the same way as dρNH, then the dynamis (q(t), p(t)) is ergodi with respet to
the anonial measure. Provided that the number M of thermostats is large enough (M ≥ 3 or 4
in pratie), numerial simulations seem to show that this dynamis samples the phase spae a-
ording to the anonial measure, even for systems suh as the harmoni osillator. Again, there
is no rigorous proof showing that the NHC dynamis is atually ergodi with respet to dρNHC.
Regarding numerial integration, it seems interesting to work with algorithms that preserve
the qualitative struture of the dynamis, that is time reversibility and measure preservation.
Reversible-in-time and measure-preserving algorithms have been proposed in [230℄ (let us just
mention here that they are based on a splitting of the dynamis). Simulation results disussed in
Setion 3.4 have been obtained with these algorithms.
3.3.2 The Nosé-Poinaré and the Reursive Multiple Thermostat methods
Both the Nosé-Hoover and the Nosé-Hoover hain dynamis suer from not being Hamiltonian
dynamis. As a onsequene, the quasi-onservation by the numerial ow of the invariants H˜NH
4
The Nosé-Hoover dynamis an be reast, after hanging variables and time, as a Hamiltonian dynamis,
the so-alled Nosé dynamis [259℄. However, the time of this dynamis does not orrespond anymore to
the physial time.
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(see (3.65)) and H˜NHC is not guaranted. On the ontrary, when working with a Hamiltonian
dynamis, it is known that the energy an be preserved by the numerial ow over very long
times, provided sympleti algorithms are used (see [146, Chap. IX℄ and [278℄). Another problem
with Nosé-Hoover hains is the hoie of the number of thermostats as well as their masses Qj ,
whih seem to have an inuene on the results.
The Reursive Multiple Thermostat method (RMT) has been reently proposed by Leimkuhler
and Sweet [206℄ to solve the diulties that have just been highlighted. It is a Hamiltonian dyna-
mis whih, like the Nosé-Hoover or Nosé-Hoover hains dynamis, ouples the physial variables
with a heat bath. This dynamis is a generalization of the Nosé-Poinaré (NP) method [35℄, whih
is also a Hamiltonian method. The Nosé-Poinaré method onsists in adding a single thermostat,
whereas the RMT method onsists in adding an arbitrary number M of thermostats, whih are
all oupled together and to the physial partiles. This is not the ase in the Nosé-Hoover hain
dynamis, where only the rst thermostat is oupled to the physial partiles (and not the other
thermostats).
The Nosé-Poinaré method is based on the following Hamiltonian:











+ gkBT ln η −H0
)
, (3.68)
where H is given by (3.4), H0 is hosen suh that HNP = 0 for the initial onditions, and where
Q is some free parameter. Sampling properties and numerial algorithms are disussed in [35℄. Let
us just mention here that, as for the Nosé-Hoover dynamis, one has to set g = 3N if the only
invariant of the dynamis is HNP.
The motivation for introduing the RMT method is the observation that, at least for some
systems, numerial results seem to depend muh less on the thermostat masses (whih are user-
hosen parameters) than with the Nosé-Poinaré method (see [206,333℄).
The numerial results that are presented in Setion 3.4 have been obtained with the algorithms
proposed in [35℄ and [206℄. Let us note that dierent algorithms may have dierent numerial
stabilities, and so dierent abilities to adequately sample the phase spae with a trajetory of
a given number of time steps. A new algorithm for the RMT dynamis has been proposed very
reently in [20℄.
3.4 Numerial illustrations
The dierent methods presented above an be used to ompute numerial approximations of
phase spae integrals. In some ases, theoretial onvergene rates an be obtained. Typially,
when a CLT holds true, the error is bounded by Cn−1/2 (where n is the number of evaluations of
the potential energy and/or of the fores; see the Central Limit Theorem 3.2) for some unknown
prefator C, depending on both the system and the observable A. An important issue is the value
of the prefator in numerial omputations, whih an greatly vary from one method to another
one.
However, sine this prefator depends on A, it is not easy to ompare the dierent methods
in a general way. After a brief desription of the alkane model in Setion 3.4.1, we present in
Setion 3.4.2 an abstrat riterion dened without any expliit dependene on an observableA. The
riterion measures the deviation between the empirial distributions and the anonial distribution.
This omparison an be performed for a xed sample size (bearing in mind the omputation
of autoorrelation funtions with a xed omputational ost for example), or, more fairly, at
a xed omputational ost. Some improvements an also be ahieved when ombining dierent
sampling tehniques, or when resorting to strategies dierent from the omputation of a single long
trajetory. This is made preise in Setion 3.4.5. In Setion 3.4.6, we onsider a spei ase of a
time-dependent observable A, whih orresponds to a orrelation funtion. The numerial results
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that are obtained with this physial hoie illustrate the onlusions drawn from the abstrat
riterion in Setion 3.4.2.
3.4.1 Desription of the linear alkane moleule
Linear alkanes are hemial ompounds of the form CH3-(CH2)n-CH3. In this study, the so-
alled united-atom model [294℄ is used, in whih the onformation of the moleule is ompletely
haraterized by the positions of the Carbon atoms. The presene of the Hydrogen atom is impli-
itely taken into aount in the denition of the interation potential energy the Carbon atoms
are subjeted to. The Carbon atoms of the linear alkane moleule are indexed from 1 to N , and




. We set ri,j = qj − qi and we
denote by di,j = |ri,j | the distane between the Carbon atoms i and j.
In the model presented here, the interatomi potential energy involves two-, three-, and four-
body interations :
















The parameters ǫ and σ depend on the atoms that interat, and an have three values:
ǫ
CH3−CH3 and σCH3−CH3 when two CH3 groups interat (the end groups), ǫCH3−CH2 and
σ
CH3−CH2 when an interior group interats with an end group, and ǫCH2−CH2 and σCH2−CH2
when two CH2 groups interat;













is the bending angle of the Ci-Ci+1-Ci+2 hain;
(4) lastly, four onseutive Carbon atoms Ci-Ci+1-Ci+2-Ci+3 experiene the four-body intera-
tion potential energy
V4(φi) = utors(cosφi), (3.72)
where φi is the dihedral angle dened by
cosφi = − (ri,i+1 × ri+1,i+2) · (ri+1,i+2 × ri+2,i+3)|(ri,i+1 × ri+1,i+2)| · |(ri+1,i+2 × ri+2,i+3)| (3.73)





(x) = c1(1− x) + 2c2(1− x2) + c3(1 + 3x− 4x3).
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where the term VLJ depends on the type of interation onsidered.
The values of the parameters d0, ǫ, σ, kθ, θ0, c1, c2 and c3 are taken from [228℄. In the system
of units where the length unit is l0 = 1.53 × 10−10 m and the energy unit is suh that kBT = 1
at T = 300 K, the time unit is t¯ = 364 fs, and the numerial values of the parameters are d0 = 1,
ǫ
CH3−CH3 = 0.294, ǫCH3−CH2 = 0.241, ǫCH2−CH2 = 0.198, σCH3−CH3 = σCH3−CH2 = σCH2−CH2 =
2.55, kθ = 208 rad
−2
, θ0 = 1.187 rad, c1 = 1.18, c2 = −0.23 and c3 = 2.64. Notie that for these
values of the parameters ci, the funtion utors has a unique global minimum (at φ = 0) and two
loal non-global minima. As far as the parameter k0 is onerned, we set k0 = 1000 (another
possibility [228℄ is to onstrain the C-C ovalent bond length to be equal to d0). We set the unit
of mass suh that the mass of eah partile is equal to 1.
We note that
∑N
i=1∇qiV = 0, and that
∑N
i=1 qi × ∇qiV = 0. As a onsequene, the Newton





i=1 qi×pi. Similarly, the Nosé-Hoover dynamis (3.64) also has additional
invariants: besides (3.65), it preserves eη
∑N
i=1 pi and e
η
∑N
i=1 qi× pi. As a onsequene, it annot
be ergodi with respet to (3.67). One an nevertheless reover orret sampling properties in the
q variables by
 starting from an initial ondition that satises
∑N
i=1 pi(0) = 0 and
∑N
i=1 qi(0) × pi(0) = 0,
so that the linear and angular momenta are always equal to 0;
 setting g = 3N−Nc, whereNc is the number of onservation laws (besides the energy (3.65)).
In the ase under study here, Nc = 6. The same kind of remarks also hold true for the Nosé-Hoover
hain dynamis, the Nosé-Poinaré dynamis and the RMT method. The simulation results that
we present below have been obtained with these hoies. Note that there is no need for any
modiation for the stohastially perturbed MD methods.
The linear pentane CH3-(CH2)3-CH3 is the shortest linear alkane for whih a two-body
Lennard-Jones interation (oupling the variables di,i+1, θi and φi all together) has to be ta-
ken into aount. In addition, it involves only two dihedral angles and these two angles essentially
determine the onformation of the moleule. Indeed, the ovalent strething and bending potential
energies (namely, V2 and V3) are sti and onsequently the bond lengths and bending angles are
statistially lose to their equilibrium values at room temperature. Therefore, the linear pentane
moleule is a good test ase for it allows a simple redued representation of the onformation while
being a non-trivial model in whih the internal degrees of freedom are oupled all together. For
ompleteness, tests on longer moleules are performed in order to investigate the robustness of the
numerial methods with respet to inreasing ongurational spae dimensions.
Some referene empirial densities for the dihedral angles obtained through Importane sam-
pling tehniques are presented in Figure 3.1. They orrespond to pentane, with N = 109 sample
points.
3.4.2 Disrepany of sample points
In order to quantitatively assess the quality of the samples generated by the various methods
desribed above, we use a disrepany riterion. Reall that the disrepany Dn of a sequene








where, for d-dimensional vetors y, z, we write y ≤ z when yi ≤ zi for all 1 ≤ i ≤ d, and note
[0, y] = {z ∈ [0, 1]d, z ≤ y}. The fat that Dn(x)→ 0 when n→∞ is equivalent (see [200, p.15℄)
to the fat that, for any Riemann integrable funtion A dened on [0, 1]d,
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Fig. 3.1. Empirial probability distribution of the dihedral angles (φ1, φ2) of the pentane moleule
generated with Importane sampling, for β = 1 (Left) and β = 2 (Right), with sample size N = 109 and
ǫ











In addition, for funtions A whih have bounded variations VHK(A) in the sense of Hardy and







∣∣∣∣∣ ≤ VHK(A)Dn(x). (3.76)
If A ∈ Cd([0, 1]d), then its variation VHK(A) has a simple expression (see [257, page 19℄). If d = 2,





∣∣∣∣ dx+ ∫ 1
0
∣∣∣∣ ∂A∂x1 (x1, 1)
∣∣∣∣ dx1 + ∫ 1
0
∣∣∣∣ ∂A∂x2 (1, x2)
∣∣∣∣ dx2.
As a onsequene of (3.76), the onvergene of Dn(x) toward 0 implies the Law of Large Numbers,
and the rate of onvergene ofDn(x) gives information about the onvergene rate of the observable
average.
In this framework, we intend for example to haraterize the repartition of sample points in
the subset [−π, π]2 of the (φi, φj)-plane for two of the dihedral angles φi, φj . This an be ahieved
by onsidering the marginal νij of the anonial density π with respet to the other degrees of
freedom. Unfortunately, there is no simple exat expression of this marginal. We therefore onsider
the situation when all ǫ = 0 (that is when the Lennard-Jones interations are all turned o), in
whih ase the marginal has the simple expression





−βV4(φj) dφidφj , (3.77)
with V4 given by (3.72).
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whih provides a bound on the L∞ distane between the empirial distribution funtions and the
exat ones. Notie that the seond integral fatorizes as∫
{ψi≤φi,ψj≤φj}











and an therefore easily be omputed using standard numerial tehniques.
Numerially, we ompute an approximate value of Dn as follows. Suppose that we have par-
tioned the (φi, φj)-plane into K
2
boxes Bkl = [Φk, Φk+1[×[Φl, Φl+1[ with Φk = −π + 2kπK for
0 ≤ k ≤ K − 1. The supremum in (3.78) is now taken over a nite set of elements:










We then ompute the disrepanies for the sample points obtained by dierent methods with a
xed omputational ost. The omputational ost measures here the number of fore or energy
evaluations.
3.4.3 Choie of parameters
We desribe here how we hoose the parameters of the numerial methods for a xed omputa-
tional ost in the ase of pentane. The ost has to be understood with respet to fores or energies
evaluations. Notie that there is no parameter to tune for purely stohasti method suh as the
Rejetion method and Importane sampling. For the Metropolized independene sampler, the only
improvement that ould be done is an undersampling. However, the quality of the samples is not
hanged by some reasonable undersampling (in the range 1− 100).
Stohasti methods








and Z˜q is a normalization onstant. When expressed in internal oordinates (with the hange of
variables R = (d2,1, . . . , dN,N−1, θ1, . . . , θn−2) = h(q)), the funtions V2 and V3 are quadrati (see
(3.69) and (3.70)), whih makes it possible to atually sample from g(R) dR (and so, from g(q) dq
up to a Jaobian term).
Hybrid Monte Carlo
The only relevant parameters are the time τ = k∆t and the time-step ∆t. We generate several
samples of size N with a omputational ost equal to 106 fores or energies evaluations. Therefore,
the produt kN is a onstant equal to 106. We ompute the disrepany (3.79) for eah parameter
values, averaging over 10 realizations (see Table 3.2). We found no systemati improvement using
an undersampling proedure. We present the results under the form m (σ) where m is the mean
of the disrepanies and σ the square-root of the variane.
The optimal hoie within this set of parameters is ∆t = 0.025 and τ = 10. This orresponds
to an aeptane rate of 0.7. When β 6= 1 and/or the moleule is longer, we hoose a new time
step ∆t suh that the aeptane/rejetion rate is still around 0.7. Atually, the hoie ∆t = 0.025
remains onvenient (though maybe not optimal) for a broad range of temperatures and sizes.
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Table 3.2. Disrepany results for the HMC algorithm.
∆t τ Disrepany (ǫ = 0)












∆t τ Disrepany (ǫ = 0)
0.01 1 0.0224 (0.0894)
10 0.0692 (0.0352)
100 0.0690 (0.0242)










The only relevant parameter is ∆t. We study the quality of the sampling for dierent values
of this parameter for samples of size N = 106 (there is one omputation of fores and energies per
time step), see Table 3.3. We found no systemati improvement using an undersampling proedure.
Table 3.3. Disrepany results for the biased random-walk.
∆t Rejetion rate Disrepany (ǫ = 0)
0.01 0.022 0.190 (0.466)
0.02 0.18 0.125 (0.0298)
0.025 0.33 0.0920 (0.0362)
0.028 0.45 0.104 (0.0446)
0.03 0.53 0.110 (0.0362)
0.035 0.73 0.112 (0.0544)
The hoie ∆t = 0.025 or ∆t = 0.028 seem reasonable. Notie that aording to the disussion
in Setion 3.2.3, the optimal hoie of ∆t at β = 1 (giving the best symmetry estimate and the
lowest disrepany) is indeed expeted to orrespond to a rejetion rate lose to to the asymptoti
optimal rejetion rate for tensorized distributions (whih is 0.426 [284℄). When β 6= 1 and/or the
moleule is longer, we hoose a new time step ∆t suh that the aeptane/rejetion rate is still
around 0.5. Atually, the hoie ∆t = 0.025 remains onvenient (though maybe not optimal) for
a broad range of temperatures and sizes.
Disretized Langevin proess
The only relevant parameters are the frition oeient ξ and the time-step ∆t. We study the
quality of the sampling for dierent values of this parameter for samples of size N = 106 (there
is one omputation of fores and energies per time step), see Table 3.4. We found no systemati
improvement using an undersampling proedure.
The results show that too small values of ξ have to be avoided (the random utuations are
not large enough to ross barriers) as well as large values of ξ (where the stohastiity prevents the
system to follow the physial dynamis). We set ξ = 1 and ∆t = 0.02 in the sequel. This hoie
remains onvenient (though maybe not optimal) for a broad range of temperatures and sizes.
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Table 3.4. Disrepany results for the Langevin dynamis.
∆t ξ Disrepany (ǫ = 0)





∆t ξ Disrepany (ǫ = 0)
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The parameters are the number M of thermostats, their masses, and the integration time step
∆t. We set ∆t = 0.003, whih ensures a onservation of the energies up to a few perents in

















In the long time limit, they should onverge to 1/β and 3/β2. We also display △H˜/H˜, whih is
the relative onservation of energies. We have observed that, in the ase ǫ = 0, the invariant is
preserved with a muh better auray than in the ase ǫ = 0.29 (this is due to the fat that, when
ǫ 6= 0, the end atoms of the hain should not be too lose; we thus have to handle ollisions, whih
lower the energy onservation auray). The results are presented in Table 3.5 for N = 1, 000, 000
and β = 1 (the values for △H˜/H˜, 〈A2〉 and 〈A4〉 have been omputed in the ase ǫ = 0.29).
Table 3.5. Disrepany results for the Nosé-Hoover dynamis.
M Q △H˜/H˜ 〈A2〉 〈A4〉 Disrepany (ǫ = 0)
1 0.1 6 % 0.999981 3.06987 0.127
1.0 4 % 0.999962 3.01696 0.074
10.0 0.3 % 0.999922 4.37835 0.238
2 0.05; 0.05 1.5 % 1.00007 2.95343 0.080
0.1; 0.1 1.2 % 1.00009 2.91847 0.143
0.3; 0.3 3 % 1.00043 2.95486 0.169
1.0; 1.0 0.4 % 0.999555 2.88511 0.232
10.0; 10.0 0.1 % 0.997356 2.92125 0.189
0.15; 0.01 3.7% 0.998261 2.92262 0.217
0.75; 0.05 3.3% 0.998902 2.95794 0.163
1.5; 0.1 0.1 % 0.993824 2.92667 0.242
4.5; 0.3 0.2 % 0.995765 2.89965 0.277
15.0; 1.0 0.2 % 0.971896 2.80145 0.338
150.0; 10.0 0.15 % 0.988531 2.89529 0.352
We rst see that the Nosé-Hoover hain dynamis is more stable than the Nosé-Hoover dy-
namis (for a given time step and given values of the thermostats, the drift of the invariant is
smaller). The best results in term of disrepany and loseness of 〈A2〉 and 〈A4〉 to their target
values (1 and 3 here) are obtained here for M = 1 with Q = 1 orM = 2 with Q1 = Q2 = 0.05. We
hoose to work with the latter hoie beause the onservation of the invariants is better in this
ase. Note that dierent initial onditions lead to dierent disrepany results. However, making
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again the same test with dierent initial onditions (but still with ∆t = 0.003), we have observed
that the hoie Q1 = Q2 = 0.05 seems to give better results than other hoies.
On the other hand, if we set the time step to ∆t = 0.001, it seems that the best hoies
are now Q1 = Q2 = 0.1 and Q1 = 0.15, Q2 = 0.01. In the following, when appropriate, we will
omment the results obtained with these two dierent hoies. Unless otherwise stated, we work
with Q1 = Q2 = 0.05.
The Nosé-Poinaré and RMT methods
The parameters are the number M of thermostats, their masses, and the integration time
step ∆t. We set ∆t = 0.001, whih ensures a onservation of the hamiltonian up to a few perents
in general. Note that we have dereased the time step in omparison to the Nosé-Hoover type
method. This derease is not due to energy onservation problems (the hamiltonian is preserved
with a reasonnable auray when ∆t = 0.003), but beause it is quite hard, from the numerial
results at ∆t = 0.003, to selet parameter values. In partiular, disrepany results vary in a large
range for dierent initial onditions, so it is hard to assess that one parameter hoie is better
than another one. Seleting parameters has proved to be easier when working with ∆t = 0.001.
We use the two above statistial indiators of the quality of the sampling, as well as the time
average of A2 and A4 given above. As with the NHC method, we have observed that, in the ase
ǫ = 0, the invariant is preserved with a muh better auray than in the ase ǫ = 0.29. The results
are presented in Table 3.5 for N = 1, 000, 000 and β = 1 (the values for △H˜/H˜, 〈A2〉 and 〈A4〉
have been omputed in the ase ǫ = 0.29).
Table 3.6. Disrepany results for the Nosé-Poinaré dynamis.
M Q △H˜/H˜ 〈A2〉 〈A4〉 Disrepany (ǫ = 0)
1 0.1 0.02 % 0.999981 3.21418 0.269
1.0 0.08 % 1.0 2.69515 0.304
10.0 0.2 % 1.00024 4.98638 0.350
2 0.05; 0.05 0.15 % 1.0059 2.46228 0.320
0.1; 0.1 0.2 % 1.00905 2.63986 0.460
0.3; 0.3 0.3 % 1.01655 3.35365 0.360
1.0; 1.0 0.06 % 1.01059 3.03896 0.373
10.0; 10.0 4 % 1.0292 2.85634 0.328
0.15; 0.01 1 % 1.00538 3.09675 0.344
0.75; 0.05 0.3 % 1.00799 2.82565 0.297
1.5; 0.1 0.1 % 1.01253 3.00398 0.281
4.5; 0.3 0.1 % 0.996809 2.84965 0.225
15.0; 1.0 0.6 % 1.03506 3.16739 0.377
150.0; 10.0 0.03 % 1.02456 3.26963 0.310
0.05; 0.1 1 % 1.00577 2.91749 0.277
0.1; 0.2 1 % 1.00094 2.87149 0.292
0.3; 0.6 2 % 1.02247 3.34102 0.347
1.0; 2.0 0.03 % 0.999142 2.73679 0.263
10.0; 20.0 1.2 % 1.02031 3.15916 0.341
The best result in terms of disrepany leads to selet Q1 = 4.5, Q2 = 0.3. This hoie seems
robust with respet to the initial ondition. Depending on the numerial results at hand, other
hoies ould be made. For a trajetory length of 106 steps, Q1 = 1.0, Q2 = 2.0 seems to give also
good results. However, when the trajetory length is inreased to 107 steps, the two more robusts
hoies seem to be Q1 = 4.5, Q2 = 0.3, that we seleted above, and Q1 = 0.1, Q2 = 0.2. We will
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omment in the following the results obtained with the latter hoie. Unless otherwise stated, we
work now with Q1 = 4.5, Q2 = 0.3.
3.4.4 Numerial results
The results are presented in Tables 3.7 to 3.9. For eah method, 10 dierent simulations have
been performed, and we give in the Tables the mean and the square-root of the variane (in
brakets) of the 10 dierent results.
Table 3.7. Numerial results for the disrepany (3.79) for the pentane (φ1, φ2) distribution in the ase
β = 1 and K = 100.
Method Parameters Disrepany Disrepany
for 106 evaluations for 107 evaluations
Importane sampling - 0.00428 (0.00114) 0.00115 (1.60.10−4)
Rejetion - 0.00856 (0.00204) 0.00256 (4.98.10−4)
MIS - 0.0228 (0.00416) 0.0225 (7.75.10−4)
HMC τ = 10∆t, ∆t = 0.025 0.0389 (0.0183) 0.0119 (4.87.10−4)
BRW (Euler-Maruyama) ∆t = 0.028 0.0791 (0.0265) 0.0231 (0.00619)
BRW (MALA) ∆t = 0.028 0.104 (0.0446) 0.0343 (0.0139)
Langevin ∆t = 0.02, ξ = 1 0.0339 (0.0142) 0.0157 (0.00393)
NHC Q1 = Q2 = 0.05, ∆t = 0.0025 0.103 (0.036) 0.0456 (0.0117)
RMT Q1 = 5, Q2 = 7.5, ∆t = 0.0025 0.196 (0.142) 0.178 (0.177)
Table 3.8. Numerial results for the disrepany (3.79) for the (φ1, φ3) distribution for C9H20 in the
ase β = 1 and K = 100. The omputational ost is xed to 107 fore or energy evaluations.
Method Parameters Disrepany
Importane sampling - 0.0205 (0.00544)
Rejetion - 0.192 (0.0379)
MIS - 0.521 (0.0151)
HMC τ = 10∆t, ∆t = 0.02 0.0261 (0.00846)
BRW (Euler-Maruyama) ∆t = 0.025 0.0402 (0.0229)
BRW (MALA) ∆t = 0.025 0.0477 (0.0129)
Langevin ∆t = 0.025, ξ = 1 0.0144 (0.00544)
NHC Q1 = 0.15, Q2 = 0.01, ∆t = 0.0025 0.0292 (0.0102)
NP Q = 5, ∆t = 0.0025 0.0386 (0.0095)
One an see that purely stohasti methods are very eient for small alkane hains, but
rapidly loose their eieny when the length of the hain inreases. Thus, the Langevin dynamis
and the HMC method seem to be the most eient methods, although other non purely stohasti
methods also give good results. The Langevin, the HMC and the BRW (with Euler-Maruyama
algorithm) methods keep the same eieny whatever the length of the hain. This seems also to
be the ase for the NHC method. The eieny of the BRW (with the MALA algorithm) dereases
when the hain length inreases. There seems to be a problem with the RMT method applied to
the pentane moleule. A areful analysis of the results show that the numerial dihedral angle
distribution orresponds to (3.77) but with a temperature signiantly dierent from the target
temperature. If longer hains are onsidered, this problem disappears and the RMT method results
are of the same order of magnitude as the results from other methods (see Tables 3.8 and 3.9).
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Table 3.9. Numerial results for the disrepany (3.79) for the (φ1, φ3) distribution for C12H26 in the
ase β = 1 and K = 100. The omputational ost is xed to 107 fore or energy evaluations.
Method Parameters Disrepany
Importane sampling - 0.102 (0.0436)
Rejetion - 1.0 (0.0)
MIS - 0.493 (0.222)
HMC τ = 10∆t, ∆t = 0.02 0.0207 (0.00730)
BRW (Euler-Maruyama) ∆t = 0.023 0.0312 (0.0102)
BRW (MALA) ∆t = 0.023 0.0610 (0.0201)
Langevin ∆t = 0.025, ξ = 1 0.0173 (0.00726)
NHC Q1 = 0.15, Q2 = 0.01, ∆t = 0.0025 0.0350 (0.00865)
RMT Q1 = 5, Q2 = 7.5, ∆t = 0.0025 0.0428 (0.0194)
We an also see that, for short hains, the biased Random-Walk (MALA) is more eient than
the NHC method. However, for hains of 9 and 12 partiles, the NHC method is more eient.
The biased Random-Walk with the Euler-Maruyama algorithm always seems to be a little more
eient than the biased Random-Walk with the MALA algorithm.
3.4.5 Improvement of the onvergene rates
Convergene rate improvements using several shorter realizations
We already mentionned that, instead of running a single long trajetory, it might be more
eient, for a given omputational ost, to run several shorter trajetories. This an be done
for methods of Type 2 to 4. For methods of Type 2 and 3, this strategy relies on the following






when N1 → +∞. In some ases, this onvergene is exponentially fast. The term Ex(A(qN1)) is
the expetation of the realizations of the hain onditioned at starting from x ∈ M. It an be
approximated by N2 independent realizations of the Markov hain. Eah realization is labelled by
an index k ∈ {1, . . . , N2}, and the assoiated sample path is (q0,k, . . . , qN−1,k). Notie that, for all
samples, q0,k = x. An approximation of Ex(A(q
N1)) is then obtained as
Ex(A(q






Notie that we expet the error between IN1N2 (x) and the spae average
∫
M
A(q) dπ to be of the
form C(x)ρN1 + C(x,N1)N
−1/2
2 for some 0 < ρ < 1.
When a short trajetory of length N1 is omputed for N2 realizations starting from a given
initial point x, we an also onsider the following approximation of the position spae average∫
M





where the right hand side is the Cesaro average of (3.81).
The results are presented in Table 3.10 in the ase of a Langevin sampling for the pentane
moleule at β = 1. As an be seen, there is a slight improvement when generating several shorter
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trajetories, provided these trajetories remain long enough. Note however that suh an improve-
ment is not always observed. But we emphasize that there is no degradation of the results either.
This is an interesting point sine it allows a straightforward parallelization of the method.
Table 3.10. Numerial results for the disrepany (3.79) for the pentane (φ1, φ2) distribution in the ase
β = 1 and K = 100, using a Langevin method with ξ = 1 and ∆t = 0.02. The disrepany has been
omputed with all points appearing in (3.82) (that is all points of the N2 trajetories of length N1), with
a omputational ost xed to 107 fore or energy evaluations.










Convergene rate improvements at xed omputational ost, using an appropriate
initial distribution
Another improvement is as follows. Instead of onsidering a xed initial point, we an make a








For eah initial point xi (1 ≤ i ≤ N3), an approximation (3.82) an be omputed, for N2 realiza-
tions of the Markov hain with trajetories of length N1. The total number of points generated in
this way is therefore N1N2N3. The important issue is then to optimize the hoies of N1, N2 and
N3 in order to have the best auray for a given total ost.
For the method to be eient, the empirial measure πN3 has to be a good approximation of π.
To this end, the points xi are hosen as follows. We rst generate N tot points (y1, . . . , yN
tot
) with
weights (w1, . . . , wNtot), using (say) an Importane sampling method. We then generate N3 points
from this list with replaement with probabilities
(w1
W






i=1 wi, and run
one or several trajetories for eah starting point. This an improve the rate of onvergene of some
methods. An example is the biased Random Walk at β = 1 with ∆t = 0.028 for 106 operations.
We onsider N tot = 104, N3 = 99, N1 = 10
4
and N2 = 1. The disrepany is lowered from
0.104 (0.0446) (with N1 = 10
6
, N2 = 1 and N3 = 1, see Table 3.7) to 0.0430 (0.0144). In general,
it is observed that onvergene ours faster when starting from an approximate distribution.
Eet of undersampling
As a nal improvement, we an test the inuene of a systemati undersampling, whih onsists
in piking only some of the points generated instead of onsidering all of them. Indeed, some
tehniques generate points (q0, . . . , qN−1) that may be very muh orrelated, and it an happen
that the sequene (q0, qr, . . . , qsr), the undersampling rate r being suh that N − 1 = rs, is better
distributed than the original sequene.
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The results are presented in Table 3.11 in the ase of a Langevin sampling for pentane at β = 1.
As an be seen, the eieny of the method remains stable when undersampling the data. This is
partiularly interesting when omputing autoorrelation funtions or time-dependent integrals of
the form (3.2) sine a NVE trajetory has to be omputed for eah starting point generated from
the anonial distribution.
Of ourse, it is still possible to try to improve the quality of a single realization by ltering out
the orresponding sequene of ongurations, as is done for NVE simulations in [48, 49℄, but we
will not detail this strategy any further.
Table 3.11. Numerial results for the disrepany (3.79) for the pentane (φ1, φ2) distribution in the ase
β = 1 and K = 100, using a Langevin method with ξ = 1 and ∆t = 0.02. The omputational ost is xed









3.4.6 Computation of orrelation funtions
We present, as a nal appliation, the omputation of some orrelation funtion, namely the
transition rate from the set A = {q ∈ M ; |φ1| ≥ 1, |φ2| ≥ 1} (both dihedral angles are not in
their ground states) to the set B = {q ∈M ; |φ1| ≤ 1, |φ2| ≤ 1} (both dihedral angles are in their





We proeed as follows. We rst sample M = 104 initial onditions aording to the anonial
measure dµ (at β = 1) using 106 fore evaluations and the parameters given in Table 3.7 (i.e. in all
ases exept for the HMC algorithm, we undersample at rate 100 a single trajetory that always
starts from the same equilibrium position; the HMC trajetory is undersampled at rate 10 only
sine τ = 10∆t). We then integrate the Newton equations of motion from eah initial ondition
using the veloity Verlet sheme (3.17), for a time t = 100 (with ∆t = 0.005). This proedure is
repeated 100 times. The results are presented in Figure 3.2, and are ompared with a referene
result obtained starting from 106 initial onditions sampled with a rejetion method.
As an be seen from the results, the methods yielding large disrepanies (suh as Nosé-Hoover
and BRW) predit a orrelation C(t) quite dierent from the referene result. On the other hand,
the HMC and Langevin methods give muh better results, espeially HMC.
3.5 Stohasti boundary onditions
The vast majority of moleular dynamis simulations use periodi boundary onditions to si-
mulate bulk onditions (see Setion 2.2.1). When averages at xed temperature are omputed,
Newton's equation of motion (assoiated with onstant energy simulations) are modied so that
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Fig. 3.2. Plot of the orrelation funtion C(t) starting from initial onditions generated with the rejetion
method (solid line), BRW/EM (x), Langevin/BBK (+), HMC (*) and Nosé-Hoover hain (⋄).
the resulting dynamis is (hopefully) ergodi with respet to the anonial measure. Examples of
suh modiations are the Nosé-Hoover or the Langevin dynamis (see respetively Setion 3.3





B(Φt(q, p), (q, p)) dµ,
where µ is the anonial measure and Φt the ow of the dynamis. It is not lear whih dynamis
should be used in this denition. It turns out that the results depend in general of the speities
of the hosen dynamis. For instane, the response of the system to an inreased thermostat
temperature depends on the parameters hosen for the Nosé-Hoover dynamis [113℄.
The system under study is usually a small system whih should be embedded in a muh
larger miroanonial system. The larger system ats as an energy reservoir whih ensures that
the temperature is orret (this is atually the usual derivation of the anonial ensemble [61℄).
Some ways to obtain suh a oupling between the simulated subsystem and the ideal energy
reservoir (whih should not be expliitely simulated, due to its size), present through some mean
ation, have been proposed. Setion 3.5.1 reviews the most important ones (to our knowledge). In
Setion 3.5.2, a very simple model of stohasti boundary onditions (already used in [82℄, but only
roughly desribed) is presented preisely: the ore region of the simulated system is governed by
NVE dynamis, while the parts of the system lose to the boundary follow a Langevin dynamis
with random perturbations dereasing as the distane to the boundary inreases. In this way, a
seamless oupling an be ahieved.
3.5.1 Review of some lassial stohasti boundary onditions
The rst steady-state nonequilibrium moleular dynamis simulations were performed in the
70s by Ashurst and Hoover (see e.g. [12℄). Their model uses perturbations limited to the boundary
of the system (external fore eld or thermal utuations). This idea of partitioning the system
between inner region (governed by Newton's equation of motion) and outer region (the surfae of
the system, or some small region around the surfae), where the eets of the environment are taken
into aount, has been widely used. It is possible to propose a somehow arbitrary lassiation of
stohasti boundary onditions:
 thermal boundary onditions;
 mehanial boundary onditions;
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 mixed thermal and mehanial boundary onditions;
 grand-anonial boundary onditions to model system whose number of partiles may vary.
Let us also notie that some diretions of the system an still be modelled using periodi boundary
onditions, while the remaining ones are treated with stohati boundary onditions.
Thermal boundary onditions
The methods presented in this setion take into aount the thermal utuations of a system
through its exhanges with its environment. These exhanges an be modelled
 by onstraining the kineti temperature in the regions lose to the boundaries;
 by using thermal walls, whih lead, mathematially speaking, to jump proesses (pertur-
bations of the momenta of the impating partiles);
 by using a Langevin dynamis for the region of the system lose to the boundary, and the
usual Hamiltonian dynamis elsewhere, so that the resulting proess is a diusive proess,
whih is (hopefully, but not trivially) hypoellipti.
Veloity renormalization
In the rst studies [12℄, the kineti temperature in the regions lose to the boundaries was
kept xed. This was done by veloity resaling. Some renings were proposed (see e.g. [27, 133℄),
resaling only some omponents of the veloities (in one diretion, typially), or by inluding
the renormalization step diretly in the equations of motion. This method is not used anymore
nowadays.
Thermal walls
Following a work of Lebowitz and Spohn [201℄, Ciotti and Tenenbaum introdue thermal
walls modelling the ontat of impating partiles with a heat reservoir [67℄. The system has free
boundary onditions, but when a partile leaves the simulation domain, another one enters at the
same plae where the leaving partile went out, with a momentum generated from the probability
distribution C−1(e · p)fT (p)1e·p>0, where e is the loal normal vetor, fT the distribution of the
momenta at equilibrium at the temperature T (maxwellian distribution) and C is a normalization
onstant. Therefore, the momenta of the entering partiles are not drawn aording to a maxwellian
distribution of momenta. A numerial study for an ideal gas or a hard sphere gas onrms that
the model of [67, 201℄ is indeed the right strategy [339℄.
The rst simulations relying on thermal walls [67, 340℄ with dierent temperatures on both
sides of the system have shown that dynamial properties ould be omputed, but that surfae
eets were important near the thermal walls (espeially the loal density and the temperature).
This is why suh a strategy asks for additional mehanial boundary onditions (see Setion 3.5.1)
to limit surfae eets.
Coupling with a Langevin dynamis
One of the rst simulation oupling a Hamiltonian and Langevin dynamis is due to Adelman
and Doll [1℄. The aim of this oupling was to redue the number of degrees of freedom in the
simulation by replaing the environing partiles by some mean ation, modelled by a random
foring term and a frition with memory (in the Mori-Zwanzig way). The rst study were only
a part of the system is governed by a Langevin dynamis, whereas the remaining part obeys
Hamiltonian dynamis was proposed by Berkowitz et MaCammon [28℄, with a mehanial foring
to onne the system (some slies of a rystalline lattie at rest). To redue surfae eets, the idea
of oupling Langevin and Hamiltonian dynamis was rened by Brooks et Karplus [43, 45℄, using
espeially some averaged onning fore. Some studies also mention the use of a Langevin dynamis
with a frition depending on the distane to the boundary of the system [82℄. Similar ideas were
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used in the framework of Nosé-Hoover dynamis [165, 209℄; a seamless oupling is however less
lear (Nosé masses depending on the distane to the boundary should be onsidered). These ideas
were developed in the eld of biology and the referene textbooks for ondensed matter moleular
dynamis (suh as [113℄) do not mention it.
Mehanial boundary onditions
Free boundary onditions and some thermal boundary onditions (suh as thermal walls) may
reate surfae eets (loal density variations, or temperature dierenes). Periodi boundary
onditions are a onvenient way to redue surfae eets, though numerial studies [223℄, and then
theoretial studies [273, 274℄, have shown that periodi boundary onditions also have spurious
eets, espeially for small systems. More importantly, PBC are problemati when long-range
interations are onsidered - suh as oulombi fores for non-neutral systems (harged defets in
solids) or solvant eets (dipole orretions) for biologial systems. As an alternative to PBC to
onne free boundary systems, one may onsider
 fores or onstraints arising from short-ranged interations;
 mean-fore eets arising from avarges over a large number of (non-simulated) degrees of
freedom.
The seond approah was developed in the eld of biology. For example, in [192℄, the sys-
tem is split into three regions, a ore region (Hamiltonian dynamis and averaged eletrostati
potential), a buer region (thermal utuations through some Langevin dynamis, fores on the
boundaries and averaged eletrostati potential), and an outer region (not expliitely simulated)
whih determines the averaged eletrostati potential. Suh a modelling is rened in [181℄.
The rst approah, more used for mehanial studies of solids, an be implemented in several
ways. For instane, a given (marosopi) displaement an be modelled by layers of surfae atoms
following rigidly the displaement, and kept xed for the simulation [68, setion II.2.C℄.
"Grand-anonial" boundary onditions
There are two general strategies to deal with systems whose number of partiles varies:
 onsider that the system is open and speify a ux of ingoing partiles to ompensate partile
losses;
 use grand-anonial sampling tehniques.
The rst approah is used in [123℄ for a model ase of non-interating partiles, in whih ase
partile uxes an be derived. The extension to interating partiles requires additional foring
terms on the boundaries, as well as density-dependent ingoing partile uxes.
The seond approah was presented in [182℄, for a model system of ioni hannel, and rened
in [372℄ to deal with protein solvatation. In a buer region aroung the boundary, partiles are
inserted and deleted aording to the loal hemial potential, using standard grand-anonial
sampling tehniques [113℄. Therefore, the number of partiles is preserved in average, and the ore
region is not perturbed.
3.5.2 An example of thermal boundary onditions
We present more preisely in this setion a seamless oupling between a Langevin and a Ha-
miltonian dynamis (in the spirit of [28, 43, 45, 82℄), with periodi boundary onditions. The aim
of this oupled model is therefore only to provide interesting thermal boundary onditions, so
that time-dependent observables an be omputed by averages performed in the ore region of the
system.
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Desription of the model
We onsider a simulation box Ω ⊂ Rd (d = 2 or 3) with periodi boundary onditions (the
onguration spae therefore has the geometry of a torus). The simulation box Ω is deomposed
into two non-overlapping domains Ωi and Ωe (see Figure 3.3), the outer region Ωe being for
example the set
Ωe = {x ∈ Ω | d(x, ∂Ω) < rc},
where d(x, ∂Ω) is the distane from x ∈ Ω to the boundary ∂Ω, and rc some positive ut-o
radius.
Fig. 3.3. Deomposition of the simulation box Ω into two non-overlapping domains Ωi and Ωe.
The dynamis we propose is as follows. The partiles that are loated in Ωi are only subjeted
to the fores that derive from the interation potential V , whereas the partiles that are loated
in Ωe also experiene some random foring. More preisely, we onsider the dynamis{
dqt = M
−1pt dt,
dpt = −∇V (qt) dt− Γ (qt)M−1pt dt+Σ(qt) dWt, (3.84)
where (Wt)t≥0 is a dN -dimensional Wiener proess, and where the matries Σ and Γ represent







In this expression, β = (kBT )
−1
is the inverse temperature of the bath. In the sequel, we hoose
a diagonal matrix for Γ (q):
Γ (q) = Diag(γ(q1), . . . , γ(qN )),
where the funtion γ is taken to be a smooth dereasing funtion of d(x, ∂Ω) suh that γ(x) = 0
in Ωi and γ(x) > 0 in Ωe. We also onsider





It is easy to hek that the anonial probability measure (3.3) is an invariant probability measure
for (3.84) sine it is a stationary solution of the assoiated Fokker-Plank equation.
It is not lear whether the stohasti dierential equation (3.84) is ergodi sine Σ = 0 in
Ωi. However, in the following numerial simulations, it is observed that, whatever the starting
distribution, the orret kineti temperature is quikly attained.
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In the numerial examples presented in Setion 3.5.2 and 3.5.2, we have used the following








































where σ is still given by (3.86), and {Gni }1≤i≤N,n∈N are idential and independently distributed
(i.i.d.) standard gaussian random variables.
Thermal ondutivity of Lennard-Jones systems
We rst desribe the Lennard-Jones system and the thermalization proedure we have onsi-
dered. The NVE-NVT heating and ooling proesses are then dealt with in Setion 3.5.2, and
alternative approahes to determine the thermal ondutivity are briey reviewed. Some simula-
tion results are nally provided.
Desription of the system
We onsider a three-dimensional (d = 3) Lennard-Jones system, with standard periodi boun-










VLJ(|qi − qj + k|), (3.88)










with ǫ > 0 and a > 0.
The system is rst thermalized at an inverse temperature β using a full Langevin dynamis
(that is, Γ (q) = γ0I3N in (3.84)) for a time tinit large enough, starting from an equilibrium position
suh as a FCC lattie for solid state simulations, or a square lattie for liquid phase simulations,
5
and generating the momenta of the partiles from the kineti part of the anonial measure.
Computation of the thermal ondutivity
The thermal ondutivity λ of a system an be omputed either at equilibrium, using a Green-
Kubo formula [113℄, or in a non-equilibrium setting. The former method relies on the integration
of the heat ux orrelation funtion, and often requires long simulation times for the time integral
to onverge. Non-equilibrium moleular dynamis (NEMD) approahes assume a linear response
regime, so that the heat ux depends linearly on the temperature gradient. To speify this linear
relation, external titious mehanial fores an be added [100, 128℄ to the NVE dynamis, or a
temperature gradient an be speied, while the heat ux is then measured. Sine these methods
also suer from slow onvergene, a dierent approah has been proposed, where the heat ux is
speied, and the temperature eld is measured [251℄.
5
This initial onguration is muh less stable than a FCC lattie, and thermalization is therefore expeted
to our faster.
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A reent interesting alternative method [175℄ relies on transient simulations. A small fration
of the system is instantaneously heated, and the kineti temperature relaxation is monitored.
The thermal ondutivity an then be omputed by omparison with the Fourier law. However,
the approah of [175℄ is based on NVE simulations of relatively small systems, so that omplete
relaxation toward the anonial ensemble annot be observed.
We now show that the NVE-NVT model (3.84) is fairly suited for thermal ondutivity ompu-
tations. Let us onsider a Lennard-Jones system modeled by (3.84) initially at thermal equilibrium
with temperature T1 (suh an equilibrium state is obtained as desribed in Setion 3.5.2) and let us
suddently hange the temperature of the thermostat to T2. The inner system Ωi is then heated or
ooled down through energy exhanges with Ωe, itself thermostated by the environing heat-bath,
and the kineti temperature of Ωi as a funtion of time an be monitored. To redue statistial
errors, several independent relaxations must be performed, starting from initial ongurations
sampled independently from the anonial measure.
The thermal ondutivity an then be reovered as follows. Assuming that the Fourier law
holds in the domain Ωi =]0, L[
3
, the loal temperature obeys the heat equation
ρCv∂tT = λ∆T,
where ρ denotes the density of the system (expressed in mol/m3), Cv the spei heat apaity
(in J/K/mol), and λ the thermal ondutivity (in W/m/K). For variations in a small temperature
range, it an indeed be assumed that Cv and λ remain onstant in spae and time. The spei












Consider the heating or ooling of the sytem from T1 to T2 = T1+ δT with |δT | ≪ T1, T2. Setting
u = (T2 − T )/δT , the evolution of u is governed by the Cauhy problem
∂tu = σ ∆u in Ωi,
u|t=0 = 1 in Ωi,
u = 0 on ∂Ωi.
(3.90)
The initial ondition u0 an be expanded on the Fourier modes




























(2k + 1)(2l+ 1)(2m+ 1)
φ2k+1,2l+1,2m+1(x, y, z).



















Sine ∆φklm = − (k
2 + l2 +m2)π2
L2
φklm, it follows,
3.5 Stohasti boundary onditions 103
u(t, x, y, z) =
64
π3
h(t, x)h(t, y)h(t, z).











































for t ≥ t0 and t0 large enough. Therefore, the value of A (and thus of λ provided Cv is known)
an be omputed by tting u¯(t)/u¯(t0) to an exponential funtion.
Numerial results









We also dene, in analogy with the previous setion, ukin = (T2 − Tkin)/δT .
Figure 3.4 shows a plot of the instantaneous kineti temperature in Ωi in the ase of a heating
proess for uid Argon from T1 to T2, and the orresponding plot of u¯kin/u¯kin(t0) (with t0 = 5 ps),
averaged over 30 realizations of the heating proess onduted from independent initial onditions.
The parameters of the model are N = 64, 000, ǫ/kB = 119.8 K, a = 3.405 × 10−10 m, T1 = 400 K,
T2 = 420 K, ∆t = 2.5 × 10−15 s. We use a trunated Lennard-Jones potential with a ut-o radius
rc = 2.5 a. The molar mass is M = 39.95× 10−3 kg/mol, and the density is ρ = 35044 mol/m3.
The simulation ell Ω is then a ubi box of edge length L = 37.51 a. The parameters used for the




and tinit = 20 ps. Then, the independent initial ongurations
are obtained from this thermalized onguration by running an additional Langevin dynamis for
15 ps before eah realization of the heating proess.
For the oupled NVE-NVT dynamis, we have used






with γ1/m = 5 × 1012 s−1. We have heked that the thermal response is not sensitive to the
spei shape of the frition funtion nor to the value of γ1 in a broad range.
As an be seen from Figure 3.4 (Left), the kineti temperature in the inner region of the
system onverges toward the target value determined by the temperature of the thermostat. The
funtion u¯kin/u¯kin(t0) is plotted on the time interval [t0, t1] with t0 = 5 ps and t1 = 75 ps.
Notie that, as we disard the initial relaxation, the higher order exponential terms in (3.91)
an be negleted, so that we an indeed approximate u¯kin/u¯kin(t0) by e
−3A(t−t0)
. A least-square
t gives A = 0.01438 s−1. A numerial omputation of Cv at T = 400 K (using a Langevin
NVT sampling with 6 × 105 time-step as desribed in [51℄) gives Cv = 18.01 J/K/mol, in good
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Fig. 3.4. Left: Kineti temperature in Ωi as a funtion of time. Right: Plot of u¯kin/u¯kin(t0) as a funtion
of time with t0 = 5 ps (solid line), as well as its exponential tting funtion (dashed line). Notie that the
exponential approximation seems to be justied.
agreement with the experimental value Cv = 18.12 J/K/mol
6
. Therefore, the omputed value of λ
is λ = 0.1509W/m/K, whih is in good agreement with the experimental value λ = 0.1557W/m/K
at T = 400 K.
Thermal relaxation of a displaement asade in Pu
We nally present in this setion some simulation results on the irradiation indued displae-
ment asades in metalli rystals. When an atom of a rystal ('the primary knok-on atom', PKA)
undergoes a nulear reation or is hit by a high-energy partile, its kineti energy is dramatially
inreased. This will give rise to a asade of ollisions between the neighboring atoms, together
with a sudden inrease of the loal kineti temperature. These asades result in the prodution
of numerous defets in the lattie (suh as interstitial atoms or vaanies), the so-alled 'primary
damage state'. A large fration of the defets quikly disappear due to the reombination between
interstitial atoms and vaanies, while the system returns to its original temperature (the kineti
energy in exess is dissipated). This rst stage of relaxation lasts about a nanoseond. An experi-
mental investigation of these phenomena is diult, sine the time and length sales involved are
too small for a diret observation, but it an be simulated by MD. The remaining defets reated
by the various asade relaxations will then interat on muh larger time sales (from a seond
to several years) to form lusters of defets, that will alter the marosopi mehanial behavior
of the material. This is the soure of the ageing of radioative and irradiated materials. Kineti
Monte-Carlo (KMC) models [77℄ are neessary to deal with suh long time sales; these models
an be parametrized by the results of MD simulations of the rst stage of the asade relaxation.
Our purpose is to model the thermalization ouring in this rst stage. It is important to
desribe orretly this proess, sine it has an inuene on the distribution of the remaining
defets, hene on the parametrization of the KMC model. More speially, we fous on the
example of a FCC Pu rystal (reall that Pu undergoes alpha deay). Sine the PKA is launhed
with a large kineti energy, the kineti temperature of the system inreases at the beginning of the
simulation. Therefore, unless the system is innitely large (in whih ase the temperature inrease
is negligible, and the initial energy exess onentrated in the enter of the rystal diuses over
the whole system), there is a need for some dissipation, in order to ensure thermal relaxation.
The MD model of [77℄ onsiders a rystal with PBC, where the atoms in the unit ells lose
to the boundary obey a full Langevin dynamis, while the other atoms experiene a pure NVE
6
The experimental values used in this setion are taken from the NIST Chemistry Webbook,
http://webbook.nist.gov/hemistry/fluid/
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dynami. We propose here to onsider a Langevin foring of dereasing magnitude as explained
in Setion 3.5.2. This an heuristially aount for the nite size of the rystal, dissipation being
then understood as energy transfer from the simulated box to the rest of the rystal.
Simulations have been arried out for a FCC Pu lattie of 13,500 atoms at T0 = 300 K,
using a MEAM potential [21,22,24℄ for Pu [23℄. An initial thermalization is performed for a time
t0 = 10 ps, using a full Langevin dynamis. The PKA is then launhed with an energy of 100 eV
in the diretion 〈5 1 3〉. The rst stage of the simulation is performed during the time t1 = 4 ps
with the time step ∆t = 5.10−5 ps. The seond part is performed during the time t2 = 35 ps. The
frition funtion used in this simulation is still given by (3.92), with γ0/m = 2 × 1012 s−1 and
rcut = 4.5 × 10−10 m (this is the ut-o range used for the MEAM potential). The evolutions of
the kineti energy of the whole system as a funtion of the iteration step are displayed in Figure 3.5
for both simulation stages.




























Fig. 3.5. Kineti temperature as a funtion of the iteration step for a FCC Pu system experiening
a self-deay-indued asade of 100 eV. The time-step is ∆t = 5 × 10−5 ps for the piture on the left
(rst stage of the simulation), and ∆t = 5 × 10−4 ps for the piture on the right (seond stage of the
simulation).
At the end of the seond stage of the simulation, the kineti temperature of the system has
returned to the desired value T = T0.
3.6 Some bakground on ontinuous state-spae Markov hains and
proesses
3.6.1 Some bakground on ontinuous state-spae Markov hains
This setion is intented to give a quik overview of the most important notions and results for
ontinuous state-spae Markov hains. We refer the interested reader to [240℄, and to [127, Chap-
ter 4℄ for a simple short introdution to ontinuous state-spae Markov hains. The artile [349℄
is also a beautiful introdution to the topi, making remarkable parallels between the ountable
ase and the ontinuous state-spae ase.
Dierent levels of stability for Markov hains.
We rst present in an informal manner the spirit of the haraterization of stability for Markov
hains {Φn}n∈N on a general state spae X (in partiular, we do not restrit ourselves to ountable
spaes). This general introdution is strongly inspired from [240, Setion 1.3℄. A useful onept is
the rst hitting time from a point to a set. Dene
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τB = inf {n ≥ 1 | Φn ∈ B},
the rst time when the hain reahes the set B. The weakest form of stability is that the spae
aessible to the hain does not dramatially hange when taking another initial ondition, so
that all reasonably sized sets an be reahed from any starting point. This is the onept of
φ-irreduibility, whih an be stated as follows, for x ∈ X ,
φ(B) > 0⇒ Px(τB <∞) > 0,
where Px is the probability indued by the Markov hain starting at x (i.e. the probability of
events onditional on the hain starting from x). The measure φ preises the lass of sets that an
be reasonably reahed.
A strengthening of this ondition is that not only all sets an be reahed, but in fat they are
attained almost surely, in the sense that
∀x ∈ X, φ(B) > 0⇒ Px(τB <∞) = 1.
This an be further strenghtened by requiring the expeted hitting time to be nite:
φ(B) > 0⇒ Ex(τB) <∞,
where Ex is the expetation under Px. This level of stability is refered to as reurrene. Heuristially,
it ensures that the hain does not drift, but returns often enough to entral parts of the spae.
This kind of behaviour already implies some onvenient behaviour along sample paths (Φ0, Φ1, . . . ),
leading to a Law of Large Numbers (LLN).
The last level of stability is relevant for reurrent hains, and deals with onvergene to a
limiting regime independently of the initial ondition. This is known as ergodiity, and is linked
to the onvergene of the distribution of the hain. In this ase, Central Limit Theorems (CLT)
an be stated to preise the behaviour along one sample path.
The dierent levels of stability introdued are summarized in Figure 3.6, together with ondi-
tions ensuring them. Denoting by B(X) the Borel σ-algebra of X and by µLeb the Lebesgue
measure on X , these onditions read
(C1) ∀x ∈ X, ∀B ∈ B(X), µLeb(B) > 0⇒ P (x,B) > 0,
(C2) π is an invariant probability measure,
There exist measurable funtions L ≥ min{1, A}, W ≥ 0, a real number b
(C3) and a petite set C suh that∫
X
P (x, dy)W (y) −W (x) ≤ −L(x) + b1C(x), π(W 2) < +∞.
There exist a measurable funtion W ≥ 1, real numbers c > 0 and b,
(C4) and a petite set C suh that
∆W (x) ≤ −cW (x) + b1C .
The notion of petite set C will be preised below. Notie that Conditions (C1) and (C2) are
usually quite easy to show in a MD setting, already giving ergodiity (without onvergene rate
however). Conditions (C3) and (C4) an be easily shown when the state spae X is ompat (when
it is a d-dimensional torus for example, as in MD with periodi boundary onditions), under ertain
regularity onditions on the transition kernel.
These onepts are preised below, and presented in a more rigorous way. We end this setion
with a simple example, the Random Walk on a (half-)line, in order to see the theory of general
state-spae Markov hains at work.
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(positive)
Positive Harris recurrence





































Fig. 3.6. The dierent levels of stability for Markov hains.
Some fundamental results.
We rst preise the probability struture indued by a Markov hain on the state spae. We
onsider a ontinuous state-spae Markov hain given by its transition probability kernel
P = {P (x,B), x ∈ X, B ∈ B(X)}
where B(X) is the set of Borel sets of X . The transition probability kernel is suh that P (·, B) is
a non-negative measurable funtion on X for all B ∈ B(X), and P (x, ·) is a probability measure
on B(X) for all x ∈ X . Given a transition probability kernel, one an dene a time-homogeneous
Markov hain Φ = (Φ0, Φ1, . . . ) with initial distribution µ. This hain is dened on Ω =
∏∞
i=1Xi
(where eah Xi is a opy of X), and is measurable with respet to the produt σ-eld F =
⊗∞i=1B(Xi). There exists a probability measure Pµ on F suh that, for any any n ∈ N and any
measurable Bi ∈ B(Xi) (1 ≤ i ≤ n),






µ(dy0)P (y0, dy1) . . . P (yn−1, Bn).
If an event ours Px = Pδx-a.s. for all x ∈ X , we say that it ours P∗-a.s. We also indutively





We then suessively turn to the three important notions presented in the introdution of this
setion.
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Irreduibility.
Denition 3.2. The hain Φ is said to be φ-irreduible if there exists a measure φ on B(X) suh
that, for all x ∈ X and B ∈ B(X) suh that φ(B) > 0, there exists some n (possibly depending on
x and B) suh that Pn(x,B) > 0.
Notie that the Condition (C1) above implies µLeb-irreduibility. When a hain is φ-irreduible,
there exists a maximal irreduibility measure ψ (see [240, Theorem 4.2.2℄). The maximality is to
be understood with respet to the domination relation for two measures, denoted as φ ≺ ψ,
and dened through ψ(B) = 0 ⇒ φ(B) = 0. Any other irreduibility measure is absolutely
ontinuous with respet to ψ. The equivalene of maximal irreduibility measures allows then to
dene B+(X) = {B ∈ B(X) | ψ(B) > 0}.
Denition 3.3. A set B is full if ψ(Bc) = 0 and absorbing if P (x,B) = 1 for all x ∈ B.
Reurrene.
As in the ountable ase, irreduible ontinuous state-spae hains have essentially two possible
behaviours: they may drift to innity (transient behaviour) or remain almost always in a bounded
region of spae (reurrene). The oupation time ηB is dened as the number of visits of Φ to a





Reall that Ex denotes the expetation under Px = Pδx , that is, the expetation under the proba-
bility generated by the hain starting from x.




+∞ for all x ∈ B and B ∈ B+(X).
Let us preise some riteria ensuring that a Markov hain is reurrent. A simple ase is when
an invariant probability measure exists for the system. Let us emphasize that the existene of a
(non-normalized) invariant measure is not suient, sine this measure may be non-normalizable
(see an example below).
Denition 3.5. A ψ-irreduible hain Φ is said to be positive if it admits an invariant probability
measure π.
It is heuristially lear in this ase that the hain annot be transient. The following proposition
holds:
Proposition 3.2 ( [240℄, Proposition 10.1 and Theorem 10.4.9 ). If a hain Φ is positive
then it is reurrent and admits a unique invariant probability measure equivalent to ψ.
Notie that Conditions (C1) and (C2) above imply positive reurrene for the hain. When no
invariant probability measure is known, stronger onditions are needed to get reurrene, suh as
drift riteria [240, Chapter 8℄. In statistial physis however, it is often the ase that an invariant
probability measure is known.
Law of Large Numbers.
The onept of reurrene an (and has to) be somewhat strengthened to get onvergene
results suh as the Law of Large Numbers (LLN).
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Denition 3.6. A set B ∈ B(X) is alled Harris reurrent if Px(ηB = ∞) = 1 for all x ∈ B. A
set B is alled maximal Harris if it is a maximal absorbing set suh that Φ restrited to B is Harris
reurrent. A hain Φ is alled Harris reurrent if it is ψ-irreduible and if every set in B+(X) is
Harris reurrent. A Harris reurrent and positive hain Φ is alled a positive Harris hain.
Atually, any reurrent hain is already almost a Harris reurrent hain. Indeed, the following
theorem holds:
Theorem 3.13 ( [240℄, Theorem 9.1.5 ). If Φ is reurrent, then X = H ∪ N where H is a
non-empty maximal Harris set, and N is ψ-null.
Therefore, starting from an initial value x ∈ H , a positive hain remains in H and is positive
Harris on H . This amounts to replaing the whole spae X by its full subset H . Note that π is
also an invariant measure for the hain on H .
We now turn to the onvergene of the average along one sample path. Consider the sum
SN (A) =
∑N
i=1 A(Φn). We reall a Law of Large Numbers (LLN) result:
Theorem 3.14 ( [240℄, Theorem 17.1.7 ). Suppose Φ is positive Harris. Then, for any mea-









Remark 3.3. Therefore, sine the hain starting from H remains in H and is positive Harris on
H, the LLN holds true for any hain {Φn}n∈N starting from Φ0 = x ∈ H. Therefore, it holds for
a.e. starting point, H being a subset of full measure by Theorem 3.13. This result an atually be
extended to all starting points [239,241℄. It holds whenever Conditions (C1) and (C2) are veried.
Small sets and petite sets
The following denitions of small and petite sets are used for the onveniene of other denitions
and are partiularly well-suited for general proofs in the Markov hain setting. However, they will
not be used as suh in this hapter, for we will be able to work with ompat sets, that are small
or petite under ertain regularity onditions on the Markov transition kernel. We also warn the
reader that the terms 'small' and 'petite' do not refer to the size of the spaes involved. They
merely refer to some useful uniform lower bounds on the transition kernel.
Denition 3.7. A set C ∈ B(X) is alled a νm-small set if there exist m > 0 and a non-trivial
measure νm suh that for all x ∈ C and B ∈ B(X),
Pm(x,B) ≥ νm(B).
Though it is far from obvious from this denition, any ψ-irreduible hain has small sets C ⊂ B
for any B ∈ B(X)+ (see [240, Theorem 5.2.2℄). In fat, the whole spae X an be reovered by
a ountable union of small sets (see [240, Proposition 5.2.4℄). This allows many properties of
ontinuous state spae Markov hains to be stated in the same manner as for ountable state
spae Markov hains.
The notion of small sets is generalized with the notion of petite sets. Setting Ka(x,B) =∑∞
n=0 P
n(x,B)a(n) for x ∈ X,B ∈ B(X) and with a = {a(n)}n∈N a probability measure on N,
the expression Ka denes a transition kernel.
Denition 3.8. Let νa be a non-trivial measure on B(X). A set C ∈ B(X) is νa-petite if
Ka(x,B) ≥ νa(B)
for all x ∈ C and all B ∈ B(X).
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Notie that a νm-small set is νδm-petite. We will now see that ompat sets are petite, under
ertain regularity onditions on the transition kernel.
Denition 3.9. If x 7→ P (x,O) is a lower semi-ontinuous funtion for any open set O ∈ B(X),
then the hain is said to be weak Feller.
Notie that the lower semi-ontinuity ondition is usually easy to hek in pratie. It will even
often be the ase that P (·, B) is a ontinuous funtion for any Borel set B. We then have the
following
Theorem 3.15. If the ψ-irreduible hain Φ is weak Feller and if supp ψ has a non-empty interior,
then all ompat subsets of X are petite.
Ergodiity.








Notie that onvergene in total variation implies weak onvergene.
Denition 3.10. A hain Φ is ergodi when
∀x ∈ X, lim
n→∞
||Pn(x, ·) − π|| = 0.
In partiular, ergodiity implies Ex(A(Φn)) →
∫
X A(Φ) dπ when n → +∞ for any bounded
measurable funtion A.
Ergodiity is atually quite easy to get one the hain has been shown to be reurrent. It is
suient to show that the hain is aperiodi. We need here the notion of small and petite sets
to state the denition of aperiodiity, though in pratie muh simpler riteria will be used. We
introdue the set EC assoiated with a νM small set C:
EC = {n ≥ 1 | the set C is νn-small with νn = κnνM for some κn > 0}.
We see that M ∈ EC . Let us denote by d the greatest ommon divisor of the set EC . In fat d is
independent of the initial small set hosen. Therefore, the following denition makes sense:
Denition 3.11. Suppose that Φ is a ψ-irreduible Markov hain. If d = 1, the hain is alled
aperiodi. If there exists a ν1-small set C with ν1(C) > 0, the hain is alled strongly aperiodi.
It is often easy to hek strong aperiodiity in the MD setting using some global aessibility
results. In partiular, Condition (C1) implies aperiodiity (see [240, Theorem 5.4.4℄). The following
theorem then states the ergodiity of reurrent aperiodi hains.
Theorem 3.16 ( [240℄, Theorem 13.3.4). If Φ is positive reurrent and aperiodi, then for every
initial distribution λ suh that λ(N) = 0 (where N is the π-null set dened in Theorem 3.13),∣∣∣∣∣∣∣∣∫ λ(dx)Pn(x, ·) − π∣∣∣∣∣∣∣∣→ 0 as n→∞.
In partiular, the ase λ = δx an be onsidered for a.e. point x (i.e. for x ∈ H). This result holds
as soon as onditions (C1) and (C2) are veried.
The onvergene in total variation norm implies onvergene of the expetations for bounded
observables A. It is therefore not suient in pratie for non-bounded observables A (see for
instane the examples presented in the Introdution). Fortunately, the ergodiity results an be
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strengthened in a straightforward way. For a given measurable non-negative funtion W , let us




Then Theorem 3.16 an be readily extended to integrable funtions A.
Theorem 3.17 ( [240℄, Theorem 14.0.1). Suppose that A ≥ 1 is measurable and π(|A|) < +∞.
If Φ is positive reurrent and aperiodi, then for π-a.e. x ∈ X,∣∣∣∣∣∣∣∣∫ λ(dx)Pn(x, ·) − π∣∣∣∣∣∣∣∣
A
→ 0 as n→∞.
Rate of onvergene for the LLN: a Central Limit Theorem.
Additional onditions are required to get not only a LLN, but a CLT, preising the rate of




P (x, dy)W (y) −W (x).
We then onsider the following
Criterion 3.1. Assume Φ is ergodi, and there exist a measurable funtion L : X → [1,∞[, a
petite set C ∈ B(X), b < +∞ and a nite-valued measurable funtion W suh that
∆W (x) ≤ −L(x) + b1C(x), ∀x ∈ X.
Denoting by π the invariant measure of the hain, we also assume π(W 2) <∞.
Heuristially, this drift ondition ensures that ∆W is dereasing outside a petite set C (in pratie,
a ompat set). Therefore, we expet the hain to spend most of its time in the set C. The dynamis
of the hain is then almost that of a hain in a ompat set. That is why we an expet some
stronger reurrene properties and some better onvergene results.
For a given measurable funtion A suh that π(|A|) < ∞, we formally dene the funtion Aˆ
by the following Poisson equation:
Aˆ− PAˆ = A− π(A).
It is not lear in general whether Aˆ is well-dened. This turns out to be the ase when Criterion 3.1
is veried, and allows to state a CLT (see [240, Theorem 17.5.3℄):
Theorem 3.18 (CLT). Assume Criterion 3.1 holds, and let A be a funtion suh that |A| ≤ L.
Then the onstant γ2A := π(Aˆ
2 − (PAˆ)2) is well-dened, non-negative and nite. If γ2A > 0, then,
dening A¯ = A− π(A), it holds
(nγ2A)
−1/2Sn(A¯)→ N (0, 1),
this onvergene being in law.
Notie that we get onvergene results only for observables |A| ≤ L, while the LLN applies for
any integrable funtion. Theorem 3.18 holds true as soon as Conditions (C1), (C2) and (C3) are
veried.
Remark 3.4. In partiular, under the assumptions of Theorem 3.15, the whole state spae is petite
when it is ompat. Therefore, Condition (C3) is straightforwardly veried with the hoie C = X
and W and L arbitrary smooth funtions (taking b large enough).
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Geometri ergodiity.
The ergodiity property implies the onvergene Ex(A(Φn)) →
∫
X A(q) dπ for measurable
integrable funtions A. A onvergene rate an be obtained by resorting to the stronger notion of
geometri ergodiity, generalizing the notion of ergodiity. The following Criterion, analogous to
the drift ondition for Criterion 3.1, is of paramount importane.
Criterion 3.2. There exist a funtion W ≥ 1 nite at some x0 ∈ X, a petite set C ∈ B(X), and
b < +∞, c > 0 suh that
∆W (x) ≤ −cW (x) + b1C(x), ∀x ∈ X. (3.93)
This drift riterion an be heuristially interpreted in the same way as Criterion 3.1. We then get
the following
Theorem 3.19 ( [240℄, Theorem 15.0.1). Assume Criterion 3.2 holds. Then there exist ρ < 1
and R < +∞ suh that, for all x ∈ {y ∈ X | W (y) < +∞},
||Pn(x, ·) − π||W ≤ RW (x)ρn.
In partiular, we get ∣∣∣∣Ex(A(Φn))− ∫
X
A(Φ) dπ
∣∣∣∣ ≤ RW (x)ρn
for any starting point x ∈ X suh that W (x) < +∞. This result holds as soon as Conditions (C1),
(C2) and (C4) are veried.
Remark 3.5.When X is ompat, Condition (C4) is straightforwardly veried with the hoie
C = X for any arbitrary smooth funtion W (taking b large enough). When X is not bounded and
the hain is weak Feller (with an irreduibily measure of non-empty interior), Condition (C4) is
satised when (3.93) holds for a ompat set C and for a smooth funtion W suh that W (x) →
+∞ when |x| → +∞.
A simple example: The Random-Walk on a (half-)line.
We now present a simple example, taken from [240℄. We hope that it illustrates relevantly
many of the notions introdued in this setion. The setting is the following. Consider a olletion
of real-valued random variables Φ = {Φ0, Φ1, . . .}, dened as
Φk+1 = Φk +Wk+1,
where {Wk} are independent and identially distributed (i.i.d.) random variables, that we do not
preise further for the moment. The distribution of Φ0 an be hosen arbitrarily. A onvenient
hoie is for example to initialize the hain with a deterministi point x0 ∈ R, whih amounts to
onsidering the initial measure δx0 . The so-dened Markov hain is alled a random-walk (RW).
We an also onsider a random-walk on the half-line (RWHL), dened as
Φk+1 = [Φk +Wk+1]+ ,
where [a]+ = max(a, 0). We examine suessively to the questions of irreduibility, reurrene and
ergodiity for those two Markov hains.
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Irreduibility.
Under reasonable assumptions on the inrements {Wk}, irreduibility is easy to hek, and
asks only for little omprehension of the behaviour of the system.
Consider rst the ase of random-walk when the Wk have values in Q and are suh that
P(Wk = x) > 0 for all x ∈ Q. Starting then from x0 ∈ Q, it is easily seen that Q is absorbing. If
the hain was irreduible, any irreduibility measure φ would be supported by Q. For x0 6∈ Q, the
hain has values in x0 +Q. So, onsidering the hain starting from x0, we see that P
n(x0,Q) = 0
for all n ∈ N. This shows that φ annot be an irreduibility measure. The hain is not irreduible
in this ase, and it has an unountably innite number of absorbing sets.
In the ase when Wk has a smooth positive density γ, the hain is seen to be irreduible with
respet to the Lebesgue measure µLeb (more general onditions ould also be onsidered [240℄).
Indeed, for any x ∈ R and B ∈ B(R) suh that µLeb(B) > 0




In addition, there exists δ, η > 0 suh that γ(x) ≥ δ > 0 for |x| ≤ 2η. Setting C = {|x| ≤ η}, and
onsidering x ∈ C and B ⊂ C, one has
P (x,B) = P (W1 ∈ B − x) =
∫
B−x
γ(y)dy ≥ δµLeb(B) > 0. (3.94)
Setting for example φ = (µLeb(C))−11C(·), the relation (3.94) shows that C is a φ-small set.
For the random-walk on the half-line, we assume that P(W1 < 0) > 0. It is then straightforward
to show that, for all x ∈ R+, there exists n suh that Pn(x, {0}) > 0. This shows that δ0 is an
irreduibility measure for RWHL.
Reurrene
In the ase of RWHL, it is intuitive that the hain will be reurrent when the mean displaement
is negative. In the ase when the mean displaement is positive, we expet on the ontrary the
hain to drift to innity without oming bak (exept maybe a nite number of times in average).
We now preise these heuristi arguments. Set m =
∫
R
xγ(x)dx. When m > 0, Proposition 9.5.1
in [240℄ shows that the hain is transient (the proof uses a omparison with a onvenient Markov
hain on ountable state-spae). When m < 0, a drift riterion an be stated, ensuring reurrene










P (x, dy)(y − x) =
∫
y≥0
P (x, dy)(y − x) =
∫
y≥0
(y − x)γ(y − x)dy ≤ m
2
≤ 0.
This shows that a drift riterion holds with C = [0,−x∗]. Heuristially, this means that the values
of W annot grow too muh, whih implies that the hain remains in a viinity of the origin. We
resort to Theorem 8.0.2 in [240℄ to prove that the hain is reurrent. It then has a unique invariant
measure (see below for onditions ensuring that this invariant measure is nite).
For the random-walk on the full line, it is still quite lear that non-zero mean inrements will
lead to a transient behaviour. Conditions for reurrene in the ase when the mean inrement is zero
an be preised when the inrements have bounded range. We refer to [240, Setion 9.5℄. However,
the hain an never be positive reurrent sine the Lebesgue measure is invariant (see [240, Setion
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10.5℄), and is therefore at best null reurrent. Ergodiity does not make sense for the general RW
model.
Ergodiity for the Random-Walk on the half-line
We still assume that the mean drift m =
∫
R
xγ(x)dx is negative in order to ensure reurrene
of the hain, and the existene of an invariant measure. We need however a better drift riterion
to ensure that the invariant measure is a probability measure (that is, a nite measure) and to get




stγ(t)dt < +∞ for 0 < s ≤ η for some
η > 0. Notie that this an be interpreted as suient fast derease in the inrements. Then, for















when s → 0 by dominated onvergene. There exists 0 < s0 < η suh that, setting W (x) =
exp(s0x),
∆W (x) ≤ m
2
s0W (x) + b1C(x)
for some b > 0 and with C = [0, c] for some c > 0 large enough (see [240, page 399℄ for preisions).
The hain is therefore W -uniformly ergodi, in the sense that there exists R > 0 and 0 < r < 1
suh that
∀x ∈ R+, ||Pn(x, ·)− π||W ≤ RW (x)r−n.
3.6.2 Some onvergene results for Markov proesses.
We extend here the results of Appendix 3.6.1, stated for Markov hains, to Markov proesses.
We will fous on diusion equations of the form
dΦt = b(Φt)dt+ΣdWt, (3.95)
where Φt is a stohasti proess with values in X , b is a C
∞
funtion, Σ is a matrix of dimension
d = dim(X), and Wt is a d-dimensional standard Wiener proess.
We assume that trajetorial existene and uniqueness hold true for (3.95). This is lassial for
globally Lipshitz drifts [152, Theorem III.3.2℄, namely for funtions b satisfying for some positive
onstant D
∀(x, y) ∈ X2, |b(x)− b(y)| ≤ D |x− y|. (3.96)
When this ondition is not satised, it is possible to onlude to trajetorial existene and unique-
ness under the following hypothesis (see [152, Theorem III.4.1℄): there exist a C2 funtion W (x)
that goes to innity at innity and a positive onstant c suh that
AW ≤ cW. (3.97)
Besides, under assumption (3.96) or (3.97), one an prove that the Markov proess (3.95) is Feller.
That means that, for eah bounded measurable funtion g : X → R, the mapping
x 7→ Ex(g(Φxt ))
is ontinuous, where Φxt is the solution of (3.95) with initial ondition Φ
x
0 = x. We assume in the
sequel that either (3.96) or (3.97) is satised. Some extensions for less smooth funtions b and
Σ ≡ Σ(x) an be found in [328℄.
The transition kernel P t is dened, for t > 0 and B ∈ B(X), as
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P t(x,B) = Px(Φt ∈ B),
where Px is the probability generated by the proess starting at x. The innitesimal generator A
assoiated with (3.95) is





































X A(Φ) dpi a.s.
Fig. 3.7. The dierent levels of stability for Markov proesses.
Figure 3.7 summarizes the main results, as in the disrete time ase. The denitions of the
dierent onepts and the proofs of the impliations an be found in the remainder of this Setion.
Reall that we made the following general assumption throughout this Setion
(C0') Condition (3.96) or (3.97) holds.
The onditions (C1'), (C2'), and (C3') read:
(C1') For all q ∈ X and open set O ∈ B(X), P t(q,O) > 0,
(C2') π is an invariant probability measure for the proess,
There exist a measurable funtions W ≥ 1 going to innity at innity,
(C3') real numbers c > 0, b ∈ R and a ompat set C suh that
AW (x) ≤ −cW (x) + b1C .
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Notie that onditions (C1') and (C2') are usually quite easy to show in a MD setting, already
giving ergodiity (without onvergene rate however). Conditions (C3') an be easily shown when
the state spae X is ompat (when it is a d-dimensional torus for example).
Stability onepts.
We rst preise the onepts of irreduibility, Harris reurrene and ergodiity in the ontinuous
time setting, whih are quite analogous to the orresponding disrete time onepts [86, 241℄.
Consider, for B ∈ B(X), the random variables




Denition 3.12. A Markov proess is said to be φ-irreduible if for a σ-nite measure φ,
∀x ∈ X, ∀B ∈ B(X), φ(B) > 0⇒ Ex(ηB) > 0.
A proess is Harris reurrent if, for a σ-nite measure ψ,
∀x ∈ X, ∀B ∈ B(X), ψ(B) > 0⇒ Px(τB < +∞) = 1.
When a Harris reurrent proess has a nite invariant measure (whih an be normalized into a
probability measure), it is alled positive Harris reurrent.
Note also that a Harris reurrent proess is irreduible.
Irreduibility an be heked in two steps. First, one an show open set irreduibility, whih
is usually easy to hek using ontrollability arguments (see e.g [231, 336, 337℄). We then get
irreduibility using the ontinuity of the transition kernel (resulting from the Feller property).
When an invariant probability measure for the stohasti dierential equation (3.95) exists,
and when the proess is irreduible, it is also reurrent, sine there is also a dihotomy between
reurrene and transiene as in the disrete-time ase [348, Theorem 2.3℄. When Φ is reurrent,
we also have existene of a maximal absorbing Harris set of full measure, and uniqueness of
the invariant measure [348℄. Therefore, the results of the disrete-time ase an be ompletely
transposed.
(Weak) Regularity of the transition kernel.
In ontradition with the Markov hain ase, we often need some (weak) regularity properties
on the transition kernel in the ontinuous-time setting. The minimal assumption that has to be
made is that the proess is a T -proess.
Denition 3.13. The Markov proess is a T -proess if there exists a probability measure a on R+




a(dt)P t ≥ T.
In partiular, this property holds whenever the proess is Feller sine in this ase, for all t0 > 0
and all B ∈ B(X), P t0(·, B) is ontinuous.
Convergene of the average along one sample path.
The onepts introdued above allow us to state a result onerning the asymptoti behaviour
of the average







for some observable A ∈ L1(π). Notie that this average is in fat a random variable.
Theorem 3.20 ( [241℄, Theorem 8.1). Suppose that Φ is a positive reurrent T -proess. Then




A(q) dπ Px − a.s.
Therefore, as in the disrete time ase, we obtain onvergene over a single sample path reali-
zation. Notie that this result an be extended to all starting points in X , and not only for starting
points in the full maximal Harris subset [241℄. Some results also exist for non-irreduible Markov
proess [241℄, but we restrit here to positive reurrent proesses, whih is the natural MD setting.
Central Limit Theorems an also be stated for the onvergene of ST (A). However, the setting
is not as lear as in the disrete time ase. We refer for example to [172℄.
(Geometri) Ergodiity.
As for the disrete time ase, onvergene of the expetations Ex(A(Φt)) to the state spae
average
∫
X A(Φ) dπ an be stated under ertain onditions. This is preisely the notion of ergodi-
ity. As in Appendix 3.6.1, || · || denotes the total variation norm, and || · ||W the W -total variation
norm.
Denition 3.14. The Markov proess is alled ergodi if an invariant probability π exists and
∀x ∈ X, ||P t(x, ·) − π|| → 0
when t→ +∞.
The fat that the proess is Harris reurrent and that some skeleton hain is irreduible is
enough to ensure ergodiity. A skeleton hain is a Markov hain obtained by sampling the proess
at times ∆ > 0, and is thus the Markov hain with the assoiated transition kernel P∆.
Theorem 3.21 ( [241℄, Theorem 6.1). Suppose that Φ is positive Harris reurrent. Then Φ is
ergodi if and only if some skeleton hain is irreduible.
Notie that Condition (C1') immediately gives the irreduibility of the skeleton hain. There-
fore, ergodiity holds whenever (C1') and (C2') are veried. This gives the onvergeneEx(A(Φt))→∫
X A(Φ) dπ for bounded measurable funtions A.
A rate of onvergene an also be obtained and extensions to non-bounded funtions an be
stated, as in the time-disrete ase, using drift riteria. These riteria have to be heked on the
generator A given by (3.98). We still need the proess to be aperiodi. The denition of this
notion for Markov proesses is quite analogous to the orresponding disrete-time denition. We
therefore refer to [86, 241℄ for more preisions, and simply note that the Feller property of the
hain and (C1') are suient to onlude to aperiodiity. The denition of petite sets is also a
straightforward extension of the disrete-time ase, so we also refer to [86, 241℄ for example for a
more formal denition. The following result shows that it is often enough to onsider ompat sets
in appliations.
Theorem 3.22 ( [241℄, Theorem 4.1). For a Harris reurrent T -proess, every ompat set is
petite.
We then have the following
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Theorem 3.23 ( [86℄, Theorem 5.2). Consider a ψ-irreduible aperiodi Markov proess, and
assume there exist a measurable funtion W ≥ 1 suh that
AW ≤ −cW + b1C (3.99)
for c > 0, b < +∞ and a petite set C ∈ B(X). Then the proess is W -geometrially ergodi in the
sense that there exist R > 0 and 0 < ρ < 1 suh that for every t ≥ 0,
||P t(x, ·) − π||W ≤ RW (x)ρt.
Together with onditions (C1') and (C2'), Condition (C3') then gives geometri ergodiity.
As in the time-disrete ase, Condition (C3') holds whenever the state spae is ompat. Another
ommon situation is when the drift ondition (3.99) is veried for some smoothW going to innity
at innity and for some ompat set C.
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The free energy of a system is a quantity of paramount importane in statistial physis. It is
dened as






The onstant Z is the partition funtion of the system, and the spae T ∗M is phase-spae (see
Setion 2.2 for notations). In many appliations, the quantity of interest is the free energy dierene
between an initial and a nal state. These dierenes are related to transitions from an initial to
a nal state, and an be lassied in two ategories:
(i) the so-alled alhemial ase onsiders transitions indexed by an external parameter λ.
The system is then governed by a Hamiltonian Hλ (or a potential Vλ), suh as Hλ(q, p) =
(1− λ)H0(q, p) + λH1(q, p). The orresponding free energy dierene is
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(ii) in the reation oordinate ase, the transition is indexed through some level set fun-
tion ξ(q) indexing disjoint submanifolds of the onguration spae, and




e−βH(q,p) δξ(q)−z1 dq dp∫
T∗M
e−βH(q,p) δξ(q)−z0 dq dp
 .
Therefore, free energies an be expressed in both ases as
F = −β−1 lnZ, Z =
∫
Σ
exp(−βV ) dν (4.1)
where β = 1/(kBT ) (T denotes the temperature and kB the Boltzmann onstant). The Boltzmann-
Gibbs measure exp(−βV )dν is dened for a referene positive measure dν, whih has support Σ.
We will onsider here that Σ is a submanifold of R3N , but all the results extend to the ase when
Σ is a submanifold of T3N (the 3N -dimensional torus, whih arises when using periodi boun-
dary onditions). The statistis of the system are ompletely dened by (V, ν). We onsider here
that (V, ν) is labeled using a d-dimensional parameter z (with d≪ 3N) whih haraterizes the sys-
tem at some oarser level. Examples of suh parameters are ξ(q) or λ with the above notations. In
the alhemial ase, the parameter z = λ is independent of the urrent onguration of the system.
This hapter is organized as follows. In Setion 4.1, we reall the usual Jarzynski equality when
omputing free-energy dierenes using nonequilibrium dynamis (stated for alhemial transi-
tions), and present an extension to the reation oordinate ase. We then present, in Setion 4.2,
an equilibration of the nonequilibrium dynamis, whih ensures that the sample is always anoni-
ally distributed even for fast swithings. In Setion 4.3, we present a new algorithm for sampling
paths governed by stohasti dynamis. Sampling paths an be useful to ompute free energy
dierenes, and in any ases, uses tehniques reminisent from free energy omputation shemes.
Finally, we present adaptive dynamis in Setion 4.4, proposing a unied framework, new parallel
implementations and a proof of onvergene using entropy estimates in a spei ase.
4.1 Nonequilibrium omputation of free energy dierenes
4.1.1 The Jarzynski equality (The alhemial ase)
Markovian nonequilibrium simulations
The usual way to ahieve a nonequilibrium swithing is to perform a time inhomogeneous
irreduible Markovian dynamis
t 7→ Xt, X0 ∼ µ0, (4.2)
for t ∈ [0, T ], and a smooth shedule t 7→ λ(t) verifying λ(1) = 0 and λ(T ) = 1. The variable x
an represent the whole degrees of freedom (q, p) of the system, or only the onguration part q.

















−βVλ(q) dq. When we do not wish to preise further the dynamis, we simply all
x the onguration of the system, Hλ(x) its energy and dµλ(x) the invariant measure. The atual
invariant measure should be lear from the ontext.
The dynamis is suh that for a xed λ ∈ [0, 1], the Boltzmann distribution dµλ is invariant.
For example, the Langevin dynamis (3.47) or its overdamped limit (3.38) an be onsidered. In
this last ase, Xt = qt and the evolution of the system is given by
dqt = −∇V (qt) dt+ σ dWt,
with σ2 = 2/β and Wt a standard Wiener proess.
Denoting by ps,t(x, y)dy = E (Xt ∈ dy|Xs = x) the density kernel of the proess, the evolution
of the proess law is haraterized by the bakward Kolmogorov equation (t and y being given):
∂sps,t(., y) = −Lλ(s) (ps,t(., y)) ,
or its forward version (s and x being given):
∂tps,t(x, .) = L
∗
λ(t) (ps,t(x, .)) .
The operator Lλ(t) is alled the innitesimal generator of the dynamis, and L
∗
λ(t) is its dual. The




Lλ(t)(ϕ)dµλ(t) = 0. (4.4)
When the shedule is suiently slow, the dynamis is said quasi-stati, and the law of the
proess Xt is assumed to stay lose to its loal steady state throughout the transformation. This
is out of reah at low temperature (more preisely, large deviation results [112℄ ensure that the
typial esape time from metastable states grows exponentially fast with β, whih ompells quasi-
stati transformations to being exponentially slow with β). It is therefore interesting to onsider
approahes built on swithed Markovian dynamis, but able to deal with reasonably fast transition
shemes.
Importane weights of non equilibrium simulations.








the out of equilibrium virtual work indued on the system during the time interval [0, t]. The
quantityWt gives the importane weights of nonequilibrium simulations with respet to the target
equilibrium distribution. Indeed, it was shown in [187℄ that
E(e−βWt) = e−β(F (λ(t))−F (0)). (4.5)
This utuation equality is known as the Jarzynski's equality, and an be derived through a
Feynman-Ka formula [177℄, as follows: onsider the Feynman-Ka density kernel dened by∫






and haraterized by the following extended bakward Komogorov evolution:
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Therefore, taking ϕ = 1, it follows
E(e−βWt) = e−β(F (λ(t))−F (0)),
and Jensen's inequality then gives
E(Wt) ≥ F (λ(t)) − F (0).
This inequality is an equality if and only if the transformation is quasi-stati on [0, t]; in this ase
the random variable Wt is atually onstant and equal to ∆F . When the evolution is reversible,
this means that equilibrium is maintained at all times.
As an improvement, we will see how to avoid the exponential importane weights of the none-
quilibrium paths by a seletion rule between replias (see Setion 4.3.3).
4.1.2 The Jarzynski equality (The reation oordinate ase)
Nonequilibrium omputations of free energy dierenes in the reation oordinate setting using
stohasti dynamis ould be performed using soft onstraints to swith between the initial state
entered on the submanifold {ξ(q) = z0} and the nal state entered on {ξ(q) = z1}. Steered
moleular dynamis tehniques use for example a penalty term K(ξ(q)− z)2 in the energy of the
system [267℄ (with K large) to 'softly' onstraint the system to remain lose to the submanifold
{ξ(q)− z = 0}, and varying the value z from 0 to 1 in a nite time T . It is shown in [177℄ how to
use suh a biasing potential to exatly ompute free energy dierenes (even for a nite K), whih
is of partiular interest for experimental studies. From a omputational viewpoint however, it is
expeted that large values of K require small integration time steps. Moreover, it is observed in
pratie that the statistial utuations inrease with larger K (see [267℄). Instead, we propose to
replae the sti onstraining potential K(ξ(q)− z)2 by a projetion onto the submanifold {ξ(q)−
z = 0}. This situation is reminisent of the ase of moleular onstraints, that an be enfored
using a sti penalty term, or more elegantly and often more eiently, using some projetion
of the dynamis involving Lagrange multipliers. This is the spirit of the well known SHAKE
algorithm [295℄.
We present here a nonequilibrium stohasti dynamis and an equality that allow to ompute
free energy dierenes between states dened by dierent values of a reation oordinate. The
dynamis relies on a projetion onto the urrent submanifold at eah time step, and we use the
Lagrange multipliers assoiated with this projetion to estimate the free energy dierene. More
preisely, we use the dierene between these Lagrange multipliers and the external foring term
required for the nite time swithing (see for example the disretization (4.43)). The main results
of this setion are the Feynman-Ka equality of Theorem 4.1 (whih extends the proof of [177℄ to
hard onstraints), as well as the assoiated disretizations (4.45) and (4.46).
We rst present the equilibrium omputation of free energy dierenes using projeted sto-
hasti dierential equations, before turning to the extension to the non-equilibrium ase.
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Equilibrium omputation of free energy dierenes in the reation oordinate ase
The aim of this setion is to introdue the denitions of the free energy and the mean fore in the
reation oordinate setting, and to reall how thermodynami integration is used to ompute free
energy dierenes. The omputation of the mean fore is based on projeted stohasti dierential
equations (SDE). The presentation is done for a one-dimensional reation oordinate (the extension
to the multi-dimensional ase being postponed until the end of this setion) and the dynamis used
is an extension of the overdamped Langevin dynamis.
Free energy and mean fore
The state of the system is haraterized by the value of a reation oordinate ξ : M→ [0, 1].
The funtion ξ is supposed to be smooth and suh that ∇ξ(q) 6= 0 for all q ∈ M. For a given value
z ∈ [0, 1], we denote by Σz the submanifold
Σz = { q ∈M, ξ(q) = z } (4.8)
and we assume that
⋃
z∈[0,1]Σz ⊂ M. For eah point q ∈ Σz, we also introdue the orthogonal
projetion operator P (q) onto the tangent spae to Σz at point q dened by:
P (q) = Id− ∇ξ ⊗∇ξ|∇ξ|2 (q), (4.9)
where ⊗ denotes the tensor produt. The orthogonal projetion operator on the normal spae to
Σz at point q is dened by P
⊥(q) = Id− P (q).
The free energy is then dened as





exp(−βV ) dσΣz , (4.11)
where for any submanifold Σ of R3N , σΣ denotes the Lebesgue measure indued on Σ as a
submanifold of R3N . The assoiated Boltzmann probability measure is
dµΣz = Z
−1
z exp(−βV ) dσΣz . (4.12)
Remark 4.1 (On the denition of the free energy). Two omments are in order about
formula (4.10). First, this formula is valid up to an additive onstant, whih is not important
when onsidering free energy dierenes. Seond, the potential V in (4.11) may be a potential
dierent from the atual potential seen by the partiles. More preisely, if the partiles evolve in




exp(−βV ) δξ(q)−z ,





This amounts to onsidering (4.10)(4.11) with V replaed by an eetive potential V +β−1 ln |∇ξ|
(see Remark 4.2 for the ase of a multi-dimensional onstraint). With this denition,∫
M
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but the free energy dierenes F (z1)−F (z2) depend on the hoie of the reation oordinate (and
not only on the level sets Σz).
Sine the results we present here hold irrespetive of the physial signiation of the poten-
tial V , we may assume without loss of mathematial generality that the free energy is indeed given
by (4.10)(4.11), and the hoie of the denition of the free-energy is left to the user. Let us
emphasize that, in pratie, the umbersome omputation of the gradient of the additional term
β−1 ln |∇ξ| in the modied potential (whih intervenes in the projeted SDEs we use, see (4.39)
(4.40) or (4.41)(4.42)) an be avoided resorting to some nite dierenes, as explained in [66℄.
Using the o-area formula (see (4.33) and Proposition 4.3 for a proof in the multi-dimensional
ase), it is possible to derive the following expression of the derivative of the free energy F with
respet to z (the so-alled mean fore) (see [83, 320℄):




|∇ξ|2 · (∇V + β
−1H) exp(−βV )dσΣz , (4.13)
where





is the mean urvature vetor eld of the surfae Σz. The free energy an thus be expressed as an





where f is the loal mean fore dened by:
f =
∇ξ
|∇ξ|2 · (∇V + β
−1H). (4.16)
We explain next how it is possible to ompute this average with respet to µΣz , without expliitly
omputing f , by using projeted SDEs. This avoids in partiular the omputation of the mean
urvature vetor H whih involves seond-order derivatives of ξ.
The priniple of thermodynami integration is to reast the free energy dierene
∆F (z) = F (z)− F (0) (4.17)




F ′(y) dy. (4.18)
Therefore, in pratie, thermodynami integration omputation of free-energy is as follows. First,
the free energy dierene ∆F (z) is estimated using quadrature formulae for the integral in (4.18),






where the points {y0, y1, . . . , yK} are in [0, z] and {ω0, ω1, . . . , ωK} are their assoiated weights.
Seond, the derivatives F ′(yi) are omputed as anonial averages over the submanifolds Σyi ,
using projeted SDEs (see next setion).
To obtain a free-energy prole (and not only a free-energy dierene for a xed nal state),
it is possible to approximate the funtion ∆F (z) on the interval [0, 1] by a polynomial. This an
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be done for example by interpolating the derivative F ′ by splines, and integrating the resulting
funtion (onsistently with the normalization ∆F (0) = 0).
Projeted stohasti dierential equations
We now explain how to ompute the mean fore F ′(z) dened by (4.13) using projeted SDEs,
for a xed parameter z. We onsider the solution Qt to the following SDE:{
Q0 ∈ Σz,
dQt = −P (Qt)∇V (Qt) dt+
√
2β−1P (Qt) ◦ dBt,
(4.19)
where Bt is the standard 3N -dimensional Brownian motion and ◦ denotes the Stratonovih pro-
dut. It is possible (see [66℄) to hek that µΣz is an invariant probability measure assoiated
with the SDE (4.19). Under suitable assumptions, whih we assume in the rest of the setion, on
the potential V and the surfae Σz, the proess Qt is ergodi with respet to µΣz . Moreover, the
SDE (4.19) an be rewritten in the following way:
dQt = −∇V (Qt) dt+
√
2β−1dBt +∇ξ(Qt)dΛt, (4.20)
where Λt is a real valued proess, whih an be interpreted as the Lagrange multiplier assoia-
ted with the onstraint ξ(Qt) = z (see the disretization in Setion 4.1.3). This proess an be






The so-alled martingale part Λmt (whose utuation is of order
√





|∇ξ|2 (Qt) · dBt, (4.22)
where · impliitly denotes the It produt. The so-alled bounded variation part Λft (whose u-
tuation is of order ∆t over a timestep ∆t) is
dΛft =
∇ξ
|∇ξ|2 (Qt) · ∇V (Qt) dt+ β
−1 ∇ξ
|∇ξ|2 (Qt) ·H(Qt) dt = f(Qt) dt, (4.23)
f being the loal mean fore dened above by (4.16). Thus, sine Qt is ergodi with respet to
µΣz the mean fore an be obtained as a mean over the Lagrange multiplier Λt:
Proposition 4.1. The mean fore is given by:













Notie that the martingale part dΛmt , whih has the largest utuations, has zero mean. In order
to redue the variane, it is thus numerially onvenient to perform the mean over the bounded
variation part dΛft rather than over the whole Lagrange multiplier dΛt (see Setion 4.1.3).
We refer to [66℄ for a proof of Proposition 4.1, as well as for formulae involving higher di-
mensional reation oordinates. Suh ideas have been used for a long time in the framework of
Hamiltonian dynamis (see [83, 320℄).
The interest of Equation (4.24) is that the SDE (4.20) an be very naturally disretized as
explained in Setion 4.1.3 below. Then, the average over a disretized trajetory of the proess Λt
onverges to F ′(z). This is partiularly onvenient for numerial purposes sine it does not ask for
expliitly omputing the loal fore f . For further details, we refer to [66℄ and to Setion 4.1.3. In
the next setion, we use these ideas for the omputation of the free energy dierene given through
the Jarzynski equality.
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Nonequilibrium stohasti methods in the reation oordinate ase
We wish here to extend the Feynman-Ka formula derived in [177℄ (see Setion 4.1.1) for a
parameter z whih appears only in the potential V , to the reation oordinate ase, where z labels
submanifolds Σz (dened by Equation (4.8)) of the state spae. To this end, we need to make
preise the evolution of the onstraints.
We onsider a C1 path z : [0, T ]→ [0, 1] of values of the reation oordinate ξ, with z(0) = 0,
and z(T ) = 1. Reall that the assoiated family of submanifolds of admissible ongurations is
denoted by
Σz(t) = {q ∈ M, ξ(q) = z(t)} ,
and that the assoiated Boltzmann probability measures are
dµΣz(t) = Z
−1
z(t) exp(−βV )dσΣz(t) .
We onstrut a diusion (Qt)t∈[0,T ] so that Qt ∈ Σz(t) for all t ∈ [0, T ] and (Qt)t∈[0,T ] satises the
following properties:
 Q0 ∼ µΣz(0) ,
 For all t ∈ [0, T ], Qt+dt is the orthogonal projetion on Σz(t+dt) of the position obtained by
the unonstrained displaement: Qt −∇V (Qt)dt+
√
2β−1dBt.
More preisely, the onsidered diusion reads, in the Stratonovih setting:
Q0 ∼ µΣz(0) ,
dQt = −P (Qt)∇V (Qt)dt+
√





With a view to the disretization of Qt, let us notie that Qt an be haraterized by the following
property:
Proposition 4.2. The proess Qt solution to (4.25) is the only It proess satisfying for some
real-valued adapted It proess (Λt)t∈[0,T ]:
Q0 ∼ µΣz(0) ,

















|∇ξ|2 (Qt) · dBt,




(∇V (Qt) dt+ β−1H(Qt)) dt = f(Qt) dt, (4.27)
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The proof of Proposition 4.2 is easy and onsists in omputing dξ(Qt) by It's alulus and
identifying the bounded variation and the martingale parts of the stohasti proesses.
The dierene with the projeted stohasti dierential equation (4.19) onsidered in the ther-
modynami integration setting is that the out-of-equilibrium evolution of the onstraints z(t)
reates a drift ∇ξ(Qt) dΛextt along the reation oordinate. This drift an be interpreted as an
external foring required for the swithing to take plae at a nite rate, and must be subtrated
from the Lagrange multiplier Λt in order to obtain a orret expression for the workW(t) involved
in the Feynman-Ka utuation equality (see Equations (4.43) and (4.45) below). This orretion
is quantitatively important when the swithing is not slow.
The Feynman-Ka utuation equality






where f is the loal mean fore dened above by (4.16). Notie that, at least formally, in the
limit of an innitely slow swithing from z(0) = 0 to z(T ) = 1, Formula (4.30) orresponds to the
thermodynami integration formula (4.18). Formula (4.30) enables the omputation of free energy
dierenes at arbitrary rates, through a orretion onsisting in a reweighting of the nonequilibrium
paths.
In pratie, the nonequilibrium work W(t) an be omputed by using the loal fore part dΛft
(see (4.27)), as in the thermodynami integration method (see (4.24)). Thus, the formula we use





sine Λft an be obtained by a natural numerial sheme (see Setion 4.1.3), avoiding the umber-
some omputations of the mean urvature vetor H in the expression of f (as already explained
above).
We an now state the generalization of the Jarzynski nonequilibrium equality to the ase when
the swithing is parameterized by a reation oordinate.












In partiular, we have the work utuation identity: ∀t ∈ [0, T ],







As in the alhemial ase [177℄, the proof follows from a Feynman-Ka formula (see Theorem 4.2
for a proof in the general multi-dimensional ase ).
Extension to the general multi-dimensional ase and proofs
In this setion, we generalize the previous results for nonequilibrium omputation of free energy
dierenes presented for a one-dimensional reation oordinate to the ase of multi-dimensional
reation oordinates.
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Geometri setting and basi notation and formulae.
We onsider a d-dimensional system of smooth reation oordinates ξ = (ξ1, . . . , ξd) : R
3N →
Rd, non-singular on an open domain M⊂ R3N
∀q ∈M, range(∇ξ1(q), . . . ,∇ξd(q)) = d,
and a smooth path of assoiated oordinates
z = (z1, . . . , zd) : [0, T ]→ Rd.
Aordingly, we dene for all t ∈ [0, T ] a smooth submanifold of odimension d ontained in M:
Σz(t) =
{
q ∈ R3N , ξ(q) = z(t)} ⊂M.
In the onstraints spae Rd, oordinates are labeled by Greek letters and we use the summation
onvention on repeated indies. In the onguration spae R3N , oordinates are labeled by Latin
letters and we also use the summation onvention on repeated indies. We denote by X ·Y = XiYi
the salar produt of two vetor elds of R3N , by M : N =Mi,jNi,j the ontration of two tensor
elds of R3N , and by (X ⊗ Y )i,j = XiYj the tensor produt of two vetor elds of R3N .
The d× d matrix
Gα,γ = ∇ξα · ∇ξγ
is the Gram matrix of the onstraints. It is symmetri and stritly positive on M. We denote by
G−1α,γ the (α, γ) omponent of G
−1
, the inverse matrix of G. At eah point q ∈ M, we dene the
orthogonal projetion operator
P⊥ = G−1α,γ∇ξα ⊗∇ξγ
onto the normal spae to Σξ(q) and the orthogonal projetion operator
P = Id− P⊥
onto the tangent spae to Σξ(q). The mean urvature vetor eld of the submanifold is dened by:







We reall the divergene theorem on submanifolds: for any smooth funtion φ : R3N → R3N
with ompat support, ∫
Σz
divΣ(φ) dσΣz = −
∫
Σz
H · φdσΣz (4.32)
where divΣ(φ) = Pi,j∇iφj denotes the surfae divergene, and σΣz is the indued Lebesgue mea-
sure on the submanifold Σz of R
3N
. We will also use the o-area formula: for any smooth funtion








These denitions and formulae are provided with more details in [66℄.
Free energy and onstrained diusions for multi-dimensional reation oordinates
As in the one-dimensional ase, the Boltzmann-Gibbs distribution restrited on the submanifold
Σz is dened by:
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dµΣz = Z
−1






The assoiated free energy is:
F (z) = −β−1 ln (Zz) .
Remark 4.2 (On the denition of the free energy: the multi-dimensional ase). As in
the one-dimensional ase (see Remark 4.1), if the partiles initially evolve in a potential V , the
lassial denition of the free energy is as above, but with V replaed by an eetive potential




. The omputation of the gradient of this potential in the dynamis then
involves seond-order derivatives of ξ, whih an be approximated in pratie by nite dierenes
(see [66℄).




(∇V + β−1H) . (4.34)
As in the one-dimensional ase (see Equation (4.15)), we obtain the derivative of the mean fore
by averaging the loal mean fore:





Proposition 4.3 is a orollary of










G−1α,γ∇ξγ · ∇ϕ− βfαϕ
)
exp(−βV )dσΣz .
Proof. It is enough to prove the formula in the ase V = 0, up to a modiation of the test
funtion ϕ. For any test funtion g : R→ R with ompat support, we have (using suessively an

























g ◦ ξα∇ ·
(
















whih gives the result using the expression (4.31) of the mean urvature vetor H .
We now dene the onstrained diusion (whih generalizes (4.25)):
Q0 ∼ µΣz(0) ,
dQt = −P (Qt)∇V (Qt)dt+
√





γ(t)dt, ∀1 ≤ α ≤ d.
(4.35)
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The stohasti proess Qt an be haraterized by the following property:
Proposition 4.4. The proess Qt solution to (4.35) is the only It proess satisfying for some
adapted It proesses (Λ1,t, . . . , Λd,t)t∈[0,T ] with values in Rd:
Q0 ∼ µΣz(0) ,
















the loal fore part (see (4.34) for the denition of fα)
dΛfα,t = fα(Qt)dt,






The proof onsists in omputing dξ(Qt) by It's alulus and identifying the bounded variation
and the martingale parts of the stohasti proesses.
The Feynman-Ka utuation equality
Theorem 4.1 is generalized as:
Theorem 4.2 (Feynman-Ka utuation equality). Let us dene the nonequilibrium work























In partiular, we have the work utuation identity: ∀t ∈ [0, T ],







Proof. For any s ∈ [0, T ] and x ∈M, let us introdue (Qs,xt )t∈[s,T ], the stohasti proess satisfying
the SDE (4.35), starting from x at time s:
Qs,xs = x,
dQs,xt = −P (Qs,xt )∇V (Qs,xt )dt+
√







γ(t)dt, ∀1 ≤ α ≤ d.
(4.38)
Notie that for any s ∈ [0, T ], there is an open neighborhood (s−, s+)×Ms of (s,Σz(s)) in R×M
suh that the diusion (Qs,xt )t∈[s,T ] remains in M almost surely. This holds sine this proess
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satises dξ(Qs,xt ) = z
′(t) dt and therefore ξ(Qs,xt ) = ξ(x) + z(t)− z(s). This gives usual regularity
assumptions suient to get a bakward semi-group (t being from now on xed in (0, T ) and s
varying in [0, t]):














satisfying the following partial dierential equation (PDE) on (s−, s+)×Ms:
∂su = −Ls(u(s, .)) + βz′α(s)fαu,
where Ls is the generator of the diusion Qt solution to (4.35):
Ls = β
−1P : ∇2 − P∇V · ∇+ β−1H · ∇+ z′γ(s)G−1α,γ∇ξα · ∇.























by the divergene theorem (4.32). Therefore∫
Σz(t)
u(t, .) exp(−βV )dσΣz(t) =
∫
Σz(0)
u(0, .) exp(−βV )dσΣz(0) ,
whih yields∫
Σz(t)












where Qt satises (4.35). This proves (4.36), and (4.37) is obtained by taking ϕ = 1. ⊓⊔
4.1.3 Pratial omputation of free energy dierenes
We present in this setion numerial strategies suited for the reation oordinate ase, the
numerial disretization of the alhemial ase being trivial.
Disretization of the projeted dynamis
The main interest of the above formulae (4.18)(4.24) and (4.29)(4.30) is that they admit
natural time disretizations. The priniple is to use a preditor-orretor sheme for the assoiated
dynamis (4.19) and (4.25), and to use the Lagrange multiplier Λt to ompute the loal mean
fore f .
Disretization of the projeted diusion (equilibrium ase)
For the projeted SDE (4.20) onto a submanifold Σz = {ξ(q)− z = 0}, two disretizations of
the dynamis, extending the usual Euler-Maruyama sheme, are proposed in [66℄. These numerial
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shemes for onstrained Brownian dynamis are in the spirit of the so-alled RATTLE [8℄ and
SHAKE [295℄ algorithms lassial used for onstrained Hamiltonian dynamis, and also related
with the algorithms proposed in [6, 262,358℄.
The rst one is:{
Qn+1 = Qn −∇V (Qn)∆t+
√
2∆tβ−1 Un +∆Λn+1∇ξ(Qn+1),
where ∆Λn+1 is suh that ξ(Qn+1) = z,
(4.39)
where ∆t is the time step and Un is a 3N -dimensional standard Gaussian random vetor. Notie
that (4.39) admits a natural variational interpretation, sine Qn+1 an be seen as the losest point
on the submanifold Σz to the predited position Qn−∇V (Qn)∆t+
√
2∆tβ−1 Un. The real ∆Λn+1
is then the Lagrange multiplier assoiated with the onstraint ξ(Qn+1) = z.
Another possible disretization of (4.20) is{
Qn+1 = Qn −∇V (Qn)∆t+
√
2∆tβ−1 Un +∆Λn+1∇ξ(Qn),
where ∆Λn+1 is suh that ξ(Qn+1) = z.
(4.40)
Although this sheme is not naturally assoiated with a variational priniple, it may be more
pratial sine its formulation is more expliit. Notie also that we use the same notation ∆Λn for
the Lagrange multipliers for both (4.39) and (4.40) (and later for (4.41) and (4.42)), sine all the
formulas we state in terms of ∆Λn are veried whatever the onstrained dynamis.
To solve Equation (4.39), lassial methods for optimization problems with onstraints an be
used. We refer to [135℄ for a presentation of the lassial Uzawa algorithm, and to [36℄ for more
advaned methods. Problem (4.40) an be solved using lassial methods for nonlinear problems,
suh as the Newton method (see [36℄). We also refer to Chapter 7 of [205℄ where similar problems
are disussed, for the lassial RATTLE and SHAKE shemes used for Hamiltonian dynamis with
onstraints.
Both shemes are onsistent (the disretization error goes to 0 when the time step ∆t goes to















whih is the disrete ounterpart of the trajetory average (4.24). In [66℄, a variane redution
tehnique is proposed, whih onsists in extrating the bounded variation part ∆Λfn of ∆Λn
(resorting loally to reversed Brownian inrements). We give some details of an adaptation of
this method for evolving onstraints in next setion.
Disretization with evolving onstraints
When nonequilibrium dynamis are onsidered, the onstraint is stated as ξ(Qt) = z(t). The
reation oordinate path is rst disretized as {z(0), . . . , z(tNT )} where NT is the number of
timesteps. For example, equal time inrements an be used, in whih ase ∆t = TNT and tn = n∆t
(we refer to Remark 4.3 below for some renements). The initial onditions Q0 are sampled
aording to µΣ0 . A way to do that is to subsample a long trajetory of the projeted SDE on Σ0
(using the shemes (4.39) or (4.40)).
The projeted SDE on evolving onstraints (4.25) is then disretized with the sheme (4.39)
or (4.40), taking into aount the evolution of the onstraint:{
Qn+1 = Qn −∇V (Qn)∆t+
√
2∆tβ−1 Un +∆Λn+1∇ξ(Qn+1),
where ∆Λn+1 is suh that ξ(Qn+1) = z(tn+1),
(4.41)
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or {
Qn+1 = Qn −∇V (Qn)∆t+
√
2∆tβ−1 Un +∆Λn+1∇ξ(Qn),
where ∆Λn+1 is suh that ξ(Qn+1) = z(tn+1).
(4.42)
It remains to extrat the fore part ∆Λfn+1 from the disretized Lagrange multiplier ∆Λn+1
(onsistently with (4.26)). We propose two methods. First, this an be done by simply subtrating
the drift and the martingale part






|∇ξ(Qn)|2 · Un. (4.43)
Another possibility in the spirit of the variane redution tehniques used in [66℄ an also be used.
Consider the following oupled dynami with loally time-reversed onstraint evolution (written
here for the sheme (4.41)):
QRn+1 = Qn −∇V (Qn)∆t−
√
2∆tβ−1 Un +∆ΛRn+1∇ξ(QRn+1),
with ∆ΛRn+1 suh that:
1
2
(ξ(QRn+1) + ξ(Qn+1)) = ξ(Qn).
The positionQRn+1 is omputed asQn+1 in (4.41), but with a projetion on Σ2ξ(Qn)−ξ(Qn+1) instead




∆tUn. Notie that in ase
of a onstant inrement for the onstraints, we have ξ(QRn+1) = 2ξ(Qn)− ξ(Qn+1) = z(tn−1). The











Computation of free energy using a Feynman-Ka equality
The onsistent disretization of Qt, and more preisely of
∫ tn+1
tn
dΛft, we have obtained in the
previous setion an now be used to approximate the work W(t) dened by (4.29) byW0 = 0,Wn+1 =Wn + z(tn+1)− z(tn)




using either the dynamis (4.41) or (4.42), and the loal fore part of the Lagrange multiplier
omputed by (4.43) or (4.44). Averaging overM independent realizations (the orresponding works
being labeled by an upper index 1 ≤ m ≤M), an estimator of the free energy dierene ∆F (z(T ))
is, using Theorem 4.1,











The estimator ∆̂F (z(T )) onverges to ∆F (z(T )) as ∆t → 0 and M → +∞. It is lear that the
estimation of ∆F (z(T )) by (4.46) is straightforward to parallelize sine the (WmNT )1≤m≤M are
independent.
For a xedM < +∞, notie that, even in the limit ∆t→ 0, ∆̂F (z(T )) is a biased estimator. In-
deed,
exp(−β∆̂F (z(T ))) is an unbiased estimator of exp(−β∆F (z(T ))), and therefore, using the ona-
vity of ln, E(∆̂F (z(T ))) ≥ ∆F (z(T )). Reent works propose orretions to this systemati bias
using asymptoti expansions in the limit M → +∞ (see for instane [286,378℄).
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Remark 4.3 (On pratial implementation). Notie that it may be useful to adaptively rene
the time step over eah stohasti trajetories, using for example the work evolution rate (Wn −
Wn−1)n≥1 as a renement riterion. As notied in [286℄, it is also possible to optimize the evolution
of the onstraint z(t), for example by minimizing the variane of the results obtained for a priori
shedules for the evolving onstraint on a small set of preliminary runs.
The numerial sheme in the multi-dimensional ase
The adaptation of the algorithm we propose for the one-dimensional ase to the multi-
dimensional ase is straightforward. Indeed, the generalizations of shemes (4.41) and (4.42) to
the multi-dimensional ase are, respetively:{
Qn+1 = Qn −∇V (Qn)∆t+
√
2∆tβ−1 Un +∆Λα,n+1∇ξα(Qn+1),
where (∆Λα,n+1)1≤α≤d is suh that ξ(Qn+1) = z(tn+1),{
Qn+1 = Qn −∇V (Qn)∆t+
√
2∆tβ−1 Un +∆Λα,n+1∇ξα(Qn),
where (∆Λα,n+1)1≤α≤d is suh that ξ(Qn+1) = z(tn+1).
The fore part∆Λfα,n of∆Λα,n is obtained by similar proedures as those desribed in Setion 4.1.3.
For example, the generalization of (4.43) is:
∆Λfα,n+1 = ∆Λα,n+1 −G−1α,γ(Qn) (zγ(tn+1)− zγ(tn)) +
√
2∆tβ−1G−1α,γ∇ξγ(Qn) · Un.
The generalization of (4.44) is also straightforward.
Now, the estimator ∆̂F (z(T )) of the free energy dierene ∆F (z(T )) is given by (4.46), with
the following approximation of the work W(t):W0 = 0,Wn+1 =Wn + zα(tn+1)− zα(tn)
tn+1 − tn ∆Λ
f
α,n+1,
whih generalizes (4.45). Notie that Remark 4.3 also holds for a multi-dimensional reation o-
ordinate.
4.1.4 Numerial results
We present in this setion some illustrations of the algorithm we have desribed above to
ompute free energy dierenes through nonequilibrium paths. In Setion 4.1.4, a two-dimensional
toy potential V is used, for whih we an ompare the results with analytial proles. A more
realisti test ase in Setion 4.1.4 demonstrates the ability of the method to ompute free energy
proles in presene of a free energy barrier.
Our aim in this setion is not to ompare the numerial eieny of the thermodynami
integration method presented (or any other method) with nonequilibrium omputations, sine it
is diult to draw general onlusions about suh omparisons. However, we ompare on a simple
example in Setion 4.1.4, the numerial eieny of out-of-equilibrium omputations using a few
long trajetories or many short trajetories, at a xed omputational ost.
A two-dimensional toy problem
We onsider the two-dimensional potential introdued in [365℄:
V (x, y) = cos(2πx)(1 + d1y) + d2y
2, (4.47)






























Fig. 4.1. Plot of some probability densities orresponding to the potential (4.47) for β = 1, d2 = 2π
2
,
and d1 = 0 on the left or d1 = 10 on the right.
where d1 and d2 are two positive onstants. Some orresponding Boltzmann-Gibbs probability
densities are depited in Figure 4.1.
We want to ompute the free energy dierene prole between the initial state x = x0 = −0.5
and the transition state x = x1 = 0. Notie that the saddle point is (x1, y1) = (0, 0) for d1 = 0, but
is inreasingly shifted toward lower values of y1 as d1 inreases. We parameterize the transition
along the x-axis, either with the reation oordinate
ξ(x, y) =
x− x0
x1 − x0 , (4.48)












For these reation oordinates, the initial state (resp. the transition state) orresponds to a value of
the reation oordinate z = 0 (resp. z = 1). The analytial expression of the free energy dierene
that we onsider here is, for a reation oordinate ν(x, y) (suh as ξ or ηn dened above)








where the distribution δν(x,y)−z is dened in Remark 4.1 above. Notie that even though the initial
state Σ0 = {x = −0.5} and the nal state Σ1 = {x = 0} are the same for the reation oordinates
ξ and ηn, the assoiated free energy dierenes dier. This is due to the fat that ∇ξ 6= ∇ηn, and
therefore δξ(x,y)−z 6= δηn(x,y)−z. More preisely,





xξ(z) = x0 + z(x1 − x0),
and
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xηn(z) = x0 + ((2
n − 1)z + 1)1/n − 1)(x1 − x0).
Free energy proles for the two reation oordinates onsidered here an then be omputed
using the disretization proposed in Setion 4.1.3. Averaging over several realizations, error esti-
mates an be proposed: in partiular, the standard deviation an be omputed for all intermediate
points z ∈ [0, 1], so that, for all values z, a ondene interval around the empirial mean an
be proposed. We represent on Figure 4.2 the analytial proles, and the lower and upper bounds
of the 95% ondene interval for M = 103 and M = 104, using here and heneforth a linear
shedule: z(t) = t/T . The initial onditions are reated by subsampling a trajetory onstrained
to remain on the initial submanifold Σ0. As announed above, the proles obtained with ηn and ξ
are not exatly the same, though the general shape is preserved. These gures also show that the
variane inreases with z. Therefore, to further test the onvergene of the method, it is enough
here to haraterize the onvergene of the value for the end point at z = 1.


















































Fig. 4.2. Free energy proles using the potential (4.47) with β = 1, d1 = 30 and d2 = 2π
2
, and the
reation oordinate (4.48) on the left, or the reation oordinate (4.49) with n = 5 on the right. Analytial
referene proles are in dotted lines. The dashed lines (resp. the solid lines) represent the upper and lower
bound of the 95% ondene interval (obtained over 100 independent realizations) for nonequilibrium
omputations with M = 103 replias (resp. with M = 104 replias). The swithing time is T = 1 and the
time step is ∆t = 0.005 on the left and ∆t = 0.0025 on the right.
We study the onvergene of the end value ∆F (1) omputed with the out-of-equilibrium dy-
namis with respet to the number of replias M and the time step ∆t, using the reation oordi-
nate (4.48) as an example. The results are presented in Table 4.1. The time step ∆t does not seem
to have any notieable inuene on the nal result, as long as it remains in a reasonable range. As
expeted, the error gets smaller as M inreases.
In Table 4.1, we also show that, in this partiular ase, for a xed omputational ost and
provided that the swithing time is large enough
1
, omputing many short trajetories is as eient
as omputing a few longer ones (the mean and the variane are essentially unhanged). This
onlusion also holds for the more realisti test ase presented in next setion. The omputation
of many trajetories an be straightforwardly and very eiently parallelized.
1
Of ourse, this threshold time depends on the system under study.
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We nally mention that we are able to exhibit the bias of the Jarzynski estimator in this
partiular ase (see Setion 4.1.3 and [378℄). We observe that the estimator ∆̂F (z(T )) is generally
greater than ∆F (z(T )). More preisely, averaging over 104 realizations, with the parameters T = 1
and ∆t = 0.005, we obtain the following 95 % ondene intervals for ∆̂F (z(T )), for various values
of M : ∆̂F (z(T )) = 2.0576± 0.0059 for M = 103, ∆̂F (z(T )) = 2.0095± 0.0026 for M = 104, and
∆̂F (z(T )) = 2.00075± 0.0010 for M = 105. As expeted, the bias goes to zero when M →∞.
Table 4.1. Free energy dierenes ∆F (1) obtained by nonequilibrium omputations for the rea-
tion oordinate (4.48) with β = 1, d1 = 1 and d2 = 30. The results are presented as follows:
E
“d∆F (z(T ))” „rVar“d∆F (z(T ))”« (the estimates of these quantities are obtained by averages over
100 independent runs). The exat value is ∆F (1) = 2.
∆t T M ∆̂F (z(T ))
0.001 1 103 2.056 (0.274)
0.0025 1 103 2.033 (0.259)
0.005 1 103 2.076 (0.286)
0.01 1 103 2.073 (0.278)
0.005 1 103 2.076 (0.286)
0.005 1 104 2.014 (0.116)
0.005 1 105 2.001 (0.045)
∆t T M ∆̂F (z(T ))
0.005 1 104 2.014 (0.116)
0.005 10 103 1.999 (0.029)
0.005 100 102 2.001 (0.025)
0.005 1000 101 1.997 (0.022)
Model system for onformational hanges inuened by solvation
We onsider a system omposed of N partiles in a periodi box of side length l, interating










+ ǫ if r ≤ r0,
0 if r > r0,
where r denotes the distane between two partiles, ǫ and σ are two positive parameters and
r0 = 2
1/6σ. Among these partiles, two (numbered 1 and 2 in the following) are designated to
form a dimer while the others are solvent partiles. Instead of the above WCA potential, the
interation potential between the two partiles of the dimer is a double-well potential
VS(r) = h
[





where h and w are two positive parameters. The potential VS exhibits two energy minima, one
orresponding to the ompat state where the length of the dimer is r = r0, and one orresponding
to the strethed state where this length is r = r0 + 2w. The energy barrier separating both states
is h. Figure 4.3 presents a shemati view of the system.
The reation oordinate used is
ξ(q) =
|q1 − q2| − r0
2w
, (4.51)
where q1 and q2 are the positions of the partiles forming the dimer. The ompat state (resp. the
strethed state) orresponds to a value of the reation oordinate z = 0 (resp. z = 1).
The parameters used for the simulations are: β = 1, ǫ = 1, σ = 1, h = 1, w = 0.5 and
N = 16. We still use a linear shedule: z(t) = t/T . The side length l of the simulation box


























































































































































































































































































































Fig. 4.3. Shemati views of the system, when the dimer is in the ompat state (Left), and in the
strethed state (Right). The interation of the partiles forming the dimer is desribed by a double well
potential. All the other interations are of WCA form.
takes two values: l = 1.3 (high density state) and l = 3 (low density state). Figure 4.4 presents
some plots of the free energy dierene proles omputed using nonequilibrium dynamis, as well
as thermodynami integration referene proles. The results show that nonequilibrium estimates
are onsistent with thermodynami integration. Our experiene on this partiular example also
shows that it is omputationally as eient to simulate several short nonequilibrium trajetories
(provided the swithing time is not too small, say, T ∼ 1 in the units used here, so that the
diusion proess an take plae), or one single long trajetory where the swithing is done slowly
(as already observed in the previous example).
The free energy proles highlight the relative stabilities of the two onformations of the dimer:
at low densities (Figure 4.4, Left) the strethed onformation has a lower free energy and is thus
expeted to be more stable (this an indeed be veried by running long moleular dynamis
trajetories and monitoring the time spent in eah onformation). When the density inreases,
the ompat onformation beomes more and more likely. At the density onsidered in Figure 4.4
(Right), the ompat state already has a free energy slightly smaller than the strethed state.
Notie also that the free energy barrier inreases as the density inreases, so that spontaneous
transitions are less and less frequent. But sine we know here a reation oordinate, we an enfore
the transition. This prevents us from running and monitoring long trajetories to get suient
statistis to ompare relative ourrenes of both states.
4.2 Equilibration of the nonequilibrium omputation of free energy
dierenes
We present in this setion a omplementary approah to the above nonequilibrium strategies in
the Jarzynski way, to prevent the degeneray of weights. It is similar to the method of [174℄, known
as "population Monte-Carlo", in whih multiple replias are used to represent the distribution
under study. A weight is assoiated to eah replia, and resamplings are performed at disrete
xed times to avoid degeneray of the weights. This methodology is widely used in the elds of
Quantum Monte Carlo [13,289℄ or Bayesian Statistis, where it is referred to as Sequential Monte
Carlo [84,85℄. Note that in the probability and statistis elds, eah simulation is alled a 'walker'
or 'partile'; we use here the name 'replia', whih is more apppropriate to the Moleular Dynamis
ontext.
The method used here extends the population Monte-Carlo method to the time-ontinuous
ase. It onsists in running M replias of the system in parallel, resorting typially to a stohasti
dynami, and onsidering exhanges between them, aording to a ertain probabiliti rule depen-
ding on the work done on eah system. This proedure an be seen as automati time ontinuous
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Fig. 4.4. Comparison of free energy dierene proles using the reation oordinate (4.51), at low densities
(l = 3) on the left, and high densities (l = 1.3) on the right. The double well potential VS is represented
in dashed line. The referene free energy dierene prole omputed with a very preise thermodynami
integration is represented in dotted line. We used NTI = 101 thermodynami integration points (uniformly
distributed over (0, 1)) and averaged the mean fore over MTI = 10
7
ongurations for eah xed value of
z. The upper and lower bounds of the 95% ondene interval (obtained over 50 independent realizations)
for out-of-equilibrium omputations are represented with solid lines. We used M = 1000 nonequilibrium
trajetories, a swithing time T = 1, and a timestep ∆t = 0.0005 (left) or ∆t = 0.00025 (right).
resampling, and all replias have the same weight at any time of the simulation. This method
drastially inreases the number of signiative transitions paths in nonequilibrium simulations.
The set of all replias (or walkers) is alled an 'Interating Partile System' (IPS) [248℄, and an
be seen as a geneti algorithm where the mutation step is the stohasti dynamis onsidered.
This method also allows to end up the simulation with a well distributed sample of ongura-
tions. It is therefore a way to perform simulated annealing [193℄ rigorously: the idea is to swith
slowly from an initial simple sampling problem, to the target sampling problem, through a well
hosen interpolation. This allows to attain deeper loal minima, but, due to its nonequilibrium
nature, is not eient as suh to sample aurately the target measure. We mention that varia-
tions have been proposed, espeially tempering methods (see [180℄ for a review), the most famous
being parallel tempering [225℄. These methods onsider an additional parameter desribing the
onguration system (e.g. the temperature), and sample those extended ongurations aording
to some stohasti rules. However, these methods asks for a prior distribution of the additional
parameters (for example a temperature ladder in parallel tempering method), whih are usually
estimated through some preliminary runs [180℄.
We rst present the IPS approximation (in the alhemial ase for simpliity, though the
results an easily be extended to the reation oordinate ase), as well as onvergene results of
the disretized measure to the target measure. A justiation through a mean-eld interpretation
is then proposed in Setion 4.2.2. The numerial implementation of the IPS method is eventually
disussed.
4.2.1 The IPS and its statistial properties
We use here the notations and denitions of Setion 4.1.1. Reall that the potential of mean






is the average fore applied to the system during an innitely slow transformation. The rst step is
to rewrite the Feynman-Ka formula (4.7) by introduing a dihotomy when a replia is reeiving
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either exess or deit work ompared to the potential of mean fore. To this end, we dene
respetively the exess and deit fore, and the exess and deit work as

































We now present the partile interpretation of (4.53) enabling a numerial omputation through
the use of empirial distributions. Consider M Markovian systems desribed by variables Xkt
(1 ≤ k ≤M). We approximate the virtual fore and the Boltzmann distribution by their empirial
















This naturally gives from denitions (4.52) empirial approximations of exess/deit fores
f
M,ex/de
t and worksWk,ex/det . The replias evolve aording to a branhing proess with the follo-
wing stohasti rules (see [289,290℄ for further details):
Interating partile system proess
Proess 4.1. Consider an initial distribution (X10 , . . . , X
M
0 ) generated from dµ0(x). Generate
independent times τk,b1 , τ
k,d
1 from an exponential law of mean β
−1
(the uppersripts b and d




For 0 ≤ t ≤ T ,
(1) Between eah jump time, evolve independently the replias Xkt aording to the dyna-
mis (4.2);






an index l ∈ {1, . . . ,M} is piked at random, and the onguration of the k-th replia
is replaed by the onguration of the l-th replia. A time τk,dn+2 is generated from an
exponential law of mean β−1;






an index l ∈ {1, . . . ,M} is piked at random, and the onguration of the l-th replia
is replaed by the onguration of the k-th replia. A time τk,bn+2 is generated from an
exponential law of mean β−1.
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The seletion mehanism therefore favors replias whih are sampling values of the virtual work
Wt lower than the empirial average. The system of replias is 'self-organizing' to keep loser to a
quasi-stati transformation.
In [248, 289℄, several onvergene results and statistial properties of the replias distribution
are proven. They are summarized in the following
Proposition 4.5. Assume that (t, x) 7→ ∂Hλ(t)∂λ (x) is a ontinuous bounded funtion on [0, T ] ×
T ∗M (or [0, T ]×M in the ase of overdamped Langevin dynamis), and that the dynamis (4.2)










is an unbiased estimator of e−β(F (λ(t))−F (0));
(ii) For all test funtion ϕ, the estimator
∫
ϕ dµMλ(t) is an asymptotially normal estimator of∫
ϕ dµλ(t), with bias and variane of order M
−1
.
The proof follows from Lemma 3.20, Proposition 3.25 and Theorem 3.28 of [248℄ (see also [289,
290℄ for further details). The unbiased estimation of un-normalized quantities is a very usual pro-
perty in partile system methods. It omes from the fundamental property that at eah time step,
eah replia may branh with a number of osprings equal in average to its relative importane
weight.
Let us emphasize that the sample (Xkt )1≤k≤M is in partiular an empirial approximation of
the anonial measure dµλ(t) for all t, and that no exponential reweighting of the works needs to be
done at the end of the simulation to obtain the free energy dierenes. In the ase of interating
















whih, by Proposition 4.5, is asymptotially normal with bias and variane of order M−1, and the








it therefore holds in the limit M → +∞,
E(Wt) = F (λ(t)) − F (0), (4.55)
whih should be ompared to (4.5). Notie however that the notion of a single trajetory is only
formal and has no meaning sine all trajetories interat ontinuously. The above equality has
only a pedagogial purpose.
4.2.2 Consisteny through a mean-eld limit
In order to prove the onsisteny of the IPS approximation, we onsider the ideal setting where
the number of replias goes to innity (M → +∞). This point of view is equivalent to a mean-eld
or M Kean interpretation of the IPS (denoted by the supersript 'mf'). In this limit, the behavior
of any single replia, denoted by Xmft , is then independent from any nite number of other ones.
We shall onsider the mean eld distribution
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The assoiated mean eld exess/deit fore f
mf,ex/de
t and works Wmf,ex/det are dened as
in (4.52). In view of Proess 4.1, the stohasti proess Xmft is a jump-diusion proess whih
evolves aording to the following stohasti rules:
Mean-field jump-diffusion proess





exponential law of mean β−1, and initialize the jump times T b/d as T d0 = 0, T
b
0 = 0.
For 0 ≤ t ≤ T ,
(1) Between eah jump time, t 7→ Xmft evolves aording to the dynamis (4.2);










(3) At random times T bn+1 dened by
E(Wmf,det )|t=T bn+1 − E(W
mf,de
t )|t=T bn = τbn+1,




Remark 4.4. Note that, in the treatment of the deit work, we take in Proess 4.2 the point of
view of the jumping replia; whereas in Proess 4.1, we take the point of view of the attrating
replia whih indues a branhing.
From the above probabilisti desription, we an derive the Markov generator of the mean-eld
proess, given by the sum of a diusion and a jump generator:
Lmft = Lλ(t) + Jt,µmft ,
where the jump generator Jt,µmft is dened as
Jt,µmft (ϕ)(x) = βλ
′(t)
∫
(ϕ(y)− ϕ(x))(fmf,ext (x) + fmf,det (y))dµmft (y).
A straightforward integration gives the fundamental balane identity of the jump generator:
J∗t,µmft (µ
mf











































The latter is exatly the forward evolution equation of the Feynamn-Ka kernel pw0,t dened in (4.6),
and thus
∫






. Using (4.7), this gives the identities:
µmft = µλ(t), Fmft = Fλ(t), fmf,ex/det = f ex/deλ(t) .
and proves the onsisteny of the IPS approximation sheme.
4.2.3 Numerial implementation
In the previous setion, we disretized the measure by onsidering an empirial approxima-
tion. For a numerial implementation to be tratable, it remains to disretize the time evolution.
Notie already that the IPS method indues no extra omputation of the fores, and is therefore
unexpensive to implement. However, although the IPS an be parallelized, the proessors have to
exhange informations at the end of eah time step, whih an slow down the simulation.
For the disretization of the dynamis, we refer to the orresponding setions in Chapter 3. It
only remains to preise the disretization of the seletion operation. We onsider for example the
























To get a time diretization of the IPS, Proess 4.1 is mimiked using the following rules:
 the time integrals are hanged into sums;
 the seletion times are dened as the rst disrete times exeeding the exponential loks
τb/d.
Further details about the numerial implementation an be found in [291℄. Note that one an nd
more elaborate methods of disretization of the IPS (see [290℄), but this one seems to be suient
in view of the intrinsi errors introdued by the disretization of the dynamis.
4.2.4 Appliations of the IPS method
Computation of anonial averages
The most obvious appliation of the IPS method is the omputation of phase-spae integrals,
sine an unweighted sample of all Boltzmann distributions (µλ(t))t∈[0,T ] is generated. The sample
obtained an of ourse be improved by some additional sampling proess (aording to a dynamis
leaving the target anonial measure invariant). This will deorrelate the replias and may inrease
the quality of the sample.
We onsider for example a pentane moleule, and a ooling proess from β = 1 to β = 2, in
the ase when the Lennard-Jones interations involve only extremal atoms in the hain, so that
ǫ
CH3-CH3 = 0.29 and ǫCH3-CH2 = 0 (see Setion 3.4.1 for more preisions on the model). The
simulations are done as follows. We rst generate an initial distribution of ongurations from
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the anonial measure at inverse temperature β = 1 using a lassial rejetion method so that
no initial bias is introdued. We then rst perform a bare simulated annealing from β = 1 to
β = 2, using a Langevin dynamis. We then ompare the resulting empirial distribution for the
dihedral angles with the one arising from an IPS simulation. Figure 4.5 presents the results for
M = 10, 000, ∆t = 0.01 and T = 1, with a linear sheme λ(t) = t/T .
Fig. 4.5. Empirial probability distribution of the dihedral angles (φ1, φ2) at β = 2 of the pentane
moleule generated from a sample at β = 1, using simulated annealing (Left), and IPS (Right), with
sample size M = 10, 000. The referene distribution is drawn in Figure 3.1 (Right).
As an be seen in Figure 4.5, the distribution generated with IPS is muh loser to the referene
distribution than the distribution generated with simulated annealing. Of ourse, as the time T is
inreased, the dierene between both methods is redued. However, this simple appliation shows
the interest of IPS for omputing distributions at low temperature starting from distributions at
a higher temperature, even if the driving sheme is quite fast. This is indeed almost always the
ase in pratie when there are several important metastable states.
Initial guesses for path sampling
The problem of free energy estimation is deeply linked with the problem of sampling meaningful
transition paths (see also Setion 4.3). In the IPS method, one an assoiate to eah replia Xkt a
genealogial ontinuous path (Xk,gens )s∈[0,t]. The latter is onstruted reursively as follows for a
replia k (for 0 ≤ t ≤ T ):
 at eah time t, set Xk,gent = X
k
t ;
 at eah random time Tn when the replia jumps and adopts a new onguration (say of
replia l), set (Xk,gens )[0,Tn] = (X
l,gen
s )[0,Tn].
This path represents the anestor line of the replia, and is omposed of the past paths seleted for
their low work values. For the study of the set of genealogial paths, see [247℄ for a disussion in the
disrete time ase. However, let us mention that for a given t ∈ [0, T ], the set of genealogial paths
is sampled, in the limit M → ∞, aording to the law of the non-equilibrium paths (Xs)s∈[0,t]
weighted by the fator e−βWt (with statistial properties analogous to those of proposition 4.5).
These paths are thus typial among non-equilibrium dynamis of those with non-degenerate work.
Therefore, they might be fruitfully used as non-trivial initial onditions for more speialized path
sampling tehniques (as e.g. [374℄).
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A toy example of exploration abilities




















8(x− 1)2 + 1 ,
Q3(x) =
−18
32(x− 3/2)2 + 1 , Q4(x) =
−84
64(x− 7/4)2 + 1 .
Some of those funtions are plotted in Figure 4.6. This toy one-dimensional model is reminisent
of the typial diulties enountered when µ0 is very dierent from µ1. Notie indeed that several
transitional metastable states (denoted by A and B in Figure 4.6) our in the anonial distri-
bution when going from λ = 0 to λ = 1. The probability of presene in the basins of attration of






Fig. 4.6. Plot of some Hamiltonian funtions, as dened by (4.56).
Simulations were performed at β = 13 with the overdamped Langevin dynamis, and the above
Hamiltonian family (4.56). The number of replias was M = 1000, the time step ∆t = 0.003, and
λ is linear: λ(t) = t/T . Figure 4.7 presents the distribution of replias during a slow out of
equilibrium plain dynami: T = 30. Figure 4.8 presents the distribution of replias during a faster
dynamis with interation: T = 15.
When performing a plain out of equilibrium dynamis (even 'slow') from λ = 0 to λ = 1,
almost all replias are trapped by the energy barrier of these transitional metastable states (see
Figure 4.7). In the end, a very small (almost null) proportion of replias have performed interesting





A B C 
D 








Fig. 4.8. Empirial densities (in dots) obtained using interating replias.
paths assoiated with low values of virtual workW . When using (4.7) to ompute thermodynamial
quantities, these replias bear almost all the weight of the degenerate sample, in view of the
exponential weighting. The quality of the result therefore depends ruially on these rare values.
On the ontrary, in the interating version, the replias an perform jumps in the onguration
spae thanks to the seletion mehanism, and go from one metastable basin to another. In our
example, as new transition states appear, only few lever replias are neessary to attrat the
others in good areas (see Figure 4.8). In the end, all replias have the same weight, and the sample
is not degenerate. Notie also that the nal empirial distribution is fairly lose to the theoretial
one.
We have also made a numerial estimation of the error of the free energy estimation, with 40
realizations of the above simulation. The results are presented in Table 4.2, and show an important
redution of standard deviation and bias up to a fator 2 when using the IPS method.




Appliation to the omputation of free energy dierenes
Our numerial omparisons using (4.55) often turned out to give similar free energy estimations
for the IPS method and the standard Jarzynski method. However, we have mostly onsidered the
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issue of pure energeti barriers, where the diulty of sampling omes from overoming a single
high barrier. The observed numerial equivalene may be explained by the fat that the seletion
mehanism in the IPS method does not really help to explore those regions of high potential energy.
When the sampling diulties also ome from barriers of more entropi nature (e.g. a su-
ession of very many transition states separated by low energy barriers), the IPS may improve
the estimation. Indeed, the seletion mehanism helps keeping a statistial amount of replia in
the areas of high probability with respet to the loal Boltzmann distribution µλ throughout the
swithing proess (see the numerial example in testing the explotation ability). This relaxation
property may be ruial to ensure at eah time a meaningful exploration ability.
Gradual Widom insertion
We present here an appliation to the omputation of the hemial potential of a soft sphere
uid. This example was onsidered in [156,261℄ for example. We onsider a two-dimensional (2D)
uid of volume |Ω|, simulated with periodi boundary onditions, and formed of N partiles





where F is the free-energy of the system. Atually, the kineti part of the partition funtion Z
an be straightforwardly omputed, and aounts for the ideal gas ontribution µid. In the large
N limit, the hemial potential an be rewritten as [113℄
µ = µid + µex,
with





where Λ is the thermal de Broglie wavelength Λ = h(2πmβ−1)−1/2 (with h Plank's onstant).
The exess part µex is
µex = −β−1 ln
(∫
ΩN+1 exp(−βV (qN+1)) dqN+1
|Ω| ∫
Ω
exp(−βV (qN )) dqN
)
,
where V (qN ) is the potential energy of a uid omposed of N partiles. We restrit ourselves to
pairwise interations, with an interation potential Φ. Then, V (qN ) =
∑
1≤i<j≤N Φ(|qi − qj |).
Setting π(qN ) = Z−1 exp(−βV (qN )) (with Z = ∫
ΩN
exp[−βV (qN )] dqN ) and ∆V (qN , q) =
V (qN+1)− V (qN ) with qN+1 = (qN , q), it follows







N )dπ(qN ) dq
)
. (4.57)
The formula (4.57) an be used to ompute the value of hemial potential using stohasti methods
suh as the free energy perturbation (FEP) method [380℄. In this ase, we rst generate a sample
of ongurations of the system aording to π, and then evaluate the integration in the remaining
q variable by drawing positions q of the remaining variable uniformly in Ω.













+ V (qN ) + λ∆V (qN , q).
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In this ase, the interations of the remaining partile with the N rst ones are progressively
turned on.
As in [156,261℄, we use a smoothed Lennard-Jones potential in order to avoid the singularity at
the origin (Let us however note that, one the partile is inserted, it is still possible to hange all
the potentials to Lennard-Jones potentials, and ompute the orreponding free-energy dierene).













and the modied potential is
Φ(r) =

a− br2, 0 ≤ r ≤ 0.8 σ,
ΦLJ(r) + c(r − rc)− d, 0.8 σ ≤ r ≤ rc,
0, r ≥ rc.
The values a, b, c are hosen so that the potential is C1. The distane rc is a presribed ut-o
radius. We onsider the insertion of a partile in a 2D uid of 25 partiles, at a density ρσ3 = 0.8,
with rc = 2.5 σ, βǫ = 1, ∆t = 0.0005, and a shedule λ(t) = t/T where T is the transition time.
The results are presented in Table 4.3, for dierent transitions times, but at a xed omputational
ost, sine MT is onstant. Some work distributions are also depited in Figure 4.9. A referene
value was omputed using FEP, with 108 insertions, done by running M = 103 independent
Langevins dynamis for the system omposed of N partiles, for a time tFEP = 50 (after an initial
thermalization time to deorrelate the systems), and inserting one partile at random after eah
time-step. The referene value obtained is µex = 1.32 kBT (±0.01 kBT ).
Table 4.3. Free energy estimation for one realization of eah method, depending on the swithing time T
and the number of replias M used, keeping MT onstant. The results are averaged over 10 realizations,
and are presented under the form < µ > (
p
Var(µ)). The referene value obtained through FEP is
µex = 1.32 kBT (±0.01 kBT ). Notie that the results are quite omparable.
Method M = 105 M = 5× 104 M = 2× 104 M = 104
T = 1 T = 2 T = 5 T = 10
Jarzynski 1.31 (0.015) 1.33 (0.017) 1.32 (0.023) 1.32 (0.038)
IPS 1.37 (0.025) 1.35 (0.040) 1.33 (0.033) 1.32 (0.037)
As an be seen from the results in Table 4.3, the IPS algorithm has a omparable auray to
Jarzynski's estimates provided the swithing time is long enough. However, the work distribution
is very dierent, and has a stable gaussian shape for all swithing rates onsidered, whereas the
work distribution obtained through the fast growth method are muh wider (see in partiular
Figure 4.9, Left), so that the relevant part of the work distribution (the lower tail) is only of small
relative importane.
4.3 Path sampling tehniques
The Transition Path Sampling (TPS) formalism, rst proposed in [272℄ and further developped
in [80℄ (see also [34,81℄ for extensive reviews), is a strategy to sample only those paths that lead to
a transition between metastable states. It also gives some information on the transition kinetis,
suh as the rate onstant as a funtion of time or the ativation energies [78℄. Reent pratial
and theoretial developments (suh as Transition Interfae Sampling [355,356℄) are still aiming at
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Fig. 4.9. Left: Comparison of the work distribution for T = 1. Right: Comparison of the work distributions
for T = 10. The IPS results appear in darker olors. The target value is 1.32 kBT . Notie that the IPS
work distribution is Gaussian with low variane even for the fast swithing simulation.
inreasing the power of the method. State of the art appliations of path sampling, suh as [189℄,
now involve as muh as 3, 000 atoms with paths about 3 ns long.
Reently, relying on the Jarzynski formula [186, 187℄ (see also Setion 4.1), path sampling
tehniques have also been used to ompute free energy dierenes more eiently [261, 331, 374℄
by preisely enhaning the paths that have the larger weights (whih orrespond to the unlikely






where dπL is a measure on a disrete path of length L, andW(x) is the work along a given path x.
In the ase of the overdamped Langevin dynamis (3.38) with λ(t) = t/(L∆t), the probability to











∣∣q(i+1)∆t − qi∆t −∆t∇Vi/L(qi∆t)∣∣2) dx,
















where the paths are sampled aording to the modied measure dΠL(x) = e
−βW(x)/2dπL(x), whih
enhanes the paths with lower work values. Methods to sample paths an be found in [34,81,325℄.
Many path sampling studies (espeially TPS studies) have used deterministi dynamis (Path
sampling in the NVE ensemble has already been thoroughly studied, see [81℄ for a review). However,
path sampling with stohasti dynamis is of great interest for nonequilibrium simulations [74℄.
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Besides, some models are stohasti by nature (see e.g [5℄ where the authors onsider a model
system of protein pulling in impliit solvent, and a hemial reation simulated with kineti Monte
Carlo). Finally, we believe that there is room for improvement in the path sampling tehniques
for stohasti dynamis. We therefore restrit ourselves to the stohasti setting in this setion.
To this date, the usual equilibrium sampling of paths with stohasti dynamis is done either
with the usual shooting dynamis inspired from the orresponding algorithm for deterministi
paths [81℄; or with the so-alled "noise history" algorithm introdued in [74℄, whih relies on the
desription of paths as a starting point and the sequene of random numbers used to generate the
trajetory. It is one of our aims here to relate both strategies and generalize them by introduing
a new way to propose paths: namely by generating random numbers orrelated with the ones
used to generate the previous path. When the orrelation is zero, the usual shooting dynamis is
reovered. When the orrelation is one everywhere exept for some index along the path where it is
zero, the noise-history algorithm is reovered. This generalization may be useful for example when
the dynamis are too diusive (Langevin dynamis in the high frition limit) sine the shooting
dynamis are ineient in this limit; or to enhane the deorrelation of the paths generated using
the noise history algorithm.
We also onsider nonequilibrium sampling of paths, using some swithing dynamis on
paths [122℄, inspired from the Jarzynski out-of-equilibrium swithing in phase-spae [186, 187℄.
This swithing an be performed whatever the underlying dynamis on paths. It an be used to
transform a sample of unonstrained paths to reative paths (ending up in some given region).
This approah was already followed in [122℄, and allows to ompute rate onstants. However, the
nal sample of paths is very degenerate, and annot be used as a reliable equilibrium sample of
reative paths. In the same vein, one ould imagine doing simulated annealing on paths (simulated
tempering on paths has already been investigated in [363℄), in order to obtain typial transition
paths at temperatures where diret sampling is not feasible. However, unless the annealing proess
is very slow, the nal sample is usually not orretly distributed. We therefore also present the
appliation to path sampling of the IPS birth/death proess of Setion 4.2. The orresponding
reequilibration is of paramount importane for the end sample to be distributed aording to the
anonial measure on paths. Besides, sine the sample of paths follows the anonial distribution
at all times, the properties of interest an be omputed in a single simulation for a whole range of
values. For example, the rate onstant ould be obtained for a whole range of temperatures, whih
allows to ompute the ativation energy following the method presented in [78℄.
This setion is organized as follows. We rst present the path ensemble in Setion 4.3.1, and turn
to equilibrium sampling of paths in Setion 4.3.2. We introdue in partiular in Setion 4.3.2 the
"brownian tube" proposal funtion whih generalizes the previous algorithms for path sampling
with stohasti dynamis, and ompare this new proposal funtions to the previous ones using
some two-level sampling indiators. Finally, we present in Setion 4.3.3 the swithing dynamis
on paths, with the IPS extension enabling a reequilibration of the paths distribution at all times,
even when the swithing is done at a nite rate.
4.3.1 The path ensemble with stohasti dynamis
The anonial measure on disretized paths
We onsider a system of N partiles, with mass matrixM = Diag(m1, . . . ,mN ), desribed by a
onguration variable q = (q1, . . . , qN ), and a momentum variable p = (p1, . . . , pN ). The dimension
of the spae is denoted by d, so that qi, pi ∈ Rd for all 1 ≤ i ≤ N . We onsider stohasti dynamis
of the form
dXt = b(Xt) dt+ΣdWt, (4.58)
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where the variable Xt represents either the ongurational part qt, or the full phase spae variables
(qt, pt). The funtion b is the fore eld, the matrix Σ is the magnitude of the random foring,
and Wt is a standard Brownian motion (the dimension of Wt depending on the dynamis used).
We restrit ourselves in this study to the most famous stohasti dynamis used in pratie,
namely the Langevin dynamis{
dqt = M
−1 pt dt,
dpt = −∇V (qt) dt− γM−1pt dt+ σ dWt, (4.59)
where Wt denotes a standard dN -dimensional Brownian motion, and with the utuation-
dissipation relation σ2 = 2γ/β. In this ase, the variable x = (q, p) desribes the system and
the energy is given by the Hamiltonian E(x) = H(q, p) = V (q) + 12p
TM−1p. Some studies (see
e.g. [374℄) however resort to the overdamped Langevin dynamis





in whih ase x = q and E(x) = V (q). The ideas presented in the sequel an of ourse be
straightforwardly extended to this ase.
In pratie, the dynamis have to be disretized. Considering a time step ∆t and a trajetory
length T = L∆t, a disrete trajetory is then dened through the sequene
x = (x0, . . . , xL).
Its weight is








is the Boltzmann weight of the initial onguration, p(xi, xi+1) is the
probability that the system is in the state xi+1 onditionally that it starts from xi, and ZL is a
normalization onstant. This onditional probability depends on the disretization of the dynamis
used.
Denoting by 1A(x),1B(x) the indiator funtions of some sets A,B dening respetively the








Transition Path Sampling [80,81℄ aims at sampling the measure
2 πAB, using in partiular Monte-
Carlo moves of Metropolis-Hastings type.
Disretization of the dynamis
We present here a possible disretization of the Langevin dynamis, and the orresponding
transition probability p(xi, xi+1). This disretization, alled Langevin Impulse [310℄, relies on an
operator splitting tehnique, and is more appealing from a theoretial viewpoint than previous
disretizations (suh as the BBK algorithm [45℄, or shemes proposed in [4℄). For partiles of equal
masses (up to a resaling of time, M = Id; the extension to the general ase is straightforward),
the numerial sheme we use here reads [310℄:
2
Notie that the measure πAB ≡ πL,∆tAB depends in fat expliitely on the length of the paths, and of
the time steps used in pratie. See [147℄ for a ontinuous formulation using SPDEs. In this ase, the
measure on paths is formulated at a ontinuous level.
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pi+1/2 = pi − ∆t
2
∇V (qi),
qi+1 = qi + c1 pi+1/2 + U1,i,
pi+1 = c0 pi+1/2 − ∆t
2
∇V (qi+1) + U2,i,
(4.62)
with
c0 = exp(−γ∆t), c1 = 1− exp(−γ∆t)
γ
.
The entered gaussian random variables (U1,i, U2,i) with Uk,i = (u
1
k,i, . . . , u
dN

































In pratie, the random vetors (U1,i, U2,i) are omputed from standard gaussian random vetors
(G1,i, G2,i) with Gk,i = (g
1
k,i, . . . , g
dN
k,i ):













We will always denote by G standard gaussian random vetors in the sequel, whereas the notation
U refers to non-standard gaussian random vetors.
Denoting by
d1 ≡ d1((qi+1, pi+1), (qi, pi)) =
∣∣∣∣qi+1 − qi − c1 pi + c1∆t2 ∇V (qi)
∣∣∣∣ ,
d2 ≡ d2((qi+1, pi+1), (qi, pi)) =
∣∣∣∣pi+1 − c0 pi + ∆t2 (c0∇V (qi) + V (qi+1))
∣∣∣∣ ,
the onditional probability p((qi+1, pi+1), (qi, pi)) to be in the state xi+1 = (qi+1, pi+1) starting
from xi = (qi, pi) reads






























4.3.2 Equilibrium sampling of the path ensemble
The most popular way to sample paths is to resort to a Metropolis-Hastings sheme [153,238℄.
Other approahes may be onsidered in some ases , see [81℄ for a review of alternative approahes.
Those approahes however require some fore evaluation (see e.g. [80℄ for a Langevin dynamis
in phase spae in the ase of a toy two-dimensional problem). But the fore exerted on a path is
proportional to ∇(lnπ), and is diult to ompute in general sine it requires the evaluation of
seond derivatives of the potential in onventional phase spae.
We rst preise some speities of the Metropolis-Hastings algorithm, espeially when sampling
reative paths. We then reall a usual tehnique to propose paths in Setion 4.3.2, and generalize
it in Setion 4.3.2. We nally propose some benhmarks to ompare the eienies of all these
proposal funtions.
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Metropolis-Hastings sampling tehniques for path sampling
For a general introdution to the Metropolis-Hastings sheme, we refer to Setion 3.1.3. In the
ase of reative paths, a study of the aeptane rate asks to deompose the aeptane/rejetion
proedure in two suessive steps: (i) the proposition of a path starting from A and going to B;
(ii) the aeptane or rejetion of suh a path aording to the Metropolis-Hastings sheme. The
diult step is the rst one, sine paths bridging A and B are only a (small) subset of the whole
path spae. In partiular, diusive dynamis suh as the overdamped Langevin dynamis are
often not onvenient to propose bridging paths; the situtation is however better for dynamis with
some inertia, suh as the Langevin dynamis. When the paths are onstruted using deterministi
dynamis (NVE ase), some studies have shown that the optimal aeptane rate is about 40 %
for the ases under onsideration [81℄.
For path sampling with stohasti dynamis, the "shooting" proposal funtion is lassially
used [81℄. However, even for moderate values of the frition oeient γ in the Langevin dynamis,
this proposal funtion may have low aeptane rates, espeially if the dimension of the system is
high or/and the barriers to ross are large. An alternative way of proposing paths, relying on the
so-alled noise history of the paths [74℄ (i.e. the sequene of random numbers used to generate
the trajetory from a given starting point) is to hange only one of the random numbers used and
to keep the others. In this ase, a high aeptane rate is expeted, but the paths generated may
be very orrelated.
A natural generalization of both approahes is to rely on the ontinuity of the dynamis with
respet to the random noise foring, and to propose a new trajetory by generating new random
numbers orrelated with the previous one. We all this approah the brownian tube proposal.
In this ase, an arbitrary aeptane rate an be reahed, and there is room for optimizing the
parameters in order to really tune the eieny of the sampling.
The shooting proposal funtion
The aeptane rate of the Metropolis-Hastings algorithm is







The shooting tehnique desribed in [81, Setion 3.1.5℄ onsists in the three following steps, starting
from a path xn:
Shooting algorithm for path sampling
Algorithm 4.1. Starting from some initial path x0, and for n ≥ 0,
(1) selet an index 0 ≤ k ≤ L aording to disrete probabilities (wi)0≤i≤L (for example
a uniform probability distribution an be onsidered, unless one wants to inrease trial
moves starting from ertain regions, for example the assumed transition region);
(2) generate a new path (yk+1, . . . , yL) forward in time, using the stohasti dynamis (4.59),
with a new set of independently and identially distributed (i.i.d.) gaussian random
vetors (Un+1i )k+1≤j≤L−1;
(3) generate a new path (yk−1, . . . , y0) bakward in time, using a disretized "bakward"




(4) set xn+1 = y with probability r(xn, y), otherwise set xn+1 = xn.
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It remains however to preise how the bakward part of the trajetory is omputed in Step (3),
whih determines the onditional probability p¯(yj+1, yj) to go to yj from yj+1 in a bakward man-
ner. The proposition density P(x, ·) is then also determined. Indeed, The probability of generating
a path y = (y0, . . . , yL) from x, shooting forward and bakward from the k-th index, is







Notie that the previous path x is present only through the term yk = xk. It then follows












It is lear that, for reasonable disretizations, P 2(x, y) > 0 for all paths x, y of positive probability
(under mild assumptions on the potential) so that the orreponding Markov hain is irreduible.
Sine the measure (4.61) is left invariant by the dynamis (this is a lassial property of Metropolis-
Hastings sheme), the orresponding Markov hain is ergodi [240℄. Notie also that it is enough to
onsider only the forward or the bakward integration steps for the ergodiity to hold, as long as
both have a positive probability to our (and that the possible asymmetry in the orresponding
probabilities is aounted for).
Bakward integration of the trajetory
There are two ways to generate proposal paths bakward in time (whih are preised in spei
ases in the remainder of this setion), using either
(i) a time reversal (linked to some detailed balane property): The forward dynamis are used
to generate the points yi from yi+1 in a time-reversed manner. This means that variables
odd with respet to time reversal (suh as momenta) are inverted, and variables even with
respet to time reversal (suh as positions) are kept onstant. Denoting by S the reversal
operator, Syi = yi = qi for overdamped Langevin dynamis, and Syi = (qi,−pi) when
yi = (qi, pi) for Langevin dynamis. The usual one-step integrator Φ∆t is then onsidered
to integrate the orresponding trajetory, using S2 = Id:
yi = (S ◦ Φ∆t ◦ S)yi+1
The time-reversed onditional probability p¯TR(yi+1, yi) to go from yi to yi+1 is then
p¯TR(yi+1, yi) = p(Syi+1,Syi).
The detailed balane assumption reads
ρ(yi) p(yi, yi+1) = ρ(yi+1) p(Syi+1,Syi).
When this ondition is met with a good preision, some anellations our in the expres-
sion (4.66) of the aeptane rate [81℄. In this ase, the aeptane rate
cexact(x, y) ≃ cTR(x, y) = ρ(yi)
ρ(xi)
. (4.67)
In the ase when yi = xi (whih is often the ase in pratie for path sampling on sto-
hasti paths), cTR(x, y) = 1. However, as will be preised later in this setion, numerial
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tests suggest that the detailed balane is not always met with a good preision when the
dynamis are disretized with large time steps (whih is useful in order to avoid too long
paths), even if it is usually the ase in some mean sense for usual regimes. However, even
in those ases, it may be the ase that detailed balane is not fullled along a whole path
(espeially sine unlikely regions of high gradients are somewhat enhaned), so that the
anellations mentionned above are not always stritly valid.
(ii) a bakward integration: in this ase, the hange of variables t 7→ −t is done diretly in the
numerial sheme, so that
yi = Φ−∆t(yi+1).
The orresponding bakward probability will be denoted by p¯bck(yi+1, yi). The bakward
shemes are suh that a reversibility ondition is approximately met (sine Φ∆t◦Φ−∆t ≃ Id)
p(yi, yi+1) ≃ p¯bck(yi+1, yi),
at least in some onditions that an be preised on a spei example.
Let us emphasize that the above approximations are used in some omputations to obtain simpler
expression for the aeptane rate, but their validity should be arefully heked in any ases, as
we now do.
Bakward overdamped Langevin dynamis.
The time reversed version of the overdamped Langevin dynamis is still the usual overdamped
Langevin dynamis for the Euler-Maruyama disretization



















p¯TR(q2, q1) = p(q2, q1). (4.70)
Therefore, time reversed paths are generated using the disretization (4.68), and a orretion has










for the reative paths generated. Notie that the ratio cTR/cexact is exatly 1 when the detailed
balane assumption is stritly fullled, so that RTR = 1 in this ase. Therefore, the validity of
this assumption along the whole path is related to the magnitude of the values of RTR > 1 (sine
RTR ≥ 1 in all ases).
The disretized bakward stohasti dynamis are, for the overdamped Langevin dynamis
qi−1 = qi +∆t∇V (qi) + σRi, (4.71)
with σ2 = 2∆t/β, and where the random variables (Ri) are i.i.d. dN -dimensional standard Gaus-
sian random vetors. Note already that the sheme (4.71) is unstable in general (exept near
saddle points of the energy landsape) sine the sign of the fore has to be hanged in a bakward
integration, so that only small time steps must be onsidered. The resulting bakward onditional
156 4 Computation of free energy dierenes










|qi − qi−1 +∆t∇V (qi)|2
)
. (4.72)









for the reative paths generated. The behavior of Rbck should be lose to the behavior of RTR.
To test the above assumptions, we onsider the following one-dimensional double well potential:
V (x) = 0.5h(x− 1)2(x+ 1)2,
where h is a fator allowing to modify the barrier height at the transition state x = 0.
We rst test the detailed balane and reversibility assumptions, for a ertain range of time
steps and barrier height (the inverse temperature is set to β = 1). To this end, we sample n
initial ongurations (qi)1≤i≤n of the system aording to the anonial measure (using a rejetion
algorithm, so that no additional bias is added to the intrinsi statistial bias arising from the
nite size of the sample) and perform a realization of the one step moves using the integration





















where p, p¯TR and p¯bck are given by (4.69), (4.70) and (4.72) respetively. We also ompute the
assoiated varianes. We then turn to the path sampling algorithm, using the above mentio-
ned shooting algorithm with a forward and a bakward shooting (the dynamis being either the
time reversed or the bakward dynamis). The aeptane/rejetion step is done using the exat
rate (4.66), and the values RTR and Rbck are omputed over reative paths of size L = 200∆t,
with the sets A = [−1−δ,−1+δ], B = [1−δ, 1+δ]with δ = 0.2, and performing n = 105 iterations
of the path sampling algorithm. The anonial averages rDB and rrev are omputed using n = 10
6
points. The results are presented in Table 4.4.
The reversibility assumption is veried for time steps and barrier heights small enough (whih
is usually not the interesting range of study for path sampling). Moreover, we studied here this
property from an average point of view, and it is expeted that the situation will get worse when
unlikely regions will be enhaned through the path sampling algorithm. Besides, even if the detailed
balane is almost veried for one integration step, it is likely that the preision will deteriorate
when onsidering suessive integrations.
As an be seen from the results, the reversibility assumption along the whole path is hardly
valid, exept for low barriers and small time steps. Besides, it may be the ase that the reversibility
assumption an be onsidered to hold as a anonial average (i.e. rrev is indeed lose to 1 with a
small variane), but not along a path
3
. The errors are somewhat magnied by the length of the
path, and the enhanement of the high gradient regions. However, the detailed balane assumption
is more easily veried in pratie than the reversibility assumption. The aeptane results shows
that few paths bridging initial and nal states are proposed. The overdamped Langevin dynamis
is too errati to provide eient proposals (the overall aeptane rates are 1-2% at most).
3
See for example the ase ∆t = 2.5× 10−3 with h = 20.
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Table 4.4. Results for the reversibility and detailed balane study for the disretization (4.68) of the
overdamped Langevin dynamis. All the results are presented under the form "〈A〉 (
p
Var(A))".
Parameters rDB rrev RTR Rbck
∆t = 0.001 h = 0.5 1.000 (0.0003) 1.002 (0.0060) 1.001 (0.0007) 1.040 (0.0559)
∆t = 0.001 h = 1 1.000 (0.0005) 1.003 (0.0096) 1.002 (0.0015) 1.096 (0.1177)
∆t = 0.001 h = 2 1.000 (0.0011) 1.006 (0.0163) 1.003 (0.0027) 1.157 (0.1863)
∆t = 0.001 h = 10 1.000 (0.0075) 1.040 (0.0770) 1.017 (0.0149) 5.864 (6.777)
∆t = 0.001 h = 20 1.000 (0.0186) 1.094 (0.1838) 1.044 (0.0362) -
∆t = 0.0025 h = 1 1.000 (0.0021) 1.009 (0.0255) 1.006 (0.0056) 1.635 (1.640)
∆t = 0.0025 h = 10 1.001 (0.0307) 1.121 (0.3174) 1.084 (0.0786) 1.584× 105 (6.047× 105)
∆t = 0.0025 h = 20 1.006 (0.0800) 1.471 (22.09) 1.244 (0.2809) -
∆t = 0.005 h = 1 1.000 (0.0059) 1.019 (0.0577) 1.021 (0.0230) 13.46 (153.0)
∆t = 0.005 h = 10 1.007 (0.0961) 1.573 (34.04) 1.363 (0.4454) -
∆t = 0.005 h = 20 1.053 (0.7521) 9431 (2.930× 106) 2.107 (1.709) -
Langevin dynamis.
We present rst a numerial study similar to the one done for the overdamped Langevin ase.
We do not onsider bakward integration using negative time steps (whih is even more unstable
than in the overdamped ase), and limit ourselves to proposal funtions for Langevin paths using
the time reversed dynamis. More preisely, we use the disretization (4.73), whih is a lassial
integration sheme [4℄, traditionally used in transition path sampling:{
qn+1 = qn + c1∆t p
n − c2∆t2∇V (qn) +Wn1 ,
pn+1 = e−γ∆tpn − (c1 − c2)∆t∇V (qn)− c2∆t∇V (qn+1) +Wn2 ,
(4.73)
where the random numbers are the same as in (4.62) (only the deterministi part of the dynamis is
modied). The time-reversing operation amounts to reverting the momenta, integrating forward in
time, and reverting the momenta again. We also test the validity of a detailed balane assumption,
both as a stati property, and along paths. The omputed variables rDB and RTR are dened as
for the overdamped ase.
We onsider as a toy example the two-dimensional (2D) potential




4(1− x2 − y2)2 + 2(x2 − 2)2 + ((x+ y)2 − 1)2 + ((x− y)2 − 1)2] , (4.74)
whih was introdued in [80℄. The numerial study is onduted in the same manner as for the
overdamped ase, and the results are presented in Table 4.5. The detailed balane assumption is
indeed satised with a very good auray for a broad range of parameters regimes. The detailed
balane along paths is also satised with a good auray, though disrepanies of the stati detai-
led balane study are still somewhat magnied, and it ould be the ase in some more ompliated
situations (suh as higher dimensional dynamis with onstraints) that those disrepanies beome
non negligible. Further numerial studies suggest that the most inuential parameter is the time
step ∆t.
We also tested those assumptions on the model system for onformational hanges of Se-
tion 4.1.4. The anonial averages rDB are omputed using n = 10
5
iterations. The values RTR are
omputed over reative paths of size L = 500∆t, at β = 1, using l0 = 1.3, σ = 1, ǫ = 1, w = 0.5,
∆t = 0.0025, with the sets A = {r(q) ≤ r0 + 0.6σ}, B = {r(q) ≥ r0 + 1.4σ}, and performing
n = 104 iterations of the path sampling algorithm.
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Table 4.5. Results for the detailed balane study for the disretization (4.73) of the Langevin dynamis.
The anonial averages rDB are omputed using n = 10
6
points. The values RTR are omputed over
reative paths of size L = 200∆t, with the sets A = {|x + 1|2 + y2 ≤ δ}, B = {|x − 1|2 + y2 ≤ δ} with
δ = 0.6, and performing n = 105 iterations of the path sampling algorithm. All the results are presented




∆t = 0.02, ξ = 1, β = 1 1.000 (0.0002) 1.002 (0.0024)
∆t = 0.01, ξ = 1, β = 10 1.000 (0.0000) 1.001 (0.0014)
∆t = 0.025, ξ = 5, β = 5 1.000 (0.0004) 1.004 (0.0033)
∆t = 0.05, ξ = 2, β = 20 1.000 (0.0023) 1.022 (0.0180)
Table 4.6. Results for the detailed balane study for the disretization (4.62) of the Langevin dynamis




h = 1 1.0000 (0.0031) 1.002 (0.0653)
h = 2 1.0000 (0.0031) 1.002 (0.0721)
h = 5 1.0000 (0.0032) 1.003 (0.0772)
One again, as an be seen from the results of Table 4.6, the detailed balane assumption holds
in average with a very good auray, but there are notieable deviations from the detailed balane
assumption along the paths.
Time-reversal as a bakward integration sheme
In onlusion, the previous results show that it is more appropriate to resort to time reversal.
We will always denote in the sequel the random vetors used in this proess by U¯ . As also shown




is sometimes lose to 1, so that cexact(x, y) ≃ 1 and the aeptane/rejetion step is greatly
simplied. However, this assumption should always be heked arefully using some preliminary
runs sine it is sometimes the ase that, even if the reversibility ratio rDB is lose to 1 pointwise
(with a good approximation), it may be false that cexact(x, y) ≃ 1 along the path, espeially if the
paths are long.
The brownian tube proposal funtion
A path an also be haraterized uniquely by the initial point x0 and the realization of the
brownian proess Wt in (4.58). When disretized, the paths are then uniquely determined by
the sequene of gaussian random vetors U = (U0, . . . , UL−1) used to generate the trajetories
using (4.62) (or any disretization of another SDE). This was already noted in [74℄, where a new
trajetory was proposed seleting an index at random and hanging only the gaussian random
number assoiated with this index.
Sine the trajetory is ontinuous with respet to the realizations of the brownian motion, any
onvenient small perturbation of the sequene of random vetors is expeted to generate a path
lose to the initial path. Still denoting by p(xi, xi+1) the probability to generate a point xi+1 in
phase-spae starting from xi, using the gaussian random vetors Ui and U¯i obtained from standard
gaussian random vetors Gi and G¯i, the transition probabilities for all lassial disretizations we
onsider an be writtten as
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where Z is a normalization onstant. In the ase of the disretization (4.62) of the Langevin
equation for example, Γ = V TV where the matrix V allows to reast the orrelated gaussian
random vetors Ui = (U1,i, U2,i) (or U¯i) as standard and independent gaussian random vetors Gi
(or G¯i) through the transformation Ui = V Gi (or U¯i = V G¯i) with (see Eq. (4.64))
V =











The idea is then to modify the standard gaussian vetors Gi by an amount 0 ≤ αi ≤ 1 as
G˜i = αiGi +
√
1− α2iRi, (4.75)
where Ri is a 2dN -dimensional standard gaussian random vetor. A fration αi is assoiated with
eah onguration xi along the path. The usual shooting dynamis is reovered with αi = 0 for
all i (all the Brownian inrements are unorrelated with respet to the Brownian inrements of
the modied path), whereas the so-alled 'noise history' algorithm proposed in [74℄ orresponds
to αi = 0 for all i but one i0 for whih αi0 = 1 (in this ase, all the Brownian inrements but one
are re-used).
The dynamis we propose looks like the shooting dynamis:
Brownian tube proposal
Algorithm 4.2. Starting from some initial path x0, and for n ≥ 0,
(1) selet an index 0 ≤ k ≤ L aording to disrete probabilities (wi)0≤i≤L (for example
a uniform probability distribution an be onsidered, unless one wants to inrease trial
moves starting from ertain regions, for example the assumed transition region);
(2) ompute a new random gaussian vetor starting from the previous one, using (4.75);
(3) generate a new path (yk+1, . . . , yL) forward in time, using the stohasti dynamis (4.59),
with a new set of independently and identially distributed (i.i.d.) gaussian random
vetors (Un+1i )k+1≤j≤L−1;
(4) generate a new path (yk−1, . . . , y0) bakward in time, using a disretized "bakward"




(5) set xn+1 = y with probability r(xn, y), otherwise set xn+1 = xn.
It remains to preise the proposition funtion P(x, y). Denoting by (G¯xi )0≤i≤k−1, (Gxi )k≤i≤L−1
the standard random gaussian vetors assoiated with the path x (the rst ones arise from the
time reversed integration, the last ones from a usual foward integration), it follows















where wk still denotes the probability to hoose k as a shooting index, and













A tuning of the oeients αi an then be performed in order to get the best trade-o between
aeptane (whih tends to 1 in the limit αi = 1 for all i) and deorrelation (whih arises in
the limit αi → 0). An interesting idea ould be that α has to be lose to 1 in regions where the
generating moves have a haoti behavior (in the sense that even small perturbations to a path lead
to large hanges to this path), and ould be smaller in regions where the generating moves have
less impat on the paths (so as to inrease the deorrelation). From a more pratial point of view,
a possible approahe to obtain suh a trade-o to propose a funtional form for the oeients
αi and to perform short omputations to optimize the parameters with respet to some objetive
funtion. Some simple hoies for the form of the oeients αi, involving only one parameter (so
that the optimization proedure is easier), are:
(i) onstant oeients αi = α;
(ii) set αi = 1 far from the shooting index, and αi lose to 0 near the shooting index. This an
be done by onsidering αi = min(1,K|i− k|) for some K ≥ 0.
From our experiene, the eieny is robust enough with respet to the hoie of the oeients
αi. Notie also that the seond funtional form allows to reover both the usual shooting and the
noise-history algorithm, respetively in the regimes K → 0 and K ≥ 1. It is therefore expeted
that, optimizing the eieny with respet to K ∈ [0, 1], both the shooting algorithm and the
noise-history algorithm should be outperformed.
Intrinsi measure of eieny
Our aim here is to propose some abstrat measure of deorrelation between the paths, so as to
measure some diusion in path spae. This approah omplements the onvergene tests based on
some observable of interest for the system. We refer to [81℄ for some examples of relevant quantities
to monitor (and appliations to path sampling with deterministi dynamis).
The intrinsi deorrelation is related to the existene of some distane or norm on path spae.
Given a distane funtion d(x, y), the quantity
Dp(n) =
(∫ ∫
[d(y, x)]p Pn(x, dy) dπ(x)
)1/p
(with p ≥ 1) preises the average amount of deorrelation with respet to the distane d for the
measure π on the path ensemble. Notie that two averages are taken: one over the initial paths x,
and another over all the realizations of the Monte Carlo iterations starting from x (i.e. over all
the possible end paths y, weighted by the probability to end up in y starting from x). In pratie,











Usual hoies for p are p = 1 or p = 2. This last ase is onsidered in [59℄ sine a diusive behavior
over the spae is expeted with stohasti dynamis, the most eient algorithms having the
largest diusion onstants limn→+∞
√
D2(n)/n.
It then only remains to preise the distane d, whih depends on the system of interest. Some
simple hoies are to
(i) onsider a (weighted) norm || · || on the whole underlying phase-spae (for position or
position/momenta variables) and set









with p′ ≥ 1;
(ii) onsider only a projetion of the ongurations onto some submanifold, suh as the level











with p′ ≥ 1.











with p′ ≥ 1, and I, J suh that ξ(xI) = ξ(yJ) = ξ∗ where ξ∗ is xed in advane (for
example, if A is haraterized by ξ = 0 and B by ξ = 1, then ξ∗ ould be 1/2). The integer
K represents some maximal window frame so that the distane is really restrited to a
region around the expeted or assumed transition point. In the ase when J−K, I−K < 0
or J +K, I +K > L, the sum is aordingly restrited to less than 2K + 1 points.
The weights ωi should be non-negative in all ases.
A reasonable hoie for non-trivial systems is for example to use (4.76) with p′ = 1 and ωi = 1.
This approah ensures that the deorrelations arising in the initial and nal basins A and B are
disarded, and that only the deorrelation arising near the transition region are important. In
this sense, we term this deorrelation as 'loal deorrelation' sine we measure how dierent the
transition mehanisms are. As a measure of 'global deorrelation', we will onsider the transition
times. A numerial study based on those lines is presented below.
Numerial results
We test the dierent proposal funtions on the model system of onformational hanges of
Setion 4.1.4. We onsider the distane (4.76) for reative paths (π ≡ πAB in this ase), using
p = p′ = 1 and ωi = 1, ξ(q) = |q1 − q2|, ξ∗ = r0 + w. We use the parameters L = 500∆t,
β = 1, N = 16 partiles of masses 1, l0 = 1.3, σ = 1, ǫ = 1, w = 0.5, ∆t = 0.0025, with the sets
A = {ξ(q) ≤ r0 + 0.6w}, B = {ξ(q) ≥ rB = r0 + 1.4w} and averaging over a total of n = 5 × 104
Monte Carlo moves. We set K = 30 sine the typial length of the transitions is about 60 time
steps with the parameters used here.
We also onsider the orrelation in the transition times. We denote by τ(x) the transition index
of some path x. Here, those indexes τ are suh that ξ(qτ∆t) = ξ
∗
. The orrelation funtion for this
observable is therefore, in the ase of reative paths,
C(n) =
∫ ∫
(τ(y) − 〈τ〉πAB )(τ(x) − 〈τ〉πAB )Pn(x, dy) dπAB(x)∫




τ(x)dπAB(x) This observable is in some sense omplementary to the measure of
deorrelation in the transition zone dened above sine it measures some global spatial deorrela-
tion of the paths. In pratie, assuming ergodiity, C is approximated as

































Figures 4.10 to 4.12 present some plots of D(n) and C(n) for h = 5, 10, 15, for the usual
shooting dynamis, the noise-history algorithm, and the brownian tube proposal (with αi = 0.8
for all i). The average aeptane rates are also presented in Table 4.7. Notie that no shifting
moves [81℄ are used in order to ompare the intrinsi eienies of the proposal funtions. It is
likely that these moves would help improving the deorrelation rate of the sampling.














































Fig. 4.10. Comparison of eienies for dierent Metropolis-Hastings proposal moves for h = 5. Left:
Plot of the orrelation of the transition times C(n) (related to some global sampling eieny). Right:
Plot of D(n) (loal sampling eieny) for the brownian tube proposal with α ≡ 0.8 (solid line), usual
shooting dynamis (dashed line), and noise history (dotted line).
.















































Fig. 4.11. Comparison of eienies for dierent Metropolis-Hastings proposal moves for h = 10.
.
For the shooting algorithm, many paths are rejeted so that the loal deorrelation (measured
by D(n)) is rather poor, espeially at short algorithmi times and for high barriers (in any ases,
lower than for the brownian tube proposal). But when a path is aepted, it is already very
deorrelated from the previous one, so that the global deorrelation (measured by C(n)) is indeed
dereasing rapidly enough. For the noise-history algorithm, the piture is somewhat inverted:
sine the aeptane rate is very high, even for high barriers, the loal deorrelation is quite
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Fig. 4.12. Comparison of eienies for dierent Metropolis-Hastings proposal moves for h = 15.
.
Table 4.7. Aeptane rate (%) as a funtion of h for the three proposal funtions onsidered.
h 5 10 15
Shooting 24.4 18.1 15.2
Noise history 96.7 85.7 81.2
Brownian tube (αi = 0.8) 47.2 48.1 33.0
eient, but the global deorrelation is not sine small loal hanges make it diult to hange
the global features of the paths. The brownian tube approah tries to balane the loal and global
deorrelations. This is also reeted by a more balaned aeptane/rejetion rate.
In onlusion, the brownian tube proposal with the above orrelation funtion is the most
eient sampling sheme in the ase onsidered here. The eieny ould be further inreased
by a more systemati tuning of the parameters of the orrelation fators αi, possibly depending
on the shooting index k. In general, sine the usual proposal funtions are spei ases of the
brownian tube proposal funtion, it is expeted that there is always a parameter range suh that
this new algorithm outperforms the previous ones.
4.3.3 (Non)equilibrium sampling of the path ensemble
The previous setion was dealing with equilibrium sampling of paths. However, when (free)
energy barriers in path spae are large, diret sampling of paths an be ineient, sine the
existene of metastable path sets may onsiderably slow down the numerial onvergene. It is
therefore appealing to perform some kind of simulated annealing on paths. A regular simulated
annealing strategy would be to rst sample paths at a higher temperature, and then to ool the
sample to the target temperature (see [363℄ for a simulated tempering version of suh an idea).
Reative paths an also be otained by onstraining progressively the paths to end up in B. This
approah also has the nie feature that it does not ask for an initial guess to start sampling πAB.




















are probability measures. The funtion C in (4.77) has to be omputed at least one to obtain rate
onstants in pratie [81℄. The assoiated free-energy dierene in path spae is ∆FA→AB(L∆t) =
− ln(C(L∆t)).
We start this setion by realling the extension of the lassial swithing dynamis for nonequi-
librium dynamis in phase spae to nonequilibrium swithing between path ensembles [122℄. This
method is onvenient to ompute free energy dierenes, but the nal sample of paths obtained is
very degenerate. We therefore present the appliation to path sampling of a birth/death proess
introdued in [289, 292℄ (see also Setion 4.2), whih allows to keep the sample at equilibrium
at all times during the swithing. This equilibration may be important in some ases to om-
pute the right free energy values [292℄, and allows in any ases to end up with a non-degenerate
sample of paths and redue the empirial variane. We will fous in the sequel on swithing from
onstrained to unonstrained paths, but an extension to simulated annealing (ooling proess) is
straightforward.
Swithing between ensembles of paths
We present in this setion the approah of [122℄, where the swithing from unonstrained to
onstrained path ensembles is done by enforing progressively the onstraint on the end point
of the path over a time interval [0, T ]. The onstraint is usually parametrized using some order
parameter. This order parameter is the same as the one used for usual omputations of reation
rates in the TPS framework (and even for more advaned tehniques suh as Transition Interfae
Sampling (TIS) [355,356℄). The point is that this approximate order parameter needs not to be a
good reation oordinate (or a omplete one) sine the general path sampling approah should
help to get rid of some problems arising from a wrong hoie of order parameter (see e.g [354℄ for
a reent study on this topi).
Assuming an order parameter is given, we an onsider a swithing shedule λ = (λ0, . . . , λn)
suh that λ0 = 0 and λn = 1 and a family of funtions hλ suh that
h0 = 1, h1 = 1B.







We omit in the sequel the expliit dependene of the partition funtions Z on L and ∆t. An





The aim is to sample from π1 ≡ πAB, whih is usually a diult task, and sometimes not diretly
feasible. It may be easier to use a sample of π0 = πA (whih is muh easier to obtain), and to
transform it through some swithing dynamis into a (weighted) sample of π1. Starting from a
path xk,0, the weight fator for a resulting path xk,n is of the form e−W
k,n
whereW k,n is the work
exerted on an unonstrained path to onstrain it to end in B. We now preise the way the work
is omputed.
Consider an unonstrained initial path x0 = (x00, . . . , x
0
L) sampled aording to π0, and a
disrete shedule (λ0, . . . , λn). The dynamis in path spae is as follows:
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Nonequilibrium swithing on paths
Algorithm 4.3 (See Ref. [122℄). Consider an initial onguration x0 generated from π0.
Starting from W 0 and m = 0,
(1) Replae λm by λm+1;
(2) Update the work as Wm+1 = Wm + Eλm+1(xm)− Eλm(xm);
(3) Do a Monte Carlo path sampling move using a Metropolis-Hastings sheme with the
measure πλ
m+1
(using for example the usual shooting moves with a Langevin dynamis,
or the Monte Carlo move designed for path swithing presented below), so that the
urrent path xm is transformed into the new path xm+1.
This proedure is repeated for independent initial onditions xk,0, so that a sample of M end
paths (x1,n, . . . , xM,n) with weights (e−W
1,n
, . . . , e−W
M,n
) is obtained. Besides, an estimation of
the rate onstant is given by the exponential average










and it an be shown that CM → C when M → +∞.
Sine the realizations of the swithing proedure are independent provided the initial onditions
are independent, the random variables {e−Wk,n}k are i.i.d. A ondene interval an be obtained
for CM as
C−M,σc ≤ CM ≤ C+M,σc ,
with





























A ondene interval on the free energy dierene is then
− lnC−M,σc ≤ ∆FA→AB ≤ − lnC+M,σc .
For example, the 95 % ondene interval orresponds to σc = 1.96.
Of ourse, as usual for nonequilibrium swithings, it may the ase that the variane of the work
distribution is large, so that only very few paths are relevant (and the ondene interval for the
rate onstant is large), so that an equilibration in the vein of Setion 4.2 may be interesting.
Enhaning the number of relevant paths
We present here an extension of the IPS equilibration to the ase of path sampling. Then,
eah path has weight 1 in the end, and the nal sample (x1,n, . . . , xM,n) is distributed aording
to π1 ≡ πAB (provided the swithing is slow enough and the number of replias is large enough;
therefore, Mn∆t should be large enough). More preisely, we onsider the
166 4 Computation of free energy dierenes
IPS equilibration of the nonequilibrium path swithing
Algorithm 4.4. Consider an initial distribution (x1,0, . . . , xM,0) generated from π0. Generate
independent times τk,b, τk,d from an exponential law of mean 1. Consider two additional
variables Σk,b, Σk,d per replia, initialized at 0.
(1) Replae λm by λm+1;
(2) Update the works as W k,m+1 = W k,m + ∆Ek,m = W k,m + Eλm+1(xk,m) − Eλm(xk,m),
and ompute the mean work update ∆Em = M−1∑1≤k≤M ∆Ek,m;
(3) (Diusion step) Do a Monte Carlo path sampling move using a Metropolis-Hastings
sheme with the measure πλm+1 , so that x
k,m
is transformed into xk,m+1.
(4) (Birth/death proess) Update the variables Σk,b and Σk,d as
Σk,b = Σk,b + β(∆Em −∆Ek,m)−,
and
Σk,d = Σk,d + β(∆Em −∆Ek,m)+.
(Death) If Σk,d ≥ τk,d, selet an index m ∈ {1, . . . ,M} at random, and replae the k-th
path by the m-th path. Generate a new time τk,d from an exponential law of mean 1,
and set Σk,d = 0;
(Birth) If Σk,b ≥ τk,b, selet an index m ∈ {1, . . . ,M} at random, and replae the m-th
path by the k-th path. Generate a new time τk,b from an exponential law of mean 1,
and set Σk,b = 0;







and it an be shown that CM → C when M → +∞. A ondene interval for the free energy
dierene an be obtained as in Setion 4.3.3 as


























Spei Monte-Carlo moves for swithing from unonstrained to onstrained path
ensembles
When an interpolating funtion hλ appearing in (4.78) (or, equivalently, some order parameter
ξ) is known, it is possible to inrease the likeliness of the end point of the trajetory by performing
a move on the last onguration in the diretion opposite to ∇hλ(q) while keeping the random
vetors used for the transitions. These moves should of ourse be employed with other MC moves,
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espeially MC moves relying on some trajetory generation, in order to relax the shift toward
higher values of hλ or ξ.
More preisely, using for example an overdamped Langevin dynamis to update the end ongu-
ration, the assoiated Metropolis-Hastings Monte-Carlo elementary step is, starting from a path x
for a parameter λ (in the Langevin dynamis setting):
Speifi Monte-Carlo swithing move
Algorithm 4.5. Starting from a path x = (x0, . . . , xL),
(1) Compute the sequene of 2dN -dimensional random vetors (U¯i)0≤i≤L−1 assoiated with
the bakward (time-reversed) integration from xL to x0;
(2) Compute a nal onguration as qyL = q
x
L + δλ∇ξ(qxL) + (2δλ/β)1/2G where G is a
d-dimensional random gaussian vetor;
(3) Integrate the path bakward (time-reversed) starting from yL, using the noises
(U¯i)0≤i≤L−1 to obtain a path y = (y0, . . . , yL). The probabilty P(x, y) to obtain y
starting from x is therefore the probability to obtain yL from xL, so that









|qyL − qxL − δλ∇ξ(qxL)|2
)
.
(4) Aept the new path y with probability















The magnitude δλ an be made to depend a priori on λ. It is then adjusted in pratie on the
y by rst omputing the values of the gradient for the endpoint of eah replia, in order to ensure
that the displaement is small enough.
Numerial results
We ompute here free energy dierenes assoiated with onstraining paths for the WCA model
system introdued in Setion 4.1.4. This is done either with plain nonequilibrium swithing, or
with the IPS equilibration. Let us notie that the energy is xed in [122℄ while we rather have to
x the temperature in the stohasti setting, so that a straightforward omparison of the results
is not possible. We set β = 1 in the sequel. The other parameters are the same as in [122℄:
N = 9 partiles, h = 6, σ = 1, ǫ = 1, the partile density ρ = 0.6σ−2, w = 0.25, and the sets
A = {ξ(q) ≤ ξA = 1.3σ}, B = {ξ(q) ≥ ξB = 1.45σ}. The trajetory length is L = 320∆t and
∆t = 0.0025, so that L∆t = 0.8(mσ2/ǫ)1/2.
We perform a total of n MC moves (using the brownian tube proposal funtion (with αi =
α = 0.8 for all 0 ≤ i ≤ L− 1). The funtion hλ is the one given in [122℄:
hλ(q) = e
−λK(1−1B(q))(ξB−ξ(q))
with K = 100. The swithing shedule is λi = (i/n)2.
A typial free energy dierene prole is presented in Figure 4.13 forM = 2000 and n = 10000,
as well as the assoiated weights for the plain nonequilibrium swithing. These weights are the





−W l,n . (4.79)
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Table 4.8. Free energy dierenes ∆FA→AB omputed for dierent swithing lengths n, using a sample
of M = 2000 paths. The results are presented under the form "CM (C
−
M,σc
−C+M,σc)" with σc = 1.96 (the
value orresponding to a 95 % ondene interval).
M n Bakward Forward IPS (forward)
2000 2000 4.83 (4.61-5.02) 5.43 (5.28-5.61) 4.82 (4.78-5.85)
2000 5000 5.34 (5.04-5.58) 5.41 (5.32-5.50) 5.19 (5.16-5.23)
2000 10000 5.45 (5.32-5.58) 5.40 (5.34-5.46) 5.40 (5.36-5.43)
2000 15000 5.42 (5.35-5.49) 5.40 (5.35-5.45) 5.45 (5.42-5.48)
Notie that the sample is very degenerate sine very many paths have negligible weights, and the
relevant paths are exponentially rare. Reall also that the paths all have weight 1 with the IPS
algorithm.
Some free energy dierenes are presented in Table 4.8 for dierent values of n (keeping M
xed). The swithings are slow enough when the ondene intervals for free energy dierenes
omputed by onstraining paths ('forward' swithing) overlap with ondene intervals for free
energy dierenes obtained by starting from a sample of onstrained paths and removing progres-
sively the onstraint ('bakward' swithing). This is the ase here for n = 5000, 10000, 15000 (but
not when n = 2000). The results show that IPS agrees with the usual Jarzynski swithing, the
ondene interval on the results being however lower.






























Fig. 4.13. Left: Free energy prole for a forward swithing, omputed for M = 2000 and n = 104, using a
plain nonequilibrium swithing. Right: Histogram of the weights wk of the nal sample as given by (4.79).
We also present in Figure 4.14 a nal sample omputed using a quite fast swithing (n = 1000)
with a small sample of paths (M = 100). Notie that all the 100 paths generated with the IPS
swithing are reative, in ontrast with the paths generated by a straightforward swithing in
the Jarzynski way. Besides, as a onsequene of the degeneray of paths, only 8 paths in 100
have a signiant weight (larger than 0.05 when normalized by the total weight, see (4.79)).
This simple example shows why it is diult to ompute averages over the nal sample of paths
when performing plain nonequilibrium swithing, and why it may be interesting to resort to some
seletion proess to prevent suh a degeneray.
In agreement with a previous study [292℄, the results show that the IPS algorithm allows to
redue the variane on the estimates and to end up the simulation with a well-distributed and
non-degenerate sample, provided the swithing is slow enough.
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Fig. 4.14. Comparison, for a nonequilibrium swithing of paths for M = 100 systems in n = 1000 steps
without (Left) or with IPS (Right). Only the paths having a weight greater than 0.05 are plotted in solid
lines when plain nonequilibrium swithing is used (the other paths are plotted in dotted lines).
4.4 Adaptive omputation of free energy dierenes
Methods relying on nonequilibrium dynamis follow the pioneering work of Jarzynski [187℄,
or use some adaptive dynamis suh as the Wang-Landau approah [368℄, the adaptive biasing
fore (ABF) [75, 76, 157℄, or the nonequilibrium metadynamis [46℄. These approahes use the
whole history of the exploration proess to bias the urrent dynamis in order to fore the esape
from metastable sets. This is done by simultaneously estimating the free energy from an evolving
ensemble of ongurations of the dynamis, and using this estimate to bias the dynamis, so that
the eetive free energy surfae explored is attened. In the long time limit, the bias exatly gives
the atual free energy prole. Adaptive methods ould therefore be seen as umbrella sampling
with an evolving potential. This was already notied in a previous study presenting an adaptive
dynamis as a 'self-healing umbrella sampling' [227℄.
To present the adaptive methods mentioned above in a general and unifying framework, it
is onvenient, as is done in [46℄, to onsider ensemble of realizations (see Eq. (4.83)). The sys-
tem is then desribed by the distribution of the ongurations of this ensemble in the limit of
an innite number of replias simulated in parallel. The key point is to reformulate the ompu-
tation of the bias of adaptive dynamis, using onditional distributions (that is, distribution of
the ongurations for a given value of the reation oordinate) of the latter sample. This was
already proposed in [101℄ in the equilibrium ase, and is somewhat impliit in [46℄. This onept
laries the presentation of adaptive methods, allows mathematial proofs of onvergene [207℄ or
at least, existene of a stationary state of the dynamis (still in the ase of an innite number
of replias), and suggests natural numerial strategies: the disretization may be done through
a parallel implementation of several replias of the system, whih all ontribute to onstrut the
free energy prole. Suh a parallel implementation was already proposed in [275℄ in the ase of
metadynamis. We show here how an additional seletion proess on the replias an enhane the
sampling of the reation oordinates in omparison with a straightforward parallel implementation.
This setion is organized as follows. In Setion 4.4.1, we desribe the general formalism for
adaptive dynamis, using onditional probabilities, and show how to update the biasing potential
in order to ompute the free energy prole in the longtime limit, using a xed-point strategy. Some
appliations of this formalism are then presented, whih allow to reover the usual adaptive dy-
namis suh as the nonequilibrium metadynamis, the Wang-Landau sheme or the ABF method.
We then disuss possible parallel implementation strategies. In partiular, it is shown how a se-
letion proess an enhane the straightforward parallel implementation. This is nally illustrated
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by numerial results for a toy model of onformational hanges. In Setion 4.4.2, we then present
a rigorous proof of onvergene for a spei adaptive dynamis in the ABF spirit, using entropy
estimates. The proof uses on a deomposition of the entropy into a marosopi entropy (related
to the distribution of the values of the reation oordinate) and a mirosopi entropy (depending
on the distribution of the onditioned measures, for a xed value of the reation oordinate), and
relies on the assumption that the onditioned measure satisfy a logarithmi Sobolev inequality,
with a onstant independent of the value of the reation oordinate.
4.4.1 A general framework for adaptive methods
For a system desribed by a potential V (q), the Boltzmann measure in the anonial ensemble
is Z−1 exp (−βV (q)) dq (where Z is a normalization onstant, the so-alled partition funtion).
We onsider in this setion a reation oordinate ξ, taking values in the one dimensional torus,
or in the interval [0, 1]. In the latter ase, reeting boundary onditions for the dynamis on the
two extremal values ξ(q) = 0, ξ(q) = 1 are used. Reall that the free energy (or potential of mean
fore (PMF)) to be omputed is dened up to an additive onstant by the normalization of a
Boltzmann average of the ongurations restrited to a given value of the reation oordinate (see
Setion 4.1.2 for more details):
F (z) = −β−1 ln
∫
M
exp(−βV (q)) δξ(q)−z . (4.80)

















Here and in the sequel, we denote by F ′ the derivative of F with respet to z.
Adaptive dynamis are dened through the dynamis used, whih ditates the distribution of
the ongurations at equilibrium, a biasing potential, and the way this potential is updated (see
below for a heuristi derivation in the equilibrium ase motivating the general setting).
Trajetories t 7→ Qt are omputed aording to some dynamis whih are ergodi with respet
to the Boltzmann measure when the potential is time-independent. For instane, the Langevin
dynamis or the overdamped Langevin dynamis may be used. We will denote by ψt(q) the distri-
bution (or density) of ongurations at time t. This distribution will be used to update the biasing
potential Fbias.
From a pratial point of view, when M replias (Qi,Mt )i=1,...,M of the system are simulated









In some ases, the density of states an also be approximated using the distribution of ongura-
tions along the trajetory, relying on some ergodi assumption.
The denition of adaptive methods requires the denition of two important quantities obtained
from the distribution ψt(q). The rst one is the distribution ψ
ξ
t of the reation oordinate values,
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ψt(q) δξ(q)−z . (4.84)
This quantity will be useful to propose a biasing potential (see Eqs. (4.91)-(4.93)). Another im-









Suh averages are used to propose biasing fores (see Eqs. (4.92)-(4.94)).
The biasing potential
In adaptive dynamis, the interation potential is time-dependent:
Vt(q) = V (q)− Fbias(t, ξ(q)). (4.86)
The biasing potential Fbias, whose preise form varies aording to the method under study,
depends only on q through the reation oordinate value ξ(q) and is updated using the history of
the ongurations. It is expeted that this biasing potential onverges (up to an additive onstant)
toward the free energy F given by (4.80) in the long-time limit, so that the equilibrium distribution
of the reation oordinate is the uniform distribution.
The key idea ommon to all adaptive methods is to resort to a xed point strategy, in order for
the observed free energy to onverge to a onstant or the mean fore to vanish, and the dynamis
to reah equilibrium (see the updates (4.88) or (4.90) in the equilibrium ase and (4.93) or (4.94)
in the nonequilibrium ase).
Updating the biasing potential - The equilibrium ase
To derive a possible form for the biasing potential, let us rst assume that the system is
instantaneously at equilibrium with respet to the biased potential Vt, i.e. Qt has density ψeqt (q) =





ψeqt (q) δξ(q)−z = F (z)− Fbias(t, z) + β−1 lnZt. (4.87)
Thus, for a harateristi time τ to be hosen, an update of Fbias of the form






ψeqt (q) δξ(q)−z (4.88)
is suh that F ′bias(t)→ F ′ when t→ +∞ exponentially fast with rate 1/τ . Notie that we stated
the onvergene in terms of the mean fore, beause, in view of the onstant term β−1 lnZt in
Eq. (4.87), the potential of mean fore only onverges up to a onstant to the true potential of
mean fore.
Similar onsiderations hold for the mean fore: replaing the potential V with Vt given by (4.86),





= F ′(z)− F ′bias(t, z), (4.89)
172 4 Computation of free energy dierenes













is therefore suh that F ′bias(t)→ F ′ when t→ +∞ exponentially fast with rate 1/τ .
Updating the biasing potential - The nonequililibrium ase
Now, in general, the system is not at equilibrium for the potential Vt: ψt 6= ψeqt . We use the
above proedure as a guideline to update the biasing potential F
bias
(t, z). To derive equations for
the biasing potential, let us rst dene two quantities. The rst one is the observed free energy or
the observed potential of mean fore, dened as
Fpot,obs(t, z) = −β−1 ln
∫
M
ψt(q) δξ(q)−z . (4.91)
This quantity an be interpreted as the free energy assoiated with the ensemble of ongurations
with density of states ψt(q) (see Eq. (4.80)). The observed free energy Fpot,obs(t, z) is high when
the number of visited states with reation oordinate value z is small. In the long-time limit, the
distribution of the reation oordinate is expeted to be uniform, so that the observed free energy
is onstant.
In the same way, the observed mean fore is dened as the onditional average of the time-
dependent biasing fore for a given value of the reation oordinate:















This quantity an be interpreted as the mean fore assoiated with ψt(q) (see Eqs. (4.81)-(4.82)),
minus the biasing fore at time t. It is expeted to vanish in the long-time limit, so that the
orresponding observed free energy is also onstant.
The xed point strategy relies on two dierent ways of updating the bias (the updating funtions
gt and Gt are inreasing funtions suh that Gt(0) = 0):
(i) The rst strategy, whih may be alled Adaptive Biasing Potential (ABP) method, is the
generalization of (4.88) to the nonequilibrium ase. The bias is updated in its potential
form, preferably inreased (resp. dereased) for reation oordinate values suh that the
observed free energy is high (resp. low):
(ABP) ∂tFbias(t, z) = gt(Fpot,obs(t, z)); (4.93)
(ii) The seond strategy, the usual ABF method, generalizes (4.90). The bias is updated
through the mean fore: the biasing fore is inreased (resp. dereased) for reation oor-




(t, z) = Gt(F
′
force,obs(t, z)). (4.94)
Let us emphasize at this point that the ABF and the ABP methods yield very dierent biasing
dynamis, sine the derivative of (4.91) with respet to z is dierent from (4.92) (This is not the
ase when the system is at equilibrium: the derivative of (4.88) with respet to z is equal to (4.90)).
This dierene beomes ritial for multi-dimensional reation oordinates, where the biasing fore
no longer derives from a potential in general.
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Consisteny of the method
Let us show that within this formalism, any stationary state of the ABP or ABF methods
gives the true mean fore F ′ to be omputed (and therefore the true PMF up to an additive
onstant). For a stationary state where the biasing potential has onverged to F
bias
(∞), the ergo-
diity property of the dynamis ensures that samples of ongurations of the system are distributed
aording to ψ∞ = Z−1∞ exp[−β(V − Fbias(∞, ξ))].
The observed free energy or mean fore given by Eqs. (4.91) and (4.92) then both verify
F ′pot,obs(∞, z) = F ′force,obs(∞, z) = F ′(z) − F ′bias(∞, z). The updating equations Eqs. (4.93)
and (4.94) yield respetively
g∞(F (z)− Fbias(∞, z)) = 0, (4.95)
G∞(F ′(z)− F ′
bias
(∞, z)) = 0, (4.96)
so that (taking the derivative with respet to z in (4.95)) F ′
bias
(∞) = F ′ in both ases thanks
to the strit monotoniity of the updating funtions. Let us also notie that, at onvergene, the
values of the reation oordinate are distributed uniformly:
∫
M ψ∞(q) δξ(q)−z = 1.
However, let us emphasize that we did not give any onvergene result at this point. We
merely showed that, if the dynamis onverges, then the limiting state is the orret one. To prove
onvergene starting from an arbitrary initial distribution is a diult task, and an only be done
for ertain dynamis (see the orresponding results in Setion 4.4.2).
Appliation to usual adaptive dynamis and onvergene results
We present in this setion some appliations of the above formalism, and show that the usual
adaptive methods an indeed be reovered. This is summarized in Table 4.9, whih gives a lassi-
ation of adaptive methods.
Table 4.9. Classiation of adaptive methods.
Adaptive Biasing Fore (∂tF
′
bias) Adaptive Biasing Potential (∂tFbias)
Dimension n (V ) ABF [75,76, 157℄ ABP [368℄
Dimension n+ 1 (V µ) m-ABF m-ABP [46,275℄
Metadynamis
Adaptive strategies an be used with metadynamis. The onguration spae is extended by
onsidering an additional variable z representing the reation oordinate, and the dynamis is
denoted t 7→ (Qt, Zt). The assoiated extended potential inorporates a oupling between this new
variable and the reation oordinate ξ:




for some (large) µ > 0. In this ase, the new reation oordinate onsidered is ξmeta(q, z) = z and
the free energy is thus given by:
Fµ(z) = −β−1 ln
∫
M
exp(−βV µ(q, z)) dq.
It is easy to hek that, up to an additive onstant, Fµ → F as µ→ +∞, with F given by (4.80).
The adaptive strategies presented above applied to this extended dynamis allow to reover the free
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energy Fµ. The orresponding dynamis may be alled meta-Adaptive Biasing Potential (m-ABP)
and meta-Adaptive Biasing Fore (m-ABF) methods.
Strategies relying on biasing potentials are reminisent of ooding strategies [140℄ suh as the
nonequilibrium metadynamis [46℄. The latter is an example of an m-ABP method, where the
biasing potential is applied to the extended variable. The updating funtion does not depend on
time and is given by gt(x) = −γ exp(−βx) for some onstant γ > 0. The ensemble of onguration
used in the adaptive update is obtained from M replias (Qi,Mt , Z
i,M
t ) running in parallel, so that







The resulting biasing potential at time t penalizes the values of the reation oordinate already
visited aording to (see (4.93)):







δZi,Ms −z ds. (4.97)
In the ase of an overdamped Langevin dynamis withM = 1 for example, the resulting equations
of motion are therefore:
dQt = −∇V (Qt) dt+ µ(Zt − ξ(Qt))∇ξ(Qt) dt+
√
2β−1 dWQt ,
dZt = −µ(Zt − ξ(Qt)) dt+
√






where the proesses WQt , W
Z
t are independent standard Brownian motions. When in the last
equation and in (4.97) the Dira masses δZt−z are disretized using Gaussian funtions, the no-
nequilibrium metadynamis desribed in [46, 275℄ are reovered. We also refer to [46℄ for an error
analysis.
The Wang-Landau algorithm
Another famous instane of an ABP dynamis, usually dened in disrete spaes, is the Wang-
Landau algorithm [368℄. The biasing potential is onstruted in a similar fashion to (4.97), without
extending the onguration spae and with only one replia. The updating funtion is modied
during time as gt(x) = −γ(t) exp(−βx), so that
Fbias(t, z) = −
∫ t
0
γ(s) δξ(Qs)−z ds. (4.98)
If γ(t) → 0 slowly enough, it is possible to prove the onvergene of the dynamis, the rate of
onvergene of γ(t) being ontrolled by the nonuniformity of the histogram of the time distribution
of the reation oordinate (see [14℄ for more preisions on the onvergene results).
The ABF method
The usual ABF bias [157℄ is given by averaging the loal fore fV over the ongurations
visited by the system. It is reovered in the formalism we propose by onsidering one replia of the
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for some averaging time T > 0 and t > T .
For a rigorous onvergene result of the ABF algorithm with the update (4.99) in the ase of
an overdamped Langevin dynamis with an innite number of replias, see [207℄ and Setion 4.4.2.
Pratial implementation strategies
Relying on the denition (4.83) of the distribution of ongurations, adaptive dynamis an
be easily parallelized by using a large number M of replias that interat through the biasing
potential or the biasing fore. We rst show in this setion how to disretize the dynamis and
the biasing potential, and then, how this implementation an be improved using some seletion
proess.
Disretization of the biasing potential
In order to ompute in pratie the onditional or marginal distributions needed to update
the biasing potential, there are basially two approahes, relying either on ergordi limits or on
ensemble averages. Both approahes may be ombined in pratie in order to obtain smooth
proles. For example, when only a limited number of replias M is used, the density ψt(q) given
by (4.83) is not regular, and some loal averaging is neessary (see e.g. Eq. (4.101)).
We detail the implementation in the ABF ase for example. The ABP ase an be treated in a
similar way (see also [275℄). The instantaneous onditional average of some funtion h is typially
approximated by














where Qi,Mt is the i-th replia at time t and δ
ǫ
z is some approximation of the Dira distribution δz,
suh as a gaussian funtion with standard deviation ǫ or the indiator funtion of an interval of
size ǫ. In order to regularize these averages over the replias, some time averagings may be used















































with a onvolution kernel Kτ (t). For instane, Kτ (t) = 1t≥0τ−1e−t/τ . Many other regularizations
relying on a (loal) ergodiity property ould of ourse be used.
Enhaning the sampling through a seletion proess
A general strategy to improve the straightforward parallel implementation (4.83) is to add a
seletion step to dupliate "innovating" replias (replias loated in regions where the sampling of
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the reation oordinate is not suient), and kill "redundant" ones. One way to perform an eient
seletion is to onsider an additional jump proess quantied by a eld S(t, z) over the reation
oordinate values. Eah replia trajetory (Qi,Ms ) is then weighted by exp(
∫ t
0
S(s, ξ(Qi,Ms )) ds),
whih naturally gives birth/death probabilities for the seletion mehanism, in the spirit of Se-
quential Monte Carlo (SMC) methods [84℄ or Quantum Monte Carlo methods (QMC) [13℄ (see
also Setion 4.2, espeially for a possible numerial implementation using birth and death times).







where c is a positive onstant. This method thus enhanes replias in the onvex areas of the
density ψξt , where free energy barriers still need to be overome. When onvergene has oured,
ψξt is uniform and the seletion mehanism vanishes.
Consider for example the modied overdamped Langevin dynamis
dQt = −∇(V + 2β−1 ln |∇ξ| − Fbias(t, ξ))(Qt) |∇ξ|−2(Qt) dt
+
√
2β−1 |∇ξ|−1(Qt) dWt, (4.104)
with the update (4.99): F ′bias(t, z) = 〈fV 〉t,z. The proess Wt is the standard Brownian motion.
This dynamis is the usual overdamped Langevin dynamis for the potential Vt when |∇ξ| = 1.
Notie that in the ase of a metadynamis-like implementation ('m-ABF'), the modied dynamis
is atually the usual overdamped Langevin dynamis sine ξmeta(q, z) = z and thus |∇ξmeta| = 1.







When the seletion step is used with the overdamped Langevin dynamis (4.104), it an be shown
that the distribution of the reation oordinate values ψξt still satises a simple diusion equation,







This method thus enhanes the diusion in the reation oordinate spae, but the onvergene
rate is still limited by the relaxation in eah submanifold ξ(q) = z.
Numerial results
We nally present an appliation of the seletion strategy proposed above to the model sys-
tem of onformational hange in solution of Setion 4.1.4. In pratie, the Dira distribution are
approximated by indiator funtions of intervals of size ∆z = 0.05. The parameters used for these
omputations are N = 16 partiles, at partile density ρ = N/l2 = 0.25σ−2, σ = 1, w = 0.7, ǫ = 1
and h = 20, β = 5. We onsiderM = 2000 replias evolving aording to an overdamped Langevin
dynamis, with a time step ∆t = 10−4. The referene omputation is done with M = 5000 repli-
as and averaging the mean fore prole on the time interval [5, 10]. The proles are regularized
in time by using (4.102) with τ/∆t = 100. The initial onditions are suh that the dimer bond
lengths of all replias are lose to r0. We onsider in the sequel the interval [z0, z1] = [1.1, 2.55]
(sine r0 ≃ 1.122, r0 + 2w ≃ 2.522 and ∆z = 0.05), ontaining n = 30 bins.
We present in Figure 4.15 free energy dierene proles (averaged over K = 100 independent
realizations) obtained with the parallel ABF dynamis (4.99), with and without the birth/death
seletion term (4.103) (with c = 10), at a xed time tfigure = 0.1. The standard deviation of the
proles (F ′1, . . . , F
′
K) for K independent realizations is











k(z) is the mean fore averaged over all the realizations. The assoiated
95% ondene intervals (or errors bars) are









The urves plotted in solid lines in Figure 4.15 are the averages F ′, and the urves plotted in
dashed lines are F ′− and F ′+. Notie that the mean fore prole obtained when the seletion
proess is turned on is onverged (sine the urves F ′, F ′−, F ′+ and the referene urve are almost
indistinguishable).
















Fig. 4.15. Free energy dierene proles obtained with the parallel ABF algorithm (in redued units), for
a time tfigure = 0.1 and averaged over K = 100 independent realizations: with birth/death proess (c = 10)
and without birth/death proess. The urve orresponding to the referene omputation oinides with
the urve obtained when the seletion is turned on. Solid line: average mean fore; dashed lines: upper
and lower bounds of the 95% ondene intervals (see Eq. (4.105)).
The omparison with the referene prole shows that the seletion proess improves the rate
of onvergene of the algorithm and aelerates the exploration proess on the free energy surfae.
Indeed, the prole obtained when the seletion proess is turned on is very quikly really lose
to the referene prole. On the other hand, with a straightforward parallelization, only a small
fration of replias has esaped from the initial free energy metastable state at time tfigure to
explore the free energy metastable set orresponding to bond lengths around r0 + 2w.
To preise these qualitative features, we further perform two quantitative studies for several
values of c:
(i) Tables 4.10 and 4.11 make preise the onvergene of the proles to the referene prole
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where Fref is the referene prole, and F(z) =
∫ z
z1
F ′ is the averaged potential of mean
fore, obtained as the integral of the mean fore averaged over all the realizations. In






F ′(sj)− F ′ref(sj)
∣∣∣∣∣∣∆z. (4.106)












(ii) Figure 4.16 presents the fration of replias whih have rossed the free-energy barrier
(averaged aver the K = 100 realizations), i.e. the instantaneous fration of partiles suh
that r ≥ r0 +w. Notie that we expet this fration to onverge to 0.5 (up to some errors
due to statistial utuations and to the binning of [z0, z1]).
Table 4.10. Deviation δFn from the referene PMF prole (given by Eq. (4.106)) as a funtion of the
seletion parameter c (c = 0 when the seletion is turned o) and the simulation time tsimu. The 95%
ondene interval [δ−Fn, δ+Fn] is given in brakets.
 tsimu = 0.05 0.1 0.2 0.4
0 9.51 (7.73-11.3) 18.0 (14.8-21.2) 19.5 (18.3-20.7) 0.066 (0.056-0.075)
2 20.4 (17.0-23.8) 5.69 (5.55-5.82) 0.020 (0.016-0.023) 0.034 (0.029-0.038)
5 22.9 (20.9-24.9) 0.22 (0.19-0.25) 0.027 (0.022(0.032) 0.026 (0.022-0.031)
10 10.4 (10.4-10.4) 0.035 (0.029-0.041) 0.028 (0.023-0.032) 0.032 (0.027-0.037)
Table 4.11. Deviation δFn from the referene PMF prole (and assoiated error bars) when c = 10 for
dierent number of replias (K = 50 realizations).
number of replias tsimu = 0.05 0.1 0.4
1000 23.3 (20.4-26.3) 0.45 (0.39-0.50) 0.064 (0.054-0.074)
2000 11.2 (11.2-11.2) 0.034 (0.025-0.042) 0.032 (0.024-0.039)
10,000 2.05 (1.54-2.56) 0.026 (0.019-0.033) 0.022 (0.016-0.028)
As an be seen from the dierent esaping proles of Figure 4.16, the seletion proess really
aelerates the transition from one free energy metastable state to the other. This is due to the
fat that the birth and death jump proess triggers non loal moves, as opposed to the traditional
diusive exploration of adaptive dynamis. The numerial results of Table 4.10 show that it is
very interesting to onsider a seletion proess, espeially at the early stages of the simulation.
This seletion is even more eient when the number of replias inreases (see Table 4.11). In
onlusion, the seletion proess seems to be an eient tool to improve the exploration power of
the adaptive dynamis.
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Fig. 4.16. Average fration of the replias in the region r ≥ r0 + w as a funtion of time, for c = 0 (no
seletion), c = 2, c = 5, c = 10.
4.4.2 Rigorous onvergene results for the Adaptive Biasing Fore method
We present in this setion a proof of onvergene for the following dynamis, whih is of ABF
type:
dQt = −∇(V − Fbias(t, ξ) + 2β−1 ln(|∇ξ|))(Qt) |∇ξ|−1(Qt) dt+
√
2β−1|∇ξ|−1(Qt)dWt, (4.107)










We assume in this setion that the density ψt of the distribution of Xt is well-dened at all times.
The proof presented here is atually restrited to the ase
q = (z, q˜) ∈M = T× Rn−1, ξ(q) = z,
T denoting the one-dimensional torus R/Z. In this ase, Σz = {(z, q˜), q˜ ∈ Rn−1}, and |∇ξ(q)| = 1
so that the dynamis onsidered oinides with the usual overdamped dynamis when the biasing
term is added. The ase of a general one-dimensional reation oordinate ξ : Rn → R is treated
in [A1℄, where a onvergene result for higher dimensional reation oordinates is also stated,
provided the temperature is large enough.
After a brief review on the most important results for onvergene results relying on entropy
estimates, we present a mathematial onvergene result in the simplied setting onsidered in
this setion, and nally give the orresponding proof.
Some bakground on logarithmi Sobolev inequalities and their appliations in
statistial physis
The aim of this preliminary setion is to give some bakground on entropy tehniques with a
fous on logarithmi Sobolev inequalities, whih an be used to show the onvergene to the equi-
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librium state. More material an be read in the review papers by Guionnet and Zegarlinski [143℄,
Ledoux [202℄ and Arnold, Markowih, Tosani and Unterreiter [10℄ (this last paper having rather
a PDE approah).
For simpliity, we will onsider an invariant measure of Boltzmann-Gibbs type, having a density
with respet to the Lebesgue measure:




and the overdamped Langevin dynamis on the onguration spae M:





It an be assumed without loss of generality that β = 1 (replaing the potential V by βV ). The
density ψ(t, ·) ≡ ψt(·) of the law of Qt evolves aording to the Fokker-Plank equation








Notie that ψt is the density of a probability measure, so that
∫
M ψt = 1. Sine ψ∞ is a stationary
solution of the above equation, it is expeted that ψt(q)→ ψ∞(q) as t→ +∞. This is indeed the
ase when the dynamis is ergodi and an exponential rate of onvergene an even be obtained
when a onvenient Lyapounov funtion an be found (see Setion 3.2.3). However, the Lyapounov
ondition (3.45) may be diult to hek.
An alternative way to obtain exponential onvergene of the density ψt to the target density
is to resort to entropy estimates. Consider the onvex funtion
Φ(x) = x lnx− x+ 1,




































= Φ(1) = 0.
An alternative proof of the non-negativity of the entropy an be done by remarking that Φ ≥ 0.
Atually, Φ(x) > 0 if and only of x 6= 1, so that H = 0 if and only if ψt = ψ∞ almost everywhere.
Straightforward omputations also show that
d
dt
H(ψt |ψ∞) = −I(ψt |ψ∞), (4.111)







Equality (4.111) therefore implies the deay of the relative entropy. An exponential deay rate an
be obtained when ψ∞ satises a logarithmi Sobolev inequality (LSI) with onstant ρ.
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Denition 4.1. The probability measure ψ∞(q) dq satises a logarithmi Sobolev inequality with
onstant ρ > 0 (in short: LSI(ρ)) if













In other words, for all probability measures absolutely ontinuous with respet to the Lebesgue
measure, with density φ(q) dq,
H(φ |ψ∞) ≤ 1
2ρ
I(φ |ψ∞).
Then, ombining (4.111) and (4.112), it follows, using a Gronwall inequality:
0 ≤ H(ψt |ψ∞) ≤ H(ψ0 |ψ∞) e−2ρt.
The onvergene ψt → ψ∞ an be preised using the Csizár-Kullbak inequality:∫
M
|ψt − ψ∞| ≤ 2
√
H(ψt |ψ∞),
whih implies an exponentially fast onvergene of ψt to ψ∞ in L1(M).
Obtaining logarithmi Sobolev inequalities
To prove onvergene results for the density of the proess suh as (4.109), it therefore sues
to show that a LSI of the form (4.112) holds for the target measure ψ∞(q) dq = Z−1 exp(−V (q)) dq
(reall that we assumed β = 1 thoughout this setion). A LSI an for instane be obtained in the
following ases:
(i) when the potential V satises a strit onvexity ondition of the form Hess(V ) ≥ ρ Id with
ρ > 0, then a LSI with onstant ρ holds, as rst shown by Bakry and Emery [19℄;




∞ and eah measure ψ
i
∞(q) dq satisies a LSI with onstant ρi, then
ψ∞ satises a LSI with onstant ρ = min{ρ1, . . . , ρM} (see Gross [139℄);
(iii) when a LSI with onstant ρ is satised by Z−1V e
−V (q) dq, then Z−1V+W e
−(V (q)+W (q)) dq (with
W bounded) satises a LSI with onstant ρ˜ = ρ einfW−supW . This property expresses some
stability with respet to bounded pertubations (see Holley and Strook [169℄);
(iv) there are also results on a global LSI for the measure when a marginal and the orrespon-
ding onditional law satisfy a LSI (see Blower and Bolley [33℄), or when all the marginals
satisfy a LSI under some weak oupling assumption (see Otto and Rezniko [263℄).
A PDE formulation and a preise statement of the result
Sine only the law of the proess Qt at a xed time t is used in (4.107)-(4.108), it is possible
to reast the dynamis in terms of a nonlinear partial dierential equation (PDE) on the density
ψ(t, ·) of Qt (reall that ξ(q) = ξ(z, q˜) = z):

∂tψ = div
(∇(V − Fbias(t, z))ψ + β−1∇ψ) ,
F ′bias(t, z) =
∫
Rn−1
∂zV (z, q˜)ψ(t, z, q˜) dq˜∫
Rn−1
ψ(t, z, q˜) dq˜
.
(4.113)
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Measure of the onvergene
Let us introdue the longtime limit of the distribution of Xt:
ψ∞ = exp(−β(V − F ◦ ξ)),




ψ∞(z, q˜) dq˜ ≡ 1, dµ∞,z(q˜) = ψ∞(z, q˜) dq˜
ψξ∞(z)
.
The distane between ψ (respetively ψξ) and ψ∞ (respetively ψξ∞) is measured using the
relative entropy H(ψ|ψ∞) dened in (4.110) (respetively H(ψξ|ψξ∞)). In the following, the total
entropy is denoted by
E(t) = H(ψ(t, ·)|ψ∞),
the marosopi entropy by
EM (t) = H(ψ
ξ(t, ·)|ψξ∞),
the loal entropy at a xed value z of the reation oordinate by










ψ(t, z, q˜) dq˜
ψξ(t, z)
,






It is straightforward to obtain the following result whih an be seen as a property of extensivity
of the entropy:
Lemma 4.2 (Extensivity of the entropy). The total entropy an be deomposed as the sum of
the marosopi and the mirosopi entropies:
E(t) = EM (t) + Em(t).
Remark 4.5 (On the hoie of the entropy). In the ase of linear Fokker Plank equations, it








dµ, where h is typially a stritly onvex funtion suh that h(1) = 0 (see [10℄
for more assumptions required on h). For example, the lassial hoie h(x) = 12 (x− 1)2 is linked
to Poinaré type inequalities and leads to L2-onvergene, while the funtion h(x) = x lnx− x+1
used here to build the entropy is linked to logarithmi Sobolev inequalities and leads to L1 lnL1-
onvergene. However, for the study of the non-linear Fokker Plank equation (4.113), it seems
that the hoie h(x) = x lnx − x + 1 is important to derive the estimates, sine the extensivity
property of Lemma 4.2 is fundamental for the proof presented here.
Let us also introdue another way to ompare two probability measures, namely the Wasserstein
distane with quadrati ost:






|q˜ − q˜′|2 dπ(q˜, q˜′)
where Π(µ, ν) denotes the set of oupling probability measures, namely probability measures on
Rn−1 × Rn−1 suh that their marginals are µ and ν. We need the following denition:
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Denition 4.2. The probability measure ν satises a Talagrand inequality with onstant ρ > 0
(in short: T(ρ)) if for all probability measures µ suh that µ ≺ ν (i.e. µ is absolutely ontinuous
with respet to ν),





In the last denition, we impliitly assume that the probability measures have nite moments of
order 2, whih will be always the ase for all the probability measures we onsider. We will need
the following important result (see [264, Theorem 1℄).
Lemma 4.3. If ν satises LSI(ρ), then ν satises T(ρ).
Convergene results









∀t ≥ 0, I(ψ(t, ·) |ψ∞) ≤ I(ψ(0, ·) |ψ∞) exp(−8π2β−1t). (4.115)
The proof of (4.114) is straightforward (by inegrating (4.113) with respet to q˜ ∈ Rn−1), and
implies the onvergene of the marginals (see Lemma 4.4 for the omplete proof of this proposition).
To prove the global onvergene, we need some additional assumptions (on the potential V ):
Theorem 4.3. Let (ψ, F ′bias(t)) be a smooth solution to (4.113), and assume
(H1) The funtion V is suh that ‖∂z,q˜V ‖L∞ ≤M <∞;
(H2) There exists ρ > 0 suh that for all z ∈M, the onditional measure µ∞,z satises LSI(ρ).
Then,
(i) the mirosopi entropy Em satises
Em(t) ≤ C2 exp(−2λt) (4.116)







with I0 = I(ψ(0, ·) |ψ∞), and
λ = β−1min(ρ, 4π2).

























|F ′bias(t)− F ′|(z) dz ≤ C exp(−λt). (4.118)
This theorem therefore shows that F ′bias(t) onverges exponentially fast to F
′
at a rate
λ = β−1min(ρ, 4π2). The limitations on the rate λ are linked to the rate of onvergene at
the marosopi level, on the equation (4.114) satised by ψξ, and the rate of onvergene at the
mirosopi level, whih depends on the onstant ρ of the logarithmi Sobolev inequalities satised
by the onditional measures µ∞,z. This onstant depends of ourse on the hoie of the reation
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oordinate. In our framework, we ould state that a good reation oordinate is suh that ρ is
as large as possible.
Notie also that a onsequene of (4.116), (4.115) and Lemma 4.2 is that the total entropy E
also deays exponentially fast to zero, with the same rate λ. Therefore, by the Csiszár-Kullbak
inequality, ψ(t, ·) onverges exponentially fast to ψ∞ in L1(Rn) norm.
Remark 4.6 (On the initial ondition). If ψξ(0, ·) is zero at some points or is not suiently
smooth, then F ′bias(0) may be not well dened or I(ψ
ξ(0, ·)|ψξ∞) may be innite. But sine we
show that ψξ satises a simple diusion equation (see item 1 in Theorem 4.3), these diulties
disappear as soon as t > 0. Therefore, up to onsidering the problem for t ≥ t∗ > 0, we an suppose
that ψξ(0, ·) > 0.
It an be heked that the assumptions (H1) and (H2) are satised in this ontext for a
potential V of the following form:
V (z, q˜) = V0(z, q˜) + V1(z, q˜)
where α = infT×Rn−1 ∂q˜,q˜V0 > 0, ‖V1‖L∞ < ∞, ‖∂z,q˜(V0 + V1)‖L∞ < ∞, with the hoie M =
‖∂z,q˜V ‖L∞ , ρ = (infT×Rn−1 ∂q˜,q˜V0) exp(−os V1), where os V1 = supT×Rn−1 V1 − infT×Rn−1 V1. In
words, the potential V is a uniformly α-onvex potential in the q˜ variable (therefore satisfying a
LSI thanks to the Bakry-Emery riterion), perturbed by some bounded potential. The (almost)
α-onvexity in the variables orthogonal to the reation oordinate is indeed natural enough sine
it is expeted that the metastable features of the potential are in the reation oordinate variable.
Proofs of Proposition 4.6 and Theorem 4.3
To simplify the presentation of the proof, we assume β = 1, up to the following hange of
variable: t˜ = β−1t, ψ˜(t˜, q) = ψ(t, q), V˜ (q) = βV (q).
Lemma 4.4 (Convergene of the Fisher information). Let φ be a positive funtion dened
for t ≥ 0 and z ∈ T, satisfying
∂tφ = ∂z,zφ on T,
∫
T
φ = 1. (4.119)
Denoting by φ∞ ≡ 1 the longtime limit of φ, it holds
∀t ≥ 0, I(φ(t, ·) |φ∞) ≤ I(φ(0, ·) |φ∞) exp(−8π2t).






|∂z lnφ|2φ = 4
∫
|∂zu|2.







































































where we have used the Poinaré-Wirtinger inequality on T, applied to ∂zu: For any funtion














This Poinaré inequality is obtained by studying the spetral gap of the operator ∂z,z on [0, 1]. ⊓⊔
We now turn to the proof of Theorem 4.3. One fundamental lemma for the following is
Lemma 4.5. The dierene between the urrent mean fore F ′bias(t) and the mean fore F
′
an
be expressed in term of the densities as



















































∂z(V − F ) ψ
ψξ
dq˜ − ∂z lnψξ,
= F ′bias(t)− F ′,
whih onludes the proof.
⊓⊔
We will also use the following estimates:
Lemma 4.6. Under the assumptions (H1)(H2), it holds, for all t ≥ 0 and for all z ∈ T,





Proof. For any oupling measure π ∈ Π(µt,z, µ∞,z),
|F ′bias(t, z)− F ′(z)| =
∣∣∣∣∫
Rn−1×Rn−1




|q˜ − q˜′|π(dq˜, dq˜′)
≤ ‖∂z,q˜V ‖L∞
√∫
|q˜ − q˜′|2 π(dq˜, dq˜′).
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Taking now the inmum over all π ∈ Π(µt,z, µ∞,z) and using (2) together with Lemma 4.3, it
follows





whih onludes the proof.
⊓⊔
Lemma 4.7.When (H2) is satised,



















)∣∣∣∣2 ψψξ dq˜ ψξ dz,
whih yields the result sine ψξ/ψξ∞ does not depend on q˜. ⊓⊔
We are now in position to prove the rst assertion (4.116) of Theorem 4.3. The equation on ψ









′ − F ′bias(t))ψ).












































































ψξ(F ′bias(t)− F ′).
Using now Lemmata 4.6 and 4.7,
d
dt
Em ≤ −2ρEm +
√∫
T
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from whih (4.116) is dedued.
Let us now turn to the proof of the seond item of Theorem 4.3. Notie rst that ‖ψ(t, ·) −
ψ∞‖L∞ → 0 when t → +∞. This results from the exponentially fast H1(R3) onvergene of










applied to f = ψξ. Sine ψξ∞ ≡ 1, it holds∫
T
|F ′bias(t)− F ′| =
∫
T
|F ′bias(t)− F ′|ψξ∞ =
∫
T
|F ′bias(t)− F ′|ψξ −
∫
T
|F ′bias(t)− F ′|(ψξ − ψξ∞)
≤
∫
|F ′bias(t)− F ′|2ψξ + ‖ψ(t, ·)− ψ∞‖L∞
∫
T
|F ′bias(t)− F ′|.
Thus, for t suiently large,
∫
T
|F ′bias(t)−F ′| is bounded from above by c
∫
T
|F ′bias(t)−F ′|2ψξ (for
some c > 0), whih yields (4.118) (using (4.117) and (4.116)).
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k Waves: a Multisale Approah
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Multimillion atom simulations are nowadays ommon in moleular dynamis (MD) studies.
However, the time and spae sales numerially tratable are still far from being marosopi,
so that redued models are of primary interest when multisale phenomena are onsidered. In
partiular, the simulation of shok waves is a hallenging task, involving very small time and
spae sales and large energies near the shok front, and muh larger time and spae sales and
lower energies for the relaxation of the shoked materials, inluding the evolution of disloations
loops for example.
The situation is even worse for detonation waves (Roughly speaking, a detonation wave is
a shok wave ombined with very exothermi hemial reations, see [103℄ for a fundamental
referene). The simulation of detonation requires the desription of a thin shok front, moving at
a high veloity, usually using a ompliated empirial potential able to treat the hemial events
happening (dissoiation, reombination). To this end, toy moleular models were proposed at the
early stages of the moleular simulation of detonation (see e.g. [269℄), until the rst all-atom
studies in the 90's [38, 39℄. Suh omputations are nowadays ommon (see for example [327℄ for a
state of the art study), but are still limited in spatial and temporal sizes, so that a redued model
for detonations is of interest.
Some redued models for shok waves were proposed, for polyrystalline materials [163℄ or
resorting to mesopartiles with internal degrees of freedom [326℄ (see a brief overview of all those
methods in Setion 5.2.1). The latter approah seems to be the most promising and the most
general one, and onsists in replaing a omplex moleule by a single partile. The introdution of
an internal degree of freedom desribing in a mean way the behavior of several degrees of freedom
is reminisent from Dissipative Partile Dynamis (DPD) models [98,170℄, whih aim at desribing
omplex uids through some mesodynamis with some additional variables.
We present in this hapter redued model for shok and detonation waves desribed at the mi-
rosopi level. Starting in Setion 5.1 from a very simple one-dimensional (1D) model where the
main features of shok waves are already present, we show how a model redution of dimensionality
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an be performed under some deoupling or low-oupling assumptions. Though the initial model
is deterministi, the obtained model is stohasti: more preisely, the many-body interations are
replaed by some generalized frition (with memory) depending on the relative veloities of neigh-
boring partiles (whih is reminisent of DPD models), and the system is governed by a generalized
Langevin equation instead of the usual Hamiltonian dynamis. However, the temperature jumps
aross the shok front are not reprodued orretly.
Building on this one-dimensional model, a simplied DPD dynamis preserving the total energy
of the system is proposed in Setion 5.2. Within suh a model, temperature jumps aross the shok
front an be treated. It is also a onvenient framework for an extension to hemially reative shok
waves (detonations).
5.1 A simplied one-dimensional model
We begin in Setion 5.1.1 with some introdution to 1D lattie motion, and briey report on
some theoretial results and numerial experiments on piston-impated shoks. It is shown that,
in the absene of a spei treatment, the shok proles generated signiantly dier from shok
waves. Espeially, their thiknesses grow linearly with time [166,359℄, there is no usual equilibration
downstream the shok front [87,168,359℄, and relaxation waves do not behave as expeted. Indeed,
one would expet the shok wave to be a self-similar jump separating two domains at loal thermal
equilibrium at dierent temperatures. The relaxation waves should then ath up the shok front
and weaken the shok wave until it disappears. So, we have to introdue higher-dimensional eets,
at least in an averaged way. This is performed in Setion 5.1.2. The onnetion of the hain with
a heat bath onsisting of a large number of harmoni osillators, seems to be a good remedy for
spurious 1D eets. The shoks generated have onstant thiknesses and relaxation waves appear
to be properly modelled. We also present the stohasti limit of this model in Setion 5.1.3, and
an extension to the reative ase in Setion 5.1.4.
5.1.1 Shok waves in one-dimensional latties
The aim of this setion is to derive and assess the validity of a simplied mirosopi model
of shok waves whih an useful for a more general derivation. Shok waves are intrinsially
propagative phenomena. It is thus reasonable to desribe them within a 1D marosopi theory.
In some ases depending on the geometry, this approximation has proven to be orret [73℄.
A 1D lattie seems an appropriate model that ould, in addition, allow for some mathematial
treatment and thus a better theoretial understanding of the phenomena and mehanisms at
play. Indeed, many mathematial results are known about the behavior of waves in 1D latties,
onerning the existene of loalized waves [117,315℄, the form of those waves in the high-energy
limit [115℄ or in the low-energy limit [116℄, or the behavior under shok [104℄. There also exist
extended results for a partiular interation between sites, the Toda potential [344℄ : the struture
of a 1D shok is then preisely known, at least in some regime [359℄.
Desription of the lattie model
Consider a one-dimensional hain of partiles with nonlinear nearest-neighbor interations,
desribed by a potential V . Initially, the partiles are at rest at positions Xn(0) = nd, whih is
an equilibrium state for the system. All the masses are set to 1. The normalized displaement
of the n-th partile from its equilibrium position is xn(t) =
1
d(Xn(t) − Xn(0)). The following
normalization onditions [166℄ for the interation potential V an be used:
V (0) = 0, V ′(0) = 0, V ′′(0) = 1. (5.1)
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The rst ondition is more a shift on the energy referene, the seond one expresses the fat that
x = 0 is the equilibrium position, and the last one amounts to a resaling of time. The so-alled
redued relative displaement is dened as δxn(t) = xn+1(t)− xn(t).






V (qn+1 − qn) + 1
2
p˙2n, (5.2)
where (qn, pn) = (xn, x˙n). The Newton equations of motion read:
x¨n = V
′(xn+1 − xn)− V ′(xn − xn−1). (5.3)




















e−bx − 1 + bx) . (5.5)
Dene b = −V ′′′(0). The parameter b measures at the rst order the anharmoniity of the system.
For the Lennard-Jones potential b = 9, and for the Toda potential, the parameter b introdued in




Shok waves in the 1D lattie
A brief review of the existing mathematial and numerial results
A shok an be generated using a "piston" : the rst partile is onsidered as being of innite
mass and onstantly moving at veloity up. We refer to [90℄ for a pioneering study of those shoks
in 1D latties, to [164,166,168℄ for areful numerial experiments and formal analysis, and to [359℄
for a rigorous mathematial study in the Toda ase. All of these studies identify the parameter
a = bup as ritial. When a < 2, the veloity of the downstream partiles onverge to the piston
veloity, in analogy with the behavior of a harmoni lattie
1
(see Figure 5.1). When a > 2, the
partiles behind the shok experiene an osillatory motion (see Figure 5.2). This behavior is quite
similar to what is happening in hard-rod uids (see [168℄ for a more preise desription of that
phenomenon), and has to be linked to the exhange of momenta happening when two partiles
ollide in a 1D setting. This was also notied for other potentials suh as the Lennard-Jones
potential, and an be used to dene spei 1D thermodynamial averages [87℄.
In the ase of a strong shok (a > 2) and in the Toda ase, the displaement pattern is parti-
ularly well understood from a mathematial point of view [359℄: the lattie an be deomposed in
three regions. In the rst one, for n > c
max
t, the partiles have almost not felt the shok yet, and
their displaements are exponentially small. The seond region, whose thikness grows linearly in
time (c
min
t < n < c
max
t), is omposed of a train of solitons. Reall that solitons are partiular
solutions of the Toda lattie model, and orrespond to loalized waves [344℄. In the third region
(n < c
min
t), the lattie motion onverges to an osillatory pattern of period 2 (binary wave).
The motion behind the shok is asymptotially desribed by the evolution of a single osillator
(see [87℄ for a preise desription of this behavior). There is no loal thermal equilibrium in the
usual sense (i.e. the distribution of the veloities is not of Boltzmann form). This was already
mentioned in [168℄.
1
Note that we use b = 2α with the notation of [166℄.
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Fig. 5.1. Relative displaement (left) and veloity proles (right) versus partile index for a weak shok
at a representative time: number of partiles N
part
= 500, Toda parameter b = 1, piston veloity up = 0.2,
so that a = 0.2. The partile are taken initially at rest at their equilibrium positions.


































Fig. 5.2. Relative displaement (left) and veloity proles (right) versus partile index for a strong shok
at time T = 100: b = 10, up = 1, so that a = 10. The partiles are initially at rest.
Density plots.
To get a better understanding of the shok patterns, it is onvenient to represent the system in
terms of loal density. This loal density an be obtained as a funtion of the loal average of the
interatomi distanes, both in spae and time. We restrit ourselves to a loal average in spae.
More preisely, the loal averaged interatomi distane of the n-th length is denoted by δxn, and
given by δxn =
∑+∞




















The integer M is the loal range of averaging. Figure 5.3 presents the densities orresponding to
the relative displaement patterns of Figures 5.1 and 5.2.
Simulation of piston ompression
We rst implement a preliminary thermalization. The partiles are taken initially at rest at their











n) dxn dx˙n, (5.6)
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Fig. 5.3. Density patterns for the relative displaement pattern of the weak shok of Figure 5.1 (left)
and the strong shok of Figure 5.2 (right). The loal averaging range is M = 50.









. This approximation is of ourse justied only at the beginning of the simulation, when
displaements are small enough. After this initial perturbation, we let the system free to evolve
during a typial time T
init
= 10. The simulations were performed using a Veloity Verlet sheme,
the time step being hosen to have a relative energy onservation
∆E
E
of about 10−3. At time T
init
the piston impat begins: the rst partile is kept moving toward the right at onstant veloity up.
Let us emphasize that the shok patterns are robust, in the sense that they remain essentially
unhanged when initial thermal pertubations are supplied. This point was already noted in [168℄
where the authors gave numerial evidene of that fat. While rigorously proven only in the Toda
lattie ase for a lattie initially at rest at equilibrium, the above shok desription seems then to
remain qualitatively valid for a quite general lass of potentials and with random initial onditions.
A omparison of the dierent proles is made in Figures 5.4 and 5.5. The proles are indeed quite
onserved, espeially the density proles.


































Fig. 5.4. Relative displaement proles for a thermalized strong shok using a Toda potential with
b = 10, and omparison with the referene prole orresponding to a lattie initially at rest. The piston
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Fig. 5.5. Loal density proles orresponding to Figure 5.4 with M = 50. Dashed line: referene prole.
Solid line: Thermalized prole. Notie that both patterns almost oinide.


































Fig. 5.6. Relative displaement patterns for the same onditions as in Figure 5.4 (referene ase).
Left: Snapshot at time T1 = 200. The shok front orresponds (roughly) to the zone between partile
Nmin = cminT1 = 60 and partile Nmax = cmaxT1 = 350. Right: Snapshot at time T2 = 800. The shok
front orresponds to the zone between partile number N
min
= 250 and partile number N
max
= 1500.
Thus the shok front is indeed growing linearly in time.
For strong shoks (a > 2), the shok front thikens linearly with time as an be seen in
Figure 5.6. This is in ontradition with what is observed in shok propagation experiments as
well as in 3D numerial simulations. Moreover the veloity distribution behind the shok front
shows that the downstream partiles experiene a (quasi-)osillatory motion in the range [0, 2up].
This is of ourse not the ase for 3D simulations, where the partile veloities are muh less
orrelated, and appears to be a pure 1D eet.
We emphasize one again that initial thermal perturbations are not suient to remedy these
spurious 1D eets sine the patterns obtained in Figures 5.4 and 5.5 are very similar. In the
sequel we are going to build a 1D model that enables us to get rid of these undesired eets.
Simulation of relaxation waves
In order to study the relaxation waves, the piston is removed after a ompression time t0, and
the systems evolves freely during time t1 − t0.
The results are one again not physially satisfatory. The soliton train of Figure 5.7, whih
was less visible in Figure 5.4, is not destroyed by the relaxation waves. It travels on and widens
sine the solitons move away from eah others (the distane between the fastest ones, that is,
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Fig. 5.7. Relative displaement and speed proles for the same parameters as for Figure 5.4. The
ompression time is now t0 = 50, and the relaxation time is t1 − t0 = 350.
the more energeti ones, and the slowest ones, inreases). We emphasize that the energy remains
loalized in those waves, so there is no damping of these solitons. Rarefation is only observed in
the region behind the soliton train.
On the other hand, in 3D simulations or in experiments, one observes a progressive damping
of the whole ompressive wave. This is a seond spurious eet of the 1D model we would like to
get rid of and that the model of Setions 5.1.2 and 5.1.3 will be able to deal with.
5.1.2 An augmented one-dimensional model
The results of the previous Setion indiate the need for a modeling of perturbations arising
from the transverse degrees of freedom existing in higher dimensional simulations. Suh pertur-
bations will interfere with the shok front omposed of a soliton train, and possibly damp this
soliton train. Perturbations in the longitudinal diretion, suh as thermal initialization for the xn,
annot do this, as shown by Figures 5.4 and 5.5.
Atually, some fats are already known about the inuene of 3D eets on shok waves.
In [162,167℄ Holian et. al pointed out the fat that even a 1D shok onsidered in a 3D system (a
piston ompression along a prinipal diretion of a rystal for example) may not look like the typial
1D pattern of Figures 5.1 or 5.2. If the rystal is at zero temperature, then the ompression pattern
in 3D is the same as the 1D one, with a soliton train at the front. But if positive temperature eets
are onsidered, the interations of the partiles with their neighbors - espeially in the transverse
diretions - lead to the destrution of the oherent soliton train at the front, and a steady-regime
an be reahed (shok with onstant thikness).
Therefore, 1D models are often supplemented with a postulated dissipation. The orresponding
damping term in the equations of motion usually aounts for radiative damping [160,313,314℄, or
may ompensate thermal utuations [9℄ from an external heat bath for a system at equilibrium.
Let us point out that purely dissipative models may stabilize shok fronts. However, temperature
eets then ompletely disappear. In partiular, no jump in kineti temperature an be observed in
purely dissipative 1D simulations. Besides, we also aim here at motivating the usually postulated
dissipation and memory terms, and show that they arise naturally as eets of (onveniently
hosen) higher dimensional degrees of freedom.
There is no existing model (to our knowledge) that ould both aount for higher dimensional
eets in non equilibrium dynamis and be mathematially tratable. We introdue a lassial
deterministi heat bath model, as an idealized way to ouple the longitudinal modes of the atom
hain to other modes. This model is justied to some extent by heuristi onsiderations in Se-
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tion 5.1.2. We are then able to derive a generalized Langevin equation desribing the evolution of
the system, and reover a stohasti model in some limiting regime.
Form of the perturbations arising from higher dimensional degrees of freedom
Consider the system desribed in Figure 5.8, whih is still a 1D atom hain, but where eah
partile in the 1D hain also interats with two partiles outside the horizontal line. These partiles
aim at mimiking some eets of transverse degrees of freedom. The transverse partiles are plaed
in the middle of the springs and have only one degree of freedom, namely their ordinates yn. The
partiles in the 1D hain are still assumed to have only one degree of freedom as well. This means
that we onstrain them to remain on the horizontal line. The interations between the partiles
in the hain and the partiles outside the hain are ruled by a pairwise interation potential, for









Fig. 5.8. Notations for the interation of a transverse partile with partiles on the 1D atom hain.
Consider small displaements around equilibrium positions. The pairwise interation potentials
an therefore be taken harmoni. Up to a normalization, and for a displaement x from equilibrium
position, V (x) = 12x
2
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We now fous on the evolution of xn. All the equalities written below have to be understood
as equalities holding at rst order in O(|xn|),O(|yjn|). Considering only interations with the









The equation governing the evolution of yn is:








More generally, onsider the system of Figure 5.8 with an arbitrary angle θ. The equilibrium








d¯n = 1 + cos
2 θ(xn+1 − xn) + 2 sin θ cos θ · yn.
The additional longitudinal fore exerted on xn by yn is then
fn = cos
2 θ [cos θ(xn+1 − xn) + 2 sin θ · yn] .
Summing over N partiles that do not interat with eah other, eah one being haraterized by
an angle θi, the additional fore on xn is seen to be of the form






with Ki = 2 cos
2 θi sin θi and AN =
∑N
i=1 cos
3 θi. So, the equation of motion for xn is





n − yin−1). (5.7)
The equations for the yin an be obtained in the same way as before:
y¨in = −aiyin − 2Ki(xn+1 − xn). (5.8)
These linear perturbations are only valid for small displaements, i.e. when the approximation
of the full potential by its harmoni part is justied. Notie moreover that we disard any type of
interation of the y partiles with eah others. However, this motivates an attempt to take into
aount missing degrees of freedom by introduing a heat bath whose form will lead to equation
of motion similar to (5.7) - (5.8). We now turn to this task.
Desription of the heat bath model
We onsider the following Hamiltonian for a oupled system onsisting of the system under
study (S) and a heat bath (B) desribed by bath variables {yjn} (n ∈ Z, j = 1, . . . , N). To use a
heat bath is lassial but was never done in the ontext of 1D hains. The full Hamiltonian reads:
H({qn, pn, q˜jn, p˜jn}) = HS({qn, pn}) +HSB({qn, pn, q˜jn, p˜jn}), (5.9)








n), HS is given by (5.2), and
H
SB













γj(qn+1 − qn) + q˜jn
]2
. (5.10)
The interpretation is as follows. Eah spring length δxn = xn+1 − xn is thermostated by a heat
bath {yjn}, in the spirit of [108,379℄. The parameter kj is the spring onstant of the j-th osillator,
mj its mass, γj weights the oupling between ∆xn and y
j
n. Note that although more general ases
an be onsidered [198,212℄, the oupling is taken bilinear in the variables, for it allows for an exat
mathematial treatment. Indeed, a generalized Langevin equation (GLE) an be easily reovered
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(see [108, 379℄ for seminal examples). It is also the only ase where the limit N → ∞ an be
rigorously justied. Other physial motivations may be presented, suh as the representation of
extra variables in Fourier modes leading to a Hamiltonian similar to (5.9), see [44℄. These extra
degrees of freedom allow for some transverse radiation of the energy.
Derivation of the generalized Langevin equation
General proedure
Up to a resaling of yjn, we may assume that all masses mj are 1. The only parameters left for
the oupling are the oupling fators γj . Introduing the pulsations ωj given by ωj = k
1/2
j , the
equations of motion read:







n − yjn−1), (5.11)
y¨jn = −ω2j
[












Notie the strutural similarities of (5.11) with (5.7) and of (5.12) with (5.8).
The solutions {yjn} of (5.12) are then integrated and inserted in (5.11) for {xn}. This proedure
is the lassial Mori-Zwanzig projetion [250, 379℄. The integrability of the system is lear (one
initial onditions in veloities and displaements are set) when the fore gN is globally Lipshitz.






j is nite, and when V
′
is globally Lipshitz,
whih is indeed true for the Toda potential (5.5). For the Lennard-Jones potential (5.4) it remains
true as long as the energy of the system is nite (sine the potential diverges when x → −1, the
bound on the total energy implies x > x0 > −1, and a bound on the Lipshitz onstant an be









γjωj sin(ωjs)(xn+1 − xn)(t− s) ds.
Integrating by parts and inserting in (5.11):
x¨n(t) = V

















(yjn(0)− yjn−1(0))γjω2j cos(ωjt) + (y˙jn(0)− y˙jn−1(0))γjω2j
sin(ωjt)
ωj
+γ2j kj cos(ωjt)(xn+1 − 2xn + xn−1)(0).
Formally, (5.14) looks like a generalized Langevin equation (GLE), provided rNn is a random foring
term. The dissipation term involves a memory kernelKN and an inner frition x˙n+1−2x˙n+x˙n−1.
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The derivation made here shows that the usually postulated dissipation and memory arise naturally
as eets of higher dimensional degrees of freedom. The dissipation term, lassial in elastiity
theory and postulated by some studies [160,314℄, is derived here, as memory eets, that were also
onsidered in [314℄, sine the orresponding model was that of a visoelasti material. So, we are
left with a desription of the system only in terms of {xn}. To further speify the terms, we have
to desribe the hoie of the heat bath spetrum {ωj}, the oupling onstant γj and the initial
onditions for the bath variables.
Choie of the onstants
















where (∆ω)j = ωj+1 − ωj , α, λ > 0 and k > 0.
The funtion f2 is dened this way for reasons that will be made lear in Setion 5.1.3. The heat
bath spetrum {ωj} is more dense as N inreases. The exponent k aounts for the repartition of
the pulsations. More general hoies ould be made, involving randomly hosen pulsations [199℄.
However, we restrit ourselves to the ase of deterministi pulsations. We emphasize here one
again that the onstants hosen and the form of the oupling are not new. A similar hoie is
made in [199℄. The novelty is in the appliation to a 1D hain, where independent heat baths are
onsidered, eah heat bath orresponding to a spring length.
We now motivate (5.15). Notie that an upper bound to the heat bath spetrum is imposed.
This is related to the disreteness of the medium. Indeed, for a system at rest with partiles distant
from 1, the higher pulsation allowed is π, orresponding to an osillatory motion of spatial period
2. When partiles ome loser (for example if the mean distane between partiles is a < 1), the
higher pulsation inreases to the value
π
a sine the lowest spatial period is now 2a. Taking then
lower bound dm for the minimal distane between neighboring partiles, we get an upper bound
for the spetrum, namely Ω = πdm .
The hoie of the oupling onstants between the system and the bath is an important issue. The
only purpose of the heat bath in a 1D shok simulation is to mimi some eets of dimensionality,
suh as energy transfer to the tranverse modes. This energy transfer an be quantied using (5.12).
Indeed, the total energy transfer for a harmoni osillator of pulsation ω subjeted to an external
foring σ is known [44℄. More preisely, onsider the following harmoni osillator:
z¨ + ω2z = h(t), (5.16)
where h is an external time-dependent foring term. Then the total energy transfered by the
external foring to the system (from t = −∞ to t = +∞ for a system at rest at t = −∞) is
∆E = 12 |hˆ(ω)|2. The energy transfer to the heat bath ours as desribed by (5.12). This gives a









As a rst approximation, a shok prole an be desribed as a self-similar jump: ∆xn(t) = δH(n−
ctn), where δ < 0 is the jump amplitude, c the shok speed, and H is the Heaviside funtion.
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The last expression is bounded sine f2 is integrable (reall
∫ ∞
0
f2 = 1). The funtion σ is a C∞
funtion. Notie that the above onvergene results from the onvergene of the Riemann sum
appearing on the left.
Choie of the initial onditions.
We onsider initial onditions {yjn(0), y˙jn(0)} randomly drawn from a Gibbs distribution with
inverse temperature βy. This distribution is onditioned by the initial data {xn, x˙n}. More prei-
sely, set
yjn(0) = −γj(xn+1 − xn)(0) + (βykj)−1/2ξnj , (5.18)
y˙jn(0) = (βy)
−1/2ηnj , (5.19)
where ξnj , η
n
j ∼ N (0, 1) are independently and identially distributed (i.i.d.) random Gaussian








n − ξjn−1) + ωjγj sin(ωjt)(ηjn − ηjn−1). (5.20)
The probability spae is indued by the mutually independent sequenes of i.i.d. random variables
ξjn, η
j














For xed N , the above expressions give




where rN = (. . . , rNn , . . . ) and the linear operator DD
T
ats on sequenes Z as DDT z = {zn+1 −
2zn + zn−1}. This relation is known as the utuation-dissipation relation, linking the random
foring term and the memory kernel. Notie that the noise term is orrelated both in time and in
spae. The behavior of the system when N →∞ is then an interesting issue, that an help us to
get a better understanding of the phenomenas at play (see Setion 5.1.3).
Numerial results
The equations of motion (5.11), (5.12) are integrated numerially for a givenN , using a lassial
veloity-Verlet sheme. The system is initialized with veloities and displaements generated from






may dier. The system is then rst let to evolve freely, so that the oupling between
transverse and longitudinal diretions starts.
Shok waves are generated using a piston in the same fashion as in Setion 5.1.1, giving Fi-
gures 5.9 and 5.10. We then study relaxation waves (Figure 5.11). The time-step ∆t is hosen
to ensure a relative energy onservation of 10−3 in the absene of external foring. Typially,
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∆t = 0.01. The spetrum density parameter k in (5.15) is taken to be k = 1. Other hoies lead
to the same kind of simulation results. Notie that, if L represents the size of the 1D hain, the
algorithmi omplexity sales as O(LN).
Sustained shok waves
Figures 5.9 and 5.10 show the dierent patterns obtained in the ase of a system oupled to a
heat bath. Notie that the upper bound to the spetrum, Ω, is of order π sine the shok is not
too strong, and hene the medium is not too ompressed. The parameter α is taken less or equal
to Ω so that KΩ and σ(Ω) are suiently lose from their limiting values.
The parameter λ was varied in the range [0, 5]. If λ is too small, the oupling is too weak and
the proles look like the pure 1D ones (Note that we reover the purely 1D model with Hamiltonian
(5.2) when λ = 0). If λ is too high, the foring may be too strong, leading to the ollapse of two
neighboring partiles if the time step is not small enough. A good hoie of λ involves a good rate
of energy transfer to the transverse modes. The hoie of λ is ompletely empirial, but it would
be desirable to estimate it from full 3D simulations.
The results show that the introdution of transverse degrees of freedom has important onse-
quenes on the pure 1D pattern. The soliton train at the front is destroyed, and the shok thikness
is onstant along time, instead of growing in time as in the pure 1D ase. Thus a steady regime an
now be reahed, and these simulations really seem to deserve the name shok waves. In ontrast
to the pure 1D model results, these simulations have now the same qualitative behavior as 3D
simulations or experiments.


































Fig. 5.9. Relative displaement proles for the system oupled to a heat bath (left), and omparison
with a thermalized shok (right). For the thermalized shok, the parameters are up = 0.3, b = 10 and
1√
βx
= 0.01. For the system oupled to a heat bath, the additional parameters are 1√
βy
= 0.02, α = 5,
Ω = 10, λ = 0.5. The number of transverse osillators is N = 25.
Rarefation waves
As an be seen in Figure 5.11, a rarefation wave develops and progressively weakens the
shok (notie that the veloities derease and that the relative displaement inrease ompared
to Figures 5.9 and 5.10). This is indeed the expeted physial behavior for a visous uid. This
dissipation an be interpreted as energy transfer to the transverse modes.
Besides, no soliton train survives, ontrarily to the pure 1D ase, where the solitons are not
destroyed and move on unperturbed. In the pure 1D ase, there is no weakening of the initial wave,
only dispersion. One again, to our knowledge, this is the rst time a 1D disrete model behaves
as expeted.
204 5 A redued model for shok waves
































Fig. 5.10. Same parameters as for Figure 5.9, exept for the system oupled to a heat bath, N = 100.
Left: Relative displaement prole. Right: Loal density as a funtion of the partile index.


































Fig. 5.11. Relative displaement proles for the system oupled to a heat bath (left) and the thermalized
1D system (right). The parameters for the system oupled to a heat bath are
1√
βy
= 0.04, α = 2, Ω = 5,
λ = 0.5. The system is ompressed during t0 = 50. The relaxation time is t1 − t0 = 350.
Generalizations of the system-bath interation
Beyond nearest-neighbor interations










|Ax− ByN |2 (5.22)




n, . . . , y
N
n , . . .). The matrix M
is a mass matrix (operator), A and B are general operators, F (x) = ∑∞n=−∞ V (xn+1 − xn). We
hose previously B diagonal. But more generally, B ould be onsidered as tridiagonal: this ould
model the interation of two neighboring heat baths linked to neighboring spring lengths.
Nonlinear oupling with the heat-bath
When the shok strength inreases, the heuristi derivation performed in this setion (relying
on small displaements) is no longer valid. The approah an however be generalized by onsidering
a nonlinear oupling between the transverse partiles and the partiles in the hain. It is hoped
that the thermalization will be more eient this way, in partiular, stronger shoks ould be
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sustained with less transverse osillatory degrees of freedom. We therefore onsider the following
Hamiltonian:
H({qn, pn, q˜jn, p˜jn}) = HS({qn, pn}) +HNLB({qn, pn, q˜jn, p˜jn}), (5.23)








n), HS still given by (5.2), and
H
NLB








2 + kjU [γj(qn+1 − qn) + q˜jn], (5.24)





U(x) = VLJ(1 + x),
so that the interations with the transverse osillators are similar than the interations in the
hain. We still onsider the distribution of stinesses kj and oupling onstants γj given by (5.15).
Figure 5.12 presents numerial results obtained for a strong shok (up = 1). Satisfatory shok
proles are obtained with N = 8 additional degrees of freedom only.

































Fig. 5.12. Displaement proles (Left) and veloity proles (Right) for a strong shok (up = 1) for the
deterministi model (5.9) using a nonlinear oupling, with N = 8, the parameters of the spetrum (5.15)
being k = 1, Ω = 10, α = 5 and λ = 0.2.
5.1.3 The stohasti limit
The model developed in the previous setion shows how the introdution of a ertain number
of transverse degrees of freedom leads to ompression proles very dierent from the purely one-
dimensional results. In partiular, some energy relaxation is possible due to the heat bath formed
by the transverse osillators. However, even when the heat bath is nonlinearly oupled, several
degrees of freedom have to be introdued and numerially resolved for eah longitudinal degree of
freedom. Therefore, it is interesting to replae the deterministi heat bath with many osillators
by its average ation. Mathematially, this amounts to replaing the deterministi system (5.14)
by a stohasti dierential equation (SDE) of lower dimension. The only remaining unknowns are
the positions of the partiles (. . . , xn(t), . . . ).
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Limit of the dynamis (5.14) when N → ∞
Limit of the dissipation term
The memory kernel an be seen as a Riemann sum. The limit is then:




f2(ωj) cos(ωjt)(∆ω)j → λ2
∫ Ω
0
f2(ω) cos(ωt) dt = λ2KΩ(t) (5.25)
when N →∞, the onvergene holding in L1[0, T ], T > 0.
The speial hoie (5.15) implies KΩ(t)→ e−αt when Ω →∞ in L∞(R+). The memory kernel
is then exponentially dereasing.
Limit of the utuation term
The limit N →∞ gives the onvergene of the noise term in a weak sense in C[0, T ] toward a
stohasti integral:










ω (n ∈ Z) are independent standard Brownian motions.
Limit of the equation
Formally, a stohasti integro-dierential equation (SIDE) is obtained in the limit N →∞ :
x¨n(t) = V
















f(ω) cos(ωt)DdWn,1ω + f(ω) sin(ωt)DdW
n,2
ω ,




KΩ(t− s)DDT , (5.28)
where rΩ = (. . . , rΩn , . . . ). The way the solutions of (5.14) onverge to the solutions of (5.27) an
be made rigorous by a diret adaptation of the results of [199℄: the onvergene of xNn solution of
(5.14) to xn solution of (5.27) is weak in C
2[0, T ] (in the sense of ontinuous random proesses,
see below).
The SIDE (5.27) an be rewritten as a stohasti dierential equation (SDE). In the limiting
ase Ω →∞, a Markovian limit an indeed be reovered when onsidering an additional variable
[199℄. Notie that when Ω → ∞, KΩ(t) → K(t) = e−αt. Denoting Q = (. . . , xn−1, xn, xn+1, . . . ),
P = (. . . , x˙n−1, x˙n, x˙n+1, . . . ), V (Q) =
∑∞
n=−∞ V (xn+1−xn) and R = (. . . , Rn−1, Rn, Rn+1, . . . ),
λ =
√
αξ, the previous SIDE (5.27) is equivalent to the following SDE:
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dQt = Pt dt,
dPt = (Rt −∇V (Qt)) dt,




where W is a standard Brownian motion, and with initial onditions rn(0) ∼ λβ−1/2N (0, 1).
The limiting equation (5.26) shows the main eets of the heat-bath interation: The pure 1D
equation (5.3) is supplemented by two terms, one dissipation term with an exponentially dereasing
memory, and a random foring. Therefore the heat bath ats rst as an energy trap, absorbing
some of the energy of the shok when it passes. This energy is then given bak to the system
through the random foring term to an amount preised by (5.28). This allows the equilibration
of the downstream domain.
Proof of onvergene
The proof of the onvergene of the solutions of (5.14) to the solutions of (5.27) an be done
as in [199℄, by a straightforward extension to the multi-dimensional ase (in order to deal with
onvergene of sequenes). Denote by xNn the solution of (5.14) for a given number N of transverse
variables. We set δxNn = x
N
n+1 − xNn . The solution of (5.27) is noted xn. We set λ = 1 to simplify
notations. The extension to more general values of λ is straightforward. The spae of real sequenes




The spae H endowed with this norm is then a separable omplete metri spae.
























We similarly dene Q and G for the sequene {xn}.
Reall that the linear operator D, ating on sequenes z = {zn} ∈ H, is dened by Dz =
{Dzn} = {zn − zn−1}. It follows |DDT z|l∞ ≤ 4|z|l∞ . Equation (5.14) an be rewritten as (reall
λ = 1)
Q¨N = DD




T Q˙N (t− s) ds+DGN (t).
Introduing KN (t) =
∫ t
0






KN (s)DDT Q¨N(t− s) ds
)
= DGN (t)−DDT Q˙N (0)KN (t). (5.30)
This equation an be rewritten under a xed point form as
(Id +RN )Q¨N (t) = hN (t). (5.31)
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As F is Lipshitz, ||RN || is small for small T . An usual Piard argument gives the existene
and uniqueness of Q¨N ∈ C([0, T ],H) solving (5.31) for T small enough (see [148℄, Setion 12,
for an analogous proof). Standard results also give the ontinuity of Q¨N on KN ∈ L1[0, T ] and
UN = DGN −DDTQN (0)KN ∈ C([0, T ],H). The mapping (KN , UN ) 7→ QN is then ontinuous
from L1[0, T ]× C([0, T ],H) to C([0, T ],H) with the orresponding norms.
The onvergene of KN in L
1[0, T ] is straightforward, and implies the onvergene of KN in
L1[0, T ]. The onvergene of UN results from the onvergene of KN ∈ L1[0, T ] and from the
onvergene of GN to G (in a way to preise). We refer to [125℄, Setion VI.4., Theorem 2.
Considering the olletion of ontinuous real-valued stohasti proesses GN with values in H
(whih is a separable omplete metri spae), we have to show:
(i) The nite-dimensional distributions of GN weakly onverge to those of G, whih is a
ontinuous proess.
(ii) A tightness inequality of the form
∀t, t+ u ∈ [0, T ], E [|GN (t+ u)−GN (t)|2l∞] ≤ C|u|.
Then it follows GN ⇒ G in C([0, T ],H)-weak.
These two points are straightforward generalizations of the proof in [199℄ (in the ase of non-
random pulsations ωj) when extended to sequenes with values in H, giving the onvergene
UN ⇒ U in C([0, T ],H)-weak. The onvergenes ofKN toK in L1[0, T ] and UN to U in C([0, T ],H)
in a weak sense then give the onvergene of Q¨N in C([0, T ],H) in a weak sense. Therefore,QN ⇒ Q
in C2([0, T ],H)-weak. This implies the onvergene in a weak sense for all the omponents of QN
for T small enough.
For general t, onsider e−γtQN for γ large enough, and resale appopriately the operators
appearing in (5.31). The proof then follows the same lines.
Numerial implementation
The SDE (5.29) is of the form
dXt = Y (Xt) dt+ΣdWt, (5.32)
where Wt is a standard Wiener proess, with the notations




0 0 00 0 0
0 0 Id
 .
The integration is done using the following splitting of the vetor eld Y :
Y (X) = Y
Newton
(X) + YPR(X) + YRR(X) + YRP (X),
with YP (X) = (0, R, 0), YR(X) = (0, 0,−αR + αξDDTP ) and YNewton(X) = (P,−∇V (Q), 0).
Denote also by φ∆t
Newton
, φ∆tP and φ
∆t




R ◦ Φ∆t/2P ◦ Φ∆tNewton ◦ Φ∆t/2P ◦ Φ∆t/2R .
The ow φ∆t
Newton
is approximated by the Veloity-Verlet sheme Φ∆t
Newton
. The ows φ∆tP and φ
∆t
R
an be analytially integrated, so that:
Φ∆tP (Q0, P0, R0) = (Q0, P0 +R0∆t,R0).
Φ∆tR (Q0, P0, R0) =
(
Q0, P0, e
−α∆tR0 − ξ(1− e−α∆t)DDTP0
)
.
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The random noise is added at the beginning and at the end of the time step. Denoting by i the











































where {Zn}n∈N = {(. . . , zni , . . . )}n∈N and (zni )n∈N,i∈Z are i.i.d. standard random gaussian va-
riables.
Numerial results
Proles obtained with a ompression at xed piston veloity up for one realization of (5.29)
are presented in Figure 5.13, as well as averages obtained over 100 realizations (see Figure 5.14).
Although the proles show sharp transitions, the temperature (given by utuations in veloities
or positions downtream the shok front) is not orret sine it is the same as before the shok. This
is ontrast with simulation results obtained with a few transverse osillatory degrees of freedom.
We will see in Setion 5.2 how to maintain hanges in the temperature aross the shok interfae,
as observed in all-atom simulations.


































Fig. 5.13. Displaement proles (Left) and veloity proles (Right) for a single realization of a sustained
shok ompression at up = 1 for (5.29), the parameters being α = 10, β
−1/2 = 0.01 and ξ = 1.
5.1.4 Extension to the reative ase
We extend here the one-dimensional stohasti model for shok waves to the reative shok
waves, where hemial reations are triggered when the shok passes. The exothermiity of these
reations rst enhanes, then sustains the propagation of the shok. The physial theorey behind
these reative waves is the ZND theory [103,343℄ of detonation waves, whih deomposes the wave
into three regions: an upstream unperturbed region, a shok front (or reation zone) of onstant
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Fig. 5.14. Average over 100 realizations with the same onditions as for Figure 5.13.
width where hemial reations happen, followed by an autosimilar rarefation wave. To give some
orders of magintude for real materials, the width of the reation zone ranges between several
mirometers to several millimeters, and the speed of the shok front may reah several km/s.
Modelling of reation waves
We onsider a reative potential in the vein of [361℄. To this end, an additional parameter rn
is introdued for eah interatomi bond ∆xn = xn+1 − xn, and models the reation rate of the
zone between xn+1 and xn. The interation potential is also a funtion of this additional variable,
and sine the reation is exothermi, the ground state of the reation produts is lower than the
ground state of the reatants. We therefore onsider the following interation potential:









The potential stiens as the reation goes on. The reation starts when enough energy has been
stored in the media, for example when the media is ompressed enough (a less naive ignition of the
reation is proposed in Setion 5.2.3). For the bond ∆xn, this orresponds to the rst time t
∗
suh
that ∆xn < dc, where dc < 0 is a parameter (ritial distane). By onstrution, the potential is
ontinous at x = dc. For t ≥ t∗, the kinetis of the reation is assumed to be
drn
dt
(t) = D if 0 ≤ rn(t) ≤ 1, drn
dt




(t) = D(1− rn(t))
for a rst-order kinetis. The bond ∆xn(t) is then desribed by the potential Vrn(t), using (5.34).
The exothermiity of the reation is ensured provided dc < 0, and is parametrized by K and dc.
Figure 5.15 presents an example of modiation of the potential when a reation ours.
Modiation of the parameters in the generalized Langevin equation
The derivation of (5.29) uses parameters desribing some absorption spetrum. However, as the
hemial reation goes on, the mehanial properties of the media evolve, and so, the parameters
of the absorption spetrum should evolve as well. Sine the interation potentials get stier by
a fator 1 + Krn, we arbitrarily modify the distribution of the pulsations {ω}, and replae ω2
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Fig. 5.15. Modiation of the potential during the reation (initial potential: upper urve, nal potential:
lower urve). Note that the equilibrium position is preserved, but the ground state is lower.
par (1 +Krn)ω
2
. analogously, α is replaed by α
√
1 +Krn and λ by λ
√
1 +Krn, while keeping
the {γj} unhanged.
Numerial results

































Fig. 5.16. Sustained ompression of reative shok waves. Displaement proles (Left) and veloity
proles (Right) for a single realization of a sustained shok ompression. The parameters are the same as
for Figure 5.13, with K = 1, dc = −0.3, D = 0.025 and a rst-order reation kinetis.
Proles reminisent of lassial ZND proles are reovered, with shoks stronger than in the
non-reative ase and propagating faster (see Figure 5.16). The shok is also followed by a relaxa-
tion wave. When the piston is removed, a steady-state shok front is nally obtained, whih is
not weakened by the downstream rarefations (see Figure 5.17). However, the material returns to
equilibrium after some relaxation period, whereas a uid behavior is expeted when detonation
takes plae (the order in the material being ompletely lost beause of the large energy release).
Therefore, the 1D model, even augmented, is not onvenient to model detonation of real materials.
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Fig. 5.17. Same parameters as for Figure 5.16, a ompression time Tcomp = 20 and a relaxation
time Trelax = 1500.
5.2 A redued model based on Dissipative Partile Dynamis
The redued model (5.29) obtained in Setion 5.1 is reminisent of DPD models sine the
frition depends on the relative veloities of the partiles. However, the temperature eets are
not orretly taken into aount. Let us emphasize at this point that keeping thermal utuations
in the mirosopi models is of paramount importane to obtain the right relaxation proles behind
the shok front [162,323℄.
It is not possible to resort diretly to the lassial DPD models to simulate shok waves.
Indeed, the dissipative and random fores arising in DPD are linked through some utuation-
dissipation relation, using a loal temperature. But when a shok wave passes, energy is transfered
to the material, and the loal temperature hanges. Therefore, it is neessary to onsider DPD
models where the utuation-dissipation relation is not xed a priori, but evolves depending on
the physial events that have happened. DPD with onserved energy [15, 95℄ are suh models.
DPD models, introdued in [170℄, have been put on rm thermodynamis ground in [98℄.
Some derivations from moleular dynamis where proposed in a simplied ase in [94℄, the more
onvining general derivation being at the moment [106℄. These studies motivate the modelling of
the mean ation of the projeted degrees of freedom through some dissipative fores (depending
on the relative veloities of the partiles, so that the global momentum is onserved), balaned
by some random fores. Ergodiity of the dynamis an be shown in some simplied ases [307℄.
Therefore, DPD dynamis are well established and motivated redued models.
Coarser models suh as SPH (Smoothed partile hydrodynamis) [217,246℄ are routinely used to
simulate shok waves at the hydrodynami level, and an also be formulated in a DPD framework
(the so-alled Smoothed dissipative partile dynamis [96℄). However, these models require the
knowledge of an equation of state Eint = Eint(S, P ) giving the internal energy as a funtion of
entropy and pressure, for instane. Therefore, SPH-like models annot be onsidered when the
oarse-grained model is still at the mirosopi level.
We present in this setion a dynamis strongly inspired by those models, and show that it
provides an interesting mesosopi model for the simulation of shok waves (see Setion 5.2.2
and [324℄). It also opens the way for an extension to detonation waves, where exothermi hemial
reations are triggered as the shok passes, with the shok sustained and enhaned through the
energy released (see Setion 5.2.3 and [222℄).
5.2.1 Previous mesosopi models
We review here some mesosopi models [163,326℄ for shok waves, obtained through a oarse-
graining from mirosopi (all-atom) models. The model from [163℄ is more empirial and has been
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derived to reover ertain properties of polyrystalline materials. One partile stand for a grain
in this ase, and some assumptions are made on the mehanial behavior at grain boundaries.
The model from [326℄ onsiders the elementary oarse-graining, in whih a omplex moleule is
replaed by a single titious partile with internal degrees of freedom (internal energy).
In both [163,326℄, the dissipation fores ating on the i-th partile are of the form −γ(vi− v¯i),
where v¯i is a loal average of the veloities around the partile. We will fous in the sequel on














It is assumed that the variations of mehanial energy are exatly ompensated by the variations
of internal energy. Assoiating an internal energy ǫi to eah partile (see Setion 5.2.2), it follows
















= ηi(vi − v¯i) · vi + χi|∇Vqi (q)|2.
The authors of [326℄ then argue that this energy transfer is not Galilean invariant (in view of the
rst term on the right hand side in the above equation: vi − v¯i is Galilean invariant, but vi is
not), even if the dynamis is. To remedy this problem, they restrain themselves to dissipation
on the position variable q only, and do not onsider dissipation in the momenta (ηi = 0). A
stable dynamis is obtained by onsidering a oeient χi depending on the dierene between
the internal and the external (translational or mehanial temperature), and a Berendsen-like
feedbak. The resulting dynamis is not ompletely satisfatory from a physial viewpoint sine
it has a struture very dierent of Newton's equation. It is also not lear whether an invariant
measure exists.
It is however possible to preserve the Galilean invariane by onsidering pair frition fores,
depending on the relative veloities of the partiles as is done in DPD models. In this ase,
the energy exhanges an indeed be symmetrized, and the resulting proess is totally Galilean
invariant. The resulting dynamis, of DPD form, are physially more natural then the damped
dynamis of [326℄.
5.2.2 A redued model in the inert ase
Desription of the model
All atom simulations are performed resorting to Newton's equations of motion. The orrespon-
ding mirosopi systems are deterministi, Galilean invariant, and have some invariants, suh as
the total energy. While stohasti models are natural models to desribe systems with redued
dynamis (sine the information lost by the averaging proess is modelled by some random pro-
ess), it is however not lear that suh a stohasti model an reprodue, even in a mean way, a
deterministi dynamis with invariants.
It turns out however that DPD models are stohasti dynamis whih are Galilean invariant
and preserve total momentum. Some renements were also proposed in order to onserve the total
energy of the system, a model alled 'DPD with onserved energy' (DPDE [15,95℄).
We onsider a system of N partiles in a spae of dimension d, desribed by their positions
(q1, . . . , qN ) and momenta (p1, . . . , pN ), with assoiated mass matrix M = Diag(m1, . . . ,mN ),
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interating through a potential V . We assume for simpliity that the interations between the
partiles are pairwise and depend only on the relative distanes, so that V(q) =∑i<j V (|qi− qj |).














with γ > 0, rij = |qi− qj|, eij = (qi− qj)/rij , vij = pimi −
pj
mj
, χ a weight funtion (with support in
[0, rc] where rc is a ut-o radius), and whereWij are 1-dimensional independent Wiener proesses
suh that Wij = Wji.
Notie that, sine the dissipation term depends only on the relative veloities, the dynamis are
globally Galilean invariant. Besides, the total momentum is preserved. However, the total energy
utuates, so that some renements in the model are required. Relying on the general DPD piture,
DPD with onserved energy were introdued in [15,95℄. The idea is that the variations of the total
mehanial energy H(q, p) = 12p
TMp + V(q) through the dissipative fores are ompensated by
some reservoir energy variable attahed to eah partile. Introduing an internal energy ǫi for eah













For example, when the internal degrees of freedom are purely harmoni, T (ǫ) = ǫ/Cv, where
Cv is the spei heat at onstant volume. More generally, this mirosopi state law should be
omputed using all-atom MD or ab initio simulations.
The model we onsider is strongly inspired from DPD models with onserved energy [15, 95℄,
so that all the properties of the usual DPD models with onserved energy an be straightforwardly
transposed to this ase. The derivation of the model is done as in [15, 95℄. The main dierenes
here is that (i) we present the dynamis for partiles of unequal masses, and (ii) do not projet
the dissipatives and random fores along the lines of enter of the partiles. The generalization
to partiles of unequal masses is done by onsidering dissipation fores depending on the relative
veloities, and not on the relative momenta. This is important if mixtures omposed of (say) two
moleules are simulated, and eah moleule is replaed by a single partile, whose mass is the total
mass of the moleule. The dissipative and random fores ould be projeted as well to onserve
angular momentum, but we restrit ourselves to the simpler and more general ase when these
fores are not projeted, sine we are only interested in Galilean invariane, and have in mind an
extension to redued models for reative shok waves, whih do not neessarily preserve angular
momentum, even if the dissipative and random fores are projeted. Suh a model is also loser
to the Langevin piture of the previous redued models for shok waves [163,326℄.
We nally neglet the thermal ondution here, sine the ontribution to the evolution of the
internal energy arising from the dissipation fores is expeted to be dominant in the nonequilibrium
zone near the shok front. Heat diusion plays a role only after the relaxation towards equilibrium
in the shoked zone is ahieved.
The equations of motion for the system read:








−∇V (rij) dt− γijχ2(rij)vij dt+ σijχ(rij)dWij ,
(5.36)
where χ is still a weight funtion (with support in [0, rc] where rc is a ut-o radius), and Wij are
now d-dimensional independents Wiener proesses suh that Wij = −Wji. The frition γij and
the utuation magnitude σij will be preised below. As for DPD models with onserved energy,
the dynamis is postulated in a manner suh that the total energy E(q, p, ǫ) = H(q, p) +
∑
i ǫi is
preserved. The evolution of dH = −∑i dǫi is inferred from (5.36) using It rule (see [95℄ for more





























dt− σij χ(rij)vij · dWij ,
(5.37)
with the utuation-dissipation relation [15, 95℄ :









It is then easily heked that measures of the form










δE=E0 δP=P0 dq dp dǫ (5.38)
are invariant [15℄. This measure expresses the fat that the translational degrees of freedom are
distributed aording to a lassial Boltzmann statistis, whereas the internal energies are distri-
buted aording to some free energy statistis. The total momentum P0 =
∑
i pi and the total
energy E0 = E(q, p, ǫ) are also preserved by onstrution.
If the dynamis is ergodi for the measure (5.38) and in the limit N → +∞, it holds




















and 〈A〉 = ∫ A(q, p) ρ(q, p, ǫ) dq dp dǫ. Indeed, as T−1i = s′(ǫi), and assuming s(ǫ)→ −∞ when ǫ→


























Notie that these relationships provide estimators for the loal thermodynami temperature
β−1/kB through the arithmeti average kineti temperatures, and the harmoni average inter-
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nal temperatures. Let us emphasize that a straightforward arithmeti average over the internal
temperatures would give wrong results (the orresponding estimator being biased).
A deterministi version of the model
We intend here to introdue a deterministi version of our model, whih allows to bridge the
gap between a previous mesosopi deterministi model [326℄ (see also Setion 5.2.1) and the DPD
framework for shok waves. The model proposed in [326℄ introdues damping fores on the position
variables diretly (and not on the momentum variables as would be expeted) in order to preserve
the Galilean invariane. Indeed, the damping terms in the momentum variable are onsidered to
be of the form −γ(vi − v¯i), where v¯i is a loal average of the veloities around the partile, whih
makes the Galilean invariane of the dissipated energy diult to preserve. If on the other hand
the dissipation term in the momentum variable implies only pairwise veloity dierenes as for
DPD models, the Galilean invariane follows immediately. The following equations of motion then








−∇V (rij) dt− γ














where T extij is the average temperature in the kineti degrees of freedom of partiles i and j (for








i /kBdmi the kineti temperature assoiated
with partile i) and T intij is the average internal temperatures of partiles i and j (for example,




j )/2). The funtion ω is still a weighting funtion, and γ determines the strength
of the oupling.
Notie that the dissipation term is in fat a dissipation term only when T extij > T
int
ij , and an
anti-dissipation term otherwise (and so, is a Nosé-like feedbak). This ensures that the internal
and external (kineti thus potential terms) energies equilibriate in all ases. However, the thermo-
dynami properties of suh a model are less lear to state than for the previous stohasti model,
and so, we stik to the model (5.37).
Numerial disretization
We use splitting formulas inspired from [305,306℄. Reall that the integration of the equation of
motion (5.37) is not straightforward sine the dissipation terms depend on the relative veloities.
We deompose (5.37) into elementary SDEs, and denote by φ∆t the (stohasti) ow map for a
time ∆t. The elementary SDEs are the usual deterministi Newton part and the dissipation part,
whih read respetively
{
dq = M−1p dt,
dp = −∇V (q) dt and ∀i < j,

dpi = −γijχ2(rij)vij dt+ σχ(rij) dWij ,
dpj = −dpi,










Denoting by φNewton,∆t and φ
i,j
diss,∆t (1 ≤ i < j ≤ N) the assoiated stohasti ow maps, an
approximation of φ∆t is
φ∆t ≃ φ1,2diss,∆t ◦ · · · ◦ φN−1,Ndiss,∆t ◦ φNewton,∆t.
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The Newton ow φNewton,∆t is approximated using a Veloity-Verlet sheme. For an approximation
Φi,jdiss,∆t (i < j) of the dissipation part, we rst update the veloities at xed internal temperatures
using a Verlet-like algorithm as proposed in [306℄. The energy is then updated as























so that the total energy is indeed onserved by this step. Of ourse, this integration sheme ould
be rened, espeially the dissipation part.
Appliation to shok waves
Some numerial simulations of DPD models with onserved energy where proposed in [16,
282℄, but were onerned only with the omputation of thermal ondutivities. The orresponding
nonequilibrium states were stabilized using steady temperature gradients. The dissipation terms
in the DPDE equations of motions were disarded, and only the diusive part was retained. We
present in this setion proles obtained from simulations of shok waves, for whih the diusive
part of the dynamis an be disarded, but the dissipative part is of paramount importane to
reprodue qualitative and quantitative features of all-atom shok waves. This situation is somehow
omplementary to the ases studied in [16,282℄, and, to our knowledge, was never onsidered before
for some physial appliation.
We onsider the rystalline polymer (PVDF) system of [326℄, the orresponding redued system
being modeled by a two-dimensional (2D) triangular lattie of mesopartiles. Results for the all-
atom model an also be found in [326℄.
The eetive interation potential between mesopartiles is a pairwise Rydberg potential of
the form [326℄ V (r) = VR(λ(r/r0)− 1)) with VR(d) = −ǫ (1 + d+ αd3) e−d. The parameters given
by [326℄ were tted to reprodue the stress in an uniaxial ompression: λ = 7.90, α = 0.185,
r0 = 5.07 Å, ǫ = 1.612 × 10−20 J, m = 64.03 × 10−3 kg/mol. We also hoose a ut-o radius
Rcut = 15 Å for the pairwise interations. The mirosopi state law is obtained by assuming that
Cv is independent of the temperature: ǫ = CvT , with here Cv = 16 kB sine we represent a three-
dimensional moleule formed of 6 atoms by a 2D mesopartile. In general, the heat apaity is a
funtion of the temperature Cv = Cv(T ), and should be parametrized by equilibrium simulations.
We use the simple weight funtion χ(r) = (1 − r/Rcut)2 if r ≥ Rcut, χ(r) = 0 otherwise,
the ut-o radius Rcut being the same as the one used for the potential. Of ourse, many other
weight funtions ould be used. We also set γ = 1.5 × 10−14 kg/s and ∆t = 10−14 s. In these
preliminary tests of the model, the parameter γ was varied to obtain a good agreement with the
all-atom results. However, it is expeted that γ is linked to some physial quantity, suh as the
deay rate of the relative veloities autoorrelation in an all-atom simulation, and ould therefore
be estimated using some preliminary small equilibrium simulations.
We rst prepare an initial state aording to the invariant measure (5.38). To this end, we
sample independently the internal energies aording to the measure Z−1ǫ exp(−βǫ + s(ǫ)/kB) =
Z−1ǫ ǫ
Cv/kB exp(−βǫ), and the initial onguration in phase-spae by thermalizing a lattie initially
at rest, using a Langevin dynamis. In this study, the initial temperature is T0 = 300 K, and the
edge of the triangles in the triangular lattie is a = 5.13 Å.
We then produe a shok using a piston at veloity up = 3000 m/s. Figure 5.18 presents
the relaxation behind the shok front for the 2D triangular lattie of mesopartiles subjeted
to the dynamis (5.37). The results are in good agreement with the all-atom results of [326℄.
In partiular, the nal temperature is very lose to the all-atom value (whereas it is of ourse
greatly overestimated by the mesosopi dynamis without oupling), and the time required for
the internal temperatures and kineti temperatures to equilibriate is almost the time needed in
all-atom studies.
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Fig. 5.18. Temporal evolution of the temperature of a thin slab of material as the shok runs trough
it: mean kineti temperature Tˆkin in the diretion of the shok (intermediate urve, red), mean internal
temperature Tˆint (lower urve, blue). The orresponding results when the oupling with the internal degress
of freedom is turned o are also shown (upper urve, blak), and a artoon representation of the all-atom
result from [326℄ for the kineti temperature Tˆkin is also plotted (dark dash dotted line).
5.2.3 The reative ase
In the reative ase, exothermi hemial reations are triggered when the shok passes, and
the energy liberated sustains the shok. To model detonation at the mesosopi level, we introdue
an additional variable per mesopartile, namely a progress variable. The dynamis an then be
split into three elementary physial proesses:
(i) the translational dynamis of the partiles, given by the dynamis of inert materials (see
Eq. (5.37));
(ii) the evolution of the hemial reation through some kinetis;
(iii) the exothermiity of the reation: energy transfers between hemial energy and mehanial
and internal energies have to be preised.
Treating the exothermiity
In the reative ase, hemial reations are triggered when the shok passes. To model the
progress of the reation, an additional degree of freedom, a progress variable λi, is attahed to
eah partile. For the model reation
2AB⇄ A2 + B2, (5.39)
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the state λ = 0 orresponds to a moleule AB, whereas the state λ = 1 orresponds to A2 + B2.
Representing the progress of the hemial reation by a real-value parameter makes sense when the
mesopartile represent a blob of material, but seems questionable when a mesopartile stands for
a single moleule. Therefore, the progress variable should be seen as some dissoiation probability,
or progress along some free energy prole.
Sine the model reation (5.39) involves two speies on eah side, we postulate for example a






ωr(rij) [K1(Tij)(1 − λi)(1− λj) +K2(Tij)λiλj ] , (5.40)
the funtion ωr being a weight funtion (with support in [0, rreac]), and the mean temperature Tij =
(Ti +Tj)/2. The reation onstants K1, K2 are assumed to depend only on internal temperatures
of the partiles. For example, a possible form in the Arrhénius spirit is:
K1(T ) = A1 e
−E1/kBT , K2(T ) = A2 e−E2/kBT . (5.41)
The total inrement of the progress variable is therefore the sum of all elementary pair inrements,
whih is very muh in the DPD spirit. Other kinetis (for example, using some loal averaged
internal temperatures 〈T 〉i and loal averaged progress variables 〈λ〉i) are of ourse possible.
For very exothermi reations, E2 ≫ E1, and both energies are large sine the ativation energy
is usually large for energeti materials. The inrement of a given progress variable is non-negligible
only if the material is loally heated enough. In pratie, this an be ahieved when a strong shok
is initiated in the system. If this shok is not strong enough, hemial reations do not our
fast enough, and sine the energy released is not suient, the shok wave is weakened until it
disappears. On the ontrary, if the shok wave is strong enough, the hemial reations happen
lose enough from the detonation front, and the energy released sustains the shok wave.
The progress of the reation also modies the mehanial properties of the material. In partiu-
lar, reation produts usually have a larger spei volume than reatants (at xed thermodynami
onditions). Therefore, some expansion is expeted. The hanges in the nature of the moleules are
taken into aount by introduing two additional parameters ka, kE and using some mixing rule
suh as Berthelot's rule. When the interation potential is of Lennard-Jones form, the interation
between the mesopartiles i and j separated by a distane rij is then given by











with Eij = E
√






. When the reation is omplete, the
material initially desribed by a Lennard-Jones potential of parameters a,E is then desribed by
a Lennard-Jones of parameters a′ = a(1 + ka) and E′ = E(1 + kE).
We denote by ∆Eexthm the exothermiity of the reation (5.39). It is expeted that ∆Eexthm =
E2 − E1. We assume that the energy is liberated progressively during the reation, in a manner
that the total energy of the system (hemial, mehanial, internal) is preserved:
dHtot(q, p, ǫ, λ) = d
 ∑
1≤i<j≤N





+ ǫi + (1− λi)∆Eexthm
 = 0.
In order to propose a dynamis satisfying this ondition, we have to make an additional assumption
about the evolution of the system. Negeleting diusive proesses, we require that, during the
elementary step orresponding to exothermiity, the total energy of a given mesopartile does not













+ dǫi −∆Eexthmdλi = 0. (5.43)
We then onsider evolutions of momenta and internal energies balaning the variations in the
total energy due to the variations of λ (exothermiity, hanges in the potential energies). This is
analogous to the fat that the variations of kineti energy in (5.37) are ompensated by variations
of internal energies. The variations in total energy are distributed between internal energies and







V (rij , λi, λj)
 −∆Eexthmdλi
 .














V (rij , λi, λj)
−∆Eexthmdλi
 .
We explain in the next setion how this is done in pratie (see Eq. (5.46)).
Let us emphasize at this point that there are many other possible ways to treat the exother-
miity. For instane, it would be possible to onsider instantaneous reations (jump proesses for
whih λ hanges from 0 to 1) ouring at random times, the probability of reation depending
on the progress variable. However, it is not lear whether suh a dynamis is reversible, sine the
reverse reation requires partiles to have large kineti and internal energies. In omparison, the
proess desribed here is progressive and therefore, muh more reversible.


































ωr(rij) [K1(Tij)(1− λi)(1 − λj) +K2(Tij)λiλj ] dt,
(5.44)
where dZpi , dZ
ǫ
i are suh that (5.43) holds, i.e. the total energy is onserved. The utuation-
dissipation relation relating γij and σ is the same as for (5.37). Notie also that the inert dyna-
mis (5.37) is reovered when A1 = A2 = 0, starting from λi = 0 for all i.
Numerial implementation
The numerial integration of (5.44) is done using a deomposition of the dynamis into ele-
mentary stohasti dierential equations. We denote by φtinert the ow assoiated with the dyna-
mis (5.37), and by φtreac the ow assoiated with the remaining part of the dynamis (5.44):
2
Of ourse, during the elementary step orresponding to the dynamis (5.37), the total energy hanges.
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A one-step integrator for a time-step ∆t is onstruted as (qn+1, pn+1, ǫn+1, λn+1) = Φ∆treac ◦
Φ∆tinert(q
n, pn, ǫn, λn). A possible numerial ow Φ∆tinert is given in Setion 5.2.3.
Let us now onstrut a numerial ow Φ∆treac approximating the ow φ
∆t
reac. Denoting (q
n+1, p˜n, ǫ˜n, λn) =
Φ∆tinert(q











ij)(1 − λ˜ni )(1− λ˜nj ) +K2(T˜ nij)λ˜ni λ˜nj
 ∆t.
We then set λn+1i = min(max(0, λ˜
n+1
i ), 1) in order to ensure that the progress variable remains
between 0 and 1. One all progress variables are updated, the variation δEni in the total energy
of partile i due to the variations of {λj} is omputed as
δEni = (λ
n+1










j )− V (rn+1ij , λni , λnj )
)
.
The onservation of total energy is then ensured through variations of internal and kineti energies.
The internal energies are updated as ǫn+1i = ǫ˜
n
i + c δE
n
i . The update of p
n+1
i is done by adding
to pni a vetor with random diretion, so that the nal momentum is suh that the kineti energy
is orret. More preisely, when the dimension of the physial spae is d = 2 for example, an
angle θni is hosen at random in the interval [0, 2π], the angles (θ
n
i )i,n being idependent and













+ (1− c) δEni . (5.46)
Solving this equation in αn gives the desired result.
Numerial results
We present in this setion numerial results obtained for the dynamis (5.44) for a two-
dimensional uid. A shok is initiated using a piston of veloity up during a time tp. The initial
onditions for the positions qi, momenta pi and internal energies ǫi are sampled as proposed in
Setion 5.2.2.
We onsider the following parameters, inspired by the nitromethane example, where the mo-
leule CH3NO2 is replaed by a mesopartile in a spae of 2 dimensions. The parameters an be
lassied in four main ategories, the ones desribing the mehanial properties of the material, the
parameters used to haraterize the inert dynamis and the hemial kinetis, and the parameters
related to the exothermiity. We onsider here a system with
(i) (Material parameters) a molar massm = 80 g/mol, desribed by a Lennard-Jones potential
of parameter ELJ = 3× 10−21 J (melting temperature around 220 K) and a = 5 Å, with a
ut-o radius rcut = 15 Å for the omputation of fores. The hanges in the parameters of
the Lennard-Jones material during the reation follow (5.42), using kE = 0 and ka = 0.2
(pure expansion).
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(ii) (Parameters of the inert dynamis) The mirosopi state law is ǫ = CvT with Cv = 10 kB
(i.e., 20 degrees of freedom are not represented). The frition is γ = 10−15 kg/s, and the
dissipation weighting funtion χ(r) = (1 − r/rc), with rc = rcut.
(iii) (Chemial kinetis) For the hemial reation (5.40), reation onstants are omputed




, E1/kB = 15000 K, the exothermiity being
∆Eexthm = 6.25 eV. The reation weighting funtion ω(r) = χ(r);
(iv) (Exothermiity) we hoose c = 0.5.
The intial density of the system is ρ = 1.06 g/m3, and the initial temperature T¯ = 300 K.
The time-step used is ∆t = 2 × 10−15 s. Figure 5.19 presents veloity proles averaged in thin
slies of the material in the diretion of the skok, for a ompression time tp = 2 ps at a veloity
up = 5000 m/s. We tested the independene of the resulting proles for the initial loadings
(tp, up) = (1 ps, 6000 m/s), (tp, up) = (2 ps, 6000 m/s), (tp, up) = (3 ps, 6000 m/s) and (tp, up) =
(3 ps, 5000 m/s) .











Fig. 5.19. Veloity proles in the material as a funtion of the distane to the shok front (in µm) at
dierent times (lower urve (red): t = 1.2× 10−10 s; middle urve (blak): t = 1.6× 10−10 s; upper urve
(blue): t = 2× 10−10 s).
The veloity of the shok front is onstant, and approximately equal to us = 3060 m/s. Notie
that the wave an be divided into three regions: the upstream region is unperturbed; the region
around the shok front where hemial reations happen is of onstant width (approximately 300-
400 Å, whih is onsistent with all-atoms studies, see for instane [154℄); the downstream region
is an autosimilar rarefation wave. This prole is therefore reminisent from ZND proles [103℄
enountered in hydrodynami simulations of detonation waves.
5.2 A redued model based on Dissipative Partile Dynamis 223








































Fig. 5.20. Left: variations of internal (lower urve, blak) and kineti (upper urve, red) temperatures
in the diretion of the shok, as a funtion of time in a slie of material. Right: evolution of the progress
variable averaged in a slie of material as a funtion of time (upper urve, blue). For omparison, a resaled
internal temperature prole is also presented (lower urve, blak).
Figure 5.20 presents the evolution of internal and kineti temperatures averaged in a slie
of material in the diretion of the shok as a funtion of time (Left), as well as the evolution
of the average progress variables (Right). In partiular, the reation does not start immedialely
at the shok front: the ignition asks rst for a suient heating of the material (through an
inreasing internal energy), sine the reation onstant are too low at temperatures lower than a
few thousands Kelvins with the values hosen here.
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where Oˆ is the self-adjoint operator (the observable) assoiated with a physial quantity O and Ψ










High-dimensional integrals are very diult to evaluate numerially by standard integration rules.
For spei operators Oˆ and spei wave funtions ψ, e.g. for eletroni Hamiltonians and Slater
determinants built from Gaussian atomi orbitals, the above integrals an be alulated analyti-
ally. In some other speial ases, (6.2) an be rewritten in terms of integrals on lower-dimensional
spaes (typially R3 or R6).
In the general ase however, the only possible way to evaluate (6.2) is to resort to stohasti









with OL(x) = [Oˆψ](x)/ψ(x). The above expetation value is reminisent of expetations values
omputed in Chapter 3, for the measure






This measure an be formally interpreted as a Boltzmann measure Z−1 e−βV (x) dx with the hoie
β = 1 and
V (x) = − ln (|ψ(x)|2) . (6.5)
Hene, sampling ongurations (xn)n≥1 ∈ R3N from the measure (6.4), the expetation value (6.3)









The VMC algorithms desribed below are generi, in the sense that they an be used to ompute
the expetation value of any observable, for any N -body system. In the numerial example, we will
however fous on the important ase of the alulation of eletroni energies of moleular systems.









where the salar eld EL(x) = [Hˆψ](x)/ψ(x) is alled the loal energy. Remark that if ψ is an
eigenfuntion of Hˆ assoiated with the eigenvalue E, EL(x) = E for all x. Most often, VMC
alulations are performed with trial wave funtions ψ that are good approximations of some
ground state wave funtion ψ0. These trial wavefuntions are sums of single determinantal wave
funtions built upon Slater-type atomi orbitals, multiplied by a Jastrow fator. More preisely,
for a system of N eletrons (omitting spin variables and eletron-nuleus orrelations, see e.g. [105℄
for more general expressions), a typial expression of the wavefuntion is






1 , . . . , φ
n







b|xi − xj |
1 + c|xi − xj |
)
, (6.8)
where the funtions φni are atomi-like orbitals















In this last expression, the notation x/|x| is a formal notation for the angles (θ, ϕ) assoiated with
x ∈ R3 in spherial oordinates, and the funtions Yl,m are spherial harmonis.
Sine the trial wave funtions are good approximations of some ground state wave funtion,
EL(x) usually is a funtion of low variane (with respet to the probability density π(x)). This is









is fairly aurate, even for relatively small values of L (in pratial appliations on realisti mole-
ular systems L ranges typially between 106 and 109).
Of ourse, the quality of the above approximation formula depends on the way the points (xn)n≥1
are generated. In Setion 6.1.1, we desribe the standard sampling method urrently used for VMC
alulations. It onsists in a biased random walk (overdamped Langevin dynamis) in the on-
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guration spae R3N orreted by a Metropolis-Hastings aeptane/rejetion proedure. However,
the numerial results of Chapter 3 suggest that Langevin dynamis have better sampling pro-
perties than overdamped Langevin dynamis. Therefore, in Setion 6.1.2, we introdue titious
masses, and onsider a sampling sheme in whih the points (xn)n≥1 are the projetions on the
onguration spae of one realization of some Markov hain on the phase spae R3N ×R3N . This
Markov hain is obtained by a modied Langevin dynamis, orreted by a Metropolis-Hastings
aeptane/rejetion proedure.
Another advantage of suh a dynamis on an extended onguration spae is a better behavior
lose to singularities of the formal potential V (as given by (6.5). Those singularities arise at
those points where ψ(x) = 0. The set ψ−1(0) is alled the nodal surfae, and has its origin in the
antisymmetri property of the wavefuntion. Reall indeed that
ψ(x1, x2, x3, . . . , xN ) = −ψ(x2, x1, x3, . . . , xN ),
so that ψ(x) = 0 whenever x1 = x2 for example. A spei problem enountered in VMC alu-
lations on fermioni systems is that the standard disretization of the biased random walk (Euler
sheme) does not behave properly lose to the nodal surfae of the trial wave funtion ψ. This is
due to the fat that the drift term blows up as the inverse of the distane to the nodal surfae:
if a random walker gets lose to the nodal surfae, the drift term repulses it far apart in a single
time step. In some studies [47, 352℄, this diulty is partially irumvented by resorting to more
lever disretization shemes. Using here a Langevin dynamis, the walkers have a mass (hene
some inertia) and the singular drift does not diretly at on the position variables (as it is the ase
for the biased random walk), but indiretly via the momentum variables. The undesirable eets
of the singularities are thus expeted to be damped down.
Numerial results were performed by Anthony Semama when he was a post-do at CERMICS.
These results, presented in Setion 6.2, onrm these intuitions and demonstrate on a benh of
representative examples that the algorithm based on the modied Langevin dynamis is the most
eient one of the algorithms studied here (the mathematial riteria for measuring the eieny
will be made preise below).
6.1 Desription of the algorithms
6.1.1 Random walks in the onguration spae
In this setion, the state spae is the onguration spae R3N , so that the Metropolis-Hastings
algorithm atually samples the probability density π(x) (see Setion 3.1.3 for a general presenta-
tion of the Metropolis-Hastings algorithm). Reall that the Metropolis-Hastings algorithm has a
transition kernel given by




r(x, y′)P(x, y′) dy′
)
δx,
where the density r(x, ·) is given by







The funtion P is the proposal funtion. In words, the onguration y is proposed with probability
P(x, y) from x, and aepted with probability r(x, y), rejeted otherwise.
Simple random walk
In the original paper [238℄ of Metropolis et al., the Markov hain is a simple random walk:
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x˜n+1 = xn + δ Un,
where δ is the step size and Un are independent and identially distributed (i.i.d.) random vetors
drawn uniformly in the 3N -dimensional ube K = [−1, 1]3N . The orresponding transition density
is






where χK is the harateristi funtion of the ubeK. Notie that in this partiular ase, P(x, y) =
P(y, x) so that the aeptane rate r(x, y) only depends on the ratio π(y)/π(x).
Biased random walk
The simple random walk is far from being the optimal hoie: it indues a high rejetion rate,
hene a large variane. A variane redution tehnique onsists in onsidering the overdamped
Langevin dynamis [58℄:
dxt = ∇[ln |ψ|](xt)dt+ dWt, (6.10)
where Wt is a 3N -dimensional Wiener proess. Note that |ψ|2 is an invariant measure of the
Markov proess (6.10), and, better, that the dynamis (6.10) is in fat ergodi (see the results in
Chapter 3) and satises a detailed balane property:
|ψ(x)|2 P∆t(x, y) = |ψ(y)|2 P∆t(y, x)
for any ∆t > 0, where P∆t(x, y) is the probability density that the Markov proess (6.10) is at y
at time t + ∆t starting from x at time t. These above results are lassial for regular, positive
funtions ψ, and have been reently proven for fermioni wave funtions [50℄ (in the latter ase,
the dynamis is ergodi in eah nodal poket of the wave funtion ψ).
Notie that if one uses the Markov hain of density P∆t(x, y) in the Metropolis-Hastings
algorithm, the aeptane/rejetion step is useless, sine (thanks to the detailed balane property)
the aeptane rate always equals one. The exat value of P∆t(x, y) is however unknown, so that
a disretization of equation (6.10) with a simple Euler-Maruyama sheme is generally used
xn+1 = xn +∆t∇[ln |ψ|](xn) +∆Wn (6.11)
where ∆Wn are i.i.d. Gaussian random vetors with zero mean and ovariane matrix ∆t I3N (I3N
is the identity matrix). The Euler sheme leads to the approximated transition density










The time disretization introdues the so-alled time-step error, whose onsequene is that (6.11)
samples dπ only approximately. This error is however orreted by the Metropolis-Hastings aep-
tane/rejetion proedure, whih ensures that dπ is exatly sampled.
This sampling method is muh more eient than the Metropolis-Hastings algorithm based on
the simple random walk, sine the Markov hain (6.11) does a large part of the work (it samples
a short time-step approximation of dπ), whih is learly not the ase for the simple random walk.
The standard method in VMC omputations urrently is the Metropolis-Hastings algorithm based
on the Markov hain dened by (6.11) (for renements of this method, see [41, 332,350℄).
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6.1.2 Random walks in the phase spae
In this setion, the state spae is the phase spae R3N ×R3N . Let us emphasize that the intro-
dution of momentum variables is nothing but a numerial artie. The phase spae trajetories
that will be dealt with in this setion do not have any physial meaning.
Langevin dynamis
We onsider here the following Langevin dynamis of a system ofN partiles of massm evolving




dpt = −∇V (xt) dt− γpt dt+ σdWt.
(6.12)
The magnitudes σ and γ of the random fores σWt and of the drag term −γpt dt are related here





with β = 1 in the VMC framework. Sine, for regular potentials, the anonial distribution









is an invariant probability measure for the system (Z being a normalization onstant), the proje-
tion on the position spae of the Langevin dynamis samples dπ. On the other hand, the Langevin
dynamis does not satisfy the detailed balane property. We will ome bak to this important
point in the forthoming setion.
In this ontext, the parameters m and γ (σ being then obtained through (6.13)) should be
seen as numerial parameters to be optimized to get the best sampling. We now desribe how
to disretize and apply a Metropolis-Hastings algorithm to the Langevin dynamis (6.12), in the
ontext of VMC.
Time disretization of the Langevin dynamis
Many disretization shemes exist for Langevin dynamis (see Setion 3.2.4). In order to hoose
whih algorithm is best for VMC, we have tested four dierent shemes available in the literature [4,
45,183,280℄, with parameters β = 1, γ = 1 and m = 1. The benhmark system is a Lithium atom,
and ψ is a single determinantal wave funtion built upon Slater-type atomi orbitals, multiplied by
a Jastrow fator
1
. We turn o the aeptane/rejetion step in these preliminary tests, sine our
purpose is to ompare the time-step errors for the various algorithms. From the results displayed
in Table 6.1, one an see that the Rii-Ciotti algorithm [280℄ is the method whih generates
the smallest time-step error. This algorithm reads






[−∇V (xn)∆t+ Un] e−γ∆t/4,
pn+1 = pne−γ∆t − ∆t
2
[∇V (xn) +∇V (xn+1)] e−γ∆t/2 + Une−γ∆t/2, (6.15)
1
For all the numerial omputations presented in this hapter, the interested reader should ask Anthony
Semama for details of the omputations, in partiular the values of the parameters for ψ given by (6.8).
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where Un are i.i.d. Gaussian random vetors with zero mean and variane σ2I3N with σ
2 = 2γmβ ∆t.
It an be seen from Table 6.1 that the Rii-Ciotti algorithm also outperforms the biased random
walk (6.11), as far as sampling issues are onerned. In the following, we shall therefore use the
Rii-Ciotti algorithm.
Table 6.1. Comparison of the energies omputed with dierent disretization shemes for Langevin
dynamis. The referene energy is -7.47198(4) a.u.
∆t BRW BBK [45℄ Fore interpolation [4℄ Splitting [183℄ Rii & Ciotti [280℄
0.05 -7.3758(316) -7.4395(246) -7.4386(188) -7.4467(137) -7.4576(07)
0.005 -7.4644(069) -7.4698(015) -7.4723(015) -7.4723(015) -7.4701(20)
0.001 -7.4740(007) -7.4728(013) -7.4708(017) -7.4708(017) -7.4696(17)
0.0005 -7.4732(010) -7.4700(023) -7.4709(022) -7.4708(022) -7.4755(26)
Metropolized Langevin dynamis
The disretized Langevin dynamis does not exatly sample the target distribution Π , but
rather some approximation Π∆t of Π . It is therefore tempting to introdue a Metropolis-Hastings
aeptane/rejetion step to further improve the quality of the sampling. Unfortunately, this idea
annot be straightforwardly implemented for two reasons:
(i) rst, this is not tehnially feasible, sine the Markov hain dened by (6.15) does not have
a transition density. Indeed, as the same Gaussian random vetors Un are used to update
both the positions and the momenta, the onditional measure p((xn, pn), ·) is supported
on a 3N -dimensional submanifold of the phase spae R3N × R3N ;
(ii) seond, leaving apart the above mentioned tehnial diulty, whih is spei to the Rii-
Ciotti sheme, the Langevin dynamis is a priori not an eient Markov hain for the
Metropolis-Hastings algorithm beause it does not satisfy the detailed balane property.
Let us now explain how to takle these two issues, starting with the rst one. To make it om-
patible with the Metropolis-Hastings framework, one needs to slightly modify the Rii-Ciotti
algorithm. Following [4, 62℄ (see also the derivation in Setion 3.2.4), we thus introdue i.i.d. or-
related Gaussian vetors (Gn1,i, G
n
2,i) (1 ≤ i ≤ 3N) suh that:


























2,i)1≤i≤3N , the modied Rii-Ciotti algorithm reads






∇V (xn)e−γ∆t/4 +Gn1 ,
pn+1 = pne−γ∆t − ∆t
2
[∇V (xn) +∇V (xn+1)] e−γ∆t/2 +Gn2 . (6.16)
The above sheme is a onsistent disretization of (6.12) and the orresponding Markov hain does
have a transition density, whih reads (see Setion 4.3.1 for example)
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n+1 − pne−γ∆t + 1
2
∆t
[∇V (xn) +∇V (xn+1)] e−γ∆t/2.
Unfortunately, inserting diretly the transition density (6.17) in the Metropolis-Hastings algorithm
leads to a high rejetion rate. Indeed, if (xn, pn) and (xn+1, pn+1) are related through (6.16),
PMRC∆t ((xn, pn), (xn+1, pn+1)) usually is muh greater than PMRC∆t ((xn+1, pn+1), (xn, pn)), sine the
probability that the random fores are strong enough to make the partile go bak in one step
from where it omes, is very low in general. This is related to the fat that the Langevin dynamis
does not satisfy the detailed balane relation.
Fig. 6.1. Left: Usual Langevin dynamis; in this ase, it is very unlikely to re-obtain the initial ongu-
ration starting from the nal one. Right: Momentum reversal after integration time ∆t; in this ase, the
dynamis is reversible.
It is however possible to further modify the overall algorithm by ensuring some mirosopi
reversibility, in order to nally obtain low rejetion rates. For this purpose, we introdue momen-
tum reversions. Suh a proedure was already onsidered for Hybrid Monte Carlo algorithms (see
for instane [2℄). Denoting by PLangevin∆t the transition density of the Markov hain obtained by
integrating (6.12) exatly on the time interval [t, t+∆t], it is indeed not diult to hek (under
onvenient assumptions on V = − ln |ψ|2), that the Markov hain dened by the transition density
P˜Langevin∆t ((x, p), (x′, p′)) = PLangevin∆t ((x, p), (x′,−p′)) (6.18)
is ergodi with respet to Π and satises the detailed balane property (see Figure 6.1)
Π(x, p) P˜Langevin∆t ((x, p), (x′, p′)) = Π(x′, p′) P˜Langevin∆t ((x′, p′), (x, p)) . (6.19)
Replaing the exat transition density PLangevin∆t by the approximation PMRC∆t , we now onsider
the transition density
P˜MRC∆t ((x, p), (x′, p′)) = PMRC∆t ((x, p), (x′,−p′)) . (6.20)
These onsiderations are summarized in Algorithm 6.1. Note that a momentum reversion is
systematially performed just after the Metropolis-Hastings step. As the invariant measure Π is
left unhanged by this operation, the global algorithm (Metropolis-Hastings step based on the
transition density P˜MRC∆t plus momentum reversion) atually samples Π . The role of the nal
momentum reversion is to preserve the underlying Langevin dynamis: while the proposals are
aepted, the above algorithm generates Langevin trajetories, that are known to eiently sample
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an approximation of the target density Π . Numerial tests seem to show that, in addition, the
momentum reversion also plays a role when the proposal is rejeted: it seems to inrease the
aeptane rate of the next step, preventing the walkers from being trapped in the viinity of the
nodal surfae ψ−1(0).
As the points (xn, pn) of the phase spae generated by the above algorithm form a sampling
of Π , the positions (xn) sample dπ and an therefore be used for VMC alulations.
Langevin Metropolized VMC algorithm
Algorithm 6.1. Starting from some initial onguration (x0, p0),
(1) Propose a move from (xn, pn) to (x˜n+1, p˜n+1) using the transition density P˜MRC∆t . In












[∇V (xn) +∇V (xn+1)] e−γ∆t/2 +Gn2 ,
and set (x˜n+1, p˜n+1) = (xn+1∗ ,−pn+1∗ );
(2) Compute the aeptane rate
αn = min
(
Π(x˜n+1, p˜n+1) P˜MRC∆t ((x˜n+1, p˜n+1), (xn, pn))




(3) Draw a random variable Un ∼ U(0, 1):
 if Un ≤ αn, aept the proposal and set (xn+1, pn+1) = (x˜n+1, p˜n+1);
 if Un > αn, rejet the proposal, and set (xn+1, pn+1) = (xn, pn);
(4) Reverse the momenta: (xn+1, pn+1) = (xn+1,−pn+1).
A Hybrid Monte Carlo VMC algorithm
Generalized Hybrid Monte Carlo (HMC) algorithms ould also be used (see Setion 3.2.2 for
more preisions on the HMC algorithm), relying in partiular on the idea of using orrelated
momenta from one HMC step to the other [173℄. For i.i.d. standard Gaussian random vetors Gn,
the momenta may be updated as
pn+1 =
√
1− 2γ∆t pn +
√
2γ∆tGn ≃ (1− γ∆t) pn +
√
2γ∆tGn
when γ∆≪ 1. Therefore, using a very strong orrelation from one step to another, and ombining
this momentum update in a HMC algorithm results in an approximation of Langevin dynamis.
The interesting point in HMC algorithms is that the integration sheme to be used is a disretiza-
tion of the Hamiltonian dynamis, and often the Störmer-Verlet algorithm is the most onvenient
sheme to use. Only some tuning of the parameters γ, m, ∆t (and possibly the number of HMC
steps before the aeptane/rejetion step) has to be made.
6.2 Numerial experiments and appliations
6.2.1 Measuring the eieny
A major drawbak of samplers based on Markov proesses is that they generate sequentially
orrelated data. For a trajetory of L steps, the eetive number of independent observations is







is the orrelation length, namely the number of suessive
orrelated moves. In the following appliations, we provide estimators for the orrelation length
N
orr
and for the so-alled ineieny η (see below), whih are relevant indiators of the quality of
the sampling. In this setion, following Stedman et al. [322℄, we desribe the way these quantities
are dened and omputed.
The sequene of samples is split into NB bloks of LB steps, where the number LB is hosen
suh that it is a few orders of magnitude higher than N
orr
. The mean energy is 〈E
L
〉|ψ|2 and the





)2〉|ψ|2 . These quantities are dened independently on the VMC








The empirial variane over all the individual steps is given by


















EB,i − 〈EL〉NB ,LB|ψ|2
)2
, (6.23)







































beome small for LB > 50 and NB > 50.
The denition of these two quantities an be understood as follows. Sine LB ≫ Norr and
only LB/Norr are independent samples among the samples in the blok, the entral limit theorem
yields
EB,i ≃ 〈EL〉|ψ|2 + σG
i√
LB/Norr
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Sine limNB→∞ limLB→∞[σ
NB ,LB ]2 = σ2, we obtain (6.25). The ineieny η is thus equal to
N
orr
σ2 and is large if the variane is large, or if the number of orrelated steps is large.
Using this measure of eieny, we an now ompare the sampling algorithms (the simple
random walk, the biased random walk and the Langevin algorithm) for various systems. In any
ase, a Metropolis-Hastings aeptane/rejetion step is used. We found empirially from several
tests that onvenient values for the parameters of the Langevin algorithm are γ = 1 and m = Z3/2
where Z is the highest nulear harge among all the nulei. For eah algorithm, we ompare
the eieny for various values of the step length, namely the inrement δ in the ase of the
simple random walk, and the time-step ∆t for the other two shemes. For a given algorithm,
simple arguments orroborated by numerial tests show that there exists an optimal value of
this inrement: for smaller (resp. for larger inrements), the orrelation between two suessive
positions inreases sine the displaement of the partile is small (resp. sine many moves are
rejeted), and this inreases the number of orrelated steps N
orr
.
One an notie on the results (see tables 6.2, 6.3, 6.4, 6.5) that a large error bar orresponds
to large values for N
orr
and η. The quantities N
orr
and η are a way to rene the measure of
eieny, sine the same length of error bar may be obtained for dierent values of the numerial
parameters.
6.2.2 Numerial results
Some numerial tests based on the above estimators of (in)eieny are presented in this
setion. We ompare the algorithms and parameters at a xed omputational ost. The referene
values are obtained by ten times longer VMC simulations. The error bars given in parenthesis are
60% ondene intervals. We also provide the aeptane rate (denoted by A in the tables) and,
when it is relevant, the mean of the length of the inrement xn+1−xn over one time-step (denoted
by 〈|∆x|〉 in the tables) for the biased random walk and the Langevin dynamis. These tests were




The Lithium atom was hosen as a rst simple example. The wave funtion is the same as for
the benhmark system used for the omparison of the various Langevin shemes, namely a single
Slater determinant of Slater-type basis funtions improved by a Jastrow fator to take aount of
the eletron orrelation. The referene energy assoiated with this wave funtion is −7.47198(4)
a.u., and the omparison of the algorithms is given in Table 6.2. The runs were made of 100 random
walks omposed of 50 bloks of 1000 steps. For the simple random walk, the lowest values of the
orrelation length and of the ineieny are respetively 11.4 and 1.40. The biased random walk
is muh more eient, sine the optimal orrelation length and ineieny are more than twie
smaller, i.e. 4.74 and 0.55. The proposed algorithm is even more eient: the optimal orrelation
length is 3.75 and the optimal ineieny is 0.44.
Fluorine.
The Fluorine atom was hosen for its relatively high nulear harge (Z = 9), leading to a
timesale separation of the ore and valene eletrons. The wave funtion is a Slater-determinant
with Gaussian-type basis funtions where the 1s orbital was substituted by a Slater-type orbital,
with a referene energy of −99.397(2) a.u. The runs were made of 100 random walks omposed of
100 bloks of 100 steps. The results are given in Table 6.3. For the simple random walk, the lowest
values of the orrelation length and of the ineieny are respetively 15.6 and 282. The biased
random walk, for whih the optimal orrelation length and ineieny are 7.4 and 137, is again
2
Chem is a Quantum Monte Carlo program written by M. Caarel, IRSAMC, Université Paul Sabatier 
CNRS, Toulouse, Frane. The wave funtions are available upon request.
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Table 6.2. The Lithium atom: Comparison of the Simple random walk, the Biased random walk and
the proposed Langevin algorithm. The runs were arried out with 100 walkers, eah realizing 50 bloks of
1000 steps. The referene energy is -7.47198(4) a.u., and A is the average aeptane rate.
∆R 〈EL〉 Norr η A
Simple random walk
0.05 -7.47126(183) 94.5 ± 3.3 11.72(42) 0.91
0.10 -7.47239(97) 35.2 ± 1.2 4.08(14) 0.82
0.15 -7.47189(75) 20.5(5) 2.30(06) 0.74
0.20 -7.47157(56) 14.3(4) 1.62(04) 0.66
0.25 -7.47182(56) 12.1(3) 1.40(05) 0.59
0.30 -7.47189(56) 11.4(3) 1.57(17) 0.52
0.35 -7.47275(59) 12.4(3) 1.57(17) 0.46
0.40 -7.47130(63) 14.4(5) 1.93(22) 0.40
∆t 〈EL〉 Norr η 〈|∆x|〉 A
Biased random walk
0.01 -7.47198(53) 10.31(29) 1.23(3) 0.284(09) 0.98
0.03 -7.47156(39) 5.26(14) 0.73(7) 0.444(21) 0.92
0.04 -7.47195(35) 4.82(12) 0.57(3) 0.486(26) 0.88
0.05 -7.47219(32) 4.74(11) 0.55(2) 0.514(31) 0.85
0.06 -7.47204(38) 4.95(11) 0.58(3) 0.533(36) 0.81
0.07 -7.47251(32) 5.39(14) 0.61(3) 0.546(40) 0.78
0.10 -7.47249(42) 7.56(25) 0.87(5) 0.555(50) 0.68
Langevin
0.20 -7.47233(34) 5.07(10) 0.60(1) 0.236(08) 0.97
0.30 -7.47207(34) 4.14(09) 0.47(1) 0.328(15) 0.93
0.35 -7.47180(31) 3.96(08) 0.45(1) 0.366(18) 0.91
0.40 -7.47185(29) 3.75(08) 0.44(2) 0.399(22) 0.89
0.45 -7.47264(29) 3.88(08) 0.45(2) 0.426(25) 0.86
0.50 -7.47191(29) 4.07(14) 0.46(2) 0.426(25) 0.84
0.60 -7.47258(32) 4.78(16) 0.52(2) 0.481(36) 0.78
twie more eient than the simple random walk. The Langevin algorithm is more eient than
the biased random walk: the optimal orrelation length is 5.3 and the optimal ineieny is 102.
Copper.
We an go even further in the timesale separation and take the Copper atom (Z = 29) as an
example. The wave funtion is a Slater determinant with a basis of Slater-type atomi orbitals,
improved by a Jastrow fator to take aount of the eletron orrelation. The referene energy is
−1639.2539(24). The runs were made of 40 random walks omposed of 500 bloks of 500 steps.
From Table 6.4, one an remark that the Langevin algorithm is again more eient than the
biased random walk, sine the optimal orrelation length and ineieny are respetively 28.7 and
4027, whereas using the biased random walk, these values are 51.0 and 5953.
The phenol moleule.
The Phenol moleule was hosen to test the proposed algorithm beause it ontains three
dierent types of atoms (H, C and O). The wave funtion here is a single Slater determinant with
Gaussian-type basis funtions. The ore moleular orbitals of the Oxygen and Carbon atoms were
substituted by the orresponding atomi 1s orbitals. The omparison of the biased random walk
with the Langevin algorithm is given in Table 6.5. The optimal orrelation length using the biased
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Table 6.3. The Fluorine atom : Comparison of the Simple random walk, the Biased random walk and
the proposed Langevin algorithm. The runs were arried out with 100 walkers, eah realizing 100 bloks
of 100 steps. The referene energy is -99.397(2) a.u.
∆R 〈EL〉 Norr η A
Simple random walk
0.02 -99.398(72) 38.9(7) 823(31) 0.87
0.05 -99.426(39) 20.3(4) 405(11) 0.69
0.08 -99.406(28) 15.6(4) 326(17) 0.53
0.10 -99.437(23) 15.8(3) 282(07) 0.44
0.12 -99.402(24) 16.6(4) 341(24) 0.36
0.15 -99.398(25) 19.4(5) 412(41) 0.27
∆t 〈EL〉 Norr η 〈|∆x|〉 A
Biased random walk
0.002 -99.411(21) 9.9(2) 206(04) 0.211(08) 0.94
0.003 -99.424(17) 8.8(2) 173(04) 0.242(11) 0.90
0.004 -99.430(15) 7.6(2) 147(03) 0.263(16) 0.86
0.005 -99.399(14) 7.3(2) 142(03) 0.275(17) 0.82
0.006 -99.406(14) 7.4(1) 137(03) 0.282(19) 0.79
0.007 -99.430(14) 7.4(2) 142(08) 0.286(21) 0.75
0.008 -99.421(13) 7.6(2) 141(05) 0.287(23) 0.71
0.009 -99.406(13) 7.8(2) 177(19) 0.285(25) 0.67
0.010 -99.419(15) 7.8(2) 162(10) 0.281(27) 0.64
0.011 -99.416(14) 8.3(2) 147(05) 0.276(28) 0.60
0.012 -99.420(15) 9.1(3) 205(34) 0.270(29) 0.57
0.013 -99.425(17) 10.2(4) 224(38) 0.263(30) 0.54
Langevin
0.10 -99.402(16) 8.9(2) 199(04) 0.095(02) 0.98
0.20 -99.403(12) 6.0(1) 123(02) 0.174(06) 0.94
0.25 -99.402(12) 5.4(1) 108(02) 0.204(09) 0.91
0.30 -99.395(11) 5.3(1) 104(02) 0.228(10) 0.87
0.35 -99.409(12) 5.4(1) 108(06) 0.245(15) 0.83
0.40 -99.402(11) 5.5(1) 102(03) 0.256(18) 0.78
0.45 -99.406(11) 5.9(1) 114(06) 0.261(21) 0.73
0.50 -99.408(12) 6.6(2) 124(07) 0.262(24) 0.68
0.55 -99.407(14) 7.9(4) 149(10) 0.257(26) 0.62
0.60 -99.405(15) 9.2(4) 178(13) 0.250(42) 0.56
random walk is 10.17, whereas it is 8.23 with our Langevin algorithm. The optimal ineieny is
again lower with the Langevin algorithm (η = 544) than with the biased random walk (η = 653).
6.2.3 Disussion of the results
In onlusion, the numerial tests show that the Langevin dynamis is always more eient
than the biased random walk. Indeed,
(i) The error bar (or N
orr
, or η) obtained with the Langevin dynamis for an optimal set of
numerial parameters is always smaller than the error bar obtained with other algorithms
(for whih we also optimize the numerial parameters);
(ii) The size of the error bar does not seem to be as sensitive to the hoie of the numerial
parameters as for other methods. In partiular, we observe on our numerial tests that the
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Table 6.4. The Copper atom: Comparison of the Biased random walk with the proposed Langevin
algorithm. The runs were arried out with 40 walkers, eah realizing 500 bloks of 500 steps. The referene
energy is -1639.2539(24) a.u.
∆t 〈EL〉 Norr η 〈|∆x|〉 A
Biased random walk
0.0003 -1639.2679( 78) 79.1 ± 2.7 10682(420) 0.1311(108) 0.86
0.0004 -1639.2681( 98) 70.4 ± 1.3 8682(204) 0.1385(137) 0.81
0.0005 -1639.2499( 96) 61.3 ± 2.5 7770(297) 0.1414(162) 0.75
0.0006 -1639.2629( 96) 56.0 ± 1.2 6834( 88) 0.1414(183) 0.70
0.0007 -1639.2575( 73) 53.8 ± 0.8 6420( 81) 0.1393(201) 0.65
0.00075 -1639.2518( 85) 53.1 ± 0.9 6330( 91) 0.1377(209) 0.62
0.0008 -1639.2370( 86) 55.7 ± 3.6 6612(405) 0.1357(216) 0.60
0.00105 -1639.2694( 85) 51.0 ± 0.8 5953( 90) 0.1228(241) 0.48
0.0011 -1639.2563(110) 54.3 ± 1.8 6513(221) 0.1198(245) 0.46
0.0012 -1639.2523( 72) 59.9 ± 5.5 7266(658) 0.1136(251) 0.43
Langevin
0.05 -1639.2553( 92) 61.3 ± 1.7 8256( 89) 0.0371( 1) 0.99
0.10 -1639.2583( 76) 40.6 ± 3.1 5319( 383) 0.0705( 30) 0.97
0.15 -1639.2496( 65) 30.1 ± 0.8 4042( 103) 0.0978( 60) 0.93
0.20 -1639.2521( 71) 28.7 ± 0.9 4027( 403) 0.1173( 96) 0.87
0.30 -1639.2510( 67) 35.2 ± 2.5 4157( 291) 0.1326(170) 0.71
0.40 -1639.2524( 78) 50.5 ± 3.7 5922( 455) 0.1210(225) 0.52
Table 6.5. The Phenol moleule : Comparison of the Biased random walk with the proposed Langevin
algorithm. The runs were arried out with 100 walkers, eah realizing 100 bloks of 100 steps. The referene
energy is -305.647(2) a.u.
∆t 〈EL〉 Norr η 〈|∆x|〉 A
Biased random walk
0.003 -305.6308(83) 18.71(24) 1368(12) 0.522(29) 0.85
0.004 -305.6471(78) 16.00(28) 1193(30) 0.547(36) 0.80
0.005 -305.6457(65) 15.29(20) 1077(14) 0.555(43) 0.74
0.006 -305.6412(79) 15.00(17) 1018(11) 0.552(48) 0.69
0.007 -305.6391(67) 14.52(26) 1051(53) 0.540(52) 0.63
0.008 -305.6530(65) 14.72(19) 980(10) 0.523(56) 0.58
0.009 -305.6555(82) 15.28(28) 1272(163) 0.502(59) 0.54
Langevin
0.05 -305.6417(101) 23.13(41) 1932(41) 0.126(02) 0.99
0.1 -305.6416(68) 13.97(22) 1189(23) 0.240(06) 0.97
0.2 -305.6496(57) 9.70(13) 812(12) 0.408(20) 0.89
0.3 -305.6493(56) 9.36(16) 817(36) 0.487(36) 0.78
0.4 -305.6473(58) 12.21(22) 834(20) 0.485(50) 0.61
0.5 -305.6497(80) 17.51(44) 1237(52) 0.425(58) 0.43
value ∆t = 0.2 seems to be onvenient to obtain good results with the Langevin dynamis,
whatever the atom or moleule.
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As early as in 1951, it was notied by Coleman that the eletroni N -body ground-state energy
ould be obtained by minimizing over the set of N -representable two-body redued density ma-
tries (2-RDM), and Mayer denitely opened the eld in 1955 with his pioneering artile [232℄. At
a onferene in 1959, Coulson then proposed to ompletely eliminate wavefuntions from Quantum
Chemisty, sine all the eletroni ground-state properties of moleular systems an be omputed
from the 2-RDM [72,220,232℄. Unfortunately, the set of N -representable 2-RDM is not known ex-
pliitly. Some mathematial haraterizations were provided [70,71,197℄ but they ould not be used
to derive a numerial method with a omplexity of a lower order than the usual N -body problem.
In pratie, only approximate RDM minimization problems, in whih only a few neessary N -
representability onditions are imposed (for example the so-alled P,Q,G onditions [69,121℄), an
be onsidered. The rst numerial studies relying on this strategy gave enouraging results [120℄.
Reently a new interest in the Redued Density Matrix (RDM) approah arose. Very good
numerial results have been obtained by two dierent strategies issued from semidenite pro-
gramming: primal-dual interior point methods [118, 233, 253, 376℄ on the one hand, augmented
Lagrangian formulations using matrix fatorizations of the 2-RDM [234236℄ on the other hand.
These results use a small number of known neessary onditions of N -representability. Yet, the so-
obtained ground-state energies are as aurate as the ones obtained with oupled-luster methods,
see e.g. [234,235℄. In addition, these energies provide lower bounds of the Full CI energies, whereas
the variational post Hartree-Fok methods, suh as CI or MCSCF, all provide upper bounds.
Sine the RDM method is a linear minimization problem over a onvex set of ompliated
struture, it is natural to use the onept of duality to mathematially haraterize and numerially
ompute the minimum. Duality is an underlying issue in all the RDM studies [70,71,92,93,121,197℄,
but surprisingly, the spei form of the dual formulation of the RDM problem has not yet been
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used to derive an eient algorithm. The urrent methods (see, e.g. [118, 234, 235, 253, 376℄) all
use general duality onsiderations in their algorithms, but none of them solves diretly (and only)
the dual RDM problem. As will be shown below, the assoiated dual optimization problem boils
down to the searh of the zero of a one-dimensional onvex funtion.
This hapter is organized as follows. We rst present the reformulation of the eletroni problem
in terms of 2-RDMs in Setion 7.1, and reall the N -representability problem in Setion 7.2.
We then propose a dual formulation of the eletroni problem in Setion 7.3, and illustrate this
approah with some numerial results.
7.1 The eletroni struture problem in terms of seond order redued
density matries
7.1.1 The ensemble of N-repsentable seond-order density matries
We denote by x = (x, σ) the vetor ontaining both the spae variable x ∈ R3 and the
spin variable σ ∈ {|↑〉, |↓〉}. The summation on the spin variable will sometimes be denoted as an
integral to simplify notations. For an antisymmetriN -body wavefuntions ψ(x1, ..., xN ) ∈
∧N
n=1 h,
the seond-order redued density matrix Γ is
Γ (x1, x2; y1, y2) = N(N − 1)
∫
(R3×{±1})N−2
ψ(x1, x2, x3, . . . , xN )ψ(y1, y2, x3, . . . , xN ) dx3 . . . dxN ,
(7.1)










ψ(x, x2, x3, . . . , xN )ψ(y, x2, x3, . . . , xN ) dx2 . . . dxN .
For a basis (φi)i∈N∗of the spae L2(R3 × {|↑〉, |↓〉},C),
Γ (x1, x2; y1, y2) =
∑
i1,i2,j1,j2∈N∗




In the ase of fermions, the matrix Γ j1,j2i1,i2 is antisymmetri, whih means that Γ
j1,j2
i1,i2
= −Γ j1,j2i2,i1 =
Γ j2,j1i1,i2 . This ensures that Γ (x1, x2; y1, y2) = −Γ (x2, x1; y1, y2) for instane.
For any vetor spae X , we denote by S(X) the spae of self-adjoint matries ating on X , and









. The one of ensemble representable N -order density











where |ψi 〉 〈ψi | is the projetor onto span(ψi) :






Therefore, the one of 2-RDM arising from an ensemble representable N -order density matrix is
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CN = L2N (PN ) ⊂ C2.
In this expression, the Kummer ontration operator L2N [71,197℄ is the linear operator |ψ 〉 〈ψ | 7→
Γ dened by (7.1). The orresponding Γ ∈ CN are said to be N -representable. Of ourse the 2-
RDMs of physial interest are the elements Γ ∈ CN whih arise from a normalized N -body density
matrix Υ ∈ PN (satisfying Tr(Υ ) = 1), so that Γ = L2N (Υ ) satises Tr(Γ ) = N(N − 1).
7.1.2 The energy minimization problem in terms of seond order redued-density
matries
The eletroni HamiltonianHN ating on the N -body fermioni spae
∧N
n=1 h of antisymmetri








|xi − xj | ,








The seond equality holds true sine the minimum of a linear funtion over a onvex set is attained
on an extremal point of the onvex set (on a point Γ = |ψ0 〉 〈ψ0 | , whih is a rank 1 projetor
on Span{ψ0})). The physial interpretation is that the inmum of the energy over the set of mixed
states oinides with the inmum of the energy over the set of pure states.
Sine the Hamiltonian HN only ontains two-body interations, the energy of the system an
be expressed in terms of the two-body density matrix Γ only (see, e.g. [71,233℄). By linearity, this
property has to be shown only for extremal points Γψ = |ψ 〉 〈ψ | . Let us then show that〈
ψ
∣∣∣ Hˆ ∣∣∣ ψ 〉 = Tr(KΓ ),
where the two-body operator K is dened as
K =
1
2(N − 1)(hx1 + hx2) +
1














|ψ((x1, σ1), . . . , (xN , σN ))|2














Γ ((x1, σ1), (x2, σ2) ; (x1, σ1), (x2, σ2))
|x1 − x2| dx1 dx2.
(7.3)
Therefore,





Notie that we did not impose any onstraint on the spin state in (7.4), but suh onstraints an
be easily taken into aount.
The Galerkin approximation
In pratie, nite-dimensional spaes are used:
h := span(χi, i = 1, ..., r),
where (χi)i≥1 is a Hilbert basis of the one-body spae L2(R3×{|↑〉, |↓〉},C). The 2-RDM Γ asso-
iated with an N -body density matrix Υ ∈ PN is still dened by means of Kummer's ontration
operator L2N as





= N(N − 1)
r∑
k3,...,kN=1
Υ j1j2k3...kNi1i2k3...kN . (7.5)
The 2-RDM Γ is now ompletely haraterized by the matrix (Γ j1,j2i1,i2 )i1<i2, j1<j2 .
7.2 The N -representability problem
The eletroni ground state problem reformulated as (7.4) is not tratable sine the set CN =
L2N (PN ) over whih the minimization is performed is unknown. This set is the set of 2-RDM
obtained from a wavefuntion (or an ensemble of wavefuntions) through the Kummer ontration.
Charaterizing this set is the so-alled N -representability problem. No neessary and suient
onditions of N -representability are known for 2-RDM (or higher order RDMs). This is in ontrast
with rst-order redued density matries [69℄, whih are N -representable as soon as 0 ≤ γ ≤ 1 (as
an operator) and Tr(γ) = N .
Only neessary onditions are known for 2-RDM. The most famous ones are the so-alled P,
Q, G onditions [69, 121℄, and we will fous on them in the sequel. Additional onditions T1 et
T2 [92℄ an also be onsidered. Imposing only this neessary onditions results in minimizing the
energy on too large a variational spae. Therefore, only lower bounds to the true energy are found
this way.
7.2.1 Some neessary N-representability onditions for 2-RDMs
Origin of the P, Q, G onditions
An operator Γ ∈ S(h ∧ h) is non-negative if and only if, for any g ∈ h ∧ h, 〈g, Γg〉 ≥ 0. The P,
Q, G onditions are obtained by requiring〈
ψ
∣∣A†A ∣∣ ψ 〉 ≥ 0,
for ertain operators A. In the formalism of seond quantization (see [71℄ for more preisions), the
P ondition orrespond to the positivity of the matrix
〈
ψ




∣∣∣ aj1aj2a†i1a†i2 ∣∣∣ ψ 〉, and G to the positivity of 〈ψ ∣∣∣ a†i1aj2a†i2aj1 ∣∣∣ ψ 〉.
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Expliit formulation of the P,Q,G onditions
The P, Q, G onditions are linear equalities of the form
LP (Γ ) ≥ 0, LQ(Γ ) ≥ 0, LG(Γ ) ≥ 0.
The above operators are
LP (Γ ) = Γ, (7.6)
LQ(Γ )j1,j2i1,i2 = Γ j1,j2i1,i2 − δj1i1 γj2i2 − δj2i2 γj1i1 + δj2i1 γj1i2 + δj1i2 γj2i1 + (δj1i1 δj2i2 − δj2i1 δj1i2 )Tr(Γ ), (7.7)
LG(Γ )j1,j2i1,i2 = −Γ j1,i2i1,j2 + δj1i1 γj2i2 . (7.8)







Notie that the operators LP and LQ dened on S(h ∧ h) have values in S(h ∧ h), so that
L∗P = LP , L∗Q = LQ (where the notation ∗ refers to the adjoint operator). Therefore, the onstraints
LP (Γ ),LQ(Γ ) ≥ 0 must be understood as
∀B ∈ S(h ∧ h), Tr(BLP (Γ )) ≥ 0, Tr(BLQ(Γ )) ≥ 0.
The operator LG is also dened on S(h∧h) but has values in a spae larger than S(h∧h), a priori
the whole set S(h⊗ h). Therefore, LG(Γ ) ≥ 0 means
∀B ∈ S(h⊗ h), Tr(BLG(Γ )) ≥ 0.
Relationship with the N-representability of the rst-order RDM
We verify here that the neessary N -representability onditions for the 2-RDM imply the N -
representability of the rst-order RDM. It is straightforward that the P ondition ensures γ ≥ 0.
It then remains to hek γ ≤ 1 [69℄. The proof we present here is suited for nite-dimensional
spaes (whih is the ase of interest in pratie), with r spatial basis funtions (2r basis funtions
when onsidering the spin variable).
Up to an orthogonal transformation, the rst-order redued density matrix an be hosen
diagonal. It is then enough to show that γii ≤ 1 for any 1 ≤ i ≤ 2r. Sine the diagonal elements of
LQ(ΓN ) are positive, if follows
Γ i1,i2i1,i2 − γi1i1 − γi2i2 + 1 ≥ 0.






















= Tr(γ)− γi1i1 . The rst term of the above inequality being γi1i1 (by ontration of








N − 1 ≥ 0,
so that, when 2r − 1−N > 0 (as in the ase in pratie), γi1i1 ≤ 1.
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7.2.2 An expliit (ounter)example
The aim of this setion is to show on an example that the set of N -representable 2-RDM has
a very ompliated topology. In partiular, there exist N -representable 2-RDM that are no longer
N -representable after an arbitrary small perturbation.
Consider N = 3 eletrons, and an orthonoral system (φ1, . . . , φ5) in L
2(R3). We denote Υψ the
density matrix of order N = 3 assoiated with the wavefuntion ψ, and Γψ the 2-RDM obtained
from Υψ through the Kummer operator L ≡ L23. A basis of the 3-body spae H3 ⊂ h3 is given by
the Slater determinants { |φiφjφk 〉}1≤i<j<k≤5, where












= 10. We will use in the sequel the short-hand notations
ψ1 = |φ1φ2φ3〉, ψ2 = |φ1φ4φ5〉, ψ3 = |φ2φ4φ5〉, ψ4 = |φ3φ4φ5〉, ψ5 = |φ2φ3φ5〉.
The remaining basis funtions ψ6, · · · , ψ10 are hosen arbitrarily among the remaining Slater
determinants, so that B3 = (Ψ1, ..., Ψ10) is a basis of H3. The spae of 2-body funtions H2 is also
of dimension 10. A basis of this spae is given by the Slater determinants {|φiφj〉}1≤i<j≤5, where
for example




This basis is ordered as
B2 := {|φ1 φ2〉, |φ1 φ3〉, |φ1 φ4〉, |φ1 φ5〉, |φ2 φ3〉, |φ2 φ4〉, |φ2 φ5〉, |φ3 φ4〉, |φ3 φ5〉, |φ4 φ5〉}.





(|φ1φ2〉 〈φ1φ2|+ |φ1φ3〉 〈φ1φ3|+ |φ2φ3〉 〈φ2φ3|),

















Diag(0, 0, 0, 0, 0, 0, 0, 1, 1, 1).




(ΓΨ1 + ΓΨ2 + ΓΨ3 + ΓΨ4) (7.9)
is therefore in P3 sine it is a onvex ombination of elements of P3. The matrix τ assoiated with
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The 2-RDM Γ = L(Υ ) is then suh that Γ > 0, and Υ dened by (7.9) is in fat the unique element
in B3 suh that Γ = L(Υ ) (beause L is one-to-one in the spei ase we onsider). Notie that
Υ is non-negative but not positive, sine its kernel is of dimension 6.
Consider now an arbitrary small perturbation of Γ of the form
Γǫ(x, y ; x
′, y′) = Γ (x, y ; x′, y′) +
ǫ
2
{|φ1φ4〉(x, y) 〈φ2φ3|(x′, y′) + |φ2φ3〉(x, y) 〈φ1φ4|(x′, y′)}
The matrix τǫ orresponding to Γǫ reads in the B2 basis




Therefore, for ǫ small enough, the symmetri matrix τǫ still veries τǫ > 0 and tr(τǫ) = 3. However,
τǫ is not 3-representable! Indeed, sine L is one-to-one, τǫ is obtained by ontration of




























whih has a negative eigenvalue −ǫ, so that the operator Γǫ is not positive semi-denite.
7.3 A dual formulation of the optimization problem
7.3.1 Dual Formulation of the RDM Minimization Problem
We now present the dual formulation of the minimization (7.4). We reall that the polar one
C∗ of a one C in any Hermitian spae is dened as C∗ = {x | ∀y ∈ C, 〈x, y〉 ≥ 0}, where 〈·, ·〉
denotes the onsidered salar produt (here, the Frobenius salar produt). The dual method then
onsists in formulating (7.4) in terms of (CN )∗ instead of CN :
E = N(N − 1) sup{µ | K − µ ∈ (CN)∗}. (7.10)
Formula (7.10) an be easily derived from (7.4). Introduing the Lagrangian







As usual when using Lagrangian, the onstraints are not stated expliitely, but penalized using
some Lagrange parameter: µ is used to ensure that Tr(Γ ) = N(N − 1), and B ∈ (CN )∗ ensures
that Γ ∈ CN . It then sues to exhange the inf and the sup in (7.11) to obtain (7.10).
We therefore obtain an optimization problem in dimension 1 over µ ∈ R whih is the variable
dual to the onstraint Tr(Γ ) = N(N − 1). Of ourse haraterizing the polar one (CN )∗ is as
diult as haraterizing CN , this issue is alled the N -representability problem. Indeed CN =
(CN )∗∗. Even if the dual formulation (7.10) does not simplify the theoretial N -representability
problem, it turns out to be more onvenient for numerial purposes.
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Sine both (CN )∗ and CN are unknown and diult to haraterize, it is neessary to ap-
proximate (7.10) by a variational problem that an be arried out numerially. To this end, some
neessary onditions for N -representability are seleted. We onsider L onditions of the following
general form
∀ℓ = 1...L, Lℓ(Γ ) ≥ 0 (7.12)
where for any ℓ, Lℓ : S2 → S(Xℓ) is a linear map and Xℓ is some vetor spae. Here, we restrit
ourselves to the P, Q, G onditions, with assoiated operators LP , LP and LG given respetively
by (7.6), (7.7) an (7.8), and assoiated vetor spaes XP = XQ = h ∧ h and XG = h⊗ h.
Imposing only the neessary onditions (7.12) means that CN is replaed by the approximate
one Capp ⊃ CN dened as
Capp := {Γ ∈ S2 | ∀ℓ = 1...L, Lℓ(Γ ) ≥ 0}.





(Lℓ)∗Bℓ | Bℓ ∈ S(Xℓ), Bℓ ≥ 0
}
, (7.13)





= N(N − 1) sup{µ | K − µ ∈ (Capp)∗}. (7.15)
Let us emphasize again that, sine Capp ⊃ CN , the energyEapp is a lower bound to the full CI energy
in the hosen basis, Eapp ≤ E. We present in Setion 7.3.2 an algorithm for solving problem (7.15).
Notie that we obtain only the ground-state energy (and not the ground state density matrix), but,
resorting to rst order perturbation theory, any observable inluding at most two-body interation
terms an be obtained by a nite dierene of energies.
7.3.2 Algorithm for solving the dual problem
Let us introdue the distane to the dual one (Capp)∗
δ(µ) = dist (K − µ, (Capp)∗) .
Denoting µ∗app = Eapp/(N(N − 1)), the funtion δ satises the following properties:
(1) δ ≡ 0 on (−∞, µ∗app] and is inreasing on [µ∗app,∞);
(2) δ is onvex on R;
(3) δ2 is ontinuously dierentiable on R, thus δ is ontinuously dierentiable on R\{µ∗app} and
∀µ > µ∗app, δ′(µ) = −
Tr(K − µ−Aµ)
||K − µ−Aµ|| (7.16)
where Aµ denotes the projetion of K − µ onto the polar one (Capp)∗.
Proofs for (ii) − (iii) an be found in [249℄. To prove (i), one noties that when µ ≤ µ∗app,
K−µ = K−µ∗+(µ∗−µ) belongs to (Capp)∗ sine µ∗−µ ∈ P2 ⊂ (Capp)∗. To illustrate the above
properties, we provide a plot of δ(µ) for N2 in a STO-6G basis set (see Figure 7.1).
In order to ompute µ∗app, we use a Newton-like sheme that strongly exploits the above
mentioned properties in a natural way: starting from an initial energy above µ∗app (suh as the
Hartree-Fok energy for instane) and using the onvexity of the funtion δ, the Newton algorithm
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Fig. 7.1. Left: Distane δ(µ) of K − µ to the one (Capp)∗ as a funtion of µ for N2 in a STO-6G
basis set. The tangent at the estimated value for µ∗app is also displayed (dashed line). Right: Zoom near
the FCI referene value. The Hartree-Fok value is µHF = −1.4435153 while the referene FCI value is
µCI = −1.4453909.
ensures that the energy µ dereases at eah step of the optimization proess and onverges to µ∗app.
The right derivative of δ at µ∗app being always positive, the onvergene rate is guaranteed to be
at least superlinear.
Of ourse, the most diult part of the algorithm is the omputation of the distane δ(µ) to
the one, and of the projetion Aµ of K − µ. To this end, we hose to minimize, for a given µ, the
objetive funtion










under the onstraintsBℓ ≥ 0 (ℓ = 1...L), aording to the denition (7.13) of the polar one (Capp)∗.
The above minimization is performed using a lassial limited-memory BFGS algorithm [36℄,
keeping the last m = 3 desent diretions. The positivity onstraints were parametrized by Bℓ =
(Cℓ)
2
with Cℓ symmetri, as suggested by Mazziotti in [234,235℄.
Computing δ(µ) with suient auray when µ is lose to µ∗app an be diult beause the
minimization of Jµ(B) then is ill-onditioned. We therefore onsider a trunated" version of the
Newton algorithm where µ is updated by a fration 0 < a ≤ 1 of the Newton step. We then use
the linearity of δ for values lose to µ∗app to devise a stopping riterion limiting the number of
iterations. The algorithm is as follows:
Dual RDM optimization
Algorithm 7.1. Consider an initial value µ0 (for example the Hartree-Fok value µHF), and
0 < a ≤ 1. Compute the projetion Aµ0 of K − µ0 on (Capp)∗ and the distane d0 = δ(µ0),
and onsider µ1 = µ0 − δ(µ0)δ′(µ0) . For n ≥ 1, and ǫ > 0 small,







of K−µn on (Capp)∗, the assoiated
distane dn = δ(µn) = ||K − µn −Aµn || and the derivative δ′(µn);
(2) Compute the interpolation slope pn = d
n−1−dn
µn−1−µn ;
(3) If pn ≤ (1 + ǫ)δ′(µn), then the linear assumption is satised and the nal value is
extrapolated from the urrent position as µ∗ = µn − δ(µn)δ′µn) ;
(4) Otherwise, set µn+1 = µn − a δ(µn)δ′(µn) and start again from (1) using as initial guess
Cn+1ℓ = C
n
ℓ for any ℓ = 1...L.
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In pratie, the above algorithm onverges in a few iterations. The only time onsuming step
is the projetion performed in Step (1). As desribed above, this projetion is done iteratively by
minimizing the objetive funtion Jµ by a limited-memory BFGS algorithm. The ost of one BFGS
iteration sales as O(r6). We did not observe a lear saling of the number of BFGS iterations
with respet to the basis set size. The memory requirements sale as O(r4). Both omputational
time and memory requirements are omparable to those of [234℄.
7.3.3 Numerial results
We have tested the method on several moleules at equilibrium geometries using data from
the EMSL Computational Results DataBase,
1
for STO-6G and 6-31G basis sets. The results are
reported in Table 7.1 and 7.2 respetively.
Table 7.1. Correlation energies in a STO-6G basis set.
System FCI energy Correlation energy Dual RDM energy (% of the orrelation energy)
Be -14.556086 -0.0527274 -14.556123 (100.07)
LiH -7.972557 -0.0190867 -7.9727078 (100.79)
BH -25.058806 -0.0569044 -25.061771 (105.21)
Li2 -14.837571 -0.0286889 -14.839066 (105.21)
BeH2 -15.759498 -0.0335151 -15.761284 (105.33)
H2O -75.735839 -0.0546392 -75.738582 (105.02)
NH3 -56.0586005 -0.0693410 -56.074805 (123.37)
Table 7.2. Correlation energies in a 6-31G basis set.
System FCI energy Correlation energy Dual RDM energy (% of the orrelation energy)
Be -14.613545 -0.0467812 -14.613653 (100.23)
LiH -7.995678 -0.0185565 -7.9959693 (101.57)
BH -25.171730 -0.0630461 -25.176736 (107.94)
Li2 -14.893607 -0.0277581 -14.895389 (106.42)
BeH2 -15.798440 -0.0402691 -15.801066 (106.52)
H2O -76.120220 -0.1401501 -76.142125 (115.63)
NH3 -56.291315 -0.1336141 -56.318065 (120.02)
The referene Full CI (FCI) energies have been omputed using GAMESS [300℄. The orrelation
energies are reovered with a good auray. This is onsistent with previous results already
obtained with dierent RDM methods [118,234,235,253,376℄.
In general, we have observed that the funtion δ is almost linear in quite large a right neigh-
borhood of µ∗app (see Figure 7.1). Usually, only 3 or 4 Newton iterations are neessary to ahieve
onvergene. Therefore, the only limiting step of the method is the omputation of the distane
δ(µ) and of the projetion Aµ of K −µ on the polar one. The method is very robust with respet
to initial hoies of the energy µ0 and the matries C0k . However, we have observed that the om-
putational time needed for nding the projetion Aµ highly depends on the quality of the initial
guess. The hoie of genuine initial onditions is not obvious sine we are manipulating abstrat
objets (dual elements of 2-RDM). Some CPU times are reported in Table 7.3 for very rude initial
onditions C0k = Id and µ
0 ≃ 0.9µHF.
1
See the web site http://www.emsl.pnl.gov/proj/rdb/
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Table 7.3. CPU time (s) in a STO-6G basis using very rude initial guesses (Cl = I).
System Spatial basis size r CPU time (s) Newton iterations
Be 5 25.7 2
LiH 6 240.9 3
H2O 7 958.8 4
BeH2 7 1143.3 3
We would like to underline that our projetion algorithm is far from being optimal. There is
learly muh room for improvement here. Let us also mention that the urve µ 7→ δ(µ) an be
easily sampled using parallel omputing (one value of µ per proessor).




















Fig. 7.2. Dissoiation urve for N2 in a STO-6G basis set.
We nally present in Figure 7.2 dissoiation urves for N2 in a STO-6G basis set. This example
was already studied in several works [124,188,252℄. The agreement of our results with the referene
Full CI is exellent, and the dissoiation energy is therefore reovered with a very good auray.
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This hapter presents a work on progress with E. Canès, E. Davidson, A. Izmaylov,
G. Suseria and V. Staroverov, on the mathematial understanding of the optimized ee-
tive potential (OEP) and other loal potentials mathematially motivated by some minimization
proedure. We seek here a loal potential aounting for the exhange part of the eletroni inter-
ations (of ourse, eletroni orrelations should ultimately be handled as well), and reproduing
as aurately as possible the Hartree-Fok exhange, also alled 'exat exhange' in the physis
and hemistry literature.
The Hartree-Fok method, presented in Setion 2.1.4, is a variational wavefuntion method
restriting the variational spae to single Slater determinants:




with φi ∈ H1(R3),
∫
R3
φi(x)φj(x) dx = δij . In the sequel,
XN =
{

































|x− y| dx dy,
(8.2)
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For simpliity, we will onsider in the sequel the Coulombi atomi potential
Vnuc(x) = − Z|x|
for Z ≥ 0. A minimizer of (8.2) satises the Hatree-Fok equations, whih are the Euler-Lagrange
equations assoiated with (8.2) (up to a unitary transformation):
FΦφi = −1
2






φi +KΦφi = ǫiφi. (8.4)





|x− y| ϕ(y) dy. (8.5)
It is therefore a non-loal operator depending on the orbitals Φ = {φi}i=1,...,N .
Mathematial setting
We onsider here a given N -tuple Φ = {φi}1≤i≤N of funtions dened on R3, orthogonal
for the L2(R3) inner produt and belonging to the Sobolev spae H2(R3) (notie that the latter
two onditions are automatially satised for any solution of the Hartree-Fok or Kohn-Sham
equations). The orresponding density and density matrix are dened as in (8.3). As the {φi}1≤i≤N
are assumed to be in H2(R3), it follows from Sobolev embedding theorems that the density ρΦ
is a ontinuous funtion going to zero at innity. We also assume that ρΦ does not vanish on R
3
(this ondition is automatially satised if the {φi}1≤i≤N are the lowest N eigenfuntions of a
Kohn-Sham operator).
The exhange operator (8.5) assoiated with the N -tuple {φi}1≤i≤N is the Hilbert-Shmidt





|x− y| ϕ(y) dy.
Note that the right hand side of the above denition atually makes sense as a L2(R3) funtion.
This is a onsequene of Cauhy-Shwarz and Hardy inequalities (for the Hardy inequality, see
e.g. [52, Theorem 2.12℄), sine, for xed x ∈ R3,∣∣∣∣∫
R3
γΦ(x, y)












Reall that a Hilbert-Shmidt operator on L2(R3) is a linear operator on L2(R3) for whih there
exists g ∈ L2(R3 × R3) suh that
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The funtion g (whih is unique) is alled the kernel of G. The set of Hilbert-Shmidt operators
on L2(R3) is denoted by σ2(L






g(x, y)h(x, y) dx dy
(where g and h are the kernels of G and H respetively), σ2(L
2(R3)) is a Hilbert spae. The






|g(x, y)|2 dx dy
)1/2
.
Here, the kernel kΦ of KΦ reads
kΦ(x, y) = −γΦ(x, y)|x− y| ,






















The one-body density matrix γΦ is also the kernel of a Hilbert-Shmidt operator on L
2(R3),
denoted by γΦ (abusing notations) and dened as
∀f ∈ L2(R3), (γΦf)(x) =
∫
R3







8.1 The Slater exhange potential
The exhange operator (8.5) is not a loal operator (see Setion 8.2.1 for a tentative denition of
loal operators). In order to redue the omplexity of the Hartree-Fok equations, Slater proposed
to replae the non-loal exhange operator by some loal operator [312℄. This loal operator is
obtained by some averaging proedure (but an also be dened in terms of some variational







|x− y| dy. (8.7)
Nowadays, the omplexity of the Hartree-Fok equations is no more an obstale for ground-state
omputations. However, it is still very interesting to nd approximate loal exhange operators for
the purpose of interpretation, or to improve the exhange part of exhange-orrelation funtionals
in Density Funtional Theory. The loal exhange potentials an also be used as an input in other
approahes, espeially time-dependent methods.
The existene of a radial solution to the self-onsistent Kohn-Sham equations with the Slater
exhange potential as an exhange-orrelation potential is given by the following theorem. Reall
that a funtion φ is said to be radial if there exists a funtion ϕ suh that φ(x) = ϕ(|x|). We will
denote by L2r(R
3) (resp. H1r (R
3)) the set of radial L2(R3) (resp. radial H1(R3)) funtions, and set
X rN =
{
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Theorem 8.1. In the ase of a single nuleus of harge Z ≥ N , the nonlinear eigenvalue problem














φi = ǫiφi, (8.8)
with ǫ1 < · · · ≤ ǫN ≤ 0 and ρΦ, γΦ dened as in (8.3), has a solution1 Φ = (φi) ∈ X rN and the
orresponding exhange potential vΦx,S is globally Lipshitz in R
3
, C∞ away from the nuleus, and









Besides, the minimum of the Hartree-Fok energy over the set of the radial solutions to (8.8) is
attained.
The proof of Theorem 8.1 an be read in Setion 8.4.
Remark 8.1 (Pratial omputation through an iterative proedure). To ompute in
pratie a solution (8.8), it is possible to onsider the following iterative proedure:
Algorithm 8.1. Starting from some set of N orbitals Φ0 = {φ01, . . . , φ0N},
(1) ompute the loal Slater exhange potential vΦ
n
x,S given by (8.7) using the orbitals Φ
n =
{φni }i=1,...,N ;
(2) ompute the rst N eigenvetors of the operator(
−1
2











When there are degeneraies in the highest energy levels, some arbitrary hoie is made;
(3) replae n by n+ 1 and go bak to Step 1.
In some ase, we will restrit ourselves to radial eigenvetors. Reall that, when the orbitals are
radial, the eigenvalues of the operators appearing in Algorithm 8.1 are non-degenerate, and the
radial i-th eigenvetor φi has exatly i− 1 nodal spheres.
The well-posedness of this iterative proedure is ensured provided the operator in (8.9) has at
least N negative eigenvalues, its essential spetrum still being [0,+∞). This is easier to hek
when the orbitals are radial, or when the nulear harge satises Z > N . In the general ase, some
exponential deay of the initial orbitals has to be assumed. The well-posedness of the iterative
proedure is preised in the following propositions:
Proposition 8.1. Assume Z > N − 1. For initial radial orbitals (φ01, . . . , φ0N ) ∈ [H2(R3)]N , and
when (φn+11 , . . . , φ
n+1
N ) are the rst N radial orbitals in the diagonalization (8.9), the iterative
proedure of Algorithm 8.1 is well-dened.
Proposition 8.2. Assume Z > N . For initial orbitals (φ01, . . . , φ
0
N ) ∈ [H2(R3)]N , the iterative
proedure of Algorithm 8.1 is well-dened.
Proposition 8.3. Assume Z = N . For initial orbitals (φ01, . . . , φ
0
N ) ∈ [H2(R3)]N exponentially
dereasing, i.e. suh that there exists C0, γ0, R0 > 0 with
∀1 ≤ i ≤ N, ∀|x| ≥ R0, |φ0i (x)| ≤ C0e−γ
0|x|,
the iterative proedure of Algorithm 8.1 is well-dened.
However, we were not able to show that this numerial proedure indeed onverges to a solution
of the self-onsistent Kohn-Sham equations with Slater exhange potential.
1











the mean-eld Hamiltonian is here onsidered as an operator on L2r(R
3).
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8.2 The Optimized Eetive Potential problem
8.2.1 Usual formulation of the OEP problem
In order to generalize and improve Slater's approah, Sharp and Horton [308℄ proposed a syste-
mati way to obtain loal potentials approximating the non loal exhange operator. They suggest
to minimize the energy of the Slater determinant onstruted with the lowest N eigenfuntions
of some one-eletron Shrödinger operator − 12∆ + W , W being a 'loal potential'. This trak
was further explored by Talman and Shadwik [338℄. Note that what is preisely meant by 'loal
potential' is not lear.




∣∣∣∣ HW = −12∆+W is a self-adjoint operator on L2(R3),
bounded from below, with at least N eigenvalues below its essential spetrum
}
,




∣∣ φi ∈ H1(R3), (8.11) and (8.12) hold for some W ∈ W } , (8.10)








φiφj = δij , (8.11)
and
ǫ1 ≤ · · · ≤ ǫN are the lowest N eigenvalues of HW = −1
2
∆+W. (8.12)




Denoting by ΦOEP a minimizer to (8.13), an optimal eetive potential is a 'loal potential'
WOEP ∈ W whih allows to generate ΦOEP through (8.11)-(8.12). It is onvenient to deompose
WOEP as




|x− y| dy + vx,OEP(x).
In order to emphasize the mathematial issues arising from the above formulation of the OEP pro-
blem, it is worth realling the general method for proving existene of solutions to a minimization
problem suh as (8.13). The rst step onsists in onsidering a so-alled minimizing sequene, that






It is easy to hek that the sequene (Φn)n∈N is bounded in (H1(R3))N , hene weakly onverges, up





The diult step of the proof is to show that Φ∞ ∈ X (if Φ∞ ∈ X , we an immediately onlude,
using (8.14), that Φ∞ is a solution to (8.13)). For this purpose, we need to introdue a sequene
(Wn)n∈N of 'loal potentials' suh that Φn an be generated by Wn via (8.11)-(8.12). If (Wn)n∈N
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was bounded in some onvenient funtional spae Y, (Wn)n∈N would onverge (up to extration














j = δij ,

















j = δij ,




hene belongs to X .
To make this strategy of proof work, we therefore need to nd a funtional spae Y in whih
the sequene (Wn)n∈N is bounded. This will allow us in addition to larify the notion of loal
potential in this setting (a loal potential will be dened as an element of Y). Unfortunately, we
have not been able to nd any non trivial
2
funtional spae W satisfying the above request. This
mathematial diulty has well-known numerial ounterparts [321℄:
(i) it is easy to onstrut dramati modiations of the (omputed) optimized eetive po-
tential that are almost solutions of the OEP problem;
(ii) variational approximations of the OEP problem in whih the moleular orbitals and the
trial eetive potentials are disretized in independent basis sets lead to unphysial results.
8.2.2 A well-posed reformulation of the OEP problem
A way to irumvent the issue raised in the above disussion is to replae (8.11)-(8.12) with
formally equivalent onditions that do not expliitly refer to a 'loal potential' W [25℄.
Let us rst deal with (8.11). Consider some operator W suh that (Wφ)ψ = φ(Wψ) for all
(φ, ψ) ∈ H1(R3) × H1(R3) (whih is the least we an demand to a 'loal potential'). It is then
lear that if Φ = {φ1, . . . , φN} ∈ (H1(R3))N satises (8.11), we also havediv (φi∇φ1 − φ1∇φi) = ciφ1φi,∫
R3
φiφj = δij ,
(8.15)
with ci = 2(ǫi − ǫ1). Conversely, if Φ = {φi} ∈ (H1(R3))N satises (8.15), then at least formally,












ǫ1 = 0, and ǫi = ci/2 for 2 ≤ i ≤ N . We are therefore now in position to rigorously dene a set of
admissible loal potentials
2
It is of ourse possible to onstrut nite dimensional funtional spaes W for whih (8.13), with X
dened by (8.10), has a solution. Reduing artiially the lass of admissible potentials is however not
a very satisfatory way to takle the OEP problem.
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W =
{
W operator on L2(R3)
∣∣∣∣ HW = −12∆+W is a self-adjoint operator on L2(R3)
with domain D(W ) ⊂ H1loc(R3),
bounded from below with at least N eigenvalues below its essential spetrum,
and suh that ∀(φ, ψ) ∈ D(W )×D(W ), (HWφ)ψ − (HWψ)φ = 1
2
div (φ∇ψ − ψ∇φ)
}
.
In order to aount for ondition (8.12), we remark that for any Φ ∈ X , it holds for all 1 ≤ i ≤ N ,





φ2i |∇ψ|2 = 〈ψφi, (HW − ǫi)ψφi〉.










φiφj = δij ,
∀ψ ∈ C∞0 (R3), ∀1 ≤ i ≤ N − 1,∫
R3


















Combining the above result with the formal equivalene between (8.11) and (8.15) with ci =








∣∣∣∣ φi ∈ H1(R3), ∫
R3
φiφj = δij ,
∃0 = c1 ≤ c2 ≤ · · · ≤ cN <∞, ∀2 ≤ i ≤ N, div (φi∇φ1 − φ1∇φi) = ciφ1φi,




















We have therefore eliminated any expliit referene to a 'loal potential'. The onnetion between
the original OEP problem (8.13) and its reformulation (8.17) an be stated as follows:
(i) if ΦOEP is solution to (8.13), then ΦOEP is solution to (8.17);

















denes an element of W , then Φ˜OEP is solution to (8.13) and WOEP is an optimized
eetive potential.
It is proved in [25℄ that for a neutral or positively harged two eletron system, problem (8.17) has
at least one global minimizer Φ˜OEP. Unfortunately, we have not been able to establish whether or
not the reonstruted potential formally dened by (8.18) is in W .
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8.3 The eetive loal potential minimization problem
As shown in Setion 8.2, the OEP problem in its original formulation is not well posed. We
onsider here an alternative way of obtaining an eetive loal potential (ELP), relying on some
variane minimization. We show that the orresponding minimization problem is well-posed in
the sense that the ELP is uniquely dened up to a uniform onstant. We also provide an expliit
analytial expression for it.
The eetive loal potential assoiated with a given Φ ∈ XN was originally dened as the loal
potential minimizing the funtion [185℄






(φa)a≥N+1 being a Hilbert basis of the orthogonal of the vetor spae generated by (φi)1≤i≤N . A







[A,B] = AB − BA denoting the ommutator of the operators A and B. An intrinsi formulation
of the ELP problem therefore reads
inf {JELPΦ (v), v ∈ L3(R3) + L∞(R3)}. (8.19)







|x− y| dy +
N∑
i,j=1
(〈φi|vΦx,ELP|φj〉 − 〈φi|KΦ|φj〉)φi(x)φj(x) (8.20)
and the symmetri matrix MΦ = [〈φi|vΦx,ELP|φj〉] is solution to the linear system














Besides, if the orbitals φi are ontinuous and if the open set R
3 \ ρ−1Φ (0) is onneted, then the
solutions to (8.21) form a one-dimensional ane set of the form
M¯ + RIN ,
so that vΦx,ELP is uniquely dened, up to an additive onstant, on the set where ρΦ > 0, and an
be given arbitrary values on the set where ρΦ = 0.
Remark 8.2 (ELP for systems with spin states). We denote the spin variables by α, β,
and the number of eletrons of spin σ by Nσ. The Euler-Lagrange equations assoiated with the
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where ρΦ is the total density ρΦ(x) = ρΦα(x) + ρΦβ (x), with ρΦσ(x) =
∑Nσ
i=1 |φσi (x)|2, and KΦα









|x− y| ϕ(y) dy,






i (y). The eetive loal potentials v
α
and vβ are then obtained by
solving
inf {JΦσ(vσ), vσ ∈ L3(R3) + L∞(R3) }, (8.22)
where JΦσ : L





‖[vσ −KΦσ , γΦσ ]‖2HS.
The results obtained in the spinless ase straightforwardly apply.
Remark 8.3 (Variational denition of the Slater potential). There is also an alternative





This variational haraterization is reminisent of the denition of the eetive loal potential
(ELP) through the minimization (8.19). Atually, as will be seen below, the ELP an be deomposed
as a Slater part, plus orretion terms. The Slater potentiel is believed to represent the long-range
part of the exhange potential (deaying as −1/|x| when |x| → +∞), whereas the remaining terms
are believed to be exponentially dereasing.
8.4 Mathematial proofs
8.4.1 Some useful preliminary results
Reall that the set L3/2(R3) + (L∞(R3))ǫ is the set of all funtion φ whih an be written,
for all ǫ > 0, as a sum φ = φ3/2 + φ∞ with φ3/2 ∈ L3/2(R3) and ‖φ∞‖L∞(R3) ≤ ǫ. When W ∈
L3/2(R3) + (L∞(R3))ǫ, the essential spetrum of the operator − 12∆+W is still [0,+∞) [52,277℄.
Lemma 8.1 (Exponential deay of the orbitals). Consider an orbital φ ∈ H2(R3) satisfying
an equation of the form
−1
2
∆φ+Wφ = −µφ, (8.23)
where the potential W ∈ L3/2(R3)+(L∞(R3))ǫ is suh that W (x)→ 0 when |x| → +∞, and µ > 0.
Then, for any η > 0, there exists Mη > 0 and Rη > 0 suh that
∀|x| ≥ Rη, |φ(x)| ≤Mηe−
√
2µ−η|x|. (8.24)
Proof of Lemma 8.1. Kato's inequality −∆|φ| ≤ −sgn(φ)∆φ implies
−∆|φ| ≤ 2(µ+W )φ sgn(φ) = −2(µ+W )|φ|.
For 0 < η < 2µ, there exists Rη > 0 suh that 2|W (x)| ≤ η when |x| ≥ Rη. Then,
−∆|φ|+ (2µ− η)|φ| ≤ (2W − η)|φ|.
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u(x− y)(−η + 2W (y))|φ(y)| dy ≤
∫
|y|≤Rη
u(x− y)(−η + 2W (y))|φ(y)| dy
sine −η + 2W (y) ≤ 0 when |x| ≥ Rη and |φ| ≥ 0. Finally, the last integral in the above equality
an be bounded by Mη exp(−
√
2µ− η|x|) for some Mη > 0 and for |x| ≥ Rη > 0, so that (8.24)
follows.
⊓⊔
Lemma 8.2 (Asymptoti behavior of the Slater potential for exponentially dereasing
orbitals). Consider Φ⋆ = (φ⋆1, . . . , φ
⋆
N ) ∈ [H2(R3)]N and assume that there exists R⋆ > 0 suh
that, for |x| ≥ R⋆,
∀1 ≤ i ≤ N, |φ⋆i (x)| ≤ C⋆ exp (−γ⋆|x|) , (8.25)
for some γ⋆, C⋆ > 0. Then the Slater potential v
Φ⋆






when |x| → +∞.















≤ CR2 e−γ⋆R (8.26)
for some C > 0, using Hardy's inequality to bound the rst term on the right hand-side, and the





































|y| |φ⋆i (y)φ⋆j (y)|
1
|y − x| dy.
Using a Hölder inequality, ∫
|y|≤R
|y| |φ⋆i (y)φ⋆j (y)|
1
|y − x| dy → 0
when |x| → +∞, whih onludes the proof. ⊓⊔
8.4.2 Proofs for the Slater potential
Proof of Theorem 8.1. The strategy of proof is based on a xed-point argument. Notie that
variational methods annot be used sine (8.8) seems to have no variational interpretation.
For all η ≥ 0, we onsider the problem


















j = δij ,
ǫη1 ≤ · · · ≤ ǫηN are the lowest N eigenvalues of
(















The proof of existene of a solution to (8.27) for η = 0 follows the lines of the proof of Theorem III.3
in [214℄. We rst onstrut, for η > 0, a ontinuous appliation T η whose xed points are solutions
to (8.27) in X rN . We then prove the existene of a xed point of T η using Shauder Theorem. The
existene of a solution to (8.27) in the ase when η = 0 is nally obtained using some limiting
proedure. Note that we have introdued the parameter η both in the nuleus-eletron interation
and in the Slater potential. In the former term, η plays the same role as in [214℄ (i.e. it enables us
to ontrol the deay of the orbitals at innity). The role of η in the latter term is to ensure the
ontinuity of the nonlinear appliation T η for η > 0.
First step. Constrution of the appliation T η.
Let η > 0 and
K =
{












] ≤ IN means








It is easy to see that K is a nonempty, losed, bounded, onvex subset of the Hilbert spae
(H1r (R
3))N , ontaining X rN . For Ψ ∈ K, we denote by γΨ (x, y) =
∑N
i=1 ψi(x)ψi(y), ρΨ (x) =
γΨ (x, x) and
F˜ ηΨ = −
1
2









W | ∀ǫ > 0, ∃(W2,W∞) ∈ L2(R3)× L∞(R3), ‖W∞‖L∞ ≤ ǫ, W = W2 +W∞
}
,
it is a ompat perturbation of the kineti energy operator. By Weyl Theorem [277℄, σess(F˜
η
Ψ ) =
σess(− 12∆) = [0,∞). Besides, using Gauss theorem and the inequalities−N|·| ≤ −ρΨ⋆ 1|x| ≤ vΨ,ηx,S ≤ 0,
one has −Z+η|x| ≤ V ηΨ ≤ − η|x| . Hene,
GZ+η := −1
2
∆− Z + η|x| ≤ F˜
η
Ψ ≤ Gη := −
1
2
∆− η|x| . (8.28)
As the hydrogen-like Hamiltonian Gη, onsidered as an operator on L2r(R3), has innitely many
negative eigenvalues, so does F˜Ψ (this is a straightforward onsequene of Courant-Fisher min-
max priniple). Besides, the eigenvalues of the radial Shrödinger operator F˜ ηΨ being simple, the
spetral problem
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F˜ ηΨφi = ǫiφi,∫
R3
φiφj = δij ,
ǫ1 ≤ · · · ≤ ǫN are the lowest N eigenvalues of F˜ ηΨ (on L2r(R3)),
has a unique solution Φ = (φi) in X rN ⊂ K up to the signs of the orbitals φi. We an therefore
dene a nonlinear appliation T η from K to K whih assoiates with any Ψ ∈ K the unique
solution Φ = (φi) ∈ X rN ⊂ K to (8.27), for whih φi ≥ 0 in a neighborhood of x = 0, for all
1 ≤ i ≤ N (by the strong maximum priniple, φi annot vanish on an open set of R3).
Seond step. Existene of a solution to (8.27) for η > 0.
By standard perturbation theory, it is not diult to prove that T η is ontinuous (for the H1
norm topology). Let us prove that T η is ompat. Let (Ψn) be a bounded sequene in K, and let
Φn = T ηΨn. There is no restrition in assuming that (Ψn) onverges to some Ψη ∈ (H1(R3))N ,
weakly in (H1(R3))N , strongly in (L2loc(R
3))N and almost everywhere. This implies in partiular




x,S ) is bounded in L
∞





x,S when n goes to innity. Using again (8.28) and denoting by ǫ
n
i the i-th eigenvalue




















Thus, for all 1 ≤ i ≤ N , the sequene (φni )n∈N∗ is uniformly bounded in H1(R3) (independently
of (Ψn)), and therefore onverges, up to extration, to some φηi ∈ H1r (R3), weakly in H1(R3),
strongly in L2loc(R
3) and almost everywhere. Besides, using (8.28) and Courant-Fisher formula,
one obtains
− (Z + η)
2
2i2




Up to extration, (ǫni ) therefore onverges to some ǫ
η




2i2 ]. Next, by Kato inequa-
lity [277℄,









As, moreover, (Ψn) and (Φn) are bounded for the H1 norm topology, (V ηΨnφ
n
i ) is bounded in
L2(R3), so that (φni ) is bounded in H
2(R3), hene in L∞(R3). Consequently, it follows from (8.29)
and the maximum priniple that there exists δ > 0 small enough and M ≥ 0 independent of i
and n, suh that







This implies that (φni )n∈N∗ onverges (up to extration) to φ
η
i strongly in L
2(R3). In partiular,
Φη = (φηi ) ∈ X rN . It is therefore possible to hek, using the onvergene of (Ψn) to Ψη and the


















x,S and Fatou lemma on the one hand, and the
lower semi-ontinuity of the funtional φ 7→ ∫
R3
|∇φ|2 on the other hand, that






|∇φni |2 = lim infn→+∞ 2
∫
R3








As on the other hand, ∫
R3




(Ψn) onverges to Ψη strongly in (H1(R3))N , whih proves that T η is ompat. It then follows
from Shauder xed point theorem [375℄ that T η has a xed point Φη ∈ X rN , whih is solution to
(8.27).
Third step. Existene of a solution to (8.27) for η = 0.
Let (ηn) be a sequene of positive real numbers onverging to zero. As the sequene of orrespon-
ding xed points (Φηn) is uniformly bounded in (H1(R3))N and as − (Z+ηn)22i2 ≤ ǫηni ≤ 0, there is
no restrition in assuming that (Φηn) onverges to some Φ⋆ ∈ (H1(R3))N , weakly in (H1(R3))N ,
strongly in (L2loc(R
3))N and almost everywhere, and that (ǫηni ) onverges to ǫ
∗
i ≤ 0. Besides, the
sequene (Φηn) is bounded in (H2(R3))N , hene in (L∞(R3))N .

























ρΦ⋆ < N . As
F˜Φηn ≤ −1
2
∆− Z|x| + ρΦηn ⋆
1
|x| ,












































It follows that for n large enough, the sequene (ǫηni ) is isolated from zero. As (Φ
ηn) is bounded
in (L∞(R3))N , we onlude, reasoning as above, that there exists M ∈ R+ and α > 0 suh that
for n large enough
|φηni (x)| ≤M e−α|x|.




ρΦ⋆ = N . We reah a ontradition. This means that
∫
R3
ρΦ⋆ = N and therefore that
Φ⋆ ∈ X rN .
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This proves that (φ∗i ) are orthonormal eigenvetors of F˜
0
Φ⋆ . The fat that ǫ
⋆
1 < · · · < ǫ⋆N are the
lowest eigenvalues of F˜ 0Φ⋆ follows from Courant-Fisher formula.
In view of the proof of Proposition 8.1, the Slater potential vΦ
⋆
x,S is equivalent to − 1|x| at innity.
This proves that ǫ⋆1 < · · · < ǫ⋆N < 0, from whih it follows that the orbitals φ⋆i enjoy exponential
deay: For all η > 0, there exists M ∈ R3 suh that















Lastly, the same arguments as above an be used to prove that the minimum of the Hartree-Fok
energy over the set of solutions to (8.8) is attained.
⊓⊔
Proof of Proposition 8.1. The well-posedness of the iterative proedure is granted provided the
aufbau priniple assoiated with the Hamiltonian
HΦn = −1
2





is well-posed for all n ≥ 0. This in turn is guaranteed provided the lowest N negative eigen-
values of HΦn an be omputed unambiguously (Notie that the essential spetrum of HΦn is
still [0,+∞)).
When the orbitals Φ = {φi}i=1,...,N are radial, the asymptoti behavior of the Slater potential








































The seond integral on the right hand side onverges to 0 when |x| → +∞, and the rate of


















sine the funtions φi are in L

















when |x| → +∞.
A lassial saling argument (as for in proof of Lemma II.1 in [214℄ for instane) then shows
that, for all n ≥ 0, HΦn has innitely many single negative eigenvalues. Therefore, the new orbitals
an be uniquely onstruted.
⊓⊔
Proof of Proposition 8.2. Using a Cauhy-Shwarz inequality, the following bound is obtained:
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−1
2
∆− Z|x| ≤ HΦn ≤ H˜Φn = −
1
2
∆− Z|x| + ρΦn ⋆
1
|x| . (8.31)
It is not suient to obtain the existene of innitely many negtive eigenvalues when Z = N and
the orbitals are not required to be radial. This is however the ase when Z = N + η (for some
η > 0), using again a saling argument as in [214, Lemma II.1℄. The proof of Proposition 8.2 is
therefore analogous to the proof of Proposition 8.1, and we skip it.
⊓⊔
Proof of Proposition 8.3. When Z = N and the orbitals are not radial but have an initial expo-
nential deay, we show that
(i) the Hamiltonian HΦn dened by (8.30) has innitely many eigenvalues below 0;
(ii) the orresponding eigenvetors are still exponentially dereasing.
The proof of well-posedness of the iterative proedure is done using the following reurrene
assumption:
Reurrene assumption 8.1. There exists Rn > 0 suh that, for |x| ≥ Rn,
∀1 ≤ i ≤ N, |φni (x)| ≤ Cn exp (−γn|x|) , (8.32)
for some γn, Cn > 0.
This assumption is veried for n = 0. If it is veried for n ≥ 0, then, by Lemma 8.2, the Slater
potential behaves as −1/|x| at innity. A lassial saling argument then shows that there are in-
nitely many negatives eigenvalues. The exponential fall-o of the assoiated orbitals {φn+1i }i=1,...,N
an then be shown using Lemma 8.1, so that the reurrene assumption (8.1) is satised for n+1.
⊓⊔
8.4.3 Proof of Proposition 8.4
For all v ∈ L3(R3) + L∞(R3), the operator BΦv = [v, γΦ] is Hilbert-Shmidt. One an therefore




‖[v −KΦ, γΦ]‖2HS =
1
2
‖BΦv − [KΦ, γΦ]‖2HS.
For all v and h in L3(R3) + L∞(R3),
JELPΦ (v + h) = J
ELP












|x− y| dy +
N∑
i,j=1
〈φi |v −KΦ |φj〉φi(x)φj(x)
 h(x) dx.









Multiplying the above equation by
φiφj
ρ and integrating over R
3
, one then observes that a funtion
v satisfying









is solution to (8.33) if and only if the matrix M is solution to the linear system
(I −AΦ)M = GΦ. (8.34)
Let us now prove that, if the orbitals φi are ontinuous and if R
3 \ ρ−1Φ (0) is onneted, then
Ker(I−AΦ) = RIN and GΦ ∈ Ran(I−AΦ). For this purpose, let us onsider a matrixM ∈ MS(N)
suh that
(
I −AΦ)M = 0. As M is symmetri, it an be diagonalized in an orthonormal basis set
as
M = UT Diag(λ1, · · · , λN ) U
where U is a unitary matrix. Denoting by (ψ1, . . . , ψN )
T = U(φ1, . . . , φN )
T



















where (·, ·)F is the Frobenius inner produt on MS(N). As U is a unitary transform, the ψi
























































with equality if and only if for almost all x ∈ R3, there exists C(x) suh that λiψi(x) = C(x)ψi(x)
for all 1 ≤ i ≤ N .
If the orbitals φi are ontinuous, so are the funtions ψi. Let us onsider the open sets Ωi =
R3 \ ψ−1i (0) and Ω = ∪Ni=1Ωi = R3 \ ρ−1Φ (0). On Ωi, one has C(x) = λi. This implies that the
funtion C(x) is onstant on eah onneted omponent of Ω. If Ω is onneted, one therefore has
λ1 = λ2 = · · · = λN , i.e. M is proportional to the identity matrix.
In summary, under the assumptions that the orbitals φi are ontinuous and that R
3 \ ρ−1Φ (0)
is onneted,
(1) the linear equation (8.34) has a solution if and only if GΦ ∈ Ran (I −AΦ). Note that
Ran
(
I −AΦ) = Ker (I − (AΦ)∗)⊥ = Ker (I −AΦ)⊥, sine AΦ is self-adjoint for the Fro-
benius inner produt. It then follows Ran
(
I − AΦ) = Span(IN )⊥. Sine (IN , GΦ)F =
Tr(GΦ) = 0, GΦ ∈ Ran (I − AΦ) and (8.34) has at least one solution MΦ⋆ ;
(2) if MΦ⋆ is a solution to (8.34), then the set of the solutions of (8.34) is
{
MΦ⋆ + λIRN , λ ∈ R
}
.
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