Introduction and Notation
The likelihood ratio test (LRT) method is probably the most commonly used method of hypothesis test construction. Another method, which is appropriate when the null hypothesis is expressed as a union of sets, is the intersectionunion test (JUT) method. We will explore some relationships between tests that result from these two methods. We will give conditions under which both methods yield the same test. But, we will also give conditions under which the size-a JUT is uniformly more powerful than the size-a LRT.
Let X denote the random vector of data values. Suppose the probability distribution of X depends on an unknown parameter (). The set of possible values for () will be denoted bye. L( ()I:z:) will denote the likelihood function for the observed value X = :z:. We will consider the problem of testing the null hypothesis H o : B E 0 0 versus the alternative hypothesis H a : B E 0g, where 0 0 is a specified subset of 0 and 0g is its complement.
The likelihood ratio test statistic for this problem is defined to be
A(:V) = sUPOEeo L(BI:v) . sUPoEe L(BI:v)
A LRT rejects H o for small values of A (:v) . That is, the rejection region of a LRT is a set of the form {:v : A(:V) < c}, where c is a chosen constant. Typically, c is chosen so that the test is a size-a test. That is, c = C a is chosen to satisfy sup PO(A(X) < c a ) = a,
where a is the Type-I error probability chosen by the experimenter. We will consider problems in which the null hypothesis set is conveniently expressed as a union of k other sets, Le., 0 0 = Uf=10i. ( Lehmann. GIeser (1973) coined the term IUT. Berger (1982) proposed IUTs for acceptance sampling problems, and Cohen, Gatsonis and Marden (1983a) proposed IUTs for some contingency table problems. Since then many authors have proposed IUTs for a variety of problems. The IUT method is the reverse of Roy's (1953) well-known unionintersection method, which is useful when the null hypothesis is expressed as an intersection. Berger (1982) proved the following two theorems about IUTs. An important feature in Theorem 1.1.1 is that each of the individual tests is performed at level-a. But the overall test also has the same level a. There is no need for an adjustment, e.g., Bonferroni, for performing multiple tests. The reason there is no need for such a correction is the special way the individual . . tests are combined. H o is rejected only if everyone of the individual hypotheses, HOi, is rejected. Theorem 1.1.1 asserts that the rUT is level-a. That is, its size is at most a. In fact, a test constructed by the IUT method can be quite conservative. Its size can be much less that the specified value a. But, Theorem 1.1.2 (a generalization of Theorem 2 in Berger (1982) ) provides conditions under which the rUT is not conservative; its size is exactly equal to the specified a. The other tests defined by Rj, j = 1, ... , k, j i i, are level-a tests. That is, their sizes may be less than a. The conclusion is the IUT has size a. Thus, if rejection regions R t , ... , Rk with sizes at, ... , ak, respectively, are combined in an IUT and Theorem 1.1.2 is applicable, then the IUT will have size equal to maxi{ai}.
Relationships Between LRTs and JUTs
For a hypothesis testing problem of the form (1.2), the LRT statistic can be written as In the LRT, the individual LRT statistics are first combined via (1.3). Then, the critical value, C a that yields a size-a test is determined by (1.1). Another way to combine the individual LRTs is to use the IUT method. For each i = 1, ... , k, the critical value that defines a size-a LRT of HiO is the value Cia that satisfies sup Po(Ai(X) < Cia) = a. . . Therefore, R has the form of an LRT rejection region. Because each of the individual LRTs has size-a and the conditions of Theorem 1.1.2 are satisfied, R is the size-a LRT. 0 Theorem 1.2.1 is particularly useful in situations in which the individual LRT statistics (or a transformation of them) have simple known distributions. In this case, the determination of the critical values, CIa, ... ,Cko" is easy. But the distribution of A(X) = maXI:$i:$k Ai(X) may be difficult, and the determination of its critical value, C a , from (1.1) may be difficult. Examples ofthis kind of analysis may be found in Sasabuchi (1980) , Sasabuchi (1988a), and Sasabuchi (1988b) . In these papers about normal mean vectors, the alter1J.ative hypothesis is a polyhedral cone. The individual LRTs are expressed in terms of t-tests, each one representing the LRT corresponding to one face of the cone. All of the t-tests are based on the same degrees of freedom, so all the critical values are equal. Assumptions are made that ensure that the conditions of Theorem 1.1.2 are satisfied, and, in this way, the LRT is expressed as an intersection oft-tests. Sasabuchi does not use the IUT terminology, but it is clear that this is the argument that is used.
(1.5)
..
• Proof: To prove (a), recall that the LRT rejection region using critical value Cia is k {a:: A(a:) < Cia} = n{a:: Aj(a:) < Cia}.
j=1
For each j = 1, ... ,k, because Cia = minl<j<dcja} and {a:: Aj(a:) < Cja} is a size-a rejection region for testing Rjo versus Rja, {a: : Aj(a:) < Cia} is a level-a rejection region for testing Rjo versus Rja' Thus, by Theorem 1.1.1, the LRT rejection region in (1.5) is level-a, and the size-a LRT critical value, Co, satisfies Co 2: Cia' But, for any C > Cia, lli.~Po,(-,(X) < c) lli.~Po, (6{A;(X) < c})
The last inequality follows from (ii) and (iii). Because all of the parameters, Because Cia = minl<j<k{Cja}, for any () E e,
The first probability in (1.6) is the power of the size-a LRT, and the last probability in (1.6) is the power of the IUT. Thus, the IUT is uniformly more powerful.
0
In part (c) of Theorem 1.2.2, all that is proved is that the power ofthe IUT is no less than the power of the LRT. However, if all the CjaS are not equal, the rejection region of the LRT is a proper subset of the rejection region of the IUT, and, typically, the IUT is strictly more powerful than the LRT. An example in which the critical values are unequal and the IUT is more powerful than the LRT is discussed in Berger and Sinclair (1984) . They consider the problem of testing a null hypothesis that is the union of linear subspaces in a linear model. If the dimensions of the subspaces are unequal, then the critical values from an F-distribution have different degrees of freedom and are unequal.
Testing H o : min{IJLll, IJL21} = 0
In this section, we consider an example that illustrates the previous results. We find that the size-a IUT is uniformly more powerful than the size-a LRT. We then describe a different IUT that is much more powerful than both of the preceding tests. This kind of improved power, that can be obtained by judicious use of the IUT method, has been described for other problems by Berger (1989) and Liu and Berger (1995) . Saikali (1996) found tests more powerful than the LRT for a one-sided version of the problem we consider in this section.
Let Xu, ... , X 1n1 denote a random sample from a normal population with (1. 7)
Another way to express these hypotheses is (1.8)
The parameters /-ll and /-l2 could represent the effects of two different treatments.
Then, H o states that at least one treatment has no effect, and H a states that both treatments have an effect. Cohen, Gatsonis and Marden (1983b) considered tests of (1.7) in the variance known case. They proved an optimality property of the LRT in a class of monotone, symmetric tests.
Comparison of LRT and JUT
Standard computations yield that, for i = 1 and 2, the LRT statistic for testing Under HiO, ti has a Student's t distribution. Therefore, the critical value that yields a size-a LRT of HiO is
where t Ot / 2 ,ni-l is the upper 100a/2 percentile of a t distribution with ni -1 degrees of freedom. The rejection region of the rUT is the set of sample points for which Al(a:) < ClOt and A2(a:) < C2Ot. This is more simply stated as reject If the sample sizes are unequal, the constants C1a and C2a will be unequal, and the IUT will not be the LRT. In this case, let C = min{C1a,C2a}. By Theorem 1.2.2, C is the critical value that defines a size-a LRT of H o . The same sequence as in the preceding paragraph can be used to verify the conditions of The cutoff value for It21 is larger than t a / 2 ,n2-1 , because this rejection region is a subset of the IUT rejection region.
The critical values Cia were computed for the three common choices of a = .10, .05, and .01, and for all sample sizes ni = 2, ... ,100. On this range it was found that Cia is increasing in ni. So, at least on this range, C = min {C1a, C2a} is the critical value corresponding to the smaller sample size. This same property was observed by Saikali (1996) .
More powerful test
In this section we describe a test that is uniformly more powerful than both the LRT and the IUT. This test is similar and may be unbiased. The description of this test is similar to tests described by Wang and McDermott (1996) . The more powerful test will be defined in terms of a set, 5, a subset of the unit square. 5 is the union of three sets, 51, 52, and 53, where 51 = {(ut,u2):1-a/2<u1~1,1-a/2<u2~1} UHUl, U2) : -luI -1/21 +3a/4~U2} UHUl,U2): I U 2-1/21 + 1-3a/4~UI} UHUl, U2) : -lu2 -1/21 + 3a/4~ud) .
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The set S for a = .10 is shown in Figure 1 .1. SI consists of the four squares in the corners. S2 is the middle, X-shaped region. S3 consists of the four small triangles.
The set S has this property. Consider any horizontal or vertical line in the unit square. Then the total length of all the segments of this line that intersect with S is a. This property implies the following theorem. Power at parameters ofform (JLl, JL2) = (r cos(0), r sin(0)) with 0"1 = 0"2 = 1.
The second equality follows from the property of S mentioned before the theorem.
If U 2 f"V uniform(O, 1), the result is proved similarly.
Our new test, which we will call the S-test, of the hypotheses (1.7) can be described as follows. Let Fi' i = U 2 ) E Sl is the same as the event in (1.9). So, the rejection region of the S-test contains the rejection region of the IUT from the the previous section, and the S -test is a size-a test that is uniformly more powerful than the size-a IUT.
<.
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We have seen that the IUT is uniformly more powerful than the LRT, and the S-test is uniformly more powerful than the IUT. and 0 = O( 7r /8)7r /2. These are equally spaced points on five lines emanating from the origin in the first quadrant. In Table 1 .1, aI = a~= 1.
The 0 = 0 and 0 = 7r /2 entries in Table 1 .1 are on the J.LI and J.L2 axes, respectively. For the S-test, the rejection probability is equal to a for all such points. But, the other two tests are biased and their rejection probabilities are much smaller than a for (J.Lb J.L2) close to (0,0). For the IUT, the power converges to a as the parameter goes to infinity along either axis. For the LRT, this is also true along the J.L2 axis. But, as is suggested by the table, for the LRT Because the test of HOI is based on 4 degrees of freedom while the test of H 02 is based on 29 degrees of freedom, the power increases more rapidly along the J.L2 axis.
The sections of Table 1 .1 for 0 = 7r/8, 7r/4 and 37r/8 (except for r = 0) correspond to points in the alternative hypothesis. There it can be seen that the S-test has much higher power than the other two tests, especially for parameters close to (0,0). The IUT, which is very intuitive and easy to describe, offers some power improvement over the LRT.
Conclusion
For a null hypothesis expressed as a union, as in (1.2), the IUT method is a simple, intuitive method of constructing a level-a test. We have described situations in which the IUT defined by size-a LRTs of the individual hypotheses is a uniformly more powerful test than the size-a LRT of the overall hypothesis . And, we have illustrated in an example how even more powerful tests might be found by careful consideration of the specific problem at hand.
