Let A be a closed linear operator on a Banach space E. We study periodic solutions of the differential equation d N u(t)/dt N = Au(t) with an arbitrary integer N ≥ 1.
Theorem 1. Let A be a closed linear operator on a Banach space E. Then the periodic problem (1) has exactly one classical solution u(t) ≡ 0 if and only if none of the numbers λ k = (2πik/T ) N , k ∈ Z, is an eigenvalue of A.
Proof. If Af k = λ k f k for some λ k = (2πik/T ) N with eigenvector f k = 0 then the function u(t) = exp(2πikt/T )f k is a nontrivial classical solution of (1). In the case of a real E and an eigenvalue λ k with k = 0 the corresponding real solution of (1) is obtained by the real (or the imaginary) part of the function u(t) = exp(2πikt/T )f k .
Assume now that none of the λ k = (2πik/T ) N , k ∈ Z, is an eigenvalue of A. Let u(t) be a classical solution of (1) . Its Fourier coefficients are defined by
Then f k ∈ D(A) and 
By the assumption we obtain f k = 0 for all k ∈ Z, that is,
For a functional f * ∈ E * the scalar T -periodic function f * (u(t)) is continuous on R and orthogonal to all exp(2πikt/T ) on [0, T ]. Hence f * (u(t)) ≡ 0 for −∞ < t < ∞. By the Hahn-Banach theorem u(t) ≡ 0.
Remark 2. The proof remains true under the assumptions that E is a sequentially complete locally convex space and A is a sequentially closed linear operator on Y. S. Eidelman and I. V. Tikhonov 491 E (i.e., from {g n } ⊂ D(A), g n → g, and Ag n → h, it follows that g ∈ D(A) and Ag = h).
Thus, if none of the λ k = (2πik/T ) N , k ∈ Z, is an eigenvalue of A then a solution of the periodic problem (1) must be trivial. Suppose now that there exist eigenvalues of A among the numbers λ k . It is clear that the function
is a classical solution of (1) (nontrivial if f k = 0). We will show that every classical solution of (1) can be expressed by linear combinations of the elementary solutions (6) . The next result implies also Theorem 1.
Theorem 3. Let A be a closed linear operator on a Banach space E and let u(t) be a classical solution of the periodic problem (1) . Then u(t) is represented by the Fourier series
with elements f k ∈ D(A) such that Af k = (2πik/T ) N f k . The series (7) converges to u(t) in the norm of E uniformly on R, that is, for every ε > 0 there exists an integer n ε such that
for n > n ε and −∞ < t < ∞.
Proof. For k ∈ Z we define f k by (3). Since u(t) is a smooth T -periodic function on R, its Fourier series (7) converges in E to u(t) uniformly on R. The relations
Remark 4. The uniform convergence of the Fourier series can be shown in the usual way using Dirichlet integral. The proof in detail is given in [10] for the case of vector T -periodic Hölder continuous functions.
Remark 5. Let N ≥ 2 and u(t) be a classical solution of (1). Since
492 On periodic solutions of abstract differential equations we have f k = O(1/k 2 ), and the Fourier series (7) converges absolutely, that is,
This fact yields an elementary proof of the uniform convergence of (7) in the case N ≥ 2. However, for N = 1 the Fourier series (7) 
For the equation du/dt = Au(t) we consider the 2π-periodic classical solution
where
The Fourier series converges in c 0 uniformly on R, but f k = (k log k) −1 = ∞. Theorems 1 and 3 point out the main property of classical periodic solutions that their Fourier coefficients (3) satisfy the relations Af k = (2πik/T ) N f k , k ∈ Z. We now define a weak solution of the periodic problem (1) as follows.
Clearly, if none of the numbers λ k = (2πik/T ) N , k ∈ Z, is an eigenvalue of A then the periodic problem (1) has exactly one weak solution u(t) ≡ 0 (which is the unique classical solution, too). In the general case, a weak solution of (1) is a continuous T -periodic function u : R → E with the Fourier series
consisting of the elementary solutions (6) . Note that this Fourier series may be divergent in E for each t ∈ R. 
whence f k ∈ D(A) and Af k = ikf k . Accordingly, the function u(t) is a weak solution of 2π -periodic problem for the equation du/dt = Au(t) in the space E = BU(R). The Fourier series of u(t) has the form
This series diverges in E = BU(R) for each t = t 0 since ∞ −∞ c k e ik(x+t 0 ) is the Fourier series of the function ϕ(x + t 0 ).
So, if u(t) is a weak solution of (1) then the sequence of the partial sums
may be divergent in E for each t ∈ R. But we can always approximate a weak solution u(t) by means of the Fejer sums
The positivity of the Fejer kernels K n (t) allows to adapt for a vector case the usual proof of the fact that σ n (t) → u(t) as n → ∞ uniformly on R (see [12, pages 84-92] ). Thus for every ε > 0 there exists an integer n ε > 0 such that u(t) − σ n (t) < ε for n > n ε and −∞ < t < ∞.
We now consider the question of the connection between weak and classical solutions of the periodic problem (1) . This verifies our definition of a weak solution. Evidently, each classical solution of (1) is a weak solution, too. A more general assertion is the following.
Theorem 9. If u(t) is a classical solution of the periodic problem (1) then the functions u(t), u (t), . . . , u (N ) (t) are also weak solutions. Conversely, an arbitrary weak solution of (1), sayũ(t), is represented in the formũ(t) = u (N) (t) +f 0 , where u(t) is a classical solution of (1) andf 0 is the zero Fourier coefficient ofũ(t), that is, an element of D(A) such that Af 0 = 0. In other words, each weak solution of (1) is the N th derivative of a classical solution up to an addition of an element from the kernel of A. The Fourier coefficients of these solutionsũ(t) and u(t) are related as follows:
and for k = 0 the connection betweenf 0 and f 0 is missing (so it can be defined at will).
Proof. Let u(t) be a classical solution of (1). Given m ∈ {1, . . . , N}, we consider the function u (m) (t). Clearly, u (m) ∈ C(R, E) and u (m) 
The elements f k are the Fourier coefficients of the classical solution u(t). Since f k ∈ D(A) and Af k = (2πik/T ) N f k , the coefficients f (m) k satisfy the same relations. Thus u (m) (t) is a weak solution of (1).
Let nowũ(t) be an arbitrary weak solution of (1), that is, a continuous Tperiodic function of R to E with the Fourier coefficientsf k ∈ D(A) such that
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Consider the Fourier coefficients f k of u(t). By construction, we have f 0 = 0 and for k = 0,
whence Af k =f k . This implies that Aσ n (t) =σ n (t) −f 0 for the Fejer sums σ n (t),σ n (t) of the functions u(t),ũ(t), respectively. But σ n (t) → u(t) and σ n (t) →ũ(t) in every t ∈ R as n → ∞. Since A is closed, u(t) ∈ D(A) and Au(t) =ũ(t)−f 0 = u (N ) (t) for −∞ < t < ∞. Thus u(t) is a classical solution of (1) andũ(t) = u (N ) (t) +f 0 . The relations (20) were also shown.
Remark 10. Theorem 9 shows that the space of all classical solutions of (1) is isomorphic to the space of all weak solutions. For example, such isomorphism may be defined in terms of the Fourier-series expansions
by the relationsf k = (2πik/T ) N f k for k = 0 andf 0 = f 0 . Here u(t) is a classical solution of (1) andũ(t) is the corresponding weak solution.
We now examine the space of all weak solutions of the periodic problem (1).
Theorem 11. The collection of all weak solutions of (1) is a Banach space under the norm
(26)
The set of all finite linear combinations of elementary solutions (6) is dense in this space with respect to the norm (26).
Proof. It is clear that the collection of all weak solutions of (1) is a linear normed space under the norm (26). Let {u n (t)} be a Cauchy sequence of weak solutions relative to this norm. Since E is complete, there is a limit function u(t) such that |u n (t) − u(t) | 0 → 0 as n → ∞. Evidently, u(t) is continuous and T -periodic on R. For the Fourier coefficients we have
and Af k,n = (2πik/T ) N f k,n → (2πik/T ) N f k as n → ∞. Since A is closed, f k ∈ D(A) and Af k = (2πik/T ) N f k . This implies that the limit function u(t) is a weak solution of (1) and the space of all weak solutions is complete with respect to the norm (26).
Let now u(t) be an arbitrary weak solution of (1). Each Fejer sum σ n (t) of u(t) is a finite linear combinations of elementary solutions (6) and σ n (t) tends to u(t) in the norm (26) as n → ∞. This completes the proof.
It follows from Theorem 11 that the function u : R → E is a weak solution of (1) if and only if there is a sequence of classical solutions of (1) which converges to u(t) in the norm (26). A similar concept of weak solutions for the abstract Cauchy problem may be found in [7] .
We now give a self-contained description for the space of all classical solutions of (1).
Theorem 12. The collection of all classical solutions of (1) is a Banach space under the norm
The set of all finite linear combinations of elementary solutions (6) is dense in this space with respect to the norm (28).
Proof. Let {u n (t)} be a sequence of classical solutions of (1) which is a Cauchy sequence relative to the norm (28). Then there exist two continuous T -periodic functions u(t) andũ(t) such that u n (t) − u(t) → 0 and Au n (t) −ũ(t) → 0 uniformly on R as n → ∞. Since A is closed, u(t) ∈ D(A) and Au(t) =ũ(t) for −∞ < t < ∞. So, Au n (t) − Au(t) → 0 uniformly on R and the Cauchy sequence {u n (t)} converges to u(t) in the norm (28). We will show that u(t) is a classical solution of (1). Note at first that u(t) is a weak solution, since this function is a limit relative to the norm (26) of the sequence of classical solutions u n (t). This implies Af k = (2πik/T ) N f k for the Fourier coefficients of u(t).
Similarly, the functionũ(t) = Au(t) is a limit with respect to the norm (26) of the sequence of weak solutions u 
It follows from (20) that the Fourier coefficients of u(t) are the same as the coefficients of the classical solution of (1) which was constructed in Theorem 9 for a weak solutionũ(t). Thus u(t) coincides with the classical solution and the space of all classical solutions is complete with respect to the norm (28). It remains to show that linear combinations of the elementary solutions (6) is dense in this space with respect to (28). To this end suppose now u(t) is an arbitrary classical solution of (1) with the Fourier series ∞ k=−∞ exp(2πikt/T )f k . The Fourier coefficients of Au(t) are equal to Af k and each Fejer sum for the function Au(t) has the form Aσ n (t), where σ n (t) is the Fejer sum for the function u(t). Since σ n (t) → u(t) and Aσ n (t) → Au(t) as n → ∞ uniformly on R, the sequence {σ n (t)} converges to u(t) in the norm (28). Every function σ n (t) is a linear combination of elementary solutions (6) . This completes the proof.
Theorems 11 and 12 may be treated as follows. In the space of all continuous T -periodic functions u : R → E we select the linear subspace spanned by the elementary solutions (6) . Then the closure of this subspace with respect to the norm (26) is the set of all weak solutions of (1), and the closure of this subspace with respect to the norm (28) is the set of all classical solutions of (1).
We supplement the paper with a uniqueness theorem for the boundary value problem on the finite interval Proof. The necessary part can be shown as in Theorem 1 by means of the elementary solutions (6) . For the proof of sufficiency, the immediate application of Theorem 1 is impossible because of the distinction between strong and classical solutions. The reasoning of Theorem 1 requires a small modification. Assume that none of the λ k ≡ (2πik/T ) N , k ∈ Z is an eigenvalue of A. Letũ(t) be another strong solution of (30) with the same p(t), u 0 , . . . , u N −1 . The function v(t) ≡ u(t) −ũ(t) satisfies the equation d N v/dt N = Av(t) for 0 < t < T , and v(0) = v(T ), . . . , v (N−1) (0) = v (N−1) (T ). Choosing ε > 0 and letting ε → 0+ we obtain the relations
Since A is closed, g k ∈ D(A) and Ag k = (2πik/T ) N g k . By assumption, g k = 0 for all k ∈ Z and hence v(t) ≡ 0 on [0, T ]. Hence u(t) ≡ũ(t).
