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Resumo
Atualmente os sistemas de reconhecimento de fala baseados em HMMs são utilizados em diversas
aplicações em tempo real, desde telefones celulares até automóveis. Nesse contexto, um aspecto im-
portante que deve ser considerado é a complexidade dos HMMs,a qual está diretamente relacionada
com o custo computacional. Assim, no intuito de permitir a aplic ção prática do sistema, é inte-
ressante otimizar a complexidade dos HMMs, impondo-se restrições em relação ao desempenho no
reconhecimento. Além disso, a otimização da topologia é importante para uma estimação confiável
dos parâmetros dos HMMs. Os trabalhos anteriores nesta áreautiliz m medidas de verossimilhança
para a obtenção de sistemas que apresentem um melhor compromisso entre resolução acústica e ro-
bustez. Este trabalho apresenta o novo Algoritmo para Eliminação de Gaussianas (GEA), o qual é
baseado em uma análise discriminativa e em uma análise interna, para a determinação da complexi-
dade mais apropriada para os HMMs. O novo método é comparado com o Critério de Informação
Bayesiano (BIC), com um método baseado em medidas de entropia, cm um método discriminativo
para o aumento da resolução acústica dos modelos e com os sistemas contendo um número fixo de
Gaussianas por estado.
Palavras-chave: Algoritmo para Eliminação de Gaussianas, HMM, robustez, complexidade dos
modelos.
Abstract
Nowadays, HMM-based speech recognition systems are used inmany real time processing ap-
plications, from cell phones to automobile automation. In this context, one important aspect to be
considered is the HMM complexity, which directly determines the system computational load. So, in
order to make the system feasible for practical purposes, itis interesting to optimize the HMM size
constrained to a minimum acceptable recognition performance. Furthermore, topology optimization
is also important for reliable parameter estimation. Previous works in this area have used likelihood
measures in order to obtain models with a better compromise between acoustic resolution and ro-
bustness. This work presents the new Gaussian Elimination Algorithm (GEA), which is based on a
discriminative analysis and on an internal analysis, for determining the more suitable HMM com-
plexity. The new approach is compared to the classical Bayesin Information Criterion (BIC), to an
entropy based method, to a discriminative-based method forincreasing the acoustic resolution of the
HMMs and also to systems containing a fixed number of Gaussianper state.
Keywords: Gaussian Elimination Algorithm, HMM, robustness, model complexity.
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1.1 Importância da Área de Reconhecimento de Fala
Os sistemas de reconhecimento de fala têm sido utilizados emdiversas aplicações e com diferen-
tes propósitos. Tais aplicações têm como objetivo auxiliara realização de várias tarefas, como por
exemplo a elaboração de textos a partir da conversão de sentenças faladas para sentenças escritas,
o acionamento de dispositivos eletrônicos embarcados em automóveis, a discagem por comando de
voz em telefones celulares, etc. Além disso, podem permitirtambém que tais tarefas possam ser re-
alizadas facilmente por portadores de deficiência física, contribuindo dessa forma para uma melhor
qualidade de vida.
É factível que nos próximos anos ou décadas, os sistemas de reconhecimento de fala multi-modais
(que utilizam sinais de fala e imagens) juntamente com os sistemas de síntese de fala, tornar-se-ão
cada vez mais integrados para a composição de um sistema de informação unificado cujas entradas e
saídas serão áudio e vídeo.
Assim, alguns aspectos fundamentais devem ser considerados p ra que os sistemas de reconhe-
cimento se tornem cada vez mais presentes e integrados, em produtos e serviços freqüentemente
utilizados no cotidiano, como uma interface simples e amigável entre a aplicação e o usuário.
1.2 O Contexto
As aplicações de reconhecimento de fala se encontram, em alguns casos, embarcadas em sis-
temas cujas limitações são dadas pela arquitetura e capacidde de processamento dos dispositivos
eletrônicos. Dessa forma, devem existir restrições em relação à complexidade dos sistemas de reco-
nhecimento, e ao mesmo tempo imposições sobre o desempenho do mesmo.
Os sistemas de reconhecimento de fala podem apresentar diversos graus de complexidade, em
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função do objetivo para o qual são desenvolvidos. Em geral, para as tarefas de reconhecimento de
comandos de voz, é possível se obter sistemas mais simples doque os projetados para o reconheci-
mento de fala contínua, por exemplo. Porém, em ambas, o reconh edor precisa operar em tempo
real e atender às limitações físicas de memória e de processam nto do sistema no qual se encontra
implementado (PCs, DSPs, etc.). Dessa forma, independentemt da finalidade, os sistemas de reco-
nhecimento de fala devem possuir a menor complexidade possível, no intuito de atender às limitações
práticas de implementação.
A complexidade do sistema deve ser determinada de acordo como desempenho observado du-
rante o reconhecimento de fala. Em geral, o aumento da complexidade do sistema é acompanhado
pelo aumento de desempenho até um certo ponto, além do qual pode-se observar uma diminuição
no desempenho. Por outro lado, à medida que se diminui arbitrariamente a complexidade do sis-
tema, o processo de treinamento torna-se mais difícil. Portanto, a determinação da complexidade está
diretamente relacionada com o desempenho do sistema.
1.3 A Motivação
O custo computacional do processo de reconhecimento está dire amente relacionado à complexi-
dade dos HMMs que constituem o sistema, e a necessidade de se obter sistemas de reconhecimento
de fala compactos e com o maior desempenho possível, motivaram o estudo das técnicas para a de-
terminação da topologia dos HMMs, no intuito de se determinar sistemas de reconhecimento que
apresentem um melhor compromisso entre tamanho e desempenho.
Neste contexto serão implementados três métodos presentesna literatura para a determinação da
topologia de HMMs, e também será introduzido um novo método para esta finalidade, que incorpora
conceitos relacionados com a eliminação do excesso de parâmetros presentes em alguns modelos e
ao mesmo tempo com a discriminabilidade dos mesmos.
A idéia básica que sustenta o novo método se aproxima do princípio da parcimônia (Bie03), no
sentido que busca a realização do treinamento do sistema sobcondição do menor grau de liberdade
possível, porém não utiliza o ajuste dos modelos aos dados detreinamento como medida para esco-
lha da topologia. Assim, diferentemente de tal princípio, onovo método busca a determinação da
menor complexidade que maximize a discriminabilidade dos mdelos e que minimize a existência
de parâmetros excedentes nos modelos. Dessa forma, pode-sebter um melhor aproveitamento do
algoritmo de treinamento baseado em MLE, e ao mesmo tempo usufruir da simplicidade e velocidade
do mesmo.
O novo método será apresentado para o problema específico de reconhecimento de fala contínua
e utilizando HMMs, mas os conceitos que serão introduzidos podem ser estendidos, em primeira
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instância, para qualquer modelo estatístico baseado em mistura de Gaussianas
1.4 O Embasamento na Literatura
O problema de modelagem estatística possui alguns aspectosque independem da tarefa especí-
fica para a qual os modelos são obtidos. Um problema clássico que precisa ser contornado é o da
sobre-parametrização (Agu00), que pode ocorrer em modeloscom grande grau de liberdade, ou seja,
modelos com um número excessivo de parâmetros. Em geral, tais modelos apresentam baixa taxa
de erro de treinamento, devido à alta flexibilidade, mas o desempenho do sistema utilizando dados
de teste é quase sempre insatisfatório. Por outro lado, modelos com um número de parâmetros insu-
ficiente não podem nem ao menos ser treinados. Neste ponto, observa-se que deve ser atingido um
equilíbrio entre a treinabilidade e robustez do modelo, a fimde se obter um sistema com um desempe-
nho elevado. No contexto de reconhecimento de fala, utiliza-se taxa de reconhecimento eaccuracy
como medidas de desempenho, e no contexto do trabalho, utiliza-se o número total de componentes
Gaussianas como medida do tamanho do sistema.
Outro aspecto importante que deve ser considerado é que a estimação confiável de parâmetros
é realizada somente quando existem dados suficientes disponíveis para tal tarefa (RJ93). Sabendo-
se que a base de dados de treinamento normalmente apresenta um úmero diferente de amostras
de cada fone, é razoável se esperar que o número de amostras diponíveis seja também um fator
limitante para o aumento do número declusters(equivalente ao número de componentes Gaussianas)
no modelo de uma determinada unidade acústica. Dessa forma,dependendo do número de amostras
disponíveis, deve-se aumentar ou diminuir a resolução acústica dos modelos HMM no intuito de
se realizar uma estimação de parâmetros confiável. Além disso, a complexidade das fronteiras das
distribuições dos parâmetros acústicos também determina onúmero de componentes necessário para
modelar corretamente as diferentes classes.
Existem também argumentos de ordem prática (LLNB04) que sustentam a idéia de se determi-
narem modelos HMM com um número variado de Gaussianas por estado. O custo computacional
está diretamente relacionado com o número de componentes Gaus ianas presentes no sistema. Como
conseqüência imediata, o número de operações e a memória necessária para a realização das mesmas
aumenta com o número de componentes. Portanto, as razões de natureza teórica e prática apresenta-
das acima servem como base de sustentação para a idéia de se obt rem modelos acústicos com um
número variado de componentes Gaussianas por estado.
Os métodos mais comuns presentes na literatura para a determinação da topologia de modelos
estatísticos se encontram baseados na teoria da informaçãoe codificação, na teoria Bayesiana e na
verossimilhança completa (FJ02). OMinimum Description Length(MDL) (FJ02; Ris89; KTSS98;
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TKS99) e oAkaike Information Criterion(AIC) (Aka74; MA94; WL94) são exemplos do primeiro
caso. OBayesian Information Criterion(BIC) (Sch78; CS00; CG98; BHS02), que é formalmente
equivalente ao MDL, é um exemplo do segundo caso, enquanto osmét dos baseados em medidas de
entropia (CU93; CS96) são exemplos do terceiro caso.
No problema específico de reconhecimento de fala, os métodosacima ou variações dos mes-
mos podem ser empregados para a determinação da topologia dos modelos acústicos de fones in-
dependentes ou dependentes de contexto, palavras, etc. Além disso, é bastante comum no caso
dos fones dependentes de contexto em LVCSR, a utilização dephonetic decision tree-based state
tying, para fusão de estados de modelos distintos, de acordo com critérios de similaridade fonética
(OWW94; YOW94; WOY94; RC00).
1.5 Objetivos
O principal objetivo deste trabalho é a determinação da topologia de HMMs para a obtenção de
sistemas de reconhecimento de fala contínua que apresentemum melhor compromisso entre comple-
xidade e desempenho. Além disso, o enfoque do processo para adeterminação da topologia pode ser
dado na economia de parâmetros, no desempenho durante o reconhecimento, ou em um caso inter-
mediário, na busca pela maior economia desde que atendido umlimiar mínimo de desempenho para
o sistema.
Neste sentido, um novo Algoritmo de Eliminação de Gaussiana(GEA) será apresentado e os
resultados serão comparados com os obtidos através de outros mét dos presentes na literatura, e
também com a estratégia de se utilizar um número fixo de componentes Gaussianas por estado.
1.6 Descrição do Trabalho
O trabalho se encontra dividido em 7 capítulos. O Capítulo 2 apresentará uma revisão da teoria de
modelos de Markov e Modelos Ocultos de Markov, mostrando as princi ais diferenças entre ambos
e justificando a aplicação dos HMMs para o problema de reconheimento de fala.
O Capítulo 3 apresentará as bases de dados utilizadas nos experimentos e especificará os detalhes
da implementação do sistema de treinamento de HMMs contínuos baseado em MLE. Além disso,
também serão discutidos alguns resultados observados a partir de dados gerados artificialmente, rela-
cionados com o ajuste dos parâmetros do modelo durante o processo de treinamento.
Na seqüência, o Capítulo 4 apresentará os resultados obtidosa ravés de alguns métodos presentes
na literatura, inclusive os fornecidos pelos sistemas que contêm um número fixo de Gaussianas por
estado.
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A versão inicial do novo método GEA será apresentado no Capítulo 5, e algumas modificações
na proposta original serão apresentadas e justificadas no Capítulo 6.
Por fim, o Capítulo 7 apresentará as principais conclusões do trabalho e os pontos que ainda




As abordagens iniciais dos sistemas de reconhecimento de fala eram baseadas em técnicas utiliza-
das em diversos problemas de reconhecimento de padrões, como por exemplo o método det mplates.
A idéia básica era estabelecer um padrão de referência, através d extração de médias, e para cada
padrão novo desconhecido, medidas de distância espectral eram utilizadas como forma de compa-
ração com os padrões conhecidos. Além disso, técnicas de programação dinâmica (Dynamic Time
Warping) eram utilizadas para realizar alinhamentos temporais, nointuito de compensar o efeito de
diferentes taxas de locução obtidas por diferentes locutores e para diferentes repetições de um mesmo
padrão acústico (fones, palavras, etc.). É importante destacar que a utilização do método detemplates
é bastante eficaz em diversas aplicações dentro da área de reconhecimento de padrões. Entretanto, tal
abordagem pode ser classificada como não-paramétrica e a caracterização dos sinais estocásticos de
fala inerente às representações dostemplatesé freqüentemente inadequada.
Os sistemas de reconhecimento de fala, atualmente, são baseados m Modelos Ocultos de Mar-
kov (HMMs), que foram propostos inicialmente no final da décaa de 1960 e começo da década de
1970 (BP66; Bak75). Desde então, outras ferramentas matemáticas têm sido utilizadas neste sentido,
como por exemplo Redes Neurais Artificiais, porém os sistemasde reconhecimento de fala considera-
dos como referências na literatura (Cam02; LH89b; CEMEG+99) empregam HMMs na modelagem
acústica.
A suposição inicial do processo de modelagem estatística é que o sinal de fala pode ser carac-
terizado como um processo aleatório paramétrico e que os parâmetros podem ser estimados através
de técnicas, cujos objetivos são definidos a priori, como porexemplo o método de maximização de
verossimilhança (MLE) e o método discriminativo (MMIE, MCE,etc.) (BBdSM86; LER90). Assim,
os parâmetros dos HMMs podem ser estimados de forma que, ao término do treinamento, o sistema
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seja capaz de realizar o reconhecimento de fala, através de técnicas utilizadas para a decodificação
dos sinais acústicos, e apresentar um desempenho satisfatório na tarefa para a qual foi desenvolvido.
Os HMMs modelam de forma eficiente a variabilidade temporal eespacial dos padrões acústicos,
ou seja, as diferentes realizações da mesma unidade acústic(fones, palavras, etc.) e as diferentes
unidades acústicas parametrizadas e representadas em um espaço de características. Assim, alguns
aspectos conceituais dos HMMs devem ser apresentados no sentido de embasar a utilização de tal
ferramenta para o problema de reconhecimento de fala. Além disso, deve-se também apresentar uma
breve revisão das Cadeias de Markov no intuito de observar as principais diferenças entre tais modelos
e os HMMs.
2.2 Cadeias de Markov
Um processo aleatórioX (t) é definido como Markoviano de primeira ordem se o futuro do pro-
cesso, para uma dada condição do presente, independe do passado, ou seja, para instantes de tempo
arbitráriost1 < t2 < · · · < tk < tk+1, o processo de Markov é descrito por
P [X (tk+1) = xk+1|X (tk) = xk, . . . , X (t1) = x1] = P [X (tk+1) = xk+1|X (tk) = xk] , (2.1)
seX (t) for discreto, e é descrito por
P [a < X (tk+1) ≤ b|X (tk) = xk, . . . , X (t1) = x1] = P [a < X (tk+1) ≤ b|X (tk) = xk] , (2.2)
seX (t) for contínuo.
Além disso, se o processo aleatório de Markov assumir um número finito de estados, é então
definido como Cadeia de Markov (Pap84; LG94). Assim, seX (t) for uma Cadeia de Markov de
primeira ordem, então a função distribuição cumulativa (CDF) conjunta, para um caso particular
considerando apenas 3 instantes de tempo, pode ser definida como
P [X (t3) = x3, X (t2) = x2, X (t1) = x1] =
P [X (t3) = x3|X (t2) = x2, X (t1) = x1] × P [X (t2) = x2, X (t1) = x1] =
P [X (t3) = x3|X (t2) = x2] × P [X (t2) = x2, X (t1) = x1] ,
(2.3)
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onde uma simplificação pode ser obtida pela definição de probabilidade condicional (Teorema de
Bayes)
P [A,B] = P [B,A] = P [A|B] × P [B] = P [B|A] × P [A] , (2.4)
e pelo fato de se assumir que o processo é Markoviano de primeira ordem (o estado atual do processo
depende apenas do estado no instante anterior).
Deve-se notar na Equação (2.3) que
P [X (t2) = x2, X (t1) = x1] = P [X (t2) = x2|X (t1) = x1] × P [X (t1) = x1] , (2.5)
e substituindo (2.5) em (2.3), obtém-se então
P [X (t3) = x3, X (t2) = x2, X (t1) = x1] =
P [X (t3) = x3|X (t2) = x2] × P [X (t2) = x2|X (t1) = x1] × P [X (t1) = x1] .
(2.6)
Pode-se generalizar a Equação (2.6), por indução, para um caso comK + 1 instantes de tempo, e
dessa forma se obtém
P [X (tk+1) = xk+1, X (tk) = xk, . . . , X (t1) = x1] =
P [X (tk+1) = xk+1|X (tk) = xk] . . . P [X (t2) = x2|X (t1) = x1] × P [X (t1) = x1] .
(2.7)
Assim, é possível calcular a probabilidade da ocorrência deuma seqüência de eventos de uma
Cadeia de Markov, na qual cada estado do processo está associado a um evento, e ambos são conhe-
cidos.
2.3 Modelos Ocultos de Markov (HMM)
Os modelos de Markov possuem algumas restrições conceituais, como por exemplo o fato de cada
estado estar associado a um evento conhecido de forma determinística, que limitam a utilização de tais
modelos em diversos problemas de interesse. Assim, podem-se estender tais conceitos no intuito de
incluir o caso onde cada evento observado é uma função probabilística do estado do processo, ou seja,
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a seqüência de eventos pode ser observada, mas os estados do pr cesso que geraram tal seqüência são
ocultos, o que caracteriza em primeira instância os ModelosOcultos de Markov (HMMs).
Neste cenário, torna-se então necessário saber como determinar um HMM capaz de explicar a
seqüência de eventos observados, como estabelecer a correspondência entre os estados do modelo e
os eventos observados e quantos estados devem existir no modelo, dentre outras questões.
Um dos parâmetros que caracterizam os HMMs é o número de estados do modelo, que freqüen-
temente possui um significado físico. Um exemplo ilustrativo pode ser encontrado na modelagem
dos fonemas de uma determinada língua para a finalidade de reconhecimento de fala. Em geral,
esta modelagem é realizada por HMMs contendo 3 estados, ondeo primeiro e o terceiro estado tem
como função modelar as transições entre os fonemas e os efeitos d coarticulação da fala, e o estado
intermediário tem a função de modelar a parte mais estável dapro ução acústica do fonema.
Além disso, as probabilidades de transição de estadosAij, as verossimilhançasBj (ot) obtidas
para cada evento observadoot e as probabilidades iniciaisπi dos estados, para1 ≤ i, j ≤ Ns, em que
Ns é o número total de estados nos modelos, também caracterizamos HMMs.
Neste ponto, uma vez estabelecidos os parâmetros que definemos HMMs, surgem três problemas
que precisam ser resolvidos a fim de que os modelos possam ser utilizados em aplicações práticas.
• Problema 1
– Dada uma seqüência de eventos observados e dado um modelo, a primeira questão está
ligada ao cálculo da probabilidade da seqüência observada ter sido gerada pelo modelo,
ou seja, determinar uma medida de quão próxima a seqüência deobservações se encontra
do modelo. A solução para este problema pode ser obtida pelo algoritmo forward (RJ93).
• Problema 2
– A segunda questão está relacionada com a determinação da seqüência de estados ocultos,
associada aos eventos observados. Na realidade podem existir diversas seqüências de
estados possíveis, porém deve-se estabelecer um critério para a escolha da seqüência mais
provável, como por exemplo aquela que fornecer a maior verossimilhançaP (O |λ), em
queO é a seqüência de observações eλ é o conjunto de parâmetros que define o modelo.
A solução para este problema pode ser obtida pelo algoritmo de Viterbi (RJ93).
• Problema 3
– A terceira questão está relacionada com a estimação dos parâmetros do modelo, os quais
devem ser ajustados de acordo com um método de treinamento (MLE, MIE, MCE,
dentre outros), de tal forma que o sistema apresente um desemp nho satisfatório para a
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aplicação prática. A solução para este problema, via MLE, pode ser obtida pelo algoritmo
Baum-Welch (RJ93; BJM83; BBdSM86; PB02).
Os algoritmos citados como soluções para os três problemas dos Modelos Ocultos de Markov
serão apresentados no Capítulo 3.
2.4 Metodologia
O primeiro passo para realização dos experimentos no intuito de atingir o principal objetivo deste
trabalho, que consiste na determinação de sistemas de reconhecimento de fala que apresentem um
melhor compromisso entre tamanho e desempenho, é a escolha da base de dados para o treinamento e
para os testes. Assim, utilizaram-se duas bases de dados disp níveis no Laboratório de Processamento
Digital de Fala do DECOM/FEEC/Unicamp. As bases possuem características diferentes, desde a
língua de origem até quantidade de dados disponíveis. A partir de ais bases será possível avaliar a
eficiência do novo método que será apresentado, de acordo coms diferentes aspectos de cada base.
Um conjunto de dados gerados artificialmente também será utilizado no intuito de permitir a
visualização do comportamento do sistema de treinamento deHMMs contínuos, do ponto de vista do
ajuste dos parâmetros dos modelos, assim como do ponto de vista da inicialização dos parâmetros.
Além disso, um sistema de treinamento de HMMs contínuos serád senvolvido no intuito de
permitir uma maior assimilação dos problemas práticos de imple entação e também para facilitar os
testes posteriores com as técnicas de seleção de topologiasd s modelos, que constituem o principal
foco deste trabalho.
Três métodos presentes na literatura serão implementados pra a determinação da topologia dos
modelos HMMs. Esses métodos, juntamente com os sistemas contend um número fixo de Gaussi-
anas por estado (referência), serão utilizados para comparações com o novo método proposto neste
trabalho. Serão avaliados o desempenho e o tamanho dos sistemas obtidos através de cada método.
O processo de decodificação será realizado a partir da adaptação de um sistema desenvolvido em
um trabalho anterior (Yno99), e também através das ferramentas de um sistema de reconhecimento
de fala que é utilizado como referência na literatura (Cam02). Também serão empregados diferentes
modelos de linguagem no processo de decodificação, impondo-se essa forma diferentes restrições
ao processo de reconhecimento, a fim de se avaliar a robustez dos HMMs e separar melhor o efeito
do modelo de linguagem do efeito da seleção de topologia.
O novo método será apresentado, desde a proposta inicial atéa última versão, no intuito de mostrar
a evolução da pesquisa no sentido de se determinar medidas mais apropriadas para o processo de
seleção de estrutura, e também estimular a continuidade do trabalho em diversos aspectos.
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No final do trabalho, serão avaliados alguns resultados importantes do ponto de vista fonético,
no que diz respeito à segmentação automática via alinhamento forçado de Viterbi, e a relação dos
mesmos com o reconhecimento de fala.
Os detalhes da metodologia e dos experimentos, assim como a análise dos resultados, serão apre-
sentados em cada capítulo, à medida que os novos conceitos forem introduzidos.
Capítulo 3
Base de Dados e o Sistema de Treinamento de
HMMs Contínuos Desenvolvido
3.1 Introdução
O ponto de partida para qualquer processo de modelagem estatística consiste na aquisição de
dados do sistema para o qual se deseja obter um modelo e no processamento inicial dos mesmos,
de tal forma que as características mais relevantes sejam extraídas. Neste trabalho foram utilizadas
duas bases de dados: uma base de fala contínua em português doBrasil (Yno99), e outra base de fala
contínua do inglês dos Estados Unidos (TIMIT) (Zha93; KVY93; ZWZ91; Nil94; LH89b; PB02).
Tais bases possuem um conjunto de frases foneticamente balance das de forma que os fonemas da
língua de origem apareçam com aproximadamente a mesma freqüência. Além disso, a quantidade
de frases disponíveis para o treinamento é um fator importante que deve ser considerado durante o
processo de treinamento, pois a limitação na quantidade de informação disponível acerca do sistema
é um fator restritivo para alguns pontos do processo de modelagem, tais como a determinação da
complexidade dos modelos e a escolha das unidades acústicas(fone independentes ou dependentes
de contexto). Sob este aspecto, a base de dados em Português pode ser considerada pequena, enquanto
a TIMIT pode ser considerada uma base grande (aproximadamente 3 vezes maior do que a base em
Português). As principais características de cada base serão ap esentados neste Capítulo, assim como
as implicações de tais características para o treinamento ereconhecimento de fala contínua.
Os principais objetivos deste trabalho estão relacionadoscom o processo de treinamento de HMMs
contínuos para sistema de reconhecimento de fala contínua e, dessa forma, desenvolveram-se todas
as etapas necessárias para a obtenção dos modelos acústicos, desde a extração de parâmetros até o
algoritmo de Baum-Welch, que realiza um treinamento baseadom MLE. Os algoritmos de decodifi-
cação foram adaptados de um trabalho anterior (Yno99) e das ferr mentas do HTK (Cam02), a fim de
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se ter uma referência para comparação com outros trabalhos presentes na literatura. Neste Capítulo
também será descrito o algoritmo de Viterbi, além dos módulos de treinamento de HMMs contínuos.
3.2 Base de Dados
Os experimentos realizados neste trabalho utilizaram duasbases de dados, no intuito de se avaliar
o processo de treinamento de acordo com a quantidade de dadosdisp níveis e de se ter segmentações
de referência, permitindo a avaliação da qualidade das segmentações geradas automaticamente e que
serão utilizadas no processo de treinamento. Sabe-se que a insuficiência de dados se torna um fator
crítico para a modelagem à medida que se aumenta a resolução acústic dos modelos, e neste ponto os
métodos para a determinação de topologia passam a desempenhar uma função de grande importância
no processo de treinamento: ajustar o tamanho dos modelos à quantidade de informação disponível
para o treinamento e à complexidade das distribuições no espaço de características acústicas.
3.2.1 Base de Dados Pequena em Português do Brasil
A base de dados pequena de fala contínua é constituída de 1600sentenças foneticamente balan-
ceadas, das quais 1200 são utilizadas para o treinamento e 400 para testes. É importante notar que no
conjunto de 1600 sentenças, existem apenas 200 frases distintas (ASM92), elaboradas a partir de um
vocabulário contendo 694 palavras.
As sentenças foram produzidas por 40 locutores, sendo 20 do sexo masculino e 20 do sexo femi-
nino. Além disso, as sentenças de treinamento e as de teste foram produzidas por diferentes locutores.
Entretanto, deve-se destacar que todas as frases utilizadas n s sentenças de teste foram utilizadas tam-
bém nas sentenças de treinamento. Os sinais acústicos foramamostrados a 11025Hz, com 16 bits por
amostra. Outro ponto importante diz respeito à origem dos locutores presentes na base que, neste
caso, são predominantemente do estado de São Paulo e, portanto, a base não cobre aspectos fonéticos
e lingüísticos de todas a regiões do Brasil.
As 1600 sentenças possuem as respectivas transcrições fonéticas geradas manualmente, utilizando
35 unidades fonéticas distintas da língua portuguesa. Assim, no processo de modelagem, serão de-
terminados 36 HMMs para representar os 35 fones independentes de contexto e mais o silêncio. A
Tabela 3.1 mostra os fonemas da língua portuguesa que serão modelados, de acordo com a classifi-
cação dos mesmos. Além disso, cada fone será modelado por um HMM com três estados, os quais
também se encontram especificados.
Tal base foi utilizada nos experimentos para a obtenção de sistemas de reconhecimento de fala
contínua independentes de locutor, considerando apenas foe independentes de contexto durante a
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Tab. 3.1: Símbolos fonéticos, símbolos utilizados nas transcrições fonéticas e exemplos.
Classe Símbolo Símbolo Utilizado Exemplo Estados
Fonético nas Transcrições do HMM
Vogal a a ação =a s an un 4-6
Vogal e e eleito =e l ey t u 10-12
Vogal E E pele = pE l y 13-15
Vogal i i sido = si d u 19-21
Semi-Vogal j y flui = f l u y 22-24
Vogal o o boa = bo a 28-30
Vogal O O copa = kO p a 31-33
Vogal u u luz = l u s 37-39
Vogal 3̃: an amanhã = a man N an 7-9
Vogal ẽ: en lenta = len t a 16-18
Vogal ĩ: in informática =in f o R m a T i k a 25-27
Vogal õ: on sombra = son b r a 34-36
Vogal ũ: un um =un 40-42
Laterais l l lado =l a d u 64-66
Laterais L L falha = f aL a 67-69
Não-Laterais R r irá = i r a 82-84
Não-Laterais G rr rua =rr u a 85-87
Não-Laterais ô R inverno = in v ER n u 88-90
Nasais m m maratona =m a r a t o n a 70-72
Nasais n n nove =n O v y 73-75
Nasais ñ N conheceram = k onN e s e r an un 76-78
Oclusivas b b belo =b E l u 43-45
Oclusivas d d deve =d E v y 46-48
Oclusivas g g garota =g a r o t a 55-57
Oclusivas k k calmo =k a u m u 61-63
Oclusivas p p palha =p a L a 79-81
Oclusivas t t tempo =t en p u 94-96
Fricativas f f feiras =f e y r a z 52-54
Fricativas Z j já = j a 58-60
Fricativas s s seco =s e k u 91-93
Fricativas v v vila = v i l a 100-102
Fricativas S x chegar =x e g a R 103-105
Fricativas z z zé =z E 106-108
Africadas Ã D diálogo =D i a l o g u 49-51
Africadas Ù T título = T i t u l u 97-99
Silêncio # bom dia = # b on D i a # 1-3
modelagem.
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Por fim, deve-se notar que a base pequena não possui segmentações acústicas de referência e,
portanto, as segmentações geradas automaticamente a partir de al nhamentos forçados de Viterbi
serão utilizadas sempre que necessárias.
3.2.2 Base de Dados em Inglês dos Estados Unidos (TIMIT)
A base de dados TIMIT é formada por 6300 sentenças foneticamente balanceadas, das quais
5040 são utilizadas para o propósito de reconhecimento de fones contínuos (LH89a; LG93; ZWZ91),
sendo que as locuções foram produzidas por 630 locutores. O conjunto de treinamento é composto de
3696 sentenças, e o conjunto de teste pode ser completo, contend 1344 sentenças (complete test), ou
básico, contendo 192 sentenças (core test). Nos experimentos realizados com a TIMIT foi escolhido
o conjunto completo de sentenças de teste. Deve-se observarque, dentre as 1344 sentenças de teste,
existem 624 frases distintas. Os sinais acústicos referentes às 6300 sentenças da base encontram-se
amostrados a 16KHz e com uma resolução de 16 bits por amostra.
A TIMIT cobre os 8 maiores dialetos do inglês americano. Alémdisso, existem três tipos de
sentenças:
• de dialeto (“ 1260 SA sentences”): geradas para expor as variações de dialetos dos locutores.
• foneticamente compactas (“3150 SX sentences”): geradas para fornecer boa cobertura de pares
de fones, com ocorrências extras de contextos fonéticos considerados difíceis ou de interesse
particular.
• foneticamente diversificado (“1890 SI sentences”): selecionadas de fontes de texto existentes
para acrescentar diversidade em tipos de sentenças e em contextos fonéticos.
As sentenças 1260 SA não são utilizadas pelo fato de serem produzidas por todos os 630 locutores
da base, o que deve ser evitado no problema de reconhecimentode fala, onde os locutores da base
de teste não podem se encontrar ao mesmo tempo na base de treinamento. Além disso, não existem
frases utilizadas simultaneamente nas sentenças de treinamento e de teste. Deve-se destacar também
que a TIMIT é constituída de 2342 frases distintas (2 SA + 450 SX + 1890 SI), formadas por um
vocabulário de 6240 palavras.
As transcrições fonéticas da TIMIT possuem um conjunto de 64fonemas distintos, o que por
convenção é simplificado para 48 fonemas que são utilizados durante o treinamento dos modelos
acústicos e, posteriormente, reduzidos novamente para 39 fonemas, que são utilizados no reconheci-
mento (LH89a). Os fones independentes de contexto utilizados durante o treinamento encontram-se
indicados nas Tabelas 3.2 e 3.3.
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Tab. 3.2: Símbolos utilizados nas transcrições fonéticas de oclusivas, fricativas, nasais, africadas e
silêncios.
Classe Símbolo Exemplo
Stops b bee =vcl b iy
Stops d day =vcl d ey
Stops g gay =vcl g ey
Stops p pea =cl p iy
Stops t tea =cl t iy
Stops k key =cl k iy
Stops dx dirty = vcl d erdx iy
Fricativas s sea =s iy
Fricativas sh she =sh iy
Fricativas z zone =z ow n
Fricativas zh azure = aezh er
Fricativas f fin = F ih n
Fricativas th thin = th ih n
Fricativas v van =v ae n
Fricativas dh then =th e n
Nasais m mom =m aam
Nasais n noon =n uw n
Nasais ng sing = s ihng
Nasais en button = vcl b ah cl ten
Africadas jh joke =vcl jh ow cl k





Deve-se notar que as transcrições utilizam duas representaçõ s para o silêncio:“epi” (silêncio
epentético) e “sil” (silêncio prolongado, geralmente no começo, término das sentenças e pausas du-
rante a produção acústica, associadas às pontuações da sentença). Além disso, as transcrições origi-
nais estabelecem diferentes símbolos para osunvoiced closure(“pcl”, “tcl” e “kcl”), que precedem
os fonemas “p”, “t” e “k”. Para efeito de simplificação, todossunvoiced closurepassam a ser re-
presentados pelo símbolo “cl”. De forma semelhante, tambémestabelecem diferentes símbolos para
osvoiced closure(“bcl”, “dcl” e “gcl”), que precedem os fonemas “b”, “d” e “g”. Osvoiced closure
passam a ser representados pelo símbolo “vcl”.
Outras substituições também são realizadas nas transcrições originais no intuito diminuir a quan-
tidade de fones para o processo de modelagem. Os fones “ax-h”, “ux”, “axr”, “em”, “nx”, “eng”,
“j”, “hv” e “pau” são substituídos por “ax”, “uw”, “er”, “m”, “n”, “ng”, “jh”, “hh” e “sil”, respec-
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Tab. 3.3: Símbolos utilizados nas transcrições fonéticas,de vogais, semi-vogais eglides.
Classe Símbolo Exemplo
Vogais iy beet = vcl biy cl t
Vogais ih bit = vcl b ih cl t
Vogais eh bet = vcl behcl t
Vogais ey bait = vcl beycl t
Vogais ae bat = vcl baecl t
Vogais aa bott = vcl baacl t
Vogais aw bout = vcl baw cl t
Vogais ay bite = vcl biy cl t
Vogais ah but = vcl bah cl t
Vogais ao bought = vcl baocl t
Vogais oy boy = vcl boy
Vogais ow boat = vcl bow cl t
Vogais uh book = vcl buh cl k
Vogais uw boot = vcl buw cl t
Vogais er bird = vcl ber vcl d
Vogais ax about =ax vcl b aw cl t
Vogais ix debit = vcl d eh vcl bix cl t
Semi-Vogais/Glides l lay = l ey
Semi-Vogais/Glides r ray = r ey
Semi-Vogais/Glides w way =w ey
Semi-Vogais/Glides y yacht =y aa cl t
Semi-Vogais/Glides hh hay =hh ey
Semi-Vogais/Glides el bottle = vcl b aa cl tel
tivamente. Além disso, aglottal stop“q” é removida das transcrições originais. Todas as altera-
ções são realizadas em conformidade com os padrões estabelecidos pela Carnegie Mellon Univer-
sity/Massachusetts Institute of Technology (CMU/MIT).
Por fim, após o processo de reconhecimento, novos agrupamentos são realizados de tal forma que
fones semelhantes sejam associados ao mesmo símbolo nas transcrições obtidas com o reconheci-
mento, obtendo-se 39 fones distintos. A Tabela 3.4 apresenta tais agrupamentos.
A TIMIT possui a segmentação acústica manual, em termos de fones e de palavras, de todas
as 6300 sentenças, que pode ser utilizada durante o processod treinamento dos modelos, além de
permitir também a análise das segmentações geradas pelos sistemas de reconhecimento, a partir de
alinhamentos forçados de Viterbi.
Em última análise, o treinamento de sistema de reconhecimento a partir da TIMIT será realizado
com uma quantidade de informações consideravelmente maiordo que as disponíveis na base pequena
em Português, o que pode permitir a obtenção de modelos acústicos mais complexos, quando neces-
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Tab. 3.4: Agrupamentos realizados após o reconhecimento.
Fones utilizados no Nova representação
treinamento após o reconhecimento
“sil”, “cl”, “vcl” e “epi” “sil”
“el” e “l” “l”
“en” e “n” “n”
“sh” e “zh” “sh”
“ao” e “aa” “aa”
“ih” e “ix” “ih”
“ah” e “ax” “ah”
sário, e mais robustos. Em contrapartida, utilizaram-se 48fones no processo de modelagem acústica
com a TIMIT, enquanto eram utilizados apenas 36 com a base pequena em Português. A TIMIT
cobre todos os dialetos do Inglês americano, enquanto a basepequ na cobre basicamente os regio-
nalismos do estado de São Paulo. Dessa forma, os experimentos expl rarão bases com quantidade
e variabilidade de informação diferentes, sendo tais características de fundamental importância para
a eficácia do processo de treinamento visando a obtenção de modelos robustos, que apresentem um
elevado desempenho no reconhecimento.
3.3 O Sistema Desenvolvido para o Treinamento de HMMs Con-
tínuos
O sistema desenvolvido para o treinamento de HMMs contínuospara o reconhecimento de fala,
consiste basicamente de 5 módulos interligados: extração de parâmetros, inicialização, algoritmo
de Viterbi, Baum-Welch e seleção de topologia. Neste Capítulo, serão abordados os cinco módulos
citados, com embasamento na teoria presente na literatura,enquanto o novo método de seleção de
topologia será discutido nos Capítulos seguintes. Além disso, alguns aspectos relacionados com a
decodificação também serão apresentados, de forma a esclarecer s estratégias adotadas de acordo
com a base de dados utilizada: base pequena em Português (reconhecimento de fala contínua) e
TIMIT (reconhecimento de fones contínuos).
3.3.1 Módulo de Extração de Parâmetros
A extração de características dos sistemas físicos é o pontode partida para o processo de mo-
delagem e, portanto, a escolha apropriada de tais característi as é de fundamental importância para
a obtenção de modelos matemáticos representativos dos fenômenos físicos observados. Nos experi-
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mentos, seguiram-se as convenções adotadas na área de reconhecimento de fala, de forma a tornar o
sistema mais próximo possível do estado da arte.
Front-end
Os sinais acústicos receberam o seguinte tratamento inicial:
• Subtração do nível DC de cada sentença.
• Pré-ênfase através do filtro passa-altasY [z]
X[z]
= (1 − cfz−1), ondecf = 0, 95 nos experimentos
com a base pequena ecf = 0, 97 nos experimentos com a TIMIT (valores escolhidos de acordo
com a literatura).
• Janelamento de Hammingv[n] = y[n] · j[n], utilizando uma janela de 20ms, com desloca-
mentos de 10ms, de acordo com a Equação (3.1). Para o sinal amostr do a 11025Hz (base em
Português) utilizou-se N=221, e para o sinal amostrado a 16KHz (TIMIT), utilizou-se N=320.
j[n] =
{
0, 54 − 0, 46 cos (2πn/(N − 1)) , 0 ≤ n ≤ N − 1.
0, para ∀n fora do intervalo. (3.1)
Neste ponto, deve-se observar que a última janela sobre o sinal acústico dificilmente possuirá o
número exato de amostras que devem estar contidas na janela e, d ssa forma, acrescenta-se zeros no
intuito de se ter o número correto de amostras.
O sinal janeladov[n] é submetido a um banco de filtros cujas saídas serão utilizadas par os
cálculos dos parâmetros espectrais. Neste sentido, calcula-se a FFTV (k) do sinal janeladov[n] (512
pontos para o sinal amostrado a 11025Hz e 1024 pontos para o sin l amostrado a 16KHz), para então
se obter|V (k) |2.
Na seqüência, realiza-se o produto espectralF (k) = |V (k) |2 ·H (k), em queH (k) é a amplitude
do banco de filtros triangulares nas freqüências discretas dinteresse, que se encontra representada
na Figura 3.1.
A freqüência central e a largura de banda (BW) de cada filtro do banco (Pic93) estão indicadas na
Tabela 3.5. Deve-se destacar que, para uma freqüência de amostr gem do sinal acústico de 11025Hz,
apenas os 21 primeiros filtros são utilizados pelo banco, enquanto que, para a freqüência de amostra-
gem de 16KHz, os 23 primeiros filtros são empregados no banco.Nos experimentos realizados com
a TIMIT, cujos sinais acústicos se encontram amostrados a 16KHz, utiliza-se um banco de filtros
ligeiramente diferente do apresentado na Tabela 3.5, que foi implementado através das ferramentas
do HTK (26 filtros são utilizados, ao invés de 23).
O logaritmo da energia na saída de cada filtro do banco é então calculado pela Equação (3.2).
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Fig. 3.1: Função de Transferência do Banco de Filtros.
Tab. 3.5: Especificações do Banco de filtros triangulares.
Freqüência Central (Hz)BW (Hz) Freqüência Central (Hz)BW (Hz)
100 200 1741 484
200 200 2000 556
300 200 2297 640
400 200 2639 734
500 200 3031 844
600 200 3482 968
700 200 4000 1112
800 200 4595 1278
900 200 5278 1468
1000 248 6063 1686
1148 320 6964 1938
1320 368 8000 2226







A partir da energia calculada na saída de cada filtro, obtêm-se então os valores dos coeficientes

















, i = 1, 2, 3, . . . , 12, (3.3)
em que “M” é o número total de filtros do banco, “i” é o número do coeficiente mel-cepstral (nos
experimentos, utilizaram-se 12 coeficientes mel-cepstrais), eEm é a energia calculada na saída dom-
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ésimofiltro. Uma vez calculados os coeficientes MFCC, realiza-se então a subtração do vetor média
de MFCCs, no intuito de diminuir o efeito do ruído ambiente presentes nos dados (remoção da média
espectral). Deve-se notar que no caso de se processar cada quadro antes do término da locução, o que
ocorre em aplicações de tempo real, não é possível se efetuara remoção da média espectral.
Outro parâmetro calculado para a composição do vetor de características acústicas é o log-energia,









De forma semelhante aos coeficientes MFCC, determina-se o quadro com maior log-energia para
uma dada locução e subtrai-se tal valor dos log-energia calculados para os demais quadros (normali-
zação da energia).
Por fim, calculam-se os parâmetros∆ e ∆∆, que são aproximações das derivadas de primeira e








em quek é o número de quadros adjacentes utilizados no cálculo dos parâmetros∆ e “i” é o i-ésimo
coeficiente MFCC ou o parâmetro log-energia. Nos experimentos realizados com a base pequena
utilizou-seK = 1, enquanto nos experimentos com a TIMIT, utilizou-seK = 2, de acordo com
trabalhos anteriores encontrados na literatura (Yno99; Val 5).
O vetor de parâmetros acústicos pode então ser composto pelos 39 parâmetros calculados, con-
forme indicado na Equação (3.6).
Pf = [1 LogEnergia, 12 MFCC, 1 ∆LogEnergia, 12 ∆MFCC, 1 ∆∆LogEnergia, 12 ∆∆MFCC] (3.6)
Portanto o espaço de características acústicas tem dimensão 39 e, para efeito de simplificação na
modelagem, assume-se que os parâmetros são estatisticamente ind pendentes entre si.
3.3.2 Módulo de Inicialização dos Parâmetros do Modelo
A estratégia de inicialização dos parâmetros do modelo é escolhida de acordo com a disponibili-
dade da segmentação acústica das sentenças de treinamento (segmentações de referência). A primeira
estratégia é adotada no caso de se ter a segmentação acústicamanu l das sentenças de treinamento
ou no caso de se ter uma segmentação acústica gerada automaticamente por um sistema de reconhe-
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cimento de fala. A segunda estratégia é adotada no caso em quea bas de dados de treinamento não
é segmentada. Na seqüência são apresentados os principais aspectos de cada estratégia.
Inicialização dos Parâmetros dos Modelos para uma Base de Dados Segmentada
A disponibilidade de uma segmentação acústica das sentenças de treinamento, permite que os
parâmetros extraídos dos quadros correspondentes ao intervalo de duração de um dado fone sejam
separados em três partes, cada uma associada a um dos três estado do HMM, e utilizados no algo-
ritmo Segmental K-meanspara a determinação inicial dos parâmetros de cada estado dom delo.
O algoritmoSegmental K-meansconsiste basicamente na determinação iterativa de clusters. D
forma resumida, tal algoritmo pode ser descrito nos seguintes passos:
• 1 - Estabelecer o número de clusters desejados (número de Gaussianas associado a cada estado)
e o número de divisõesnd a cada iteração.
• 2 - A partir do conjunto de amostras, determinar o valor médio inicial “µ”.
• 3 - Somar uma perturbação “±ǫ” (tipicamente0, 01 ≤ ǫ ≤ 0, 05) às médias dosnd maiores
clusters, obtendo-se então novos centrosµ ± ǫ.
• 4 - Calcular a distância Euclidiana de cada amostra para cadaum dos centros existentes.
• 5 - Associar cada amostra ao centro mais próximo, de acordo cm a medida de distância Eucli-
diana.
• 6 - Após o término das associações, re-calcular o valor médio de cada um dos clusters obtidos
no item anterior.
• 7 - Se o tamanho desejado para o sistema não foi atingido, identificar osnd maioresclusters,
os quais serão divididos na seqüência.
• 8 - Repetir os itens de 3 a 8 se o número de Gaussianas desejado par o sistema não foi atingido,
caso contrário finalizar o algoritmo.
Deve-se notar que algumas variações em relação ao número de divisões (splitting) realizadas
em cada iteração do algoritmo podem ser adotadas. Além disso, trabalhos presentes na literatura
recomendam que, para o problema de reconhecimento de fala, deve-se adotarnd ≤ 2 e realizar
algumas épocas de treinamento via MLE após as divisões em cada iteração (Cam02).
Em geral, os modelos associados a cada unidade acústica consistem de três estados e, portanto,
o conjunto de amostras de um determinado fone extraídas da base segmentada é divido por três, de
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forma que o algoritmoSegmental K-meansseja aplicado para a inicialização dos parâmetros de cada
estado. Uma vez atingido o número de Gaussianas (clu ters) desejado para cada estado, as médias,
variâncias e pesos de cada Gaussiana (cluster) que pertence a um determinado estado do modelo de





















em queNcluster é o número de amostras associadas ao cluster,Nestado é o número de amostras associ-
adas a um determinado estado do modelo, exn é on-ésimovetor amostra. Assim, cada estado possui
Nestado amostras, as quais são agrupadas em clusters, cada qual com um próprio númeroNcluster de
amostras.
As probabilidades iniciais de transição de estados para um HMM do tipo left-to-right, com três
estados, estão representadas na Figura 3.2.








Fig. 3.2: HMM do tipoleft-to-rightcom três estados.
A TIMIT possui uma segmentação de referência e, portanto, será utilizada para a inicialização
dos HMMs.
Inicialização dos Parâmetros dos Modelos para uma Base de Dados Não-Segmentada
A inicialização dos HMMs no caso em que não se dispõe de sentenças de treinamento segmenta-
das, assume que todos os fones da sentença têm a mesma duraçãoe, portanto, realiza um segmentação
uniforme de tal forma que todos os fones possuam aproximadamente o mesmo número de quadros.
Tal suposição é certamente incorreta, porém, na ausência deoutra alternativa, é utilizada como ponto
de partida para a obtenção dos parâmetros iniciais dos modelos.
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Assim, uma vez realizada a segmentação uniforme das sentenças de treinamento, aplica-se o al-
goritmoSegmental K-means, conforme apresentado anteriormente, para então se obter os pa âmetros
iniciais dos modelos. Na seqüência, realiza-se um alinhamento forçado de Viterbi utilizando-se os
HMMs iniciais, no intuito de se obter uma nova segmentação para as sentenças. A partir desta nova
segmentação, aplica-se o algoritmoSegmental K-means, pelo menos mais uma vez, para então se
obter os modelos iniciais que serão utilizados na primeira época de treinamento do algoritmo Baum-
Welch.
É importante notar que, neste caso, o erro inicial cometido faz com que algumas Gaussianas
pertencentes ao modelo de um determinado fone se encontrem sobre a distribuição real de outro fone.
Assim, se houver excesso de Gaussianas em tais modelos, o processo de treinamento baseado em
MLE pode levar à obtenção de sistemas pouco robustos e com baixo desempenho no reconhecimento.
O algoritmo de Baum-Welch tem se mostrado bastante eficiente para o treinamento baseado em
MLE, mesmo quando se parte da segmentação uniforme das sentenças de treinamento. Uma estraté-
gia de inicialização presente na literatura é a de gerar modelos com apenas uma Gaussiana por estado
e, aplicar algumas épocas (em geral 2 ou 3) do algoritmo de Baum-Welch, para então se realizar o
splitting das Gaussianas dos modelos, que é seguido novamente de algumas épocas de treinamento.
O processo é repetido iterativamente até que o número de Gaussiana dos modelos seja atingido.
A base de dados pequena não possui uma segmentação de referência para as sentenças de treina-
mento e, dessa forma, os experimentos realizados com tal base utilizaram a segmentação uniforme
como ponto de partida, seguido dos passos apresentados anteriormente, os quais se encontram resu-
midos abaixo.
• 1 - Segmentação uniforme das sentenças de treinamento.
• 2 - Aplicação do algoritmoSegmental K-means.
• 3 - Alinhamento forçado de Viterbi a partir dos modelos gerados no passo anterior.
• 4 - Aplicação novamente do algoritmoSegmental K-meanspara a obtenção dos modelos iniciais
que serão utilizados pelo treinamento via MLE.
3.3.3 Módulo do Algoritmo de Viterbi
O algoritmo de Viterbi tem função fundamental no processo dedecodificação realizado por Mo-
delos Ocultos de Markov, pois somente a partir da decodificação é possível descobrir a seqüência
de estados mais provável, para um dado conjunto de observaçõsO = [o1, o2, . . . ,ot]. No caso de
reconhecimento de fala, em que se modelam as unidades acústic s através de uma seqüência de três
estados de um HMM, os fones independentes ou dependentes de contexto e, conseqüentemente, as
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palavras produzidas durante a locução, são descobertas a partir da seqüência de estados com maior
verossimilhança obtida através de métodos de decodificaçãobaseados no algoritmo de Viterbi. Além
disso, mesmo quando se conhece a transcrição fonética da sentença produzida, é possível se utilizar
o algoritmo de Viterbi no intuito de se descobrir as fronteiras entre as unidades acústicas, ou seja,
realizar o alinhamento forçado de Viterbi (segmentação da sentença).
Assim, em um problema genérico, o algoritmo de Viterbi determina a seqüência mais provável de
estadosQ = [q1, q2, . . . , qt], para um dado conjunto de observaçõesO até o instante “t”, a partir do
valor de maior probabilidade definido pela Equação (3.10)
δt (i) = max
q1,q2,...,qt−1
P [q1, q2, . . . , qt−1, qt = i,o1,o2, . . . ,ot|M ] , (3.10)
em queM é o conjunto de parâmetros que define o HMM utilizado pelo algoritm de Viterbi.







.bj (ot+1) , (3.11)
em queaij é a probabilidade de transição do estado “i” para o estado “j”, e bj (ot+1) é a verossimi-
lhança calculada pela mistura deNg Gaussianas do modelo do estado “j”, para o vetor de parâmetros
acústicosot+1. O valor de verossimilhança obtido a partir da mistura de Gaussi nas multidimensio-



































em queUjm e µjm são, respectivamente, a matriz de covariância e o vetor média, da componente
Gaussiana “m”, do modelo do estado “j”. Além disso,|Ujm| é o determinante da matriz de covariân-
cia,U−1jm é o inverso da matriz de covariância ecjm é o peso da componente “m”.
Deve-se observar que a suposição de independência estatística entre as características acústicas,
resulta em uma matriz de covariância diagonal, e o valor de verossimilhança calculado para cada
componente é resultado do produto de “dim” Gaussianas unidimensionais (neste trabalho, dim=39).
Assim, assumindo que o vetor de observaçõesO possua T elementos, e que existamNs estados
distintos no modelo, o algoritmo de Viterbi pode ser resumido em 4 passos:
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• 1 - Inicialização
δ1 (i) = πibi (o1) , 1 ≤ i ≤ Ns (3.14)
ψ1 (i) = 0 (3.15)
• 2 - Parte Recursiva
δt (j) = max
1≤i≤Ns
[δt−1 (i) aij] .bj (ot) ,
{
2 ≤ t ≤ T
1 ≤ j ≤ Ns
(3.16)
ψt (j) = arg max
1≤i≤Ns
[δt−1 (i) aij] ,
{
2 ≤ t ≤ T
1 ≤ j ≤ Ns
(3.17)
• Finalização
P ∗ = max
1≤i≤Ns
[δT (i)] (3.18)
q∗T = arg max
1≤i≤Ns
[δT (i)] (3.19)





, t = T − 1, T − 2, . . . , 1 (3.20)
Finalmente, a seqüência de estados mais provável é fornecida pela variávelq∗t . Um exemplo
ilustrativo encontra-se na Figura 3.3, que mostra para a sentença “Olá !”, cuja transcrição é “# o l a
#”, os estados dos modelos de cada fone, as observações que correspondem aos vetores de parâmetros
acústicos, e os possíveis caminhos (sequência de estados) do alinhamento forçado de Viterbi.
É importante notar que, no caso de reconhecimento de fala, emgeral o começo e o término de
todas as sentenças são marcados por um intervalo de silênciono s nal acústico e, portanto,πi = 1
para o primeiro estado do modelo do silêncio eπi = 0 para os demais estados. Assim, no processo
de decodificação, o primeiro estado da sequência (primeiro estado do modelo do silêncio) e o último
estado da sequência (último estado do modelo do silêncio) são conhecidos.
Um aspecto prático que deve ser considerado está relacionado com os valores assumidos pela
variávelδ, que podem ser significativamente menores que 1, podendo exceder até mesmo a precisão



























Fig. 3.3: Exemplo de aplicação do algoritmo de Viterbi.
numéricadoubleda máquina, resultando emunderflow. No intuito de contornar tal problema, utiliza-
se o logaritmo da expressão (3.16), ou seja,




[δt−1 (i) aij] .bj (ot)}
}
.
3.3.4 Módulo do Algoritmo de Baum-Welch
Os experimentos utilizaram um algoritmo de treinamento baseado na maximização da verossimi-
lhança (MLE) (BJM83) das sentenças de treinamento. Os parâmetros iniciais dos modelos, obtidos
através de uma das estratégias apresentadas anteriormente, são submetidos aos ajustes determinados
pelo algoritmo de treinamento e, para cada época, verifica-se o valor da verossimilhança média de
10% das sentenças de treinamento. O processo é repetido até que a diferença percentual entre a
verossimilhança média obtida na iteração atual e a obtida naiteração anterior seja menor que10−3.
É importante observar que a estimação dos parâmetros é realizada de forma a maximizar a ve-
rossimilhança das sentenças de treinamento, sem preocupação com a capacidade de discriminação
dos modelos. Assim, em primeira análise, um peso baixo de umadeterminada Gaussiana indica, por
exemplo, que tal componente contribui pouco para a verossimilhança total do modelo, ou seja, para
a cobertura dos dados de treinamento. Entretanto, tal valornão tem relação com a contribuição da
Gaussiana para a capacidade de classificação do modelo.
No intuito de se definir as equações de re-estimação dos parâmetros do modelo através do algo-
ritmo Baum-Welch, antes é necessário definir os algoritmosForwardeBackward.
Algoritmo Forward
Inicialmente, define-se a variávelforwardαt (i) como
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αt (i) = P (o1, o2, . . . , ot, qt = i|M) , (3.21)
que corresponde à probabilidade da seqüência de observações parciaiso1, o2, . . . , ot, passando pelo
estado “i” no instante “t”, para um dado conjunto de modelos definidos porM = (µ, U, C, A),
sendoµ as médias,U as matrizes de covariância,C os coeficientes de ponderação ou pesos das
Gaussianas eA a matriz de transição de estados.
Na sequência calcula-se as variáveisforward para todos os estados, e para todo o conjunto de
observações de tamanho T. Assim, o algoritmo pode ser resumido por:
• 1 - Inicialização
α1 (i) = πibi (o1) , 1 ≤ i ≤ Ns (3.22)










1 ≤ t ≤ T − 1
1 ≤ j ≤ Ns
(3.23)






Neste ponto, existem duas observações importantes para o problema de reconhecimento de fala:
πi = 1 para o primeiro estado do silêncio eπi = 0 para os demais estados do modelo, eαT (i) 6=
0 para o terceiro estado do silêncio enquantoαT (i) −→ 0 para os demais estados. Portanto, o
valor P (O|M) é uma medida da probabilidade da sentença formada pelas observaçõ sO ter sido
produzida pela sequência de estadosQ = [q1, q2, . . . , qt, . . . , qT ].
Algoritmo Backward
De forma semelhante, define-se a variávelbackwardβt (i) como
βt (i) = P (ot+1, ot+2, . . . , oT |qt = i, M) , (3.25)
que corresponde à probabilidade da sequência de observações parciais do instante t+1 até a última
observação no instante T, dado que o caminho passa pelo estad“i” no instante t, e para um dado
conjunto de modelos definidos porM = (µ, U, C, A).
Assim, o algoritmo pode ser resumido por:
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• 1 - Inicialização






aij.bj (ot+1) .βt+1 (j) ,
{
t = T − 1, T − 2, . . . , 1
1 ≤ i ≤ Ns
(3.27)
Escalonamento das Variáveis Forward e Backward
Em geral, os valores fornecidos pelas variáveisforward e backward, que são medidas de proba-
bilidades calculadas de forma recursiva a partir de valoresde verossimilhança e de probabilidades de
transição de estados, tendem a se tornar significativamentemenores que 1 à medida que a sequência
de observações é processada, excedendo dessa forma a precisão doubledas variáveis, e resultando
freqüentemente emunderflow. Portanto, é importante realizar um escalonamento de tais variáveis,
para cada instante de tempo, a fim de se evitar o problema numérico deunderflow. As alterações nos
algoritmos associadas ao escalonamento das variáveisforwardebackwardencontram-se resumidas a
seguir:
• 1 - Definir os valores iniciais da nova variávelα̃.
α̃1 (i) = α1 (i) (3.28)








• 3 - Definição da variável̂α.
α̂1 (i) = α̃1 (i) .ĉ1 (3.30)









 .bj (ot+1) ,
{
1 ≤ t ≤ T − 1
1 ≤ j ≤ Ns
(3.31)








α̂t (i) = α̃t (i) .ĉt (3.33)
β̂t (i) = β̃t (i) .ĉt (3.34)
Novamente, deve-se notar que no problema específico de reconhecimento de fala,̃α1 (i) 6= 0 para
o primeiro estado do silêncio ẽα1 (i) = 0 para os demais estados.
As variáveis normalizadaŝα e β̂ podem então ser utilizadas nas equações de re-estimação dos
parâmetros dos HMMs.
Estimação dos Parâmetros dos Modelos (Algoritmo Baum-Welch)
Os parâmetros dos HMMs contínuos (Mar97), para uma seqüência de observações múltiplasO,
são calculados a partir das variáveisforward e backwardescalonadas, das constantes de escalona-
mentoĉ, dos vetores de parâmetros acústicosot, dos próprios parâmetros atuais(µ, U, C, A) do














em queNg é o número de Gaussianas presentes no estado “j” do modelo. Assim, a média, matriz de
































• Matriz de Covariância
























































































em que D é o número de sentenças de treinamento eTd é o número de quadros extraídos da sentença
“d”. Deve-se notar que no problema de reconhecimento de fala, p r um determinada sentença de
treinamento, as variáveiŝα e β̂ são calculadas apenas para os estados dos modelos acústicoscorres-
pondentes aos fones presentes na sentença. Além disso, duasrestrições devem ser seguidas durante o




cjm = 1, (3.40)




aij = 1, (3.41)
estabelece que a probabilidade de transição de um estado para s demais ou para a permanência no
próprio estado é de 100%.
3.3.5 Módulo de Seleção de Topologia
O algoritmo de treinamento baseado em MLE, apresentado na seção anterior, assume inicialmente
uma topologia que pode ter sido definida de forma arbitrária,como por exemplo uma topologia com
um número fixo de Gaussianas por estado, ou uma topologia com um número variado de Gaussianas
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por estado, que pode ter sido determinada através de uma dentre as diversas técnicas presentes na lite-
ratura (BIC, AIC, etc.), e também assume um conjunto de parâmetros obtidos através de um processo
de inicialização. Dessa forma, tal algoritmo atua apenas nare-estimação dos parâmetros do sistema,
desconsiderando se a quantidade de parâmetros disponíveispara os ajustes é suficiente, insuficiente,
ou excessiva. No caso de se ter um número insuficiente de parâmetros nos modelos, o processo de
ajuste será impossibilitado de determinar um sistema capazde modelar até mesmo os dados da base
de treinamento, o que, do ponto de vista de reconhecimento defala, corresponde a modelos com baixa
resolução acústica ou com poucas Gaussianas por estado. No caso de se ter um sistema com um nú-
mero excessivo de parâmetros, o processo de ajuste pode levar à ocorrência de sobre-parametrização,
ou seja, o sistema se torna super ajustado aos dados de treinamento, além de propiciar a interferência
entre modelos concorrentes, conduzindo a erros de classificção. A inicialização dos parâmetros do
modelo através de uma segmentação uniforme, por exemplo, pode contribuir para que algumas Gaus-
sianas, de modelos contendo um número excessivo de componentes, convirjam para as distribuições
erradas no espaço acústico durante o treinamento.
A determinação da topologia dos modelos é, portanto, parte do processo de treinamento e exerce
uma função de grande importância para a obtenção de sistemasrobustos. Assim, vários métodos
foram propostos no sentido de possibilitar a determinação da topologia mais apropriada para um
determinado modelo estatístico que, no caso do HMM, corresponde à determinação do número de
Gaussianas por estado. Porém, é importante destacar que os mét dos para determinação da topo-
logia possuem formulações gerais, que permitem a aplicaçãodos mesmos para quaisquer modelos
estatísticos, como por exemplo Redes Neurais Artificiais, modelos Polinomiais, HMMs, etc.
O treinamento discriminativo é menos sensível à existênciade parâmetros em excesso no modelo,
pois além de realizar a maximização da verossimilhança paraos p drões corretos, também minimiza
a interferência entre os modelos de diferentes unidades acústicas. A maior parte dos algoritmos
de treinamento discriminativo atua na etapa de estimação deparâmetros, enquanto existem poucos
trabalhos na literatura que abordam aspectos discriminativos durante a tarefa de seleção de topologia.
Na sequência, serão apresentados alguns dentre os métodos presentes na literatura para a deter-
minação da topologia de HMMs.
Critério de Informação Bayesiano (BIC)
O critério BIC tem sido amplamente utilizado para a seleção deestruturas no processo de modela-
gem estatística em diversas áreas. O conceito fundamental que sustenta o critério BIC é o Princípio da
Parcimônia, o qual determina que o modelo selecionado deve ser aquele que apresentar a menor com-
plexidade e ao mesmo tempo tenha uma elevada capacidade paramodelar os dados de treinamento.
Tal princípio pode ser observado claramente na equação (3.42)




















ondeM jl é o modelo candidato “l” do estado “j”, Nj é o número de amostras do estado “j”, o
j
t é a
t-ésimaamostra do estado “j”, νjl é o número de parâmetros livres presentes emM
j
l e o parâmetroλ
controla o termo de penalização.
De acordo com tal critério, o modelo selecionado deve ser aquele que apresentar o maior valor
de BIC dentre todos os modelos candidatos. Pode-se notar então que a topologia do modelo de cada
estado é obtida sem levar em consideração os modelos dos demais estados existentes. Entretanto,
algumas modificações no critério BIC (Bie03) já foram propostas no intuito de levar em consideração
todos os estados existentes durante a seleção de topologia.
Algoritmo Discriminativo para o Aumento da Resolução Acústica
O critério discriminativo proposto em (PB00) tem como princípio a determinação de quais esta-
dos dos modelos possuem baixa resolução acústica (número insufic ente de Gaussianas no modelo),
de acordo com um limiar previamente estabelecido. A idéia consiste basicamente em decodificar os
dados de treinamento, fazer um alinhamento de Viterbi usando s transcrições das sentenças decodi-
ficadas e comparar tal alinhamento com o alinhamento correto(BP98; GJPP99). Assim, é possível
verificar quais estados estão sendo confundidos com outros e, desta forma, elaborar uma lista de
confusão para cada estado, a qual é definida porF (xt).
Neste sentido, a Equação (3.43) mede o comportamento do modelo de um determinado estado em












ondext são os quadros associados à classeC (xt) que corresponde ao estado “l”,N lfr é o número
de quadros associados ao estado “l”,P (xt|Ml) é o logaritmo da verossimilhança dada pelo modelo
“Ml” do estado “l” e “j” são os estados da lista de confusãoF (xt).
Uma vez calculado oP lc para cada estado, deve-se encontrar todos os estados que apres ntemP
l
c
inferior a um limiar pré-definido e substituir tais modelos por correspondentes que foram treinados
em um sistema que utiliza uma maior resolução acústica (maior número de Gaussianas por estado).
É importante notar que, neste método, parte-se de um sistemam nor que possui modelos inicial-
mente com “X” Gaussianas por estado e que, após a análise, terá modelos com “X” ou “Y” Gaussia-
nas por estado, onde “Y” é o número de componentes presentes em cada mistura do sistema de maior
complexidade. O aumento do número de Gaussianas tem como objetiv aumentar a resolução acús-
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tica dos HMMs onde for necessário, de acordo com o critério discriminativo, e conseqüentemente a
discriminabilidade do mesmos.
Trabalhos anteriores mostram que este critério pode fornece r sultados que superam os obtidos
pelo clássico BIC, dependendo dos limiares escolhidos (PB00).
Método Baseado na Medida de Entropia dos Estados
O método baseado em medidas de entropia tem como estratégia oaumento gradativo do tamanho
do sistema (CU93), através de divisões (splitting) sucessivas das Gaussianas dos modelos. Basica-
mente, todos os modelos acústicos são inicializados com umaGaussiana por estado, e em seguida a












em que “dim” é a dimensão do espaço de características acústicas (neste trabalho é 39) e “σ2sd” é a
variância dai-ésimacomponente da mistura do estado “s”, ao longo da dimensão “d”.






em queNg é o número de componentes Gaussianas no estado “s” e Nsi é o número de amostras
associadas ài-ésimacomponente da mistura do estado “s”.
Na seqüência o algoritmoSegmental k-meansé utilizado no intuito de realizar a divisão de todas as
Gaussianas dos modelos de forma que, após as divisões, cada est o possuirá uma Gaussiana a mais
na mistura. Calcula-se então a entropia de cada estado para est nova configuraçãôHs, e também a
variação de entropia de acordo com a Equação (3.46)
ds = Hs − Ĥs. (3.46)
A idéia consiste em arranjar os estados em ordem decrescentede variação de entropia, e manter
os N primeiros estados com a nova configuração (com a Gaussiana acrescentada após as divisões), e
retornar os demais estados para a configuração anterior (retirando a Gaussiana acrescentada após as
divisões). O processo é repetido até que o tamanho desejado para sistema seja atingido.
36 Base de Dados e o Sistema de Treinamento de HMMs Contínuos Desenvolvido
Critério de Informação de Akaike (AIC)
O Critério de Informação de Akaike (Aka74; SIK86) assume que os dados foram gerados como
realizações de uma variável aleatória, cuja função densidade e probabilidade realg (x|θ∗) é des-




que mais se aproxima da função real para
descrever os dados, em queθ∗ e θ̂ são o conjunto de parâmetros que definem a PDF real e a estimada,




aumenta juntamente com o tamanho do sistema, e
portanto o AIC deve avaliar se o aumento do número de parâmetros liv es do sistema e da verossimi-
lhança para os dados de treinamento representam um ganho considerável no ajuste dos modelos aos
dados.
















+ νjl . (3.47)
ondeM jl é o modelo candidato “l” do estado “j”, Nj é o número de amostras do estado “j”, o
j
t é a
t-ésimaamostra do estado “j”, νjl é o número de parâmetros livres presentes emM
j
l .
Critério Minimum Description Length (MDL)
O Minimum Description Length(SiI02) pertence a um grupo de técnicas para a determinação da
topologia de modelos baseada na teoria da informação e de codificação, enquanto o BIC pertence
a um grupo de técnicas baseadas na teoria bayesiana (LGW03). Assim, o MDL considera que a
melhor topologia é aquela que permitir a extração da maior quantidade de informação dos dados, o
que pode ser medido pela capacidade de compressão dos dados,que é determinada pela topologia do
modelo. Considerando-se a teoria de codificação e os códigos de Huffman, é possível demonstrar que,






. Além disso, é importante notar que o método de compressão também precisa





precisam ser codificados e, utilizando uma precisãop, o comprimento obtido é de
p × ν (MA94), em queν é o número de parâmetros livres do modelo. (Ris89) demonstrouque para
minimizar o comprimento total do código, é necessário quep = 1
2
log Nj. Portanto, o critério MDL



















3.4 O Decodificador 37
sendoν o número de parâmetros livres dasNg Gaussianas do modelo, representadas em um espaço
acústico de dimensão “dim”, que é calculado por
ν =
{









Os algoritmos de decodificação são baseados no algoritmo de Viterbi, podendo utilizar também
modelos de linguagem ou gramáticas, que consistem basicamente d probabilidades de transições
entrelabels(fones ou palavras) para uma dada língua. Para a geração de ummodelo de linguagem, é
necessário saber quantoslabelsdistintos existem nas sentenças de treinamento e, no caso dos modelos
do tipo bigram, deve-se contar o número de ocorrências de cada par adjacente delabels “i” e “j”,
definido porN (i, j). Assim, o número total de ocorrências de umlabel “i” é dado porN (i) =
∑L
j=1 N (i, j).
As probabilidadesp (i, j) do modelo de linguagembigramsão definidas por
p (i, j) =
{
α.N (i, j)/N (i) , se N (i) > 0
1/L, se N (i) = 0
(3.50)
em queα é calculado de tal forma que
∑L
j=1 p (i, j) = 1.




N (i)/N, se N (i) > u
u/N, se N (i) ≤ u (3.51)
em queu é um contador de truncamento daunigrameN =
∑L
i=1 max [N (i) , u].
As probabilidades do modelo de linguagemBack-off bigramsão calculadas por
p (i, j) =
{
[N (i, j) − D]/N (i), se N (i, j) > t
b (i) .p (j) , se N (i, j) ≤ t (3.52)
sendoD um desconto (em geral 0,5) et é um limiar de contagem do modelo de linguagembigram.
O pesob (i) calculado de tal forma a garantir que
∑L
j=1 p (i, j) = 1, é dado pela Equação (3.53)
b (i) =
1 − ∑j∈B p (i, j)
1 − ∑j∈B p (j)
, (3.53)
em queB é o conjunto de todas as palavras para as quaisp (i, j) possui umbigram.
Os experimentos realizados com a base de dados pequena utiliz ram modelos de linguagem do
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tipo Back-off bigrame Word-pairs, sendo que o último é um caso determinístico do modelobigram
apresentado na Equação (3.50), e oslabelsadotados foram palavras. O modelo de linguagemWord-
pairsé descrito por
p (i, j) =
{
1, se N (i, j) 6= 0
0, se N (i, j) = 0
(3.54)
O decodificador utilizado nos experimentos com a base de dados pequena foi adaptado do sistema
desenvolvido por (Yno99).
Por outro lado, os experimentos realizados com a TIMIT utilizaram o modelo de linguagembi-
gram, onde oslabels adotados foram fones independentes de contexto, e o decodificador foi im-
plementado através das ferramentas do HTK (Cam02). É importante destacar que, de acordo com
trabalhos anteriores, a obtenção de ganhos em termos deaccuracyde fones implica diretamente em
ganhos em termos deaccuracyde palavras, além de permitir uma melhor identificação das fontes
de erros (LG93). Dessa forma, o reconhecimento de fones contínu s pode ser empregado para uma
melhor avaliação do desempenho de sistemas de reconhecimento de fala.
Em última análise, utilizou-se um fator multiplicativo quepondera a importância do modelo de
linguagem durante a decodificação, o qual assumiu os valores1 e 2 (Val95), nos experimentos reali-
zados com a base de dados em Português e a base em Inglês, respectivamente.
3.5 Dados Artificiais
Os parâmetros extraídos dos sinais acústicos se encontram representados em um espaço de carac-
terísticas de dimensão 39. Assim, não é possível visualizaralguns pontos relacionados ao processo
de treinamento, tais como localização inicial das Gaussiana em relação a distribuições dos diferen-
tes padrões, movimentação das Gaussianas no espaço com o decorrer do treinamento, atuação dos
algoritmos para determinação do número de componentes por estado, e etc. Uma estratégia que per-
mite a visualização de tais aspectos, consiste na geração deum conjunto de dados artificiais, onde as
distribuições dos padrões são todas conhecidas. A utilização de dados artificiais para a verificação de
aspectos relacionados ao comportamento e desempenho de novos métodos aplicados à modelagem de
sistemas físicos é bastante comum, desde problemas relacionados com predições de séries temporais
até problemas de reconhecimento de padrões. Neste sentido,gerou-se artificialmente 5 distribui-
ções de dados bidimensionais, para simular 5 unidades acústicas, as quais se encontram indicadas na
Figura 3.4(a) pelas cores azul, vermelho, amarelo, roxo e verde.
Deve-se notar que existe sobreposição das distribuições azul e vermelha, a qual foi estabelecida
propositalmente, pois, no caso real dos parâmetros acústicos, freqüentemente ocorre sobreposição
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entre as distribuições obtidas para diferentes unidades acústicas.























(b) Inicialização das médias das Gaussianas
Fig. 3.4: Treinamento via MLE realizado com dados artificiais.
Os valores iniciais das média das Gaussianas utilizadas na modelagem de cada distribuição fo-
ram determinados arbitrariamente, e se encontram representadas pelos símbolos “o” da Figura 3.4(b),
cada qual com cor associada à distribuição que deve ser modelada pela Gaussiana. Deve-se obser-
var que algumas Gaussianas vermelhas foram inicializadas sobre o espaço da distribuição azul e, da
mesma forma, algumas Gaussianas azuis foram inicializadassobre o espaço da distribuição verme-
lha. Tal inicialização foi realizada no intuito de simular oefeito de uma inicialização uniforme. Na
modelagem foram empregadas 8 Gaussianas por estado, o que resultou m um sistema contendo 120
Gaussianas (5 distribuições, cada qual modelada por um HMM com 3 estados do tipo left-to-right).
Uma vez geradas as 5 distribuições artificiais e definidos os valores iniciais dos parâmetros das
Gaussianas, pode-se então iniciar o processo de treinamento p lo algoritmo Baum-Welch e observar
a movimentação das Gaussianas no espaço das características ar ficiais. A Figura 3.5, indica as
localizações das Gaussianas após 20 épocas de treinamento.
Pode-se observar que 3 Gaussianas vermelhas convergiram pao espaço da distribuição azul,
encontrando-se distantes das fronteiras entre as distribuções. Além disso, uma Gaussiana azul con-
vergiu para o espaço da distribuição vermelha, porém, nesteca o, em uma região de fronteira. Por
outro lado, as demais Gaussianas convergiram para as respectivas distribuições, o que era desejado.
Assim, é possível verificar que a inicialização dos parâmetros dos modelos pode permitir que as Gaus-
sianas convirjam para as distribuições indevidas durante otr inamento, resultando em uma maior
interferência entre os modelos e portanto em mais erros de classificação durante a decodificação.
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Fig. 3.5: Localização das Gaussianas após o treinamento. Visualização 3D das Gaussianas após o
treinamento.
Deve-se notar também que existe um número exagerado de Gaussianas no sistema, e neste caso
diversas Gaussianas se encontram localizadas praticamente sobre o mesmo ponto no espaço das ca-
racterísticas artificiais, ou seja, Gaussianas com médias muito próximas, e tal redundância terá pro-
vavelmente pouco efeito sobre o desempenho do sistema do pont de vista do reconhecimento, mas
terá um grande efeito sobre o custo computacional do sistema.
Em última análise, foi possível verificar a eficiência do algoritmo MLE para o ajuste das médias
das Gaussianas, porém dependendo da inicialização dos parâmetros e da existência de sobreposição
entre distribuições diferentes, algumas Gaussianas podemconvergir para posições incorretas no es-
paço de características. O próximo passo consiste em avaliar a utilização de técnicas de determinação
da topologia dos modelos, capazes de encontrar sistemas queapresentem um melhor compromisso
entre complexidade e desempenho. Tal experimento será considerado novamente no Capítulo 6, com
a aplicação do novo método proposto neste trabalho.
3.6 Discussão
A utilização de duas bases de dados permitirá a avaliação do nvo método proposto neste tra-
balho em diferentes aspectos, tais como a quantidade de dados isponíveis para o treinamento e a
inicialização dos parâmetros dos modelos a partir de uma segmentação uniforme e a partir de uma
segmentação manual, dentre outros.
O sistema de treinamento de HMMs contínuos foi implementadoem parte através descripts
do Matlab, e em parte através de códigos compilados. A estratégia de se utilizar o Matlab como
plataforma para a implementação do sistema se deve ao fato daexistência de diversas ferramentas
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relacionadas com processamento de sinais, estatística e modelagem de sistemas, os quais podem fa-
cilitar e agilizar os testes de novas idéias. Entretanto, a linguagem descriptsdo Matlab, em geral,
resulta em um aumento considerável no tempo de processamento de trechos de programa com custo
computacional elevado, como por exemplo osloops. A solução adotada para contornar tal problema
foi a utilização dosmex files, que são arquivos escritos em uma linguagem de programação,e poste-
riormente compilados, de tal forma que o tempo de execução dos trechos de programa com elevado
custo computacional é dado basicamente pelo tempo de execução da função compilada.
As funções compiladas foram implementadas na linguagem C e corr spondem aos trechos do
programa com alto custo computacional. Tais funções podem ser acessadas pelo Matlab através das
APIs, que são um conjunto de bibliotecas em C que permitem a interface entre o código compilado e
as linhas de comando dosscriptsdo Matlab. O tempo de processamento de umscript do Matlab que
utiliza mex filespara a implementação das funções com elevado custo computacional é comparável
ao tempo de processamento do mesmo código implementado em C ecompilado.
O decodificador baseado nas ferramentas do HTK também utilizo o Matlab como linguagem de
scriptspara a execução das linhas de comando referentes às funções compiladas fornecidas pelo HTK.
Assim, a elaboração dos arquivos de configuração, o processam nto de texto sobre as sentenças de
treinamento e reconhecimento, o processamento dos arquivos contendo as sentenças parametrizadas
e os arquivos contendo os parâmetros dos modelos, podem ser facilmente manipulados através de
ferramentas existentes no Matlab para o processamento de texto.
Em última análise, foi possível conciliar as facilidades proporcionadas pelas ferramentas disponí-
veis no Matlab para o teste de novas idéias com a velocidade deproc ssamento das funções compi-
ladas. Além disso, obteve-se um sistema de treinamento e reconh imento integrado sobre a mesma
plataforma, parte desenvolvida durante este trabalho (treinamento) e parte adaptada de um sistema de
reconhecimento utilizado como referência na literatura (HTK).
3.7 Conclusões
Os testes iniciais com os dados gerados artificialmente mostraram a eficiência do treinamento
via MLE e ao mesmo tempo indicaram que alguns problemas podemcorrer, no que diz respeito à
convergência de Gaussianas para as distribuições incorretas no espaço de características, dependendo
da inicialização dos parâmetros dos modelos. Além disso, o experimento com dados artificiais será
abordado novamente no Capítulo 6, porém com técnicas para a determinação da topologia dos mo-
delos, visto que diversas Gaussianas convergiram para praticamente o mesmo ponto no espaço de
características, além de algumas componentes terem convergido para as distribuições incorretas.
A utilização dosmex filesviabilizou a implementação do sistema de treinamento de HMMs con-
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tínuos para o reconhecimento de fala através do Matlab, o quefacilitará o teste de novas idéias no
decorrer do trabalho.
Capítulo 4
Determinação do Número de Componentes
em Modelos com Misturas de Gaussianas
4.1 Introdução
O processo para a obtenção de sistemas de reconhecimento de fala contínua, a partir de bases de
dados pequenas, possui alguns problemas inerentes à quantidade de dados disponíveis. A insuficiên-
cia de informação devido ao tamanho da base de treinamento limi a a precisão da modelagem e pode
diminuir a confiabilidade dos modelos resultantes. Tal fatopode ser observado em qualquer problema
de modelagem estatística através da qual se pretende extrair informações relevantes para a geração
de modelos representativos do sistema físico em questão. Dessa forma, várias técnicas têm sido pro-
postas no intuito de ajustar o processo de modelagem à quantidade de dados disponíveis, e ao mesmo
tempo diminuir a influência de termos espúrios contidos nos dados, na obtenção dos parâmetros dos
modelos. Tal ajuste é realizado através da escolha apropriada d complexidade dos modelos, de
acordo com um critério específico. Têm-se como exemplos de tais técnicas o critério BIC (Bayesian
Information Criterion), o critério AIC (Akaike Information Criterion), métodos baseados em medidas
de entropia, além de outros. Recentemente, dentro do contextd reconhecimento de padrões e de
reconhecimento de fala, alguns métodos discriminativos têm sido propostos neste sentido, utilizando
informações relacionadas à capacidade de classificação dosmodelos (PB00; DKW00; Bie03), den-
tre os quais se pode citar o novo GEA (Gaussian Elimination Algorithm), contribuição do presente
trabalho.
Não obstante, os sistemas obtidos a partir de bases pequenaspodem ser gerados com menor custo
e de forma mais rápida, devido ao tamanho reduzido da base de dados e ao esforço computacio-
nal necessário para processá-la. O vocabulário reduzido, juntamente com uma gramática restritiva,
simplificam a busca durante a decodificação e ao mesmo tempo permitem que um sistema de reconhe-
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cimento gerado a partir de uma base de dados pequena possa atender a algumas aplicações práticas.
Neste caso, o ajuste de complexidade do sistema também se torna interessante no sentido de dimi-
nuir o custo computacional global do sistema e viabilizar sua implementação em dispositivos com
memória e capacidade de processamento limitados.
Neste Capítulo serão apresentados os resultados obtidos através de três métodos utilizados para
a determinação da complexidade dos HMMs que correspondem aos odelos acústicos das unidades
fonéticas da língua portuguesa adotadas neste trabalho, empregando apenas a base em Português.
4.2 Determinação da Complexidade de HMMs
No processo de modelagem estatística, algumas etapas se sucedem até a obtenção dos modelos
finais. De forma resumida, o primeiro passo consiste em extrair as informações relevantes sobre
o sistema físico em questão, o que no contexto de reconhecimento d fala é realizado através da
parametrização do sinal acústico. Na seqüência, deve-se escolh r a ferramenta matemática através da
qual os modelos serão obtidos, que neste caso corresponde aos Modelos Ocultos de Markov (HMMs).
No passo seguinte, realiza-se a seleção da topologia mais apropri da para os modelos, seguido da
estimação dos parâmetros do modelo. Por fim, realizam-se testes vi ando avaliar a robustez e precisão
dos modelos encontrados.
Durante a fase de seleção da topologia, a abordagem mais simple , do ponto de vista da mo-
delagem estatística, consiste em utilizar um número fixo de Gaussianas por estado para os HMMs.
Entretanto, alguns problemas de ordem prática e de estimação de parâmetros podem surgir em decor-
rência da escolha de tal abordagem, como por exemplo o aumento d masiado do tamanho do sistema
e a sobre-parametrização respectivamente.
A determinação da complexidade mais apropriada de cada HMM érealizada independentemente
da gramática ou algoritmo utilizado na decodificação, pois tal processo ainda pertence à fase de trei-
namento dos modelos. Por este motivo, não se deve utilizar informações extraídas da base de testes
nesta etapa da modelagem. Uma vez que a base de dados utilizada nos experimentos se encontra divi-
dida em base de treinamento e base de teste, todos os métodos discutidos utilizam apenas informações
da base de treinamento no processo de determinação da complexidade dos modelos.
O desempenho dos sistemas de reconhecimento é medido em termos de taxa de reconhecimento










em queNcorretos é o número delabels corretos,Nlabels é o número total delabels da transcrição
correta,Nins é o número de inserções e oslabelspodem ser fones ou palavras.
Os resultados foram obtidos utilizando-se duas gramáticasdistintas, aWord-pairse aBack-off
bigram, a fim de se avaliar os modelos em uma condição bastante restritiva e em outra bastante
flexível na decodificação, respectivamente. Os sistemas queutilizam um número fixo de Gaussianas
por estado são utilizados como referência para comparação de desempenho entre os métodos. Assim,
obtiveram-se sistemas de referência contendo de 5 até 15 Gaussianas por estado.
Tab. 4.1: Sistemas de referência com um número fixo de Gaussiana por estado (de 5 até 15 Gaussia-
nas por estado).
# # Word-pairs Back-off bigram
Número de Número Percentagem Reco. Percentagem Reco.
Gaussianas total de Correta Accur. Correta Accur.
por estado Gaussianas (%) (%) (%) (%)
5 540 91,75 88,63 77,34 52,76
6 648 92,66 89,88 78,37 54,16
7 756 92,47 89,39 78,74 56,01
8 864 91,75 88,28 78,52 54,95
9 972 93,08 90,41 80,33 57,98
10 1080 93,69 90,64 79,65 57,45
11 1188 94,07 91,25 80,14 56,73
12 1296 94,03 91,1 81,01 58,25
13 1404 93,53 90,34 79,58 57,72
14 1512 93,5 90,34 79,01 56,28
15 1620 92,93 89,96 80,18 57,90
Conforme pode ser observado na Tabela 4.1, o desempenho dos sistemas de referência tende a cair
quando se utiliza mais de 12 Gaussianas por estado, o que podeser um indicativo da ocorrência de
sobre-parametrização. Por esse motivo, a análise foi realizad até o sistema contendo 15 Gaussianas
por estado. Os sistemas de referência que apresentaram os melh res desempenhos, para as gramáticas
Word-pairseBack-off bigram, possuem 11 e 12 Gaussianas por estado respectivamente.
Deve-se notar que o comportamento dos sistemas de referência é aproximadamente o mesmo,
independentemente da gramática utilizada, a menos de um fator de escala, como pode ser observado
na Figura 4.1. Tal fato sugere, em uma análise inicial, que osr sultados das alterações nos modelos
acústicos podem ser observados de forma independente da gramática utilizada na decodificação.
Na seqüência, serão apresentados os resultados obtidos através de três métodos para seleção da
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Fig. 4.1: Taxa de reconhecimento de palavras dos sistemas dereferência (de 5 até 15 Gaussianas por
estado).
complexidade dos modelos.
4.2.1 Critério de Informação Bayesiano (BIC)
O Critério de Informação Bayesiano (BIC) é utilizado freqüentemente na seleção de topologia de
modelos estatísticos. Tal método consiste basicamente na escolha do modelo que melhor se ajuste
aos dados de treinamento e que ao mesmo tempo possua o menor número de parâmetros possível,
seguindo dessa forma o princípio da parcimônia. Neste sentido, varia-se o parâmetroλ, que pondera
o termo de penalização do tamanho do modelo, até se determinar o modelo cuja topologia maximize
o BIC.
O BIC pode ser considerado como uma aproximação do critério MDL (FJ02; CS00), e trabalhos
anteriores mostram que o MDL é mais eficiente na determinaçãodo número de componentes em mis-
turas Gaussianas do que o critério AIC (MA94). Por este motivo, os experimentos foram realizados
apenas com o BIC.
É importante notar que a quantidade de topologias candidatas aumenta consideravelmente à me-
dida que se incrementa o tamanho do modelo. No problema em questão, por exemplo, tem-se 108
estados e permite-se que cada estado tenha até 11 Gaussianas. Assim, o número de total de possíveis
topologias candidatas é de11108. Entretanto, não é necessário e nem viável testar todas as posibilida-
des, pois os estados são analisados individualmente. Assim, iniciando a análise pelo maior modelo,
deve existir um tamanho abaixo do qual não é possível aumentar o v lor do BIC e, neste ponto, a
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análise deve ser interrompida.
Os tamanhos máximos de 1188 e 1296 Gaussianas foram escolhidos para as análises utilizando
as gramáticasWord-pairse Back-off bigramrespectivamente, pois correspondem aos sistemas com
número fixo de Gaussianas por estado com os melhores desempenhos.
Word-pairs
Os resultados obtidos através do BIC, utilizando a gramáticaWord-pairs, assim como os valores
do parâmetroλ, encontram-se na Tabela 4.2.
Tab. 4.2: Desempenho dos modelos obtidos através do BIC. A comparação foi realizada com o sis-
tema de referência contendo 1188 Gaussianas (11 por estado). Os valores entre parênteses indicam a
diferença entre os sistemas obtidos pelo BIC e o de referência.
Número Percentagem Reco. Economia
λ de Correta Accur. de Parâmetros
Gaussianas (%) (%) (%)
0,03 1034 93,95 (-0,12) 90,91 (-0,34) 13
0,05 1016 93,99 (-0,08) 90,79 (-0,46) 14,5
0,07 1006 94,18 (+0,11) 91,25 (0) 15,3
0,1 989 93,8 (-0,27) 90,79 (-0,46) 16,8
0,2 946 93,42 (-0,65) 90,41 (-0,84) 20,4
0,3 910 93,57 (-0,5) 90,34 (-0,91) 23,4
0,4 884 93,88 (-0,19) 90,72 (-0,53) 25,6
O sistema contendo 1006 Gaussianas, obtido através do BIC paraλ = 0, 07, apresentou o melhor
resultado do ponto de vista da taxa de reconhecimento de palavras. Tal sistema tem 15,3% menos
parâmetros do que o de referência (1188 Gaussianas), e no entanto possui praticamente o mesmo
desempenho. É possível obter sistemas menores, apresentado um maior economia de parâmetros,
mas neste caso com uma degradação no desempenho.
A questão inicial na busca da topologia mais apropriada é definir uma prioridade, ou seja, pri-
vilegiar o desempenho em detrimento da economia ou privilegar a economia em detrimento do
desempenho, desde que estabelecido um limiar mínimo aceitável para a taxa de reconhecimento.
Deve-se ressaltar que, no primeiro caso, é possível se obterum sistema cujo desempenho pode supe-
rar consideravelmente aqueles obtidos pelos sistemas de referência com aproximadamente o mesmo
tamanho. Por exemplo, o sistema obtido pelo BIC paraλ = 0, 4, contendo 884 Gaussianas, tem
aproximadamente o mesmo tamanho do sistema de referência com 864 Gaussianas, porém apresenta
um desempenho superior, em termos de taxa de reconhecimentode palavras eaccuracy, de 2,13% e
2,44% respectivamente.
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Back-off bigram
Os resultados obtidos com a gramáticaB ck-off bigrammostram a mesma tendência daqueles
obtidos com aWord-pairs, a menos de um fator de escala, como era esperado. À medida quese
aumenta gradativamente o peso do termo de penalizaçãoλ, obtêm-se sistemas menores que o de
referência e cujo desempenho aumenta até um determinado valor. Além deste ponto, nota-se uma
diminuição no desempenho dos sistemas obtidos, e portanto aálise é interrompida.
A Tabela 4.3 apresenta os resultados obtidos e também as comparações relativas ao sistema de
referência com 1296 Gaussianas (12 por estado).
Tab. 4.3: Desempenho dos modelos obtidos através do BIC. A comparação foi realizada com o sis-
tema de referência contendo 1296 Gaussianas (12 por estado). Os valores entre parênteses indicam a
diferença entre os sistemas obtidos pelo BIC e o de referência.
Número Percentagem Reco. Economia
λ de Correta Accur. de Parâmetros
Gaussianas (%) (%) (%)
0,03 1123 80,52 (-0,49) 56,92 (-1,33) 13,3
0,05 1110 80,75 (-0,26) 57,60 (-0,65) 14,4
0,07 1092 80,71 (-0,3) 57,30 (-0,95) 15,7
0,1 1072 80,26 (-0,75) 55,90 (-2,35) 17,3
0,15 1042 79,46 (-1,55) 54,77 (-3,48) 19,6
0,2 1010 79,61 (-1,4) 55,26 (-2,99) 22,1
0,3 957 80,03 (-0,98) 55,79 (-2,46) 26,2
É importante notar que os sistemas obtidos pelo BIC, utilizando-se a gramáticaBack-off bigram
na decodificação, apresentam uma degradação em relação ao melhor sistema de referência maior do
que aquela observada anteriormente empregando a gramáticaWord-pairs.
O sistema obtido pelo BIC, cujo desempenho mais se aproxima daquele de referência, contém
1110 Gaussianas, possuindo portanto 14,4% menos parâmetros. No entanto, a taxa de reconheci-
mento de palavras e oaccuracyobtidos foram 80,75% e 57,60% respectivamente. Nesta condição,
observou-se então uma queda no desempenho (-0,26% e -0,65%)em relação ao sistema de referência,
enquanto no caso anterior, utilizando-se a gramáticaWord-pairs, foi possível se encontrar um sistema
com 15,3% menos parâmetros, apresentando pelo menos o mesmod empenho (+0,11% e 0%) do
sistema de referência. Tal fato sugere, em uma primeira análise, que a obtenção de sistemas menores
que os de referência e que possuam pelo menos o mesmo desempenho destes seja mais difícil quando
realizada em uma condição mais flexível durante a decodificação.
Sabe-se que a utilização do BIC visa obter um sistema cuja topologia seja mais apropriada do
que aquela contendo um número fixo de Gaussianas por estado. Se a comparação for realizada entre
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os sistemas obtidos pelo BIC e os de referência com aproximadaente o mesmo número de Gaus-
sianas, ao invés de se comparar com sistemas maiores, torna-se m is clara a vantagem da utilização
do método de determinação da complexidade do modelo, indepentemente da gramática utilizada.
Por exemplo, o sistema contendo 1092 Gaussianas, indicado na Tabela 4.3, tem aproximadamente
o mesmo tamanho do sistema de referência contendo 1080 Gaussianas (10 por estado), indicado na
Tabela 4.1, e possui um desempenho superior em termos de taxade reconhecimento de +1,06%. Por-
tanto, é possível se obter um sistema contendo um número variado de Gaussianas por estado, através
de um dos métodos de determinação da complexidade de modelosHMM, que supere o sistemas de
referência com aproximadamente o mesmo tamanho, conforme esperado.
Uma vez realizada a observação em relação à eficácia do métodopara determinação da complexi-
dade dos modelos, e a menos que seja relevante realizá-la novamente, os resultados serão apresenta-
dos incluindo apenas comparações em relação ao melhor sistema com número fixo de Gaussianas por
estado, pois o principal objetivo deste trabalho é a obtenção de sistemas menores do que o melhor de
referência e que apresentem pelo menos o mesmo desempenho, co forme mencionado anteriormente.
4.2.2 Medida de Entropia
O método para determinação da complexidade dos HMMs baseadona entropia, utiliza medidas
sobre a quantidade de dados associados a cadacluster, sobre a variância de cada Gaussiana e, final-
mente, avalia a variação da entropia do estado após a introduçã e uma nova componente no modelo,
ou seja, verifica a quantidade de informação contida no aumento do tamanho do modelo.
Resumidamente, as variações de entropia de todos os estados são ordenadas em ordem decrescente
e os N primeiros estados, de acordo com tal ordenação, são incrementados, enquanto os demais
permanecem com o mesmo número de parâmetros. O processo se repete até que o tamanho desejado
para o sistema seja atingido.
Tal método necessita de mais condições iniciais do que aquele apresentado anteriormente pelo
BIC, o que confere uma maior flexibilidade ao algoritmo, porém au enta consideravelmente a busca
pela topologia mais apropriada. A definição arbitrária a priori do tamanho do sistema pode ser in-
teressante no caso de um sistema embarcado, no qual o limite físico do dispositivo é conhecido e
bastante reduzido. Porém, ajustar o tamanho do sistema à capacid de do dispositivo, não garante que
esta seja a melhor estratégia do ponto de vista do compromissentre complexidade e desempenho,
pois é possível que sistemas menores possuam ainda um desempenho superior. Portanto, a questão
inicial é como definir o tamanho do sistema para que se possa executar o método baseado na entropia
dos estados. Optou-se arbitrariamente por utilizar os tamanhos dos melhores sistemas obtidos pelo
novo método GEA, que será introduzido no próximo capítulo, pois dessa forma será possível fazer
uma comparação mais direta entre tais métodos.
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Outro aspecto importante reside no fato de que o método da entropia implementa um incremento
gradativo no tamanho do sistema, juntamente com um treinameto baseado no algoritmoSegmental
K-means. Tal algoritmo é mais simples que o de Baum-Welch, e a cada iterção utiliza o próprio
modelo para realizar um alinhamento de Viterbi. Dessa forma, as iterações iniciais são realizadas
utilizando uma segmentação pouco confiável, devido ao estágio inicial precário do modelo. À medida
que o sistema é incrementado e treinado, as segmentações passam a er mais confiáveis. Neste ponto,
surge idéia de se utilizar uma segmentação mais elaborada naprimeira iteração do algoritmo, obtida
através de uma segmentação manual ou a partir de um sistema prvi mente treinado, ou até mesmo,
em um caso extremo, utilizar tal segmentação durante todo o pr cesso de incremento do tamanho do
sistema. Neste último caso, o algoritmo se torna mais rápidodevido ao fato de não se realizar mais
o alinhamento de Viterbi durante o crescimento dos HMMs. Assim, alguns testes foram realizados
com a alteração no algoritmo original, utilizando uma segmentação fixa durante todas as iterações do
método da entropia.
Os resultados foram obtidos para as duas gramáticas utilizadas na decodificação, pelas mesmas
razões apresentadas anteriormente, e as comparações foramrealizadas com os sistemas contendo
1188 Gaussianas e 1296 Gaussianas, que correspondem aos sistema de referência (número fixo de
Gaussianas por estado) com os melhores desempenhos, quandoutilizadas as gramáticasWord-pairs
eBack-off bigramrespectivamente.
Word-pairs
Os experimentos iniciais com o método da entropia foram realizados utilizando a gramáticaWord-
pairs, e se encontram presentes na Tabela 4.4. Os sistemas com número variado de Gaussianas por
estado possuem um total de 996 Gaussianas e os incrementos deN estados a cada iteração variaram
de 40 até 100.
O melhor resultado foi obtido para o incremento de 100 estadocada iteração do algoritmo.
Tal sistema possui um desempenho que supera o de referência em 0,57% e 1,1%, em termos de taxa
de reconhecimento de palavras eaccuracyrespectivamente, e ao mesmo tempo possui 16,2% menos
parâmetros.
Neste método, todos os sistemas obtidos possuem o mesmo tamanho, pois tal variável foi defi-
nida no início da análise. Portanto, a escolha do melhor modelo ocorre baseada exclusivamente nos
desempenhos. É importante ressaltar novamente que a escolha do tamanho final do sistema segue um
critério arbitrário, de acordo com o algoritmo. Porém, neste trabalho, a escolha foi baseada em re-
sultados obtidos através de outro método, que será introduzido posteriormente. Portanto, na ausência
de outro método capaz de fornecer um valor apropriado para o tamanho do sistema, a busca para a
obtenção da topologia capaz de fornecer tais resultados certamente seria mais custosa.
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Tab. 4.4: Desempenho dos modelos obtidos através do método da entropia. A comparação foi re-
alizada com o sistema de referência contendo 1188 Gaussiana(11 por estado). Os valores entre
parênteses indicam a diferença entre os sistemas obtidos por tal método e o de referência. O alinha-
mento de Viterbi é realizado a cada iteração do algoritmo.
Incremento Número Percentagem Reco. Economia
de N de Correta Accur. de Parâmetros
estados Gaussianas (%) (%) (%)
40 996 93,8 (-0,27) 91,86 (+0,61) 16,2
50 996 93,91 (-0,16) 91,48 (+0,23) 16,2
60 996 94,6 (+0,53) 91,78 (+0,53) 16,2
70 996 94,14 (+0,07) 91,94 (+0,69) 16,2
80 996 94,03 (-0,04) 92,09 (+0,84) 16,2
90 996 94,56 (+0,49) 92,24 (+0,99) 16,2
100 996 94,64 (+0,57) 92,35 (+1,1) 16,2
Na seqüência, obtiveram-se os resultados através do métododa entropia utilizando uma segmenta-
ção fixa, gerada pelo melhor sistema de reconhecimento de fala disponível (obtido pelo novo método
GEA que será introduzido no próximo Capítulo), ao invés de realizar o alinhamento de Viterbi a cada
iteração do algoritmo. A Tabela 4.5 mostra os resultados em tal condição.
Tab. 4.5: Desempenho dos modelos obtidos através do método da entropia, utilizando uma segmen-
tação fixa, ao invés do alinhamento de Viterbi em cada iteração. A comparação foi realizada com o
sistema de referência contendo 1188 Gaussianas (11 por estado). Os valores entre parênteses indicam
a diferença entre os sistemas obtidos por tal método e o de referência.
Incremento Número Percentagem Reco. Economia
de N de Correta Accur. de Parâmetros
estados Gaussianas (%) (%) (%)
40 996 93,53 (-0,54) 90,79 (-0,46) 16,2
50 996 93,5 (-0,57) 90,95 (-0,3) 16,2
60 996 93,84 (-0,23) 91,59 (+0,34) 16,2
70 996 93,72 (-0,35) 91,21 (-0,04) 16,2
80 996 94,64 (+0,57) 91,82 (+0,57) 16,2
90 996 94,29 (+0,22) 91,63 (+0,38) 16,2
100 996 94,79 (+0,72) 91,71 (+0,46) 16,2
A alteração no método da entropia também permitiu a obtençãode sistemas com 16,2% menos
parâmetros que o de referência, com desempenho superior e fornecendo o maior valor da taxa de
reconhecimento de palavras, que foi de 94,79%. Entretanto,tal sistema obtido paraN = 100, forne-
ceu um valor deaccuracyde 91,71%, apresentando portanto um desempenho inferior àquele obtido
anteriormente paraN = 100 (vide Tabela 4.4), seguindo o método da entropia original.
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É importante notar que, em ambos os casos, os melhores resultados foram obtidos com os maiores
valores de incremento N testados, próximos ao valor máximo possível (N = 108). Tal fato traz
indícios de que um incremento mais detalhado, onde o extremos ria de um estado a cada iteração
(N = 1), talvez seja menos eficiente, tornando o processo muito oner so.
Os valores médios de taxa de reconhecimento eaccuracy, obtidos pela proposta original do mé-
todo baseado na entropia, são de (94,24± 0,33)% e (91,96± 0,29)%, respectivamente, com nível de
confiança de 95%. Os resultados obtidos com a utilização da segmentação fixa no método da entropia
fornecem (94,04± 0,49)% e (91,39± 0,37)% como valores médios de taxa de reconhecimento e
accuracy, respectivamente. Pode-se observar então através dos valores médios deaccuracy, que é
mais interessante utilizar o método da entropia seguindo a pr posta original, ao invés de utilizar uma
segmentação fixa. No entanto, os valores médios de taxa de reconhecimento de palavras foram bem
próximos entre si, mostrando que a idéia de se utilizar uma segmentação fixa para diminuir o tempo
de treinamento também é válida.
Back-off bigram
Os últimos resultados obtidos através do método da entropia, utilizando a gramáticaBack-off
bigram, estão indicados nas Tabelas 4.6 e 4.7. Novamente os tamanhos dos sistemas foram definidos
de acordo com os tamanhos daqueles que apresentaram os melhores desempenhos obtidos pelo novo
GEA, no intuito de se realizar comparações posteriores entre os métodos. Dessa forma, os sistemas
foram determinados com 1040 e 1055 Gaussianas. Nestes experimentos o alinhamento de Viterbi é
realizado a cada iteração do algoritmo.
Tab. 4.6: Desempenho dos modelos obtidos através do método da entropia. A comparação foi re-
alizada com o sistema de referência contendo 1296 Gaussiana(12 por estado). Os valores entre
parênteses indicam a diferença entre os sistemas obtidos por tal método e o de referência. O alinha-
mento de Viterbi é realizado a cada iteração do algoritmo.
Incremento Número Percentagem Reco. Economia
de N de Correta Accur. de Parâmetros
estados Gaussianas (%) (%) (%)
40 1040 80,3 (-0,71) 59,8 (+1,55) 19,8
50 1040 81,2 (+0,19) 60,67 (+2,42) 19,8
60 1040 80,56 (-0,45) 58,7 (+0,45) 19,8
70 1040 81,62 (+0,61) 60,51 (+2,26) 19,8
80 1040 81,47 (+0,46) 60,44 (+2,19) 19,8
90 1040 81,05 (+0,04) 61,01 (+2,76) 19,8
100 1040 81,24 (+0,23) 61,57 (+3,32) 19,8
4.2 Determinação da Complexidade de HMMs 53
Tab. 4.7: Desempenho dos modelos obtidos através do método da entropia. A comparação foi re-
alizada com o sistema de referência contendo 1296 Gaussiana(12 por estado). Os valores entre
parênteses indicam a diferença entre os sistemas obtidos por tal método e o de referência. O alinha-
mento de Viterbi é realizado a cada iteração do algoritmo.
Incremento Número Percentagem Reco. Economia
de N de Correta Accur. de Parâmetros
estados Gaussianas (%) (%) (%)
40 1055 80,3 (-0,71) 58,85 (+0,6) 18,6
50 1055 80,56 (-0,45) 59,38 (+1,13) 18,6
60 1055 81,16 (+0,15) 59,83 (+1,58) 18,6
70 1055 81,58 (+0,57) 60,67 (+2,42) 18,6
80 1055 81,09 (+0,08) 59,98 (+1,73) 18,6
90 1055 80,98 (-0,03) 61,31 (+3,06) 18,6
100 1055 81,39 (+0,38) 61,50 (+3,25) 18,6
Deve-se notar que os sistemas obtidos neste ponto, apresentam sensível ganho de desempenho,
quando comparados ao sistema de referência e também quando comparados àqueles obtidos pelo BIC
(vide Tabela 4.3).
4.2.3 Método Discriminativo
A utilização de medidas discriminativas para a seleção de topologias tem sido pouco explorada na
literatura, apesar da existência de diversos métodos para adeterminação da complexidade de modelos
estatísticos.
O método em questão utiliza informações extraídas da segmentação da base de dados de trei-
namento, realizada através do alinhamento forçado de Viterbi. Além disso, identifica dois tipos de
modelos, de acordo com a complexidade: “não agressivos”, que correspondem aos modelos com
baixa resolução acústica e que necessitam de mais Gaussianas, e os “invasivos”, correspondendo aos
modelos com alta resolução acústica e que interferem em outros modelos.
A idéia básica consiste em aumentar a complexidade dos HMMs de um determinado sistema,
de acordo com uma medida discriminativa que indica quais estado do HMM necessitam de uma
maior resolução acústica. Dessa forma, os modelos dos estados identificados como “não agressivos”
são substituídos por modelos correspondentes extraídos deum sistema maior. Portanto, tal método
requer inicialmente pelo menos dois sistemas contendo um número fixo de componentes por estado,
um com baixa resolução e outro com alta resolução acústica. Além disso, outra condição inicial para
o algoritmo é o limiar abaixo do qual os estados são considerados “não agressivos”.
A notação do trabalho original (PB00) Mx × My-lim, foi utilizada para representar os sistemas
obtidos através deste método, em que Mx é o sistema menor contendo “x” Gaussianas por estado,
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My é o sistema maior contendo “y” Gaussianas por estado, e “lim”é o limiar adotado.
Neste ponto, um aspecto importante que deve ser discutido quando se deseja encontrar a topologia
que apresente o melhor compromisso entre complexidade e desemp nho, é a escolha dos sistemas
Mx e My. Admitindo a hipótese de se realizar a escolha mais adequadade tais sistemas, é razoável
esperar que a topologia mista contendo apenas dois números distintos de componentes por estado para
o modelo final não seja a mais plausível do ponto de vista do compro isso desejado neste trabalho,
pois a complexidade de cada estado pode variar continuamente d um até um determinado número
inteiro de Gaussianas.
A estratégia proposta no trabalho original afirma, em geral,ser suficiente apenas o tratamento
dos modelos dos estados considerados “não agressivos”, e portanto nenhuma atenção é dedicada aos
modelos “invasivos”. A determinação dos modelos “invasivo” é utilizada para reforçar a idéia de se
aumentar a resolução acústica dos modelos “não agressivos”. P rém, deve-se notar que, apesar da
complementaridade do problema, a existência de modelos “invasivos” pode ser indício da ocorrên-
cia de sobre-parametrização e, neste caso, uma abordagem envolvendo a diminuição do número de
parâmetros do modelo é mais apropriada do que o enriquecimento dos modelos considerados com
baixa complexidade, principalmente do ponto de vista da robustez do sistema. Resumidamente, o
método sugere que o sistema final contendo dois números distintos de Gaussianas por estado tenha
um tamanho menor do que o do sistema My e desempenho maior do que o do sistema Mx.
Os sistemas de referência (número fixo de Gaussianas por estado) contendo 1188 e 1296 Gaus-
sianas, que apresentaram os melhores desempenhos no reconhecimento, foram utilizados como os
sistemas My, nos testes com as gramáticasWord-pairseBack-off bigram, respectivamente.
Word-pairs
Os resultados obtidos através do método discriminativo, utilizando-se a gramáticaWord-pairs,
encontram-se presentes na Tabela 4.8.
Os resultados mostram que os sistemas mistos obtidos com menos parâmetros que o melhor de
referência, apresentam pelo menos uma pequena perda no desempenho, não tendo ocorrido portanto
aumento no desempenho em caso algum. Entretanto, se a comparação for realizada entre o sistema
de referência e o sistema misto com aproximadamente o mesmo tamanho, pode-se observar ganho de
desempenho. Por exemplo, comparando-se o sistema M5×M11-0, 60 que contém 756 Gaussianas com
o de referência de mesmo tamanho, nota-se um ganho de desempenho do sistema misto em relação ao
de referência de 0,84% e 1,29% em termos de taxa de reconhecimento eaccuracy, respectivamente.
É importante ressaltar que o método discriminativo apresenta vantagens quando a comparação é feita
entre o sistema com número variado de componentes e o de referência com aproximadamente o
mesmo tamanho, mas não mostrou vantagens quanto ao principal objetivo deste trabalho, ou seja,
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Tab. 4.8: Desempenho dos modelos obtidos através do método discriminativo. A comparação foi
realizada com o sistema de referência contendo 1188 Gaussiana (11 por estado). Os valores entre
parênteses indicam a diferença entre os sistemas obtidos por tal método e o de referência.
Sistema Número Percentagem Reco. Economia
misto de Correta Accur. de Parâmetros
Mx × My-lim Gaussianas (%) (%) (%)
M5 × M11-0, 45 714 92,89 (-1,18) 90,03 (-1,22) 39,9
M5 × M11-0, 60 756 93,31 (-0,76) 90,68 (-0,57) 36,4
M5 × M11-0, 85 792 93,69 (-0,38) 90,99 (-0,26) 33,3
M7 × M11-0, 45 872 93,08 (-0,99) 90,22 (-1,03) 26,6
M7 × M11-0, 60 888 92,81 (-1,26) 90,11 (-1,14) 25,3
M7 × M11-0, 85 908 93,08 (-0,99) 90,22 (-1,03) 23,6
M9 × M11-0, 45 1014 93,72 (-0,35) 90,99 (-0,26) 14,6
M9 × M11-0, 60 1024 93,69 (-0,38) 90,91 (-0,34) 13,8
M9 × M11-0, 85 1036 93,38 (-0,69) 90,45 (-0,8) 12,8
M10 × M11-0, 45 1094 93,95 (-0,12) 90,95 (-0,3) 7,9
M10 × M11-0, 60 1097 93,91 (-0,16) 90,64 (-0,61) 7,7
M10 × M11-0, 85 1101 93,88 (-0,19) 90,68 (-0,57) 7,3
determinar sistemas menores que o melhor de referência, masque apresentem pelo menos o mesmo
desempenho. Tal fato pode ser explicado provavelmente pelaprópria restrição do método, que permite
ao sistema final ter apenas dois números possíveis de Gaussianas por estado.
O sistema misto que mais se aproximou do objetivo desejado foi o M10 × M11-0, 45, que possui
7,9% menos parâmetros que o de referência e apresenta a menorperda de desempenho, de 0,12% e
0,3% em termos de taxa de reconhecimento eaccuracy, respectivamente.
Back-off bigram
Os resultados finais obtidos com a utilização da gramáticaBack-off bigramestão indicados na
Tabela 4.9. Neste caso, entretanto, tentou-se avaliar uma faixa maior de limiares em relação àqueles
escolhidos anteriormente.
O sistema que mais se aproximou do objetivo desejado foi o M7 × 12-0, 8, que possui 27,8%
menos parâmetros do que o melhor de referência, apresentando uma perda de 0,71% na taxa de reco-
nhecimento e um ganho noaccuracyde 1,24%. Tais experimentos também mostram uma tendência
de aumento na taxa de reconhecimento à medida que aumenta o valor do limiar, o que não foi possível
de ser observado nos experimentos com a gramáticaWord-pairs. É importante mencionar novamente
que, apesar de não ser o foco deste trabalho, a eficiência do método pode ser notada de forma mais
clara quando os sistemas mistos são comparados com os de referência contendo aproximadamente o
mesmo tamanho.
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Tab. 4.9: Desempenho dos modelos obtidos através do método discriminativo. A comparação foi
realizada com o sistema de referência contendo 1296 Gaussiana (12 por estado). Os valores entre
parênteses indicam a diferença entre os sistemas obtidos por tal método e o de referência.
Sistema Número Percentagem Reco. Economia
misto de Correta Accur. de Parâmetros
Mx × My-lim Gaussianas (%) (%) (%)
M5 × M12-0, 2 617 76,66 (-4,35) 52,08 (-6,17) 52,4
M5 × M12-0, 4 736 77,38 (-3,63) 52,76 (-5,49) 43,2
M5 × M12-0, 6 792 78,71 (-2,3) 54,69 (-3,56) 38,9
M5 × M12-0, 8 820 78,63 (-2,38) 55,64 (-2,61) 36,7
M7 × M12-0, 2 806 78,18 (-2,83) 55,41 (-2,84) 37,8
M7 × M12-0, 4 876 78,48 (-2,53) 55,79 (-2,46) 32,4
M7 × M12-0, 6 921 79,39 (-1,62) 57,68 (-0,57) 28,9
M7 × M12-0, 8 936 80,3 (-0,71) 59,49 (+1,24) 27,8
M9 × M12-0, 2 1002 79,46 (-1,55) 57,26 (-0,99) 22,7
M9 × M12-0, 4 1038 79,46 (-1,55) 57,11 (-1,14) 19,9
M9 × M12-0, 6 1071 80,18 (-0,83) 59,27 (+1,02) 17,4
M9 × M12-0, 8 1086 80,33 (-0,68) 58,66 (+0,41) 16,2
M11 × M12-0, 2 1197 79,99 (-1,02) 57,68 (-0,57) 7,6
M11 × M12-0, 4 1209 80,41 (-0,6) 58,55 (+0,3) 6,7
M11 × M12-0, 6 1213 79,8 (-1,21) 58,36 (+0,11) 6,4
M11 × M12-0, 8 1218 79,99 (-1,02) 57,79 (-0,46) 6,0
4.3 Discussão
No intuito de atingir o principal objetivo deste trabalho, os três métodos apresentados enfrentaram
uma maior dificuldade na determinação da topologia dos HMMs durante a utilização da gramática
Back-off bigram, o que pode ser explicado possivelmente pela maior flexibilidade conferida ao pro-
cesso de decodificação neste caso.
Portanto, a comparação entre os métodos pode ser feita de forma mais rigorosa através dos resul-
tados obtidos com a gramáticaBack-off bigram. Neste sentido, definiu-se um fator de desempenho
(Fd) em função dos ganhos obtidos em termos da taxa de reconhecimento de palavras (GTR) e do
accuracy(Gacc), conforme a Equação 4.3.
Fd = GTR + Gacc. (4.3)
Dessa forma, a Tabela 4.10 mostra resumidamente os melhoressist mas obtidos através de cada
método, de acordo com o fator de desempenho.
O melhor desempenho, independentemente da economia, foi obtido então pelo método da entro-
pia. Entretanto, se a busca for realizada no intuito de se escolher o modelo que apresente a maior
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Tab. 4.10: Melhores sistemas obtidos através do BIC, método daentropia e método discriminativo,
de acordo com os valores deFd. A comparação foi realizada com o sistema de referência contendo
1296 Gaussianas (12 por estado).
Número Percentagem Reco. Economia
Método de Correta Accur. Fd de Parâmetros
Gaussianas (%) (%) (%) (%)
BIC 1110 80,75 (-0,26) 57,60 (-0,65) -0,91 14,4
Entropia 1055 81,39 (+0,38) 61,50 (+3,25) +3,63 18,6
Discriminativo 936 80,3 (-0,71) 59,49 (+1,24) +0,53 27,8
economia e pelo menos o mesmo desempenho do sistema de referência, ou seja, paraFd ≥ 0, obtém-
se então a Tabela 4.11.
Tab. 4.11: Sistemas mais econômicos obtidos através do BIC, método da entropia e método discrimi-
nativo, para a condiçãoFd ≥ 0. A comparação foi realizada com o sistema de referência contendo
1296 Gaussianas (12 por estado).
Número Percentagem Reco. Economia
Método de Correta Accur. Fd de Parâmetros
Gaussianas (%) (%) (%) (%)
BIC - - - - -
Entropia 1040 81,24 (+0,23) 61,57 (+3,32) +3,55 19,8
Discriminativo 936 80,3 (-0,71) 59,49 (+1,24) +0,53 27,8
Deve-se notar que apesar do método discriminativo ter fornecido o sistema mais econômico e ao
mesmo tempo ter atendido à condiçãoFd ≥ 0, não se pode obter conclusões acerca de qual o método
mais eficiente para esta finalidade, visto que o menor sistemag rado pelo método da entropia possui
1040 Gaussianas, e o BIC não forneceu modelos que satisfizessem a condição desejada. Porém,
verificou-se que o desempenho do BIC foi inferior ao dos demaisétodos apresentados.
Os resultados mostram também que é possível se obter um ganhoco siderável, em detrimento da
economia de parâmetros, ou uma economia considerável, em detri ento do ganho de desempenho.
Portanto, é importante se definir inicialmente as prioridades para o processo de determinação
da topologia dos HMMs. Neste sentido, a fim de simplificar as referências posteriores, definem-se
três objetivos que podem ser priorizados durante o processode determinação da complexidade das
misturas Gaussianas:
• Objetivo I - Determinação de um sistema que apresente um desempenho significativamente su-
perior, quando comparado ao sistema de referência com aproximadamente o mesmo tamanho.
• Objetivo II - Determinação de um sistema menor que o melhor sistema de referência e que
apresente o maior desempenho possível.
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• Objetivo III - Determinação de um sistema que apresente pelo m nos o mesmo desempenho do
melhor sistema de referência (Fd ≥ 0), e que possua a menor complexidade possível.
Neste trabalho o enfoque principal é atingir um melhor compro isso entre complexidade e de-
sempenho do que o melhor sistema de referência, o que correspnde aos objetivos II e III.
Em última análise, os três métodos apresentados são comprovadamente eficazes na determinação
de sistemas contendo um número variado de Gaussianas por estado, quando os desempenhos de tais
sistemas são comparados com os de referência que possuem aproxim damente o mesmo tamanho
(Objetivo I), o que pode ser observado na Tabela 4.12. Entreta to, deve-se destacar também que essa
tarefa é mais simples do que a da determinação de sistemas comnúmero variado de componentes que
superem o desempenho do melhor sistema de referência (Objetivo II), ou que apresentem pelo menos
o mesmo desempenho do melhor sistema de referência mas que possuam consideravelmente menos
parâmetros (Objetivo III).
Tab. 4.12: Comparação entre sistemas com número variado de componentes por estado, obtidos
através do BIC, método da entropia, método discriminativo, e osistema de referência com aproxima-
damente o mesmo tamanho (1080 Gaussianas).
Número Percentagem Reco.
Método de Correta Accur.
Gaussianas (%) (%)
BIC 1092 80,71 (+1,06) 57,3 (-0,15)
Entropia 1055 81,39 (+1,74) 61,50 (+4,05)
Discriminativo 1086 80,33 (+0,68) 58,66 (+1,21)
Sistema de Referência 1080 79,65 57,45
4.4 Conclusões
Os três métodos se mostraram eficazes na determinação de sistemas que apresentam um melhor
compromisso entre desempenho e complexidade dos modelos. Ta fato pode ser facilmente observado
pelas comparações entre os sistemas com número variado de componentes por estado e os sistemas
de referência com aproximadamente o mesmo tamanho. Entretanto, nem todos os métodos tiveram
desempenho satisfatório na determinação de sistemas de acor o com os principal objetivo do trabalho,
que consiste na busca de sistemas que possuam pelo menos o mesm desempenho do melhor de
referência e que possuam consideravelmente menos parâmetros.
O Critério de Informação Bayesiano (BIC), dentre os métodos analis dos, foi o que apresentou as
maiores dificuldades, principalmente quando priorizado o Objetivo III. Tal método é o mais simples
do ponto de vista de algoritmo e das condições iniciais.
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Em contrapartida, o método da entropia apresentou resultados satisfatórios, independentemente
do objetivo definido. Tal método possui o algoritmo mais custoso, e a ausência da informação inicial
sobre o tamanho do sistema, que no caso foi extraída através dutilização de outro método, poderia
ter dificultado consideravelmente a busca pela topologia mas apropriada. A utilização de uma seg-
mentação fixa pode ser utilizada no intuito de diminuir o custo computacional de tal algoritmo, porém
os sistemas obtidos desta forma podem apresentar desempenho m or do que aqueles obtidos com a
proposta original do algoritmo.
Por último, o método discriminativo também forneceu resultados satisfatórios para os três ob-
jetivos definidos, mesmo na ausência de uma segmentação manual da base de dados. Utilizou-se
então uma segmentação obtida pelo alinhamento forçado de Viterbi, realizado a partir do sistema de
reconhecimento disponível com o melhor desempenho.
As gramáticas utilizadas forneceram resultados semelhants, a menos de um fator de escala. Con-
tudo, verificou-se que aBack-off bigramrequer um sistema mais robusto para que o desempenho
durante a decodificação seja aceitável e, neste sentido, pode m strar mais claramente a eficácia dos
métodos analisados.
Capítulo 5
O Algoritmo de Eliminação de Gaussianas
(GEA)
5.1 Introdução
A análise discriminativa tem sido bastante explorada no contexto de modelagem estatística em
problemas de classificação. Neste sentido, existem diversos alg ritmos de treinamento capazes de
realizar a tarefa de estimação de parâmetros de forma a maximiz r a discriminabilidade dos modelos.
Em linhas gerais, o processo de modelagem estatística consiste de 4 etapas interligadas: análise
dos dados (coleta e tratamento inicial dos dados, extração de variáveis características do sistema),
detecção de estrutura (determinação da topologia dos modelos), stimação de parâmetros e validação.
Neste trabalho, uma análise discriminativa é utilizada na fase de detecção de estrutura no intuito de
auxiliar a determinação da topologia mais apropriada do ponto de vista da relação entre complexidade
e desempenho do sistema.
Conforme mencionado anteriormente, tal análise tem sido pouco explorada nesta etapa do pro-
cesso de modelagem e, diferentemente de outras abordagens existent s, este trabalho utiliza medidas
discriminativas para a redução da complexidade de HMMs no intuito de evitar o problema de sobre-
parametrização. Assim, sistemas contendo um número fixo de cmponentes por estado (referência)
podem ser utilizados como ponto de partida para a obtenção desistemas menores contendo um nú-
mero variado de Gaussianas e com desempenho superior, sendoque o enfoque pode ser dado na
economia de parâmetros ou no ganho de desempenho, de acordo com a prioridade estabelecida. É
importante destacar que, apesar dos experimentos terem sido realizados apenas com Modelos Ocul-
tos de Markov, a metodologia proposta pode ser estendida diretamente para qualquer modelo com
mistura de Gaussianas.
Outro aspecto que deve ser notado a fim de se generalizar os conceitos do método proposto, en-
61
62 O Algoritmo de Eliminação de Gaussianas (GEA)
volve a questão da segmentação dos dados de fala. Para que o métod possa ser aplicado, é necessário
se ter uma base de treinamento segmentada, podendo-se dessaforma diferenciar os padrões existentes
e, no caso de sinais de fala, a realização de tal tarefa é bastante onerosa. Em outros problemas de
reconhecimento de padrões, é possível se obter tal segmentação de forma mais simples e precisa.
A base de dados pequena em Português do Brasil (não segmentada) foi utilizada nos experimentos
durante a elaboração da versão inicial do novo método proposto e, posteriormente, os experimentos
com a versão final foram realizados com a base de dados TIMIT (segmentada).
5.2 Proposta Inicial de uma Medida Discriminativa
A primeira questão que deve ser analisada no intuito de se obter informações sobre a discrimina-
bilidade entre modelos é a necessidade de se ter uma base de dados segmentada, de tal forma que seja
possível medir quantitativamente a capacidade de classificação de cada modelo, através de taxas de
acerto e/ouaccuracy. No caso específico de sinais de fala, existem algumas padronizações lingüís-
ticas que permitem estabelecer fronteiras entre as menoresunidades acústicas (fonemas) e, mesmo
neste caso, algumas variações podem também ser aceitas. Tais fronteiras, em geral, são determinadas
manualmente, como um refinamento de uma segmentação automática e, portanto, são encontradas
com muito custo.
Na ausência de tal segmentação, uma alternativa é utilizar asegmentação automática obtida pelo
alinhamento de Viterbi realizado contra a transcrição correta de cada sentença, e gerada a partir de
um sistema de reconhecimento que possua um desempenho elevado. Uma vez que a base de dados
pequena em Português não é segmentada, adotou-se tal estratégia a fim de se obter uma segmentação
para essa base. Em contrapartida, a base de dados TIMIT possui uma segmentação manual precisa e,
neste caso, permitirá avaliar a diferença existente entre asegmentação manual e a segmentação obtida
simplesmente pelo alinhamento de Viterbi.
É mais complicado tratar os padrões observados no sinal de faa do que em outros sinais, no que
tange à determinação da segmentação de referência, e portanto pode ser um teste bastante rigoroso
para avaliar a eficácia do novo método.
Outra questão fundamental para a determinação da medida discriminativa, assumindo-se a dis-
ponibilidade de uma base de treinamento segmentada, é definir como calcular tal medida. Neste
sentido, a verossimilhança pode ser utilizada para quantificar o quão ajustadas as variáveis do mo-
delo se encontram em relação aos dados de treinamento. No caso de HMMs contínuos, que utilizam
PDFs Gaussianas, isto corresponde à verificação da cobertura de cada Gaussiana sobre o espaço de
parâmetros. Após concluído o processo de treinamento, a cobertura de um modelo sobre o espaço
de características de outro modelo pode implicar na ocorrência de erros de reconhecimento durante a
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decodificação. Tal fato se deve, em geral, à existência de parâmet os em excesso, o que caracteriza a
sobre-parametrização.
A idéia inicial consiste basicamente em se calcular a cobertura de uma determinada Gaussiana
sobre os dados associados ao estado cujo modelo contém tal Gaussiana, e na seqüência se calcular
a cobertura da mesma em relação aos dados dos demais estados.Assim, quanto maior a cobertura
sobre os dados associados ao próprio estado e menor a cobertura sobre os dados dos demais estados,
maior a importância da Gaussiana para a discriminabilidadeo modelo. O processo é então repetido
para cada Gaussiana de cada estado.
Em um problema genérico, em que se deseja classificar dois padrões,“A” e “B”, através de dois
modelos com mistura de Gaussianas, “M1” e “M 2” respectivamente, é desejável que as Gaussianas de
M1 apresentem valores de verossimilhança mais elevados do queos valores obtidos com M2, quando
avaliados com os dados rotulados como A e, da mesma forma, é desejáv l que as Gaussianas de M2
apresentem valores de verossimilhança mais elevados do ques valores obtidos com M1, quando
avaliados com os dados rotulados como B. No caso prático, devido à existência de sobreposição das
distribuições dos padrões, é possível que Gaussianas de M1 apresentem valores de verossimilhança
menores do que os valores obtidos com M2, quando avaliados com os dados rotulados como A, e
também que Gaussianas de M2 apresentem valores de verossimilhança menores do que os valores
obtidos com M1, quando avaliados com os dados rotulados como B.
Dessa forma, utilizou-se como medida de importância de uma Gaussiana em relação a cada estado,







em queN (i;j;s)wg corresponde ao número de vezes em que a Gaussiana “i”, que pertence ao estado “j”,
apresenta a maior verossimilhança utilizando dados do estado “s”, eN (s)frames é o número de quadros
associados ao estado “s”. Deve-se notar que, dessa forma, osv lores dos coeficientes de ponderação
das Gaussianas são desconsiderados.
Assim, analisando ainda o caso genérico para efeito de ilustração, idealmente as Gaussianas do
modelo M1 devem fornecer valores dePwg próximos de 1, quando avaliadas com dados rotulados
como A, e valores próximos de 0 quando avaliadas com dados rotulad s como B. Pode-se repetir a
análise facilmente e encontrar conclusões análogas para o modelo M2.
Uma vez quantificada a importância de cada Gaussiana, definiu-se então uma medida da discrimi-
nabilidade de cada modelo, de tal forma que quanto maior o valor obtido através desta medida, maior
a capacidade de classificação do modelo, e quanto menor o valor obtido, menor a capacidade de clas-
sificação do modelo. Dessa forma é possível avaliar o comportamento de cada componente dentro do
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modelo e então decidir sobre a permanência ou exclusão da mesma. A constante discriminativa DC


















em que “Nj” é o número de Gaussianas do estado “j”, “Ns” é o número total de estados e “K” é o
expoente de rigor.
O algoritmo proposto é baseado em um processo de eliminação de Gaussianas de um determinado
modelo, uma de cada vez, e na observação do valor da constantediscriminativa obtida após cada eli-
minação. Se o valor da constante discriminativa diminuir após a eliminação, então a contribuição da
Gaussiana eliminada para o próprio modelo é maior do que a intrferência da mesma em outros mo-
delos, e portanto deve ser re-introduzida no sistema. Se o valor da constante discriminativa aumentar
após a eliminação, então a contribuição da Gaussiana eliminada para o próprio modelo é menor do
que a interferência da mesma em outros modelos, e portanto tal componente deve ser mantida fora do
sistema.
Dessa forma, deve-se buscar as eliminações que maximizem a const nte discriminativa, e repetir o
processo iterativamente até que não haja novo aumento no valor de DC após a eliminação de qualquer
Gaussiana restante no modelo. Neste ponto, é importante destacar que o expoente de rigor torna o
critério de eliminação mais rigoroso, ou seja, à medida que se aumenta o valor de “K”, torna-se mais
difícil eliminar Gaussianas de acordo com tal critério.
O modelo obtido após o processo de eliminação de Gaussianas étreinado finalmente com o al-
goritmo baseado em MLE e, uma vez atingido o critério de convergência, espera-se que o sistema
reduzido tenha um desempenho consideravelmente superior ao original ou pelo menos que apresente
o mesmo desempenho. A explicação reside no fato de que é mais difíc l a ocorrência de sobre-
parametrização durante o treinamento realizado com um sistema com menos graus de liberdade, e
portanto é mais difícil que Gaussianas modelando uma determinada distribuição convirjam para posi-
ções relativas a outras distribuições no espaço acústico. Em resumo e de forma bastante simplificada,
o algoritmo de treinamento baseado em MLE tem como finalidademaximizar a cobertura de uma
determinada distribuição, pelas Gaussianas que a modelam,mesmo que para isso haja o aumento
na interferência entre modelos diferentes e conseqüentemeo aumento de erros de classificação.
Em contrapartida, os algoritmos de treinamento discriminativo priorizam a discriminabilidade dos
modelos, mas o custo computacional para este fim é maior do quenecessário para o treinamento
baseado em MLE. Portanto, a seleção discriminativa da topologia dos modelos pode atenuar o ponto
fraco do treinamento baseado em MLE, que não leva em conta a capacid de de discriminação dos
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modelos, e ao mesmo tempo usufruir da principal vantagem queé simplicidade e velocidade de tal
algoritmo, comparado ao treinamento discriminativo. Uma outra possibilidade é utilizar o modelo
simplificado obtido com o processo discriminativo de redução de Gaussianas em um treinamento
discriminativo, que neste caso pode ser realizado em um tempo inferior ao necessário para treinar o
sistema de referência original, devido à existência de menos parâmetros nos modelos.
A Figura 5.1 ilustra de forma esquemática o novo algoritmo discriminativo proposto. Deve-se
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Fig. 5.1: Algoritmo discriminativo para eliminação de Gaussianas.
A questão agora é encontrar o valor de “K” que resulte no melhor sistema reduzido. A princípio,
não se sabe qual o valor mais apropriado e, da mesma forma comonos demais métodos existentes na
literatura, é necessário testar uma faixa de valores e observar a relação entre o tamanho e o desem-
penho dos sistemas obtidos. Dessa forma, escolhe-se então osistema reduzido que se encontre mais
próximo do objetivo desejado.
É intuitivo esperar que o valor do expoente aumente até um determinado valor máximo, além do
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qual o rigor do critério se torna muito elevado, não permitindo a retirada de Gaussianas do modelo.
Por outro lado, deve existir um valor mínimo de “K”, abaixo doqual todos os sistemas obtidos
apresentam uma elevada degradação no desempenho. Assim, é interessante determinar os valores
extremos do expoente de rigor e dessa forma limitar a busca pelos sistemas reduzidos.
O método discriminativo proposto não impõe restrições em relação ao sistema cuja complexidade
se deseja reduzir e, portanto, os experimentos iniciais foram realizados com diversos sistemas de
referência. Entretanto, uma estratégia que pode ser adotada para efeito de simplificação do problema,
por exemplo, é otimizar apenas o sistema de referência que apresente o melhor desempenho.
5.3 Redução da Complexidade de Sistemas com Número Fixo de
Gaussianas por Estado
Os primeiros experimentos com o método discriminativo baseado na medida de WGP foram rea-
lizados com a base de dados pequena em Português, empregandoa gramáticaWord-pairsno processo
reconhecimento. Neste sentido, utilizaram-se diversos sistemas de referência como ponto de partida
para o algoritmo, a fim de avaliar a eficácia do mesmo em diferent s condições iniciais.
As Figuras 5.2 a 5.7 mostram os desempenhos dos sistemas obtidos a partir do novo método
discriminativo proposto. Os valores do expoente de rigor utilizados nos experimentos iniciais estão
compreendidos no intervalo2 ≤ K ≤ 14. Os sistemas obtidos para K= 2 apresentam um desempe-
nho consideravelmente inferior ao do sistema de referênciaoriginal, enquanto o tamanho do sistema
reduzido tende a saturar para valores de K próximos de 14. No último caso, pode-se interpretar que,
a existência de Gaussianas eliminadas mesmo com o aumento elvado do rigor do critério, implica
que tais componentes Gaussianas de fato não contribuem paraa discriminabilidade dos modelos e
portanto devem ser eliminadas. A Figura 5.8 mostra o tamanhodos sistemas reduzidos em função
do valor do expoente de rigor empregado e, conforme pode ser ob vado, o tamanho dos sistemas
obtidos pelo algoritmo discriminativo proposto segue um padrão exponencial.
Os resultados mostram que é possível obter sistemas reduzidos que apresentem pelo menos o
mesmo desempenho do sistema de referência original ou que apresentem um ganho considerável de
desempenho.
É importante notar que, na abordagem adotada anteriormente, o m lhor sistema contendo um
número fixo de Gaussianas por estado era utilizado como referência para efeito de comparação, en-
quanto nos experimentos iniciais com o novo algoritmo discriminativo, o sistema contendo um nú-
mero fixo de Gaussianas por estado a partir do qual são obtidosos sistemas reduzidos é utilizado
como referência. Portanto, a referência varia em cada um dosgráficos apresentados (Figuras 5.2 a
5.7).
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A mudança de referência tem como única finalidade mostrar queos sistemas de referência con-
tendo um número fixo de Gaussianas por estado possuem, em geral, componentes em excesso e que se
encontram modelando os padrões incorretos. Assim, o algoritmo discriminativo é capaz de detectar e
eliminar tais componentes, permitindo a diminuição da complexidade do sistema original e também
o aumento no desempenho.



















































Fig. 5.2: Sistemas obtidos a partir da redução da complexidade o sistema de referência contendo 6
componentes por estado.














































Fig. 5.3: Sistemas obtidos a partir da redução da complexidade o sistema de referência contendo 7
componentes por estado.
Além disso, mesmo no caso de se utilizar o melhor sistema contendo um número fixo de compo-
nentes (1188 Gaussianas) como referência para comparação,que corresponde ao principal objetivo
deste trabalho e à estratégia adotada no Capítulo 4, também é possível se obter sistemas reduzidos e
que tenham aproximadamente o mesmo desempenho (Fd ≥ 0), como pode ser observado na Tabela
5.1.
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Fig. 5.4: Sistemas obtidos a partir da redução da complexidade o sistema de referência contendo 8
componentes por estado.



















































Fig. 5.5: Sistemas obtidos a partir da redução da complexidade o sistema de referência contendo 9
componentes por estado.



















































Fig. 5.6: Sistemas obtidos a partir da redução da complexidade o sistema de referência contendo 10
componentes por estado.
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Fig. 5.7: Sistemas obtidos a partir da redução da complexidade o sistema de referência contendo 11
componentes por estado.
Tab. 5.1: Desempenho dos modelos obtidos através do método discriminativo que utiliza a medida
de WGP. A comparação foi realizada com o sistema de referênciacontendo 1188 Gaussianas (11
Gaussianas por estado). Os valores entre parênteses indicam a diferença entre os sistemas obtidos por
tal método e o de referência.
Sistema Expoente Sistema Percentagem Reco. Fd Economia
Original de Reduzido Correta Accur. (%) de Parâmetros
Rigor (%) (%) (%)
1080 6 937 94,22 (+0,15) 91,18 (-0,07) +0,08 21,1
1188 14 1028 94,14 (+0,07) 91,18 (-0,07) 0 13,5
Entretanto, não foi possível se determinar um sistema reduzido e com um ganho de desempenho
considerável, tendo como referência o melhor sistema com número fixo de componentes por estado.
Uma possível explicação para este fato é a permanência de Gaussianas em excesso nos modelos
mesmo após a aplicação do novo algoritmo discriminativo que, neste caso, podem ter convergido
para as distribuições incorretas no espaço acústico durante o re-treinamento do sistema.
Neste ponto surge então uma dúvida com relação à eficácia do processo de eliminação de Gaussia-
nas. Apesar do algoritmo discriminativo eliminar componentes responsáveis por erros de modelagem,
tornando dessa forma o sistema menos flexível e mais robusto,ainda devem existir componentes que
precisam ser eliminadas e que não são detectadas pelo novo critério discriminativo. Uma hipótese
intuitiva é que algumas componentes se encontrem bastante próximas entre si no espaço acústico,
sendo responsáveis por uma modelagem redundante e não tendofunçã primordial para a capacidade
de classificação do modelo. Tal fato pode ocorrer, por exemplo, quando as componentes redundantes
se encontram na parte central da distribuição que está sendomo elada.
A solução mais simples que pode ser utilizada para evitar umapossível redundância na modela-
gem é se determinar a distância entre as Gaussianas de um modelo n espaço de características, e
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Referência com 648 Gaussianas 
(a) Sistema original com 648 Gaussianas





















Referência com 756 Gaussianas 
(b) Sistema original com 756 Gaussianas






















Referência com 864 Gaussianas 
(c) Sistema original com 864 Gaussianas



















Referência com 972 Gaussianas 
(d) Sistema original com 972 Gaussianas






















Referência com 1080 Gaussianas 
(e) Sistema original com 1080 Gaussianas




















Referência com 1188 Gaussianas 
(f) Sistema original com 1188 Gaussianas
Fig. 5.8: Número de Gaussianas dos sistemas reduzidos. Os sistemas de referência contêm de 6 até
11 componentes por estado.
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substituir as componentes que se encontrem próximas entre si, a menos de um limiar de distância
pré-estabelecido, por uma única componente.
Deve-se notar também que uma modelagem mais detalhada, ondeas Gaussianas podem se en-
contrar bastante próximas entre si, é interessante e desejáv l nas fronteiras das distribuições, pois
dessa forma a elevada resolução acústica do modelo pode contribuir para uma melhor discriminabi-
lidade do mesmo. Em contrapartida, o mesmo nível de resolução é desnecessário na parte central
da distribuição, onde devem ocorrer menos erros de classificação. A questão é definir uma medida
capaz de permitir diferentes níveis de resolução acústica para o modelo em função da localização das
componentes no espaço de características.
5.4 Eliminação de Gaussianas Baseada na Análise Discrimina-
tiva e na Análise Interna
A medida mais simples para a determinação de grupos de componentes redundantes é a da dis-
tância Euclidiana. Neste sentido, as distâncias entre as componentes de um modelo são calculadas e
aquelas que se encontrarem a menos de um limiarLd p é-definido são substituídas pela Gaussiana que
apresentar o maior determinante da matriz de covariância. Aidéia é que quanto maiores as variâncias
ao longo das dimensões acústica, maior o valor do determinante d matriz de covariância, e portanto
maior é a cobertura da Gaussiana multidimensional escolhida, sobre o conjunto de dados que antes
era coberto pelo grupo de Gaussianas.
Então, definiu-se como análise interna do modelo o processo de eliminação de Gaussianas ba-
seado em medidas de distância Euclidiana, onde cada modelo éanalisado separadamente dos de-
mais, diferentemente da análise discriminativa que se baseia em medidas extraídas de todos os mo-
delos simultaneamente. Na realidade, a análise interna e a análise discriminativa são duas faces do
mesmo problema, pois são utilizadas para resolver dois aspectos diferentes do problema de sobre-
parametrização.
Portanto, a análise interna tem como foco a economia de parâmetros, visando apenas eliminar
o excesso de Gaussianas localizadas na parte central da distribuição e evitando também que tais
componentes convirjam para distribuições erradas duranteo re-treinamento do sistema. É importante
destacar que a análise interna não tem por finalidade a eliminação de Gaussianas responsáveis por
erros classificação e, dessa forma, deve ser utilizada juntame te com a análise discriminativa.
Assim, partindo-se do melhor sistema reduzido através do nov método discriminativo, é possível
se determinar o valor do limiar de distância para o qual é possível e obter a maior economia de
parâmetros sem ocorrer degradação no desempenho em relaçãoao sistema utilizado como ponto de
partida.
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A Tabela 5.2 mostra os sistemas obtidos a partir da utilização conjunta do novo critério discrimi-
nativo baseado na WGP e da análise interna baseada em medidas de distância Euclidiana, tendo como
ponto de partida para o processo de eliminação de Gaussianaso sistema de referência contendo 11
componentes por estado. Pode-se observar então que o melhorsistema reduzido possui 26,9% menos
Gaussianas que o sistema de referência (1188 Gaussianas) e um fator de desempenho de +0,98%, o
que corresponde a uma maior economia de parâmetros e um maiorganho de desempenho em relação
aos sistemas obtidos anteriormente utilizando-se apenas ométodo discriminativo.
Tab. 5.2: Desempenho dos modelos obtidos através da análisediscriminativa e interna dos mode-
los. As comparações foram realizadas com o melhor sistema original (11 Gaussianas por estado).
Os valores entre parênteses indicam a diferença de desempenho entre os sistemas reduzidos e o de
referência contendo 1188 Gaussianas.
Número Percentagem Reco. Economia
K Ld de Gaussianas no Correta Accur. Fd de Parâmetros
Sistema Reduzido (%) (%) (%)
2 3,4 592 93,04 (-1,03) 90 (-1,25) -2,28 50,2
3 3,4 754 93,95 (-0,12) 91,25 (0) -0,12 36,5
4 3,4 825 94,26 (+0,19) 90,99 (-0,26) -0,07 30,6
5 3,4 856 94,03 (-0,04) 90,91 (-0,34) -0,38 27,9
6 3,4 869 94,48 (+0,41) 91,82 (+0,57) +0,98 26,9
7 3,4 882 93,38 (-0,69) 90,41 (-0,84) -1,53 25,8
8 3,4 902 93,69 (-0,38) 90,79 (-0,46) -0,84 24,1
9 3,4 907 93,91 (-0,16) 91,21 (-0,04) -0,2 23,7
10 3,4 914 93,65 (-0,42) 90,79 (-0,46) -0,88 23,1
11 3,4 919 93,65 (-0,42) 90,76 (-0,49) -0,91 22,6
12 3,4 921 93,61 (-0,46) 90,6 (-0,65) -1,11 22,5
13 3,4 923 93,76 (-0,31) 90,64 (-0,61) -0,92 22,3
14 3,4 930 94,03 (-0,04) 91,02 (-0,23) -0,27 21,7
O único resultado obtido para a condiçãoFd ≥ 0 forneceu um sistema contendo 26,9% menos
parâmetros do que o de referência (1188 Gaussianas).
A análise interna utiliza a medida de distância Euclidiana para a eliminação das Gaussianas em
excesso presentes nos modelos a partir de um limiar estabelecido. Uma alternativa para permitir
que as Gaussianas localizadas nas fronteiras da distribuição sejam analisadas por limiares diferentes
daqueles empregados para as Gaussianas localizadas na parte cent al da distribuição, é utilizar uma
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µ x − µ y
)T
,
ondeµ x eµ y são os vetores de média das Gaussianasx ey respectivamente.
A distância modificada utiliza os valores dePwg como medida indireta da localização das Gaussi-
anas no espaço acústico. À medida que a localização de uma determinada Gaussiana se aproxima das
fronteiras da distribuição, os valores dePwg calculados em relação aos demais estados aumentam, de
tal forma que o denominador da Equação (5.3) diminui e portanto o valor deMdxy é calculado com
um aumento aparente na distância Euclidiana convencionaldxy. Por outro lado, à medida que a loca-
lização de uma determinada Gaussiana se aproxima da parte central da distribuição, os valores dePwg
calculados em relação aos demais estados diminuem, de tal forma que o denominador da Equação
(5.3) se aproxima do valor 1 e portantoMdxy se aproxima da distância Euclidiana convencional. Na
prática, as distâncias calculadas para as Gaussianas da fronteira recebem uma correção de tal forma
que tais Gaussianas “percebam” um limiar de distância inferior ao “percebido” pelas Gaussianas lo-
calizadas na parte central da distribuição. Com isso, pode-se valorizar diferentes resoluções acústicas
em diferentes partes das distribuições no espaço de característi as.
A Tabela 5.3 mostra os resultados obtidos através da utilização conjunta do novo critério discri-
minativo e da análise interna com a medida de distância Euclidiana modificada.
O único resultado obtido para a condiçãoFd ≥ 0 forneceu um sistema contendo 21% menos pa-
râmetros do que o de referência (1188 Gaussianas). Apesar det l resultado implicar em uma menor
economia de parâmetros em relação ao resultado obtido com a utiliz ção da distância Euclidiana con-
vencional, pode-se observar que os sistemas obtidos através d associação da análise discriminativa
com a análise interna utilizando a medida Euclidiana modificada apresentaram um maior desempe-
nho para os maiores valores do expoente de rigor. Em contrapartida, os sistemas obtidos através da
associação da análise discriminativa com a análise internautilizando a medida Euclidiana convenci-
onal, apresentaram um maior desempenho para os menores valores do expoente de rigor. A Figura
5.9 ilustra os fatores de desempenho dos sistemas gerados pela análise conjunta, quando utilizadas a
medida Euclidiana convencional e a modificada na etapa de análise interna dos modelos.
Os resultados não mostraram de forma clara qual a medida de distância mais vantajosa para a
análise interna. Entretanto, é fundamental destacar que tais resultados mostram a evidente importân-
cia da realização da análise interna, após a análise discrimnat va, para a obtenção de sistemas com
um melhor compromisso entre tamanho e desempenho, independent mente da medida de distância
adotada.
A análise interna também pode ser utilizada, em princípio, separadamente da análise discrimina-
tiva. Assim, adotando os mesmos limiares 3,4 e 6 para a medidade istância Euclidiana convencional
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Tab. 5.3: Desempenhos obtidos através da análises discriminat va e interna dos modelos. As compa-
rações foram realizadas com o melhor sistema de referência (11 Gaussianas por estado). Os valores
entre parênteses indicam a diferença de desempenho entre ossistemas reduzidos e o de referência
contendo 1188 Gaussianas.
Número Percentagem Reco. Economia
K Ld de Gaussianas no Correta Accur. Fd de Parâmetros
Sistema Reduzido (%) (%) (%)
2 6 593 92,01 (-2,06) 88,93 (-2,32) -4,38 50,1
3 6 756 93,38 (-0,69) 90,49 (-0,76) -1,45 36,4
4 6 830 93,57 (-0,5) 90,68 (-0,57) -1,07 30,1
5 6 861 93,61 (-0,46) 90,41 (-0,84) -1,3 27,5
6 6 874 93,8 (-0,27) 90,87 (-0,38) -0,65 26,4
7 6 888 93,65 (-0,42) 90,72 (-0,53) -0,95 25,3
8 6 908 93,88 (-0,19) 90,99 (-0,26) -0,45 23,6
9 6 913 93,95 (-0,12) 90,91 (-0,34) -0,46 23,1
10 6 920 93,84 (-0,23) 90,83 (-0,42) -0,65 22,6
11 6 925 93,76 (-0,31) 90,87 (-0,38) -0,69 22,1
12 6 929 93,8 (-0,27) 90,91 (-0,34) -0,61 21,8
13 6 931 93,88 (-0,19) 91,18 (-0,07) -0,26 21,6
14 6 938 94,52 (+0,45) 91,78 (+0,53) +0,98 21
e modificada, respectivamente, durante a realização da análise interna apenas, obtiveram-se os resulta-
dos apresentados na Tabela 5.4 para a otimização da complexidad do sistema de referência contendo
1188 Gaussianas. Comparando-se então os sistemas reduzidoscom 951 e 966 Gaussianas, é possí-
vel verificar que a diferença entre o fator de desempenho do sistema obtido através da utilização da
medida Euclidiana modificada e do sistema obtido através da utilização da medida Euclidiana con-
vencional, é de 0,45. Deve-se notar que mesmo neste caso, é difícil obter uma conclusão a respeito
de qual a medida mais apropriada para a análise interna.
A análise interna, quando realizada separadamente da análise discriminativa, fornece sistemas
que apresentam relações entre desempenho e economia inferiores às obtidas pela análise conjunta.
Dessa forma, pode-se mostrar a importância da complementaridade das análises durante o processo
de eliminação de Gaussianas para a obtenção de sistemas reduzidos que apresentem um melhor com-
promisso entre tamanho e desempenho, estabelecendo como referência de comparação o sistema
contendo um número fixo de componentes por estado que apresente o melhor desempenho durante o
reconhecimento.
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Análise Disc. + Dist Euclidiana
Análise Disc. + Dist. Euclidiana Modif.
Análise Discriminativa
Fig. 5.9: Sistemas obtidos a partir da análise conjunta, utilizando-se a medida Euclidiana convencio-
nal e a modificada (na etapa de análise interna), e também através de apenas a análise discriminativa.
Tab. 5.4: Desempenho dos modelos obtidos através da análisei terna dos modelos. As comparações
foram realizadas com o sistema de referência contendo 11 Gaussianas por estado. Os valores entre
parênteses indicam a diferença de desempenho entre os sistemas r duzidos e o original.
Distância Euclidiana Convencional
Número Número Percentagem Reco. Economia
Ld de Gauss. no de Gauss. no Correta Accur. Fd de Parâmetros
Sist. Original Sist. Reduzido (%) (%) (%)
3,4 1188 951 94,22 (+0,15) 91,25 (0) +0,15 19,9
Distância Euclidiana Modificada
Número Número Percentagem Reco. Economia
Ld de Gauss. no de Gauss. no Correta Accur. Fd de Parâmetros
Sist. Original Sist. Reduzido (%) (%) (%)
6 1188 966 94,33 (+0,26) 91,59 (+0,34) +0,6 18,7
5.5 Discussão
Em uma análise inicial, os sistemas obtidos através do algoritmo discriminativo mostram que é
possível se obter uma redução no número de Gaussianas presentes no modelo e ao mesmo tempo
satisfazer pelo menos a condiçãoFd ≥ 0, quando tais sistemas são comparados ao de referência
utilizado como ponto de partida para o processo de otimização. Além disso, impondo a comparação
entre os sistemas reduzidos e o melhor sistema de referência(1188 Gaussianas), também é possível
obter uma economia de parâmetros e ao mesmo tempo satisfazera mesma condição para o fator de
desempenho.
A análise interna também se mostrou eficiente no processo de eliminação de Gaussianas, mesmo
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quando realizada separadamente da análise discriminativa. Porém, não se determinou de forma clara
qual a medida de distância mais apropriada para a análise interna: distância Euclidiana convencional
ou modificada.
Por fim, os melhores resultados foram obtidos para a associaçã da análise discriminativa com a
análise interna, independentemente da medida de distânciaempregada na análise interna, conforme
pode ser observado através das Tabelas 5.4 e 5.5. Tal fato evidencia a complementaridade das análises
e ilustra a importância da utilização conjunta de tais algoritm s para a obtenção de sistemas que
apresentem um melhor compromisso entre complexidade e desemp nho.
Tab. 5.5: Desempenho dos modelos obtidos através das análises discriminativa, interna e conjunta.
As comparações foram realizadas com o sistema de referênciacontendo 1188 Gaussianas. Os valores
entre parênteses indicam a diferença de desempenho entre ossistemas reduzidos e o original.
Análise Discriminativa
Número Número Percent. Reco. Economia
K de Gauss. no de Gauss. no Correta Accur. Fd de Parâm.
Sist. Original Sist. Reduzido (%) (%) (%)
14 1188 1028 94,14 (+0,07) 91,18 (-0,07) 0 13,5
Análise Interna (Análise Discriminativa + Interna (Distância Euclidiana Convencional)
Número Número Percent. Reco. Economia
K Ld de Gauss. no de Gauss. no Correta Accur. Fd de Parâm.
Sist. Original Sist. Reduzido (%) (%) (%)
6 3,4 1188 869 94,48 (+0,41) 91,82 (+0,57) +0,98 26,9
Análise Interna (Análise Discriminativa + Interna (Distância Euclidiana Modificada)
Número Número Percent. Reco. Economia
K Ld de Gauss. no de Gauss. no Correta Accur. Fd de Parâm.
Sist. Original Sist. Reduzido (%) (%) (%)
14 6 1188 938 94,52 (+0,45) 91,78 (+0,53) +0,98 21
Uma estratégia que pode ser adotada na busca da melhor topologia, é partir do melhor sistema
de referência e aplicar a análise conjunta para se obter o sistema reduzido na condição menos fle-
xível possível, e para a qual seja possível se observar pelo men s o mesmo desempenho do sistema
original ou, em alguns casos, ganho de desempenho. Deve-se notar que, mesmo desconhecendo o
melhor sistema de referência, é possível realizar a análiseconjunta para a otimização de qualquer
sistema contendo um número fixo de Gaussianas por estado, a fimde se obter sistemas reduzidos que
apresentem um melhor compromisso entre complexidade e desemp nho.
É importante notar que neste ponto os melhores resultados gerados através da análise conjunta
são comparáveis, em termos de desempenho, àqueles gerados pelo BIC, onde se obteve por exemplo
o sistema contendo 1006 Gaussianas, que apresentou 94,18% e91,25% de taxa de reconhecimento
e accuracy, respectivamente, e pelo método baseado na medida de entropia dos estados, onde se
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obteve o sistema contendo 996 Gaussianas, que apresentou taxas de 94,64% e 92,35%. Além disso,
o novo método discriminativo, juntamente com a análise interna dos estados, superou claramente, em
termos de desempenho, os sistemas obtidos pelo método discriminativo para o aumento da resolução
acústica. Deve-se destacar que, neste ponto, as comparações entre os métodos são realizadas a partir
dos resultados obtidos com a gramáticaWord-pairs.
A utilização da gramáticaWord-pairsdurante os experimentos realizados com a proposta inicial
do método de eliminação de Gaussianas proposto, baseado na nova nálise discriminativa e na análise
interna dos estados, pode ter dificultado a avaliação da medida de distância mais apropriada para a
análise interna, pelo fato de ser bastante restritiva. Entretanto, justifica-se o emprego de tal gramática
na fase inicial dos experimentos, pelo efeito de simplificação do processo de decodificação.
No intuito de se avaliar os modelos acústicos em uma condiçãomais flexível, e portanto que
exija uma maior robustez dos sistemas obtidos a partir do novmétodo, pode-se então empregar a
gramáticaBack-off bigramnos experimentos seguintes.
Em última análise, a medida de WGP utilizada para o cálculo da constante discriminativa do
modelo, assim como outros métodos existentes na literatura, é baseada em valores de verossimilhança,
que podem estar compreendidos entre 0 e+∞. Além disso, tal medida calcula valores discretos de
probabilidade para definir a importância de cada Gaussianasem relação aos modelos. Dessa forma,
é possível questionar se uma medida mais suave e contínua para o cálculo da importância de cada
Gaussiana poderia ser mais eficaz para a determinação da const nte discriminativa de cada modelo e
resultar em eliminações mais apropriadas. Neste sentido, uma proposta alternativa para o cálculo da
importância de cada Gaussiana será apresentada no próximo capítulo.
5.6 Conclusões
Os resultados iniciais com o novo algoritmo discriminativobaseado na WGP mostram que é
possível se encontrar sistemas reduzidos, a partir dos sistema de referência, que apresentem pelo
menos o mesmo desempenho. Entretanto, tal método não é eficient na eliminação de componentes
redundantes presentes nos modelos, as quais não são detectadas pela constante discriminativa.
Assim, a análise interna dos modelos foi proposta visando permitir a eliminação das componen-
tes redundantes, e é baseada em medidas de distância. A distância Euclidiana foi utilizada em uma
primeira análise e, na seqüência, foi proposta uma modificação em tal medida no intuito de atribuir
indiretamente pesos diferentes para as distâncias calculadas entre Gaussianas localizadas nas fron-
teiras da distribuição de dados e para as distâncias calculadas entre Gaussianas localizadas na parte
central da distribuição. Os resultados não mostraram de forma clara qual a medida de distância mais
vantajosa para a análise interna. Entretanto, evidenciaram que a utilização conjunta da análise dis-
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criminativa e da análise interna fornece sistemas reduzidos que apresentam um melhor compromisso
entre complexidade e desempenho. Portanto, deve-se utilizar a análise conjunta, ao invés da utilização
separada da análise discriminativa ou da análise interna.
Além disso, a análise conjunta permitiu a obtenção de sistemas com desempenhos comparáveis
aos sistemas gerados pelo BIC e pelo método baseado na entropia dos estados, mas superiores aqueles
gerados pelo método discriminativo para o aumento da resoluçã acústica. Entretanto, algumas ques-
tões com relação à WGP empregada no cálculo da constante discriminativa devem ser investigadas,
no intuito de se determinar uma medida contínua para o cálculo da importância de cada Gaussiana.
Capítulo 6
O Novo GEA Utilizando uma Nova GIM
6.1 Introdução
Os algoritmos de treinamento discriminativo presentes na liter tura, que atuam na fase de estima-
ção de parâmetros do processo de modelagem estatística, utiliz m medidas de verossimilhança para
o cálculo da capacidade de classificação dos modelos. De forma se elhante, os algoritmos existen-
tes na literatura que atuam na etapa de detecção da topologiados modelos (Bie03; PB00; GJPP99)
também se baseiam em medidas de verossimilhança. A nova WGP, apresentada no Capítulo 5, uti-
liza informações de verossimilhança para o cálculo da importância de cada Gaussiana em relação aos
modelos existentes. Entretanto, pode-se questionar a utilização de uma função discreta de probabi-
lidade como medida de importância, visando aumentar a eficiência do algoritmo de eliminação de
Gaussianas (GEA).
Assim, uma nova proposta para a medida de importância das Gaussianas (GIM) será introduzida,
utilizando uma função contínua para os cálculos. Basicamente, a idéia é levar em consideração a
contribuição de todas as amostras para o cálculo da GIM, ao invés de apenas aquelas amostras para
as quais a Gaussiana fornece o maior valor de verossimilhança, que corresponde à medida adotada
para o cálculo da WGP.
Outro ponto que será abordado está relacionado com a segmentação acústica utilizada no GEA,
pois a eficiência do algoritmo discriminativo está diretamente relacionada com a qualidade da seg-
mentação utilizada. Nos experimentos realizados com a basede dados pequena em Português, devido
à ausência de uma segmentação de referência, utilizou-se o si tema de reconhecimento com maior
desempenho para a obtenção do alinhamento forçado de Viterbi contra as transcrições corretas, no
intuito de se associar cada amostra com um estado dos modelos. Os últimos experimentos realizados
com a base de dados TIMIT, que possui uma segmentação de referência, mostraram indícios de que
a correlação entre a qualidade da segmentação acústica e o des mpenho durante o reconhecimento,
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do sistema que a gerou, não é alta. Portanto, do ponto de vistado reconhecimento de fala, a melhor
segmentação acústica talvez não seja a mais apropriada parao GEA, pelo contrário, aquela obtida
através do alinhamento forçado de Viterbi realizado por um sistema de reconhecimento que apresente
um desempenho elevado pode contribuir para uma maior eficácia do método. Neste sentido, a relação
entre o desempenho no reconhecimento e na segmentação será investigada.
Por fim, as topologias obtidas para os sistemas com número variado de Gaussianas por estado, a
partir do novo GEA, serão analisadas no intuito de se avaliarcomplexidade da modelagem de cada
classe fonética utilizada nos experimentos.
6.2 Probabilidades Hipervolumétricas para o Cálculo da GIM
No problema de reconhecimento de fala, em que PDFs Gaussianamultidimensionais são utili-
zadas para modelar diferentes padrões no espaço de características acústicas, os valores de verossi-
milhança são utilizados durante o processo de decodificaçãoe reconhecimento. A verossimilhança
pode assumir valores entre 0 e+∞, de acordo com a proximidade de cada amostra em relação à
média e de acordo com a variância da PDF. Assim, para uma determinada PDF, quanto menor a va-
riância e quanto mais próxima da média se encontrar uma determinada amostra, maior será o valor
de verossimilhança calculado. A utilização de medidas de verossimilhança para o cálculo da impor-
tância das Gaussianas pode permitir a atribuição de um peso maior para Gaussianas com variância
pequena, responsável pela cobertura de poucos dados, em detri ento de Gaussianas com variâncias
maiores, responsáveis pela cobertura de um número maior de dados. Supondo a existência duas PDFs
normaisN (5; 1) eN (3; 0, 3), como exemplo ilustrativo de cálculos de importância para Gaussianas
com variâncias diferentes, utilizadas para modelar 30 amostras, conforme indicadas na Figura 6.1,
pode-se verificar que 99% da PDFN (5; 1) contém as 30 amostras, enquanto 99% da PDFN (3; 0, 3)
contém apenas 13 amostras. No caso de se utilizar a soma das veros imilhanças obtidas a partir de
tais amostras como medida de importância das Gaussianas, obtêm-se 6,08 e 10,9 respectivamente.
Apesar da GaussianaN (3; 0, 3) ser responsável pela cobertura de uma menor quantidade de dados
do que a GaussianaN (5; 1), apresentará uma importância maior se a soma das verossimilhanças for
utilizada como GIM.
Uma alternativa que leva em consideração a proximidade da amostra em relação à média e à
cobertura da PDF ao mesmo tempo, é a medida de probabilidade.Assim, se a medida baseada no
cálculo de probabilidades hipervolumétricas, que será apresentada na próxima seção, for adotada
para este exemplo ao invés da soma das verossimilhanças, a importância de cada GaussianasN (5; 1)
eN (3; 0, 3) será de 10,16 e 5,98, respectivamente, o que parece mais razoável.
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Fig. 6.1: Exemplo de cálculos de importância para Gaussianacom variâncias diferentes.
6.2.1 Cálculo do Hipervolume
Neste trabalho, todas as Gaussianas multidimensionaisN (µ,Σ) estão representadas num espaço








em que|Σ| é o determinante da matriz de covariância. Se os parâmetros fo em estatisticamente











Além disso, pode-se definir a contribuição de cada amostra para a GIM, ao longo de cada dimensão






Fig. 6.2:Contribuição de cada amostra para a GIM. (a) paraxd ≤ µd. (b) paraxd > µd.
Assim, para cada Gaussiana, a contribuição ao longo de todasas dimensões para o GIM é calcu-
lada pela Equação (6.3)


























em que “dim” é a dimensão do vetor de características,zd =
xd−µdij√
2σdij
, eOt = (x1, x2, . . . , xdim) é o
vetor de características. Os valoresµdij e σdij correspondem à média e ao desvio padrão respectiva-
mente, ao longo da dimensão “d”, da Gaussiana “i” que pertence ao estado “j”.
O GIM da Gaussiana “i”, que pertence ao estado “j”, é calculado a partir de cada amostra do
estado “s”, de tal forma que o valor médio do GIM pode ser obtido em relação a cada estado, conforme











ondeNs é o número de amostras do estado “s”.
No intuito de se calcular o valor GIM, é necessário que se tenha uma base de dados segmentada,
uma vez que a Equação (6.3) requer que as amostras tenham sidopreviamente rotuladas. Conforme
mencionado anteriormente, a segmentação pode ser obtida, por exemplo, pelo alinhamento de Viterbi
realizado a partir das transcrições corretas de cada sentença, utilizando-se o melhor sistema HMM
disponível.
A nova medida proposta (GIM) se baseia portanto na probabilid de das amostras se encontrarem
fora do intervalo
µd − ‖xd − µd‖ < x < µd + ‖xd − µd‖ .
Pode-se notar que, quanto mais próxima a amostra se encontrada média da Gaussiana, maior é a
contribuição para o GIM ao longo da dimensão analisada.
O P (i;j;s)GIM pode ser então utilizado como medida de importância de cada Gussiana em relação
a cada estado. Assim, é possível implementar um método discrim nativo de seleção de Gaussianas
baseado em tal medida, em que o principal objetivo é maximizar a relação discriminativa, de tal forma
que cada modelo obtido após a análise apresente o máximoP (i;j;s)GIM para os padrões correspondentes
ao estado “j” (s= j) e o mínimoP (i;j;s)GIM para os demais padrões (s6= j) ao mesmo tempo. A relação
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ondeK é o expoente de rigor,Mj é o número de Gaussianas do estado “j” e N é o número total
de estados. Se o logaritmo da Constante Discriminativa (DC) for calculado, a expressão resultante é
dada pela Equação (6.6), que é similar à Equação (3.42), no sentido que a primeira parcela mede a
capacidade de modelar os padrões corretos e a segunda parcela é um termo de penalização.
















N − 1 . (6.6)
No entanto, as expressões diferem no sentido que o termo de penalização da Equação (3.42) somente
considera aspectos inerentes ao modelo analisado, enquanto o termo de penalização na Equação (6.6)
leva em consideração aspectos dos modelos de todos os estados presentes no sistema.
A principal idéia do método é a de eliminar Gaussianas de um sistema previamente treinado com
um número fixo de componentes por estado e observar então o novo valor DC obtido. O valor da
Constante Discriminativa (DC) pode aumentar ou diminuir dependendo da relevância da Gaussiana
eliminada. Dessa forma, o expoente de rigor tem uma função imp rtante na seleção de Gaussianas,
uma vez que torna o critério discriminativo mais restritivo: quanto maior o valor do expoente de rigor,
mais rigoroso se torna o critério e portanto menos Gaussianas são eliminadas.
O procedimento descrito acima é aplicado para cada estado dos modelos HMM. Uma vez con-
cluído o processo de eliminação discriminativa, os modelosr sultantes são treinados novamente pelo
algoritmo de Baum-Welch, porém agora em uma condição bem menos flexível (menos parâmetros
nos modelos).
É importante destacar novamente que o algoritmo discriminativo detecta apenas Gaussianas que
pertencem a um dado estado e no entanto interferem na modelagem de dados associados a outros
estados. Portanto, ainda podem existir Gaussianas excedentes no modelo após a aplicação do algo-
ritmo discriminativo. Apesar de não serem detectadas pelo critério discriminativo, tais componentes
precisam ser descartadas, uma vez que este procedimento pode ser realizado sem degradação da ca-
pacidade de classificação do sistema. Neste sentido, deve-se utilizar na seqüência a análise interna,
baseada na Equação (5.3), a fim de se eliminar o excesso de Gaussian s que ainda pode existir nos
modelos. A Figura 6.3 ilustra o algoritmo proposto.
Assim, os primeiros resultados obtidos através do GEA com a utilização da nova GIM (YVS05),
para a gramáticaWord-pairse com a base em Português, encontram-se indicados na Figura 6.4.
Então, conforme pode ser observado, obtiveram-se sistemasr duzidos que superaram o desempenho
do melhor sistema de referência contendo 1188 Gaussianas. Entretanto, tais resultados ainda não
mostram de forma clara se a nova medida para quantificar a GIM émais apropriada do que a WGP
apresentada anteriormente.
A utilização da gramáticaWord-pairspode ser, possivelmente, a responsável pela dificuldade

















Fig. 6.3: Algoritmo de Eliminação de Gaussianas (GEA)
para a determinação de forma clara da medida mais apropriadapara a GIM, visto que o processo de
decodificação se torna bastante restritivo neste caso e, portanto, a exigência de uma maior robustez
dos modelos acústicos se torna atenuada. Resumidamente, para se obter um mesmo desempenho,
utilizando-se gramáticas diferentes, é necessário que os modelos acústicos empregados juntamente
com a gramática menos restritiva possuam uma maior robustezdo que os modelos acústicos em-
pregados com a gramática mais restritiva, pois as limitações impostas pela gramática mais restritiva
podem compensar a utilização de modelos menos robustos.
Outro fator que contribui diretamente para a eficácia do GEA eque também deve ser analisado
é a segmentação utilizada na fase de análise discriminativados modelos. Devido à ausência de uma
segmentação manual da base de dados pequena em Português, osdados foram rotulados automa-
ticamente através do alinhamento forçado de Viterbi, realizado por um sistema de reconhecimento
de fala. Assim, na seqüência será avaliado o efeito de diferentes segmentações, obtidas a partir de
sistemas de reconhecimento de fala com desempenhos diferentes, sobre o GEA.
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Fig. 6.4: Sistemas obtidos através do GEA utilizando a nova GIM.
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6.3 Avaliação do GEA para Diferentes Segmentações Acústicas
A utilização de diferentes segmentações acústicas tem por finalidade avaliar a estratégia da es-
colha da segmentação mais apropriada para o GEA, baseada exclusivamente no desempenho dos
sistemas durante o reconhecimento. Assim, utilizaram-se três sistemas de reconhecimento de fala
(Sistema I, Sistema II e Sistema III), com número variado de Gaussianas por estado, que possuem
as seguintes taxas (reconhecimento de palavras; accuracy): (94, 64%; 92, 35%), (94, 71%; 92, 2%) e
(94, 79%; 91, 71%), para a obtenção de três novas segmentações (Segment I, Segment II e Segment
III).
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Fig. 6.5: Resultados obtidos através do GEA, a partir da segmentação do Sistema I.
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Fig. 6.6: Resultados obtidos através do GEA, a partir da segmentação do Sistema II.
Deve-se destacar que todos os experimentos anteriores utilizam uma segmentação (Segment 0)
obtida da mesma forma, por um sistema de reconhecimento que fornece taxas de(94, 52%; 91, 78%).
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Fig. 6.7: Resultados obtidos através do GEA, a partir da segmentação do Sistema III.
As Figuras 6.5, 6.6 e 6.7 mostram os resultados obtidos em cada caso.
Então, é importante avaliar qual é a segmentação que permitea obt nção das melhores topologias,
de acordo com o principal objetivo desejado. Neste sentido,a Tabela 6.1 apresenta as topologias
mais apropriadas quando o enfoque da busca se concentra na economia, ou seja, na determinação de
topologias que apresentem a maior economia possível, desdeque a condiçãoFd ≥ 0 seja satisfeita.
Tab. 6.1: Desempenho dos modelos mais econômicos (paraFd ≥ 0) obtidos através do GEA. As
comparações foram realizadas com o melhor sistema de referência contendo 1188 Gaussianas (11 por
estado). Os valores entre parênteses indicam a diferença dedesempenho entre os sistemas reduzidos
e o de referência.
Número Percent. Reco. Economia
Segmentação K Ld de Gauss. no Correta Accur. Fd de Parâm.
Sist. Reduzido (%) (%) (%)
Segment 0 103 6 896 94,07 (0) 91,29 (+0,04) +0,04 24,6
Segment I 105 6,5 893 94,37 (+0,3) 91,52 (+0,27) +0,57 24,8
Segment II 105 5,5 963 94,33 (+0,26) 91,4 (+0,15) +0,41 18,9
Segment III 105 5 979 94,14 (+0,07) 91,25 (0) +0,07 17,6
Os sistemas reduzidos podem ser selecionados também visando a obtenção do maior desempenho
possível no reconhecimento. Neste sentido, a Tabela 6.2 apresenta os sistemas que fornecem os
maiores fatores de desempenho.
O sistema que apresentou a maior economia (24,8%) foi obtidopelo GEA a partir da segmentação
Segment I. De forma semelhante, o maior fator desempenho (1,37) foi obtido a partir das segmen-
tações Segment I e Segment II. Portanto, em uma análise geral, a segmentação Segment I foi a que
forneceu os sistemas com o melhor compromisso entre desempenho e complexidade. Deve-se notar
que a melhor segmentação para o GEA, neste caso, foi gerada pelo sist ma de reconhecimento que
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Tab. 6.2: Desempenho dos modelos com os melhores desempenhos no reconhecimento, obtidos atra-
vés do GEA. As comparações foram realizadas com o melhor sistema de referência contendo 1188
Gaussianas (11 por estado). Os valores entre parênteses indicam a diferença de desempenho entre os
sistemas reduzidos e o de referência.
Número Percent. Reco. Economia
Segmentação K Ld de Gauss. no Correta Accur. Fd de Parâm.
Sist. Reduzido (%) (%) (%)
Segment 0 103 4 994 94,26 (+0,19) 91,75 (+0,5) +0,69 16,3
Segment I 106 4,5 995 94,64 (+0,57) 92,05 (+0,8) +1,37 16,2
Segment II 108 4,5 1055 94,6 (+0,53) 92,09 (+0,84) +1,37 11,2
Segment III 105 3,5 1051 94,18 (+0,11) 91,33 (0,08) +0,19 11,5
apresentou o maioraccuracy, mas não apresentou a maior taxa de reconhecimento de palavras. Além
disso, também é claro que a segmentação Segment III forneceur sultados inferiores aos obtidos com
as outras segmentações testadas, e foi gerada a partir do sistema de reconhecimento de fala que for-
neceu o menoraccuracye a maior taxa de reconhecimento. Dessa forma, há uma indicação de que
a segmentação mais apropriada para o GEA pode ser gerada a partir do sistema de reconhecimento
de fala que apresentar o maior valor deaccuracy. Entretanto, ainda são necessários mais testes a fim
de se obter uma conclusão mais precisa sobre a relação entre asegmentação mais apropriada para o
GEA e as medidas de desempenho dos sistemas de reconhecimento utilizados para a geração de tais
segmentações.
Os experimentos realizados com o GEA, a partir deste ponto, passaram a utilizar a segmentação
Segment I na fase de análise discriminativa, ao invés de utilizar a segmentação Segment 0, que foi
empregada até o momento.
No intuito de se relacionar a qualidade das segmentações geradas pelos sistemas de reconheci-
mento de fala, do ponto de vista acústico, com as medidas de desemp nho de tais sistemas, alguns
testes serão realizados com a base de dados TIMIT, que possuiuma segmentação de referência (ma-
nual).
É importante notar que, neste ponto, os melhores resultadosobtidos com a segmentação Segment
I são comparáveis aos melhores resultados obtidos através do método de seleção de topologia base-
ado na entropia dos estados. Além disso, mesmo analisando apenas os resultados das decodificações
realizadas com o emprego da gramáticaWord-pairs, os sistemas obtidos pelo GEA apresentam clara-
mente um melhor compromisso entre complexidade e desempenho, m relação aos resultados obtidos
através do BIC e do método discriminativo para o aumento da resolução acústica.
Por fim, utilizando também a base em Português, empregou-se agramáticaBack-off bigramna
decodificação a fim de se avaliar os sistemas reduzidos em uma condição mais flexível e, portanto,
que exige uma maior robustez dos modelos acústicos. Assim, aTabela 6.3 mostra os resultados ob-
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tidos pelo GEA com a utilização da gramáticaB ck-off bigram. Deve-se lembrar que a estratégia
adotada no intuito de diminuir a busca pelas topologias maisapropriadas é a de otimizar a comple-
xidade do melhor sistema contendo um número fixo de componentes por estado e, dessa forma, o
ponto de partida para os testes realizados com tal gramáticaé o sistema de referência contendo 1296
Gaussianas.
Tab. 6.3: Desempenho dos modelos obtidos através do GEA, utilizando a gramáticaBack-off bigram
na decodificação. Os valores entre parênteses indicam a diferença de desempenho entre os sistemas
reduzidos e o de referência contendo 1296 Gaussianas (12 porestado).
Número Percentagem Reco. Economia
Ld K de Gaussianas no Correta Accur. Fd de Parâmetros
Sistema Reduzido (%) (%) (%)
4 105 1068 81,32 (+0,31) 61,31 (+3,06) +3,37 17,6
4,5 105 1038 81,85 (+0,84) 61,65 (+3,4) +4,24 19,9
5 105 1009 81,62 (+0,61) 61,31 (+3,06) +3,67 22,2
5,5 105 985 80,82 (-0,19) 58,59 (+0,34) +0,15 24
4 106 1085 81,77 (+0,76) 62,03 (+3,78) +4,54 16,3
4,5 106 1055 82,34 (+1,33) 62,37 (+4,12) +5,45 18,6
5 106 1026 81,69 (+0,68) 60,93 (+2,68) +3,36 20,8
5,5 106 1002 80,9 (-0,11) 59,49 (+1,24) +1,13 22,7
4 107 1118 81,35 (+0,34) 61,12 (+2,87) +3,21 13,7
4,5 107 1088 81,69 (+0,68) 60,85 (+2,6) +3,28 16,1
5 107 1059 81,05 (+0,04) 59,34 (+1,09) +1,13 18,3
5,5 107 1035 80,37 (-0,64) 57,68 (-0,57) -1,21 20,1
Os experimentos com a gramáticaB ck-off bigrammostraram que os sistemas obtidos através
do GEA apresentaram os maiores valores de ganho de desempenho e conomia de parâmetros, em
relação aos obtidos anteriormente pelo BIC, método baseado naentropia e análise discriminativa para
o aumento da resolução acústica dos modelos.
A utilização da segmentação Segment I certamente contribuiu para uma maior eficácia da análise
discriminativa e no cálculo das distâncias Euclidianas modifica as. Entretanto, deve-se notar que
ainda são necessários novos experimentos a fim de se avaliar qual a medida de importância mais
apropriada para o algoritmo discriminativo (WGP ou GIM baseada em medidas de hipervolume),
assim como para a determinação da medida de distância mais apropri da (distância Euclidiana con-
vencional ou modificada) para a análise interna. Por outro lad , é evidente a eficácia da estratégia de
eliminação de Gaussianas visando a obtenção de sistemas quepres ntem um melhor compromisso
entre complexidade e desempenho.
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6.4 Experimentos Realizados com a Base de Dados TIMIT
A base de dados TIMIT tem sido bastante explorada na literatura para a avaliação de sistemas de
reconhecimento de fones contínuos (LH89a; LG93). Além disso, todas as sentenças de treinamento
e de teste possuem uma segmentação de referência, o que pode permitir a utilização de tais informa-
ções durante o processo de obtenção dos modelos acústicos e também a avaliação dos alinhamentos
forçados de Viterbi, gerados por sistemas de reconhecimento.
O passo inicial que precede os experimentos com o novo GEA, utilizando-se a TIMIT como base
de dados, consiste na obtenção de sistemas de referência, osquais podem ser utilizados como ponto
de partida para o novo método proposto. Neste sentido, foramgerados três sistemas de referência,
contendo 1152, 2304 e 4608 Gaussianas, correspondendo a 8, 16 e 32 componentes por estado,
respectivamente. A Tabela 6.4 apresenta os desempenhos de tai sis emas de referência, durante o
reconhecimento de fones contínuos.








Na seqüência pode-se aplicar o GEA visando a obtenção de sistema que apresentem um melhor
compromisso entre tamanho e desempenho. Assim , as Tabelas 6.5, 6.6 e 6.7 apresentam os resulta-
dos gerados pelo GEA, utilizando como pontos de partida os sistemas contendo 1152, 2304 e 4608
Gaussianas.
É possível observar que o GEA não forneceu sistemas com economia de parâmetros ou ganho
de desempenho considerável, partindo-se do sistema de referência contendo 1152 Gaussianas. Tal
fato pode ser explicado pela quantidade de unidades acústicas utilizadas nos experimentos e pela
complexidade intrínseca do problema que, neste caso, possui conj ntos diferentes de sentenças de
treinamento e de teste. Além disso, a TIMIT possui um conjunto de dados 3 vezes maior do que
a quantidade contida na base de dados pequena em Português e,portanto, permite que a resolução
acústica dos modelos não seja limitada pela quantidade de informação disponível, mas principalmente
pela complexidade das distribuições dos parâmetros. Dessaform , um sistema contendo 8 Gaussianas
por estado no problema de reconhecimento de fala com a TIMIT écomparativamente menor do que
um sistema contendo 8 Gaussianas por estado no problema de reconhecimento de fala com a base de
dados pequena em Português.
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Os resultados fornecidos pelo GEA, partindo-se do sistema de referência com 2304 Gaussianas,
apesar de não terem apresentado sistemas reduzidos com fator de desempenhoFd ≥ 0, forneceram
uma economia de parâmetros maior do que a observada nos experimentos com o sistema de referência
contendo 1152 Gaussianas. Outro ponto que deve ser notado esá no fato de que os resultados obtidos
para um limiar de distânciaLd 6= 0 apresentaram uma grande perda de desempenho e, portanto,
foram desconsiderados. Dessa forma, há uma indicação de queo sistema de referência com 2304
Gaussianas ainda deve ser menor do que o melhor sistema de referência, pois a análise interna não
detectou excesso de Gaussianas nos modelos.
Tab. 6.5: Desempenho dos modelos obtidos através do GEA, utilizando a base de dados TIMIT.
Os valores entre parênteses indicam a diferença de desempenho entre os sistemas reduzidos e o de
referência contendo 1152 Gaussianas (8 por estado).
Número Percentagem Reco. Economia
Ld K de Gaussianas no Correta Accur. Fd de Parâmetros
Sistema Reduzido (%) (%) (%)
0 10 1080 70,56 (-0,38) 63,23 (-0,47) -0,85 6,25
5 10 1078 71,15 (+0,21) 63,58 (-0,12) +0,09 6,42
0 20 1095 71,21 (+0,27) 63,66 (-0,04) +0,23 4,95
5 20 1093 71,14 (+0,2) 63,57 (-0,13) +0,07 5,12
0 50 1116 71,29 (+0,35) 63,78 (+0,08) +0,43 3,13
5 50 1114 71,34 (+0,4) 63,72 (+0,02) +0,42 3,3
Tab. 6.6: Desempenho dos modelos obtidos através do GEA, utilizando a base de dados TIMIT.
Os valores entre parênteses indicam a diferença de desempenho entre os sistemas reduzidos e o de
referência contendo 2304 Gaussianas (16 por estado).
Número Percentagem Reco. Economia
Ld K de Gaussianas no Correta Accur. Fd de Parâmetros
Sistema Reduzido (%) (%) (%)
0 5 2056 72,68 (-0,35) 65,91 (+0,04) -0,31 10,8
0 6 2068 72,68 (-0,35) 65,98 (+0,11) -0,24 10,2
0 7 2083 72,77 (-0,26) 66,04 (+0,17) -0,09 9,59
0 8 2090 72,75 (-0,28) 66,08 (+0,21) -0,07 9,29
0 9 2097 72,69 (-0,34) 65,99 (+0,12) -0,22 8,98
0 10 2106 72,61 (-0,42) 65,93 (+0,06) -0,36 8,59
Por fim, o GEA forneceu as maiores economias e ganhos de desempnho ara os sistemas obtidos
a partir do sistema de referência com 4608 Gaussianas. Porém, é intuitivo esperar que o número de
componentes excedentes ou que sejam responsáveis por errosde cla sificação aumente, à medida que
o tamanho do sistema cresce e, dessa forma, os resultados gerados através de qualquer método para a
determinação da topologia dos modelos tendem a ser mais expressivos.
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Tab. 6.7: Desempenho dos modelos obtidos através do GEA, utilizando a base de dados TIMIT.
Os valores entre parênteses indicam a diferença de desempenho entre os sistemas reduzidos e o de
referência contendo 4608 Gaussianas (32 por estado).
Número Percentagem Reco. Economia
Ld K de Gaussianas no Correta Accur. Fd de Parâmetros
Sistema Reduzido (%) (%) (%)
0 10 4037 73,49 (+0,38) 66,49 (+0,35) +0,73 12,4
14 10 3825 73,73 (+0,62) 66,51 (+0,37) +0,99 17
0 100 4384 73,55 (+0,44) 66,51 (+0,37) +0,81 4,86
10 100 4357 73,62 (+0,51) 66,77 (+0,63) +1,14 5,45
12 100 4281 73,87 (+0,76) 66,71 (+0,57) +1,33 7,1
17 100 3924 73,35 (+0,24) 66,36 (+0,22) +0,46 14,8
Deve-se destacar que nos experimentos realizados com a TIMIT, diferentemente dos realizados
com a base pequena em Português, não se determinou o melhor sistema contendo um número fixo
de componentes por estado. A estratégia adotada foi a de otimizar três sistemas de referência, sendo
que o maior sistema possui quatro vezes mais parâmetros do men r sistema, a fim de se avaliar a
eficiência do novo método.
Os resultados presentes na literatura para sistemas com um número fixo de Gaussianas por estado,
que empregam fones independentes de contexto para o problema de reconhecimento de fones contí-
nuos usando a TIMIT, diferem dos obtidos neste trabalho, devido à utilização de outras configurações
experimentais, como por exemplo os resultados indicados naTabela 6.8, onde o autor (Val95) não
utilizou saltos entre os estados do HMM durante a modelagem das unidades acústicas, dentre outros
pontos.
Tab. 6.8: Sistemas de referência com um número fixo de componentes por estado (8 e 16 Gaussianas






6.4.1 Uma Medida Simplificada para a GIM
A nova medida para a GIM baseada no cálculo de hipervolumes não mostrou claramente se é mais
apropriada do que a medida de WGP, proposta inicialmente. Porém, deve-se destacar que as compa-
rações foram realizadas a partir dos resultados obtidos coma gramáticaWord-pairs, que simplifica
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consideravelmente o processo de decodificação. Além disso,ambas foram propostas no intuito de se
evitar algumas problemas intrínsecos da medida de verossimilhança, do ponto de vista da atribuição
de importância para as Gaussianas dos modelos, como por exemplo a faixa de valores de verossimi-
lhança calculados para PDFs com diferentes variâncias.
No intuito de se obter uma medida mais próxima da verossimilhança e ao mesmo tempo que seja
mais simples do que a GIM baseada em cálculos de hipervolumese a WGP, definiu-se a contribuição
de cada amostra para a medida de importância da Gaussiana como distância ponderada das amostras








em que “|Di|” é o módulo da diferença entre o valor da amostra e o valor da média da Gaussiana ao
longo da dimensão “i” do espaço de parâmetros acústicos, e “dim” é o tamanho do vetor de parâmetros
(no caso é 39).
Assim, utilizando-se a Equação (6.7) ao invés da Equação (6.3), e aplicando-se o GEA para oti-
mizar os sistemas de referência contendo 1152, 2304 e 4608 Gaussianas, obtiveram-se os resultados
indicados nas Tabelas 6.9, 6.10 e 6.11, para a TIMIT.
Tab. 6.9: Desempenho dos modelos obtidos através do GEA, utilizando a GIM baseada em medidas
de distância ponderada. Os valores entre parênteses indicam a diferença de desempenho entre os
sistemas reduzidos e o de referência contendo 1152 Gaussiana (8 por estado).
Número Percentagem Reco. Economia
Ld K de Gaussianas no Correta Accur. Fd de Parâmetros
Sistema Reduzido (%) (%) (%)
0 105 1105 70,64 (-0,3) 63,32 (-0,38) -0,68 4,08
0 2.105 1117 71,32 (+0,38) 63,83 (+0,13) +0,51 3,04
5 2.105 1115 71,38 (+0,44) 63,78 (+0,08) +0,52 3,21
10 2.105 1101 71,34 (+0,4) 63,8 (+0,1) +0,5 4,43
12 2.105 1086 71,26 (+0,32) 63,54 (-0,16) +0,16 5,73
0 3.105 1121 71,33 (+0,39) 63,84 (+0,14) +0,53 2,69
0 5.105 1128 71,31 (+0,37) 63,8 (+0,1) +0,47 2,08
0 8.105 1131 71,33 (+0,39) 63,81 (+0,11) +0,5 1,82
Pode-se notar que, em geral, os resultados obtidos anteriorm nte através dos cálculos de hiper-
volume como medida da contribuição de cada amostra para a GIMforneceram uma maior economia
de parâmetros do que a observada nos resultados obtidos através dos cálculos de distância ponderada
como medida da contribuição de cada amostra para a GIM. Do pont de vista do cálculo da contribui-
ção de cada amostra para a GIM, a utilização da distância ponderada também apresenta o problema
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Tab. 6.10: Desempenho dos modelos obtidos através do GEA, utilizando a GIM baseada em medidas
de distância ponderada. Os valores entre parênteses indicam a diferença de desempenho entre os
sistemas reduzidos e o de referência contendo 2304 Gaussiana (16 por estado).
Número Percentagem Reco. Economia
Ld K de Gaussianas no Correta Accur. Fd de Parâmetros
Sistema Reduzido (%) (%) (%)
0 103 1908 71,38 (-1,65) 64,13 (-1,74) -3,39 17,2
0 104 2101 70,98 (-2,05) 63,66 (-2,21) -4,26 8,81
0 105 2197 71,29 (-1,74) 63,73 (-2,14) -3,88 4,64
0 106 2257 72,67 (-0,36) 65,14 (-0,73) -1,09 2,04
0 107 2281 73,02 (-0,01) 65,91 (+0,04) +0,03 1
5 107 2279 72,65 (-0,38) 65,9 (+0,03) -0,35 1,09
10 107 2265 72,06 (-0,97) 65,11 (-0,76) -1,73 1,69
0 108 2292 71,82 (-1,21) 64,57 (-1,3) -2,51 0,52
Tab. 6.11: Desempenho dos modelos obtidos através do GEA, utilizando a GIM baseada em medidas
de distância ponderada. Os valores entre parênteses indicam a diferença de desempenho entre os
sistemas reduzidos e o de referência contendo 4608 Gaussiana (32 por estado).
Número Percentagem Reco. Economia
Ld K de Gaussianas no Correta Accur. Fd de Parâmetros
Sistema Reduzido (%) (%) (%)
0 104 4212 73,02 (-0,09) 65,95 (-0,19) -0,28 8,59
0 105 4470 73,67 (+0,56) 66,67 (+0,53) +1,09 2,99
16 105 4159 73,49 (+0,38) 66,43 (+0,29) +0,67 9,74
17 105 4064 73,53 (+0,42) 65,80 (-0,34) +0,08 11,8
18 6.105 4069 73,58 (+0,47) 66,51 (+0,37) +0,84 11,7
19 6.105 3978 73,64 (+0,53) 66,11 (-0,03) +0,5 13,7
0 106 4578 73,75 (+0,64) 66,88 (+0,74) +1,38 0,65
0 107 4600 73,71 (+0,6) 66,85 (+0,71) +1,31 0,17
da larga faixa de valores que podem ser assumidos por tal medida, de acordo com o desvio padrão
utilizado, o que também ocorre com a medida de verossimilhança.
Portanto, apesar da utilização da distância ponderada parao cálculo da contribuição de cada amos-
tra para a GIM também permitir a obtenção de sistemas reduzidos e com ganho de desempenho, a
eficácia do GEA é maior com a utilização da medida de hipervolume para o cálculo da contribuição
de cada amostra para a GIM.
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6.5 Análise da Complexidade dos HMMs para cada Classe de
Fonemas
A utilização de métodos para a determinação da complexidadeos HMMs tem como principal
finalidade evitar a ocorrência de sobre-parametrização durante o processo de treinamento, aumen-
tando dessa forma a robustez do sistema, e adequando os tamanhos dos modelos à quantidade de
dados disponíveis para o processo de treinamento. Tem-se também como consequência a obtenção
de sistemas menores do que os de referência, contendo um número fixo de componentes por estado,
e que apresentem pelo menos o mesmo desempenho. Outro ponto que p de ser explorado através
dos resultados obtidos pelos métodos de determinação de topologias, é a análise da complexidade
dos modelos utilizados para representar cada unidade acústica ou conjuntos de fonemas agrupados
segundo as características acústicas. Neste sentido, paracada um dos métodos apresentados neste tra-
balho (GEA, método baseado na entropia dos estados, BIC e método discriminativo para o aumento
da resolução acústica) determinou-se o sistema com o maior desempenho, analisando-se os resultados
obtidos com a utilização da gramáticaB ck-off bigram. Assim, o número de Gaussianas por estado
para cada grupo de fonemas encontram-se indicados nas Tabelas 6.12-6.15.
Tab. 6.12: Número de componentes por estado para o sistema obtido através do GEA, que apresenta
o desempenho de 82,34% e 62,37% em termos de taxa de reconhecimento de palavras eaccuracy,
respectivamente. Os modelos acústicos correspondem aos fones adotados na base em Português
Fonemas Estado 1 Estado 2 Estado 3 Média
Vogais/Semi-Vogais 10, 69 ± 0, 05 8, 9 ± 0, 1 10, 2 ± 0, 1 10, 0 ± 0, 4
Laterais 9 ± 3 9, 0 ± 0, 7 10, 5 ± 0, 3 9, 3 ± 0, 5
Não-laterais 11, 0 ± 0, 3 9, 7 ± 0, 1 10, 67 ± 0, 09 10, 4 ± 0, 2
Nasais 8, 7 ± 0, 4 8, 3 ± 0, 3 10, 0 ± 0, 3 9, 0 ± 0, 3
Oclusivas 11, 0 ± 0, 1 7, 3 ± 0, 3 9, 5 ± 0, 2 9, 3 ± 0, 5
Fricativas 10, 2 ± 0, 1 7, 7 ± 0, 4 11, 2 ± 0, 1 9, 7 ± 0, 4
Africadas 9, 5 ± 0, 3 10, 0 ± 0, 6 11, 5 ± 0, 3 10, 3 ± 0, 2
Silêncio 10 11 12 11
Média 10, 31 ± 0, 05 8, 58 ± 0, 08 10, 42 ± 0, 05
Assim, é possível notar que:
• Nas vogais, a ordem decrescente dos estados em termos do número de componentes utilizadas
na modelagem, para qualquer um dos quatro métodos apresentados, foi Estado 1 > Estado 3 >
Estado 2.
• Nas laterais, o Estado 3 apresentou um maior número de componentes, em relação aos Estados
1 e 2, para qualquer um dos quatro métodos apresentados.
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Tab. 6.13: Número de componentes por estado para o sistema obtido através do BIC, que apresenta
o desempenho de 80,75% e 57,6% em termos de taxa de reconhecimento de palavras eaccuracy,
respectivamente. Os modelos acústicos correspondem aos fones adotados na base em Português
Fonemas Estado 1 Estado 2 Estado 3 Média
Vogais/Semi-Vogais 11, 23 ± 0, 05 9, 5 ± 0, 1 11, 08 ± 0, 07 10, 6 ± 0, 3
Laterais 9 ± 1 10 ± 1 10, 5 ± 0, 9 9, 8 ± 0, 4
Não-laterais 11, 0 ± 0, 3 10, 3 ± 0, 3 11, 67 ± 0, 08 11, 0 ± 0, 2
Nasais 11, 67 ± 0, 08 9, 0 ± 0, 6 8 ± 1 9, 8 ± 0, 6
Oclusivas 11, 0 ± 0, 1 10, 0 ± 0, 1 9, 8 ± 0, 3 10, 3 ± 0, 4
Fricativas 11, 33 ± 0, 06 8, 0 ± 0, 4 10, 1 ± 0, 3 9, 8 ± 0, 6
Africadas 11, 5 ± 0, 3 9, 5 ± 0, 3 10, 0 ± 0, 6 10, 3 ± 0, 2
Silêncio 12 3 12 9
Média 11, 14 ± 0, 03 9, 19 ± 0, 08 10, 50 ± 0, 07
Tab. 6.14: Número de componentes por estado para o sistema obtido através do método baseado
na entropia dos estados, que apresenta o desempenho de 81,39% e 61,5% em termos de taxa de
reconhecimento de palavras eaccuracy, respectivamente. Os modelos acústicos correspondem aos
fones adotados na base em Português
Fonemas Estado 1 Estado 2 Estado 3 Média
Vogais/Semi-Vogais 10, 08 ± 0, 05 9, 62 ± 0, 08 9, 92 ± 0, 07 9, 9 ± 0, 2
Laterais 8 ± 2 8 ± 2 8 ± 2 8, 0 ± 0, 5
Não-laterais 9, 7 ± 0, 3 9, 0 ± 0, 3 10 ± 0 9, 6 ± 0, 2
Nasais 9, 0 ± 0, 5 9, 0 ± 0, 5 10, 33 ± 0, 09 9, 4 ± 0, 4
Oclusivas 10, 50 ± 0, 04 10, 2 ± 0, 1 10, 67 ± 0, 04 10, 4 ± 0, 1
Fricativas 9, 5 ± 0, 1 10, 00 ± 0, 05 9, 5 ± 0, 2 9, 7 ± 0, 2
Africadas 10 ± 0 10 ± 0 10 ± 0 10 ± 0
Silêncio 11 11 7 9,7
Média 9, 83 ± 0, 04 9, 64 ± 0, 04 9, 83 ± 0, 04
• A ordem decrescente das classes em termos do número de componentes utilizadas na modela-
gem, para cada método foi:
– GEA: Não-laterais > Africadas > Vogais/Semi-Vogais > Fricativas > Oclusivas≃ Laterais
> Nasais.
– BIC: Não-laterais > Vogais/Semi-Vogais > Oclusivas≃ Africadas > Fricativas≃ Laterais
≃ Nasais.
– Entropia: Oclusivas > Africadas > Vogais/Semi-Vogais > Fricativas > Não-laterais > Na-
sais > Laterais.
– Discriminativo: Vogais/Semi-Vogais > Oclusivas≃ Fricativas > Nasais > Laterais≃ Afri-
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Tab. 6.15: Número de componentes por estado para o sistema obtido através do método discrimi-
nativo para o aumento da resolução acústica, que apresenta odesempenho de 80,3% e 59,49% em
termos de taxa de reconhecimento de palavras eccuracy, respectivamente. Os modelos acústicos
correspondem aos fones adotados na base em Português
Fonemas Estado 1 Estado 2 Estado 3 Média
Vogais/Semi-Vogais 10, 1 ± 0, 1 7, 8 ± 0, 1 9, 7 ± 0, 1 9, 2 ± 0, 5
Laterais 7 ± 0 7 ± 0 9 ± 2 7, 8 ± 0, 5
Não-laterais 8, 7 ± 0, 6 7 ± 0 7 ± 0 7, 6 ± 0, 4
Nasais 8, 7 ± 0, 6 7 ± 0 8, 7 ± 0, 6 8, 1 ± 0, 5
Oclusivas 11, 2 ± 0, 2 7, 8 ± 0, 2 7, 8 ± 0, 2 8, 9 ± 0, 5
Fricativas 9, 5 ± 0, 2 7, 8 ± 0, 2 9, 5 ± 0, 2 8, 9 ± 0, 5
Africadas 9 ± 2 7 ± 0 7 ± 0 7, 8 ± 0, 4
Silêncio 7 7 7 7
Média 9, 64 ± 0, 07 7, 56 ± 0, 06 8, 81 ± 0, 08
cadas > Não-laterais.
• Em geral, a ordem decrescente dos estados em termos do número de componentes utilizadas na
modelagem foi Estado1 > Estado 3 > Estado2.
É possível associar a quantidade de componentes necessárias para a modelagem com a complexi-
dade das distribuições de parâmetros acústicos. Dessa form, foram alocadas mais componentes para
as consoantes do que para as vogais, o que se deve a maior complexidade das distribuições acústicas
das consoantes.
É intuitivo esperar que a parte central das vogais, modeladapelo Estado 2, apresente a menor
dificuldade para o processo de modelagem desta classe, vistoque a parte central está associada à
região de maior estabilidade do processo de produção de taisfonemas.
Em última análise, o fato de se utilizar, em geral, um maior número de componentes no Estado
1 e um menor número de componentes no Estado 2, implica que os mai res efeitos de transição ou
de coarticulação entre as unidades acústicas devem ocorrerna parte inicial dos fones, e que a parte
central corresponde à região de maior estabilidade do process de produção.
6.6 Análise do Desempenho no Reconhecimento e o Alinhamento
Forçado de Viterbi
Neste trabalho, os sistemas utilizados para gerar as segmentaçõ s acústicas, empregadas nos cál-
culos discriminativos do GEA, foram escolhidos de acordo com o fator de desempenho. O sistemas
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com maior fator de desempenho foram os responsáveis pela geração das segmentações utilizadas nos
experimentos com a base de dados pequena em Português e também com a TIMIT. Assim, é interes-
sante avaliar do ponto de vista acústico se tal critério de escolha está de acordo com a precisão da
segmentação acústica. Neste sentido, obtiveram-se 20 sistema de reconhecimento, alguns contendo
um número fixo e outros um número variado de Gaussianas por estado, endo que os últimos foram
gerados através do GEA (pela variação do expoente de rigor K epelo limiar de distânciaLd). Para
cada sistema foram calculadas as percentagens de erros de segm ntação inferiores a um determinado
limiar (TGG03; TG01).
As Figuras 6.8-6.12 mostram as relações obtidas entre os errs de segmentação e o desempenho
no reconhecimento dos 20 sistemas gerados.

















































Fig. 6.8: Relação entre percentagem de erros menores que 10mse o desempenho do sistema corres-
pondente.

















































Fig. 6.9: Relação entre percentagem de erros menores que 20mse o desempenho do sistema corres-
pondente.
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Fig. 6.10: Relação entre percentagem de erros menores que 30ms e o desempenho do sistema corres-
pondente.

















































Fig. 6.11: Relação entre percentagem de erros menores que 40ms e o desempenho do sistema corres-
pondente.

















































Fig. 6.12: Relação entre percentagem de erros menores que 50ms e o desempenho do sistema corres-
pondente.
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Qualitativamente, é possível observar que a correlação aumenta com o valor do limiar de erro de
segmentação tolerado. Quantitativamente, a Tabela 6.16 mostra s coeficientes de correlação entre
a percentagem de erros abaixo do limiar tolerado e o desempenho dos sistemas utilizados para gerar
tais segmentações.
Tab. 6.16: Coeficiente de correlação (c.c.) entre a percentagm de erros abaixo do limiar tolerado e o
desempenho do sistema correspondente, em termos da taxa de reconhecimento de fones, doaccuracy
e fator de desempenhoFd.
Erro tolerado Taxa de Reconhecimento de Fonesaccuracy Fd
≤10ms c.c = 0,28 c.c. = 0,34 c.c. = 0,32
≤20ms c.c = 0,05 c.c. = 0,11 c.c. = 0,08
≤30ms c.c = 0,07 c.c. = 0,12 c.c. = 0,10
≤40ms c.c = 0,29 c.c. = 0,34 c.c. = 0,32
≤50ms c.c = 0,58 c.c. = 0,61 c.c. = 0,60
Os valores do coeficiente de correlação obtidos foram relativamente baixos (no máximo 61%), o
que não implica em uma forte correlação entre o desempenho dosistema durante o reconhecimento
de fones e o desempenho do mesmo para a segmentação acústica.Além disso, comparando-se as
três medidas de desempenho durante o reconhecimento de fones c tínuos, oaccuracyfoi a que
apresentou a maior correlação com a precisão da segmentaçãoacústica.
Portanto, um sistema que possui um elevado desempenho durante o reconhecimento de fones
contínuos não possui necessariamente uma elevada precisãode segmentação, e oaccuracymedido
no reconhecimento apresenta a maior correlação com a precisão de segmentação, em relação a outras
medidas de desempenho de reconhecimento calculadas.
6.7 Experimentos com Dados Artificiais
Na seção 3.5, apresentaram-se os experimentos iniciais realizados com dados gerados artificial-
mente. Observou-se que após o treinamento via MLE, diversasGau sianas convergiram praticamente
para o mesmo ponto no espaço de características e algumas convergiram para as distribuições incor-
retas. Assim, aplicou-se o GEA (Ld = 0, 5 ek = 1) a fim de avaliar sua atuação sobre as Gaussianas
obtidas após o treinamento.
O sistema gerado após o treinamento possui 120 Gaussianas, enquanto o sistema resultante da
aplicação do GEA possui 46 Gaussianas. É possível verificar na Figura 6.13, que as Gaussianas ver-
melhas que convergiram para a distribuição azul foram eliminadas, assim como o número de Gaussi-
anas do sistema reduziu consideravelmente, conforme esperado, uma vez que diversas Gaussianas se
encontravam praticamente no mesmo ponto no espaço de característi as.
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Fig. 6.13: Aplicação do GEA para o sistema treinado via MLE, utilizando dados artificiais.
6.8 Discussão
Os resultados fornecidos pelo novo GEA foram comparáveis aos obtidos pelo método da baseado
na entropia dos estados, e apresentou ganhos consideráveisem relação ao BIC e ao método discrimi-
nativo para o aumento da resolução acústica, mesmo quando ascomparações são realizadas a partir
dos resultados de reconhecimento com a gramáticaWord-pairs. Tal gramática dificulta a avaliação
da robustez dos modelos, devido às restrições impostas no processo de decodificação. A Tabela 6.17
mostra os sistemas obtidos através dos quatro métodos apresentados, que forneceram os os sistemas
com as maiores economias (paraFd ≥ 0) e maiores desempenhos, nos experimentos com a base em
Português.
Se as comparações forem realizadas a partir dos resultados obtidos com a utilização da gramá-
tica Back-off bigramna decodificação, pode-se observar um desempenho superior do n vo GEA em
relação aos demais métodos apresentados, o que pode ser observado pela Tabela 6.18.
O novo GEA se mostrou eficiente na determinação de sistemas com um melhor compromisso en-
tre desempenho e complexidade, quando se prioriza o desempenho no reconhecimento. Além disso,
os resultados tornaram evidentes a importância de se realizar análise discriminativa juntamente com
a análise interna. Entretanto, ainda são necessários novosteste a fim de se determinar a medida mais
apropriada para a contribuição de cada amostra para a GIM (WGPou cálculo de hipervolumes) e tam-
bém da medida de distância mais apropriada para a análise interna (distância Euclidiana convencional
ou modificada).
Os resultados obtidos através de quatro segmentações distintas (Segment 0, Segment I, Segment
II e Segment III), geradas a partir de sistemas de reconhecimento com diferentes desempenhos, mos-
traram que há uma indicação de que a escolha da segmentação mais apropriada para a análise discri-
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Tab. 6.17: Comparação entre os sistemas obtidos pelo GEA (algoritmo discriminativo utilizando me-
didas de hipervolume + análise interna utilizando a medida de distância Euclidiana modificada), BIC,
método baseado na entropia dos estados (com re-alinhamentode Viterbi a cada iteração do algoritmo)
e método discriminativo para o aumento da resolução acústica dos modelos, com o emprego da gra-
máticaWord-pairsna decodificação. Os valores entre parênteses correspondemà iferença entre o
desempenho do sistema com número variado de componentes portado e o de referência (1188
Gaussianas).
Sistemas com as maiores economias, desde queFd ≥ 0 (Objetivo III)
Número de Percent. Reco.
Método Parâmetros Gauss. no Correta Accur. Fd
Sist. Reduzido (%) (%)
GEA Ld = 6, 5 K=105 893 94,37 (+0,3) 91,52 (+0,27) +0,57
BIC λ = 0, 07 1006 94,18 (+0,11) 91,25 (0) +0,11
Entropia incremento=100 996 94,64 (+0,57) 92,35 (+1,1) +1,67
Discriminativo - - - - -
Sistemas com os maiores desempenhos (Objetivo II)
Número de Percent. Reco.
Método Parâmetros Gauss. no Correta Accur. Fd
Sist. Reduzido (%) (%)
GEA Ld = 4, 5 K=106 995 94,64 (+0,57) 92,05 (+0,8) +1,37
BIC λ = 0, 07 1006 94,18 (+0,11) 91,25(0) +0,11
Entropia incremento=100 996 94,64 (+0,57) 92,35 (+1,1) +1,67
Discriminativo M10 × M11-0, 45 1094 93,95 (-0,12) 90,95 (-0,3) -0,42
minativa realizada pelo GEA, pode ser baseada nos valores deaccuracy.
Os experimentos realizados com a TIMIT, no intuito de avaliar a qualidade das segmentações
geradas pelos sistemas obtidos pelo GEA, também mostraram aeficiência de tal método na obtenção
de sistemas reduzidos que superem os sistemas de referênciaorigin is, em termos de desempenho.
Com relação às segmentações geradas pelos sistemas reduzidos, não foi observada uma forte correla-
ção entre desempenho no reconhecimento de fones contínuos (coeficiente de correlação máximo de
61%) e a precisão do alinhamento forçado de Viterbi. Além disso, dentre as medidas de desempenho
observadas, oaccuracyé a que apresenta a maior correlação com a precisão da segmentação acústica.
Por fim, analisando as classes de fonemas utilizadas nos experimentos com a base de dados pe-
quena em Português, em geral, os modelos acústicos das consoantes foram os que consumiram um
maior número de componentes. Uma possível explicação reside no fato de que as vogais apresen-
tam uma região de estabilidade durante o processo de produção acústico e podem ser caracteriza-
das principalmente por componentes de baixa freqüência, enquanto as consoantes são caracterizadas
predominantemente por componentes de freqüências elevadas. Portanto, as vogais devem possuir
características espectrais mais estáveis do que as consoantes, f cilitando dessa forma o processo de
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Tab. 6.18: Comparação entre os sistemas obtidos pelo GEA (algoritmo discriminativo utilizando me-
didas de hipervolume + análise interna utilizando a medida de distância Euclidiana modificada), BIC,
método baseado na entropia dos estados (com re-alinhamentode Viterbi a cada iteração do algoritmo)
e método discriminativo para o aumento da resolução acústica dos modelos, com o emprego da gra-
máticaBack-off bigramna decodificação. Os valores entre parênteses correspondema iferença entre
o desempenho do sistema com número variado de componentes por tado e o de referência (1296
Gaussianas).
Sistemas com as maiores economias, desde queFd ≥ 0 (Objetivo III)
Número de Percent. Reco.
Método Parâmetros Gauss. no Correta Accur. Fd
Sist. Reduzido (%) (%)
GEA Ld = 5, 5 K=105 985 80,82 (-0,19) 58,59 (+0,34) +0,15
BIC - - - - -
Entropia incremento=100 1040 81,24 (+0,23) 61,57 (+3,32) +3,55
Discriminativo M7 × M12-0, 8 936 80,3 (-0,71) 59,49 (+1,24) +0,53
Sistemas com os maiores desempenhos (Objetivo II)
Número de Percent. Reco.
Método Parâmetros Gauss. no Correta Accur. Fd
Sist. Reduzido (%) (%)
GEA Ld = 4, 5 K=106 1055 82,34 (+1,33) 62,37 (+4,12) +5,45
BIC λ = 0, 05 1110 80,75 (-0,26) 57,6(-0,65) -0,91
Entropia incremento=100 1055 81,39 (+0,38) 61,5 (+3,25) +3,63
Discriminativo M7 × M12-0, 8 936 80,3 (-0,71) 59,49 (+1,24) +0,53
classificação.
6.9 Conclusões
O processo de eliminação de Gaussianas (GEA) proposto nestetrabalho, mostrou que o treina-
mento de sistemas reduzidos contendo um número variado de Gaussianas por estado é mais efici-
ente do que o treinamento de sistemas obtidos através de outros três métodos presentes na literatura,
quando uma gramática menos restritiva é utilizada na decodifi ação. Dois dentre os métodos apre-
sentados adotam a estratégia de partir de sistemas com baixacomplexidade e aumentar o número de
Gaussianas do modelo de acordo com o critério proposto pelo mét do: discriminativo ou baseado
na entropia dos estados. O terceiro método apresentado, o BIC,avalia diversas topologias e escolhe
aquela que melhor se ajuste aos dados de treinamento e que possua o menor número de parâmetros
possível, de acordo com o princípio da parcimônia.
Os resultados mostraram, portanto, que é mais fácil eliminar Gaussianas no intuito de se aumen-
tar a robustez dos modelos, quando se utiliza o treinamento baseado em MLE, do que introduzir
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novas componentes no intuito de aumentar a resolução acústica dos modelos. Tal cenário talvez seja
invertido quando o processo de estimação de parâmetros do treinamento é discriminativo.
Nos experimentos realizados com a TIMIT, observou-se que a correlação entre o desempenho do
sistema no reconhecimento e no alinhamento forçado de Viterbi pa a a obtenção de segmentações
acústicas não é forte (coeficiente de correlação≤ 61%), sendo o que oaccuracyé a medida de
desempenho mais correlacionada com a precisão na segmentação. Além disso, há indícios de que
a segmentação mais apropriada para o GEA deve ser gerada pelosist ma de reconhecimento que
apresentar o maioraccuracy.
Em última análise, os resultados obtidos com os dados artifici is tem um caráter qualitativo, porém
podem ser considerados representativos de problemas práticos encontrados durante a modelagem
de dados reais de fala. Neste sentido, o GEA também se mostroueficiente para eliminação das
Gaussianas que convergiram para as distribuições incorretas durante o treinamento e para a redução
do número de Gaussianas excedentes presentes nos modelos.
Capítulo 7
Conclusões
O trabalho permitiu a observação de vários aspectos práticos e teóricos relacionados com o treina-
mento de HMMs contínuos através de um algoritmo baseado em MLE (Baum-Welch), desde questões
relacionadas com a precisão numérica das variáveis, até as questões envolvendo o ajuste de parâme-
tros dos modelos e a determinação das topologias mais apropriadas para o sistema. Além disso, outros
aspectos importantes tanto do ponto de vista da modelagem acústica para o reconhecimento de fala,
quanto do ponto de vista lingüístico, foram observados em relação à complexidade dos modelos de
acordo com a classe fonética, e em relação à proximidade da segmentação automática realizada pelo
alinhamento forçado de Viterbi e a segmentação manual.
Na seqüência serão apresentadas as principais conclusões do trabalho e também os pontos que
exigem ainda maiores investigações, no intuito de motivar trabalhos futuros.
7.1 O Treinamento Baseado em MLE com Dados Artificiais
Os testes realizados com os dados artificiais permitiram a observação do comportamento do al-
goritmo de treinamento baseado em MLE, em relação ao efeito da inicialização dos parâmetros dos
modelos, principalmente quando o sistema se encontra super-dim nsionado. Foi possível notar que,
dependendo da inicialização das médias das Gaussianas de umter inado modelo, algumas com-
ponentes podem convergir para posições no espaço de características pertencentes a distribuições
associadas a outros modelos. Tal fato contribui para uma menor discriminabilidade dos modelos, o
que pode resultar em erros durante a decodificação.
Outro ponto observado está relacionado com a obtenção de Gaussianas próximas entre si após o
treinamento e em localizações distantes das fronteiras dasdistribuições. Tal redundância provavel-
mente tem pouco efeito sobre a capacidade de discriminação do m elo, mas certamente pode ter um
efeito considerável sobre o custo computacional do sistema.
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Em última análise, a aplicação do novo GEA permitiu a eliminação das Gaussianas que conver-
giram para as distribuições incorretas no espaço de característi as e também permitiu a redução do
excesso de Gaussianas presentes nos modelos.
7.2 Os Modelos de Linguagem
As gramáticasWord-pairseBack-off bigramforam utilizadas para o reconhecimento de fala con-
tínua com a base de dados em Português, enquanto aBigram foi utilizada para o reconhecimento de
fones contínuos com a base TIMIT.
Foi possível observar que a gramáticaBack-off bigrampermitiu a realização de testes mais rigoro-
sos em relação à robustez dos sistemas obtidos, quando comparada com a gramáticaWord-pairs, o que
se deve ao fato da primeira permitir uma maior flexibilidade ao processo de decodificação, enquanto
a segunda é mais restritiva. Dessa forma, é possível separarmelhor a contribuição da gramática, da
contribuição da seleção de topologia, para o desempenho do sistema durante o reconhecimento.
Por último, os testes realizados com a TIMIT utilizaram a gramáticaBigramao nível de fones e,
neste caso também foi possível se obter sistemas com um número variado de Gaussianas por estado e
que apresentem um melhor compromisso entre tamanho e desempnho, em relação aos sistemas que
utilizam um número fixo de Gaussianas por estado. Os experimentos visando o reconhecimento de
fones contínuos têm por finalidade avaliar a eficácia do processo de modelagem e, neste caso, o novo
GEA também foi validado.
7.3 Métodos para a Determinação da Complexidade dos HMMs
Nos experimentos foram implementados três métodos presentes na literatura para a determinação
da complexidade dos HMMs: o BIC, o método baseado na entropia dos estados e o método discrimi-
nativo para o aumento da resolução acústica dos modelos. Além disso, também foi proposto um novo
método de eliminação de Gaussianas (GEA), baseado em análises entre modelos (discriminativa) e
na análise de cada modelo separadamente (análise interna).
As medidas de taxa de reconhecimento eaccuracyforam utilizadas simultaneamente para avaliar
o desempenho dos sistemas, visto que, dependendo da aplicação, pode ser dada uma maior ênfase em
uma medida em detrimento da outra. Dessa forma, utilizou-seo fator de desempenhoFd como forma
de considerar os ganhos ou perdas observados nas duas medidas ao mesmo tempo. Nos experimentos
envolvendo o reconhecimento de fala contínua, a medida de taxa de reconhecimento pode ser mais
enfatizada, enquanto nos experimentos envolvendo reconheimento de fones contínuos, a medida de
accuracyrecebe maior ênfase.
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Os resultados obtidos a partir da utilização da gramática mais restritiva durante a decodificação
(Word-pairs), mostram que o método baseado na medida de entropia e o novo GEA forneceram os sis-
temas com número variado de componentes por estado que apresnta am os melhores desempenhos,
fornecendo a taxa de reconhecimento de palavras eaccuracyde 94,64% e 92,35% para o primeiro
caso, e 94,64% e 92,05% para o segundo caso. Assim, os dois métdos forneceram praticamente os
mesmos resultados, superando os resultados obtidos pelo BICe pelo método discriminativo para o
aumento da resolução acústica.
Por outro lado, os resultados obtidos a partir da utilizaçãoda gramática mais flexível durante
a decodificação (Back-off bigram), mostraram que o GEA permitiu a determinação do sistema que
apresentou o melhor desempenho, fornecendo a taxa de reconhecimento de palavras eaccuracyde
82,34% e 62,37%, respectivamente, seguido do método baseado em medidas de entropia, que forne-
ceu 81,39% e 61,5% para as mesmas medidas de desempenho.
Portanto, o melhor sistema obtido pelo GEA de acordo com o Objetivo II (vide seção 4.3), foi
equivalente ao melhor sistema obtido através dos demais métodos discutidos, quando se utilizou uma
gramática mais restritiva, e foi superior aos demais quandose utilizou uma gramática mais flexível
durante a decodificação.
Pode-se constatar também que somente o BIC não possibilitou adeterminação de sistemas de
acordo com o Objetivo III. Além disso, não se pode afirmar qualo método que fornece a maior
economia de parâmetros, visto que apenas três tamanhos diferentes foram testados no método baseado
na entropia dos estados. Neste sentido, são necessários mais experimentos a fim de se avaliar o
método mais apropriado do ponto de vista do Objetivo III (vide seção 4.3).
Em última análise, todos os métodos se mostraram eficientes com relação ao Objetivo I (vide
seção 4.3), onde foram observados ganhos de desempenho em relação aos sistemas com número fixo
de componentes por estado de mais de 2%, independentemente da medida de desempenho adotada.
7.4 Importância da Segmentação Acústica para o GEA
As segmentações acústicas das sentenças de treinamento sãode fundamental importância para a
análise discriminativa realizada pelo GEA. Os resultados mtraram que as segmentações (Segment
I e Segment II) geradas pelos sistemas de reconhecimento de fala (Sistema I e Sistema II) que apre-
sentaram os maiores valores deaccuracy, permitiram a obtenção dos sistemas com número variado
de Gaussianas por estado, através do GEA, que apresentaram os maiores desempenhos.
Portanto, há indícios de que a medida deaccuracydeve ser a mais apropriada para a escolha
do sistema de reconhecimento de fala a partir do qual serão geradas as segmentações através do
alinhamento forçado de Viterbi. Porém ainda são necessáriomais testes a fim de se obter resultados
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mais conclusivos.
Neste sentido, foi importante avaliar a relação entre a precisão das segmentações acústicas obtidas
pelo alinhamento forçado de Viterbi e o desempenho dos sistema de reconhecimento utilizados para
essa tarefa. Os resultados mostraram que a correlação entreo desempenho no reconhecimento e no
alinhamento forçado de Viterbi é maior quando oaccuracyé utilizado, apesar de mesmo neste caso
não ser alta (coeficiente de correlação≤ 61%).
7.5 Complexidade dos Modelos por Classe Fonética
Os modelos das vogais mostraram claramente que o número de Gaussianas utilizadas no primeiro
estado é maior do que o número utilizado no terceiro estado, eo segundo estado é o que apresenta o
menor número de Gaussianas. A parte central da produção acústic das vogais é bastante estável, a
qual é modelada pelo segundo estado do HMM, o que pode justificar o emprego de um menor número
de Gaussianas neste caso. O primeiro e o terceiro estado modela as transições entre os fonemas e,
assumindo que o número de Gaussianas pode ser um indicativo ddificuldade para a modelagem da
distribuição, a parte inicial das vogais, que é modelada pelo rimeiro estado, é a que evidencia os
maiores efeitos de coarticulação (transição entre os fones) do processo de produção acústico.
Em última análise, os modelos das consoantes apresentaram um maior número de Gaussianas do
que as vogais. Porém, no intuito de se obterem resultados mais conclusivos, ainda são necessárias
investigações para se determinar qual a ordem de complexidade dos modelos por classe fonética.
7.6 Trabalhos Futuros
O novo método proposto se mostrou eficiente para a determinação da topologia dos HMMs de
acordo com os Objetivos I, II e III, para o problema de reconhecim nto de fala contínua. Além disso, a
aplicação do GEA sobre dados gerados artificialmente mostrou a atuação do mesmo para a eliminação
de Gaussianas que modelam as distribuições incorretas e para a redução do excesso de Gaussianas
presentes nos modelos. Assim, é interessante estender os conceitos do GEA para a determinação da
complexidade de qualquer modelo que utilize misturas de Gaussi nas para problemas relacionados
com reconhecimento de padrões.
A modelagem foi realizada para fones independentes de context , mas pode ser estendido para
o caso dos fones dependentes de contexto. Neste caso, o GEA pode auxiliar a determinação da
complexidade dos HMMs após a utilização dophonetic decision tree-based state tying, por exemplo.
A utilização do GEA para a implementação de um sistema de reconh imento de fala embarcado
pode permitir que sistemas com número variado de Gaussianaspor estado possam atender as limi-
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tações físicas dos dispositivos eletrônicos, tais como memória e capacidade de processamento em
tempo real, e ao mesmo tempo apresentar um desempenho no mínimo equivalente ao dos sistemas
maiores com número fixo de Gaussianas por estado.
As aplicações de reconhecimento de fala têm se tornado relativamente comuns e, neste sentido, os
aspectos práticos abordados durante este trabalho podem contribuir para a implementação de sistemas
de informação integrados de reconhecimento e síntese áudio-visual de fala, que facilitem cada vez
mais as tarefas do cotidiano.
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