For a set of N unit vectors {x 1 , x 2 , .
Introduction
Let A be an N × N matrix with real entries and of rank no greater than d such that A ii = 1 for all i. By a p-frame potential of the matrix A we mean
The main question of our interest is to find the minimum of E p (A), given p, N , and d. We note that if some bound holds for matrices of rank exactly d, then it must be true for all limiting points in the space of matrices, i.e. for all matrices of rank no greater than d. Hence we may consider the case of rank d only.
A similar question of bounding E ∞ (A) = max{|A ij |} and its consequences were recently studied by Bukh and Cox in [2] .
The straightforward application of this problem is the analogous minimization question for sets of d-dimensional unit vectors. For any set of unit vectors X = {x 1 , x 2 , . . . , x N } ⊂ K d , their Gram matrix A will have a rank no greater than d and all diagonal elements will be equal to 1. Additionally, A must be positive semidefinite and symmetric. All our methods work for the general matrix optimization problem so most of the statements will be formulated for matrices. However, we may slightly abuse the terminology when talking about vector sets instead of their Gram matrices.
When p is an even natural number, sharp bounds for the complex case with sufficiently large N follow from the seminal work of Welch [12] . Similar bounds for the real case are proven by Venkov [11] . Several results and conjectures on minimizers of p-frame potentials were provided by Ehler and Okoudjou [6] . In particular, they used the fact that one of the minimizers for p = 2 is an orthonormal basis and concluded that, whenever N is divisible by d and p ∈ (0, 2), a repeated orthonormal basis is the unique minimizer in the real case. The uniqueness in this scenario and further in the note is meant up to taking opposite vectors. From now on, for an arbitrary N , by a repeated orthonormal basis we mean the set X of vectors each of which is from the same orthonormal basis and, for any two vectors of the basis, their numbers of representatives in X are either the same, or differ by 1. The latter condition is necessary for any optimization of our kind and may be explained as a special case of Turán's theorem.
The problem of minimizing the 1-potential was also posed in [10] , where it was conjectured that for any N , the repeated orthonormal basis is the unique minimizer. More generally, we can conjecture that, given any N and d, the unique minimizer of E 1 (A) is the Gram matrix of the repeated orthonormal basis.
In 1959, Fejes Tóth posed the following question [7] : what is the largest sum of non-obtuse angles formed by N lines in R d ? He conjectured that for any N the maximum is uniquely attained on a set of d lines generated by a repeated orthonormal basis. This conjecture is resolved only for d = 2 and for very few cases of N for d = 3. Even the asymptotic result for d = 3 is wide open (see [8] and [1] for the recent progress). We note that the conjecture about E 1 from [10] immediately follows from the conjecture of Fejes Tóth since arccos t ≥ π 2 (1 − t) for t ∈ [0, 1] with the equality precisely at t = 0 and t = 1.
In this paper, we develop a new method of finding lower bounds for E p (A) based on the framework of Bukh and Cox from [2] . This method allows us to prove a new general bound for E p (A) for p < 2. This bound is sharp in some cases, particularly, for p = 1 and N ∈ [d + 1, 2d]. We also resolve the problem completely for N = d + 1 and p ∈ [1, 2( ln 3 ln 2 − 1)], partially confirming the conjecture of Chen, Goodman, Ehler, Gonzales, and Okoudjou.
Although everything is formulated for the real case, all observations and proofs work for matrices of complex numbers or quaternions just the same.
New lower bounds
The main method is the extension of the approach introduced by Bukh and Cox in [2] for finding new packing bounds for projective codes. In order to streamline this approach we use the notion of tight frames. By a tight frame we mean a finite set of d-dimensional real vectors {y 1 , y 2 , . . . , y N } such that for any
where A is called a frame constant.
Using the tight frame condition and comparing coefficients for all d components of x, one can conclude that n i=1 |y i | 2 = Ad. It is convenient for us to consider frames whose sum of squared norms is 1 and, subsequently, A = 1 d . The following lemma connects matrices under consideration with tight frames. Proof. Ker A is (N − d)-dimensional so there is a linear mapping L : R N −d → R N whose image is Ker A. For each of N components, L is a linear functional so it may be represented as L i (y) = y, z i . We note that for any non-singular mapping D : R N −d → R N −d , the image of the mapping L • D is Ker A as well. The quadratic form N i=1 y, z i 2 is positive definite. By choosing a suitable D, we can transform {z 1 , z 2 , . . . , z N } into {y 1 , y 2 , . . . , y N } such that the form N i=1 y, y i 2 is 1 N −d y, y which is exactly the condition needed for the tight frame.
The following lemma will be the key instrument in finding new lower bounds for the p-frame potential. In order to set it up we define f c,p (t) = t c−t p 2 . By M (c, p, N ) we then denote the solution of the following optimization problem: 
Proof. By Lemma 2.1, there exists a tight frame {y 1 , y 2 , . . . , y N } ⊂ R N −d such that Ker A is the set of all vectors ( y, y 1 , . . . , y, y N ) for some y ∈ R N −d and N i=1 |y i | 2 = 1. Taking y = y i and using the kernel condition for row i, we get
Then for any 1 ≤ i ≤ N ,
by Hölder's inequality for 1 p + 1 q = 1.
Here for p = 1, we mean q = ∞ and j =i | y i , y j | q 1 q = max j =i | y i , y j |.
By standard inequalities for p-norms in
At this point we use the tight frame condition for y i , i.e. j =i y i , y j 2 = 1 N −d y i , y i − y i , y i 2 , and denote y i , y i by t i :
Taking powers and summing these inequalities for all i, we get the required condition because N i=1 t i must be 1.
As a first application of Lemma 2.2, we give a new proof to the result from [9] (also Proposition 3.1 in [6] ). Proposition 1. For any p ≥ 2 and any real N × N matrix A of rank d with unit diagonal elements,
.
Together with Lemma 2.2 this completes the proof.
It is fairly straightforward to check that, when p > 2, the only possibility for the inequality of Proposition 1 to be exact is when Y = {y 1 , . . . , y N } is an (N − d)-dimensional tight frame such that |y i | is the same for all i and | y i , y j | is the same for all i = j. This type of sets are called in the literature equiangular tight frames. The matrix A is then a Gram matrix of the d-dimensional equiangular tight frame which is known as Naimark complement to Y (see, for instance, [3] ) or Gale dual to Y (see [4] for more details about the Gale duality of maximal equiangular sets). Theorem 1. For any 1 ≤ p < 2 and any real N × N matrix A of rank d with unit diagonal elements,
. The needed bound then follows from Lemma 2.2.
When taking p = 1 in Theorem 1, we get E 1 (A) ≥ 2(N − d). This confirms the bound conjectured in [10] for N ∈ [d + 1, 2d]. N ∈ [d, 2d] , the bound is sharp and the unique minimizer is the set of N lines generated by a repeated orthonormal basis.
As hinted in the discussion [10] , Corollary 1 may be proven by induction. For the sake of completeness, we provide this alternative proof here as well.
Proof. By the Gershgorin circle theorem, any (d + 1) × (d + 1) diagonal minor of the matrix will have at least one row whose sum of absolute values of non-diagonal entries is at least 1. The inductive step consists then in finding one row like this in an N × N matrix and using the inductive hypothesis for the (N − 1) × (N − 1) minor.
This proof does not seem to work for non-symmetric matrices. We also note that Theorem 1 implies the same bound 2(N − d) for E p (A) when p ∈ (0, 1).
For the case of N = d+1, Chen, Goodman, Ehler, Gonzales, and Okoudjou [5] posed a conjecture for the minimum of the p-frame potential for all p ∈ (0, 2). They conjectured that a global minimum is necessarily formed by k + 1 unit vectors whose endpoints form a regular k-dimensional simplex and N − k − 1 vectors that are pairwise orthogonal and orthogonal to the subspace of the regular simplex. In particular, their conjecture states that for p < ln 3 ln 2 ≈ 1.58496, the minimum is 2 and attained only on the repeated orthogonal basis with d + 1 vectors. We confirm this conjecture for p ≤ p 0 = 2( ln 3 ln 2 − 1) ≈ 1.16993.
Theorem 2. For any p ∈ [1, 2( ln 3 ln 2 − 1)] and any real (d + 1) × (d + 1) matrix A of rank d with unit diagonal elements, E p (A) ≥ 2.
Following the proofs of Theorem 2 and Lemma 2.2 it is easy to check that the only minimizer is the repeated orthonormal basis. It seems reasonable to assume that similar results may be obtained by this method in the case of N ∈ [d + 1, 2d − 1] as well.
