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Abstract
The electric control of a spin qubit in a quantum dot relies on spin-orbit coupling (SOC). Here,
we show that the time-reversal symmetry (T -symmetry) of the intrinsic SOC leads to not only the
traditional van Vleck cancellation known for spin relaxation, but also vanishing spin dephasing to
the lowest order of SOC, which we term as “longitudinal spin-orbit field cancellation”. On the
other hand, a micro-magnet used in recent experiments creates a synthetic SOC that breaks T -
symmetry, which helps eliminate both the “van Vleck cancellation” and the “longitudinal spin-orbit
field cancellation”. This modification removes the dependence on the quantization magnetic field
of the effective magnetic field ~Ω experienced by the spin qubit, and in principle allows a longitudinal
component for ~Ω. Consequently, spin relaxation and dephasing are qualitatively modified compared
with the case of the intrinsic SOC. We further demonstrate that the longitudinal component of
~Ω could enable novel schemes for spin coupling and manipulation, with potential applications in
semiconductor quantum computing.
∗ huangph@sustech.edu.cn
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I. INTRODUCTION
An electron spin qubit in a semiconductor quantum dot (QD) is a promising candidate for
quantum information processing due to the long spin coherence time and possible scalability
[1–6]. Exciting progress has been made in recent years on spin qubits in QDs. High fidelity
spin manipulation has been realized in a Si QD [7, 8]; Strong coupling has been achieved
between a spin qubit in a Si/SiGe QD and a superconducting resonator [9–11]; Two-qubit
CPHASE and CNOT gates have been realized based on the exchange interaction [12–14];
And up to nine controllable QDs have been demonstrated [15, 16].
A driving force behind many of the experimental achievements is the introduction of a
micromagnet next to the QDs. Such a micromagnet creates an inhomogeneous magnetic
field, which acts as a synthetic spin-orbit coupling (s-SOC) and allows fast electric dipole
spin resonance (EDSR) of a spin qubit driven by an electric field [7, 17–21] and strong
spin-photon coupling [9, 10, 22, 23]. However, while such an electric field could be applied
or from a resonator [7, 9, 10, 17–22], it could also be from electrical noises [7, 24–26]. In
other words, the s-SOC opens additional spin decoherence channels. Various aspects of s-
SOC-enabled decoherence have been explored previously, such as spin relaxation [17, 24, 25]
and dephasing [7, 26, 27], and effects of the magnetic noise from the micro-magnets [28, 29].
However, there is still a lack of understanding on how the types of SOC differ in principle,
and how such difference affects spin properties in QD systems.
In this work, we show that the most important qualitative difference between s-SOC and
the intrinsic SOC (i-SOC) is with respect to the time-reversal symmetry (T -symmetry):
s-SOC breaks it, while i-SOC preserves it. For the case of the i-SOC, we show that it results
in not only the traditional van Vleck cancellation [30, 31], but also vanishing longitudinal
component of the effective magnetic field, which we term as “longitudinal spin-orbit field
cancellation”. For the case of the s-SOC, consequences of the broken T -symmetry is the
disappearance of the Van Vleck cancellation and the “longitudinal spin-orbit field cancella-
tion”. Therefore, spin relaxation has a different magnetic field dependence in the presence
of s-SOC as compared to i-SOC, and longitudinal effective magnetic field is allowed at the
lowest order perturbation, so that electrical noise could cause pure dephasing of a spin qubit
at the lowest order, contrary to the case of i-SOC. Furthermore, we show that s-SOC could
provide new ways for spin-spin coupling and spin manipulation. Specifically, the longitudi-
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nal effective magnetic field could enable a form-variable spin-spin coupling through a cavity,
and the strong driving of a dressed spin qubit in a QD system. Finally, the connection
between spin qubit properties and T -symmetry of the SOC is general, which can be applied
to many other physical systems.
II. RESULTS
In this section, we introduce the model Hamiltonian, summarize the derivation of an
effective Hamiltonian, and clarify the role of T -symmetry. We then systematically examine
the consequences of the broken T -symmetry of SOC in terms of spin relaxation, spin pure
dephasing, spin-photon coupling, and the strong driving of a spin qubit.
We consider a single electron in a gate-defined QD [see Figure 1 (a)]. The QD confinement
in the [001]-direction (defined as z-axis) is provided by the interface electric field, while the
in-plane (i.e. xy plane) confinement is provided by top gates. A micromagnet (e.g. a
cobalt magnet) is deposited over the QD and polarized by an applied magnetic field. We
separate the total magnetic field into two parts ~B = ~B0+ ~B1, where ~B0 ( ~B1) is the position-
independent (position-dependent inhomogeneous) magnetic field. The Hamiltonian for this
model system is thus
H = HZ +Hd +HSO + Vext(~r). (1)
Here HZ =
1
2
gµB~σ · ~B0 is the Zeeman Hamiltonian due to the position independent field,
where g is the effective g-factor, and ~σ is the Pauli operator for the electron spin. Hd =
p2
2m∗
+ 1
2
m∗ω2dr
2 is the usual electron 2D orbital Hamiltonian in a single QD, where ~r = (x, y)
and ~p = −ih¯∇+(e/c) ~A(~r) are the in-plane 2D coordinate and kinetic momentum operators
(e > 0), and ωd is the characteristic frequency of the in-plane confinement. The vertical
dynamics is neglected due to the strong confinement at the interface. Vext(~r) is the electric
potential due to electrical noise or manipulation field. Lastly, the s-SOC term HSO is due
to the Zeeman effect in the position-dependent inhomogeneous magnetic field ~B1. Keeping
the lowest order position dependence,
HSO =
1
2
gµB~σ ·~b1x, (2)
where the inhomogeneity is assumed in the x-direction without loss of generality, and the
gradient of the inhomogeneous magnetic field, ~b1 ≡ ∂ ~B1/∂x
∣∣∣
x=0
≡ [b1l, 0, b1t], is the coupling
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constant of the s-SOC.
Critical role of T -symmetry— Assuming that the energy scale of SOC is much less
than the orbital and Zeeman energy, we perform a Schrieffer-Wolff (SW) transformation
Heff = e
SHe−S to eliminate HSO in the leading order by requiring that [Hd+HZ , S] = HSO
[32, 33]. The transformation generator S can be formally written as
S =
∞∑
m=0
(
LZL
−1
d
)m
L−1d HSO, (3)
where the super-operators Ld and LZ are defined such that LdO = [Hd,O] and LZO =
[HZ ,O] for any given operator O. Once S is given, an effective spin Hamiltonian Heff =
HZ + [S, Vext] can be obtained.
The T -symmetry ofHSO plays a critical role in the SW transformation. For any SOC, the
generator S can be formally rewritten as S = ~f · ~σ, where ~f contains the orbital operators.
Since both the ground orbital state |ψ〉 and Vext(~r) are time-reversal symmetric (TRS), the
matrix element 〈ψ| [~f, Vext(~r)] |ψ〉 would be finite only when ~f is also TRS. Given that spin
operator ~σ is time-reversal asymmetric (TRA), only the TRA terms in S could contribute
to the effective spin Hamiltonian Heff .
For the TRA s-SOC, the first term L−1d HSO in S is TRA and is allowed. For the TRS
i-SOC, on the other hand, the first term in S is TRS so that it is forbidden. The lowest
order contribution is from the next order term LZL
−2
d Hi−SOC, which is TRA and is allowed,
with LZ involving Zeeman term HZ that breaks T -symmetry (see Methods). Clearly, the
different T -symmetries of the s-SOC and the i-SOC ensures that their contribution to the
spin Hamiltonian are of different orders in EZ/Ed, and leads to qualitatively different results.
More specifically, for i-SOC, the lowest-order contribution is from the second term in
S, which is linearly proportional to B0. One consequence is an extra B
2
0 dependence of
spin relaxation (shown below), consistent with the so-called van Vleck cancellation [30, 31].
Moreover, given that all the higher-order terms in S contains the LZ operator, and the
property LZ(~ε·~σ) ∝ ( ~B0×~ε)·~σ is satisfied by any vector ~ε, the resulting effective spin-electric
coupling [S, Vext] ∝ ( ~B0 × [~ε, Vext]) · ~σ contains only transverse coupling. In other words,
the effective field sensed by the spin is always transverse. Therefore, the conservation of
the T -symmetry of the i-SOC results in the vanishing longitudinal effective magnetic field
to any order in the perturbative expansion of Eq. (3). We term this effect “longitudinal
spin-orbit field cancellation”, in analogy to the van Vleck cancellation for spin relaxation.
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In comparison, the breaking of T -symmetry by the s-SOC means that generator S could
contain a term that is independent of LZ operator, therefore removing the condition for
both the van Vleck cancellation and the “longitudinal spin-orbit field cancellation”. Thus,
for s-SOC, the effective magnetic field could be independent of B0, and the longitudinal
effective magnetic field is allowed.
Our argument here does not assume any specific form of the SOC and Hd. It is thus gen-
erally applicable to many different physical systems as long as SOC is smaller in magnitude
than the orbital and Zeeman splitting. For example, the results can be used for an electron
spin qubit in a double quantum dot with or without a micro-magnet, or an electron spin at
donor(s) with a Coulombic confinement. It should also be applicable to other forms of SOC.
Effective Hamiltonian—With the energy scale of s-SOC satisfying ||Hs−SOC|| ≪ EZ =
gµBB0 ≪ Ed = h¯ωd, to the lowest order of Hs−SOC and EZ/Ed, we have S ≈ L−1d HSOC.
Using this generator, the effective spin Hamiltonian is (see Methods)
Heff =
1
2
gµB~σ ·
(
~B0 + ~Ω
)
, (4)
where ~Ω = −~b1∂xVext/(m∗ω2d) is the effective magnetic field generated from the electric
potential through the QD displacement δx = −∂xVext/(m∗ω2d) and the s-SOC.
As we discussed in the previous section, the effective field ~Ω generated by S = L−1d HSOC
has some distinctive properties as a result of the elimination of both the van Vleck can-
cellation and the longitudinal spin-orbit field cancellation. First, it can have a longitudinal
component parallel to the constant applied magnetic field ~B0. If Vext is a potential from elec-
trical noise, the corresponding effective magnetic noise ~Ω would lead to both spin relaxation
and pure dephasing (see Figure 1 (b)). Second, ~Ω is independent of B0. Both are different
from the case of the i-SOC, where the effective noise magnitude is linearly proportional to
B0, and induces only spin relaxation [32, 33]. Below we explore consequences of these new
characteristics of the effective field ~Ω.
Spin Relaxation—Spin relaxation time gives the upper limit of spin coherence time,
when pure dephasing vanishes. Suppose the direction of magnetic field ~B0 (assumed along
the x-axis in this work) is defined as the new Z-axis, while X- and Y -axis are orthogonal to
the Z-axis (see Figure 1 (b)), the relaxation rate is then given by 1/T1 = SXX(ωZ)+SY Y (ωZ)
[32, 33], where Sii(ω) is the power spectral density of the magnetic noise in the ith direction,
and ωZ = gµBB0/h¯ is the Larmor frequency. In our single QD system, spin relaxation is
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determined by the transverse magnetic noise ΩX = −b1t∂xVext/(m∗ω2d), and the relaxation
rate is
1/T1 =
[
gµBb1t
2h¯m∗ω2d
]2
SFF (ωZ), (5)
where SFF (ω) is the spectral density of the force correlation of the noise [34].
Qualitatively, spin relaxation depends on the transverse field gradient, with 1/T1 ∝ b21t =
(∂Bz/∂x)
2. It also has a strong dependence on the QD confinement, 1/T1 ∝ 1/ω4d, and is
suppressed in a smaller QD. Lastly, the dependence of spin relaxation on the magnetic field
B0 is given by SFF (ωZ) (neglecting the weak dependence of b1t on B0 when the micromagnet
is saturated), as we discuss in more detail below.
Figure 2(a) shows the spin relaxation rate as a function of the magnetic field B0 due to
deformation coupling to phonons or dipole coupling to Johnson noise in silicon (parameters
are listed in Methods). Here we neglect the valley states (from conduction band degeneracy)
in silicon by assuming that the intra-valley spin-orbit mixing dominates. Spin relaxation due
to phonon emission mediated by s-SOC shows a B50 dependence, 1/T1 ∝ B50 , in contrast to
the B70 dependence in the case of the i-SOC [32, 35]. The extra B
2
0 dependence is due to the
T -symmetry of the i-SOC that leads to the Van Vleck cancellation. For the same reason,
spin relaxation due to Johnson noise mediated by s-SOC shows a linear B0 dependence,
1/T1 ∝ B0, in contrast to the B30 dependence in the case of the i-SOC [33]. Consequently,
at low B-field spin relaxation is dominated by Johnson noise, while at higher B-field it is
dominated by phonon emission, as shown in Figure 2. The calculated spin relaxation rate
grows from 0.01 s−1 to 1000 s−1 as B0 increases from 0.2 T to 10 T.
The spin relaxation channel discussed here can be relevant in a silicon QD experiment
when the magnetic field is relatively high. For comparison, let us consider the case of
an electron spin in a silicon QD without a micromagnet. Here spin relaxation is mostly
due to phonon and Johnson noise via the i-SOC induced spin-valley or spin-orbit mixing
[34]: At low magnetic field, spin relaxation is dominated by the spin-valley mixing, where
1/T1 ∼ 1 to 1000 s−1. While at high magnetic field (when Zeeman splitting is bigger
than valley splitting, i.e. B0 > 3 T if the valley splitting is 0.3 meV), spin relaxation via
spin-valley mixing is strongly suppressed, and spin relaxation is dominated by spin-orbit
mixing [corresponding to the case of i-SOC+ph in Figure 2 (a)]. The numerical estimate
in Figure 2(a) thus indicates that the relaxation due to phonon noise via a synthetic SOC
can be dominant in a silicon QD at relatively high magnetic field. Recent experiments in
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a silicon QD with micromagnets show that spin relaxation at high magnetic field has B50
dependence [24, 25], deviating from the B70 dependence normally observed in silicon without
micromagnets [36–38], but consistent with our theoretical results here.
Pure dephasing—The breaking of T -symmetry of s-SOC allows a longitudinal effective
magnetic field, so that electrical noise can cause pure dephasing of the electron spin at
the lowest order of s-SOC, which i-SOC does not allow [32, 33]. Such charge noise induced
dephasing has indeed been measured and discussed in Refs. [7, 26], where it has been asserted
that the 1/f charge noise induced spin pure dephasing is the dominant dephasing channel
in the presence of s-SOC. Below we examine the qualitative dependence of the spin pure
dephasing on system parameters such as the QD size and the field gradient, and give some
numerical results.
Pure dephasing is determined by the spectral density SZZ(ω) of the longitudinal noise
[39, 40]. Suppose the spectral density of the potential fluctuation of 1/f charge noise is
S1/f = A/ω, where A is the noise amplitude. For the spin qubit, we then have SZZ(ω) =
Aeff/ω, where
√
Aeff =
√
A [gµBb1l/(2h¯m
∗ω2dl0)] is the amplitude of the effective magnetic
noise, and the length l0 converts the electric potential to the field strength of the charge
noise.
The magnetic noise amplitude
√
Aeff depends on the longitudinal field gradient and the
orbital splitting as
√
Aeff ∝ b1l/ω2d, consistent with the intuitive argument given in the
supplementary material in Ref. [7]. We emphasize here that this intuition works only in the
case for the s-SOC, where the T -symmetry is broken, but does not work in the case for the
i-SOC [33]. Due to the initial Gaussian time dependence for the off-diagonal density matrix
element, the spin pure dephasing rate 1/Tϕ ∝
√
Aeff [40]. Thus the pure dephasing rate is
determined by the amplitude of the 1/f charge noise and system parameters as
1/Tϕ ∝ b1l
√
A
ω2d
. (6)
Figure 2(b) shows the spin dephasing rate with or without echo as a function of b1l due to
1/f charge noise. The dephasing rate is extracted numerically from the dynamics as shown
in the inset (calculated similarly as in Ref. [40]). The spin dephasing rate 1/Tϕ (or 1/Tϕ,echo)
has an approximately linear dependence on the magnetic field gradient b1l, consistent with
the expectation based on the analytical expressions. Quantitatively, the dephasing rate goes
from 1600 s−1 to 18000 s−1 (or from 460 s−1 to 6000 s−1 with spin echo) as the magnetic
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field gradient b1l increases from 0.1 mT/nm to 1 mT/nm.
The pure dephasing rate due to charge noise can be compared with other possible de-
phasing mechanisms. For an electron spin in a QD without a micromagnet, nuclear spin
noise is a major source for spin dephasing, with spin dephasing time measured to be 360 ns
(1/T ∗2 ∼ 2.7 × 106 s−1) in natural silicon, and as long as 120 µs (1/T ∗2 ∼ 8 × 103 s−1) in
isotopically enriched 28Si [12]. Thus, our numerical estimate indicates that dephasing due to
charge noise via an s-SOC can be dominant when b1l is bigger than 0.5 mT/nm (also depen-
dent on the charge noise amplitude) in an isotopically enriched silicon QD. The dominance
of charge-noise-induced pure dephasing has been observed in recent experiments [7, 26].
To suppress pure dephasing from charge noise and improve spin coherence in the presence
of s-SOC, a straightforward approach is to reduce longitudinal field gradient b1l. However,
Maxwell equations for the magnetic field dictate that gradient of the magnetic field along
different directions are related and have to be accounted for. For example, according to the
Maxwell equations ∇· ~B = 0 and ∇× ~B = 0, in addition to b1l = ∂Bx/∂x and b1t = ∂Bz/∂x,
the gradient ∂Bz/∂z and ∂Bx/∂z would have to be finite as well (all other gradients can
be zero if considering the translational symmetry along y). We emphasize that, to optimize
the operation of the spin qubit system, we need to consider field gradient and confinement
together. We neglected the effects of the gradient ∂Bz/∂z and ∂Bx/∂z in our case because
they are along the strong confinement direction z, thus, only the gradient b1l and b1t are
necessary to be taken into account. In this case, we propose to adjust the quantization
field ~B0, such that ~B0 is perpendicular to the vector ∂ ~B/∂x = (b1l, 0, b1t), then, the induced
effective magnetic field becomes perpendicular to the quantization axis, consequently, the
pure dephasing from charge noise can be minimized, while the transverse magnetic field is
maximized for enhanced EDSR.
S-SOC enabled spin-photon coupling—Spin qubit communication and coupling via
a cavity could be a key ingredient to a scalable quantum computer, and have generated ex-
tensive theoretical and experimental explorations [9, 10, 22, 41–43]. With magnetic coupling
too weak to be useful, spin-photon coupling via the cavity electric field, assisted by i-SOC
or s-SOC, has become the only realistic way to reach the strong-coupling limit, and has
recently been demonstrated experimentally[9, 10]. As we have shown above, the breaking
of T -symmetry by the s-SOC results in qualitative differences for spin-electric-field cou-
pling compared with the case of i-SOC, which could lead to modifications to the behavior
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of spin-cavity and spin-spin interaction via a cavity. Below, we examine the properties of
spin-photon coupling between a spin qubit and a superconducting resonator.
To enhance the cavity electric field, we assume that two gates of the QD are connected
to the electrodes of a superconducting resonator [9, 10, 43], so that the electric field E =
−∂xVext/|e| in the effective spin Hamiltonian is given by the electric field Esc across the QD
due to the voltage difference of the center pin and ground of the resonator. The voltage
operator in the resonator is given by Vsc = Vzpf(a
† + a), where a is the photon annihilation
operator in the single-mode superconducting resonator. The voltage Vzpf = ω0
√
h¯Z0 is the
voltage amplitude due to the zero-point fluctuation (ZPF) in the resonator, where ω0 is the
resonator frequency and Z0 is the characteristic impedance of the resonator. Therefore, the
electric field operator becomes Esc = Ezpf(a
† + a), where Ezpf = Vzpf/d0 and d0 (about the
QD size) is the length for the voltage drop. The spin-photon coupling Hamiltonian thus
takes the form
Hs−ph = gs,t(σ+a+ a
†σ−) + gs,lσZ(a + a
†), (7)
where σ± ≡ σX±iσY is the spin creation or annihilation operator. The strength for the trans-
verse and the longitudinal spin-photon coupling are given by gs,t = −egµBb1t2m∗ω2
d
ω0
√
h¯Z0/d0, and
gs,l = −egµBb1l2m∗ω2
d
ω0
√
h¯Z0/d0. In comparison, for i-SOC and at low magnetic field (gµBB0 ≪
h¯ωd), gs,l,isoc = 0, and gs,t,isoc = − egµBB0λsom∗ω2dd0ω0
√
h¯Z0, where λso = h¯/(m
∗α) is the effective
length of i-SOC, with α being the Rashba SOC constant [33].
The spin-photon coupling strength gs,t and gs,l have linearly dependence on the resonator
frequency ω0, and
√
Z0 dependence with the resonator characteristic impedance. The cou-
pling strength gs,t and gs,l have no dependence with the magnetic field B0. The coupling
strengths have strong dependence with the size of the QD, with gs,t, gs,t ∝ 1/(ω2dd0) ∝ r3QD,
where rQD is the size of the QD. The spin-photon coupling strength gs,t (gs,t) has linear
dependence on the transverse (longitudinal) field gradient, with gs,t ∝ b1t ( gs,l ∝ b1l).
Figure 3 shows the spin-photon transverse coupling strengths as functions of the magnetic
field B0. The coupling strength gs,t shows no B0 dependence, in contrast to the linear B0
dependence for gs,t,isoc. The extra B0 dependence is due to the T -symmetry of the i-SOC
that leads to the Van Vleck cancellation. Indeed, the ratio of the two transverse spin-photon
coupling strength satisfies
gs,t
gs,t,isoc
=
b1tλso
B0
, (8)
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which is independent of the quantum dot and cavity parameters such as ωd and Z0. With
b1t fixed by the fabrication and λso fixed by the material and the interface electric field, B0
becomes an important indicator of the coupling strengths. Specifically, gs,t can be much
stronger than gs,t,isoc at lower magnetic fields. For example, gs,t is about 5 × 105 s−1, and
does not change as B0 increases, while gs,t,isoc grows from 5 × 103 s−1 to 105 s−1 as B0
increases from 0.1 T to 3 T. The result suggests that spin-photon strong coupling is possible
even at low magnetic field, which is an important consideration when integrating a spin
system with a superconducting resonator. Moreover, gs,t does have a strong dependence on
the QD confinement in the form of 1/ω2d. Thus when the QD is bigger, for example when
h¯ωd = 1 meV, the coupling strength increases to 10
7 s−1 (about 50 times faster than the
case when h¯ωd = 8 meV). However, for a larger dot d0 may have to be larger as well, making
the increase less dramatic. In short, benchmarked against spin dephasing rate, the strong
coupling limit can be achieved more easily for the s-SOC than the case of the i-SOC at lower
magnetic field.
Beside the transverse coupling, s-SOC also allows longitudinal coupling between a spin
qubit and a superconductor resonator. The longitudinal coupling gs,l is in general finite in
contrast to the vanishing gs,l,isoc in the case of the i-SOC. The magnitude of gs,l/gs,t depends
on the ratio of longitudinal and transverse gradient of magnetic field, with gs,l/gs,t = b1l/b1t.
Its presence would modify the effective spin coupling mediated by a resonator, as we discuss
below, and could be used for measurement and manipulation of a dressed qubit.
Spin-spin coupling of a variable form mediated by s-SOC and a cavity—
When spin-photon strong coupling limit is achieved, effective two-qubit coupling can
be realized between remote spin qubits. Consider two spin qubits coupled simultane-
ously to a resonator. The total Hamiltonian is given by H2Q = E0a
†a +
∑
i
ωZ,i
2
σZ,i +∑
i
[
gs,t,i(σ+,ia+ a
†σ−,i) + gs,l,iσZ,i(a + a
†)
]
, where ωZ,i is the frequency of each qubit, gs,t,i
and gs,l,i are the transverse and the longitudinal coupling strength of each spin qubit to
the resonator. Using a Schrieffer-Wolff transformation, an effective two-qubit interaction
Hamiltonian can be obtained as
H˜int = JXX(σ+,1σ−,2 + σ+,2σ−,1) + JZZσZ,1σZ,2/2, (9)
where JXX =
g2s,t
EZ−E0
and JZZ = −4|gs,l|
2
E0
are the effective transverse and longitudinal two-
qubit coupling strength. Compare with the normal σXσX coupling via the transverse spin-
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photon coupling [44–46], an effective σZσZ coupling also arises due to the presence of the
longitudinal spin-photon coupling, which provides an extra tool for the design of the coupling
between qubits. For example, one can now tune the system Hamiltonian to simulate the
Heisenberg model, XXZ model, etc. In contrast, with i-SOC, the effective coupling is fixed
to be an XX Hamiltonian.
“Ultra-strong” longitudinal EDSR— In a conventional spin resonance experiment, a
constant magnetic field establishes the quantization axis of the spins, while a small transverse
AC magnetic field is used to flip the spins. The same principle is behind EDSR experiments
(and our considerations so far in this manuscript) in the context of s-SOC [7, 17, 47–51].
Here we show that the longitudinal effective magnetic field induced by the s-SOC opens
a new avenue for spin manipulation, allowing possibly “ultra-strong” longitudinal EDSR
driving of a single-electron spin qubit, where multi-photon resonance is possible [52, 53].
We consider here a two-tone oscillating electric field ~E(t) that is applied along the x-axis,
~E(t) =
∑
k=1,2
~Ek,max cos(ωkt+φk), where k = 1, 2 are for a microwave and a radio frequency
(rf) components, ~Ek,max is the field magnitude, and ωk and φk are the frequency and the
phase of the field. Driven by this electric field, the electron spin experiences an effective
oscillating magnetic field via the s-SOC. The driven spin Hamiltonian can be expressed as
H0 =
ωZ
2
σZ +
∑
k
(Ωk,tσX + Ωk,lσZ) cos(ωkt+ φk), (10)
where Ωk,t = −gµBb1t eEk,max2m∗ω2
d
and Ωk,l = −gµBb1l eEk,max2m∗ω2
d
are the maximum transverse and
longitudinal magnetic field the spin experiences. While the transverse component Ω1,t is
normally used for spin manipulation, below we show that the longitudinal component Ωk,l
provides another channel for spin manipulation.
When the microwave frequency is nearly resonant with the spin Larmor frequency, the
dressed spin qubit in the rotating frame (RF) that rotates at ω1 is governed by
Hdriven ≈ ∆
2
σZ + Ω1,tσX + Ω2,lσZ cos(ω2t + φ2), (11)
where ∆ = ωZ − ω1 is the microwave detuning from the Zeeman frequency, and the dressed
spin qubit is defined by the eigenstates of H0,driven =
∆
2
σZ + Ω1,tσX in the RF. Notice that
the Ω1,l term has been omitted since its effect is negligible when ω1 ≫ Ω1,t,∆. The Ω2,t
term has also been omitted since ω1 ± ω2 is always far off-resonance from the frequency
of the dressed spin-qubit in the RF. Clearly, the longitudinal rf field now drives the Rabi
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oscillation of the dressed spin qubit. In particular, when ∆ = 0, the Rabi frequency of the
dressed spin qubit is ωR = Ω2,l, where the resonance condition for the rf field is ω2 = Ω1,t
[54, 55]. These conditions provide direct experimental access to Ω2,l and Ω1,t, and could be
a very precise approach for characterizing the magnetic field gradient in the system.
With the longitudinal driving, the system can in principle reach the “ultra-strong” driving
regime for the dressed qubit, where Ω2,l ≫ max(∆,Ω1,t, ω2). Suppose ω2 > Ω1,t, a unitary
transformation U = e
i
Ω2,l
ω2
σZ sin(ω2t+φ2) can be applied, then, the Hamiltonian becomes
H ′driven ≈
∆
2
σZ +
∑
n
ΩR,n(σ+e
−in(ω2t+φ2) + h.c.), (12)
where ΩR,n = Ω1,tJn
(
Ω2,l
ω2
)
and Jn(x) is the Bessel functions of the first kind. When ∆ ≫
Ω1,t, the resonance condition becomes nω2 = ∆, and the Rabi frequency is ωR = ΩR,n for
the n-th harmonic resonance.
Figure 4 shows the Rabi frequency as a function of the longitudinal gradient b1l ≡ ∂Bx/∂x
when ∆ = 0 (black solid line). The red dashed, blue dotted, and brown dash-dotted lines
give the Rabi frequencies for n = 1, 2, and 3 harmonic resonances when ∆ = 5 × 106
s−1. When ∆ = 0 (resonant microwave driving), the Rabi frequency ωR = Ω2,l shows
the normal linear dependence on the driving field amplitude, which is proportional to the
longitudinal gradient b1l, with Ω2,l ∝ b1l. When ∆ = 5 × 106 s−1 so that ω2 ≈ ∆/n ≫ Ω1,t
(Ω1,t ∼ 5× 105 s−1 is chosen), higher harmonic resonances become possible, indicating that
the system has reached the regime of ultra-strong driving for the dressed spin qubit. In this
case, for the n = 1 harmonic, the Rabi frequency initially shows a linear b1l dependence,
then oscillates (period determined by Ω2,l(b1l) ≈ ∆) as b1l increases. For the n = 2 (n = 3)
harmonic, the Rabi frequency shows a b21l (b
3
1l) dependence initially, then oscillates as b1l
further increases. Physically, these nonlinear features are a result of the so-called coherent
destruction of tunneling, or Landau-Zener-Stu¨ckelberg (LZS) interference [56–59]. Among
the different multiphoton resonances in Fig. 4, a maximum Rabi frequency of ωR = 10
5
s−1 can be reached. This is faster than the spin dephasing rate, so that such multiphoton
resonances are not washed out by dephasing. In addition, the maximum speed of the Rabi
oscillation for each multiphoton resonance is achieved at a certain b1,l, which also defines
optimal field gradients for fast manipulation of a dressed spin qubit.
Here, we emphasis the importance of realizing the ultra-strong longitudinal EDSR. First,
one can study the effects of ultra-strong driving on a genuine spin qubit. Secondly, one can
12
study the LZS interferometry of a single spin, which is an effective tool for characterizing the
spin qubit as well as its interaction with the manipulation fields and with the environment
[59]. Thirdly, it provides an additional method of spin manipulation especially when dressed
state is used for the selective coupling of qubits [60].
Dressed spin qubit proposal— Based on the longitudinal EDSR, we further propose
a dressed spin qubit scheme for quantum information processing. The main motivation for
the proposal of a dressed qubit is that in certain situations a dressed qubit can help improve
system coherence, while maintain sizable two-qubit coupling strength [60]. For example,
the sizable σXσX coupling is averaged out in the lab frame when the two qubit frequency
is off-resonance. The dressed qubit can make use of the σXσX coupling for implementation
of the fast CZ gate. Moreover, a dressed qubit can be used to achieve selective coupling of
two qubits when the frequencies of both qubits are difficult to tune into resonance with a
superconducting resonator. Because of the benefit of a dressed qubit, we study further the
spin readout, coupling, and decoherence for a dressed qubit.
For the initialization and readout of a dressed qubit, we can make use of the strong
longitudinal coupling between a spin qubit and a superconducting resonator. For example,
in the dispersive limit (|ω0 − ∆˜| ≫ gs,t, where ∆˜ =
√
∆2 + Ω21t), the state of the dressed
qubit can be inferred from the frequency shift of the resonator when the strong coupling limit
(gs,t > 1/T1, 1/T2, κ) is achieved, where κ is the decay rate of the superconducting resonator.
Moreover, when the transverse driving provides the quantization axis of a dressed qubit, the
longitudinal EDSR will provide an extra axis for spin rotation.
One can also couple the spin qubits via the coupling to a superconducting resonator as
shown above. In the presence of microwave driving, the effective two-qubit Hamiltonian in
the rotating frame is H2Q,DQ =
∑
i∆iσZ,i/2+
∑
iΩ1t,iσX,i+ JZZσZ,iσZ,i/2+ JXX(σ+,1σ−,2+
σ−,1σ+,2)+
∑
iΩ2l,iσZ,i cosω2t. When the frequency of transverse EDSR field on each qubit is
near resonance with the microwave driving field (|∆i| = |ωZ,i−ω1| ≪ Ω1t,i), the Hamiltonian
in the rotating frame is
H2Q,DQ =
∑
i
Ω1t,iσX,i +
∑
i
Ω2l,iσZ,i cosω2t
+
JZZ
2
(σd+,1σd−,2 + h.c.) +
JXX
2
σX,1σX,2, (13)
where σd±,i are the creation and annihilation operators defined for the dressed qubits. There-
fore, even when the bare spin splittings ωZ,i are different for the two qubits, if the near res-
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onance condition |ωZ,i − ω1| ≪ Ω1t,i is satisfied, JXXσXσX coupling can be realized, which
can be used for the CZ gate (spin quantization here is along X-axis due to the strong on-
resonance transverse driving). Furthermore, in the absence of longitudinal EDSR, SWAP
gate can be realized by JZZ term. While, in the presence of the longitudinal EDSR and JXX
coupling, a resonant CNOT gate for dressed qubits can be realized via selective spin rotation.
We emphasize that the above argument is valid for any two qubits among multiple qubits
of different qubit splitting that are coupled to a resonator. Therefore, by using a dressed
qubit, it is possible to achieve a selective two-qubit gate among multiple qubits, the sizable
JXX coupling can be utilized for fast two-qubit gate (without being averaged out to zero if
the frequencies of the two qubits are off-resonance), and releases the requirement of tuning
the splittings of both qubits into resonance with a resonator, which can be a challenging
task in experiments [43].
Finally, we mention briefly the decoherence of a dressed spin qubit. The spin relaxation
and dephasing can be modified due to the driving field, where the quantization axis of a
dressed qubit is no long along the external magnetic field, but determined by the detuning
and driving amplitude. However, the magnitude of relaxation and dephasing of a dressed
qubit does not exceeds the relaxation and dephasing of a static spin qubit (see Supplementary
information for more details).
III. DISCUSSION
From the above results, it is evident that the spin decoherence, including relaxation and
dephasing, can be modified strongly by the symmetry property of the interaction Hamil-
tonian under time-reversal operation. The B-field dependence of spin relaxation or spin
dephasing represents a hallmark to characterize symmetry properties of the SOC Hamilto-
nian in a system, which may serve as a tool to investigate the possible origin of decoherence
in the system. Because of the broken T -symmetry, there is spin pure dephasing due to
1/f charge noise in the presence of longitudinal magnetic field gradient, which suggests the
possibility of engineering the magnetic field gradient to effectively minimize the dephasing
from the low frequency charge noise. Furthermore, because of the broken T -symmetry, it
becomes possible to achieve the “ultra-strong” electrical driving of a single spin qubit, not
observed yet to our knowledge.
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We should emphasize that the unified and general understanding of spin relaxation, pure
dephasing, and control, and their connection to the T -symmetry enables us to predict prop-
erties in many other physical systems. For example, an electron spin in double or triple
QDs with or without a micromagnet. It can also be applied to the case of an electron spin
qubit in a hybrid donor-QD [61] or double donor system with different number of nuclei in
each donor, where the hyperfine coupling difference provides a longitudinal magnetic field
gradient. Furthermore, in a double QD, a position dependent g-factor of an electron spin
could arise due to the position dependent SOC (from inhomogeneous electric field) [62, 63],
then, the g-factor difference in a double QD also results in an effective SOC that breaks
the T -symmetry. In short, our results can be applied to many different physical systems
and may motivate future study on the relation between symmetry and quantum coherence
properties in various scenario.
In conclusion, we have studied spin decoherence and control in a QD via a s-SOC gener-
ated by a micromagnet. We find that the s-SOC breaks the T -symmetry, which results in the
violation of both the van Vleck cancellation and the longitudinal spin-orbit field cancellation,
and thus leads to an effective magnetic field that is different from the case of the i-SOC.
In particular, longitudinal effective field is now allowed, while the transverse effective field
does not depend on the applied field B0. Consequently, the deformation phonon induced
spin relaxation shows a B50 dependence, consistent with the recent experiments in a silicon
QD at high B0 field with micromagnets, but in contrast with the B
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0 dependence normally
observed for the i-SOC. In addition, the spin-photon transverse coupling strength shows no
dependence with B0, compared with the linear B0 dependence for the case of the i-SOC.
Furthermore, the longitudinal effective field gives rise to finite spin pure dephasing from
1/f charge noise, contrary to the case of the i-SOC. The longitudinal effective magnetic
field also allows possible realization of “ultra-strong” longitudinal EDSR of a spin qubit,
which enables additional spin manipulation method and the accurate characterization of
the system with a micromagnet. The connection between the effective magnetic field and
the T -symmetry reveals a fundamental property of a spin qubit in a QD. The results could
form an important building block for semiconductor spin-based quantum computing.
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IV. METHOD
To perform the SW transformation, the explicit form the generator can be obtained.
From the model Hamiltonian and the definition of Ld, we have L
−1
d px =
im∗
h¯
x and L−1d x =
−i
h¯m∗ω2
d
(px +m
∗ωcy), where ωc = eB0z/(m
∗c) is the cyclotron frequency. To the lowest order
of Hs−SOC and EZ/Ed, the generator S is
S ≈ L−1d HSOC = ~σ · ~η, (14)
where ~η = −igµB
~b1
2h¯m∗ω2
d
(px+m
∗ωcy). Then, the noise term becomes 〈ψ| [S, Vext(~r)] |ψ〉 = −ih¯∇pS ·
∇Vext = 12gµB~σ · ~Ω, where the electron is assumed to be in the ground orbital state |ψ〉.
Details of T -symmetry of SOC Hamiltonian Here, properties of the SOC under
time-reversal are discussed in detail. To be more specific, we denote the Hamiltonian of the
synthetic and the intrinsic SOC as Hs−SOC and Hi−SOC.
For the i-SOC, it can be shown that L−1d Hi−SOC ∝ i~ξ(x, y) · ~σ, where ~ξ(x, y) is function
of position operators [32, 64]. Thus, L−1d Hi−SOC is TRS,
TRL
−1
d Hi−SOCT
−1
R = L
−1
d Hi−SOC. (15)
where TR is the time-reversal operator (Note TR~rT
−1
R = ~r, TRiT
−1
R = −i, and TR~σT−1R = −~σ).
In contrast, for the s-SOC,
TRL
−1
d Hs−SOCT
−1
R 6= L−1d Hs−SOC, (16)
where L−1d Hs−SOC contains TRA term.
Heuristically, these symmetry properties can simply be inferred if we consider an in-
plane magnetic field, where the 2D vector potential ~A(~r) vanishes. In this case, ~p is odd
under TR: TR~pT
−1
R = −~p. Given that Hi−SOC ∼ piσj , thus, Hi−SOC is TRS. Consequently,
L−1d Hi−SOC is also TRS since Hd is TRS; In contrast, since Hs−SOC ∼ riσj , we have Hs−SOC
and L−1d Hs−SOC to be TRA.
Parameters— For the numeric evaluation, the following values of parameters are used
if not specified. We choose g = 2, m∗ = 0.19m0, and h¯ωd = 8 meV for the effective g-factor,
the effective mass, and the orbital confinement of an electron in a silicon QD. For the SOC
constants, we choose the Rashba constant as α = 10 m/s, and the Dresselhaus constant
is set to zero for rough estimation. We choose b1t = b1l = 0.5 mT/nm for the transverse
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and longitudinal field gradient [7]. We choose v1 = 5900 m/s and v2 = v3 = 3750 m/s for
the speed of the different acoustic phonon branches, ρc = 2200 kg/m
3 for the mass density,
Ξd = 5.0 eV and Ξu = 8.77 eV for the dilation and shear deformation potential constants.
The electron temperature is set to be zero for simplicity. We choose the amplitude A = 1
µeV for the 1/f charge noise, the cutoff frequency ω0=1 s
−1, and length scale l0 = 100 nm.
In silicon QD, the valley physics can modify spin relaxation at low magnetic field via the
spin-valley mixing [34, 65–67]. In this work, we assume that the Zeeman splitting is away
from the valley splitting so that the relaxation from spin-valley mixing is suppressed and we
will focus on the intra-valley spin-orbit mixing induced spin relaxation and pure dephasing.
For the longitudinal driving of the dressed spin qubit, we choose the following parameters
if not specified. We choose the maximum electric field Emax = 10
5 V/m for both the
microwave and the radio-frequency driving, and ∆ = 5 × 105 s−1 for the detuning between
the microwave and the Larmor frequency of the spin qubit. The transverse field gradient is
chosen as 0.01 mT/nm. Note that, to meet the condition of the longitudinal driving more
easily in experiments, the maximum electric field can be chosen differently for the microwave
and the radio-frequency driving.
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FIG. 1. Schematic diagrams. (a) Schematics of an electron spin qubit in a gate-defined QD next to
a micromagnet. (b) Schematics of the electric potential and energy levels in a QD. Inhomogeneous
magnetic field ~B1 from the micromagnet creates a synthetic SOC, which hybridizes the spin-orbit
states and leads to the coupling of the spin and electric fields.
FIG. 2. Spin decoherence. (a) Spin relaxation 1/T1 mediated by the s-SOC or the i-SOC as a
function of the magnetic field B0, where deformation phonon and Johnson noise are considered.
(b) Spin pure dephasing 1/Tϕ due to 1/f charge noise mediated by the s-SOC as a function of the
longitudinal field gradient b1l. Inset of (b): Spin pure dephasing dynamics for free induction decay
(FID) or spin echo.
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FIG. 3. Transverse spin-photon coupling strength via s-SOC (gs,t) or i-SOC (gs,t,iSOC) as a function
of the magnetic field B0.
10−2 10−1 100
b1l (mT/nm)
103
104
105
106
107
108
ω
R
 (s
−1
)
Ω2, l
n=1
n=2
n=3
FIG. 4. Rabi frequency of the dressed spin qubit versus the longitudinal field gradient b1l. The
solid line is the result when ∆ = 0; while the other lines are for the n-th harmonic resonance when
∆ = 5× 106 s−1.
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