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Abstract
We describe a method for tracking people using a Time-
of-Flight camera and apply the method for persistent au-
thentication in a smart-environment. A background model is
built by fusing information from intensity and depth images.
While a geometric constraint is employed to improve pixel
cluster coherence and reducing the influence of noise, the
EM algorithm (Expectation Maximization) is used for track-
ing moving clusters of pixels significantly different from the
background model. Each cluster is defined through a sta-
tistical model of points on the ground plane. We show the
benefits of the Time-of-Flight principles for people tracking
but also their current limitations.
1. Introduction
Tracking multiple people is key in surveillance applica-
tions. A significant number of methods for tracking peo-
ple in camera images have been proposed [6, 10], address-
ing challenging issues such as occlusion, close interactions,
shadows and pose estimation. Prior models of the objects
being tracked and geometry of the scene can resolve some
of the problems found when the scene is viewed from a sin-
gle camera. Stereo may simplify the tracking algorithms
and occlusion issues due to the depth information, but it also
introduces new issues: stereo calibration, additional space
required for several cameras and unobstructed views in both
cameras. In addition to these stereo also requires non-trivial
and time-consuming processing of the images to determine
point correspondences.
Time-of-Flight sensors are relatively new and novel de-
velopments in imaging devices, providing real-time gray
scale and dense depth information from a single sensor.
Compared to standard stereo vision, Time-of-Flight sen-
sors offer several advantages as only a single sensor is
required. Calibration between the cameras or additional
image processing (correspondence matching) for obtaining
depth measurement is obviated. Compared to structured
light methods the Time-of-Flight cameras emit much less
light, thus neither the image nor a person facing the camera
are disturbed. The major limitations of current Time-of-
Flight sensors are the reduced resolution (176× 144 for the
SwissRanger), only gray scale images are generated, and
that depth measurements may be influenced by the reflective
properties and color of the object [4]. The depth informa-
tion makes some applications more robust despite the low
resolution and by combining Time-of-Flight cameras with
high resolution cameras the benefit of both methodologies
may exploited [5]. Time-of-Flight cameras have been em-
ployed for multiple people tracking. The method proposed
by Bevilacqua et al. [1] use a top-down view of the scene.
The measured heights from the ground plane is used directly
as an indicator of the presence of a person. Using a top-view
of the ground floor simplifies tracking, but it also limits ap-
plicability as only a smaller portion of the scene is visible.
Besides, useful information about the person is hidden due
to self-occlusion.
We propose a method for tracking people moving on a
planar surface with images obtained from a (mostly station-
ary) Time-of-Flight camera. Potential objects in the fore-
ground are segmented through the difference of the current
image to a statistically learned background model image
(section 2). Objects on the ground floor are mapped through
a homographic mapping to a top-view image as to obtain
Euclidean information. As described in section 3, not only
do homographies map points from projective planes, but
they also contain information of the normals to the plane.
We use depth information and the plane normal for filtering
noise in the depth image as well as to enhance connectivity
of pixel clusters on the ground plane. The final steps of the
method track the individual cluster pixels under a Gaussian
model in the image. We employ a statistical model of im-
age clusters and use the EM algorithm for cluster parameter
estimation described by Pece [8]. The tracking model is de-
scribed in section 4. A major benefit of the tracking model
is the use of thresholds becomes needless. The tracker is
employed within a smart environment where smart cards
are used for identification of the person. Several identifi-
cation areas are located within the smart environment (de-
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fined in a top-view map). A person is only grated access
to secured areas when being identified. Often repetitive au-
thentications are needed when performing frequent access
control. The idea of persistent authentication is to automate
repetitive tasks of authentication. People tracking is one
way towards persistent authentication. An evaluation of the
tracker targeting persistent authentication is given in section
5 and we conclude the paper in section 6.
2. Background Modeling
Background modeling is core in most tracking methods
where the camera is stationary [2, 9]. The principle behind
these models is that the pixels belonging to the background
are stable and do not vary significantly. Foreground ob-
jects are detected in the image obtained from subtracting
the background model image with the current image. Sim-
ple frame differencing is clearly not sufficient but robust
statistical methods are required to cope with noise from the
camera, background changes such as moving trees and flo-
rescent light. The background model needs to be updated
regularly. Methods relying on standard cameras face prob-
lems when the foreground object has a similar color as the
background. Fusing depth information into the background
model should therefore accommodate changes in both in-
tensity and depth and handle instabilities caused by the light
changes, presence of shadows and people appear similar to
the background.
Background Models The fundamental idea of back-
ground models is to represent the distribution of inten-
sity values over time either through parametric or non-
parametric density models. In this paper we explore both
approaches through a mixture of Gaussian [9] and kernel
density estimation models [3] and compare their efficiency.
We build a background model on the joint distribution of
intensity and depth information.
Mixture of Gaussians (MoG) are parametric models for
density estimation and have been explored for background
modeling by Stauffer and Grimson [9]. The probability of
a point xt to be background at time t is under this model
defined as:
P (xt) =
K∑
i=1
ωiN(x, μi,Σi) (1)
whereK is the number of Gaussian (N ) probability den-
sity functions, ωi, μi and Σi are the weight, mean and the
covariance matrix, respectively, of the i’th mixture. The
model is updated at each frame using the EM algorithm.
Kernel density estimator are non-parametric density
models where no direct assumptions on the functional struc-
ture are made [3]. For each location the classification de-
pends on the values that the pixel has had in the last N im-
ages. The probability that a pixel has value xt at time t with
kernel Ψ:
P (xt) =
1
N
N∑
i=1
Ψ(xt − xi) (2)
We use the Gaussian kernel Ψ giving the kernel density es-
timate:
P (xt) =
1
N
N∑
i=1
1
(2π)
d
2 |Σ| 12 e
− 12 (xt−xi)T Σ−1(xt−xi) (3)
Comparison Each method is evaluated by varying their
parameters (e.g. the number of clusters, learning rate and
number of frames in) as to minimize false positives and
maximize correctly classified pixels. The parameters of
each model (KDE and MoG) have been individually op-
timized. A set of 7 different test scenarios with varying
number of people, w/o occlusion, light condition and move-
ments speeds) totalling 996 frames of which 70 frames
have been manually segmented. The comparison for the
best performing parameters yields quite similar number of
correctly classified pixels (53.7% for KDE and 57.4% for
MoG). Also the average misclassification rates are similar
but with an average of 60 pixels better performance for the
MoG model. The MoG model requires less computation
and memory since only the model parameters are updated
base on a single frame rather than on the entire history.
Based on the marginal better performance we opt for the
MoG model in the subsequent steps.
3. Geometric Clustering
Tracking people from a top-view is generally easier than
from oblique angles since occlusion occurs infrequently,
clusters of points belonging to a person is connected and
circular. It is also straight forward to obtain Euclidean infor-
mation. The limitation of top view images is their limited
field of view. Homographies are plane to plane projective
transformations and common to use for mapping the loca-
tion of a person from a camera view to a top-view image
(e.g. an overviewmap). We use a manually selected homog-
raphy to ensure that points on the ground plane are mapped
correctly to the overview image. A focal length normalized
homography contains information about the ground plane
normal [7]. The normal can be used to project off the
ground plane to the ground plane and is useful for people
tracking since walking and standing people are roughly per-
pendicular to the ground plane [6]. Projecting points along
the normal using standard cameras is not reliable since a
particular connected set of points in the image may come
from several depths. Since Time-of-Flight cameras pro-
vide this information it is possible to project points onto the
ground plane, distributing the points on the ground plane
according to the depth as depicted in Figure 1. The map of
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projected points is called flat-map. Similar steps are found
in Harville [6]. Consequently, points that are coherent in
3D space are connected in the flat-map, δ. If noise is present
then this will be distributed along the depth axis and present
less clutter on the ground plane. Similarly relative heights
are implicitly given through the normal.
Normal Projection
Ground Floor
Figure 1. Using the normals obtained from the homography ensure
better coherence of people clusters.
4. Cluster Tracking
The tracking model is based using EM for maximum
likelihood estimation of the parameters of a mixture of
Gaussian clusters in the flat-map. The cluster model is in-
spired by Pece [8]. The mixture consists of n foreground
mixtures and one background cluster. The probability mod-
els for foreground (j > 0) and background clusters (j = 0)
are of course different. Each cluster λj = (cj ,Σj , μj , ωj) is
defined through the centroid and covariance of the cluster,
the mean intensity and the percentage of pixels generated
from cluster j, respectively.
Initially the method detects new clusters according to the
information coming from the previous frame and the clus-
ter parameters are updated using the EM algorithm. Each
cluster is given by a mean and covariance structure and are
therefore ellipsoidal. After having found new ellipses and
their parameters updated, the clusters are analyzed and ac-
cording to their parameters to whether they could be deleted
or merged.
4.1. The Cluster Model
The probability fj that cluster j generates a pixel value
at the location u is divided into two components:
fj(u) = g(u|λj) · h(δ(u)|λj) (4)
where g depends on the coordinates of the image and h on
the on the intensities in the flat-map (δ). The definition of
the functions are described below.
Background cluster The background is defined in all
pixel locations (there is always a background even though
it is occluded by persons) and is treated as being uniformly
distributed:
g(u|λ0) = 1
m
(5)
where m is the number of image locations.
Notice that the background cluster is defined after the
foreground and background images have been subtracted
and therefore should not vary significantly. Small values
of the image indicate higher likelihood of belonging to the
background and can thus be modeled through a Gaussian:
h(pr(u)|λ0) = 12μ0 exp(−
|δ(u)|
μ0
) (6)
where μ0 is the absolute mean of the values within the back-
ground cluster.
Target clusters For the target clusters the function h is
considered uniformly distributed:
h(u|λj) = 1
q
(7)
where q is the number of observable probability values.
The distribution g depends on the distance between the
pixel and the cluster centroid and is considered normal:
g(u|λj) = 1
2π
√|Σj | exp(−
1
2
ΔuTj · Σ−1j ·Δuj) (8)
whereΔuj = u−cj is the vector distance between the pixel
and the centroid of the cluster j and Σj is the covariance
matrix of the cluster.
The posterior probability that a point belongs to the clus-
ter j is given by:
pj(u) =
wjfj(u)
f(u)
(9)
where f(u) the prior probability of the point:
f(u) =
n∑
j=0
wjfj(u) (10)
Cluster detection Clusters are detected through local
maxima in a down-sampled flat-map image (by factor L)
weighted by the probability of belonging to the background.
Only local maxima in the background not already detected
a therefore found:
pr0(u) = pr(u)p
(t,0)
0 (u) (11)
where p(t,0)0 (u) is an estimate of p0(u), obtained in the last
iteration of the previous frame. Local maxima satisfying the
following relation are kept:
ˆpr0(u) > μ0(1 + log
q
2μ0
) (12)
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where μ0 is the background average and q the number of
possible values image values. Notice that the values in the
threshold are all given directly from the model. This val-
ues comes from the cost of merging two clusters. Based on
this we should emphasize that detection of new clusters do
not require thresholds, because the minimum ratio μj/μ0 to
generate a cluster is expressed as 1 + log q2μ0 .
Define the pixel density within a cluster:
ζj =
mwj
2π
√|Σj | (13)
Since the background is assumed stationary, values inside
the background cluster do not change significantly:
ζ0 = w0 (14)
Define the cost of merging clusters λ0 and λj :
M(j, 0) = mwj
[
log
ζ0
ζj
+ log
q
2μ0
− μj
μ0
+ 1
]
(15)
The ratio ζ0ζj tend to remove clusters with low density and
μj
μ0
maintains clusters with regions of high probability and
it follows that when M(j, 0) > θM :
μj
μ0
≥ 1 + log q
2μ0
+ log
ζ0
ζj
+
θM
mwj
(16)
The result in equation 12 follows by neglecting the last two
terms.
Merging clusters Due to the background model and noise
it may happen that objects are split into separate clusters.
Two clusters are merged provided the resulting cluster re-
mains ellipsoidal and the two cluster are close according to
both Mahalanobis distances DΣj (i, j) and DΣi(i, j).
Eliminating clusters The criteria to eliminate clusters is
based on comparing the average of the cluster with the av-
erage of the background as well as the dimensions of the
ellipse. This test is performed at each iteration of the EM
algorithm because the method has a complexity linear with
the number of clusters and for that reason it is convenient to
remove clusters as soon as possible.
A cluster is eliminated if at least one of following condi-
tions is satisfied.
1. the average absolute value of the probability image for
the cluster j is smaller of the background average mul-
tiplied by a constant κμ
μj < κμμ0 (17)
2. The weight (prior probability) of the cluster, wj , is less
than L2/m, where L is the cell size used to down-
sample the image during the detection of new clusters
and m is the dimension of the image.
4.2. Parameters estimation
The Expectation-Maximization (EM) algorithm is used
to maximizing log-likelihood of the cluster parameters and
is commonly used for people tracking:
Lˆ(λj |D) =
∑
u
∑
j
pj(u) log(wjfj(u)) (18)
EM alternates between the expectation step, which com-
putes an expectation of the likelihood by including the latent
variables as if they were observed, and a maximization step,
which computes the maximum likelihood estimates of the
parameters by maximizing the expected likelihood found
on the expectation step. The parameters found in the max-
imization step are then used in the subsequent expectation
step. The process is repeated until convergence. This leads
to the following update steps for the kth iteration [8]:
μk+1j =
∑
u |pr(u)| · p(k)j (u)∑
u ·p(k)j (u)
(19)
For the covariance matrices the ML estimate (Σˆ) is
weighted with a factor 1/τσ:
Σ(f,i) = Σ(f−1,∞) +
1
τσ
(Σˆ(f,i) − Σ(f−1,∞)) (20)
where f is the index of the frame, i the number of the iter-
ation and ∞ the index of the last iteration in the previous
frame. Besides the ML estimate has been calculated as:
Σˆ(f,i) =
∑
u(u− c)(u− c)T · pi(u)∑
u p
i(u)
(21)
denoting pi(u) is the posterior probability at the i’th itera-
tion and c the centroid of the cluster.
When a new cluster is detected, Σ is initialized with an
initial guess corresponding to a circular region. The cluster
is subsequently allowed to grow according to the values of
pi(u). In fact if a point u is close to the cluster λi with a high
probability belonging to the foreground means that fi(u)
is greater than f0(u) and thereby the posterior probability
pi(u) is large, allowing the cluster i to grow and cover u.
Since the estimate of the background cluster parameters
are hard to compute and they are not significantly affected
by the changes of the other clusters, it is sufficient to update
them only once after the convergence of the EM algorithm.
5. Evaluation
In the following section the tracking method is evalu-
ated, but with a persistent authentication in mind. A set of
23 different test scenarios containing a total of 6770 image
tuples (gray scale and depth images). Several issues arise in
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persistent authentication when using cameras, namely per-
sistency (maintain the authentication of the users) and ro-
bustness (prevent clearance to be usurped by another user).
For example identity swaps may occur when several per-
sons are in the same smart environment (e.g. occlusions).
Similarly, tracking should be maintained when either the
appearance of the person (e.g. changing clothes) or the sur-
rounding changes (e.g. lights on/off) or someone is trying
to actively compromise security though their appearance or
visual disturbances. Persistent authentication may relax the
assumptions of the tracking algorithm by noticing that be-
ing able to track an authenticated person reliably is more
important that tracking all persons in the view of the cam-
era. We assume that a person leaving the field of view and
re-entering are separate persons.
An important property of Time-of-Flight cameras is their
ability to operate in dark environments. Figure 2 shows an
example of a dark room where the Time-of-Flight camera
is capable of tracking a single person. In this particular se-
quence the only falsely detected cluster is caused by haloing
effects when the person enters the scene close to the camera.
Figure 2. Tracking a person in a dark room. left) gray image, mid-
dle) depth image and right) plane view with cluster ellipse of the
person. The blue overlay region indicates the location of a door.
Occlusions may lead to mistaken identities when two or
more persons are present in the same room. Maintaining
track during and after occlusions are key for reliable au-
thentication. Figure 3 and figure 4 show samples from two
sequences where the persons tracked despite close contact
and occlusion. In these sequences the detection and track-
ing accuracy is 98%. The main causes of the errors (14/591
frames) are due to the persons moving in front of the door.
When moving in front of the door, the camera adapts the
light emission to the particular scene. When the persons
move away from the door reflections will appear and cause
a cluster to be detected (see figure 4.
A main advantages of the Time-of-Flight technology is
that they can operate in both dark and light conditions, but
the use of IR light may also be their demise. Figure 5 shows
that significant errors are encountered when Time-of-Flight
cameras are pointed towards each other. The disturbances
are magnified when the person is approaching the stationary
camera.
In conclusion, even in the presence of occlusions the use
of Time-of-Flight cameras produce fairly robust and reliable
results. The method is capable of tracking people walking
Figure 3. Two persons crossing. Top) Depth image sequence
(frame numbers 114,118 and 125). Bottom) Corresponding plane
view images with tracked clusters.
Figure 4. Handshake sequence. An extra cluster is detected due
to reflections on the door in the background. Top) Depth image
sequence. Bottom) Corresponding plane view images with tracked
clusters.
with an accuracy of 98%, but very rapid movement like run-
ning and jumping and other Time-of-Flight cameras seem
to confuse the camera measurements and cause erroneous
clusters to be detected. The majority of the false positive
encountered are caused by incorrect camera illumination
causing haloing effects and reflections in the background.
6. Discussion
We have described a model for people tracking in Time-
of-Flight images using statistical models of clusters and
background. Tracking is performed on the ground plane
by projecting points according to the plane normal. In this
way depth is used both to cluster coherent points as well
as filtering noise. The influence of noise is also handled
by the statistical model of clusters over time. Occlusions
can therefore be handled more effectively since tracking is
performed directly on a 3D plane. In general tracking per-
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Figure 5. Disturbances from another Time-of-Flight cam-
era(frames 114,118 and 125). Top) Gray scale image sequence,
Middle) Depth image sequence . Bottom) Corresponding plane
view images with tracked clusters.
formance is good and the use of a robust background model
using both gray scale and depth images is important for sta-
bility of the method. We obtain a detection accuracy in the
frames about 98% under normal walking conditions. Im-
provements ny using Time-of-Flight sensors are revealed
when tracking is exposed to dark environments and when
using the depth information to limit redundancy in pixel
intensities and in handling the relative high amounts noise
present in the Time-of-Flight images. Even in the presence
of occlusions, the method is capable of maintaining track.
The main reason is that tracking effectively use depth in-
formation over time for disambiguation. The main causes
of errors are due to reflective properties of the background,
fast moving objects (jumping and running) as well as other
Time-of-Flight cameras in the scene.
Time-of-Flight sensors should during day light condi-
tions provide similar results as a stereo rig with low reso-
lution images, but they avoid stereo calibration require less
space. A limitation of the Time-of-Flight sensor is that the
the depth measurements are affected by the surface materi-
als in the scene. Reflections can cause depth measurement
errors and even though a background model is present, false
detections occur.
Tracking performance using Time-of-Flight cameras is
limited by the low resolution, but even though the technol-
ogy seems promising for at least applications like persistent
authentication and surveillance. The current model does not
distinguish between object types (such as humans, cars etc)
and future work may reveal methods handling these cases
and hopefully reduce errors further.
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