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Abstract
This thesis describes the development and applications of the continuum-atomistic molecular
dynamics (MD) model in the context of radiation damage. By extending the classical MD
method to incorporate the electronic excitations represented as an electron fluid and coupled
to the ions in the two-temperature (2T) formalism, we have been able to correctly capture the
physics governing the atomistic dynamics under huge electronic excitations. The integrated
2T-MD model has been specifically adapted to study three types of non-equilibrium scenarios:
laser excitations, swift heavy ion impacts and large-scale high energy collision cascades.
Using the 2T-MD model we have estimated the impact of the electron-phonon coupling and the
electronic stopping power on the primary radiation damage yield in bcc iron. We have found
that the cascade dynamics and the resultant damage from 50-100 keV primary knock-on atom
impacts is highly sensitive to the electronic stopping treatment at low projectile velocities,
which represents the first rigorous study of this type.
By examining the temporal evolution of the structure factor of laser-irradiated gold thin films,
we have been able to directly compare the 2T-MD results with Bragg peaks measured by
ultrafast electron diffraction and have achieved an excellent agreement between theory and
experiment with no fitting parameters. This has enabled us to elucidate the melting dynamics
following laser irradiation at a picosecond resolution for the first time and also to validate the
two-temperature approach.
To simulate semiconductors under electronic excitations, the continuum part of the 2T-MD
model, which represents electrons, has been replaced by two continuum equations: one for
carrier density and one for their energy, to account for the finite band-gap effects. We have
applied such extended method to simulate ion tracks, which result from swift heavy ion im-
pacts. We have achieved a very good agreement with the experimental results on the ion track
radii, provided that we are free to adjust the strength of the electron-phonon coupling.
We propose future studies in the field of non-equilibrium atomistic modelling. In particular,
we discuss ab initio methods and further improvements to hybrid MD to study the effects of
the interatomic potential changes in response to high electronic excitations.
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Chapter 1
General introduction
1.1 Rationale and scope
Understanding and predicting radiation damage in materials and, in general, the ultrafast
dynamics processes in solids will have immediate implications for both fundamental science
and technology. The most pertinent application example is the design of efficient radiation-
resistant materials, which are subject to high-energy neutron irradiation. These are required
for future fusion and next-generation fission reactors.
Fusion power has the potential to become the main alternative for a sustainable, safe and
virtually limitless energy source in the near future, assuming its current commercial and ma-
terials challenges can be tackled. In brief, a fusion nuclear reaction occurs when deuterium
(D) and tritium (T) nuclei overcome Coulomb repulsion and react at extremely high temper-
atures (∼ 108 K) producing alpha particles and 14.1 MeV energy neutrons (with a spread
of 0.5 MeV). These high-energy neutrons generated in the fusion reaction leave the plasma;
their kinetic energy is absorbed by the reactor wall and then it is transferred to the coolant.
Similarly, fission neutrons of energies from few keV to several MeV are captured by fission
reactor materials.
Why model radiation damage? The current irradiation facilities make it all but impossible
for scientists to perform longitudinal radiation damage studies. In particular, the existing
sources of 14.1 MeV neutrons (for fusion reactor materials development) have a low intensity
and are hence incapable of providing a suitable damage accumulation in a reasonable time.
The current experimental strategy is to mimic the 14.1 MeV neutrons radiation with fission
neutrons, high-energy protons or heavy ions. Results obtained in this way need thus to be
extrapolated for the fusion conditions and the accuracy of this procedure raises several con-
cerns. In particular, it is difficult to separate out the effects of particle type, particle energy,
temperature, accumulated damage and hence to predict the overall damage rates. The planned
construction of the International Fusion Materials Irradiation Facility (IFMIF), which will en-
able testing of long-term behaviour of materials under fusion-like neutron flux, can alleviate
some of these problems. Nonetheless, it is difficult to envisage that a “brute-force” approach,
which would test for every possible material composition under the required irradiation condi-
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tion, will be successful. As a result, a bottom-up theoretical and a reliable, predictive modelling
effort is the key to ensure the correct design and the initial selection of materials for fusion
power plants and other applications.
In general, radiation damage is a complex and inherently multi-scale phenomenon. It
begins typically with the primary damage production through “billiard ball”-like collisions
of atoms1 at the picosecond timescale to years of damage evolution. Initially, the atomic
collision cascades create point defects (vacancies and interstitials) and larger clusters, which
then evolve into secondary defects such as voids and dislocation loops. The primary and
secondary radiation damage effects result in a change in the bulk properties of a material, which
in general can include changes in chemical/physical composition, decrease of electrical/thermal
conductivity, embrittlement and dimensionality changes (such as swelling). This challenge
calls for multi-scale simulation methods with each step responsible for different spatiotemporal
regimes. Therefore, an accurate prediction of the primary radiation damage yield is paramount,
as it is used as input for the methods describing long-term structure evolution. In this thesis
we focus on the primary radiation damage processes occurring on the picosecond time- and
nanometre length-scales. This is one of the first links in this multi-scale modelling chain,
second only to ab initio studies, which deal with defect energetics.
The future success of fusion power is dependent on the performance of materials against
the adverse radiation effects, both insulators (forming divertor plates, mirrors and diagnostics)
and first-wall steels [9–13]. However, there is a plethora of potential application of radiation
damage modelling in areas other than neutron or fission fragment damage for nuclear ap-
plications. These include the damage caused by the most energetic and heaviest particles,
namely swift heavy ions (SHIs), which are of typical specific energies of several MeV/u. These
penetrate matter interacting mainly with electrons of the target atoms, which is in contrast
to fission and fusion neutrons that interact mainly through atomistic collisions. Application
areas where predictive radiation damage modelling of SHIs would be beneficial include nan-
otechnology (modification of nanostructures [14], formation of nm-sized channels called track
etch membranes [15], changes in quantum wells and dots [16]), optoelectronic components for
space missions [17] and heavy-ion therapy in medicine [18].
The scope of this thesis is also driven by the requirement for an increased theoretical
understating of irradiation-induced structural changes not only in metals, but also in band-
gap materials. Such materials are interesting to study for three reasons: (i) they are typically
more sensitive to radiation damage than metals, (ii) they have plenty of industrial applications
and (iii) they are very difficult to model and the current theoretical description is incomplete.
In fact, even low radiation doses can have a strong effect on an insulator’s functional properties.
Indeed, insulators can be heavily affected by doses less than 1 dpa (displacements per atom),
whole structural steels can typically withstand 10 dpa. From an applied physics point of
view, understating the SHI radiation in band-gap materials in particular will enable us to
tune the refractive index of materials such as quartz [19] and LiNbO3 [20] at the microscale.
1In the case of most types of fission and fusion neutron irradiation - this point will be addressed in this
thesis.
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Finally, because of the presence of the band-gap, the standard modelling methods, such as the
two-temperature approach, most certainly do not capture the correct carrier dynamics and
therefore alternative (and most likely more complex) modelling methods are highly sought for.
The study of the initial stages of radiation damage is connected to the larger research field
of ultrafast dynamics. Both deal with electron-ion non-equilibrium scenarios at a sub- and
picosecond timescale and invoke the same physics concepts. (However, traditionally, ultrafast
dynamics deals with laser-excitation of solids, rather than with particle irradiation.) Con-
sequently, a comprehensive understanding of atomistic dynamics at high electronic excitations
from the ultrafast dynamics perspective will help to build and validate models of radiation
damage. In this thesis, we discuss the ultrafast dynamics of thin-film gold thereby testing
some of the theoretical concepts for radiation damage.
In a larger picture, the rationale behind studying ultrafast dynamics is twofold. First, as
the atomic motions, chemical reactions, and electron-ion interactions and radiation damage
cascades occur at such short timescales, advances in ultrafast science can realise the long-
standing dream of the scientific community to observe matter transformation as these processes
happen. Creating such a “molecular movie”, instead of conventional time-averaged studies, is of
interest across all science domains, but primarily in reaction chemistry, solid-state physics and
materials science. Secondly, through recent advances in ultrafast science, not only tracking but
also controlling the electronically excited state of matter, and thereby modifying macroscopic
materials properties is now becoming a real possibility. This can eventually realise another
ultimate scientific aim, namely being able to adjust materials properties at will. Currently,
resolving ultrafast dynamics at the atomic scale is the common challenge in the fields of photo-
induced phase transitions and primary radiation damage modelling.
The recent rapid development of optical pump-probe experiments has revolutionised phys-
ics by enabling scientists to probe the non-equilibrium processes at a sub-picosecond timescale
following an ultrashort (sub-picosecond) laser pulse excitation (i.e. a pump). Indeed, photo-
excitation has been shown to cause transient and dramatic changes in the physical properties
of solids caused by phenomena purely driven by electronic excitations. The excited electron
system can lead to macroscopic phase changes of the ionic system, leading to new metastable
phases of matter. They are also called “hidden” phases of matter, as they exist (typically tran-
siently) on the electronic excitations scale and hence are not thermally accessible. Examples
of such purely electronic phase transformations induced by optical excitations include metal
to insulator, magnetic to non-magnetic, formation of highly coordinated liquids, solid-to-solid
phase transitions and others. The landmark discovery in the field led to a Nobel Prize in
Chemistry in 1999 (A. Zewail) for tracking of the interatomic potential changes of a photo-
excited molecule. In the future, developments in this area will likely lead to light-switching
functionality of the materials and thus enable ultrafast information processing.
The progress in gaining insight into the radiation damage processes or even observing ul-
trafast dynamics at the atomic scale is conditional upon developing transferable, large-scale,
predictive and rigorously justified models, which are free of adjustable parameters. The ap-
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proach presented in this thesis builds on the emerging field of augmented molecular dynamics
(MD) by including a concurrent physical description of the electron-ion coupled dynamics and
excited-state interatomic interactions providing a large-scale atomistic description of the ef-
fects of electronic excitations. In short, this thesis explores the electron-ion coupled dynamics
relaxing the assumption of a local electron-ion thermal equilibrium at the MD spatiotemporal
scales that are accessible to the pump-probe experiments and relevant for radiation damage
processes.
1.2 Including electronic effects (technical details)
This project makes use of, validates and extends a set of unique simulation tools capable of
tackling the problem of primary radiation damage and ultrafast dynamics. These tools bridge
the regimes that are currently inaccessible to ab initio methods (due to spatiotemporal scale)
and to classical MD (due to lack of accuracy), by implementing and extending an augmented
two-temperature (2T-MD) strategy in DL POLY package. This scheme is based on a fluid
description of electronic excitations, which is coupled with MD. It therefore enables us to take
into account explicit dynamic electronic excitations and electron-ion energy transfer on the
MD spatiotemporal scale. This augmented method can access scales beyond the orders of one
hundred million atoms and one hundred picoseconds, provided it is efficiently parallelised for
memory-distributed architectures, thus enabling a direct experimental comparison.
We rigorously parameterise this large-scale augmented 2T-MD strategy, using input from
ab initio methods. Crucially, the model can include the interatomic potentials dependent on
the excitation levels (electron temperature). Therefore, augmented MD is also able to capture
photo-induced structural transformations resulting from collective atomic motion due to the
modified equilibrium positions and thus non-thermal expansion. Finally, in the case of semi-
conductors the simple electron fluid description is replaced with an explicit solver for carrier
density and energy to take into account some of the finite band-gap effects in semiconductors.
1.3 Thesis overview
The current chapter introduces the general problem of radiation damage in the context of
materials research for future fusion reactors. It also discusses the related research area of
ultrafast dynamics and the outstanding challenge of the development of accurate atomistic
models of phase transitions. The chapter provides a motivation behind the inclusion of the
electronic effects in molecular dynamics simulations, and outlines the scope and the aims of
this thesis.
The core sections of the thesis can be divided roughly into two parts: theory (chapters 2-4)
and results (chapters 5-7). In chapter 2 we introduce the key theoretical concepts, which we
use throughout this work. Chapter 3 summarises and discusses the current literature (both
modelling and experimental results) on three types of problems: radiation damage cascades,
laser photo-excitation and swift heavy ion tracks. In chapter 4 we provide the technical details
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on how we have extended DL POLY package to incorporate the effects of electronic excitations
at the level of the 2T-MD model and the typical simulations setups required for each simulation
type.
In the results chapters we discuss the exact parameterisation of the models and present the
modelling results in the context of the previous findings and experimental data for three above-
mentioned classes of problems: radiation damage cascades (chapter 5), laser photo-excitation
(chapter 6) and swift heavy ion tracks (chapter 7). The aims of the consecutive results chapters
are as follows.
Chapter 5: analysis of the impact of the electronic stopping and electron-phonon coupling
implementation on the primary radiation damage production through 2T-MD cascades
simulations in Fe.
Chapter 6: characterisation of the structural changes of laser-excited Au by comparing the
calculated and experimental time-evolution of Bragg peaks.
Chapter 7: development of a method based on the 2T-MD formalism for simulation of band-
gap materials. Testing and validation of this development in the case of swift heavy ion
tracks in semiconductors, such as Si and Ge.
Finally, chapter 8 provides a summary of the thesis and gives recommendations for the
future research avenues and ideas for further augmented molecular dynamics development.
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Chapter 2
Models of electronic excitations in
radiation damage
2.1 Theoretical description of radiation damage mechanisms
2.1.1 General concepts
The physics of slowing down of a projectile that is penetrating a target medium is characterised
by the so-called stopping power. It is defined as the energy loss (E) of a particle per distance
(x) travelled along its path
S =
dE
dx
. (2.1)
It is an effective quantity as it encompasses all of the different projectile-target processes,
through which a projectile loses its energy travelling through a medium. These effects include
(after [21]): emission of radiation, chemical/nuclear reactions, elastic atomistic collisions (i.e.
transfer of kinetic energy and momentum) and changes in the electronic state of the target and
projectile atoms through electronic excitations and ionisation. For convenience, the stopping
powers relating to the elastic ion-ion collisions and inelastic ion-electron events are separated
out and called nuclear Sn and electronic Se stopping powers, respectively, so that
S = Sn + Se. (2.2)
Depending on the energy of the imparting particle, different stopping power regimes can be
distinguished. When a particle’s energy is relatively small, typically up to several keV, the
nuclear stopping power dominates over the electronic one, implying that ion-ion collisions are
a predominant effect. The nuclear stopping power peaks for the projectile energies between
the keV and MeV. Also, in this range, Se rises sharply, but it remains smaller or comparable
with the atomistic stopping (Se < Sn). At higher projectile energies, the probability of a direct
atomistic projectile-target collision becomes virtually zero and the projectile produces a trail
of electronic excitations along its path and so Se  Sn. In this thesis, we are studying the
radiation damage dynamics in two regimes: (i) Se < Sn, in the case of fusion neutron primary
knock-on (pka) atoms (pka is an atom of the target material that was first to interact with the
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impinging projectile); (ii) Se  Sn, in the case of swift heavy ions (SHIs), where the explicit
atom-atom collisions are not considered. These two regimes are highlighted schematically in
Fig. 2.1.
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Figure 2.1: Typical electronic and nuclear stopping in a target as a function of projectile
energy. In the Se < Sn regime, the atom-atom collisions are dominant, but electronic effects
are not negligible, while in the Se  Sn range direct atomistic collisions are highly improbable.
The physics of interaction between the projectile and the target electrons is classified con-
veniently into two regimes: electronic stopping (a ballistic projectile one, where electronic
stopping dominates) and the electron-phonon coupling one - applicable to small atomic per-
turbations. These two processes have the same underlying physics, i.e. a response of electrons
to atomic motion through ionisation and excitation. However, the electron-phonon coupling
occurs when small harmonic atomic vibrations dominate and the electronic stopping is derived
for a single atom moving in an electron medium, colliding inelastically with electrons. In the
former case, the ionic temperatures, and thus phonons can be determined and the electron-
phonon provides an energy transfer mechanism from electrons to atoms and vice versa. This
is in contrast to the electronic stopping power, which deals with the energy transfer from the
projectile to the electrons only. We discuss both of these processes in turn.
2.1.2 Electronic stopping
The two most popular binary collision models build specifically to derive the electronic stopping
power are due to Firsov [22] and Lindhard and Scharff [23]. The first comprehensive approach
to stopping theory in amorphous media (expanding on Lindhard and Scharff [23]) was published
by Lindhard, Scharff and Schiott [24] and is commonly referred to as the LSS theory. The
Lindhard and Scharff expression is derived from elastic scattering of free electrons of the
target atoms from a screened point charge of the projectile. Firsov’s model is derived from the
momentum exchange of projectile and target atoms when the electron clouds of both overlap.
Both formalisms predict the electronic stopping power to be proportional to the projectile
velocity, Se ∝ v. Also, both of these models are applicable to slow and heavy particles only.
Slow ions in this context means v < voZ
2/3
1 , where v0 = αc = e
2/4pi0~ is the Bohr velocity
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of an inner shell electron in a hydrogen atom, Z1 is projectile atomic number and α denotes
the fine-structure constant; heavy implies Z1 & 20. In this regime the projectile ions are
considered not to be fully stripped of electrons (nor neutral) with inner shells not contributing
to the stopping power. On the other hand, the high speed regime considers bare nucleus
ions and the stopping power is explained by the so-called Bethe-Bloch formula, which predicts
Se ∝ (1/v2) ln(v2). A comprehensive review of the vast subject of the electronic stopping
models applicable to different velocities and the atomic numbers of a projectile can be found
in [25].
2.1.3 Electron-phonon coupling
There are two ways in which ions interact with electrons. First, the static ions give a periodic
potential to the conduction electrons. Secondly, when ions vibrate they can scatter off the
electrons (and likewise the electrons can scatter off the phonons) - this is the essential physics
behind the electron-phonon (e-p) coupling. Many analytical frameworks, which consider expli-
cit calculations of scattering rates of electrons in particular states of phonons, exist. However,
a theoretical e-p coupling derivation is beyond the scope of this thesis. Excellent theoretical
accounts on the subject can be found in [26] with a more formal treatment in [27]. In a simple
picture we adapt in this thesis, the e-p coupling process is an effective interaction parameter G
transferring the energy between the electrons and ions in a two-temperature (2T) state form-
alism, where different effective temperatures are assigned to electrons and ions. This is due to
the fact that in the models studied here, phonons and electrons are not explicitly represented.
There are numerous experimental measurement techniques (summarised, for instance, in
[28]) and ab initio theoretical attempts [29–31] to calculate G and its strong dependence on
the electronic temperature. It is also considered that it depends on the local structure and
ionic temperature [32]. For most materials, the value of G is not known or known with a high
uncertainty. Furthermore, the limited studies point to a strong variation of the e-p coupling
across materials. As a result, in theoretical or modelling work a range of G values is usually
sampled (as we do for swift heavy ions in chapter 7).
In the ultrafast science of laser excitation and in thermal models of swift heavy ion irra-
diation, e-p coupling is mainly responsible for the energy transfer from the excited electrons
to the colder ions. In molecular dynamics (MD) cascade simulations this process is also (and
under certain conditions even primarily) responsible for cooling of hot ions. The most pertin-
ent and difficult challenge is to determine when the process of e-p coupling is applicable in a
collision cascade. In the radiation community, the effects of e-p coupling are considered when
a ballistic motion of an atom through a medium is no longer applicable. This can occur under
a particular energy threshold. Other arguments can involve a sufficient thermalisation of the
ionic system, which allows for an ionic temperature to be defined. When modelling radiation
damage cascades in chapter 5, we explore both of these options.
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2.1.4 Time scales of electronic effects
We have thus-far analysed how the electrons get excited (i.e. gain an effective high electronic
temperature) through the electronic stopping and electron-phonon coupling processes. We now
discuss the relevant processes, and their timescales, in an electronically excited solid. This is
usually presented in the context of short pulse (sub-picosecond) laser excitation, but it is also
relevant in studying radiation damage and particularly SHIs, which also excite mainly the
electrons. In a recent review on non-thermal transitions in semiconductors [33] four different
types of carrier (electron-holes) and ionic processes were identified (see Fig. 2.2). Most of these
are also applicable to metallic materials, where the processes involve electrons rather than car-
riers. These processes are carrier excitation and removal, thermalisation and thermal effects.
Most of these can be accounted for in the models based on the two-temperature approach
discussed in Sec. 2.2. Carrier excitations cover single and multi-photon absorption of photons
from a laser-pulse, or excitation from SHIs. Impact ionisation also contributes to carrier gen-
eration in the case of semiconductors. The thermalisation processes, which is realised by the
carrier-carrier scattering, occurs within 10-100 fs and forces the carriers into a Fermi-Dirac
distribution. Therefore, on the picosecond timescale of the relevant models, it is usually as-
sumed to occur immediately, thus allowing the definition of an effective electronic temperature.
The other thermalisation effect is the electron-phonon (carrier-phonon) scattering, which acts
on a typical timescale of picoseconds and is responsible for driving the electronic and ionic
temperatures to an eventual equilibrium. In semiconductors, Auger or other recombination
effects (discussed in Sec. 2.2.2.2) can additionally remove carriers. The thermal effects, such
as ablation and thermal diffusion, usually occur at timescales greater than 10 ps. Collapse of
the crystal structure due to electron-phonon coupling can occur at a minimum time of around
a picosecond, which is around the frequency of a phonon. Resolidification mediated by phonon
thermal conductivity occurs much later at a timescale of nanoseconds. However, it can occur
quicker if the excited electrons transport away some of the energy from a locally molten region.
2.2 Continuum models
Continuum models, and particularly the ones based on the two-temperature (2T) formalism,
were among the first attempts to simulate the conditions of local electron-ion non-equilibrium.
We concentrate on the 2T-based inelastic thermal spike model (iTS) developed to describe
swift heavy ion (SHI) irradiation, and its band-gap extension, called the extended iTS model
(eiTS).
2.2.1 Two-temperature and the inelastic thermal spike models
In the iTS model, the energy of an incoming particle is deposited in the electrons of the tar-
get material. This energy then gets transferred to the lattice through the electron-phonon
interaction on a timescale of a few picoseconds. If the melting point is exceeded within the
propagating thermal spike, local (and transient) lattice melting and/or sputtering can occur.
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Figure 2.2: Relative timescale of electronic effects in excited solids in the case of semicon-
ductors. Impact ionisation and carrier recombination processes are irrelevant for metals, but
the relative timescales of carrier (or electron) excitation, carrier-phonon coupling and thermal
effects are still applicable. Short thermalisation of the electronic system enables us to define
an effective electronic temperature which is distinct from the ionic one, and therefore apply
the two-temperature formalism.
The subsequent cooling and recrystallisation usually leaves residual defects and/or modified
crystal structure localised around the path of the impinging ion. A continuous modified struc-
ture created in that way is called an ion or latent track. The idea of a thermal spike following
ion irradiation was originally proposed by Desauer [34].
The model was later revisited by Lifshitz, Kaganov and Tanatarov [35] (and in [35–37]) who
developed the two-temperature formalism. This approach assumes two separate temperatures
for electrons (Te) and ions (Ti), not necessarily in a mutual equilibrium. The model further
states that the energy exchange rate is proportional to both the electron-phonon coupling
strength (G) and the temperature difference between the systems (Te − Ti). It treats the
electronic and atomistic systems as continuous media with the time-evolution of heat flows in
both governed by a heat diffusion equation (obtained from Fourier’s law). It can therefore be
expressed as a set of two coupled non-linear differential equations describing the spatiotemporal
evolution of effective electronic and ionic temperatures
Ce(Te)
∂Te
∂t
−∇ · [κe∇Te] = −G(Te − Ti) +A(r[vion], t) (2.3a)
Ci(Ti)
∂Ti
∂t
−∇ · [κi∇Ti] = G(Te − Ti). (2.3b)
Here Ce,i, κe,i are the specific heats and the thermal conductivities of the electronic (subscrip-
ted e) or atomistic/ionic lattice (subscripted i) systems, respectively. Parameterisation of the
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energy source term A(r[vion], t) is discussed in Sec. 2.2.3.1. In Eq. 2.3a, r denotes the lateral
(perpendicular to the ion’s path) initial energy deposition radius, vion is the impacting ions’s
velocity and t is time. In the present model, there is only one energy source (i.e. A(r[vion], t)),
as we assume an electronic stopping power regime (i.e. Se  Sn), where the contribution from
Sn is negligible.
Both equations (Eq. 2.3a and Eq. 2.3b) are typically solved numerically because of the
complex temperature dependence of most of the parameters involved. A standard numerical
solution scheme is outlined in Sec. 4.3.2. The application of the model and its recent successes
and criticism are reviewed in Sec. 3.3.2.2.
The two-temperature approach is also commonly used for ultrashort (sub-picosecond) laser
irradiation studies with the modification of the source term in Eq. 2.3a described in Sec. 2.2.3.2.
This formalism applies because of the shorter characteristic time of electron-electron (or in
general carrier-carrier) scattering (10-100 fs) and the ultrashort laser pulse width (< 100 ps)
as compared with the timescale of the electron-phonon coupling (0.1-10 ps; see Fig. 2.2). These
timescales enable us to define an electronic temperature on the picosecond timescale and the
relatively slow electron-phonon coupling process results in a state of electron-ion temperatures
non-equilibrium. The existence of a two-temperature state was later confirmed in experiments
[38, 39], but it wasn’t until a combined theoretical and experimental study [3] (see chapter 6)
that the 2T model was quantitatively verified for metals.
2.2.2 Extended inelastic thermal spike model
The development of the extended inelastic thermal spike (eiTS) method [7, 8, 40, 41] is driven
by the premise that band-gap materials behave differently to metals following strong electronic
excitation. Specifically, the number of conduction electrons is constant in a metal, but it varies
in space and time in a band-gap material. This variation can be accounted for by including an
additional conservation equation for the carrier density.
2.2.2.1 Theory
The theory behind the extended iTS model is based on a formulation of Boltzmann transport
equations for carrier and energy transport in semiconductors, which first appeared in [42].
This approach was later revisited in [43] (and later in [44] with errors in the formulation of
the carrier current) and applied to solve carrier dynamics following ultrafast laser excitation.
The model remained widely used to describe the lattice dynamics following short-pulse laser
excitation (exemplar recent applications can be found in [45–48]) and it was not applied to
describe ion irradiation until the publication by Klauma¨nzer [41]. In [41] the provision for the
iTS extension based on Boltzmann transport equations for band-gap materials was critically
reviewed. This continuum model of carrier dynamics has also been recently linked with MD
[49], forming an augmented continuum-atomistic technique. The core of the continuum model
forms a set of three coupled differential equations corresponding to conservation of carrier
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density (N), carrier energy (U) and ionic temperature (Ti). These are expressed as follows
∂N
∂t
−∇ · J = Ge−h −Re−h (2.4a)
∂U
∂t
−∇ ·W = −Ce−h
τep
(Te − Ti) +A(r[vion], t) (2.4b)
Ci(Ti)
∂Ti
∂t
−∇ · [κi∇Ti] = Ce−h
τep
(Te − Ti), (2.4c)
where Ge−h and Re−h are carrier generation and recombination terms, J and W are carrier
current and carrier energy flux density and A is the initial energy given to the carriers. These
terms are discussed in turn. Following [43, 45], the sink term (Eq. 2.4a) in the carrier density
equation (−Re−h) is expressed as
−Re−h = −γN3 + δ(Te)N, (2.5)
where γ is the Auger recombination and δ is the impact ionisation coefficient. There might be
other sink terms for different materials (see Sec. 2.2.2.2 for a discussion), however only these
two terms are relevant in Si, results for which are presented in chapter 7. Simulations of Ge
neglect the impact ionisation, leaving the Auger recombination term only. The source term
(Ge−h) is the number of carriers generated after an electronic excitation event. The energy
absorption and carrier generation rates from photon absorption are well-known for lasers.
Carrier density generation in the case of SHI irradiation is assumed to take a fraction (∼ 13)
of the total energy deposited, A(r[vion], t). In Eq. 2.4a, J , is the carrier-pair current, which is
related to the carrier density (N), electronic temperature (Te) and band-gap (Eg) by
J = −D(Ti)
(
∇N + 2N
kBTe
∇Eg + N
2Te
∇Te
)
, (2.6)
with D being the ambipolar diffusivity - diffusion of a bound electron-hole carrier dependent
on lattice temperature (Ti). This formulation renders the model to be charge-neutral. Since
we treat electron-holes as bound carries, their respective temperatures are also assumed to be
the same (i.e. Te = Th). For simplicity, in the context of eiTS we stick to the Te notation
to denote the bound carrier temperature (Te−h). A locally non charge-neutral model requires
an additional term for the electron-hole electrostatic interaction (see [41]). The carrier energy
flux density (W ) is related to J by
W = (Eg + 4kBTe)J − (κe + κh)∇Te, (2.7)
with κe and κh being the thermal conductivities of electrons and holes, respectively. The W
term is composed of two parts: one dependent on the carrier flow (J) and a carrier temperature
gradient part. The thermal conductivities in Eq. 2.7 are related to the experimentally measured
carrier mobility values by the generalised Wiedemann-Franz law [50]; mobility values need
typically to be adjusted for lattice and electronic temperatures (see Sec. 7.2.2). The total
energy, U , of the electron-hole carrier consists of a potential and kinetic part
U = NEg + 3NkBTe. (2.8)
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The energy source term, A(r[vion], t), in Eq. 2.4b corresponds to the initial deposition of energy
in the system, which would be different for a laser pulse or a SHI impact. In the case of SHI,
as mentioned earlier, we assume that a fraction of the energy from the source term is required
to create carriers (NEg) and the remaining part goes to their kinetic energy (3NkBTe). The
carrier energy and atomistic lattice coupling U˙ep is phenomenologically realised by
U˙ep =
Ce−h
τep
(Te − Ti), (2.9)
where τep is the electron-lattice relaxation time and Ce−h is the electronic (electron-hole)
specific heat given by
Ce−h =
∂U
∂Te
= N
∂Eg
∂Te
+ 3NkB, (2.10)
with the first term being typically neglected. An alternative ab initio parameterisation of
Ce−h linked with this model for Si is presented in [51]. The relaxation time is related to the
electron-phonon coupling (G) by [52]
τep = Ce−h/G, (2.11)
where G is dependent on electronic and lattice temperatures, but assumed to be a constant in
eiTS. Eq. 2.11 is derived from the energy transfer rate (U˙) in the two-temperature formalism
(see Eq. 2.3), which can be expressed as U˙ = Ce
∂Te
∂t = −Ci ∂Ti∂t = −G(Te − Ti) in the absence
of the heat transport term [52]. Assuming a constant e-p coupling and Te  Ti, the energy
decrease in time is a exponential with a characteristic time, τep = Ce−hCi/(G · (Ce−h + Ci)).
Since Ci  Ce−h, Eq. 2.11 follows. We note that in the two-temperature formalism, the
electron-phonon relaxation time τep is different to the electron-phonon and electron-electron
scattering times determining the transport time τe in the Drude’s model of conduction. These
scattering times are determined by momentum-changing collisions of electrons and phonons.
On the other hand, the relaxation time τep describes the energy exchange between electrons
and phonons. It thus follows that the τep parameter cannot be directly connected to the mean
free path of electrons (i.e. transport time, τe) and hence materials transport properties such
as heat conductivity.
Finally, similarly to the iTS continuum model, the last equation in the set (Eq. 2.4c) governs
the heat flow in the atomistic lattice with Ci and κi being the experimentally measured specific
heat and thermal conductivity, respectively.
A numerical solution of the equation set (Eq. 2.4) behind the eiTS model is nontrivial
and there exists a separate publication devoted to this problem [53]. We describe our finite
difference method solution in Sec. 4.3.2 and Sec. 4.3.4.
2.2.2.2 Carrier processes
In the simulations for Si and Ge (which are presented in chapter 7), it is necessary to consider
only the Auger recombination and impact ionisation effects as sink/source terms in the equation
for the carrier density, Eq. 2.4a. In band-gap materials, the Auger effect is a three-body
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interaction phenomenon in which an electron-hole combines and an electron from a higher
energy level takes up the recombination energy and gets promoted in to the conduction band.
Impact ionisation can be viewed as the inverse of the process. An electron or a hole with
sufficient kinetic energy can knock an electron out of its bound state in the valence band
and promote it to a state in the conduction band thus creating a carrier pair. From energy-
momentum considerations the initial energy in an impacting carrier must be greater than 32Eg,
where Eg is the material band-gap. Recombination and impact ionisation processes allow the
carriers to achieve equilibrium at a particular electronic temperature, Te. Also, neither of the
these phenomena represent source or loss terms for total carrier energy and are non-radiative
processes. However, it needs to be noted that Auger recombination increases the rate of carrier
energy transfer to the lattice by converting the carrier ionisation energy into thermal energy,
which is lost to the lattice rapidly, since the systems’ coupling strength is proportional to
temperature difference between ions and electrons. Impact of the Auger recombination RAe−h
on carrier density can be significant in the initial stages following an electronic excitation.
Since RAe−h ∝ N3, once the energy deposition is finished and the carriers have diffused, Auger
recombination becomes unimportant. Impact ionisation was shown to have minimal effect on
carrier generation. However, it is not certain if recombination effects can be included before a
Fermi-Dirac distribution of carrier pairs is achieved, which occurs in 10-100 fs (see Fig. 2.2).
Figure removed due to 
third party copyright restriction
Figure 2.3: Schematic representation of various carrier and lattice processes in band-gap
materials following electronic excitation (after [33]). VB and CB stand for valence band and
conduction band, respectively; red/yellow arrows depict phonons/photons. (a) Carrier de-
excitation by phonon emission (b) Direct Auger recombination, (c) Impact ionisation, (d)
Radiative recombination, (e) Indirect non-radiative recombination, (f) Shockley-Read-Hall re-
combination. Figure reproduced from [7].
Other sink terms are possible and may be dominant/significant in other types of materials
[33, 41]. These are listed below and a few more are presented in Fig. 2.3.
1. Radiative recombination (Fig. 2.3.d) is the inverse of the optical excitation process, where
the excess of carrier energy is given out in a form of a photon. This de-excitation by
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photon emission transports the energy out of the excited region, since the probability of
reabsorption is very low.
2. Direct recombination is particularly important for direct semi-conductors (such as GaAs),
where instead of photon emission, the energy is directly transferred to (many) phonons.
This process is extremely improbable in defect-free materials. Furthermore, Si is an
indirect band-gap material and hence is not affected by this process.
3. When defects and impurities are present, which have electronic states in the middle of
the band-gap, another type of recombination process can arise. These so-called ‘trapped’
states catalyse recombination and are characterised by the Shockley-Read-Hall recom-
bination rate (Fig. 2.3.f). The recombination energy is ∼ Eg and is transferred to the
phononic system. Currently, this process is neglected in the continuum model as it con-
tains no information about defect and impurities, and in the MD-coupled scheme due to
complexity.
4. In a wide band-gap insulator with low atomic density, electrons and holes attract each
other electrostatically so strongly that they form an excited state in the middle of the
band-gap. This so called ‘self-trapped exciton’ is strongly bound and immobile. This
process does not affect Si and cannot be modelled in eiTS, as it does not consider charged
carriers.
5. In-surface recombination the excess energy is given to a surface state. Currently, surface
effects are not considered.
2.2.3 Energy deposition
Accuracy of any of the models depends critically on the correct choice of the geometry of the
initial energy deposition on electrons. Although transfers of energy and carrier currents, as well
as the electron-phonon coupling, complicate the situation at later stages, it is still important to
know the initial electronic energy deposition in the carrier excitation and/or ionisation stage.
In most media this is referring to the events occurring at a femtosecond timescale. We, in turn,
describe the energy source terms in the cases of a SHI event and laser photo-excitation.
2.2.3.1 Swift heavy ion
In swift heavy ion (SHI) simulations, the stopping power Se for a given ion energy is calculated
with SRIM [54], which uses a combination of experimental data and empirical fits to describe
ion stopping in matter. However, the density of the deposited energy along the direction
perpendicular to the ion path depends on the velocity of the projectile ion (this is the so-called
velocity effect) and the target medium. The experimentally verified [55] velocity effect implies
that the ions of the same stopping power, but greater velocity, produce a sharper electronic
excitation distribution.
32
2.2. Continuum models
Table 2.1: Mean deposition radii for different specific ion energies in silicon and silica.
Specific ion energy E′ Velocity vion r′ion silicon r
′
ion Silica
5 MeV/u 2.20·107 m/s 6.24 nm 0.81 nm
1 MeV/u 9.82·106 m/s 2.79 nm 0.36 nm
0.5 MeV/u 6.95·106 m/s 1.97 nm 0.26 nm
0.07 MeV/u 2.60·106 m/s 0.74 nm 0.096 nm
0.04 MeV/u 1.96·106 m/s 0.56 nm 0.072 nm
We assume that a SHI deposits a carrier energy density A(r[vion], t) of cylindrical symmetry
in the central column of the simulation cell. It is further assumed that the spatial energy
generation on electrons (integrated in time) is distributed normally in the radial direction r
from the ion path centre, r0:
D(r[vion]) =
Se√
2piσ2
exp
[
−(r − r0)
2
2σ2
]
, (2.12)
with a standard deviation denoted by σ. Two regimes appear in the energy deposition: the
core, within the mean absorbtion radius r′ion, where most of the energy is deposited and the
so-called crown, where deposited energy density over a large volume is typically small. It was
noted in [55] that due to the differences in the time-averaged energy densities between these two
regions, it can be assumed that the core is the driving force in the latent track formation. For
an assumed Gaussian distribution, the major challenge is the determination of r′ion (assuming
here r′ion = σ) for a particular medium and a projectile ion specific energy.
The mean absorption radius r′ion can be obtained by applying Bohr’s principle of adiabatic
invariance [41]. For non-relativistic ions it can be expressed as
r′ion = bmax =
~vion
2Eg
, (2.13)
where vion is the velocity of the imparting ion, Eg is the band-gap of the material at 300 K and
~ is the reduced Planck constant. It is derived as follows. The impact parameter is denoted
b, hence the transit time (∼ 2bmax/vion) must be smaller than or equal to the reaction time
(∼ ~/) of the electron to which energy () is transferred from the incident particle. The
deposition radius (bmax) is assumed to be the maximum impact parameter. As the minimum
estimate for the lowest electronic excitation energy in a band-gap material is  ∼ Eg, hence
Eq. 2.13 follows. The screening of the projectile can be safely ignored in a solid material with
a relatively large band-gap [41]. There is also a simple relativistic correction to the above
formula in [56]. Since we are be dealing with SHI of typical speeds ∼ 0.01c the non-relativistic
formulation in Eq. 2.13 can still be applied. Exemplar r′ion radii for specific ion velocities in
silicon and silica are shown in Tab. 2.1.
Following [57], we consider A(r[vion], t) = AD(r[vion])αe
−αt with α = 1/τd, where τd is a
characteristic deposition time taken to be 1 fs . Normalisation of A(r[vion], t) is constrained so
that the spatial and temporal integration equal the assumed electronic stopping power (Se);
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in cylindrical coordinates
Se =
∫ 5τ
t=0
∫ rmax
r=0
2piA(r[vion], t)rdrdt, (2.14)
where rmax is the maximum range of carriers projected in the lateral direction and is assumed to
be 5σ. A more sophisticated method of calculating the exact energy deposited in the electronic
structure (which can also be applied to metals) is presented by Waligo´rski, Hamm and Katz
[58] and has been recently reviewed in [59].
2.2.3.2 Laser pulse
We assume the laser source term S(t, z) to be a Gaussian in time [60]:
S(t, z) =
F√
2piσ2
exp
[
(−4 ln 2) · (t− t0)2
t2p
]
· exp [−z/Lp]
Lp
, (2.15)
where t is time, t0 is the time zero (arrival of the peak of the laser pulse), z is the depth of the
sample, F is the absorbed laser fluence, Lp optical penetration depth and tp is the duration of
the pulse taken at the FWHM, linked to σ through
tp = σ · (2
√
2 ln 2). (2.16)
Note that the laser source term S(t, z) describes the attenuation in the z-direction only. Lateral
energy distribution will be linked to the spot shape and size of a particular laser beam.
2.3 Atomistic models
Continuum models (Sec. 2.2) were developed to describe the relaxation times of electron-ion
non-equilibrium. These models were traditionally used to model ultrashort pulse laser illu-
mination and later swift heavy ion impacts. On the other hand, primary radiation damage
description (caused, say, by high-energy neutrons) requires atomistic models and specifically
the knowledge of the number of defects produced after an irradiation event. The first model-
ling attempts to calculate this involved the binary collision approximation (Sec. 2.3.1). This
method was later slowly taken over by classical molecular dynamics, which offered a better
parameterisation of the atomistic interactions. However, it wasn’t until the beginning of the
century when the electron-ion non-equilibrium ideas and molecular dynamics were merged
into hybrid (also called augmented) models (Sec. 2.3.2). More sophisticated modelling devel-
opments in radiation damage involve incorporation of the electron-ion non-equilibrium caused
by irradiation by simulating the electron and ion dynamics explicitly (Sec. 2.3.3).
2.3.1 The binary collision approximation
The binary collision approximation (BCA) model simulates a cascade event, initialised by an
energetic pka, simply as a series of collisions involving two atoms only. Atoms are assumed to
travel in straight lines at constant velocity between the collisions. When atoms come within a
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given distance, they interact and their new directions and kinetic energies are determined from
scattering theory. In the BCA model, since there are only four types of possible scattering out-
comes (after [21]), which depend on the kinetic energy transferred to the target (Et), remaining
kinetic energy of the projectile atom (Ep), spherically-averaged threshold displacement energy
(TDE) Ed (i.e. the energy required to permanently displace an atom from its lattice site) and
a small energy cutoff Ecut:
1. Et > Ed, E
p > Ecut: The projectile atom continues colliding and the target atom joins
the cascade,
2. Et > Ed, E
p < Ecut: The projectile atom scatters off the target atoms, which remains
on its lattice position,
3. Et < Ed, E
p > Ecut: The projectile atom replaces the target at its lattice site, and the
target atom joins the cascade instead,
4. Et < Ed, E
p < Ecut: The projectile atom becomes a local interstitial, while the target
atoms remains on its lattice position.
The SRIM [54] package is an example program, which uses the above algorithm to calculate
the range of a pka in a given target. Additionally, TRIM [61], which is at the core of SRIM and
precedes it, gives the resultant distributions of ions and damage yield. Another popular code,
MARLOWE [62] is commonly used in BCA simulations in crystalline, rather than amorphous,
targets. Later version of the codes additionally included the effects of electronic stopping in
the formalism of Firsov [22], and Lindhard and Scharff [23].
The BCA model has been used to study collision cascades [63, 64] and sputtering yields [65,
66]. This method was the basis for the famous “NRT” (after Norgett, Robinson and Torrens
[67] and Kinchin and Pease [68]) empirical formula, which related the number of Frenkel pairs
NFP to the damage energy in a linear fashion (equivalent here to the pka energy Epka as the
electronic effects are neglected):
NFP =
0.8Epka
2Ed
. (2.17)
The method, despite setting a standard for a long time, omits a lot of relevant physics. First
of all, it does not include the many-body effects, which at higher pka energies would most
certainly happen. Because of that it does not predict a local transient melt phase or a thermal
spike in cascade collisions. Secondly, because of a lack of any atomistic dynamics apart from
the simple binary collision algorithm, it cannot describe defect diffusion and recombination
occurring at the primary radiation damage formation stage.
2.3.2 Molecular dynamics
An explicit representation of ions and inclusion of many-body effects in MD marks a significant
improvement over the BCA model. Due to the growth in computational power and development
of parallel MD codes, studying primary radiation damage with MD has gradually become more
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popular. Earliest MD studies (with low pka energies of 400 eV) date back to 1960s (Gibson,
Goland, Milgram and Vineyard [69]) and were among the first applications of MD - the first
use of the MD technique was reported in 1959 [70]. However, it wasn’t until the 1990s when
large-scale simulations with complex many-body potentials became affordable that MD became
a standard tool for primary radiation damage study.
The current achievement of classical cascade MD simulations, as applied to radiation dam-
age problems has been extensively reviewed, for instance, in [71–73]. In brief, cascade MD
simulations have shown that (after [71]): (i) cascade recombination effects absent in the BCA
reduce the amount of the residual damage to a fraction (0.3) of the NRT predictions, (ii) high-
energy cascades break up into sub-cascades and this branching process boosts recombination,
(iii) large clusters of SIA can already be formed by primary radiation damage processes.
Below we concentrate on the MD-based modelling methods, which relax the assumption
of local electron-ion non-equilibrium and attempt to include a degree of electronic excitation
effects.
2.3.2.1 Augmented molecular dynamics
The augmented MD methods aim to include the effects of electronic stopping and electron-
phonon coupling as additional damping and driving terms in the atomistic equations of motion.
The electronic stopping effect for slow and heavy particles can be included in molecular dy-
namics as an additional friction force proportional to the projectile velocity using the fact that
Se ∝ v. Caro and Victoria [74] and Finnis, Agnew and Foreman [75] have pioneered the idea
of viscous MD with a non-directional damping term applied to all ions above an energy cutoff
Ec - an ad hoc value that prevents an equilibrium system (or later stages of a cascade simula-
tion) from being artificially damped. This approach has become almost a standard method of
extracting the energy due to electronic stopping in molecular dynamics cascades and has been
used extensively since.
Such an approach assumes that the local electronic temperature rise does not have an
impact on the dynamics and that this energy is not fed back to the atoms. The original
approach by Caro and Victoria [74] also included an additional sink term for the atoms that
represented the electron-phonon coupling. The sink was linked to a target temperature and
neglected any local heating effects. The local effects of electron-phonon coupling were pioneered
by Duffy and Rutherford [76] via the so-called inhomogeneous Langevin thermostat mechanism.
Such inhomogeneity necessitated the inclusion and concurrent tracking of a local electronic
temperature in a two-temperature formalism.
The effect of electron-phonon coupling on primary radiation damage was touched upon
in several papers ([77–79] and more recently in [80]). It was concluded that the strength of
the e-p coupling has a significant effect on the primary damage formation - it can increase
[78] or, under some circumstances, decrease the number of defects [81]. Nonetheless, it is still
uncertain how to include the effect of electron-phonon coupling in molecular dynamics in a
precise physical manner. The method we adapt here, which broadly follows [76], is presented
in Sec. 4.3.
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2.3.2.2 Including excited state interatomic potentials
Molecular dynamics with its augmented applications to non-equilibrium dynamics is built on
the assumption that the interatomic potentials remain unmodified by the strong local electronic
excitations. This can be a good approximation to some extent and we will revisit this point in
chapter 6. However, in general excitations of the order of several eV can cause bond weakening,
bond breaking and other more complex effects on the potential energy surface (some of which
are discussed in Sec. 3.3.2.3).
Some early attempts at including the change in the bonding character involved transient
and local removal of the attractive part of the potential [82, 83]. This has obvious limitations,
as the resulting excited-state potential is entirely phenomenological and not constructed to
reproduce any particular property. An empirical fitting procedure for potentials dependent on
an effective electronic temperature was presented in [84] for tungsten and in [85] for silicon.
An alternative scheme based on the force-matching technique [86] was applied to construct a
Te-dependent potential for gold [87]. To date, only three Te-dependent potentials have been
published.
In general, these potentials have provided us interesting insights in non-equilibrium dy-
namics. For instance, the increase of the lattice parameter at high Te was responsible for
non-thermally accelerated melting (or “phase explosion”), which was found in the case of
laser-excited Si [51] and Au [3]. Such change of the lattice parameter was also a contributing
factor in the mechanism of laser-induced ablation in Au [87, 88]. Other notable application
areas of such potentials are SHI sputtering studies [83] (see also Sec. 3.3.2.3).
2.3.3 Incorporating electrons explicitly
We briefly overview selected methods to study radiation damage that incorporate the effects
of electronic excitations explicitly, rather than as an effective medium. These are based on the
Ehrenfest dynamics, where atoms follow trajectories based on quantum mechanical description
of electrons. Such methods include time-dependent tight-binding (with explicit electrons) [89]
and real-time time-dependent density functional theory (RT TD-DFT), which includes an
accurate ab initio electronic structure [90, 91].
The above models were used to provide with theoretical calculations of the electronic stop-
ping power [92, 93]. The models point to a complex dependence of the Se on both the local
environment (for instance non-directionality of the drag force [94]) and the ion velocity and can
give useful insights into the thus-far assumed electron-stopping power cutoff Ec [91]. Because
of the spatiotemporal scales that the RT TD-DFT model can access, the studies are performed
with high-energy pka’s that are allowed to channel only (and hence no direct atomistic colli-
sions occur). Tight-binding can typically access thousands of atoms and allows for low energy
pka (∼ 1 keV) studies.
Both of the above modes are useful to evaluate the non-adiabatic effects on radiation
damage, allowing for an energy transfer from ions to the electrons. Therefore these can capture
the electronic stopping power, however cannot fully account for the electron-phonon coupling
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effect, which can transfer the energy from the excited electrons to ions too. This is because
Ehrenfest dynamics schemes do not take into account phonon emission as they do not treat
the ions quantum-mechanically. The correlated electron ion dynamics method which allows
to simulate very few atoms [95–98] could be a potential solution to evaluate and gain an
understanding of the electron-phonon coupling process from ab initio.
2.4 Summary
In summary, we have presented some basic theoretical concepts in radiation damage and have
outlined the timescale of the effects of electronic excitations. We have outlined the theory
behind the continuum models, based on the two-temperature approach, which is used to model
electron-ion non-equilibrium conditions caused by swift heavy ions and ultrashort laser pulses.
We have also discussed how electronic effects can be included in the atomistic MD-based models
and the electron-ion dynamics insights that more sophisticated models, which include electrons
explicitly, can provide.
Given a trade off between the computational complexity and the physics accuracy, an
augmented molecular dynamics scheme can remain very popular in the years to come. This is
because it can simulate the evolution of a microstructure of a studied material, providing with
an effective model of electronic excitation effects, which can be parameterised more accurately
from ab initio. For these reasons, it is a model of choice for the problems tackled in this thesis.
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Literature review
3.1 Overview
In this chapter we review the recent progress and current challenges in the field of cascades,
swift heavy ions and laser radiation damage modelling. We start by introducing the notion of
a collision cascade and consider the stages of its evolution, highlighting the role of electronic
effects and the energy domain where these are important. Subsequently, we discuss the so-
called warm dense matter (or cold plasma) - a state with hot electrons, but cold nuclei in the
context of the recent pump-probe experiments. We also focus on the current advancements in
theory and modelling techniques in the ultrafast dynamics field. Finally, we move onto the swift
heavy ion irradiation topic, where we describe the experimental evidence for track formation,
overview the most commonly used models, and outline the current research directions and
challenges.
3.2 Radiation damage cascades
3.2.1 Introduction
In most cases the majority of the radiation energy absorbed by a material is ultimately conver-
ted to the kinetic energy of its atoms. This has obvious applications in the nuclear industry,
where the kinetic energy from the fission products is converted to thermal energy of the reactor
core and subsequently to electricity. Also, future commercial fusion reactors would harvest the
energy from highly intense neutron radiation (with the energy spectrum peak at 14.1 MeV).
However, radiation, in general, can have a deteriorating effect on material’s mechanical and
transport properties thereby degrading them to a point where they lose their key functional
purpose. In the initial stages, this happens as the incoming energetic particles (radiation) dis-
place atoms from their crystalline positions, and/or create high electronic excitations, creating
in turn high structural disorder. Radiation damage is thus an important research subject with
implications for both science and technology. The prominent example is fusion energy, with its
commercial viability largely depending on the development of advanced materials that would
withstand radiation damage created in fierce reactor conditions [9–13].
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In a typical radiation damage scenario an incoming atom with a high velocity (but not high
enough to predominantly interact inelastically with electrons) displaces other atoms around
its path elastically. Such a set of energetic collisions resulting in a region of high topological
disorder is often referred to as a “collision cascade”. Experiments cannot access typical spatial
and temporal scales of a collision cascade event. For example, for a primary knock-on atom
(pka) in the energy range of 10-100 keV the duration of the cascade is typically several ps and
its size is several tens of nm [99]. Therefore, molecular dynamics simulations, which access such
spatiotemporal domains, are invaluable when bridging the gap between theory and experiment.
Examples where MD was used as a complementary tool to radiation damage experiments can
be found in [99] and in references therein (in particular [100–103]).
In general, radiation damage modelling is a multi-scale problem. It begins with the primary
damage production through collision cascades occurring at the picosecond timescale to thou-
sands of years of damage evolution for long-lived radioactive waste encapsulation models (ex-
ample in [104]). This challenge is tackled in a multi-scaled way with different simulation
methods responsible for different spatiotemporal regimes. Accurate and precise prediction of
the primary radiation damage yield is thus of cardinal importance, as it forms the starting
point for the methods higher up in the multi-scale hierarchy. Since it has been shown that
the models of long-term damage evolution are consistently sensitive to the primary radiation
damage input [105–107], state-of-the-art (i.e. which gradually include more physical effects,
such as electronic excitations) and systematic (i.e. of detailed statistics) MD studies are still
required. All in all, cascade simulations enable us to gain insight into the physical phenomena
behind radiation damage accruing at ps and nm scales as well as to investigate their effects on
materials properties though multi-scale modelling.
3.2.2 The evolution of a radiation damage cascade
The idea of a displacement cascade and an associated term of a thermal spike (explained later
in Sec. 3.2.2.2) were developed in the 1950s (after [72]). Shortly after, the first attempts to
simulate a collision cascade were made. These used tools such as binary collision approximation
and molecular dynamics and the former set the reference calculations in the field until the 1970s.
By the end of the 1980s molecular dynamics was slowly taking over, however simulations were
carried out using pair-potentials and concentrated primarily on fcc metals. In the late 1980s
the first MD simulations employing many-body potentials for sputtering and then cascades
were conducted and the first paper [108] focussing on cascades in α-Fe using this advanced
potential form was published.
3.2.2.1 The initial stages and channelling
A typical MD radiation damage simulation scenario starts with an atom given a high initial
velocity. It is referred to as the primary knock-on atom (pka) and its initial condition represents
an interaction with an imparting energetic particle, which is not simulated explicitly. The
initial velocity of the pka depends on the type of the imparting particle: its mass and energy
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spectrum. The pka displaces atoms elastically as it travels though the material. During this
process, if any atom is given an energy greater than the threshold displacement energy (TDE),
it can be displaced permanently and, as a result, form a crystalline defect. The TDE value is
around 40 eV for iron, as measured experimentally [72] (and references therein) and a majority
of the MD interatomic potentials reproduce this value quite well. In general, the dynamics of
the ensuing collision cascade is strongly dependent on the energy spectrum of the imparting
particle (and hence its pka energy) as well as the properties of the target material.
A pka or any other atom emerging from the collision cascade with sufficient energy may
travel at a low-angle scattering direction across the lattice thus avoiding collisions with other
atoms. As a result it can permeate large distances in comparison with the displacements as-
sociated with typical collision cascades, as the energy losses due to elastic collisions are small.
Such process is called channelling, since the atom moves across particular crystallographic dir-
ections (i.e. channels) guided by the repulsion from the neighbouring atoms. This phenomenon
has been verified experimentally - for instance an implantation of a 40 keV radioactive 125Xe
ions into crystalline tungsten (which allows for channelling to occur) gave penetration depths
up to ten times greater compared to amorphous tungsten [109]. Furthermore, theories exist
regarding the critical angle of incidence required for channelling with values of 3− 5◦ reported
[110, 111]. A channelling process occurring in a exemplar 100 keV pka cascade simulation is
illustrated in Fig. 3.1.
3.2.2.2 Displacement and thermal spikes
Once the cascade atoms slow down and arrive at the kinetic energy which maximises the
elastic collision cross-section, atomistic collisions start to occur very frequently. This process
is referred to as the displacement spike phase, during which a phenomenon called replacement
collision sequence (RCS) can occur. Here an energetic atom displaces its neighbour and oc-
cupies the lattice site, which is now made vacant. In turn, the displaced atom interacts with
its next neighbour and so on, thus creating a mechanism for a defect to travel large distances
away from the initial site [69]. This process is more efficient in closed-packed directions and it
can be visible in the cascade simulations as large displacements along these (see Fig. 3.1).
The displacement phase is usually followed by a thermal spike, where the kinetic energy is
redistributed along the neighbouring atoms forming a hot (and sometimes molten) region. It
is also manifested as a “spike” in the ionic temperature evolution and relatively equilibrated
kinetic and potential energies (i.e. thermalisation).
3.2.2.3 Sub-cascade branching
When an atom recoils after a collision with sufficient energy to channel a significant distance be-
fore colliding with others at a high incidence angle, the so-called cascade branching may occur.
It is characterised by the formation of non-overlapping pockets of damage, called sub-cascades,
in the displacement/thermal spikes and later stages (see Fig. 3.1). This phenomenon occurs
at relatively high pka energies, around 20 keV for α−Fe [71]. It has been historically argued
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that because of branching high energy cascades are effectively a set of smaller 20 keV cascades,
and therefore the smaller sub-cascades provide all the primary radiation defect information
required. However, it has been discovered that the defect production with cascade energy is
different in the > 20 keV pka range than in ≤ 20 keV [71] implying that the sub-cascade dam-
age picture is not complete. Furthermore, the increasing importance of the electronic effects
with the pka (electronic effects dominate above 700 keV pka for iron projectile in α-Fe; see
Fig. 3.3) means that the cascade behaviour is likely to be non-linear with the pka energy.
Figure 3.1: Selected stages of a radiation damage collision cascade for an exemplar 100 keV
pka event. Channelling (a) enables two separate sub-cascades, i.e. branching (b), to occur;
at later stages replacement collision sequence (RCS) occurs (c) along closed-packed directions
(red lines); residual damage is shown in (d). The time scales of the depicted processes are
approximate as based on one particular event.
3.2.2.4 Primary radiation damage
After the thermal spike a cooling phase ensues, which depending on the type of material (its
electronic thermal conductivity, strength of electron-phonon coupling, band-gap, etc.) can
last up to hundreds of picoseconds. It is during this phase where the majority of the defect
recombination occurs, although some will remain as residual (or primary) radiation damage
and continue to migrate or coalesce.
Once the resultant damage stabilises in the simulation we typically compute the residual
42
3.2. Radiation damage cascades
point defects: vacancies (vacant lattice sites), interstitials (lattice sites occupied by more than
one atom) which are collectively called Frenkel pairs (FP). Defect clusters are also of huge
interest - these are a collection of point defects occupying neighbouring lattice sites. The
evolution of these is cardinal in the analysis of the deterioration rate of materials properties.
3.2.3 Current achievements
The application of molecular dynamics to study primary radiation damage formation, through
so-called cascade simulations introduced in this chapter, is widespread and well established.
The method has been extensively applied to study iron, other metals such as Fe-C, Fe-Cu and
Ce-Cr, and ceramic materials relevant to nuclear industry. In particular, the primary radiation
damage in iron, which is the core component of structural alloys in fission and future fusion
reactors, is well characterised and there is a large volume of work published on the subject.
The recent modelling progress has been reviewed in [71] and [72], with the former giving a
more general overview of the subject and the later focussing on defect clustering in iron.
3.2.4 Current challenges
There are, however, several areas in cascade simulations that require further research. Some of
these are somewhat technical considerations, such as the interatomic potential choice and the
joining process of the equilibrium potential to the short-ranged screened Coulomb interaction.
Another constraint is limited computations resources, which constrained the scientists’ ability
to explore the impact of rare-events (such as unusually large defect clusters) in the cascade
processes, as well as to perform cascade simulations beyond 100 keV. Final considerations are
due to the inherent limitations of classical MD modelling, such as the explicit inclusion of
magnetic degrees of freedom or, most importantly, the interaction between the electronic and
ionic systems. We aim to briefly describe each of these limitations in turn.
3.2.4.1 Technical considerations
It is necessary to join the equilibrium interatomic potentials to short-ranged screened Coulomb
interaction to describe the short-range interactions (see Sec. 4.1.4.3 for details), which are
likely to occur in a ballistic phase of a cascade simulation that the equilibrium potential would
otherwise fail to do. This joining process, also called potential stiffening, can significantly
affect the critical aspects of the simulation, such as defect formation and cascade evolution. A
systematic study of that effect [72] has been published; however there is still no agreed standard
on the potential ‘stiffening’ process. Furthermore, the equilibrium potential choice has been
shown to have relatively little effect on the final Frenkel pair (FP) distribution (see [112] for
instance), though it does usually affect the final defect configurations and size distribution.
The choice of the best potential is not evident and the vast volume of previous work reporting
data using different potentials makes the cascade simulation comparison very problematic.
The impact and the probability of occurrence of rare-events in the cascade processes is
understudied, as typically around ten runs for each pka energy are carried out. This is due
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to the finite computational resources available. Such rare-events could include formation of
abnormally large defect clusters, deviating significantly from the mean FP number found at a
particular pka energy. Quantifying the number of such large defects is paramount in prediction
of long-term (and/or large dose) damage accumulation [71]. An example of a systematic study
with a large number (one hundred) of cascade runs at 50 keV, and hence detailed defect
statistics, can be found in [113]. This study found a 223 FP defects and a 153 vacancy loop in
one of the runs, in cascades which produced an average of 130 FP, which illustrates that the
statistical spread of defects produced at a particular pka energy is relatively high. In another
study, a thousand cascades in the pka range of 1-5 keV were run [114]. It was concluded that
the defect distribution even at such low energies is of large variance. It is thus paramount
to perform sufficient runs at each pka energy and simulation condition to obtain statistically
sound findings.
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Figure 3.2: ITER’s (International Thermonuclear Experimental Reactor) and selected fission
reactor pressure vessels (FFTF, HFIR, PWR) simulated neutron (left panel) and normalised
pka spectra (right panel). Figure reproduced from [115].
Limited computational resources have also constrained the maximum cascade energies to
about a 200 keV pka, and therefore left the physics behind the high pka energy simulations
(defined here as 200 keV pka and above) unexplored. Thus far, there are very few simulations
reported for 200 keV pka impacts in iron; a mere 9 simulations were published in [71] with
significantly more cascade data available for 100 keV. A paper describing a 250 keV simulation
appeared recently in [116]. This lack of simulation data is perhaps not unexpected, as a
typical MD cascade of 200 keV requires ∼20M atoms, while a 500 keV one necessities a cell
of approximately 100M atoms (note that these estimates are dependent on the simulation
details, such as the use of a boundary thermostat, for instance). Whilst larger single MD
simulations have already been performed (5.2bn atoms in 2000 [117], 310bn in 2006 [118],
and the one trillion atom milestone was reached in 2008 [119]), these used short-ranged pair-
potentials, such as Lennard-Jones. For reliable cascade simulations, many-body potentials are
used and this greatly raises the computational expense. However, the recent developments in
high-performance computing are lifting the simulation size constraint and enable scientists to
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run high pka energy simulations. This is due to the availability of massive parallel computing
facilities, such as UK Hector Phase 3 [120] and scalable molecular dynamics codes, such as
DL POLY [121] based on domain decomposition strategy, which is able to perform some of the
data analysis “on the fly” (such as defect and displacement analysis) to save storage space.
Studying such high knock-on energies is not merely a computational challenge, but it is
vital in the context of materials development for fusion, and the next generations of fission
reactors. The main difference between the fission and the fusion (Deuterium-Tritium (DT)
cycle) neutron spectra is that the fusion neutron energy peaks at 14.1 MeV and produces a
high flux of neutrons of energies above 1 MeV. This translates to a very similar behaviour
of pka energy spectra for both fission and fusion reactors at low energies; with significant
differences at energies above 100 keV pka. Notably, the fusion pka spectrum can reach the
energies above 1 MeV, with an average pka energy of about 0.5 MeV (see Fig. 3.2) [71, 115].
There is, therefore, a clear need to perform high energy cascade simulations, given that the
assumption of extrapolating of the low energy results has not been put to test and thus the
low energy results could potentially miss important cascade features occurring in high energy
cascades. Also, it is argued that an appropriate spatiotemporal modelling scale must always
be chosen to reflect the size of the problem at hand [122].
3.2.4.2 Magnetism
Other considerations are due to the inherent limitations of classical MD modelling. One of such
constraints in simulations of metals, such as iron or chromium, is magnetism and its effect on
the primary stage of radiation damage as well as stable defect evolution. The magnetic effects
are presumed to be low in the ballistic stage of the cascade, though magnetic excitations would
very likely influence the structure and clustering of stable defects in steels and iron-based alloys.
Furthermore, magnetism is responsible for the relative stability of phases (a classical example
is the magnetic α- to γ-iron transition), high temperature mechanical properties and defect
configuration. Preliminary work on interatomic potentials, which incorporate magnetic effects
has begun with the first such potentials now published [123, 124]. Explicit incorporation of
magnetic degrees of freedom in MD for the purpose of cascade simulations, built for instance on
the spin-lattice-electron (i.e. three-temperature) model proposed in [125, 126], is a significant
computational challenge yet to be addressed. To summarise, thus far, magnetism is an almost
unstudied area in radiation damage community.
3.2.4.3 Electronic effects
Another intensive area of research is the interaction between atomistic and electronic sys-
tems, through the mechanisms of electronic stopping (e-s) and electron-phonon (e-p) coupling.
Accompanying problems are the energy storage and redistribution and hence the correct the
parameterisation of electronic specific heat and thermal conductivity. These processes repres-
ent possibly the biggest unsolved problem in primary radiation damage modelling with the
MD simulations pushed to improve on the classical “billiard ball” description [127].
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Figure 3.3: Stopping power of an Fe ion in an Fe target. At low ion energies (. 50 keV) the
nuclear stopping dominates, whilst the contribution from the electrons becomes non-negligible
above that cutoff. The crossover between these energy loss channels occurs at around 700 keV,
above which the electronic stopping contribution sharply increases over the nuclear one. Data
obtained from the SRIM code [54].
The electronic stopping strength is well characterised (the theory behind it is discussed in
Sec. 2.1.2) and can readily be obtained through SRIM [54] calculations. Electronic stopping is
usually assumed to be effective above a certain threshold beyond which atoms are able to scatter
inelastically. This threshold is subject to an on-going debate and there are numerous values
of that parameter assumed: 0.6 eV [128], 1-5 eV [129], 8.2 eV [76] and 10 eV [130]. Molecular
dynamics implementing electronic stopping as a viscous drag term was first suggested in the
late eighties [74] and it has become almost a standard simulation technique for cascades since.
The current challenge is not the inclusion of the effects of e-s, but also of the e-p coupling.
Research in this field intensified with two recent publications [76, 81], where the authors used,
for the first time, the hybrid continuum-atomistic two-temperature model, representing both
the e-p coupling and the e-s through modified MD equations of motion. The subsequent cooling
of a thermal spike is be achieved via electron-phonon coupling and this can have a profound
effect on the primary radiation damage produced (as remarked on in [71]), as defect could be
rapidly ‘quenched’ before they have a chance to recombine. A strong effect of the strength
of the e-p coupling on the number of stable defects has already been demonstrated in 10 keV
cascades (see [81]). While the two-temperature model remains the most sophisticated approach
to cascade simulations, several issues remain.
The majority of the issues pertain to (i) ‘activation’ (i.e. conditions under which it is
effective) of the e-p coupling process, (ii) e-p coupling strength in ground-state and its para-
meterisation under strong non-equilibrium conditions, (iii) the interplay between the e-s and
the e-p coupling processes. The subject of the e-p coupling is even more controversial, as it
cannot be distinguished experimentally from the electronic stopping in an irradiation scenario,
perhaps apart some partial evidence coming from the ion beam mixing experiments [129].
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The conditions under which e-p occurs in a thermal spike are uncertain. As this process
involves interaction between phonons and electrons, its strength in liquid-like or defect-rich
structures (which are likely to occur in cascades) is also all but unknown. From a theoretical
standpoint, the electronic stopping is effective when atoms move ballistically through the
target medium, whilst e-p is effective when atoms oscillate around their equilibrium positions.
Electronic stopping is derived for a single atom moving in electron gas, which doesn’t interact
with the correlated motion of other atoms in a cascade. Unlike the e-p coupling process,
which occurs between thermalised systems of electrons of phonons, and does not interact with
ballistic atoms, as these are not a part of the phononic system. Nonetheless, the underlying
physical processes of the electron-ion scattering (i.e. both the e-p and the e-s interactions) are
the same [21, 25] and hence the boundary between these is ill-defined. It is thus extremely
difficult to switch from one regime to another in a cascade simulation. It is not obvious whether
below a particular kinetic energy cutoff, the projectile atom is immediately thermalised and
oscillating around its equilibrium position, thus taking part in the e-p interaction. An insight
from sophisticated models based on the Ehrenfest dynamics, such as RT TD-DFT [91, 92] may
improve our theoretical understanding in the future. The value of the electron-phonon coupling
(at standard conditions, i.e. at Ti = 300 K and Te ∼ Ti) is typically obtained through low
fluence laser irradiation experiments, where the issues connected with the loss of crystallinity
and high electronic or ionic temperatures can be neglected. To complicate matters further,
such experiments are rare and there is usually a high degree of error associated with the e-p
coupling measurements.
All in all, while some progress has been made in the area of electronic excitations in cascade
simulations, there is a clear need for more rigorously parameterised models and more research
into the question of the impact of the e-p and e-s processes. The results presented in chapter 5
aim to shed some light onto these issues.
3.3 Swift heavy ions
3.3.1 Introduction to ion tracks
Swift heavy ions (SHI), which are of typical specific energies (E′) of several MeV/u, penetrate
matter interacting mainly with the electrons (inelastically) and less with the nuclei (elastic-
ally) of a target. This is in stark contrast to cascade simulations, where the dominant effect of
elastic scattering is assumed. In some materials SHIs of sufficient energy are able to produce
cylindrical regions of structural modification also commonly known as ion tracks. Formation of
such poses a challenging theoretical and modelling problem as tracks originate from a transient
and a highly non-equilibrium state of matter. During the last two decades there has been a
growing interest in gaining insight into the exact mechanisms governing high electronic excita-
tion in metals as well as band-gap materials. However, the analysis of ion irradiation-induced
structural modification of matter is not only interesting from a fundamental, but also from an
applied physics point of view. Potential application areas, where predictive radiation damage
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modelling from SHI would be beneficial, include primarily nanotechnology, but also materials
selection in nuclear and space industry. Ion irradiation can modify nanostructures [14, 131],
form nm-sized channels called track etch membranes [15], create changes in quantum wells and
dots [16] and induce anisotropy in etching [132]. Furthermore, in quartz [19] and LiNbO3 [20]
the refractive index changes due to SHI radiation (SHI irradiation causes significant decrease
in light refraction at the end of the ion track thus creating an optical barrier). Therefore, being
able to predict the exact structural response (damage distribution) induced by SHI would find
applications in nano-fabrication technologies of optical devices.
SHI modifications in a material’s structure have different morphologies: from spheres,
discontinuous and inhomogeneous tracks to homogeneous cylinders around the path of the
incident ion depending on the projectile particle specific energy, E′, and velocity vion. Such
effects occur when the deposited energy on the electronic system exceeds a stopping power
threshold, Sth. Ion tracks (also referred to as latent tracks) are continuous damage regions:
µm long with diameters of up to several nm. These are produced with SHIs of E′ ∼MeV/u and
are primarily observed in insulating materials. However, with increasing beam energies in the
MeV range, there is also recent evidence that they are formed in metals at very high stopping
powers [133–136], alloys [137] and semiconductors [136, 138]. Examples of such elongated
features in insulators are presented in Fig. 3.4.
3.3.2 Track formation models
The discussion of the structural modifications resulting from SHI bombardment has been, at
least historically, relying only on the energy losses caused by elastic recoil of the projectile
particle and the nuclei of the material. Such energy losses are characterised by the nuclear
stopping power, Sn, and typically lead to direct atomic displacements, i.e. a collision cascade
introduced in Sec. 3.2. However, if this process was a complete physical picture describing the
SHI radiation damage a similar defect structure in metals and band-gap materials would be
observed (similar arguments were reviewed here: [111, 139, 140]). It is well-known that SHI
tracks are created relatively easily in insulating materials, which suggests that electronic effects,
such as ionisation and electronic excitation, play a crucial part in the process. The electronic
energy losses are characterised by the electronic stopping power (Se) and are increasingly
dominant over Sn with increasing incident ion energy (see Fig. 3.3). It is now understood that
Se >> Sn for SHIs, and only the electronic stopping component is usually considered.
In contrast to metallic materials, properties of insulators are very sensitive to radiation
damage. Structural steels can typically withstand doses of 10 dpa (displacements per atom),
while insulators can be already affected by less than 1 dpa. Moreover, thermal conductivity
and dielectric properties in insulators may be modified by as low as 10−3 dpa [9]. Construction
of a modelling framework for insulating materials is therefore of particular interest, as such
materials are affected by radiation most.
The physics of ion track formation is still a subject of an on-going debate. This is due
to the fact that all the models put forward to date suffer from either severe theoretical, or
technical limitations, or are unable to reproduce the vast data set on track sizes available
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Figure 3.4: First observations of ion tracks in matter (1958). Tracks of fission fragments in
mica (left panel); etched fission tracks in LiF (right panel). Images reproduced from [141, 142].
in the literature. The most predominant models can be divided into three main categories:
Coulomb explosion, variations of the inelastic thermal spike (iTS) and ab initio-based structural
relaxation methods. This thesis focuses on the potential applications and the extension of the
iTS model to semiconductors (with the theory behind outlined in Sec. 2.2.1). In this chapter,
we describe iTS in various polymorphs and their applications found in literature. As for the
Coulomb explosion and structural relaxation methods, we provide here with both a very brief
theoretical introduction and a literature review of their applications.
3.3.2.1 Coulomb explosion
The Coulomb explosion model proposed by Fleischer, Price and Walker [143] in 1965 was
the first theoretical attempt at explaining the formation of ion tracks in minerals. It was
argued that the radiation defects result principally from the removal of the electron following
an energetic particle passage. As an incident ion such as SHI penetrates the lattice it ionises
the atoms around its path, thus creating a narrow cylinder filled with positive ions. These ions
repel each other and when the repulsive energy becomes greater than the binding energy, the
ions are ejected (hence the name Coulomb explosion). However, the major concern with the
model is the charge neutralisation time (which can be approximated as τc = /σ, where  is
electrical permittivity and σ is the conductivity [144]), which needs to be greater than 10 fs
[145] to induce significant atomic displacements. However, the relaxation time for most metals
is of the order of a femtosecond (Al: 0.3 fs, Cu: 0.2 fs, Ni: 0.8 fs W: 5 fs [144]) - too short
to explain track formation in metals. In band-gap materials due to the lack of free electrons,
charge neutralisation is slower (for instance, in Si it is τc ∼ 1.0 ps) and could contribute to the
track formation mechanism (see [146] for a recent simulation study in Si), but the development
of an atomistic model based on Coulomb explosion assumptions is challenging and has not
been performed in a comprehensive manner to date.
The Coulomb explosion model produces few quantitative results. It was mainly successful
in explaining multi-charge ions emission from the surface (due to a local charge imbalance)
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following an intense radiation event [147, 148] and aspects of radiation damage effects in
polymers [149].
3.3.2.2 Inelastic thermal spike and its polymorphs
The original version of the inelastic thermal spike (iTS) model is described mathematically by
distinct electronic (Te) and ionic temperatures (Ti) evolved by two coupled diffusion equations.
The model, with its mathematical formulation and the assumptions behind it, is introduced
detail in Sec. 2.2.1. Here we briefly describe its variants present in literature and its successes
in reproducing the experimental data as well as its notable limitations.
In brief, the iTS model assumes that the energy of an incoming particle is deposited to
the electrons and then converted to lattice phonons through the electron-phonon interaction.
This subsequently can result in local melting of the lattice. Defect generation or sputtering
occurs when the deposited energy density exceeds the melting (or vaporisation as argued in
[150]) threshold within the propagating thermal spike. These processes are highly dependent
on the interplay between the e-p coupling strength and the speed with which the energy can
be dissipated by the electrons. The subsequent cooling off and recrystallisation usually leaves
residual defects and/or modified crystal structure.
The model was extensively used to simulate SHI irradiation in metals [136], alloys [137],
and more recently in semiconductors [150–153] and insulators [154, 155]. Its applicability to
band-gap materials remains very controversial [41], however despite that it remains widely
used. This can be attributed to the model’s relative mathematical simplicity and thus a small
set of parameters required (either known or fitted). Also, the iTS has a long success history
of reproducing the experimental latent track radii dependence on the stopping power and it is
able to account for the so-called velocity effect [55], where ions of the same stopping power,
but greater velocity, produce smaller tracks.
The models based on thermal spike formulation are however problematic for a very simple
reason. So far, little correlation has been found between track formation and the thermal
properties of the materials [156]. Also, this model fails to reproduce results above amorphisa-
tion threshold and therefore cannot account for the cumulative nature of radiation damage in
insulators, as pointed out in [140].
Furthermore, obtaining correct iTS model parameters in insulators is particularly contro-
versial. The model parameters for metals (i.e. the electronic specific heat Ce and electronic
thermal conductivity κe) can be estimated from theoretical considerations, or obtained from
experimental measurements. However, the theory of free electron gas cannot be applied to
band-gap materials, and electronic conductivity in a thermal spike in an insulator is unknown
from both experimental and theoretical viewpoint. Nonetheless, the arguments that hot elec-
trons in an insulator behave like in a metal (which is true to some extent) dominate the iTS
literature [59, 150, 157], but do not provide accurate and precise parameters. Most recent
developments are based on Monte Carlo methods (described in [158–161]), which provide with
source term for the 2T models. Lastly, the applicability of the heat diffusion equations to such
local huge non-equilibrium conditions on a nm-space and ps-time scale can be questioned [162].
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Historically, the iTS model was solved in continuum. However, such implementation neg-
lects several physical phenomena such as: lattice straining, emission of shock waves, and
does not take into account the volume change due to phase transitions. More sophisticated
continuum-only methods were later introduced and incorporated extra variables for the trans-
port of energy, momentum, and mass [163]. These were used to describe the sputtering pro-
cesses from SHI impacts.
Accessing atomistic behaviour via trajectory of the atoms in MD has several advantages
to continuum models and it was made possible due to advancements in computing power and
parallel codes development. First of all, it was shown that in an SHI irradiation event that the
strong localised superheating may not lead to track formation [164]. Also, a detailed atomistic
evolution of the SHI irradiated system allows for a direct and more precise comparison with
the experiments [2], which can measure the density changes or defect channels in a latent track.
Such hybrid continuum-atomistic approaches (usually synonymous with 2T-MD) evolved from
static electronic energy depositions in MD [165]. Such a method was later improved by a
time-dependent energy deposition, which eventually lead to the development of methods that
solved the electronic temperature and the MD part of the model concurrently.
3.3.2.3 Structural relaxation methods
The lattice (structural) relaxation model is built on the assumption that the potential en-
ergy surface (PES) is strongly modified in the regions of high electronic temperature. Such
modifications can cause the PES to become weakly bonding (sometimes enough for the thermal
fluctuations to overcome the cohesive energy), or even non-bonding (i.e. with no PES minima),
which immediately leads to strong repulsive forces (see Fig. 3.5). A plethora of other effects
such as a shift of the PES minima and an associated dynamical instability, or other changes
in the bonding character (and thereby induced phase-changes, coherent phonons, etc.) are
also possible. Particularly interesting examples of the PES effect at high Te are photo-induced
phase transitions, which were recently presented in a comprehensive topical review [166]. The
amount of energy transferred to the lattice by this mechanism would crucially depend on the
lifetime and distribution of the local excitations. Structural rearrangements resulting from PES
changes are non-thermal, as they don’t involve the electron-phonon coupling and are a result
of electronic structure changes. However, electron-phonon scattering (which is a “thermal”
process) would typically accompany the non-thermal processes.
The main disadvantage of this method is its complexity of parameterising the PES effects
at high Te into a set of MD-ready potentials. A mere three potentials have been parameterised
with respect to Te to date, namely for W [84], Si [85] and Au [87]. While ab initio MD (in the
Born-Oppenheimer scheme) is able to provide atomistic information at high Te it is limited
to hundreds of atoms and the most important processes, such as sputtering or latent tracks,
require spatiotemporal scales of MD.
A simpler approach, yet of significantly lower accuracy, is to approximate the PES changes
at high Te by modifying or even removing the bonding part of the MD potential [82]. Such
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Figure 3.5: Structure relaxation model: the possible PES changes at high Te. (i) Ground-
state PES; (ii) PES at low Te: shift of the PES minima by ∆a and a lower cohesive energy
(2). The excitation results in weakening of the bonds and increased kinetic energy of the ions
as they “roll down” towards a modified PES minimum; (iii) Intermediate Te: the PES is still
bonding (i.e. has a minimum), however the kinetic energy given to ions is enough to overcome
the cohesive energy, 3; (iv) High Te: the PES becomes is non-bonding. Typical structure
relaxation scenario involves four stages: electronic excitation, where the PES changes from (i)
to (ii)-(iv). This is followed by structure relaxation, where atoms move in response to the PES
changes. Later electronic de-excitation occurs and structure relaxes again to (i).
approach was somewhat successful in describing the creation of ions tracks as a non-thermal
process [82], or sputtering processes occurring under SHI bombardment [83].
3.3.3 Final remarks
In brief, despite its limitations, the iTS and particularly its MD-coupled variant, remains the
most popular model for SHI track simulation. Its modelling power for direct experimental
comparison has been recently demonstrated even in a case of a wide band-gap insulator (SiO2
quartz) [131]. This MD-variant has also provided scientists with invaluable track morphology
insights, where the discrepancy between the experimental techniques measuring defect-rich
channels (Rutherford backscattering spectrometry) or local density changes (small angle X-
ray scattering) can be resolved [2].
The main criticism of iTS stems from the difficulty of parameterising the electronic struc-
ture. For metals, the iTS models contains effectively one fitting parameter namely the e-p
coupling, while the behaviour of electronic thermal conductivity at varying Ti and Te is poorly
known. The situation in band-gap materials is even more complicated. Here, both the dif-
fusivity D and the e-p coupling G are all but unknown and effectively fitted to, usually very
sparse, experimental data. It usually not clear if a particular choice of D or G is a one-to-one
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mapping to the experimental data (a point investigated in chapter 7), not to mention the
complex outcome possibilities when these parameters are allowed to be functions of both Te
or Ti, which they most likely are. Furthermore, this effective model neglects several crucial
carrier dynamics processes.
On the other hand, the extended models (eiTS), the development of which we focus on in
this thesis, contains the correct carrier physics, which is a great leap forward from a theoretical
standpoint in SHI modelling. However, from a practical point of view, its main drawback is the
number of parameters required and their behaviour in a highly non-equilibrium scenario. Since
several of these are poorly known this may lead to over-fitting to the experimental data. Owing
to this fact the eiTS extension to wide band-gap materials, where the parameter uncertainty
is even greater, is challenging.
Non-thermal models (such as the structural relaxation methods) are perhaps more justified
on the physics grounds at levels of excitations induced by SHIs. The degrees to which the
thermal (i.e. e-p coupling) and non-thermal processes are important is not resolved in the SHI
scenario. However, we show later that even at low to moderate excitation levels (T ′e = 0.8 eV)
the interatomic potential changes significantly in a metal. We can therefore safely assume that
the SHI irradiation, which induces local excitations in excess of Te = 10 eV, to have a huge
impact on the resultant interatomic forces even in wide band-gap materials.
However, technical problems persist, as there are currently no ab initio codes, which im-
plement localised and dynamic electronic excitations. Because of the nm scale of the resultant
SHI tracks, such models are computationally intractable in any case, even if they existed. A
solution is to design potentials, which are dependent on the electronic temperature. However
such an option, while possible, is an extremely tedious optimisation process and prone to typ-
ical errors associated with the interatomic potential construction. Nonetheless, it is currently
the only viable method.
Experimental (track size variation with the initial target temperature) and theoretical work
(relaxation time of the electron-phonon coupling) work points to a thermal component in the
SHI track formation. However, the degree to which the electronic excitations and the e-p
energy transfer contribute is uncertain. This interplay is most likely to be the next hot topic
in the field, once the technical constraints are lifted. It is believed that the current theoretical
research direction would be aimed at resolving the thermal and non-thermal contributions in
SHI track formation, with ab initio methods (and probably additional related developments)
playing a larger part in the process. As there is currently a large uncertainly in the initial
distribution of the energy of the track (the results from [58] are extrapolated from proton in
water studies), inclusion of the non-thermal effects combined with further work on the initial
carrier dynamics (exemplar studies in [158–161, 167]) could be very insightful.
3.4 Laser illumination
The rationale behind studying ultrafast dynamics, defined here as the study of processes occur-
ring at a sub-picosecond timescales, is two-fold. Firstly, the field of photo-induced transitions,
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which are triggered and subsequently probed by ultrashort light pulses, is driven by the aim of
looking at the atomistic dynamics as it happens. Secondly, ultrafast science offers the possib-
ility to create photo-excited exotic (and yet undiscovered) states of matter. One of the most
exciting prospects in the field deals with the opportunity of both tracking and controlling
photo-induced transitions, where the electronic excitations lead to different properties of mat-
ter at the macroscopic level [168, 169]. In this chapter we outline the recent advancements
in ultrafast dynamics, predominantly in the field of transient photo-induced phase transitions,
discuss the physics behind the so-called warm dense matter (WDM) state, and finally review
the current theoretical work on gold, which remains the most studied metal in this context.
3.4.1 Ultrafast dynamics
A typical ultrafast dynamics experiment, involves a laser pulse to excite the matter, which is
followed by a series of delayed probe signals. It is also referred to as a pump-probe experi-
ment. Recent advancements in the short pulse laser generation (pump) and ultrafast probing
techniques, such as electron diffraction, have enabled the study of phase transitions that occur
at < 100 fs. This time is less than a typically frequency of a phonon (t ∼ ps) and therefore in
principle a molecular movie can thus be generated. The most commonly used techniques for
probing the matter are: time-resolved ultrafast X-ray diffraction (tr-XD) [33], ultrafast elec-
tronic dynamics (UED) [170], and time- and angle-resolved photoelectron spectroscopy [171].
The UED is currently the most advanced diffraction method, which offers greater scattering
cross-section over the conventional tr-XD. Also, by using relativistic electron pulses (thus min-
imising the space-charge effect) relativistic UED technique can offer even higher intensities per
pulse. This enables < 100 fs diffraction time-resolution, without compromising on the electron
intensity required for high-quality diffraction images [172]. On the pump side, Terahertz pulses
can now induce atomic oscillations directly [173] by generating frequencies resonant with these
of optical phonons. Progress has been achieved not only on the experimental side, but also
on the diffraction data analysis aimed at structure determination [174] (even for disordered
materials [175]) and accompanying modelling, which we discuss later.
The landmark discovery in the ultrafast dynamics field was the work on femtochemistry
by A. Zewail, which was awarded a Nobel Prize in 1999, where a change in the interatomic
potential of a photo-excited molecule was tracked. Since then several notable advances have
been made in the field, such as the observation of neutral-ionic instability [176], and photon-
induced phonon instability in semiconductors [177] and semi-metals [178] (Where it was shown
that the collective oscillation modes in bismuth are mechanical and the resulting dynamics are
isentropic.) The current research avenues include femtomagnetism, transient photo-induced
phase-transitions (insulator to conductor, or non-magnetic to magnetic) and others [169]. The
prospect of transforming the material to another phase, which is not achievable at thermal
equilibrium, is particularly appealing from a theoretical standpoint. Such “hidden phases” are
proposed in [179, 180].
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3.4.2 Warm dense matter
The ultrafast optical-excitation typically leads to a transient exotic state, which is referred
to as warm dense matter (WDM). Creation of WDM exploits the physics that the pump
photon energy is absorbed primarily by the electrons and that the electronic excitations it
creates thermalise at the 10-100 fs timescale, leaving the ionic system cold. This is due to
the relatively slow electron-phonon coupling process (relaxation time of 1-10 ps), which is
responsible for the eventual equilibration of the electron and ion temperatures. Simply put,
WDM is a two-temperature state with excited-state (“hot”) electrons and cold unperturbed
ions.
We emphasise that the WDM is an in-between state of plasma and “regular” condensed
matter, on the electronic excitation scale. It is therefore very difficult to achieve a theoretical
understanding of it, as it is inherently non-equilibrium, different to thermal equilibrium mod-
elling and too strongly excited to apply any perturbative approach from the ground state. Due
to the complexity it is a remaining theoretical bridge in our understanding between “regular”
matter and plasma physics. This problem of a gap in theoretical understanding of WDM
behaviour is shown in the example of equation of state calculations for Cu [181].
3.4.3 The case of thin film gold
From an experimental standpoint, thin films are chosen to achieve homogeneity of the system
excitation along the “depth” axis, as the ballistic electron transport in Au is around 100 nm
[182, 183]. Furthermore, the homogeneity in the lateral directions is ensured by the laser spot
size, which is typically much larger than the probed region. Since gold nanofilms are easy
to manufacture and don’t oxidise easily, they remain preferable in the ultrafast experiments,
leading to a volume of experimental and also theoretical work.
From the modelling perspective, ab initio and classical MD, and a combination of both
methods are most suitable (and prevalent in literature) to describe the experiment data on
ultrafast dynamics, due to the compatible spatiotemporal timescales of both. Also, solutions
to the two-temperature model in continuum with various additions can be found [172].
The theoretical work on photo-induced PES changes in Au started with the paper of
Mazevet et al. [184], who observed bond-hardening in the phonon spectra at elevated elec-
tronic temperatures at isochoric conditions though ab initio calculations. The conclusion of
this study, under the given conditions, is not disputed. However, bond-hardening was shown
to occur when the system no longer has free energy minima [3], and therefore the notion of
bonds can be controversial. Besides, a high degree of electronic excitation leads to a shift in
the free energy minima due to the reduction of screening [3]. This implies that atoms would
experience a huge repulsive force to move them into the modified equilibrium positions. At
the modified equilibrium positions, however, the bonds, as indicated by the ab initio calcula-
tions, are softened, rather than hardened. Which effect would have a stronger weight on the
ensuing photo-excited gold dynamics, bond hardening [172], or the shift in the PES minima
(and accompanying softening) is currently debated [3].
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The coupled two-temperature molecular dynamics (2T-MD) using ground-state potentials
was pioneered and applied to photo-excited lasers by Zhigilei [60, 185, 186] and his colleagues
in 2002. Since then, this method was also applied to study Ag-film Cu-substrate systems [187],
as well as Ni [188], Cr [189], Al [190] and other metals. Subsequently the effects of electronic
pressure [87, 191], as well as the Te-dependent potentials were employed [87] and investig-
ated in the context of ablation. Electronic parameters derived from ab initio calculations [29]
were also incorporated at a later stage. Monocrystalline free-standing films remain most com-
monly studied, but larger-systems with grain-boundaries are also simulated [192]. The work of
Zhigilei et al. was of crucial importance, as it predicted the heterogeneous and homogeneous
melting processes in Au [193–195], before it was verified in a combined experimental-theoretical
study [3]. The most recent success of the 2T-MD is the theoretical description of nano-bumps
formation in a photo-excited thin-metal film [196].
Photo-excited gold topic is still controversial and there are several unsolved questions re-
garding the ultrafast dynamics of such a relatively simple system as monocrystalline nanofilm
gold in the WDM state. In particular the following aspects (and the excitation limits within
which these occur) are currently under investigation and debated in literature:
1. Strong electronic excitations leading to a change in the bond character (bond softening
versus hardening, modification of the lattice parameter),
2. Non-thermal and thermal melting processes interplay,
3. The physical processes behind ablation dynamics (thermal versus non-thermal and the
role of electronic pressure).
3.5 Summary
The common thread in scientific literature among the topics of laser illumination, cascades
and swift heavy ions is the successful use of the two-temperature model to simulate the non-
equilibrium conditions between the electrons and ions. What differentiates all these studies
is the use of different initial conditions and setups in the 2T-MD scheme, but the physics
behind the model is largely applicable to study a range of phenomena, as the literature survey
suggests. Although the input from ab initio is required when studying non-thermal effects, the
ground-state 2T-MD method will most likely remain the standard simulation technique for low-
level electronic excitations for some time due to its success history, appropriate spatiotemporal
scale and robustness of parameters. Limitations of the method will be most apparent when
the ground-state potentials will no longer be a good approximation. For instance, when photo-
induced phase transitions are expected, but are not captured at the level of the interatomic
potential.
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Simulation techniques
4.1 Classical molecular dynamics
Classical molecular dynamics (MD) is an atomistic simulations method which aims to solve
Newton’s equations of motion (EoM), given a suitable interatomic potential U and a set of
initial conditions. For a system of N atoms that make up the simulated material indexed i
with masses m and position vectors ri the classical EoM are a set of second-order non-linear
differential equations:
mi
d2ri
dt2
= Fi = −∇riU(r1, r2, ..., rN ), (4.1)
where Fi are the classical forces. The numerical solution to Eq. 4.1 is the essence of MD and
enables one to track the evolution of the individual atoms. It is a well-known N-body problem,
which in three dimensions can be solved exactly only for N = 2 (and N = 3 in a special
case). The direct output of an MD simulation are particle trajectories (ri) and velocities (vi)
as a function of time, t. The evolution of the thermodynamic and structural properties of the
simulated microstructure can be obtained from these.
In fact, there are two main types of MD. The one explored here treats atoms as classical
particles, the dynamics of which are determined by an interatomic potential. In fact, classical
MD makes extensive use of the adiabatic approximation. In the timescales of MD, the electrons
are “stationary” and factored in at a level of the static interatomic potential only. On the
other hand, the ab initio MD solves the degrees of freedom of ions and electrons with the
latter described by their wavefunctions.
We will first review some of the key concepts of classical MD (Sec. 4.1) and subsequently
move onto the hybrid MD schemes, where provisions for the electronic excitations are intro-
duced to simulate non-equilibrium processes (Sec. 4.2 and Sec. 4.3). We later outline some
methods helping with the MD data analysis (Sec. 4.4).
4.1.1 Key concepts
Simulations in MD, which represent bulk conditions, are typically performed in a parallelepiped
supercell with periodic boundary conditions. This means that the atom leaving the supercell
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in the −z direction, say, re-enters to the other side of the simulation, namely from +z. The
minimum image convention is usually applied when calculating the forces on atoms. This
means that two atoms of positions r1 and r2 interact with each other along the shortest
distance possible, which may be across the periodic boundary conditions.
When calculating the forces on atoms from an interatomic potential, typically a force cutoff
distance is used, rcut. This removes the long-range interactions, which tend to zero and are
therefore negligible. Making the forces short-ranged, reduces the computational complexity
when evaluating the pairs of interacting atoms. Instead, of a double loop over all particles
with time complexity of O(N2), neighbour linked lists can be constructed (and updated less
frequently than the time-step) reducing the time complexity to O(N).
Knowing how to calculate the forces on all the atoms, we can start propagating a system
by solving Eq. 4.1 numerically. We require symplectic integrators, i.e. ones which conserve
the phase-space volume of Hamiltonian dynamics (Liouville’s theorem) and are in effect time-
reversible and conserve the total energy. An example of the simplest such integrator is Velocity
Verlet (see Sec. 4.1.3). There exists are plethora of other (not necessarily symplectic) classes
of MD integrators, such as Beeman, Verlet, Leapfrog, Runge-Kutta and predictor-corrector,
most of which can be extended to include higher orders in Taylor’s expansion in small time-step
sizes, ∆t, reducing the local truncation error and hence the global error, yet at a computational
cost.
The typical time-step for MD is about ∆t ∼ 1 fs, which will depend on the masses of
the atoms involved as well as the how “hot” the atoms are. Due to advancements in both
parallel codes and increase of computational power, MD can now easily simulate up to 108
atom systems for around 10 ns, although significantly larger and longer simulations have been
already reported.
The biggest challenge in MD is obtaining the correct interatomic potentials, which determ-
ine the forces on all atoms and in effect all physics of the simulated system. The potentials
can be empirical, such as the famous Lennard-Jones one. However, to effectively simulate real
systems, one needs to often parameterise much more complex potentials forms (for instance
with 3-, 4-body terms) and fit their free parameters to the known properties of the material to
be simulated. An important issue when developing a potential is a questions of transferability.
Potentials are typically trained (i.e. fitted) to reproduce a set of parameters, such as elastic
constants or lattice parameter. A highly transferable potential is one that will reproduce the
parameters that it was not originally fitted to, quite well.
When solving the Eq. 4.1 with a symplectic integrator, the corresponding atomistic dynam-
ics evolve in a constant particle number, constant volume and energy (NVE) ensemble. One
typically appends the EoM with a thermostat, or a barostat, effectively emulating constant
temperature and constant pressure ensembles, called NVT and NPT, respectively.
4.1.2 DL POLY code
DL POLY [121] is the UK flagship molecular dynamics code, of which extensions are used
throughout this work. It is a Fortran 90 code which employs the domain decomposition
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parallelisation strategy (using the MPI library) effectively redistributing the atomistic data
across compute nodes and the linked-cell method allowing for quick computation of the sum of
the interatomic forces. The code is, therefore, perfectly suited for memory distributed parallel
systems. Version 4.01 is the basis for the developments described in this thesis.
4.1.3 Integration algorithm
We will be using the simplest second-order (i.e. with the global error in position and velocity
of O(∆t2)) symplectic integrator, namely the Velocity Verlet scheme. It can be derived as
follows. Let’s start with the Taylor expansion of the atomic position ri forward in time, t+∆t:
ri(t+ ∆t) = ri(t) + ∆t r˙i(t) +
1
2
(∆t)2 r¨i(t) +
1
6
(∆t)3 r
(3)
i (t) +O(∆t)4. (4.2)
Similarly, replacing +∆t with −∆t:
ri(t−∆t) = ri(t)−∆t r˙i(t) + 1
2
(∆t)2 r¨i(t)− 1
6
(∆t)3 r
(3)
i (t) +O(∆t)4. (4.3)
We can now cancel the odd power terms by adding Eq. 4.2 and Eq. 4.3. After some rearrange-
ment and recalling that r¨i(t) = Fi/mi:
ri(t+ ∆t) = −ri(t−∆t) + 2ri(t) + (∆t)2 Fi/mi +O(∆t)4. (4.4)
Note that the algorithm above (also called simply Verlet) does not require the explicit know-
ledge of velocities. The Velocity Verlet variant gives the velocity at time t as follows:
vi(t) =
ri(t+ ∆t)− ri(t−∆t)
2∆t
+O(∆t)2. (4.5)
In practice, in the Velocity Verlet algorithm we follow four algorithm steps. We first calculate
updated positions (ri(t + ∆t)) from positions, velocities and accelerations at the previous
time-step
step 1 : ri(t+ ∆t) = ri(t) + vi(t)∆t+
1
2
Fi(t)
mi
(∆t)2. (4.6)
We then compute the half step velocities vi(t+
1
2∆t) from forces at time (t), i.e.
step 2 : vi(t+
1
2
∆t) = vi(t) +
1
2
Fi(t)
mi
∆t. (4.7)
With the new atomic positions we can now update the forces, as we now have the new atomistic
positions
step 3 : Fi(t+ ∆t)← Fi(t), (4.8)
and then the velocities at (t+ ∆t):
step 4 : vi(t+ ∆t) = vi(t+
1
2
∆t) +
1
2
Fi(t+ ∆t)
mi
∆t. (4.9)
This completes the computation of all quantities (ri,vi,Fi) at (t+∆t) and the algorithm starts
again from Eq. 4.6. The half-step velocity can be eliminated and step 2 and 4 combined to
vi(t+ ∆t) = vi(t) +
1
2
[
Fi(t)
mi
+
Fi(t+ ∆t)
mi
]
∆t. (4.10)
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4.1.4 Force field methods
In the work presented in this thesis, we are dealing with two types of interatomic poten-
tials, namely the embedded atom model (EAM) and Tersoff potentials. These formalisms are
applicable for metals and materials with directional bonds (such as semiconductors), respect-
ively. Both types of potential are described in detail below. Subsequently, we also discuss the
Ziegler-Biersak-Litmark (ZBL) short-range potential form.
4.1.4.1 Embedded Atom Model
The embedded atom model (EAM) is an efficient formalism to describe metallic systems,
which was developed in [197] following on from earlier work on effective medium theory [198].
It was put forward to overcome the limitation of two-body potentials, which do not contain
any information on the bond strength as function of the local coordination, in an attempt to
capture some additional physics behind metallic bonds. The general form of the EAM total
energy, U , is as follows:
U =
1
2
N∑
i
N∑
i 6=j
Vij(rij) +
N∑
i
F (ρi), (4.11)
where N is the total number of atoms and rij is the interatomic separation of atoms of indices
i and j. The EAM is composed of three, generally non-analytical parts, which are fitted to
when constructing a potential. These are namely: pairwise potential V (rij), the embedding
functional of the local electron density, F (ρi), and the local electron density experienced by
an atom i, ρi, that is defined as:
ρi =
N∑
j,i6=j
φj(rij). (4.12)
The electron density is effectively a superposition of densities φj(rij) from all neighbouring
atoms of atom i. The two terms in Eq. 4.11 represent a two-body core-core (electrostatic)
contribution, Vij(rij), and a cohesive term, F (ρi), which is “embedding” an atom i in the local
electron density. The non-linearity of the embedding functional, F , is essential to tackle the
two-body potential limitations. It is easy to observe that if F was linear with respect to ρi,
i.e. F (ρi) ∝ ρi, the EAM potential formulation would be equivalent to a two-body one.
4.1.4.2 Tersoff and modified Tersoff
The Tersoff [199–201] and the modified Tersoff (MOD) [202] potentials belong to a class of
bond-order potentials, which have the capability of describing the different bonding states of
an atom depending on its environment. More specifically, these contain two- and three- body
terms with the bond-order (or bond stiffness) included as an angular term. It is widely used
as a formalism for systems with covalent bonds, such as Si, Ge and C. In the original Tersoff
potential the energy is expressed as:
U =
1
2
∑
i
∑
j,i6=j
Φij(rij), (4.13)
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where rij is, as usual, the interatomic separation. The potential function is given as:
Φij = fc(rij)[
repulsive︷ ︸︸ ︷
A exp(−λ1rij) +
attractive︷ ︸︸ ︷
bijB exp(−λ2rij)], (4.14)
where fc(rij) is a smooth cutoff function. The two terms in square brackets correspond to
attractive and repulsive parts of the potential, respectively. The cutoff function is written as:
fc(rij) =

1 R1 ≤ rij
1
2
[
1 + cos
(
pi
rij−R1
R2−R1
)]
R1 < rij < R2
0 rij ≥ R2,
(4.15)
and the values of R1 and R2 are chosen as to include only the first nearest neighbours. The
angular-dependency, the key feature of this potential, is included in the bij term. It is expanded
as follows:
bij = (1 + ξ
η
ij)
−δ (4.16)
ξij =
∑
k 6=i,j
fc(rij) g(θ) exp[α(rij − rik)β] (4.17)
g(θ) = a
[
1 +
c2
d2
+
c2
d2 + (h− cos(θ))2
]
, (4.18)
where θ = θijk is the angle between rij and rik. The following are the parameters that are
fitted to: A, B, λ1, λ2, η, δ, α, β, a, c, d, h, R1, R2, while in the original formulation of the
Tersoff potential β and η · δ are set.
As for the physical interpretation of the terms in Eq. 4.16, the (1 + ξηij) term represents
the effective coordination of atom i with the ij bond is counted as one. As in the original
formulation η · δ = 0.5 the strength of the bond is smaller with the greater coordination num-
ber of atom i. The effective coordination represented by ξij is comprised of two terms: (i)
exp[α(rij−rik)β] the difference in the bond length of ij and ik, and (ii) g(θ) the angle between
the ij and ik bonds. In the angular term, the parameters c and d determine the strength of
the overall angular dependence and the bond angle, respectively.
The modified Tersoff potential (MOD) [202] is a slightly revised version of the bond-order
Tersoff potential for silicon, specifically its T3 version (third and the most popular revision of
Tersoff potential for silicon [201]). Incidentally, MOD was formulated in such a way that the
T3 is its special case. It has been reviewed to be superior to T3 and at least as good as the
alternative and very popular Stillinger-Weber potential [203]. There are four major changes
that are required to arrive at the MOD from T3: (i) modifications to the cutoff function fc(rij),
(ii) change to the form of the g(θ) function, (iii) lifting a constraint in the effective coordination
number exponent and finally (iv) changes to the form of ωik = exp[α(rij − rik)β] function (this
is only particular to the DL POLY implementation, which can handle constant ωik only). This
potential has recently been incorporated in DL POLY with the help of the present author. For
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derivatives of the MOD potential and further implementation notes, see the DL POLY manual
[204]. The MOD changes are listed below.
(i) Modified cutoff function proposed by Murty [205] to ensure continuous second-order deriv-
atives. In the range of R1 < rij < R2 it has the form:
fc(r) =
1
2
+
9
16
cos
(
pi
r −R1
R2 −R1
)
− 1
16
cos
(
3pi
r −R1
R2 −R1
)
, (4.19)
where we simplify the notation and use r = rij .
(ii) Modified angular-dependent term g(θ):
gmod(θ) = c1 + g0(θ)ga(θ)
g0(θ) =
c2(h− cos(θ))2
c2 + (h− cos(θ))2
ga(θ) = 1 + c4 exp(−c5(h− cos(θ)2))
where ci and h are additional fitted parameters.
(iii) Lifted the constraint on η · δ = 0.5 such that the original T3 expression
bij = (1 + ξ
η
ij)
−δ (4.20)
is not only limited to the following form:
bij = (1 + ξ
η
ij)
− 1
2η . (4.21)
4.1.4.3 ZBL short-range interaction
Both the Tersoff and EAM potentials are equilibrium potentials and are bound to fail on
physics (and technical) grounds when two atoms very get close to each other, i.e. at distances
r . 1 A˚. Such close-range interactions are typically given by a Coulomb potential times a
screening function φ(r) of the electrons, i.e.
U(r) =
Z1Z2
r
φ(r), (4.22)
where Z{1,2} are the nuclear charges on the interacting atoms and r is the interatomic separa-
tion, respectively. The screening function has historically many forms, such as Bohr screening
function of φ(r) = exp(−r/a), where a is a constant screening radius. In the Ziegler-Biersack-
Littmark (or ZBL for short) [206] formulation the screening radius is given by:
a =
0.8853aB(
Z
2/3
1 + Z
2/3
2
)1/2 , (4.23)
where aB is the Bohr’s radius. It is a common practice to join the ZBL potential with an equi-
librium potential to describe close-range collisions effectively. However, this joining process
(particularly to more complex potential forms) is not straightforward from a technical stand-
point, as one needs to match the potential and its derivative at the joining points correctly.
Hence, this procedure can have an impact on the equilibrium part of the potential, which was
shown in turn to impact the result in cascade simulations [72]. Nonetheless, ZBL remains the
standard short-range potential in radiation damage community.
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4.2 Damped MD
The ‘electronic friction’ due to ionisation and excitation effects is particularly important in
high-energy cascade simulations, where substantial energy losses due to inelastic interactions
occur. Using the fact the electronic stopping is proportional to the ballistic ion velocity for
slow heavy ions [22, 23], the losses can be represented in the MD EoM as a simple friction
term, as follows [74, 76]
mi
d2ri
dt2
= Fi − γivi, (4.24)
where vi and mi are, as usual, velocity and mass of atom i. Fi is the force acting on atom i
(at the time t) due to the interaction potential. The energy loss is represented by a friction
coefficient, γi, which is linked to the electronic stopping power [76] and constructed in the
following way
γi = γes for vi > vcut (4.25)
γi = 0 otherwise, (4.26)
where vcut is a cutoff velocity of a projectile. It is in essence a free parameter and it is usually
quoted as the cutoff kinetic energy instead Ec =
1
2mv
2
cut.
4.3 Two-temperature molecular dynamics
Two-temperature molecular dynamics (2T-MD) is an augmented MD method, which as the
name suggests will use the idea of the two-temperature state introduced in the section on
continuum models, Sec. 2.2. There are two components for the 2T-MD scheme, notably the
modified EoM for the ions and the continuum electronic temperature (Te) part. Ionic motions
can be damped or subject to additional force coming from the electronic stopping, or the
electron-phonon coupling effects. We incorporate these effects at the level of the inhomogeneous
thermostat (Sec. 4.3.1). Subsequently, we describe the continuum solver implementation, i.e.
the finite difference solution scheme used, for the extended and the inelastic thermal spike
models.
4.3.1 Inhomogeneous Langevin thermostat description
We start by describing the MD equations of motion following the standard Langevin dynam-
ics, which is used to keep the MD simulation at a constant temperature thus emulating an
NVT ensemble. (It technically speaking imposes Brownian dynamics or stochastic Langevin
dynamics on the system). The Langevin dynamics EoM is as follows
mi
d2ri
dt2
=
(1)︷︸︸︷
Fi −
(2)︷ ︸︸ ︷
γivi + F˜i, (4.27)
where ri and mi are the position and mass of atom i. The first part (labelled (1)) is the force,
Fi, acting on atom i due to the interaction potential. The second part (2) comprises of an
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energy loss term represented by a friction coefficient γi and an energy gain term represented by
a stochastic force F˜i. The latter has a random magnitude and orientation with F˜i =
√
ΓiR˜i,
where R˜i is a three-dimensional vector with components randomly distributed in the [−1, 1]
set. In this formulation, Γi = 6χmikBTT , where χ = γi/mi is an assumed time constant, TT is
the target temperature of the thermostat and kB is the Boltzmann’s constant. The following
set of equations must also be satisfied by the stochastic force term. It must not represent a
sink or a source term
〈F˜i(t)〉 = 0. (4.28)
Moreover, it can neither exhibit any spatial (for atoms labelled i and j) nor temporal correlation
(at different times, t and t′) and it has to satisfy the fluctuation-dissipation theorem, i.e.
〈F˜ αi (t) · F˜ βj (t′)〉 = 2kBTTmiχδ′αβδ′ijδ(t− t′), (4.29)
where superscripts denote Cartesian indices, δ′ is the Kronecker’s delta and δ is Dirac delta
function.
The inhomogeneous Langevin thermostat developed by Rutherford and Duffy [81] is a
mechanism for energy transfer between the continuum electronic part and the ionic MD part.
It takes the electronic temperature (Te) rather than the target one (TT ) as an argument,
in effect thermostating the system to the electronic temperature with the energy given to
the atomistic lattice by a stochastic force term. We cast the Langevin thermostat into the
following (inhomogeneous) form Γi = 6γikBT
j
e in order to force it to scale with the local
electronic temperature of the system at a finite volume element j, T je (called synonymously a
voxel, or a coarse-grained cell). The random force can thus be represented as
F˜i =
(
6γikBT
j
e
∆t
)1/2
R˜i, (4.30)
where ∆t is the MD time-step. Note that γ is no longer an empirical parameter relating to
the thermostating “strength”. It is now related to the electron-phonon coupling strength G
[81] and hence renamed γep
γep =
V
N
m
3kB
G, (4.31)
where N and V are the number of atoms in a finite volume element T je and its volume,
respectively. Further changes to γ are necessary to incorporate the electronic stopping (energy
loss due to the inelastic electron scattering of ballistic atoms) in the same manner as in the
damped MD schemes. This can be achieved as follows for γi (now indexed i as it is in principle
different across atoms labelled i even when their masses are the same)
γi = γep + γes for vi > vcut (4.32)
γi = γep for vi ≤ vcut, (4.33)
where vcut is an assumed cutoff velocity.
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Care should be taken when simulating the ionic velocities, vi, as these should take into
account the random (i.e. thermal motion) only, v′i, particularly in the case of the electron-
phonon interaction. Therefore, we usually discount for the centre of mass velocity, vCoMi , in
a volume element, V , i.e. v′i = vi − vCoMi . Note that the local lattice temperature (Ti) is
computed from the kinetic energy of atoms in a voxel j (denoted j ∈ V ) and no requirements
are made regarding the distribution of the velocities, i.e.
T ji =
∑
j∈V mj(v
′
j)
2
3NkB
. (4.34)
Alternative and similar 2T-MD schemes were used by Zhigilei and Ivanov [60], Duvenbeck
[207–209], which were prototyped by Caro and Victoria [74]. We briefly discuss the approach
by Zhigilei et al. who expressed the electron-phonon coupling as an additional (non-stochastic)
force, which is proportional to the electron-phonon coupling strength, G, and the temperature
difference between the ionic and electronic system, as follows:
mi
∂vi
∂t
= Fi + ξmivi. (4.35)
Here, Fi is the classical Newtonian force on the atom i and ξmivi is the 2T driving term related
to the electron-phonon coupling via
ξ =
V G · (Te − Ti)∑
j∈V mj(v
′
j)
2
, (4.36)
where subscript j runs over all atoms in a voxel of volume V . A full derivation of this method
can be found in [60]. The main advantage of this approach is its simplicity making it relatively
easy to implement. However, a non-equilibrium Langevin thermostat reflects not only the
statistical nature of the electron-ion scattering, but also allows for selective phonon excitations
in future implementations, through changes to the random force spectrum, R˜.
4.3.2 Finite difference scheme
The continuum electronic part of the 2T model (Eq. 2.3a) remains almost unchanged and can
be cast into the following equation:
Ce
∂Te
∂t
−∇ · [κe∇Te] = G(Te − Ti) +GesT ′i . (4.37)
Here, G is the coupling constant for the electron-phonon interaction and Ges is related to the
rate of electronic stopping. Note the added extra term (GesT
′
i ) - this represents a source term
to balance the energy lost by the ionic system through electronic stopping with T ′i representing
the temperature of the subsystem with velocities vi > vcut. We discuss the finite difference
scheme solutions to Eq. 4.37, which is of a form of a heat diffusion equation.
Robust algorithms allowing us to solve the heat equation are central to the framework de-
scribed. In the continuum model, for the original iTS (two-temperature) method, two coupled
heat equations need to be solved for temporal and spatial dependence, while the extended iTS
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is expressed by three conservation equations, which can be recast to heat diffusion equation
forms. The simplest implementation is based on a standard forward in time, centred in space,
finite difference method using explicit time-stepping (also known as Euler’s method). Follow-
ing [210] we define the thermal diffusivity as α ≡ κC , where κ is the thermal conductivity and
C is the heat capacity. We further denote the heat sink or source term as q˙ and rewrite the
heat equation as follows:
∂T
∂t
− α∇2T = q˙
C
. (4.38)
This equation (Eq. 4.38) is closed and first order in time and second order in space and hence
requires one boundary condition in time and surrounding boundary conditions in space. Based
on the even space-time discretisation (equal spacing of space points xi with intervals of size
∆x = xi+1 − xi and time-steps tn at intervals ∆t = ti+1 − ti) we can write the derivative
approximations as:
∂T
∂t
|xi,tn+1/2 '
Tn+1i − Tni
∆t
(4.39a)
∂T
∂x
|xi+1/2,tn '
Tni+1 − Tni
∆x
. (4.39b)
By taking the differences of the derivative approximations one can arrive at the expression for
the second derivative:
∂2T
∂x2
|xi,tn'
∂T
∂x |xi+1/2,tn −∂T∂x |xi−1/2,tn
∆x
' T
n
i−1 − 2Tni + Tni+1
(∆x)2
. (4.40)
Inserting this into the heat equation (Eq. 4.38) for 1-D conduction we obtain:
Tn+1i − Tni
∆t
− αT
n
i−1 − 2Tni + Tni+1
(∆x)2
=
q˙
C
. (4.41)
Finally, we can solve this for the temperature at a new time-step (Tn+1i ), i.e.
Tn+1i = T
n
i + ∆t
[
α
Tni−1 − 2Tni + Tni+1
(∆x)2
+
q˙
C
]
. (4.42)
This is the core of the so-called forward time integration algorithm. It is an explicit time-
stepping algorithm, meaning that each new temperature at n+ 1 is calculated independently.
Note the algorithm’s simplicity in that (ignoring the source term) the new temperature is the
weighted average of the old temperature at the point Tni and its neighbours T
n
i±1.
For the α parameter independent of any other parameters (such as temperature) it is
convenient to define the Fourier mesh number, which permits further simplification of Eq. 4.42.
F = α
∆t
(∆x)2
. (4.43)
The Fourier number can be thought of as the ratio of time-step size to the time required to
equilibrate one space interval of size ∆x. The Fourier mesh also defines the stability of the
solution. In the 1-D case for F > 12 leads to exponentially unstable solutions.
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Extending the grid into 3-dimensions with j, k indices denoting y, z axes respectively,
Eq. 4.42 becomes
Tn+1i,j,k = F · (Tni−1,j,k + Tni+1,j,k + Tni,j−1,k
+Tni,j+1,k + T
n
i,j,k−1 + T
n
i,j,k+1 − 6Tni,j,k) + ∆t
q˙
C
, (4.44)
with the modified stability criterion requiring now that F ≤ 16 . In order to design a simulation
one needs to choose a mesh in space first and then choose ∆t to satisfy the stability criteria of
Fourier mesh, i.e. ∆t ≤ (∆x)26α .
In this discussion we have assumed that α is temperature independent, thus ∇ · [α∇T ] =
α∇2T simplification was made. This however will not be the case in general, particularly at
phase transitions (changes in heat capacity) and for the Laplacian pre-factors found in the
extended thermal spike model. The procedure for finite difference solutions of this class of
problem is roughly as follows. We freeze the coefficients by considering the problem locally
[211] and proceed as in the constant coefficient case. Simply put, α will be different for each
of the interactions of the Tni+1,j,k site with its neighbours and hence α will take the average
value of the variable of interest between the interacting cells as the argument. An explicit
finite difference scheme for the updated site Tn+1i,j,k which results from the interaction between
Tni,j,k and T
n
i+1,j,k of α = κ(T )/C(T ) strength is given by
Tn+1i,j,k =
∆t
(∆x)2
κ
[
1
2(T
n
i+1,j,k + T
n
i,j,k)
]
C(Tni,j,k)
· (Tni+1,j,k − Tni,j,k) + . . .+ ∆t
q˙ni,j,k
C(Tni,j,k)
. (4.45)
Use of this algorithm was employed is similar simulations in the past to simulate low-energy
electronic excitation in atomic collision cascades (for instance by Duvenbeck and Wucher [207]).
Similar schemes were devised in [45, 53].
Using this formulation a stability condition can be derived [211]. This condition will depend
on the frozen coefficients involved and the key idea is to choose the most conservative time-
step, covering all possible values of the frozen coefficient. The variable coefficient dependencies
are quite complicated and hence bounds for the coefficients could only be estimated for a
given time-step (at most a short time period) in the simulation. Therefore an adaptive time-
stepping is the only practical solution. In 2T-MD both the ionic and the electronic systems
are solved with adaptive (variable) time-steps, ∆tMD and ∆tFD, respectively, and therefore
the FD time-step is constrained to be an integer multiple of the MD time-step.
4.3.3 Note on boundary conditions
There are three types of boundary conditions (BC) that are used in the continuum and the
hybrid MD variant of the simulations, namely: Dirichlet (infinite source/sink), Neumann (zero-
flux) and Robin’s (variable flux), which follows Newton’s law of cooling. Zero-flux BC is
important for trial runs, as it confines the evolved quantity in the simulation region, therefore
enabling stability tests, i.e. checking for any ‘drifts’ of the evolved quantity, to be performed.
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In production runs, variable flux is the BC of choice, as it can approximate the conduction
into bulk. To summarise:
1. Dirichlet (infinite flux) BC (T |∂Ω = T0), where T is the evolved scalar quantity, ∂Ω is
the boundary (i.e. a halo/ghost cell) and T0 the target scalar quantity,
2. Neumann (zero flux) BC (T˙ |∂Ω = 0); can be implemented by copying the edge cells to
the halo region every time-step,
3. Robin’s (variable flux) BC (T˙ |∂Ω = −k(T−T0)) fills the halo cells with a constant fraction
(k ∈ [0, 1]) of the quantity held in the edge cells, in accordance with the Newton’s law of
cooling.
4.3.4 Extended iTS implementation
The three equations (Eq. 2.4a, Eq. 2.4b, Eq. 2.4c) that we attempt to solve within the exten-
ded iTS model, which includes finite band-gap effects, are a set of coupled diffusion-like equa-
tions with variable coefficients (or Laplacian pre-factors) and source terms. These (Eq. 4.46,
Eq. 4.47) can be cast into a form similar to heat diffusion equation, while Eq. 2.4c is already
in the suitable form:
∂N
∂t
−∇ · [D(Ti)∇N ]
−∇ ·
[
D(Ti)
(
2N
kBTe
)
∇Eg
]
−∇ ·
[
D(Ti)
(
N
2Te
)
∇Te
]
= Ge−h︸ ︷︷ ︸
source
−Re−h︸ ︷︷ ︸
sink
(4.46)
∂U
∂t
−∇ · [ζ(Ti, Te, Eg)∇N ]
−∇ ·
[
ζ(Ti, Te, Eg)
(
2N
kBTe
)
∇Eg
]
−∇ ·
[
ζ(Ti, Te, Eg)
(
N
2Te
)
∇Te
]
−∇ · [(κe + κh)∇Te]
= A(r[vion], t)︸ ︷︷ ︸
source
− Ce−h
τep
(Te − Ti)︸ ︷︷ ︸
sink/source
(4.47)
where ζ(Ti, Te, Eg) = D(Ti) · (Eg + 4kBTe). The contributions from each component (i.e. ∇N ,
∇Eg and ∇Te) can be solved within the Euler scheme separately and subsequently summed
over.
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Another difference when solving the extended model over the combined 2T-MD is that in
the current Langevin thermostat formalism the energy exchange U˙ep =
Ce−h
τep
(Te − Ti) neces-
sitates a different form of γ parameter to ensure the conservation of energy and link with τep,
i.e. γep =
V
N
mNe−h
τep
at each iteration time-step, where Ne−h is the number of carriers and N is
the number of atoms of mass m contained in a temperature voxel.
Another challenge is the determination of the Dirichlet boundary conditions for the system.
Van Driel [43] employed the following:
N(x→∞, t) = Neq ' 10−9nm−3
Te(x→∞, t) = 300 K
Ti(x→∞, t) = 300 K,
where x is a point in a three-dimensional space. The choice of Te and Ti is standard. However,
in the current method we are solving for spatiotemporal dependence of U , N and Ti and not
explicitly for Te. Using U = NEg + 3NkBTe, we can thus determine the carrier energy sink.
For instance, for Si Eg = 1.16 eV at 300 K we obtain U(x→∞, t) = 1.19 · 10−9 eV.
4.3.5 Energy conservation
It can be shown by the means of stochastic calculus that for non-equilibrium Langevin thermo-
stat the average energy transferred from the electrons to the ions is ∆E = 3N∆tkBTeγep/m,
treating Te as fixed. The energy transferred from the atoms, both by the electron-phonon and
electron stopping processes, is ∆E = (−3kB∆t/m) · (NTiγep +N ′T ′iγes). Here, N ′ and T ′i are
the number and the “temperature” of ballistic atoms with v > vcut.
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Figure 4.1: Normalised electronic and ionic energies (left panel) and the electronic and ionic
temperatures relaxation (right panel) evolutions under homogeneous electron excitation of Cu.
This simulation is a part of PARCAS MD code test-case suite.
It is argued in [212] that since the new electronic temperature are calculated assuming
an average energy transfer, small total energy, Etot, drifts are unavoidable. Note that the
total energy Etot = Ei + Ee, is total kinetic and potential energy of the ions, Ei, and the
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Figure 4.2: Energy conservation for an exemplar 1 keV pka cascade simulation in Fe. Ionic
energies are reset to zero at the start of the simulation.
electron fluid energy, Ee. In reality, at each time-step the energy transferred can be smaller
or larger and this discrepancy would correct for itself if TT = Te = const. . However, in the
inhomogeneous Langevin thermostat Te varies not only temporally but also spatially, allowing
for the total energy to drift in a random walk fashion. This can be corrected for by calculating
the exact energy exchange at each time-step (instead of a fixed average) according to the
method described in [212].
Furthermore, in the current implementation small drifts in the total energy are possible,
when G is made to depend on electronic temperature G(Te) and when the time-step in the
electronic temperature solver (∆tFD) is smaller than the MD time-step (∆tMD). This is due
to the fact that the G(Te) is updated every ∆tFD in the FD solver, but G(Te) is updated less
frequently at ∆tMD, thus leading to slightly different averaged values of ±G(Te) over a full
∆tMD time-step.
The total energy conservation and Te, Ti evolution results for a sample 2T-MD simulation
of a 4k Cu atoms system under isochoric laser heating with the electronic system parameters,
such as Ce(Te), G(Te) and κe taken as that of Au from [184] are presented in Fig. 4.1. Since the
initial excitation is homogeneous and the energy is “trapped” in the electronic and ionic system
(i.e. periodic boundary conditions are used for ions and Neumann for electrons), almost perfect
total energy conservation can be achieved1. In simulations of strong Te and Ti inhomogeneity
(Fig. 4.2) the total energy drift is more pronounced. However, it is still is negligible as it never
exceeds 1% of the total energy over tens of picoseconds.
4.3.6 Simulations setups
There are three main simulation types that are now possible with the 2T-MD method as imple-
mented in DL POLY (local version 4.01). We use the acronyms CET and CIT to describe the
coarse-grained electronic and ionic temperature cells (voxels), respectively. The temperature
1This simulation example in PARCAS MD code uses Zhigilei’s [60] method of coupling electrons to ions.
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cells are cubes with side sizes typically around 1 nm due to two competing requirements. A
cell must contain enough atoms so that the thermal fluctuations of ions are negligible and a
temperature can be defined. Also, the cell must be small enough to reflect the geometry of the
initial energy deposition. Variable CET/CIT meshing (different sizes in all three dimensions)
is sometimes used. In particular, in the SHI simulations, one would typically require small
cells in the lateral directions, but long enough in the direction of the ion impact to contain a
sufficient number of atoms. Such variable meshing is available in both DL POLY and PARCAS
[213–215]. The simulation setups (with their code names in bold) for each of these simulation
classes are as follows:
1. Cascades: No initial energy deposition in the electronic system (i.e. Se =
dE
dx = 0),
but an ion initialised with very high velocity; CETs extend further than CITs in all
dimensions and boundary conditions are open (Dirichlet) or semi-open (Robin) in all
dimensions to represent thermal electronic conduction into the bulk. Stochastic boundary
conditions can be applied in the ionic system to damp the shock-wave generated by the
displacement spike; see Fig. 4.3,
2. Swift heavy ions (SHIs): dEdx 6= 0 with Gaussian spatial and Gaussian or decaying
exponential (∝ exp(−t)) temporal distribution in Te; The size of CETz = CITz, while
CETxy extend over the corresponding CITxy; Boundary conditions: no flux going out in
z-direction, x-y BCs open or semi-open. Stochastic boundary conditions can be applied
in the ionic system in the lateral direction only to represent a non-negligible phononic
thermal conductivity components in semiconductors into the bulk. Similarly, the elec-
tronic thermal conduction in the lateral directions is allowed, while in the normal to
the SHI impact is not. This reflects the fact that the simulation represents a small
cross-section of the evolution of a µm sized track; see Fig. 4.4,
3. Lasers: dEdx 6= 0; homogeneous spatial and Gaussian temporal distribution of Te; elec-
tronic system matching the ionic one in size, zero flux BCs in all directions. This rep-
resents a homogeneous laser excitation with the simulated part being a small section of
a larger photo-excited sample; see Fig. 4.5
The overview of the added code structure as well as the additional functionality along with
keywords that are now available in the local branch of DL POLY (version 4.01) are reviewed
in Appendix C.
4.3.7 Model testing
As a test and validation of the two-temperature model development in DL POLY we have
reproduced the 2T-MD results of photo-excited gold films reported by [184] and [60]. Specific-
ally, we were able to reproduce the electronic and ionic temperatures evolution using the same
parameters for both the electronic and ionic systems.
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Figure 4.3: Schematic cascade simulation setup. The electronic temperature cells extend over
the ionic (MD) simulation cell to simulate the electronic energy dissipation. The boundary
conditions of the Te part are set to converge towards 300 K to represent conduction into the
bulk.
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300K
Periodic BC
Stochastic BC
Ion temperature cells
Electron temperature cells
Figure 4.4: Simulation setup for swift heavy ion impact.
4.4 Molecular dynamics data analysis
4.4.1 Direct structure factor calculations
One way of representing real space atomic correlation is through the pair density function
(PDF), which depends on the relative atomic distances. It is defined as:
ρ(r) =
1
4piNr2
N∑
i
N∑
j,j 6=i
δ(r − rij) = 1
2piNr2
N∑
i
N∑
j<i
δ(r − rij) (4.48)
where N is the total number of atoms in the simulation box, rij are interatomic distances and
δ is the Dirac delta function. In our implementation of the PDF, a top-hat function represent-
ation for the Dirac delta is taken, with the width corresponding to the numerical discretisation
of space in the radial distance (∆r), which was chosen to be ∆r = 0.01 A˚. Since periodic
boundary conditions are typically used in MD, the real space correlations can be evaluated up
to a maximum radius rmax, which should satisfy rmax < L/2, where L is the shortest edge of
the MD simulation box, in order to avoid introduction of false periodicity. The PDF calcula-
tion scales as O(N2) with the system size due to the presence of the double sum, which can
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Figure removed due to 
third party copyright restriction
Figure 4.5: Simulation setup for laser irradiation. Figure reproduced from [3].
become very computationally expensive for larger systems2. However, simple parallelisation
schemes to evaluate the double sum in Eq. 4.48 exist. One such scheme utilising the OpenMP
library is outlined in Appendix A.
A pair density function can be very efficiently transformed to a static structure factor S(Q),
where Q is the magnitude of the scattering vector. The structure factor is a valuable simulation
characteristic as it can be measured directly in diffraction experiments. Computing S(Q) from
a PDF requires a simple one-dimensional sine Fourier transform on the positive radial distance
(r) axis:
S(Q) = 1 + 4pi
∫ ∞
0
r2ρ(r)
sin(Qr)
Qr
W (r)dr (4.49)
where W (r) is a damping modification function to suppress artificial ripples with a period of
∆ = 2pirmax resulting from a cutoff of rmax applied in the evaluation of the PDF. The damping
function W (r) prevents a discontinuous jump in the derivative at rmax by smoothing out the
PDF at large radial distances thereby forcing the PDF to reach zero at the cutoff distance.
Several methods were proposed to dampen these spurious ripples (see refs in [194]). We use a
Lorch modification function of the following form:
W (r) =
sin(pir/rmax)
pir/rmax
(4.50)
The impact of the modification function W(r) is presented in Fig. 4.6 for an equilibrated sys-
tem of 180k Au atoms (12.2× 12.2× 20.39 nm3) with rmax = 60 A˚. While at an equilibrium
situation the peaks are easily distinguishable even without such a correction, at higher degrees
of disorder the peak intensities would be diminished and it would be impossible to discern
these from spurious ‘noise’ ripples. Another way of improving the quality of the S(Q) peaks is
to increase the cutoff distance rmax used for the calculations. This has obvious limitations, as
2A typical calculation for a configuration containing 180k atoms takes approximately 30 min on an Intel
Pentium T4400 2.20GHz processor.
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an increased rmax requires a larger MD simulation box. The effect of increased cutoff distance
on the quality of S(Q) is presented in Fig. 4.7. There is an insignificant signal improvement
from rmax = 80 A˚ to 100 A˚ as the peaks become well-defined beyond rmax = 80 A˚. Therefore a
sufficiently large MD simulation box, for the analysis to be valid, is constrained to a minimum
size of ∼ 16− 20 nm.
The scheme presented here assumes a random sample orientation scattering (i.e. in the case
of a crystalline powder), or equivalently probing from random directions [216]. Therefore the
computed diffraction patterns would allow for additional reflections to appear in comparison
to the ones measured in an experimental setup from a particular beam axis (i.e. zone axis) on
a mono-crystalline sample.
It needs to be noted that direct computations of the structure factor from atomic config-
urations exists. One such formulation can be expressed as follows:
S(Q) = 1 +
2
N
N∑
j
N∑
i<j
sin(Qrij)
Qrij
. (4.51)
Nonetheless, such methods are more computationally expensive. This is mainly because of
the requirement for repetitive calculation for each value of Q and the computation of the sine
function [194].
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Figure 4.6: The effect of the truncation of the pair distribution function at rmax = 60 A˚
on the structure function in Au. Elimination of the spurious ripples (i.e. Fourier ringing) of
a period of ∆ = 2pi/rmax is achieved by an addition of the Lorch damping function W (r) in
the Fourier transform. A Lorch damping correction (black) shows significant improvement to
signal quality over uncorrected results (blue), where Fourier ringing can obscure smaller peaks.
The results are presented for an fcc Au (12.2× 12.2× 20.4 nm3) system equilibrated at 300 K.
Selected Bragg peaks are labelled.
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Figure 4.7: The effect of the cutoff radius rmax on the structure functions for Au
(20.4× 20.4× 20.4 nm3) system equilibrated at 300 K. Failure of capturing of the long-range
correlations under 40 A˚ results in the merge of some peaks. Peaks become sharp with well
defined positions around 80 A˚, with only insignificant signal improvements between 80 A˚ and
100 A˚.
4.4.2 Bragg peaks fitting
An X-ray or electron probe pulse can measure the time evolution of the diffraction patterns.
Bragg peaks in the diffraction pattern probe only the average structure characterising the
long-range order, while diffuse scattering probes the local deviations, which characterise the
short range order.
It needs to be noted that Bragg peaks are affected by the Debye-Waller factor (DWF) (see
Sec. 4.4.3) and thermal diffuse scattering - both result from thermally excited lattice vibrations.
An increase in the DWF manifests itself in the reduction of Bragg peak heights, while thermal
diffuse scattering appears as an increase of the background “noise” and the emergence of the
peak corresponding to the liquid phase. So the information contained in Bragg peaks is long-
range order (degree of heating, which induces disordering), while in diffuse scattering it is the
local periodic structure and deviations from the average structure (i.e. degree of disordering).
Uniaxial expansion, on the other hand, changes the crystal symmetry. This is manifested by
the emergence of additional peaks in the diffraction pattern (i.e. peak splitting), corresponding
to the “new” symmetry. However, if the expansion is uniform all Bragg peaks would shift their
position, but would not split.
In order to effectively compare the experimental diffraction pattern with theoretical work
which assumes single scattering events, the experiment should be free of inelastic multiple elec-
tron effects, which manifest themselves as (000)-order attenuation [217]. When the extinction
distance is smaller than the sample thickness, the diffraction pattern requires analysis employ-
ing dynamical theory of electron diffraction. In the case of nanofilms and a 3.0 MeV electron
probe, the multiple diffraction effects are negligible, as the extinction distance for (200)-peak
is 186 nm [218].
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The computed Bragg peak pattern was analysed with a customised Interactive Peak Fitter
code (version 2.2) [219] in Matlab (version R2012B). In the experiment, discussed in chapter 6,
the beam axis (i.e. the zone axis - the axis along which the probe is located) was placed normal
to the (001) surface and therefore any splitting due to (001) expansion was not detected.
However, in the computed pattern peak splitting was visible as the analysis assumed a random
sample orientation (i.e. crystalline powder diffraction). Therefore, peak splitting is neglected in
the subsequent data analysis. We use linear background subtraction to factor out the diffusive
thermal scattering effects and noise. We perform Lorenzian or Gaussian fits (whichever yields
a smaller fit error). An example fit is presented in Fig. 4.8.
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Figure 4.8: Examples of Bragg diffraction peak fitting procedure.
4.4.3 Debye-Waller factor calculations
The thermal contribution to the Bragg peaks “smearing” is typically described by the Debye-
Waller factor (DWF), WI = e
−2M , where M is a time-dependent quantity [194]. The reduction
of Bragg peak heights can be attributed to the Debye-Waller effect. The DWF can be expressed
as a function of mean-square atomic displacements (MSD, denoted u) and the scattering vector
Q [220]:
WI = e
−2( 1
2
〈(u·Q)2〉) = e
1
3
〈u2〉Q2 , (4.52)
where 〈...〉 denotes time averaging. Note that the 12〈(u ·Q)2〉 expression is derived assuming
harmonic approximation [220]. The factor of 13 in Eq. 4.52 arises from spherical averaging. The
DWF contribution can easily be predicted from the MD simulations, as MSD can be readily
obtained from the atomistic trajectories as follows
u(t) =
1
N
N∑
i
|ri(t)− ri(t0)|, (4.53)
where N is the number of atoms labelled i at positions ri and measured from a given initial
time, t0.
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4.4.4 Local order parameter
To distinguish solid-like from liquid-like environments for a particular atom i, we used the
centro-symmetry parameter, defined as [192, 221, 222]:
Φi =
1
6
1
a20
6∑
j=1
|dj + d−j |2 , (4.54)
where dj and d−j are vectors connecting atom i to its opposite nearest neighbours j, −j; a20
is the equilibrium lattice parameter. The values of the centro-symmetry parameter are hence
dimensionless through a20 normalisation. For an fcc lattice, sufficient sensitivity of the method is
obtained when six such vector pairs (four for bcc), corresponding to the first nearest-neighbour
(nn) shell, are chosen. In practice, a cutoff distance rcut is selected (which is larger than the
first nn shell distance) within which the six shortest vector pairs j and −j are selected.
To reduce the thermal noise in the analysis one can average the values of Φi over a particular
time period, over the nn values, or use a velocity damping technique [192]. In the case of fcc
Au we are averaging the Φi parameter over the twelve nn values.
The centro-symmetry parameter provides us with a quantitative measure of a degree of
crystallinity; it is zero for atoms in perfect crystalline surroundings and sharply increases as
the local atomistic environment become disordered. It can also be used to detect defects,
dislocations and indicate free surfaces.
4.5 Summary
In this chapter we described the evolution of the atomistic simulation techniques from classical
molecular dynamics (Sec. 4.1), through damped MD (Sec. 4.2) to the more sophisticated non-
equilibrium two-temperature MD (Sec. 4.2). We looked at some of the post-processing analyses
methods, which help to visualise the phase transitions (Sec. 4.4.4) and relate the MD data to
the experimentally measurable quantities (Sec. 4.4.1).
The common thread in the MD “evolution” presented here is a step-by-step inclusion of
the non-equilibrium electron-ion interactions. Damped MD includes the electronic stopping
power, while the two-temperature MD adds an effective description of the electron-phonon
coupling. Beyond that, three-temperature models include a temperature to account for the
spin degree of freedom in magnetic materials. We envisage that further non-equilibrium effects
will be successively added in the future, such as selective electronic excitations (with a separate
temperature describing each), selective phonon excitations and most importantly Te-dependent
interatomic potentials.
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Chapter 5
Radiation damage cascades
 Attribution: The 200-500 keV pka cascade simulations were performed in
collaboration with researchers at Queen Mary, University of London. Parts of
the simulation setup, parameter selection, the subsequent defect statistics and
clustering analysis were conducted by the present author. The second batch of
the simulations, in the range of 50-100 keV pka, was designed, run and analysed
independently by the present author.
The parallel two-temperature DL POLY code development was carried out by
M. Seaton (Daresbury Laboratory) and was based on a serial version provided
by the present author, which was in turn built from a provisional development
by A. Rutherford. Extensive acceptance testing performed before the code was
released to our collaborators, as well as the code documentation was the assumed
responsibility of the present author.
Parts of the research presented here were published in [1, 5, 223].
5.1 Introduction
The aim of this chapter is to investigate the effects of the electronic stopping and electron-
phonon coupling on the primary radiation damage formation in α-iron using the two-temperature
molecular dynamics model (2T-MD). An extensive comparison to ‘standard’ cascades, which
do not include the interactions between the ions and the electrons, as well as literature data,
is made. A method to separate e-s and e-p processes at the simulation level is presented and
the impacts of each of these energy transfer channels on the evolution of the damage cascade
are quantified. The results summarised here are particularly timely, since the impact of the
electronic effects (particularly the strength of the e-p coupling) in cascade simulations has re-
cently been investigated for low energy pka impacts (10 keV) [81, 224] and the requirement to
include these processes has been emphasised in recent reviews (see also Sec. 3.2). Nonetheless,
a detailed and rigorous comparison of the impact of the e-p and e-s effects against ‘stand-
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ard’ cascades is still missing. Furthermore, the results reported here provide detailed defect
number statistics for higher, more representative and hence realistic, 50-500 keV pka impact
simulations. Modelling of such high energies was enabled by the progress achieved in building
a massively parallel 2T-MD code.
This chapter concentrates on the simulations performed for α-iron, as it is a candidate for
primary components of steels and alloys for the future nuclear reactors. Furthermore, α-iron
is, by far, the most commonly studied material through cascade simulations, which makes the
comparison with the vast amount of literature data possible.
Secondary aims of the chapter include detailed characterisation of the Frenkel pair (FP)
distribution, for 50 keV and 100 keV pka impacts, over a large number of cascade runs. This is
to investigate the possibility of rare-events - infrequent generation of very large defects clusters
or exceptionally high FP numbers in comparison to the mean FP expected at a particular
cascade energy1. Local defect structures and defect cluster distribution along with remarks on
global morphology trends for 50, 100, 200 and 500 keV cascades are presented and analysed in
the context of previous research findings. We note that the 500 keV cascade results presented
here represent the highest energy cascade simulation in iron published to date.
5.2 Model parameters for Fe
5.2.1 Electronic thermal conductivity and specific heat
The success of the 2T-MD model largely depends on the correct parameterisation of the elec-
tronic structure system. Parameters, such as electronic thermal conductivity or electronic
specific heat are well-known under ‘standard conditions’, however for high electronic excita-
tions, parameterisation with respect to the electronic and ionic temperatures is required. We
start our parameters discussion with the electronic specific heat (Ce), defined as the amount
of energy (Ue) required to raise the electronic temperature, Ce = ∂Ue/∂Te.
In general, the electron specific heat capacity would depend on the derivative of the Fermi
function and the form of electron density of states (DOS), g(ε) [29, 225]:
Ce =
∫ ∞
−∞
g(ε)
∂f(ε, µ, Te)
∂Te
εdε, (5.1)
where ε and µ are the energy level and chemical potential, respectively. The Fermi function
is defined as f(ε, µ, Te) = 1/[e
β(ε−µ) + 1] with β = 1/(kBTe). At low electronic temperatures
(kBTe  εF ),where εF is the Fermi energy, the Sommerfeld expansion is typically used to
obtain a linear electronic heat capacity Te dependence (after [225]):
Ce = ΓTe, (5.2)
where Γ is the electronic heat capacity coefficient and is given by
Γ =
pi2
3
k2Bg(εF ). (5.3)
1Cascade energy or damage energy is the pka energy minus any inelastic losses to the electrons.
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The expression can also be rewritten for free electron gas (FEG)
Γ =
pi2
2
k2Bne/εF , (5.4)
where ne is the number density of free electrons. Values of Γ have been calculated exper-
imentally for various metals and several of these are collected in [225]. The value of Ce
at higher temperatures approaching the binding (or cohesive) energy (kBTe ∼ εcoh, where
εcoh = 4.28 eV/atom ∼ 50, 000 K for Fe) can be approximated as that of an ideal gas with the
heat capacity of 32kB per electron [226]. For Fe with two electrons in the 4s band, Ce would
thus saturate at around 3kB until core electrons are excited at even higher temperatures.
At intermediate (0 K  kBTe < εB) and very high temperatures (kBTe > εB), however,
the Ce can vary in a non-monotonic fashion and therefore the DOS and the
∂f(ε,µ,Te)
∂Te
terms
should be computed directly from Eq. 5.1. Such computations were performed in [29] for eight
transitions metals (several more, such as fcc and bcc iron can be found in [227]) using density
functional theory (DFT). While the precise details of the calculations can be found in [29], we
note here that the evaluation of the ∂f(ε,µ,Te)∂Te term requires prior knowledge of the chemical
potential (µ(Te)) as a function of the electronic temperature. It can be obtained through the
conservation of the total number of electrons (Ne), i.e.
Ne =
∫ ∞
−∞
g(ε)f(ε, µ(Te), Te)dε. (5.5)
In the following work we use the Ce(Te) ab initio parameterisation for non-magnetic bcc iron
published in [29, 227], as for the high electronic excitations produced in cascade simulations,
the Sommerfeld approximation (derived for low Te) is no longer valid. The different models
of temperature dependence of Ce for Fe are presented in Fig. 5.1, with the ab initio results
presented in more detail in Fig. B.1.
In general, thermal conductivity is a measure of heat transfer and is defined as the propor-
tionality constant between the heat flux and temperature gradient. It has two components, a
phononic (κl) and an electronic one (κe). In metals, the electronic part dominates over the
phononic component, due to the availability of current carriers in the conduction band, by
about an order or two in magnitude (for instance, in tungsten κl/κe has been measured to
be 0.25 [228]). It is the κe component that enters the electronic (continuum) system equation
in 2T-MD, whilst κl is handled by the molecular dynamics part. The thermal conductivity is
well known in low-temperature equilibrium states and in plasma. In the former, it is usually
related to the electronic conduction (σ) via the Wiedemann-Franz law for metals (κ = LTσ),
where L is the Lorentz number. In dielectrics its temperature dependence is described by the
Debye model of phonons, whereas in the case of semiconductors both conductivity compon-
ents are significant. In a plasma, thermal conductivity is described by the Coulomb collisions
between atoms which results in a ∝ T 5/2e temperature dependence. For metals, such as Fe, in
an equilibrium situation κe temperature dependence is well characterised experimentally and
κ ∝ (Ti)−1. However, an effective non-equilibrium parameterisation of electronic thermal con-
ductivity, in the so-called warm dense matter (WDM) state with relatively cold ions and hot
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Figure 5.1: Electronic specific heat capacity for bcc Fe as a function of electronic temperature.
Low temperature linear approximation (red dashed line) is valid up to 3,000 K, whilst a
∝ tanh(ΓTe) fit (blue dashed) assuming that the heat capacity saturates at 3kB (contribution
of two electrons per atom) follows the ab initio results (black) [29, 227] well up to 35,000 K,
above which more than two electrons contribute. The most accurate ab initio results are used
for the cascades simulations.
electrons or with hot ions and cooler electrons, is a more complicated task. This is because the
different scattering contributions to the thermal conductivity (described below) can no longer
be described by one temperature. Therefore for an effective non-equilibrium description of κe,
the ionic and electronic temperature contributions should ideally be decoupled and quantified
separately.
The thermal conductivity can be related to the electron velocity v, electronic specific heat
capacity Ce, and the electron characteristic scattering time τe according to the Drude model:
κe =
1
3
v2FCeτe. (5.6)
The velocity of the electrons is typically approximated by the Fermi velocity (vF ) below the
plasma temperature limit. The electron scattering time (i.e. transport time) has two contri-
butions: electron-electron (τe−e) and electron-phonon scattering (τe−p), of which characteristic
times are related by 1/τe = 1/τe−e + 1/τe−ph. We can assume that the electron-phonon scat-
tering time depends on the number of phonons only and therefore on their temperature [229],
thus 1/τep = 1/(BTi), where B is a constant. This relationship is valid in the Ti > TD regime,
where TD is the Debye temperature (Fe, TD = 470 K). Furthermore, 1/τe−e = 1/(AT 2e ) for
Te  F /kB, where A is a constant. In iron and other conductors, the electron transport time
would be dominated by the electron-phonon scattering and therefore the AT 2e term can be neg-
lected for Te  F /kB. Ivanov et al. [60] made a further assumption of a linear electronic heat
capacity and arrived at the following simple expression for electronic thermal conductivity:
κe =
1
3
v2FCeτe =
1
3
v2F
ΓTe
AT 2e +BTi
≈ K0Te
Ti
, (5.7)
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which assumes negligible contribution from the electron-electron scattering. In the following
2T-MD cascade simulations in Fe, we expect to deposit enough energy in the electronic sys-
tem to notice significant deviations from the linear specific heat (ΓTe) with respect to the
ab initio one. In fact, the maximum electronic temperature recorded in 2T-MD cascades of
50 keV/100 keV pka was of the order of 8,000 K/10,000 K (see Fig. 5.15). Furthermore,
since we neglect the electron-phonons scattering dependency on the ionic temperature in the
electron-phonon estimation (see Sec. 5.2.2), for consistency we should neglect it in the ex-
pression for the electronic thermal conductivity, assuming these quantities are related. These
approximations can be accounted for in the equation for thermal conduction as follows:
κe = κ0
Ce(Te)
Ce(300 K)
. (5.8)
A limitation of this approach is that it would result in wrong κe under equilibrium conditions
(i.e. Ti = Te) at Te > 300 K, unlike the expression in Eq. 5.7. In the simulations presented
here we have used κ0 = 80.2 W/(K m) for Fe. The conductivity would reach its peak at
around the Fermi energy (Te ∼ F /kB), when the contribution from the electron-electron
scattering becomes dominant. The thermal conductivity would subsequently decrease as the
collision frequency would decrease as 1/τe−e ∝ T−3/2e . However, the high Fermi energy of
iron (F = 11.1 eV) means that this limit is unlikely to be reached and therefore Eq. 5.8
remains valid in the temperature regime considered in the cascades investigated here. An
alternative expression for κe in the Te < F /kB limit, based on the higher order corrections in
the Sommerfeld theory, is presented in [229].
For completeness, we briefly describe an expression which would describe the electronic
thermal conductivity above the Fermi energy in a situation when electron gas becomes non-
degenerate, i.e. in a low density plasma limit. Such an expression was described further in [60,
230] and given as
κe = C
(ϑ2e + 0.16)
5/4(ϑ2e + 0.44)ϑe
(ϑ2e + 0.092)
1/2(ϑ2e + bϑi)
, (5.9)
where C and b are experimentally determined constants, ϑe = Te/TF , and ϑi = Ti/TF . This
expression correctly reproduces the low (Eq. 5.8) and the high temperature limits (κe ∝ T 5/4e ).
The most commonly used formula for κe in the two-temperature laser-matter interaction
studies is Eq. 5.7. It is also argued that this form leads to better theoretical predictions of
desorption for laser heating experiments [231]. Due to the complexity of some of the expressions
and uncertainties involved (none of these expressions can be directly verified by experiments),
some authors used the simplest approach and employed a constant electronic conductivity
value (as in [76]). Nonetheless, it needs to be noted that a non-equilibrium thermal conduction
theory describing a two-temperature state has not been developed yet.
5.2.2 Electron-phonon coupling and electronic stopping
The electronic stopping is a measure of energy loss of a ballistically travelling ion to the
electronic excitations per unit distance. This process is agnostic to the motion of other atoms
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in a cascade and assumes only small trajectory deviations in electron-ion encounters. The
projectile interaction cross-section is predicted to be proportional to its velocity in the Firsov
[22] and Lindhard and Scharff [23] models. This feature makes electronic stopping very easy
to implement in the MD equations of motion, as it can be represented by a simple damping
term proportional to the ionic velocity. The value of this damping term can be estimated from
the SRIM [54] code. In the case of iron projectile in iron the damping time (τes) is obtained
from the stopping strength of λ = 0.1093 eV/A˚ via 1/τes = χes = λ(
m
2 )
1/2 and is set to
τes = 0.984 ps, where λ is the constant of proportionality [76] in the Firsov [22] (Se = λE
1/2)
or Lindhard and Scharff [23] (F = λ(m/2)1/2v) models.
The electronic stopping cutoff energy, EC , is a practical way of preventing over-damping of
the ionic system. In particular, for a system at equilibrium (Ti = Te) the ionic temperature in
damped MD would tend to zero. It is therefore assumed that below a certain cutoff the motion
of atoms is too correlated to be represented as a projectile through an electron sea and that
the electron-phonon coupling (which allows for two-way energy transfer) is dominant. Since
there is no theoretical justification for the value of the cutoff, rather than a practical one, it is
here assumed to be 8.4 eV [76], 4.2 eV and 0.6 eV [128]. Recently, approximation to Ehrenfest
time-dependent tight-binding [128], and real-time time-dependent density functional theory
(RT TD-DFT) [91] have not conclusively shown that such a well-defined cutoff exists.
The evaluation of the electron-phonon coupling is more difficult. A value for e-p is typically
obtained through low energy laser excitations experiments by fitting the temperature relaxation
data to the two-temperature models. Here, we are using the electron-phonon coupling constant
reported by Zhigilei et al. [29, 227]:
G0 = 5.5 · 1018 W m−3K−1, (5.10)
and we can translate it to the electron-phonon relaxation time (analogously to Eq. 2.11)
τep = Ce(300 K)/G0 = 1.404 ps. (5.11)
The value of G0 = G(300 K) is kept constant throughout the simulations for simplicity. In
general, it will depend quite strongly on Te and less on Ti. However, due to electron-phonon
coupling inherent uncertainty even at equilibrium conditions (Ti = Te = 300 K) the addition
of further complexity in the model is unnecessary. The G0 dependence on Te for iron was
characterised in [29].
5.2.3 Interatomic potential
We chose a potential based on the many-body embedded atom model (EAM). Details of this
potential form are described in Sec. 4.1.4.1. The EAM parameterisation used here was optim-
ised [232] to reproduce the defect energetics, as well as other bulk properties of bcc-iron. It
is therefore a suitable and a widely chosen interatomic interaction model for cascade simula-
tions (see ‘M07’ in [233] for a comparison). The EAM potential was joined to a ZBL form
[206] at short distances (< 1 A˚). This joining process was calibrated against the threshold
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displacement energies [233], which the joined ZBL+EAM potential form reproduces well [72,
234]. The details on the ZBL form are presented in Sec. 4.1.4.3.
5.2.4 Assumptions of the two-temperature model revisited
The electronic stopping process occurs when the ionic projectile travels ballistically, whereas
the e-p coupling applies to small displacement motion of ions. However, the exact boundary
between these processes is not clearly defined from the modelling perspective. In the two-
temperature theory, the e-p coupling should be effective assuming both electronic and ionic
systems are thermalised, i.e. have achieved equipartition of energy and have a defined, roughly
uniform, temperature. The electron-electron scattering time is very short, of the order of
τe−e = 10 fs, and so an electronic temperature can be assumed at all times. However, the
thermalisation time of the ionic system in a cascade scenario is not known a priori. We
have looked at the convergence of the kinetic and potential energies of the ionic system for
two exemplar simulations (with friction) at 200 keV (see Fig. 5.2). We note that the ionic
system thermalises at around 0.3 ps, and it is past that time that the e-p should presumably
become effective. There are several other assumptions of the 2T model, as applied to cascade
simulations, which can be challenged, however handling the non-thermalised ions remains the
most significant one. Others include the usual 2T model criticism, such as the applicability of
the diffusion processes on a nanometre space-scale and to such high electronic temperatures.
The ionic system thermalisation time of 0.3 ps for a 200 keV pka cascade remains an
estimate and it is still not clear which of the following modelling options describes the physical
process correctly:
1. Apply e-s above an energy cutoff and e-p when both systems locally (i.e. in a temperature
voxel) thermalise. This is tricky to implement, as it is hard to obtain an exact condition
for thermalisation for several tens of atoms in a temperature voxel. Also, as different
criteria are used for the e-s and e-p both could be active at the same - it is debatable
if this is a physical scenario. A simpler alternative to this could be a global time cutoff
thermalisation time, which can be tuneable parameter,
2. Apply e-s above an energy cutoff and e-p below it. This is computationally easy to
implement and excludes e-s and e-p processes overlap.
In this chapter, we will be exploring the effect of e-p and e-s using both methods on the
residual radiation damage in α-Fe.
5.3 Simulation considerations
5.3.1 The simulation setup
All simulations were performed with NPT pre-equilibrated (Nose-Hoover NPT ensemble at
300 K, 1 atm for a minimum of 30 ps) bulk iron with periodic boundary conditions. A variable
time-step, ∆tMD, with a maximum of ∆tMD = 1 fs was used to simulate the atomic part of
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Figure 5.2: Kinetic and potential energies evolution in two exemplar 200 keV pka events.
The ‘global’ thermalisation time for both can be assumed to be τi−i ∼ 0.3 ps.
the cascade, to correctly account for the initial large velocities in the system. The electronic
system was evolved with a variable time-stepping algorithm too, which depended on the local
Te gradients. The time-step of the finite difference solver (∆tFD) was typically a few times
smaller than for the ionic one. All simulations were run for 55k steps, which corresponded
approximately to a simulation time of t = 45 ps.
The following sets of simulations were performed, each of which consisted of 20 or 16 runs
for 50 and 100 keV pka conditions, respectively.
1. 2M atoms, 50 keV pka, 6× friction MD variations (3× reduced impact energy, 3× friction
Ec cutoffs),
2. 4M atoms, 50 keV pka, 9× different 2T-MD conditions (various friction Ec and therm-
alisation τi−i cutoffs),
3. 8M atoms, 50 keV pka, 3× different types of boundary conditions for NVE runs (periodic,
2× variation on the thickness of the boundary thermostat),
4. 16M atoms, 100 keV pka, 5× simulations types (1× NVE, 2× friction MD runs, 2×
2T-MD runs).
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The projectile was initialised to travel in random directions (randomly generated set of vectors,
which were identical across the simulation sets). The projectile was selected to be the middle
atom of the simulation cell for 50 keV runs, and around the 2/3 point on the diagonal of the
simulation cell in the case of 100 keV runs (in which case the projectile was fired in a random
direction into one of the octants). It needs to be noted that only a few of the collision cascades
would occasionally wrap around the simulations cell (typically less than 1 in 10 runs), which
shows that the simulation cell was of a suitable size to contain the events.
The 200 keV and 500 keV simulation runs (both friction and standard NVE ones) were
composed of 100M and 500M atoms, respectively. Stochastic boundary conditions of 10 A˚
thickness and set to 300 K were used. Only four crystallographic directions were simulated:
<1.2,1.2,1.8>, <1.3,1.2,1.8>, <1.6,1.7,1.8> and <1.6,1.9,1.0>. These were manually selected
to avoiding channelling, unlike in the previous case.
In the two-temperature runs, the electronic system was three times bigger than the ionic
one in all directions, so that the ions are effectively embedded in the sea of electrons, and
thus the electrons can effectively carry away the energy outside of the MD cell. For instance,
in the 16M atom simulation (554 A˚ box size), we used 55 Ti and 165 Te voxels across each
dimension. Robin’s boundary conditions (see Sec. 4.3.3) at 300 K were applied on all sides of
the continuum Te solver. Such a configuration is schematically presented in Fig. 4.5.
5.3.2 Measuring defects, displacements and defect clusters
To analyse the damage produced in a collision cascade we keep track of the time evolution
of defects and displacements. Displacements (Ndisp) are atoms that move a certain distance
(d) from their initial position at time t = 0, in this case taken to be d = 0.75 A˚. This
method quantifies the overall (cumulative) damage introduced; however some of it can recover
on the picosecond and longer timescales due to recombination effects. Hence, we also consider
‘defects’ (N), which are either interstitial or vacancies. Note that in this notation N = 2NFP ,
where NFP is the number of Frenkel pairs. In the model, interstitials are defined as atoms
that are closer to any of the crystalline positions, which are already occupied, by a distance
d. Analogously, a vacancy is a crystalline position, for which no atoms exists closer to it
than d = 0.75 A˚. Keeping track of both displacements and defects allows us to quantify the
maximum damage, defect recombination dynamics and the resultant primary radiation damage
formation.
While taking d = 0.75 A˚ as a ‘sphere’ cutoff value is arbitrary, we note that the dynamics
recovery is not very sensitive to d, provided that it is in a sensible range. Too small (d ∼ 0.2A˚)
would be affected by thermal fluctuations, while too large (d > 1.0 A˚) would not identify
the defect atoms correctly, as this value would be too close to the nearest neighbour distance.
However, two complications arise when using a method with an arbitrary and non-standardised
cutoff for defect analysis. Firstly, the value of d can vary across different materials, as it is
related to the crystal structure and the lattice parameter. It also differs across literature even
for the same materials, making a meaningful comparison with previous modelling results next
to impossible [72]. Secondly, while a cutoff works fine for point defects, it identifies crowdions (a
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long chain of atoms along a lattice direction containing an additional atom - a single net point
defect) incorrectly, as a line of interstitials, whilst in reality it is just one ‘net’ defect inserted
into a particular crystal direction. Furthermore, the gross number of defects (i.e. the sum of
both vacancies and interstitials in a cluster) reported for a crowdion is highly dependent on
the cutoff d chosen. More sophisticated methods, such as Wigner-Seitz (W-S) decomposition,
exist (see Fig. 5.3). However, while W-S correctly computes ‘net’ defects, there is significantly
more computational expense associated with it.
Clusters are composed of defects that are closer than two nearest-neighbour (2nn) distance
(plus a 0.2 perturbation), d = 3.44 A˚ in α-Fe. This criterion (2nn) is very common across liter-
ature [71, 235], however other criteria, particularly for vacancy clustering, have been reported
(from 1nn to 4nn) [72]. Defect clustering and related analysis was performed with an in-house
built code.
Figure 5.3: Comparison of Wigner-Seitz and sphere defects analysis methods on an exemplar
defect structure (a set of crowdions) at two projections: (a) (-111) and (b) (-1-11). Intersti-
tials (vacancies) identified by the sphere method are indicated in red (blue), while the W-S
interstitials are in pink.
5.4 Results for 50-500 keV cascades in Fe
5.4.1 Stable defect distribution
5.4.1.1 Trends with cascade energy (50-500 keV)
We first analyse the point defect production for 50-500 keV cascades run with the friction
cutoff of Ec = 8.4 eV. We compare the trends in FP production to the data available for NVE
runs [71], where the electronic effects are taken into account at the level of reduced cascade
energy. While some simulation differences exist between these data sets (different cell sizes,
boundary conditions, initial temperature and potentials) three interesting points can be noted.
Firstly, the NFP production yield is comparable with the 100 keV runs producing the same
number of FPs, despite the differences in the simulations. However, the defect production
trend (50-200 keV) with the cascade energy is significantly different, with the friction MD
simulation runs producing defects at a higher rate with cascade energy than the NVE runs
88
5.4. Results for 50-500 keV cascades in Fe
(see Fig. 5.4). This could be attributed to the differences in the available damage energy in
both cases; however the exact processes require further investigation. Finally, the trend at the
highest energy achieved (500 keV) is different - defect production rate slows down with cascade
energy. This could be attributed to the reduced sub-cascading occurring at such pka energies,
yet further studies (including a quantitative measure of sub-branching) are needed to verify
such a conclusion.
We also examine the maximum cluster sizes (counting the net defects only) for 200 keV and
500 keV runs and compare this data to [233]. While the defect clusters that are produced in
200 keV runs are greater than the ones reported in literature for lower energies (< 100 keV), we
notice no significant trend with the cascade energy (see Fig. 5.5). In fact, the maximum cluster
sizes seem to saturate at around 200 keV, however such conclusion would need to be validated
with better statistics, as such large clusters are rare-events and one would need typically a
large number of runs to examine such trends. Some example figures of defect structures found
are shown in Appendix B.
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Figure 5.4: Number of FPs as a function of cascade energy; a comparison of trends for two
types of runs: (i) (red) Finnis-Sinclair potential with no friction [71] and (ii) (blue) the current
work with a friction term and Ec = 8.4 eV. The friction simulation runs give much steeper
increase in defect production with cascade energy and the 500 keV data show a change of a
trend. Notable differences in the simulation setups exist, however both produce comparable
results, particularly around 100 keV pka.
5.4.1.2 The impact of electronic stopping (50-100 keV)
We have analysed the impact of the electronic stopping (e-s) cutoff on the number of residual
Frenkel Pair (FP) defects and defect clustering. Despite vast cascade data for Fe in literature,
such rigorous parameter sensitivity study has not been performed to date.
We have simulated twenty 50 keV impacts from random directions from the centre of the
cell at three different electronic stopping cutoffs: 8.4 eV, 4.2 eV and 0.6 eV in a 2M atom MD
cell. The first two cutoff values are related to the cohesive energy of iron (εcoh = 4.28 eV), and
were used in [65, 236]. The 0.6 eV value was proposed by le Page et al. [128]. We compare
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Figure 5.5: Maximum cluster sizes as a function of cascade energy. 200 and 500 keV runs do
produce slightly greater clusters, however no significant trends can be seen, which could also
be attributed to the poor statistics due to the rare-event nature of the large cluster generation.
AMS, DD-BN and MEA-BN data are obtained from [235] (the same notation).
these results to twenty 50 keV ‘standard’ NVE ensemble cascades and cascades with reduced
pka energies of 45 keV and 34 keV. These correspond to the atomistic stopping power values
obtained from SRIM and the Robinson’s approximation to the LSS theory [24, 71] for a 50 keV
impact, respectively. We emphasise that each simulation used the same set of twenty random
directions for a meaningful comparison.
Figure 5.6 shows the average residual FPs number for the different stopping power cutoffs
considered. An almost perfectly inverse linear relationship between the defect number and the
e-s cutoff is apparent. This is due to the fact that lower e-s cutoff cascade lose more energy to
the electronic system, which means that the transient thermal spike temperature is lower and
thus defect recombination (annealing) is reduced. This can be confirmed by examining the
temporal evolution of the global average (ionic) temperature evolution (treating it as a proxy
for the local temperature evolution) for a set of exemplar simulations (Fig. 5.7). Indeed, lower
cutoffs lead to quicker reduction of the ionic temperature and subsequent equilibration to a
lower temperature value, with the former effectively quenching the defect structures thereby
inhibiting recombination. All simulations equilibrated to temperatures higher than 300 K prior
to impact. Defect annealing can be calculated from the difference between the peak number
of FP recorded at any time-step and the number of FP in the final configuration. Table 5.1
presents defect recombination averaged over all 20 runs and points to a lower recombination
rate for lower e-s cutoffs, as expected.
Another interesting feature apparent from Fig. 5.6 is that the 8.4 eV and 4.2 eV cutoff
friction MD runs produce approximately the same number of defects as 45 keV cascades run
in an NVE ensemble. The energy losses from these two friction MD simulations (see Tab. 5.1)
are approximately 8 keV. It is around the 5 keV assumed to be lost to electrons as calculated
with SRIM.
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Figure 5.6: Average residual FP defect number versus electronic stopping friction cutoff.
45 keV corresponds to the atomic stopping power from SRIM for a 50 keV pka, while 34 keV
corresponds to the one obtained via LSS theory (Robinson’s approximation). Residual Frenkel
pair number increases linearly with decreasing friction cutoff, however no friction condition
(i.e. NVE, where cutoff Ec →∞) produces the largest number of defects in the set. The linear
fit was performed on the truncated mean, which removes two outliers (10%) from a given data
set. The error bars indicate standard error in the truncated mean.
The effect of local quenching of the cascade, and hence more efficient defect production,
seems more dominant than the reduced damage energy. This is illustrated by the simulation
runs with 0.6 eV cutoff, where as much as 20.5 keV is lost to the electrons (Tab. 5.1) and the
defect yield is significantly higher than in the runs with 8.4 eV and 4.2 eV e-s cutoffs. However,
should this amount of the energy be subtracted from the initial impact ion (approximately the
case of 34 keV pka), the damage efficiency can be almost halved. This difference is due to the
very low defect recombination rate for a heavily damped system at the e-s cutoff of 0.6 eV.
This clearly illustrates that the correct treatment of the electronic energy losses is cardinal for
a predictive primary radiation damage framework.
Following this line of argumentation, NVE cascade simulations should produce an even
lower number of defects than for the 8.4 eV cutoff, while in fact more FPs are produced
for NVE than for 0.6 eV. This could occur for two reasons: (i) significantly more energy is
deposited in the NVE than in the friction MD case. Thus, despite higher transient temper-
atures, which favour recombination, more damage is effectively produced. This is somewhat
in conflict with the dominant effect of ionic temperature on defect recombination discovered
for friction MD runs; (ii) since the initial projectile atoms motion is not damped, atoms travel
farther. This leads to increased peak damage production and thus increased primary damage
creation efficiency. The latter hypothesis can be validated by computing the radius of gyra-
tion of cascades. Since branching, which occurs in the NVE case more often, does not favour
recombination it seems that the hypothesis (i) is more likely.
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Figure 5.7: Temporal ionic temperature evolution for an exemplar 50 keV cascade with
varying friction cutoffs. NVE denotes no cutoff.
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Figure 5.8: Histograms of residual FP distributions for NVE and three different friction
cutoffs in 50 keV cascades. Gaussian fits are indicated by solid lines.
Figure 5.6 reveals another interesting feature, which is the high impact of outliers on the
average defect count, as can be deduced by comparing mean, median and truncated mean. The
most striking example is the Ec = 0.6 eV case, where both mean and median are far outside
the error bars of the truncated mean. Firstly, this indicates that a statistically meaningful
number of runs are required to make inferences about the impact of the individual parameters
in the model. Secondly, it shows that when computing the primary radiation damage formation
(as an input to kinetic Monte Carlo modelling, for instance), care must be taken to include
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the impact of such outliers, as these can significantly distort the data. The Ec = 0.6 eV set
contains a run that produced more than 450 FPs, as seen in Fig. 5.8, which is beyond 5σ from
the mean value of 153. Such an outlier is generated because of an occasional large cluster
production. Such clusters, which are typically composed of a parallel set of crowdions, are
incorrectly identified by the sphere defect analysis criterion as a set of line defects. In fact,
crowdions are composed of one net defect, as identified by Wigner-Seitz defect analysis - a
point further discussed in Sec. 5.3.2.
Lastly, a consistently lower median than the (truncated) mean implies skewness in the dis-
tribution and perhaps the assumption of normally distributed defects needs to be readdressed.
Nonetheless, for simplicity, we describe the residual FP defects distribution with a normal dis-
tribution (R2 > 0.93 in all cases; see Fig. 5.8), usually around trimmed mean, which removes
two outliers from each side of the distribution. This reduces non-normality in the data and
hence is a somewhat more robust statistical tool.
Table 5.1: The FP recombination and electronic energy losses statistics for two simulation
types: reduced pka damage energy (left side) and 50 keV pka cascades with varying friction
cutoff Ec (right). The value in brackets represents the standard error in the mean for the 20
simulations. The energy losses in the pka set (NVE) represent the numerical accuracy in the
energy evolution.
quantity pka Ec
cascade set 34 keV 45 keV 50 keV 8.4 eV 4.2 eV 0.6 eV
Final FP 87(13) 120(14) 166(23) 119(11) 136(16) 153(17)
Recombined FP [·104] 6.2(0.4) 10.5(0.8) 11.2(1.1) 8.1(0.6) 7.6(0.5) 4.7(0.3)
Energy loss [keV] 0.2(0.05) 0.2(0.1) 0.1(0.02) 7.4(0.2) 8.4(0.2) 20.6(0.3)
5.4.1.3 The impact of electron-phonon coupling (50-100 keV)
The electron-phonon coupling, depending on the way it is handled in the model, can induce
two competing effects in the cascade dynamics: (i) increased cascade quenching, when e-s is
not effective, (ii) or increased recombination rate due to annealing of the defects with the
energy coming from the hot electrons. The strength of these effects would depend on the
dynamics of the e-s/e-p interplay, and the competition between the energy diffusion and the e-
p coupling. The impact of the inclusion of the e-p coupling on the primary defect production in
cascade simulations is examined. Firstly, the final NFP discrepancy, when different methods
of accounting for the electronic effects are included, is emphasised. Figure 5.9 presents the
number of FPs produced when four different simulation methods are used: (i) NVE, 50 keV
pka projectile, electronic effects are not included; (ii) NVE 34 keV, projectile has a reduced
initial energy due to electronic effects; (iii) f (friction) MD runs with the electronic energy
loss simulated as a damping term in MD; (iv) 2T-MD model, which includes both e-s and e-p
93
5. Radiation damage cascades
NVE NVE 34keV f 8.4eV f 4.2eV f 0.6eV ttm 8.4eV ttm 0.6eV
60
80
100
120
140
160
180
200
220
N
um
be
r o
f F
Ps
Figure 5.9: Average residual FP defect number versus the simulation type for 50 keV pka
events. A particular set of 2T-MD runs can produce up to 3 times more defects than a cascade
based on the reduced cascade energy assumption (34 keV pka set). Dashed line is a guide to
the eye.
coupling effects. The discrepancy in the results for 50 keV pka is great, with the one of the
models producing three times more defects than the lowest yield simulation set (see Fig. 5.9).
For a 50 keV pka, we have run a set of simulations with two e-s cutoffs: 8.4 eV and 0.6 eV,
but with varying ways of handling the e-p coupling, i.e. different activation time tep. Our
results indicate that the defect production yield peaks around tep ∼ 0.4 ps, and that the
inclusion of the e-p coupling increased defect production with tep tested up to 1.0 ps. This
could be attributed to enhanced quenching of the cascade due to the additional energy loss
channel to the electrons. The switch condition (denoted ‘sw’ in Fig. 5.10), which activates
the e-p coupling only when e-s is deactivated in a particular temperature cell, gives a slightly
smaller number of defects. This can be explained by the additional annealing coming from
the e-p interaction at the end of the defect formation. However, it needs to be noted that this
difference is not very significant. For the 8.4 eV cutoff (indicated by red line in Fig. 5.10), a
similar effect happens - the e-p coupling activation at tep = 0.2 ps increases the defect yield.
This, again, can be attributed to the enhanced quenching of the cascade. Interestingly, and
contrary to the 0.6 eV case, the switch condition produces more defects. This is a manifestation
of the increased cascade quenching under 8.4 eV cutoff. In the switch conditions we have used
two different formulae for the electronic thermal conductivity: the ones derived in Eq. 5.8 and
a constant one noting that the choice does not have an impact on the final results.
We move onto the comparison of 50 keV and 100 keV cascade runs in 2T-MD and friction-
only setups. We find that the behaviour for the 100 keV pka is unchanged, as can be seen
in Fig. 5.11, with the exception of the friction MD run with an 8.4 eV cutoff, for which no
definitive conclusion can be drawn due to a large statistical uncertainty. We therefore conclude
that similar trends as in the 50 keV pka case persist at 100 keV pka.
We note that for the 100 keV pka runs the LSS theory [24, 71] predicts a cascade energy
of 62 keV, whilst SRIM gives a nuclear stopping power of 85.1 keV. The average energy losses
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Figure 5.10: Average residual FP defect number versus the electron-phonon model type for
50 keV pka events with two friction cutoffs (Ec): 8.4 eV (left side) and 0.6 eV (right). Time on
the x-axis denotes the e-p activation time, tep, and ‘sw’ denotes the ‘switch’ condition, where
the e-p is activated only when the e-s is inactive. Dashed line is a guide to the eye.
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Figure 5.11: Comparison of FP defect number production in 50 keV and 100 keV pka cases
for four different models types. Two Ec cutoffs: 8.4 eV (left side) and 0.6 eV (right) types are
presented. The 2T-MD model was run either with the e-s/e-p switch condition (Ec = 8.4 eV)
or with the activation time tep for e-p. The trends in NFP production across model types are
consistent between 50 keV and 100 keV pka cascades. Dashed line is a guide to the eye.
in our friction cascade for 8.4 and 0.6 eV cutoffs were 17.5(8) and 44.7(6) eV, respectively.
5.4.2 Cascade evolution and structure (50-100 keV)
By examining the defect time evolution during a collision cascade, the conclusions regarding
increased defect quenching/annealing can be substantiated. In the case of the 50 keV pka
events we see that the lower Ec indeed reduces the peak number of defects generated through
increased quenching, as can be seen in Fig. 5.12. This process is visualised for an example
collision cascade in Fig. 5.13, where it is apparent that the maximum size of the cascade is
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lower at t = 0.75 ps in the 0.6 eV case. This increased quenching process from low Ec typically
results in higher primary damage formation, as a colder ionic system leads to a lower defect
recombination rate.
For 50 keV pka runs we have also compared the defect evolution at Ec = 8.4 eV and 0.6 eV,
when the electron-phonon coupling was enabled once the electronic stopping was not effective.
It can be seen from Fig. 5.14 that less peak defects are produced in the Ec = 8.4 eV 2T-MD
case, which can be explained by the additional electronic energy loss coming from the e-p
process from the atoms with the kinetic energy up 8.4 eV. This peak defect reduction is not so
pronounced in the case of Ec = 0.6 eV, where the defect evolution differences between damped
MD and 2T-MD are rather small. This is because the e-p coupling becomes effective relatively
late in the cascade formation, when the primary radiation damage formation is almost stable.
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Figure 5.12: Defect evolution for an exemplar 50 keV pka cascade at three different electronic
stopping cutoffs. Peak defect generation is significantly reduced with reduced cutoff and the
cascade dynamics is the same until 0.5 ps. The spikes that are generated past t = 10 ps are due
to a shock-wave reentering the simulation cell. Note that this does not happen for Ec = 0.6 eV,
where the system is damped most heavily. Such shock-waves were a rare occurrence in the 2M
atom simulations.
The maximum electronic and ionic temperatures (in a voxel) for 100 keV pka for the cases
of Ec = 8.4 eV and 0.6 eV are presented in Fig. 5.15. The dynamics of these different sets is
very similar, however only two exemplar runs are presented. There are very distinct features
in the temperature behaviour. Namely, we see that the Te and Ti relax around 5-10 ps and
that the initially very high Ti ∼ 107 decreases rapidly until 0.2 ps, after which it decreases at
a much slower rate. The electronic temperature does not exceed 10,000 K implying that the
approximation of a ground-state potential most likely still holds (this question is addressed in
more detail in chapter 6).
5.5 Discussion
Let us begin the discussion with a few technical remarks on point defect analysis. Significant
defect outliers occur in any defect sets presented here (see Fig. 5.8). It is difficult to establish
whether these outliers are ‘physical’ (i.e. rare events), or just an artefact of the way the defects
are measured. The 8M atom 50 keV pka set (not shown in Fig. 5.8) is a particularly good
96
5.5. Discussion
Figure 5.13: Comparison of defect evolution of an exemplar 50 keV pka cascade for
two friction cutoffs. Increased damping manifests itself in smaller peak damage production
(t = 0.75 ps), but larger residual damage (t = 42.8 ps).
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Figure 5.14: Defect evolution for an exemplar 100 keV pka cascades with Ec = 8.4 eV (left
panel) and 0.6 eV (right), and varying e-p activation. The additional quenching from the
2T-MD model in the Ec = 8.4 eV case affects the peak defect generation and overall cascade
dynamics, while the impact of the e-p in the Ec = 0.6 eV case is rather small.
example with an average NFP ∼ 155 ± 20, and with one NFP = 825 outlier produced. The
Wigner-Seitz (W-S) method would be probably more consistent across runs, yet this remains to
be validated. Fig. 5.3 shows the defect count difference when using a sphere model or the W-S
method. An appeal of the W-S is that the method does depend on any adjustable parameters
(such as the “sphere radius”, d), which could make the literature comparison (with a scatter
in the reported d) easier, and would therefore be preferred.
The number of defects in all simulation sets are not normally distributed - the median
is typically smaller than the mean, and hence defects distribution is skewed to the right.
This could be, again, an artefact of the way the defects are measured, or potentially imply a
discovery of an important statistical feature of defects distributions.
In 50 keV pka (2M atoms) the lower the friction cutoff, the higher the defect yield; no
cutoff (NVE 50 keV pka projectile) produces the highest defect yield, whereas NVE runs with
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Figure 5.15: Time evolution of electronic and ionic temperatures for two sets of 100 keV pka
cascades with different friction cutoffs; solid line: Ec = 0.6 eV, dashed line: Ec = 8.4 eV.
34 keV pka (the lower energy is supposed to correspond to the energy loss to electrons in the
approximation to the LSS theory) produces much less defects than any of the friction MD
simulation. For 100 keV (16M atoms), however, the trend seems to be reversed: higher cutoff
corresponds to greater defect production, although the results are not statistically significant.
The number of FPs for 50 keV pka simulations has been rigorously tested. The runs are
unaffected by neither the size of the cell (and hence the occasionally occurring reentering shock-
wave as tested for 2M to 8M atom cells), nor the presence or size of the boundary thermostat
(tested 0 A˚, 2 A˚, and 14.5 A˚).
The conclusions regarding the electronic stopping cutoff are quite striking. Depending on
the way we handle the energy loss (by subtracting the energy from the projectile, or changing
the low velocity cutoff in the electronic friction term), statistically different results can be
achieved. This implies that (i) more work needs to be done in understanding the behaviour of
ion-matter interaction at low velocity to implement the correct physics in MD, (ii) because of
the shown parameter sensitivity the collision cascade research should continue, as there exists
a large scatter in the primary radiation damage results.
The effects of electron-phonon coupling are potentially as important, and yet significantly
understudied. For the 50 keV pka simulations, the 2T-MD model with the activation time
cutoff for the e-p coupling at (or before) the peak damage, produces significantly more damage
than the friction MD runs (for both Ec = 8.4 eV and 0.6 eV). This can be attributed to the
additional quenching at the radiation damage production stage. However, in the 0.6 eV cutoff
case when the e-p is enabled only when e-s is not active in a given ionic temperature voxel,
the resultant defect number is actually slightly smaller, but not in a statistically significant
way. This is perhaps because of the extra defect annealing from e-p scattering. In the 8.4 eV
cutoff scenario, the e-p coupling only contributes to the increased defect quenching and hence
greater defect production. This is independent of the electronic thermal conductivity model
used (a constant one or Eq. 5.8). This study, therefore, shows that when the e-p scattering
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is included, care should be taken on how to handle its activation, as it may affect the results
significantly. Probably the “switch” method (i.e. either the e-p or the e-s process) is the most
physical, but in such case determining the projectile energy, when this switch occurs, can have
an effect on the results too.
There are obvious simulation limitations, which may impact the conclusions that were
drawn here. In particular, the use of the ground state interatomic potential at high local
electronic temperatures (particularly for cascades with pka greater than 100 keV that most
likely produce Te > 10, 000 K) could lead to different number of defects and most likely slight
changes to the cascade dynamics. This is because the changes in the interatomic potential
surface would provide the atoms with more kinetic energy, which could in turn (depending on
the excitation relaxation time) lead to greater defect generation and/or greater recombination.
The lack of magnetism is another, and potentially a more significant, downside of the simula-
tions in Fe. The collision cascade simulation could excite spins selectively and affect the ionic
dynamics. However preliminary static ab initio calculations in Fe show that all magnetisation
disappears at an electronic temperature of Te ∼ 0.5 eV 2. Input from advanced models based
on the Ehrenfest dynamics (such as RT TD-DFT) could allow us to examine the complicated
interplay between the e-s and e-p processes in the future, and hence to point to an energy
cutoff between these, which would thus improve the 2T-MD simulations presented here. (An
application of RT TD-DFT method to study cascades is presented in [91]). Future work should
include an analysis if the different cascade dynamics models (2T-MD versus friction MD runs)
produce different defects clusters.
5.6 Summary
In summary, we have performed a series of collision cascade simulations in α-Fe for pka en-
ergies of 50-100 keV. We have compared the standard cascade simulations with the ones that
implement the electronic stopping as a damping term in MD and ones, which also include
the e-p coupling effects in the two-temperature model formalism. We have also analysed very
high energy friction MD cascades of 200-500 keV pka, which represent one of the highest pka
energies reported to date.
While we cannot make a recommendation, from a theoretical standpoint, on the exact
model of the electronic stopping or electron-phonon coupling, we have proven that the resultant
primary radiation damage is very sensitive to the choice of the electronic effects treatment -
particularly to the value of electronic stopping energy cutoff and the activation method of
the electron-phonon coupling. This represents the first rigorous study of such type, which
clearly shows that there are still open questions in collision cascades studies, which need to
be addressed in order to build a comprehensive and predictive radiation damage simulation
model.
2This is higher than and distinct from the Curie temperature at electron-ion equilibrium.
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Chapter 6
Laser photo-excitation
 Attribution: This project has been undertaken in collaboration with Y. Giret,
A. Shluger (UCL) and the experimental group at the Institute of Scientific and
Industrial Research (ISIR) in Japan. All of the experimental work has been
carried out by our collaborators. The ab initio parameterisation of the 2T-MD
model has been performed by Y. Giret. The 2T-MD code development essential
for this study, the subsequent simulation setup and the atomistic theoretical
analysis have been carried out by the present author.
Substantial parts of the research (including the results) presented here are pub-
lished in [3, 4].
6.1 Introduction
The aim of this chapter is to deliver a combined theoretical and experimental description of
the melting processes of laser-excited gold nano-films on a picosecond timescale. As observed
in the literature review (chapter 3), the recent results on ultrafast dynamics of such relatively
simple system of gold films [60, 170, 172, 182, 184, 218, 237–242] are quite controversial.
In fact, the atomistic and electronic dynamics following excitation are still unclear and the
questions of photo-induced non-thermal melting or bond character change (and the excitation
limits within which these occur) remain open. The results presented in this chapter focus on
the detailed atomistic information for gold nano-films under different absorbed laser fluences
obtained from the two-temperature molecular dynamics (2T-MD) method. We achieve an
excellent quantitative theory-experiment agreement for the time-resolved ultrafast electron
diffraction (UED) Bragg peak data and the 2T-MD model without any adjustable parameters.
As a result, this direct comparison enables us to directly “observe” the ultrafast dynamics
as it happens. In other words, we have effectively solved the inverse problem of structure
determination of a laser irradiated metal from the UED measurements. In addition, because
of the available experimental comparison, we also investigate the limits of the ground-state
potential approximation as a function of the electronic temperature.
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We start with a brief description of the UED experimental setup (Sec. 6.2). We later discuss
the rigourous ab initio parameterisation of the 2T-MD model (Sec. 6.3). The results section
focuses on the detailed analysis of the structural wealth of information from 2T-MD, which
enables us to elucidate the ultrafast melting mechanism in gold (Sec. 6.4).
6.2 Experimental setup
The 10±2 nm thick monocrystaline free-standing gold films (placed on a gold mesh) were ex-
cited with the incident fluences (Finc) of 1, 27 and 41 mJcm
−2. In this chapter we do not
consider the 1 mJcm−2 case, as the absorbed energy is too low to cause any phase transform-
ation - only some lattice heating1. We also analyse the data for the 35±5 nm thick sample
illuminated with Finc = 108 mJcm
−2 pulse.
High-resolution ultrafast electron diffraction (UED) experiments were achieved with relativ-
istic 3.0 MeV electrons. The UED temporal resolution was determined to be 180 fs (which
includes timing jitter between laser and electron pulses) and the probe beam was 0.2 mm in
diameter of almost top-hat transverse shape. The samples were photo-excited with photons of
3.1 eV energy. The pump pulse was 90 fs at full width at half maximum (FWHM) and of nearly
Gaussian transverse shape (0.8 mm FWHM). The incident angle of the pump-laser light was
14◦ from the surface normal and the transmission-mode UED was measured along the (001)
direction of the thin films. The pump and probe beam shape schematic is shown in Fig. 6.1.
It is important to note that we are probing an almost perfectly homogeneously excited region
in the lateral directions to the probe axis. More technical details of the experimental setup
can be found in [3, 243, 244].
The relativistic energies of the UED have significant advantages over the conventional
setups, such as the one used in [172]. First, using relativistic energies enables us to minimise the
so-called space-charge effect and achieve higher densities of electrons per bunch. In this case,
it was limited to 6 ·104 electrons per pulse, due to the dynamic range of the detection system2.
This allows for high-quality single-shot diffraction measurements (as shown in Fig. 6.1) with
sub-picosecond time resolution (180 fs) - a feature that is cardinal for studying ultrafast and
irreversible processes. Furthermore, the UED setup provides structural information almost free
from any multiple diffraction and possible inelastic effects, which would manifest themselves
as (000)-order attenuation [172, 217]. We can safely neglect the multiple diffraction effects
[245, 246], as the (001) thicknesses of the samples (L ≤ 35 nm) are much smaller than the
extinction distances (which characterise the efficiency of generating a diffracted beam by a
sample) for the measured peaks. For 3.0 MeV electrons in Au the extinction distance for a
(200)-order peak is 186 nm [3]. This UED setup feature is crucial for the theoretical analysis to
calculate the structure function - it allows us to employ the kinematic theory assuming a single
scattering event. The (000)-order attenuation is a clear breakdown of the kinematic regime.
1The data for 1 mJcm−2 can be found in [4].
2Nonetheless, due to the electron density per pulse constrained by the detector system, the liquid features
could not be detected clearly to enable a quantitative analysis. The electron density per pulse was two-orders
of magnitude less than in [218], where liquid structures of Au were detected.
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In such case, a dynamical theory of diffraction needs to be applied, where the incident beam
(i.e. the 0th order) and the diffracted beams become correlated. This is in contrast with the
previous results obtained by conventional UED, where the multiple scattering processes were
not accounted for [172, 217].
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Figure 6.1: (Left panel) Single-shot UED image measured in a high-resolution mode at the
delay time, t = −0.5 ps. The scattering vectors of (200) and (220) peaks are 0.490 and
0.693 A˚−1, respectively; (right panel) schematic depiction of the pump and probe transverse
shapes. Parts of the figure reproduced from [4].
6.3 Model details for Au
6.3.1 Electronic system
6.3.1.1 Model parameterisation
The values of electronic specific heat Ce(Te), electron-phonon coupling G(Te) (see Fig. B.4)
and the modified lattice parameter a(Te) (see Fig. 6.3) were calculated ab initio using density
functional theory (DFT) and the high electronic temperature generalisation of DFT [247, 248]
by Mermin [249] using the ABINIT code [250, 251]). We use the following approximations/setup
in the ab initio calculations for Au: local density approximation (LDA) [252], norm-conserving
pseudo-potential method [253] (with 5d and 6s electrons as valence electrons), wave-functions
cutoff: 60 Ha and a 16× 16× 16 Monkhorst-Pack k-points mesh.
The electronic specific heat is evaluated from the internal energy Ee derivative with respect
to the electronic temperature: Ce(Te) = ∂Ee/∂Te. In the calculations, we account both
for the electronic density of states (DOS) change and its modification at elevated electronic
temperatures [184]. The value of Ce used here is very similar to the one obtained in [29].
The electron-phonon pre-factor G0 (i.e. G(Te) at room temperature) is obtained from an
experimental measurement in [183], G0 = 2.1 · 1016 Wm−3K−1. The electronic temperature
dependence of the e-p coupling is calculated ab initio, using a Te dependence proposed in [29,
30], which is appropriated for metals [254] as
G(Te) =
G0
g2(εF )
∫ +∞
−∞
g2(ε)
(
−∂f
∂ε
)
dε, (6.1)
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where εF is the Fermi energy, g(ε) the electronic DOS, and f the Fermi-Dirac distribution.
Again, the G(Te) function used here is very similar to the one published in [29]. We neglect
any ionic temperature or structural change dependencies, such as defects or phase transitions,
in G(Te) as these are unknown in Au [255].
For simplicity, the electronic thermal conductivity κe is assumed to be infinite (i.e. ∇2Te = 0),
leaving the sample homogeneously excited throughout the simulation time with no thermal
conduction into the bulk (i.e. zero-flux boundary conditions are used in the Te system).
6.3.1.2 The initial conditions
Due to the rapid thermalisation time of electrons after photo-excitation (t ∼ 100 fs [218])
we can assume a well-defined electronic temperature Te at all times and hence apply the 2T
formalism. Furthermore, as presented in Fig. 6.1, the laser spot diameter is much larger than
the probed area and therefore we neglect any lateral energy redistribution and dissipation
during the time of the UED experiment (t < 30 ps). As it has been experimentally confirmed
that gold films up to 100 nm are homogeneously excited [183] due to ballistic electron transfer,
initial homogeneous excitation is a reasonable assumption for our 10 nm and 35 nm films.
Recent experiments have shown that the ballistic electronic range can be reduced at very high
fluences [182]; however it is still larger than the films thicknesses used here. We also neglect
the blast force [239], which results from a gradient of electronic temperature.
The above Te homogeneity condition implies that for the laser source S(z, t), which is of
Gaussian shape in time t and an exponential decreasing amplitude in the direction into the
film z [178], the z-dependencies disappear from the laser source term in Eq. 2.15, i.e.:
S(z, t) =
2F
Ltp
√
ln 2
pi
exp
[
(−4 ln 2) · (t− t0)2
t2p
]
, (6.2)
where F is the absorbed fluence, L is the sample thickness (since we assume homogeneous
excitation), tp the duration of the pulse taken at the FWHM, and t0 is the time zero, which is
defined as the time when the laser pulse maximum arrives on the sample surface.
6.3.1.3 Absorbed fluence
In order to directly compare the model with the experiment, we require the knowledge of the
adsorbed fluence, F , which is determined from the incident fluence (Finc) as well as reflectivity
(R), transmission (T ) coefficients of the film and a coefficient ηexp dependent on the particular
experimental setup [4]:
F = ηexp ·
A(L)︷ ︸︸ ︷
[1−R(L)− T (L)] ·Finc, (6.3)
where L is the film thickness. The coefficient ηexp describes losses due to the energy dissipation
into the supporting grid (most likely via ballistic electrons [239]) and/or electron ejection
[238]3. The independent time-resolved optical absorption study arrived at ηexp = 0.5 [4].
3Although the fluences used here induce temperatures significantly less than the Au work function,
WAu = 5.1 eV.
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With absorption A(L) measured to be 0.22 (0.46) for a 10 nm (35 nm) film, we relate the
three incident fluences Finc = 27, 41 (10 nm films) and 108 mJcm
−2 (35 nm film) to the
corresponding absorbed fluences of F = 3.0, 4.5 and 25.0 mJcm−2.
6.3.2 Atomistic system
6.3.2.1 Ground-state interatomic potential
To simulate the ionic system of Au we have used a recent embedded atom model (EAM)
ground-state potential developed by Sheng et al. [256]. It is highly optimised to correctly
reproduce the thermal (melting point and latent heat of melting) and structural properties of
Au; see Tab. 6.1. Ensuring correct thermal parameters in the model is crucial to correctly
describe the melting dynamics as a function of the energy delivered by the electron-phonon
coupling. Overall, the potential performs much better than the previously developed EAMs
for Au, such as the commonly used ones developed by Johnson [257], Foiles et al. [258], Lee et
al. [259] and Gronchola et al. [260].
Table 6.1: The performance of the EAM Au potential by Sheng et al.. Data obtained from
[256, 261].
Property Symbol Unit Sheng et al. exp.
Melting point Tm K 1281 1337
Latent heat of melting Hm kJ/mol 11.1 12.55
Crystalline specific heat capacity Cc J/(kg K) 122 129
6.3.2.2 Electronic temperature dependent potential
Our ab initio calculations show a significant shift in the interatomic potential minima (a0)
with electronic temperature (i.e. ∆a0 >1% at T
′
e & 9, 000 K, or T ′e & 0.8 eV). This implies
that in the high absorbed fluence regime, where Te & 9, 000 K is expected, the ground-state
potential will not capture the additional forces coming from such a shift and therefore it will
no longer be a good approximation. An electronic temperature dependent (ETD) potential
could in principle capture such additional “non-thermal” effects.
We use the only available electronic temperature dependent (ETD) potential for Au recently
developed by Norman et al. [87], which was parameterised with respect to three Te points (0.1,
3.0 and 6.0 eV) by the force-matching technique [86] and interpolated (originally) in Te with a
second order polynomial. It correctly reproduces the thermal (Tm ∼ 1200 K) and mechanical
properties of gold. We interpolate this potential (specifically its pair interaction and density
parts, while keeping the embedding part unchanged) with cubic splines in 0.05 eV increments;
see Fig. 6.2. We examine if it reproduces the increase of the ab initio results of lattice spacing
shift with Te.
In Fig. 6.3 we present the mismatch between the EDT potential and the ab initio cal-
culations of a(Te). Such a discrepancy can be attributed to the fact that the EDT was not
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Figure 6.2: Selected cubic spline interpolation Te points of the pair interaction (left panel)
and the charge density (right panel) of the EDT EAM Au potential.
explicitly fitted to this property and the limited number of Te points in the potential (we only
extrapolate within the 0.1-0.3 eV range, while the “closest” Te points available are 0.1 eV
and 3.0 eV). We make the assumption that the shift of the potential minima is the most
important non-thermal change in the interatomic interaction. Therefore to ensure that the
potential used in the model accurately reproduces the ab initio modified parameter at high Te,
we match the Te values obtained from the 2T-MD simulations with the ab initio a(Te) values,
and subsequently map these onto the interpolated ETD potential Te increment. For instance,
in the F = 25 mJcm−2 simulation we choose an ETD potential at the 0.2 eV increment, which
corresponds to the Te averaged over the first 3 ps of the 2T-MD simulation. For simplicity,
the ETD potential was changed in 0.05 eV steps, where 0.1 eV represents the ground-state.
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Figure 6.3: Lattice parameter change as function of electronic temperature in Au: (blue)
cubic-spline interpolated EDT, (red) ab initio data. The maximum electronic temperatures
reached in the three different simulations are represented by vertical dashed lines. Parts of the
figure reproduced from [3].
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6.3.3 Simulation setup
To represent the experimental setup, we model a 10 nm <001>-orientated Au film with an MD
simulation cell containing 250k atoms (20.4× 20.4× 10.2 nm); and a 35 nm <001>-orientated
Au film with a simulation cell containing 860k atoms (20.5× 20.5× 35.9 nm). The overlaying
Te and Ti temperature cells are cubes with a side length of ∼ 1.4 nm. The simulation setup
is schematically presented in Fig. 4.5. To allow for uniaxial expansion of the free standing
film, the MD simulation cell has two free (001) surfaces and periodic boundary conditions
are applied in the lateral directions. When the MD system expands in the (001) directions,
the ionic temperature cells become activated once populated with a certain number of atoms
(usually around ten atoms per cell in order not to activate them when sputtering occurs).
We used a constant time-step of 1 fs for the MD part of the calculations. Since we consider
a homogeneous excitation at each time-step, the finite difference solver time-step was equal to
the MD time-step. We have checked for the conservation of the total energy (electrons and
ions) for ∆t = 1 fs. The atomistic configurations were pre-equilibrated in an NPT ensemble
(1 atm, 300 K) and subsequently in an NVT ensemble at 300 K. When calculating the local
ionic temperature, we consider the “thermal” velocities only (Eq. 4.34), discounting for the
centre of mass motion due to uniaxial expansion.
6.4 Results for 10 and 35 nm Au thin-films
6.4.1 Comparison with experiment
Figure 6.4 shows a very strong dependence of the measured Bragg characteristic decay time
on the absorbed fluence. At F = 1 mJcm−2, about half of the normalised signal is detected
at 30 ps, while at F ′ = 7.1 mJcm−2 (F = 25 mJcm−2 normalised to the 10 nm film thickness)
the signal is half of the original intensity already at 2 ps.
The 2T-MD model gives an excellent agreement between the measured and the calculated
Bragg peak evolution for the whole time domain of the experiment for the two lowest absorbed
fluences without any adjustable parameters. Notably, the model reproduces the short time
behaviour (i.e. the quick initial drop of the signal at t . 3 ps) and the longer-time behaviour
for all Bragg peaks.
At high fluence, however, the ground-state EAM potential predicts a slower Bragg decay
time than the one measured. Given the excellent theory-experiment agreement at lower flu-
ences, this implies that other physical effects must be more significant in this absorbed energy
regime. Indeed, such rapid loss of the Bragg peak intensities cannot be explained with a
thermal model, i.e. one which assumes the electron-phonon coupling as the sole energy trans-
fer channel. We infer that the modified interatomic interaction (i.e. a non-thermal effect),
manifesting itself as an increase of the lattice parameter and hence an electronic pressure
on the ions, will be non-negligible at this fluence. To capture this effect, we have used the
electronic-temperature dependent (ETD) EAM potential in 2T-MD for the highest fluence and
accurately reproduced the experimental UED results (see Fig. 6.4).
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Figure 6.4: Direct comparison between experimental (data points) UED Bragg peaks and
the theoretical peaks (solid lines). (a) F = 3.0, (b) F = 4.5, (c) F = 25.0 mJcm−2. The
dashed lines represent the results obtained with a ground-state potential, while the solid lines
represent the ETD EAM potential. Parts of the figure reproduced from [3, 4].
The structure factor S(Q) calculation scheme presented in Sec. 4.4.1 is based on a scattering
equation for a random sample orientation4, which is applicable in the case of a crystalline
powder [216]. However, we are analysing the experimental UED scattering patterns of a
mono-crystalline sample taken from a particular beam axis direction. The UED beam axis was
placed normal to the (001) film surface (i.e. on the [001] zone axis) and therefore any peak
splitting or shifts, which result from the uniaxial sample expansion in the (001) directions, are
not detectable in the experimental setup. However, these effects and additional reflections not
seen due to the particular beam axis direction, can be seen in the calculated pattern. For this
reason, any visible peak splitting in the structure function S(Q) is neglected and we compare
only the areas under the main Bragg peaks. Figure 6.5 shows the temporal evolution of the
computed S(Q) pattern for the F = 4.5 mJcm2 (10 nm) case. In the early stages, when only
one peak is visible, we integrate the whole peak (subtracting the background) and we neglect
the secondary peak when it was well separated from the original one, in effect integrating over
the experimentally allowed Bragg reflections only.
4S(Q) is obtained from a one-dimensional sine Fourier transform of the pair density function.
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Figure 6.5: Time evolution of the pair density function (left panel) and the corresponding
structure factor (right) computed for F = 4.5 mJcm2 (10 nm). In the 2T-MD model peak
splitting is caused by the uniaxial expansion of the sample. Peak splitting is not detected in
the experimental setup due to the beam axis direction. Figure reproduced from [3].
6.4.2 Characterising the melting processes
Given the excellent agreement between the experimentally measured Bragg peaks with the
computed ones, we can use the wealth of structural information from the 2T-MD model to
describe the melting dynamics behind the Bragg peak evolution. We have identified three
types of melting: heterogeneous, homogeneous and ultrafast “non-thermally” driven melting,
which we discuss in turn.
The low absorbed fluence (F = 3.0 mJcm−2) delivers just enough energy to the sample to
melt it entirely. The melting process starts with the pre-melting of the free surfaces and contin-
ues as heterogeneous thermal melting by melt front propagation (see Fig. 6.6). The speed of the
melting front propagation is about 0.3% of the speed of sound in Au, which is consistent with
previous simulations for photo-excited Ni films [188]. Two melt fronts connect a thin filament
at 400 ps, which subsequently grows. At 1.5 ns only a small pocket of crystalline gold remains
in the middle and the film melts almost entirely. This is consistent with experiment - the film
cannot be found on the UED sample holder seconds after the measurement. During melting
the local temperature never exceeds the so-called limit of crystal stability (∼ 1.25 · Tm [60]),
but exceeds Tm (see Fig. 6.9). This maximum superheating temperature 1.25 · Tm criterion is
an upper kinetic limit of crystal stability, above which homogeneous melting occurs through-
out the system [263]. The crystalline gold remains slightly superheated until it is overrun by
the cooler melt front. As expected, the solid to liquid phase transition is accompanied by the
decrease in density. Throughout the melting processes, the sample oscillates to a very good
approximation with a frequency of 2L/vc, where L and vc are the sample thickness and the
sound velocity in Au at equilibrium conditions. Such oscillations can be identified in the time
evolution of the sample density and pressure presented in Fig. 6.11 and Fig. 6.12, respectively.
At medium absorbed fluence (F = 4.5 mJcm−2) the ionic temperature reaches the melting
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Figure 6.6: 2T-MD simulation (F = 3.0 mJcm−2, L = 10 nm) cross-section showing centro-
symmetry (top), density (middle) and lattice temperature (bottom). At this fluence hetero-
geneous melting is the dominant processes with the melt fronts propagating from the free
surfaces. These liquid fronts are typically undercooled. The local temperature exceeds the
melting point (Tm), but not the crystal stability criterion (1.25 · Tm). The atoms in the top
panel are coloured according to their nearest-neighbour averaged centro-symmetry parameter,
red with Φ > 0.45 and blue with Φ ≤ 0.45. The local atomic densities and temperatures are
averaged over the neighbouring atoms over distances of 19 A˚ and 12 A˚, respectively. Data
visualisation performed with [262]. Arrows indicate the direction of the pump laser. Parts of
the figure reproduced from [3].
point quicker (at 6 ps) and remains superheated between 6-12 ps (Tm < Ti < 1.25 · Tm),
see Fig. 6.7. During this time, the homogeneously distributed seeds of molten phase in the
sample are created and destroyed. After 12 ps, the temperature increases beyond the crystal
stability limit (1.25 · Tm) locally and the molten seeds, which serve as nucleation sites, grow
and coalesce until the sample melts entirely at around 20 ps. Interestingly, the average sample
temperature does not exceed the 1.25 · Tm limit and therefore the crystal structure does not
collapse immediately. Such a collapse, which completes in ∼ 3 ps, was reported in [60] in the
2T-MD model for a higher fluence. Heterogeneous melting, as in the case of lower fluence, is
also observed, but it is much slower than the homogeneous counterpart. This complex melting
processes is accompanied by oscillations in temperature and the film thickness (see Fig. 6.9 and
Fig. 6.11). The overall dynamics is consistent with the recent theoretical predictions [192, 194].
The liquid radial distribution function of the molten sample (t > 20 ps) and the larger molten
pockets that form during the melting process are equivalent to the equilibrium liquid gold at the
same pressure and temperature (Fig. 6.13). The 2T-MD simulation shows that the disordered
state of gold nano-films is equivalent to equilibrium liquid gold, in contrast to “exotic” highly
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Figure 6.7: 2T-MD simulation (F = 4.5 mJcm−2, L = 10 nm) side-view showing centro-
symmetry (top), density (middle) and lattice temperature (bottom). At this fluence homo-
geneous melting occurs by nucleation site growth. The ionic temperature reaches beyond the
1.25 ·Tm threshold locally before 12 ps and the melting completes at 20 ps. Colour-coding the
same as in Fig. 6.6. Parts of the figure reproduced from [3].
coordinated liquid states, which have been proposed for photo-excited semiconductors [264].
At the highest fluence (F ′ = 7.1 mJcm−2) due to the significant change of the interaction
potential, the core of the sample becomes initially compressed. The global electronic pressure
change resulting from the high Te modified forced interactions is 3 GPa. The pressure reaches
a maximum of 5.5 GPa at 3 ps with the additional pressure coming from the heating induced
by electron-phonon coupling, as seen in Fig. 6.12. For comparison, a maximum of 1.5 GPa
is reached in the case of the 4.5 mJcm−2 fluence due to the electron-phonon coupling. For
this absorbed fluence, the expansion is very rapid and the fronts of lower density propagate
from the free surfaces and are followed by the melt fronts (Fig. 6.8). The melting therefore
can be described as heterogeneous , but it completes much quicker than in the “thermal”
case of F = 3.0 mJcm−2. In fact, melting at this fluence involves thermal (electron-phonon
coupling) and non-thermal (Te-dependent forces) effects. The former dominates within the first
ps and is responsible for the initial rapid drop of Bragg peak intensity. Due to this complex
interplay of thermal and non-thermal processes this melting behaviour can be therefore referred
to as “non-thermally accelerated melting”. It is not purely non-thermal, as it occurs above
the melting temperature and has a strong thermal (i.e. electron-phonon coupling induced
heating) component, unlike the photo-excitation induced melting processes proposed for Si
[265]. Similarly to the previous two cases, we did not see any significant difference in the
laser-induced disordered state self-diffusion coefficient (Fig. 6.10) and pair density function
(Fig. 6.13) from equilibrium liquid gold. Notably, the density of the non-equilibrium liquid
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Figure 6.8: 2T-MD simulation (F = 25.0 mJcm−2, L = 35 nm) cross-section showing centro-
symmetry, density, forces and the local lattice temperature. The melting process is inhomo-
geneous, while the sample rapidly expands. Build-up of forces in the middle of the sample at
around 3 ps is apparent. These result from both the Te potential and electron-phonon coupling
effects. Colour-coding the same as in Fig. 6.6. Parts of the figure reproduced from [3].
gold at 9 ps (1800 K, 2 GPa) is 0.051 atoms/A˚
3
, which is approximately that of an equilibrium
(i.e. Te = Ti) liquid at 2000 K and 2 GPa. This temperature difference can be attributed to the
modified lattice parameter at high Te. The diffusion coefficients of 3.5 · 10−9 m2/s (calculated
with ETD potential) for the non-equilibrium gold and 4.1 · 10−9 m2/s (ground-state potential)
for equilibrium gold are also very similar.
6.4.3 Ablation
In the highest fluence case (F = 25 mJcm−2) once the system is entirely melted (after 8 ps), it
continues to expand until small voids are created in the middle at around 20 ps (see Fig. 6.14).
These voids subsequently coalesce (around 30 ps) and the film is held together only by a small
filament (100 ps), at which point the expansion stops. We can make a reasonable assumption
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Figure 6.9: Time evolution of global averaged electronic and ionic temperatures for: (green
line) F = 3.0 mJcm−2, (red) F = 3.0 mJcm−2 and (blue) 25 mJcm−2. The horizontal lines
represent the melting point of the ground state EAM potential (Tm = 1281 K) and the crystal
stability limit (1.25 · Tm). Parts of the figure reproduced from [3].
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Figure 6.10: Time evolution of the self-diffusion coefficient (D) for three fluences as calculated
from the mean-square displacements in the lateral directions only for the whole sample (circles)
and molted pockets only (squares), which were identified by the centro-symmetry parameter
at Φ > 0.55 and t = 16 ps. The horizontal lines indicate the self-diffusion for equilibrium bulk
gold at 1300 K and and 1400 K (both at 1 atm). Parts of the figure reproduced from [3].
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Figure 6.11: Time evolution of the density and the surface expansion velocities (inset) for
three fluences. The cases of F = 3.0 mJcm−2 and F = 4.5 mJcm−2 show periodic oscillations,
while the sample at F = 25 mJcm−2 becomes continuously less dense in the time frame
presented here. Parts of the figure reproduced from [3].
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Figure 6.12: Time evolution of the global pressure for three fluences. The pressure for
the two smaller fluences oscillates with the same frequency as the densities. In the case of
F = 25 mJcm−2 due to the change of the potential the initial pressure is at 3 GPa. It reaches
a peak of 5.5 GPa at 3 ps due to the electron-phonon coupling. The pressure relaxes at around
30 ps. The discontinuities in the pressure stem from the change in the EDT EAM potential in
Te = 0.05 eV steps.
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Figure 6.13: Pair density snapshots for the liquid structure produced by the three fluences.
The green background represents a pair density function of equilibrium bulk gold (1400 K and
1 atm). No significant structural difference between the non-equilibrium disordered gold and
“ordinary” equilibrium gold can be seen.
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Figure 6.14: The 2T-MD simulation (variable ETD EAM potential) of F = 25 mJcm−2 at
15-100 ps. Colour-coding represents the density. At this fluence the 35 nm sample almost
ablates with two parts being help by a thin filament at 100 ps. Parts of the figure reproduced
from [3].
that slightly above the fluence used here the sample would most likely break into two in a
mechanism similar to a “short-term” laser ablation described in [87]. It needs to be noted that
we neglect here the blast force [191], which results from the Te gradients. It typically occurs
when a laser interacts with thicker samples and can enhance this ablation-like process. The
experimental minimum absorbed fluence ablation thresholds for single pico- or sub-picosecond
pulses in gold (10 mJcm−2 [266], 20 mJcm−2 [267]) are difficult to compare to, as ablation is
typically studied in bulk samples. Nonetheless, F = 25 mJcm−2 for near-ablation, compares
reasonably well.
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6.5 Discussion and summary
We have achieved an excellent agreement between the rigorously ab initio parameterised 2T-
MD simulations and the state-of-the-art ultrafast electron diffraction experiments of photo-
excited thin-film gold. The quantitative theory-experiment agreement on Bragg peak evolution,
which we have achieved across all fluences and within the whole measured time domains,
enables us to describe the lattice heating effects and structural changes. The 2T-MD model
has enabled us to identify three types of melting processes in Au: heterogeneous , homogeneous
and non-thermally accelerated melting.
We have additionally tested whether we were able to reproduce the experimental results
by a different combination of the electron-phonon coupling and the absorbed fluence. We have
found that, for the first two fluences, the short-term behaviour of the Bragg peak is sensitive
to the choice of the electron-phonon coupling at 300 K (G0), while the long term behaviour
is dependent on the absorbed fluence. We are, therefore, confident that the experiment and
theory mapping we have achieved is unique. This implies that the 2T-MD model, which
works on the same spatiotemporal scale as the experiment, captures the essential physics of
melting of thin-films and, therefore, the atomistic description obtained from the MD part
provides an accurate description of the melting processes. It is not too bold to assert that we
have therefore observed the melting processes of gold on a picosecond timescale, not as the
dynamics of the individual atoms, but as a “statistically averaged” movie of a phase transition.
This is also akin to providing the solution to the inverse problem of structure determination
from the diffraction pattern in time. The 2T-MD method is highly transferable, as most of
the parameters are available for other metals, and therefore it can be potentially applied to
describe photo-induced phase transitions in different materials.
The excellent experiment and model agreement without any fitting parameters has in effect
experimentally validated the two-temperature approach for the first time - a theory which has
been first proposed in the early sixties in [35]. We have also provided an electronic temperature
threshold for the applicability of the ground-state interatomic potential approximation for Au,
T ′e ≤ 0.8 eV. The conclusion regarding the electronic temperature dependent lattice spacing
and hence enhanced sample expansion can be verified by further experiments measuring surface
expansions speeds, such as ultrafast Fourier domain interferometry (as used in [182]). Lastly,
the 2T-MD model enabled us to predict the expansion speed velocities and therefore tackle
the isochoric warm dense matter notion for free-standing films prevalent in literature [172].
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Swift heavy ion tracks
 Attribution: Parts of the research presented here are published in [6]. Some
of the ideas, but not results, developed in this section are published in [2, 7, 8].
7.1 Introduction
This chapter analyses the physics behind the latent track formation using the inelastic thermal
spike (iTS) model and its band-gap extension (eiTS). The iTS scheme is based on the two-
temperature (2T) approach, while eiTS solves a Boltzmann transport equation for carriers
(electron-hole pairs) and their energies, rather than for the electronic temperature explicitly.
We apply these schemes to study two exemplar semiconductors, namely Si and Ge. We start
by analysing the latent track formation in silicon, where we describe in detail the continuum
solution to eiTS (Sec. 7.4.1) and then compare it to the MD-coupled version of both iTS
(Sec. 7.4.2.1) and eiTS (Sec. 7.4.2.2). We sample the free parameter space of the iTS-MD in
Si and discuss the model’s limitations. For germanium, we present the results from the eiTS
(continuum and MD-coupled) model only (Sec. 7.5). The eiTS model results reported here
provide us with the evolution of the electronic and ionic temperatures, and carrier density. In
addition, the MD-coupled versions of both models offer an insight into the track evolution and
morphology, which is important for a precise experimental comparison.
We concentrate our analysis on Si and Ge, as these are band-gap materials and hence are
complex to simulate effectively in the thermal spike formalism. Owing to this fact, the model-
ling effort of swift heavy ion (SHI) impacts in band-gap materials remains quite controversial.
However, we have selected Si and Ge for this study, as the electronic transport properties of
both are very well characterised and therefore modelling these could form a starting point for a
general model for band-gap materials. The long-term goal of this study is to build a predictive
and transferable modelling scheme, which will enable us to accurately and precisely determine
the latent track radii cross-sections for any SHI impact. We have made some progress towards
this goal - we test the eiTS model by reproducing the tracks measured in Si and Ge using only
one fitted parameter, namely the electron-phonon relaxation time, with some success.
The chapter concludes with a brief note on the results that can be obtained from ab initio
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DFT modelling in the context of applicability of the thermal models, such as iTS and eiTS,
to high electronic excitations produced by swift heavy ions. It also gives recommendations for
future research avenues.
7.2 Model parameters for Si and Ge
7.2.1 Parameters for iTS
Here we present only the electronic parameters of Si, as we discuss the iTS results only in the
context of iTS-MD. In the MD-coupled scheme the ionic system parameters are handled at the
level of interatomic potentials, which are discussed in Sec. 7.2.3. One of the main criticisms
of the iTS model is the requirement for a small set of electronic system parameters, many of
which are poorly characterised or not known. These are namely, the electronic specific heat
capacity Ce, electronic diffusivity De and electron-phonon relaxation time τep, which we discuss
in turn.
The electronic specific heat capacity’s linear dependence on the electronic temperature
Ce(Te) = Γ Te is the most prevalent form in the literature. In Si, the scale factor Γ is
usually set to 5.925 · 10−5 J/(cm3 K2) [150], which derives from the free electron gas model
that is applicable to metals only1. The heat capacity is also typically assumed to become
constant, Ce(Te) =
3
2nekB for Te > TF with TF = 12000 K being the Fermi temperature of Si.
Such a formulation has severe limitations. First of all, the electronic specific heat capacity is
approximately zero and increases slowly for temperatures Te << Eg, where Eg is the band-gap,
due the presence of the gap between the conduction and valence bands. Secondly, there is no
justification to cap Ce at any particular temperature and to a particular number of carriers.
During SHI irradiation, the local temperatures can be in excess of several or even tens of eV.
This is enough to excite also the core electrons, which can then contribute to the specific heat
capacity. A comparison of a crude free electron gas model (due to [150]) and an ab initio
calculation is shown in Fig. 7.1.
An accurate determination of the electronic diffusivity De(Te) at high electronic temperat-
ures has not been achieved to date. This is because at very high excitations it is true to some
extent that “hot electrons in the conduction band of an insulator behave like hot electrons
in metals” [150, 157], and therefore the ground-state value of De, if measured, can be orders
of magnitude different to the high Te one. Typically, the predictions of the De(Te) evolution
are made by comparing the results of models to track radii. Toulemonde et al. [268] stated a
maximum value of the order of 2 cm2/s in highly excited insulators, which was then used for
fits in [150]. These arguments are based on a relationship of diffusivity to the electron-phonon
mean free path, λ, and by arguing that λ cannot be significantly less than the interatomic dis-
tance. However, it needs to be noted that a rigourous theoretical consideration is still missing.
Also, in the iTS model for band-gap materials, the diffusivity relates to electronic temperature
1The scaling factor is also written as Γ = ne(pi
2k2B/2F ), where ne is the number of valence electrons, kB
the Boltzmann constant and F is the Fermi energy; F = (~2/2me)(3pi2ne)2/3, where ~ is Planck’s constant
and me is the electron mass; see also Sec. 5.2.
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Figure 7.1: The electronic specific heat of Si. Mismatch between the ab initio DFT calculation
and the crude free electron gas model (due to [150]) is very pronounced, particularly at low and
high electronic temperatures. Such discrepancy will lead to large errors in the initial electronic
temperature evaluation after a SHI impact. DFT data: courtesy of Y. Giret.
diffusion, rather than ambipolar carrier diffusion only. It is hence an “effective” parameter, as
it encompasses both carrier diffusion and their kinetic energy conductivity.
The electron-phonon relaxation time (τep) dependence on other parameters is still a subject
of an ongoing debate. Here, τep = Ce/G, where G is the electron-phonon coupling strength.
The simplest approach to modelling is to use a constant value for τep; typical values for bulk
Si are in the 0.3-0.5 ps range, yet values of 0.08-0.68 ps have also been reported [41]. Different
electronic temperature dependencies have been published in literature (listed in [50]). However
all of these approaches assume that τep can be related to the energy exchange in the electronic
system, such as the mean free path of electrons, and therefore to the electron transport proper-
ties. This is not true, because the electron-electron interactions are governed by the exchange
of momentum, while the electron-phonon ones by the rate of exchange of energy and hence
they must be described by two separate timescales [230].
All in all, the value of the electron specific heat capacity can, at least in principle, be
obtained with very high accuracy. However, this cannot be said about the electron-phonon
relaxation time and its dependence on electronic temperature, which are poorly known from
both theoretical and experimental viewpoints. Likewise, the behaviour of the diffusivity at
high electronic temperatures is not known. Therefore, in practice we have two adjustable
parameters, namely a constant τep and the diffusivity De. When using the iTS model, we
treat τep and D0 as constant adjustable parameters, however we use the De(Te) = D0 · T−1e
relationship due to [150].
7.2.2 Parameters for extended iTS
The electronic structure parameters required in the extended iTS are: Auger recombination,
impact ionisation, band-gap and electron/hole thermal conductivities, in addition to τep. How-
ever, the knowledge of Ce is not explicitly required, because in eiTS it can be obtained from
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the carrier density via Ce−h = 3NkB +N
∂Eg
∂Te
. This expression, combined with the DFT know-
ledge of Ce−h, puts a constraint on the initial carrier number generated by a SHI impact [51].
Note that we are using electron-hole e−h, and electron e subscripts in relation to the iTS and
eiTS models, respectively. The first three parameters can be relatively easily obtained from
measured values for both Si and Ge and used under the assumption that they are applicable
under heavy SHI-induced non-equilibrium conditions. However, carrier thermal conductivities
are more difficult to estimate. A starting point is to relate these to the experimentally meas-
ured carrier mobility values. The Wiedemann-Franz law states that the ratio of the electronic
contribution to the thermal conductivity (κ) and the electrical conductivity (σ) is proportional
to the temperature (T). The generalised Wiedemann-Franz law [50] states that:
κe−h(Te) =
(
5
2
− p
)(
kB
q
)2
qµe−hNTe (7.1)
where p is the correction factor, q is the elementary charge and µe−h is the electron-hole
mobility. Note that in the current simulations we are imposing a local charge neutrality
condition, which implies that µe−h = 12(µe + µh). The Wiedemann-Franz law was initially
formulated empirically for metals and should be applied to insulators with great care, in
particular the mobility values (µe−h) need typically to be adjusted for lattice and electronic
temperatures. This can be done in two ways (adapted from [50]): (i) using the model after
Baccarani et al. [269], i.e.
µ(Te)
µ0
=
Ti
Te
, (7.2)
where µ0 denotes the equilibrium mobility at T = 300 K; (ii) or alternatively the model after
Ha¨nsch [270]:
µ(Te)
µ0
=
(
1 +
3
2
µ0kB
qτepv2s
(Te − Ti)
)−1
, (7.3)
where vs is the velocity of the electron (taken as 10
5 m/s) and τep is the electron-phonon
relaxation time. This expression was derived under homogeneous conditions, where the energy
flux is proportional to the particle current, which is not the case in the eiTS model and therefore
the former and simpler formulation is subsequently used giving κe−h ∝ N ·Ti. In similar studies,
high density of carriers impact on the mobility and on screening of electron-ion interaction is
sometimes also taken into account [271]. Finally, experimentally measured expressions for κe
and κh can also be used at relatively low temperatures (as in [45]).
The parameters relating to the atomistic lattice, such as thermal conductivity κi(Ti), spe-
cific heat Ci(Ti) and latent heats of melting and vaporisation (Hm and Hv, respectively) are
well-known from experimental measurements at equilibrium; see Tab. 7.2.
7.2.3 Interatomic potentials for Si and Ge
In order for the hybrid MD method to accurately describe the physics behind the SHI track
formation and improve on the continuum description, the choice of an accurate interatomic
potential is critical. In particular, the primary selection criteria for a “good” potential for this
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Table 7.1: Electronic system parameters for Si and Ge used in eiTS.
Quantity Symbol Si Ge unit
Ambipolar diffusivity [272] D 18 · (300 K/Ti) 65 · (Ti/300 K)−1.5 cm2/s
Impact ionisation [272] γ 3.6 · 1010 exp(1.5Eg/kBTe) neglected s−1
Band gap [273] Eg
1.16− 1.5 · 10−8N1/3
−7.02 ·10−4 T 2i /(Ti+1108 K)
0.803− 3.9 · 10−4 Ti eV
Auger recombination [274] δ 3.8 · 10−31 ∼ 1 · 10−30 cm6/s
Electron mobility [275, 276] µe ≤ 1400 ≤ 3900 cm2/(Vs)
Hole mobility [275, 276] µh ≤ 450 ≤ 1900 cm2/(Vs)
Table 7.2: Model lattice parameters for Si (used in continuum eiTS).
Property Symbol Value
Melting temperature Tm 1683 K
Vaporisation temperature Tv 2954 K
Solid density at Tm ρs 2.32 g/cm
3
Liquid density at Tm ρl 2.50 g/cm
3
Latent heat of melting at Tm Hm 1797 J/g
Latent heat of vaporisation at Tv HV 13, 722 J/g
Specific heat capacity Ci [J/(g K)]
Ci = −0.1354 + 4.486 · 10−3 T − 5.207 · 10−6 T 2 (60 K ≤ T < 300 K)
Ci = 0.7007 + 1.469 · 10−4 T + 3.183 · 10−8 T 2 (300 K ≤ T ≤ Tm)
Ci = 1.045 (T > Tm)
Thermal conductivity κi [W/(cm K)]
κi = 1042 T
−1.158 (60 K ≤ T ≤ Tm)
κi = 0.14 (Tm < T ≤ Tv)
κi = 8.76 · 10−5 T 1/2 (T > Tv)
purpose are its ability to reproduce the following properties: melting temperature (Tm), latent
heat of melting (Hm), solid (crystalline) to liquid density change (∆ρc−l) and amorphous struc-
ture from quenched melt. The first two are critical to ensure that the potential reproduces the
correct melting energetics; the remaining two are to ensure the correct latent track formation
dynamics and final track morphology.
For Si, the modified Tersoff potential (MOD) performs very well. It correctly describes
the crystalline, liquid and amorphous phases of Si (see [277] for a review) and reproduces the
thermal properties (Tm, Hm, ∆ρc−l) and amorphous structure from quenched melt correctly.
On the other hand, the potential has too high density increase at melting and thermal ex-
pansion. We also note that it is one of the very few potentials that has been very recently
parameterised with respect to electronic temperature (Te) [278]. This is an additional reason
why it is preferable, since it is anticipated that non-thermal effects in irradiated silicon will be
studied using a Te-dependent potential in the future. The MOD potential key properties com-
pared against Tersoff T3 (third revision of the Tersoff potential for Si) and Stillinger and Weber
(SW) [203] are shown in Tab. 7.3 (after [277]). In this chapter, we are reporting the results
obtained using the T3 potential, which reproduces the amorphous structure and crystalline-to-
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Table 7.3: Interatomic potential comparison for Si (after [277, 279]). The best fits to the
experimental data for a particular property are in bold.
Property Symbol Unit SW [203] T3 [201] MOD [202] exp. [277]
Melting point Tm K 1691 2547 1681 1683
Latent heat of melting Hm kJ/mol 30.9 41.8 33.7 50.6
Density change ∆ρc−l
ρl
ρc
[%] 7.7% 2% 14% 10%
Liquid coordination 4.89 4.6-5.0 5.6 6.4
Amorphous density ρa g/cm
3 2.341 2.291 2.311 2.05-2.52
Latent heat of amorphisation Hc−a kJ/mol 30.9 41.8 33.7 50.6
Crystalline specific heat capacity Cc J/(g K) 0.999 1.00 1.02 1.04
Liquid specific heat capacity Cl J/(g K) 1.256 1.3 1.17 1.04
liquid density change, however it does not reproduce the melting point well. We chose T3 due
to technical constraints, i.e. the initial lack of the MOD implementation in DL POLY (which
was later fixed with the help of the present author).
For Ge, we will be using a Tersoff potential form too with the parameters from [280].
Similarly to the Si case, this potential reproduces the solid and amorphous phases well, however
it overestimates the melting point by about 1000 K.
7.3 Simulation considerations
7.3.1 Continuum-only
The continuum-only eiTS model is solved with a custom code using the algorithms described
in Sec. 4.3.4. For Si the electronic and ionic parameters are listed in Tab. 7.1 and Tab. 7.2,
respectively. We simulate Si over 100× 100× 1 with a grid point volume of ∆V = 10 A˚. We
use a constant time-step of ∆tFD = 2.5 as, which conserves the total energy of the system
(sum of the lattice and carriers systems). The initial energy deposition in the lateral directions
is Gaussian of σ = r′ion = 0.75 A˚ (see Tab. 2.1) corresponding to a specific ion energy of
E′ = 0.07 MeV/u, while the time deposition is a decaying exponential with a characteristic
time of τd = 1 fs. The boundary conditions (Neumann) confine the evolved quantities (i.e.
Ti, N and U) in the direction normal to the SHI impact. In the lateral directions Robin’s
boundary conditions are applied, to reflect energy dissipation into the bulk, which converge to
the following values:
N⊥ → Neq ' 10−9 nm−3
U⊥ → 1.19 · 10−9 eV
Ti⊥ → 300 K.
7.3.2 MD-coupled
For iTS-MD swift heavy ion simulations in Si, the ionic system is subdivided into temperature
cells, typically ∼ 10 A˚3 in size or coarser. This, for a relatively small system of 50 × 50 × 10
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unit Si cells (200k atoms), corresponds to 25 × 25 × 5 coarse grained ionic temperature cells
(CIT) and a larger 75×75×5 grid of electronic temperature cells (CET). Since the swift heavy
ion travels at a normal incidence through the centre of the simulation cell we use Neumann
boundary condition to confine the electronic energy in the z-direction. Therefore, only 5 (plus
the additional 2 on each side for the ‘halo’ region) CETs are used in the z-direction. Additional
CETs simulate the infinite bulk in the x,y-directions. Here the ‘halo’ regions are governed by
Robin’s boundary conditions with Te converging to 300 K representing the electrons in the ‘rest
of the system’. The ionic system is not thermostated at the boundaries. The total simulation
time is typically 80 ps. The iTS-MD model is run with a constant MD time-step of ∆tMD = 1 fs
and a variable time-step for the (iTS) finite difference scheme, ∆tFD, having checked that it
conserves energy under such strong non-equilibrium conditions. The initial energy deposition
by an SHI is the same as in the continuum eiTS model.
For the eiTS simulations of Si, the same setup of 200k atoms is used, but divided into
25×25×5 CITs and a slightly smaller 50×50×5 CET grid due to the computational overhead
associated with the grid size. We use the same boundary conditions as in the continuum case.
We evolve the system over 50 ps with a constant MD time-step and a constant continuum part
time-step of ∆tFD = 1 as.
For eiTS simulations of Ge we also use 200k atoms (simulation cell size: 28.36 × 28.36 ×
5.67 nm) with same number of grid points as for Si (CIT: 25× 25× 5, CET: 50× 50× 5). We
additionally use stochastic boundary conditions in the ionic part of the system in the lateral
direction (thickness of 1 nm at 300 K). The main difference to the eiTS Si setup is the initial
lateral energy deposition, which was taken as a Gaussian with σ = r′ion = 1.24 A˚ corresponding
to E′ = 0.07 MeV/u (Eq. 2.13).
7.3.3 Miscellaneous considerations
Optimal use of computational resources is paramount in sub-femtosecond time-step simula-
tions, which are aimed to run for tens of picoseconds. A typical eiTS continuum solver simu-
lation time-step (∆tFD) for a grid of size ∆V = 10 A˚
3 is ∆FD < 10 as, which is equivalent to
> 100·∆tMD = 1 fs. In both model types (the continuum and the MD-coupled one), when most
of the energy from the electronic system is transferred to the ionic one, they become decoupled
and only the atomistic system is subsequently evolved. The minimum time-step required to
evolve a heat equation in Si for the atomistic system is ∆tFD ∼ 2.5 as (cf. ∆tMD = 1 fs),
and so decoupling can speed up both simulation types significantly. Earlier simulations (which
neglected the terms in ∇2Eg) show that after a 60 keV/nm event in Si (τep = 0.5 ps) 99.9%,
99.95% and 99.99% of the energy is transferred to the atomistic system in 2.1 ps, 2.4 ps and
3.2 ps, respectively. Note that the errors carried in the discretisation of the initial Gaussian
spike, both in time and space, for a narrow mean deposition radius in Si are of the order of
∼ 0.5%. Therefore it would be reasonable to decouple the electronic and ionic systems, once
most of the energy transfer is complete, by a simple order of an uncertainty argument. For the
continuum and MD-coupled eiTS models we thus decouple electronic system from the ionic
systems at around t ∼ 2.0 ps.
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Initial eiTS model simulations, which allowed for a two-way energy exchange (from carriers
to ions and vice-versa) indicated that much less than 1% of the total transferred energy goes
back from the ionic system to the carriers. This allows us to simplify the simulations by
considering a one-way energy exchange only. This is also a physical effect, the so-called cooling
inhibition [150]. At a point when the electronic temperature falls locally below the ionic one,
as the electronic energy diffuses away, there is insufficient carrier density for an effective energy
transfer from ions to electron-hole pairs to occur. This shows a difference in physics, and hence
the modelling requirements, of band-gap and metallic materials. In the latter case the energy
from the hot ions can be transferred back to the colder electrons and subsequently diffused
away out of the hot region.
7.4 Results for Si
7.4.1 The continuum eiTS model
7.4.1.1 Carrier confinement
In silicon the band-gap depends, to some degree, on the lattice temperature and carrier density
and can be expressed as [273]:
Eg = Eg(Ti, N) = 1.16− 7.02 · 10−4 T 2i /(Ti + 1108 K)− 1.5 · 10−8N1/3 eV. (7.4)
The terms in the J and W currents that depend on the gradients in Eg inhibit diffusivity [43].
Following a swift heavy ion irradiation event the lattice temperature can be constant in some
regions for up to several picoseconds due to latent heat of melting or vaporisation. However,
since the variation of the band-gap in silicon is dominated by the lattice temperature, rather
than the number of carriers, the band-gap becomes nearly constant in the regions where phase
transitions occur. On a picosecond timescale the carrier diffusivity inhibition is quite strong
relative to the terms governed by ∇2Te and ∇2N , thus carrier confinement occurs around
constant band-gap regions.
Carrier confinement can potentially have an impact the resultant molten region size, as
more localised carriers enhance the electron-phonon coupling strength. It can affect impact on
the numerical stabilities of the equations. Since the carriers are building up around regions
where the band-gap is constant, in turn the spatial gradients in N increase. For the numerical
solution to be stable, such high gradients require smaller mesh sizes (recall the Fourier condition
F = α ∆t
∆x2
from Sec. 4.3.2), i.e. smaller time-steps. As shown in the simulations, adequate
time-stepping requires ∆t < 10 as, which becomes quite computationally expensive.
The expression for the band-gap gradient can be rewritten as [43]:
∇Eg = ∂Eg
∂Ti
∇Ti + ∂Eg
∂N
∇N (7.5)
where ∂Eg∂Ti and
∂Eg
∂N terms can be obtained analytically from the expression for band-gap,
Eq. 7.4. Since N varies in space (i.e. no regions where band-gap is constant), thus the ∂Eg∂N ∇N
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Figure 7.2: (Left panel) SHI impact simulation setup; (right panel) cross-section of lattice
temperature (right y-axis, dashed line) and band-gap response to lattice temperature changes
(left y-axis, solid lines) in Si at 0.45 ps and 0.75 ps following a 60 keV/nm irradiation event.
It is apparent that the band-gap in silicon depends strongly on the lattice temperature; it
becomes constant, where a phase transition occurs in the atomistic lattice. Since the band-gap
can be thought of as potential for carrier diffusion inhibition, carriers would build up in the
regions indicated by the arrows.
term above does not confine the carriers, while some carrier confinement can still occur due to
the ∂Eg∂Ti ∇Ti term.
The diffusivity inhibition term (through ∇2Eg) dominates over the carrier density currents
coming from the ∇2N and ∇2Te terms at ∼ 1-3 ps of the simulation time. This causes the spike
in carrier density (in the centre of the simulation cell) to increase within that time frame, which
is followed by non-inhibited diffusion. In semiconductors, the carrier confinement process has
been confirmed by both theory and experiments [33]. This effect is illustrated in Fig. 7.2 and
Fig. 7.3.
In silicon, the band-gap disappears, when the atomistic lattice melts. However, to avoid
discontinuities in the band-gap function in the continuum finite difference solution, it is as-
sumed that the Eg follows Eq. 7.4 analytically, until it reaches Eg = 0. This occurs at
Ti = 2411 K, neglecting the contribution from the carrier density, which is mid-way between
melting (Tm) and vaporisation (Tv) points for Si. This implies that in the continuum model
we are allowing the material properties to superheat until that temperature is reached. An
alternative approach is to cap the band-gap to a minimum value, for instance equivalent to a
band-gap at the melting point, effectively disallowing silicon to become metal-like even tran-
siently. Such approach has been applied in [7]. Note that significant changes in the band-gap
(leading to a collapse) cannot occur at the sub-picosecond timescale, because of insufficient
atomistic movement at such short times. When the melting or vaporisation temperatures are
exceeded, melting or vaporisation cannot occur instantaneously, but both require picoseconds
for the regions of liquid (or gas) to nucleate. Until this happens, the region remains solid, or
liquid, respectively. This and other limitations, based on the lack of atomistic information in
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Figure 7.3: Cross-section of carrier densities at various simulation times (from 0.45 to 4.90 ps)
in Si. Due to diffusion inhibition (from carrier confinement) the peak of carrier density increases
after ∼ 1 ps and returns to uninhibited diffusion at ∼ 3 ps.
the continuum model, cannot be tackled within this scheme.
7.4.1.2 System dynamics
The time evolution of the local electronic and lattice temperature, and carrier density at
the centre of a track for Si during a Se = 50 keV/nm event (τep = 0.5 ps) is shown in
Fig. 7.4. The rising carrier density and electronic temperature illustrate the time-dependent
deposition of the electronic energy A(r[vion], t) over the first 5 fs of the simulation. At later
stages, up to ∼ 200 fs, the electronic temperature is still rising. This is because the band-
gap decreases with the increasing lattice temperature and therefore the potential energy of
carriers is transferred to the kinetic one. Moreover, the Auger recombination process, which
is dominant over the impact ionisation, reduces the number of carriers without feeding the
energy back to the lattice and, in effect, increases the electronic temperature. The computed
values of the maximum electronic temperature for Si compare reasonably well with experiment;
electronic temperatures of Te > 5 ·104 K obtained from Auger electron spectroscopy [149] were
reported. After 200 fs, the local electronic temperature starts to decrease due to open boundary
conditions in U and N and the energy exchange with the lattice. At ∼ 10 ps it equilibrates
with the lattice. Both Te and Ti cool down past that point due to open boundary conditions
in all evolved quantities. The centre of the track exceeded the melting temperature between
0.2-2.0 ps, and hence a track is assumed to be formed. The higher the initial stopping power,
the higher the resulting average peak in the electronic and lattice systems temperature.
For a different SHI event in Si (Se = 60 keV/nm, τep = 0.3 ps), the local lattice temperature
exceeds the melting point as far as 8 nm from the centre (see Fig. 7.5). Flat regions in maximum
lattice temperature correspond to melting and vaporisation points. The lattice temperature
reaches a peak of vaporisation temperature, Tv, very quickly at ∼ 0.1 ps and the most excited
part of the lattice cools down to below Tv as late as ∼ 1.5 ps. The subsequent resolidification
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Figure 7.4: Evolution of the lattice temperature (dot-dashed line), the electronic temperature
(solid line) and the carrier density (dashed line) at the centre of a 50 keV/nm ion track in
Si. The carrier confinement effects is responsible for the small carrier density peak at ∼ 6 ps.
Figure reproduced from [7].
starts at ∼ 3 ps and finishes at about 10 ps when the temperature drops below the melting
point presumably forming an amorphised region. Since typically 99% of the energy is deposited
in the lattice at ∼ 1 ps and most of the carriers have already diffused making the electron-
lattice energy exchange rate very low at that point, the ionic thermal diffusion becomes the
dominant process driving the Ti drop to the equilibrium 300 K.
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Figure 7.5: Time evolution of the lattice temperature at various radial distances from the
centre of the energy deposition in Si (Se = 60 keV/nm). The amorphised track radius (melting
point Tm condition) can be read off from the figure easily - it is 8.5± 0.5 nm.
7.4.1.3 Fitting to track radii
The most important aspect of the simulation and one that can be verified experimentally is the
amorphised track radii versus stopping power dependence. One criterion of track formation for
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Si, corresponding to a molten phase transitions, for stopping powers in the range 20-90 keV/nm
is plotted in Fig. 7.6. The latent track radii results compare reasonable well with experiment
(carbon cluster C60 irradiation with E
′ = 0.07 MeV/u [281, 282]) for τep = 0.4 ps. Note
that the vaporisation was not found to be occurring at relaxation times as low as 0.3 ps and
stopping powers as high as 90 keV/nm, unlike in other models [150].
In addition, we compare the eiTS solution (denoted “full model”) with its slightly simplified,
but more computationally efficient version presented in [8]. The simplified solution assumed
infinite κe−h and neglected the band-gap terms. The “full model”, which introduces band-gap
terms and finite conductivity, produces slightly greater melt radii for Si for the same values of
the fitting parameter τep, as expected.
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Figure 7.6: eiTS continuum model fit of the relaxation time τep to the experimental data
[281, 282] of track radii versus electronic stopping power in Si. The current eiTS model results
(indicated as ‘full model’) is contrasted with the simplified eiTS solution presented in [8]. Only
the molten phase is presented as an amorphisation criterion. The “full model” dashed lines
are of the a · log(x) + b form.
7.4.2 MD-coupled models
7.4.2.1 iTS-MD - parameter sweep
We now turn to the iTS model, which is based on the two-temperature formalism and on
theoretical grounds applicable to metals only. Treating it is an effective theory, as applied
to semiconductors, we examine if it can reproduce the experimental trends, nonetheless. We
perform an extensive parameter sweep of De and τep to match the experimental result of track
radii resulting from C60 (carbon cluster) SHI irradiation in Si. We examine the impact of
the electron-phonon relaxation time on the resultant radii, keeping De(Te) fixed, and vice-
versa. The main finding is that a unique (i.e. one-to-one) mapping between the parameter set
{De, τep} and the resultant radii does not exist. This can be seen clearly from Fig. 7.7, where
by varying one parameter a good experimental agreement with track radii can be obtained
within a still reasonable (on physics grounds) parameter set. For instance, two very different
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parameter sets {80 cm2/s, 2.0 ps} and {180 cm2/s, 1.15 ps} reproduce the results fairly well.
This result implies that further research needs to be performed to narrow down the parameter
range required in iTS in order to draw definitive conclusions about the effectiveness of the iTS
model for describing latent track radii formation.
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Figure 7.7: iTS-MD model {De, τep} parameter set sweep in Si simulations. The black
data points show the experimental data [281, 282] of track radii. “One-way” denotes cooling
inhibition condition (i.e. no energy transfer from ions to electrons).
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Figure 7.8: iTS-MD model Ce and r
′
ion parameter sensitivity test in Si simulations. C
′
e
denotes the electronic specific heat capacity from the free electron gas model.
We also test for parameters sensitivity with respect to the electronic specific heat capacity,
Ce, and the lateral size of the initial distribution function, r
′
ion. First, the use of the incorrect
free electron gas form of Ce [150] (even for wide band-gap materials in [59]) leads to incorrectly
elevated electronic temperatures, and thus to greater track radii. We see in Fig. 7.8 that the use
of the free electron gas calculation in effect severely overestimates the track radii for a particular
simulation. Furthermore, Fig. 7.8 indicates that the choice of r′ion is not that critical (at least
for the chosen parameter set) and varying it in range of 0.7 − 2.8 nm has a small impact on
the track radii results.
The evolution of electronic and ionic temperatures for an exemplar iTS-MD simulation in
Si is shown in Fig. 7.9. The equilibration of the ionic and electronic temperatures occurs quite
quickly at time t ∼ 0.5 ps. This is due to the electron-phonon coupling effect as well as high
diffusivity. In fact, at around 0.5 ps the local Te is slightly lower than Ti and at this point
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the energy is transferred from the ions to the electrons and subsequently diffused away from
the simulation cell. The ionic temperature falls down below the melting point at around 2 ps
and quenching of the liquid phase occurs. The time evolution of an ion track is presented in
Fig. 7.10. The main advantage of the MD modelling is the access to atomistic information.
This structural data can be used for more precise comparison between the modelling work and
the results from different experimental techniques [2].
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Figure 7.9: (Left panel) Ionic temperature profiles at different radial profiles from the ion
impact centre; (right panel) Electronic (dashed line) and ionic (solid line) temperatures at
three different radii from the centre. Resultant track radii is 3.5 nm. (Si, Se = 20 keV/nm,
De = 80 cm
2/s, τep = 0.5 ps).
Figure 7.10: Snapshots (top view, projections down the [001] axis) of ion track evolution in
Si simulated in the iTS-MD model (Se = 50 keV/nm, De = 80 cm
2/s, τep = 0.5 ps). Due
to the scale the individual atoms are not visible and thus the amorphous regions appear as
darker areas in the figure.
7.4.2.2 eiTS-MD - fitting the e-p coupling
The coupled eiTS-MD model incorporates an additional continuity equation for carrier density
and can hence account for some the effects associated with a finite band-gap. The eiTS-MD
simulations give a good fit to the experimental results for τep = 0.15-0.20 ps; see Fig. 7.11. This
is slightly lower than the continuum-only result with τep = 0.3-0.4 ps, which could be attributed
to three effects. First, in the MD simulations superheating of the lattice can occur without
formation of a latent track. This effect can be particularly strong when the temperature rises
above the melting point Tm (or even the lattice stability point of 1.25 · Tm) for a very short
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period of time: typically less than a picosecond, which is too short for an atom to move
far enough and become a nucleation point for a phase transition. Therefore, unlike in the
continuum model, Tm is not the criterion for latent track formation. A transient superheating
effects is demonstrated in Fig. 7.12. The second, more technical, reason is due to the non-
physically high melting point of the T3 potential used. The T3 potential gives higher energies
of melting of Si, compared to experimental values, and a lower value of τep compensates for
this effect. Thirdly, the MD-coupled scheme does not consider the band-gap term (due to
associated model complexity, the band-gap should depend in a non-trivial way on the local
atomistic structure), which increases the diffusion of the carriers and their energy. Preliminary
continuum-only results for Si indicate that including the ∇2Eg terms could lead to 10 − 20%
increase in track sizes. In short, the MD-coupled scheme provides a more physical description of
the latent track formation processes by including superheating. However, the imperfections of
the interatomic potential introduce another source of uncertainty to the model. The eiTS-MD
fits are quite far off the τep = 1.0− 2.0 ps values reported for iTS (for a range of diffusivities).
This is probably due to the high electronic thermal conductivity (we take κe−h ∝ Ti ·N), which
is included in the eiTS model, and this hence efficiently diffuses the carriers’ kinetic energy
out of the excited region.
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Figure 7.11: eiTS-MD model τep fit to carbon cluster SHI latent tracks in Si.
The main difference between the eiTS and the iTS models is that carrier dynamics domin-
ates the resultant track radii in eiTS, while Te evolution dominates track formation in iTS. In
Fig. 7.13 different radial profiles of carrier density and temperatures evolution are shown. The
electronic temperature quickly equilibrates spatially, while there is a significant gradient in
carrier number, at least up to 1 ps. Because of this strong electron-phonon coupling required
in the model to reproduce the ion tracks, most of the energy gets transferred to the lattice at
around 0.1 ps. The electronic temperature gets below the ionic one around 1 ps and the energy
transfer from electrons to ions ceases. The energy transfer from ions to electrons is inhibited
due to the lack of carriers.
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Figure 7.12: eiTS-MD model ionic temperature evolution profiles in Si. Despite the fact
that superheating persisting up to 2 ps, no latent track was formed in this simulation (i.e. Si
maintained crystallinity). The dashed line indicates the melting point of Si as reproduced by
the T3 potential; the experimental value (Tm = 1683 K) is much lower. The ionic temperature
plot is a 51-point moving average of the temperature data. (Se = 30 keV/nm, τep = 0.2 ps,
E′ = 0.07 MeV/u).
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Figure 7.13: eiTS-MD radial profiles of carrier density (left panel) and ionic/electronic tem-
peratures evolution (right) in Si. No latent track formed in this scenario. (Se = 40 keV/nm,
τep = 0.5 ps, E
′ = 0.07 MeV/u).
7.5 Results for Ge
The results from the continuum and MD-coupled fits to the ion track radii experimental data
in Ge (carbon cluster C60 irradiation [283]) are shown in Fig. 7.14 and Fig. 7.15, respectively.
Similarly to the case of Si, the continuum model (τep = 0.15 ps) gives greater electron-phonon
relaxation times than the MD-coupled model (τep = 0.05 ps). As in Si, this is expected
because of the superheating effects captured in the MD-coupled scheme and the imperfections
of the interatomic potential - the Tersoff potential for Ge also overestimates its melting point.
The results show a smaller τep required for a good fit than in the Si case. This can be simply
attributed to the greater ambipolar diffusivity and carrier mobility in Ge. Therefore, as carriers
diffuse away quicker, a stronger electron-phonon coupling is required to produce a latent track.
Another model feature can be inferred from the figure inset in Fig. 7.15 - the track radii
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are exponentially sensitive to the value of τep. Carrier density and energy show similar spatial
trends to Si, as expected (Fig. 7.16), with carrier density having a stronger spatial gradient than
carrier energy. Note that since the electron-phonon coupling is so strong, the ionic temperature
reaches a peak very quickly (Fig. 7.16) at ∼ 0.1 ps. The ionic system temperature equilibrates
spatially at around 30 ps and subsequently slowly cools down, mainly due to the ionic thermal
conductivity, with the energy being lost at the MD boundaries at 300 K.
In addition, we have performed basic parameter eiTS model sensitivity analysis in Ge. The
model is sensitive to the choice of the ambipolar diffusivity (a factor of 0.5 decrease in D,
results in an 1.5 factor increase in ion track radii). The model has been shown to be relatively
insensitive to the variations in the remaining input parameters, such as Auger recombination
and carrier mobility. Since, the carrier density diffusion is slower than the energy conduction,
which has minimal spatial gradients on the nm scale within the first 1 ps, the carrier density
evolution is a determinant of the resultant track radii.
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Figure 7.14: eiTS continuum model τep fit to latent tracks in Ge. A value of τep = 0.15 ps
(which corresponds to a very strong electron-phonon coupling) gives a reasonable fit to the
sparse experimental data (carbon cluster C60 irradiation).
7.6 Model criticism
The best fit electron-phonon coupling strengths from the eiTS models in the case of Si and Ge
are very strong, leading to an almost instantaneous deposition of electronic energy into ions.
The relaxation times are lower than the ones reported in literature (cf. τep = 0.3 ps in Ge
[284]), however there is a huge error typically associated with these. Such short deposition
time is problematic, because of the thermalisation assumption for both ionic and electronic
systems, which the two-temperature formalism is based on. During the time of τep = 50 fs,
which the eiTS-MD model provides as the best fit in Ge, the electrons might not have enough
time to thermalise and therefore transfer the energy to ions. The typical thermalisation times
are of the order of 10-100 fs, potentially violating the 2T assumption.
The electronic temperatures at the centre of a track are reasonable given the huge electronic
stopping power and a highly localised deposition. For example, in Si carrier temperatures of
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Figure 7.15: (a) eiTS-MD model τep fit to latent tracks in Ge. The inset shows the track
size sensitivity on τep for a particular value of Se; (b) an exemplar latent track at τep = 0.05 ps
and Se = 35 keV/nm. Parts of the figure reproduced from [6].
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Figure 7.16: eiTS-MD model radial profiles (at r = 1, 6, 10 nm) of ionic temperature
and carrier density/energy in Ge. This SHI impact produced a 2 nm radius latent track.
(Se = 50 keV/nm, τep = 0.10 ps, E
′ = 0.07 MeV/u). Parts of the figure reproduced from [6].
several eV are expected (see Fig. 7.13). In the 2T scheme, we are neglecting the effects of
the electronic excitations on the interatomic interactions, which are approximated to be of
that of a ground state. However, while this has been shown to be a good approximation
until about T ′e = 0.8 eV for metals (see Sec. 6.3.2.2), we expect it to hold for Si until about
T ′e < (0.8 eV +
1
2Eg) ∼ 1.5 eV. Preliminary ab initio DFT calculations presented in Fig. 7.13
can confirm this crude estimate. At around Te = 0.5 eV the electronic pressure induced by the
change of the interatomic potential minimum starts building up linearly with Te. At around
Te = 1.5 eV it is greater than the tensile strength of Si and at around Te = 2.5 eV, the Si-Si
interactions are no longer bonding and the electronic pressure increases to a level equivalent
to threefold the tensile strength of the material (see Fig. 7.17). This leads to the conclusion
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Figure 7.17: (top) Electronic pressure as a function of electronic temperature in Si; (bottom-
left) Free energy versus lattice parameter at different electronic temperatures; (bottom-right)
lattice parameter versus electronic temperature. Technical details: DFT data obtained with
Quantum Espresso, 4×4×4 (1×1×1 shifted) k-point mesh, local density approximation, norm
conserving pseudo-potential (Si.pz-vbc.UPF), 120 bands, plane-wave energy cutoff 25.0 Ry.
that the non-thermal effects of a drastic change in the interatomic potential, can have a strong
effect on the latent track formation. Thus, these effects have to be taken into account in the
future comprehensive studies of swift heavy ion irradiation.
7.7 Discussion and summary
In summary, we have performed a series of ion track simulations in Si and Ge, using two
models: iTS and eiTS, with the latter being specifically designed for band-gap materials by
including band-gap effects and carrier dynamics explicitly. We have used both continuum and
the more sophisticated MD-coupled version of the models. The MD-based versions provide the
atomistic details of the latent track evolution and the resultant track morphology, which can be
directly compared with experiments measuring defect-rich channels (Rutherford backscattering
spectrometry) or local density changes (small angle X-ray scattering) [2].
The main appeal of iTS-MD model is that it has only two parameters (τep, De) to be
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fitted to the experimental track radii, assuming that Ce is obtained through first principles
calculations. It follows that, if one of the remaining parameters is fixed, we could easily find
the remaining one fitting it to the measured SHI track radii. We note that there is no unique
mapping between the resultant track radii and the two parameters, as shown in the parameter
sweep test. In addition, the exact correlation between the electronic diffusivity and electron-
phonon coupling is unknown, although some models regarding this question have been put
forward for metals.
The eiTS-MD model contains more parameters and provides a more physical description
of the SHI track formation process. In particular, it is assumed to reveal the correct electronic
system dynamics, such as carrier confinement and cooling inhibition (minimal energy transfer
from ions to the electrons). The former process is due to the band-gap changes as a result
of ionic temperature increase. The latter effect is a result of the dynamics of carriers and
their kinetic energies. Furthermore, due to the correct sink/source terms in the carrier density
continuity equation, the model can provide a more faithful local Te, neglecting the uncertainty
associated with the electron-phonon coupling and the electronic system diffusivity. The main
criticism stems from the model complexity. The behaviour of “known” additional parameters
under the conditions of high electronic excitations is poorly known. In particular, the carrier
mobility rescaling (with N and Ti, also possibly with Te) via the extended Wiedemann-Franz
law can be problematic and may have led to orders of magnitude uncertainty in κe−h. Further-
more, the expression for Ce−h should be matched with the ab initio data to provide the correct
number of carriers to start the simulation with. Lastly, the model is more computationally
expensive and the physical effects added by the variable Eg are difficult to implement in the
MD-based version.
The purpose of modelling, in general, is twofold. A “good model” should enable one
to reveal the physical processes by including the relevant theory components and examining
which of these are important and which are not. Secondly, a “good model” is transferable
and predictive, and should therefore be based on a minimal set of parameters required, not
to overfit to the available data. The eiTS-MD model does a good job on providing the first
requirement, but bad on the latter. It includes the relevant physical properties and provided
a valuable insight into non-equilibrium carrier dynamics, however due to its complexity and
the number of parameters required, it is not immediately transferable and can be over-fitting
the sparse experimental data. The iTS model does the opposite; for band-gap materials it
scores poorly on physics grounds, however due to its simplicity and effectively capturing the
main physics of diffusion versus electron-phonon coupling, it can be made transferable to other
materials more easily.
MD-coupled schemes are more sophisticated and more accurate versions of the thermal
spike models, as they naturally include the effects of superheating and potentially recrystal-
lisation. They also enable direct comparison with experimental measurements of track radii.
Nonetheless, in order not to introduce any unwanted additional uncertainties, the interatomic
potentials must correctly reproduce the thermal properties of the studied materials - in par-
ticular the melting point and any solid-to-solid phase transitions.
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Finally, we have shown that local electronic pressure due to the changes of the potential
energy surface at high Te cannot be neglected. In the case of Si (and very likely also in Ge),
given the somewhat unrealistic high electron-phonon coupling required for the eiTS model to
be fitted to existing data and the ab initio data which shows a non-bonding potential already
at Te ∼ 2.5 eV, the electronic effects are likely to be the dominant in the SHI formation.
Further investigation into the impact of the change of the bonding character (a non-thermal
effect) and electron-phonon coupling (thermal) is required. However, it is conditional on the
progress in the Te-potentials development as ab initio methods cannot access spatiotemporal
scales of SHI track formation.
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Chapter 8
Concluding remarks
8.1 Research aims (revisited)
As discussed in the general introduction (chapter 1), the ability to understand and ultimately
predict radiation damage and ultrafast dynamics processes will have huge implications for both
fundamental science and technology. Knowledge of atomistic and electron dynamics at high
electronic excitations will most likely help in the design of radiation-resistant materials. In
particular, it will have a strong impact on materials technology for both fission and fusion re-
actors, and for space applications. Additionally, it is envisaged that the progress in the broader
field of ultrafast science will eventually enable us to control the electronically excited state of
matter and hence its macroscopic properties leading to, for instance, light-switching materi-
als functionality. Modelling advancements are highly sought for and particularly timely not
only for metals, but also for band-gap materials. For instance, predicting the exact structural
changes in quartz under swift heavy ion irradiation will advance the nano-fabrication process
of optical devices, as the refractive index of quartz can be tuned by irradiation.
The progress in gaining insight or even observing ultrafast dynamics and radiation damage
at the atomic scale is conditional upon developing transferable, large-scale, predictive and
rigorously justified models, which are ideally free of adjustable parameters. As presented in
the theory (chapter 2) and the literature review (chapter 3) sections, the “standard” modelling
options currently available are unfit to tackle the problems of primary radiation damage yield or
photo-induced phase-transitions. Indeed, a simultaneous physical description of the electronic
excitations (such as electron dynamics and electron-ion interaction) and almost a mesoscopic
scale to simulate microstructural evolution is required in order to capture such processes. These
have been for a long time mutually exclusive modelling requirements due to a trade off between
models accuracy and their computational expense.
The modelling method presented and applied in this thesis is a variant of the augmented
molecular dynamics (MD) model, which incorporates a mechanism for the electronic energy
storage and redistribution at a level of an electron fluid coupled with the ionic motions rep-
resented by MD. The model uses a concurrent physical description of an effective electron-ion
dynamics via a non-equilibrium Langevin thermostat. Its relatively simple electron fluid de-
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scription was applied in metals and extended to account for the finite band-gap effects in
semiconductors. The technical details of the model are outlined in the simulation techniques
section (chapter 4). In this thesis, the coupled continuum-MD method has been successfully
applied to tackle three classes of challenges: ultrashort laser pulse excitation of nano-films
(Au), swift heavy ion irradiation of semiconductors (Si, Ge) and primary radiation damage
production from collision cascades (Fe). This augmented MD model has provided us with a
large-scale atomistic description of the effects of electronic excitations, which represents a ma-
jor step in building a predictive and transferable direct simulation model for radiation damage
and ultrafast dynamics.
8.2 Summary and conclusions
In brief, we have adapted the augmented molecular dynamics method to investigate a wide
range of non-equilibrium processes. We have designed and implemented two versions of the
method extensively advancing the capabilities of the DL POLY molecular dynamics code. The
one for metallic systems is based on the original two-temperature formalism, while the one for
band-gap materials solves a Boltzmann transport equation and accounts for the variable carrier
density. This thesis presents the versatility of the augmented molecular dynamics method as
applied to different classes of physics problems. Each of these scenarios has led to different key
results and conclusions.
In chapter 5 we have investigated the impact of the electronic stopping and the electron
phonon-coupling effects on the primary radiation damage yield in bcc iron generated with 50-
100 keV primary knock-on atoms. First, depending on the way the electronic stopping losses
are handled (for instance by changing the low velocity cutoff in the electronic friction term),
different results of the residual Frenkel pair defects are obtained. Second, the electronic-phonon
coupling effects are also sensitive to the details of the model implementation and in particular to
the thermalisation time at which the electron-phonon coupling is presumed to be effective. An
analysis of the defect dynamics enabled us to identify competing effects, namely defect creation
and defect annealing, depending on the details of the electron-ion interaction. In general, the
inclusion of the electron-phonon coupling increases quenching (i.e. decreases defect annealing)
and consequently increases the residual defect number, with one exception1. We note that
all of the results are statistically significant, as we have employed twenty cascades for each
simulation type. While we do not make a recommendation on the exact parameterisation
of the electronic effects in the collision cascades, we have proven that the resultant primary
radiation damage is quite sensitive to the choice of the electronic effects treatment. This
represents the first rigorous and systematic study of this type, which clearly shows that there
are still open questions in collision cascades studies, which need to be addressed in order to
build a comprehensive and predictive radiation damage model. The results presented will have
1The exception is the low friction cutoff condition, where electron-phonon act in a mutually exclusive way
to electronic stopping. Here, a minimal annealing effect was observed.
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great practical implications, as these will serve as input to other modelling strategies, which
are higher up in the multi-scale radiation damage modelling hierarchy.
In chapter 6 we have investigated the melting dynamics of photo-excited nano-films. First,
by combining the ultrafast electronic diffraction experiment with atomistic modelling we were
able to validate the two-temperature model directly and for the first time on a sub-picosecond
timescale. An excellent agreement between the calculated and measured diffraction patterns
implies that we have effectively achieved the goal of observing the photo-induced phase trans-
itions as they happen at the atomistic level. We have identified three types of melting occurring
in gold nanofilms (in the order of increasing absorbed energy): heterogeneous (by melt front
propagation), homogeneous (uniform melt nucleation) and non-thermally accelerated melting,
where the electronic pressure leads to violent expansion of the sample aiding heterogeneous
melting propagation from the surfaces. Lastly, by analysing the high absorbed fluence data,
we have accurately determined an upper Te limit for the ground-state potential approximation
to be valid and hence the limit of the “standard” two-temperature model applicability.
In chapter 7 we have analysed the results of two augmented MD methods for swift heavy
ion simulations in Si and Ge, namely the inelastic thermal spike (based on two-temperature
model) and its more complex band-gap extension (based on a Boltzmann transport equation).
Very good agreement with experimental latent track radii has been achieved provided that we
adjust the electron-phonon relaxation time in the eiTS model and additionally the diffusivity
in iTS. We have contrasted the iTS and eiTS methods in detail in Sec. 7.7 and concluded that
eiTS reproduces the system dynamics more accurately, while the simpler iTS is potentially
more transferable. We have outlined the different technical and physics limitations of both. A
further insight was provided by preliminary ab initio results, which indicated that in Si under
huge excitations induced by swift heavy ions, the electronic pressure (coming from the modified
lattice parameter, most likely from the reduced charge screening at high Te) can be very
significant. We concluded that in order to build a comprehensive and predictive framework for
SHI radiation damage, interatomic potentials that depend on the level of electronic excitations
are required.
8.3 Future outlook
In this thesis we have recognised that the ground-state interatomic potential approximation
is accurate up to T ′e = 0.8 eV for gold, which puts an obvious limitation on the augmented
MD modelling. This threshold will most likely be very similar in most metals and slightly
larger for insulators increasing with the size of the band-gap. The changes in the potential
energy surface can be captured by constructing the interatomic potentials at different values
of the electronic temperature. This can be achieved using a force-matching method [86], or
the one presented in [84]. We envisage that there will be more progress in this area, which will
enable us to capture more physics of the highly non-equilibrium ionic dynamics by including
non-thermal effects. There are only three excitation-dependent potentials that are currently
available (for Si [278], Au [87], W [84]). Therefore, some additional simulations, which would
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include Te-dependent forces, are within reach with the current computational technology and
are, in addition, of great interest in the radiation damage community. These are namely:
collision cascade simulations in tungsten and laser-excitation and swift heavy ion irradiation
of silicon.
We think that we will be able to address some of the model deficiencies in the near future.
In particular, more augmented MD integration with the input from ab initio is required to
make the method as free of adjustable parameters as possible. This is already the case for the
electronic specific heat capacity and increasingly for the electron-phonon coupling strength,
following the theoretical developments in the field. The remaining unsolved question, from the
theoretical standpoint, is the behaviour of the electron transport as a function of both ionic
and electronic temperatures in a non-equilibrium scenario with hot electrons and cold ions.
Because of the spatiotemporal scales that the augmented MD method can access, it will
not be overtaken by the ab initio strategies for some years to come (at least to simulate the ion-
electron effects at the nm scale). However, there is a clear need to build on the success of the
augmented MD model and include further non-adiabatic effects, such as selective excitations
in phonons and electrons. The current model includes an effective electron-phonon coupling
mechanism and thus can only account for thermal lattice disordering. In order to simulate a
range of scenarios predictively (such as speculated non-thermal solid-to-solid phase transitions),
the physics of selective phonon excitations and the excitation-induced changes in the bonding
character needs to be incorporated.
To bring forward a modelling scheme for non-equilibrium scenarios, which is free of ad-
justable parameters, the existing, ab initio MD codes can be amended by including an effect-
ive electron-phonon coupling as a random driving force on the ions. This will be a useful and
almost parameter-free scheme to disentangle coherent (non-thermal) dynamics from thermal
ultrafast dynamics. It could be used as a complementary validation tool to the larger-scale
augmented MD. In the context of ultrafast dynamics, it will enable to investigate “hidden”
macroscopic phases at high Te from first principles.
The augmented MD model with further corrections coming from ab initio will accurately
resolve the atomistic dynamics in the case of strong electron-ion non-equilibrium. Such devel-
opment will bring us a step closer to a new generation of MD models capable of tackling the
problems of electron-ion dynamics at a mesoscopic scale - a theoretical tool that is necessary
to understand ultrafast, radiation damage and other non-equilibrium processes.
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Appendix A
Parallel structure factor code
snippet
The following is a snippet of the Fortran95 (with OpenMP) code used for parallel pair density
function computation. Very good parallelisation (almost linear with the number of cores) can
be achieved with both static and dynamic schedulers with slightly better results for the former.
1 !$OMP PARALLEL DO SCHEDULE(runtime) DEFAULT(NONE)
2 SHARED (xyz, rho, nat, rstep, nr) PRIVATE (tmp, dist, ir, iat, jat)
3
4 do iat=1,nat
5 do jat=iat+1,nat
6 tmp(:)=xyz(iat,:)−xyz(jat,:) ! xyz contains the coordinates
7 dist=sqrt(dot product(tmp,tmp)) ! calculates distance
8 ir=nint(dist/rstep)+1
9 if ( ir <= nr) then
10 !$OMP ATOMIC
11 rho(ir)=rho(ir)+1.0 wp
12 end if
13 end do
14 end do
15
16 !$OMP END PARALLEL DO
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Appendix B
Additional figures
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Figure B.1: Density of states (left) and cumulative electron number (right panel) for bcc iron
based on the data from [29]. More than one electron is being excited above the Fermi level
(F ) between 0.5-1.0 eV, while more than two electrons are excited above F at 3.0 eV.
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Figure B.2: The biggest cluster produced in the examined 200-500 keV pka energy range in
Fe. It contains 1125 gross (and 89 net interstitial) defects, which makes it the biggest primary
defect cluster reported in the literature resulting from a collision cascade. Formation of such a
cluster occurred during a 200 keV event in <1.6,1.7,1.8> direction. The simulation was carried
out with the electronic stopping friction term. Notice the highly symmetrical region at the
top of the <110> projection, which can be potentially described as a dislocation plane. Green
(blue) atoms depict interstitials (vacancies). Visualisation was performed with VMD package
[285]. Figure reproduced from [5].
Figure B.3: Results of the automated crowdion analysis (200 keV pka event in Fe). Crowdions
are line defects, aligned typically in <111> direction in α-Fe. (Left panel) Crowdions are
identified with different colours. (Right panel) Centre of masses of these line defects (silver
atoms) help to identify dislocation planes.
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Figure B.4: Electronic temperature dependence of the specific heat capacity Ce(Te) and
electron-phonon coupling G(Te) in Au [29].
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Appendix C
2T-MD DL POLY code
C.1 Overview of program structure
The following modules were added to incorporate the 2T model in DL POLY (version 4.01):
• twotemp module.f90 - Module deals with array allocation and additional parameter
declaration in the 2T model,
• util module.f90 - Module provides a set of utility subroutines and functions, deal-
ing with: boundary conditions, parameter dependent materials properties and some i/o
functionality,
• track module.f90 - Module implements the initial energy deposition in the electronic
system.
Files inherited from D. M. Duffy and A. M. Rutherford [76, 81], now heavily modified:
• md lfv.f90 - Calls the inhomogeneous Langevin thermostat (nvt l2 lfv.f90) - thermo-
stat that uses the local electronic temperature (Te) rather than the global target temper-
ature (TT ). Includes calls to iontemp and thermdiff, which calculate ion temperatures
and electronic temperatures, respectively,
• nvt l2 lfv.f90 - Modified version of the standard Langevin thermostat (changed forces
scaling to local Te instead of global TT .),
• iontemp.f90 - Calculates the local lattice temperature from the average kinetic energy
of the atoms in coarse grained ion temperature cells (CITs). It also calculates the energy
lost to electronic stopping that is added as a source in the electronic system,
• thermdiff.f90 - Calculates the local electronic temperature by a finite difference solu-
tion to the heat diffusion equation. It includes source and sink terms that represent
energy exchange with the ionic lattice.
Files which have undergone minor changes and additions:
169
C. 2T-MD DL POLY code
• DL POLY.f90 - Added a few lines to call the initialisation subroutines from
twotemp_module.f90,
• read control.f90 - Included new 2T-specific CONTROL file directives. Provided de-
fault values for the parameters required in the 2T model,
• Makefile - Included the new modules and subroutines required for the 2T model.
C.2 New directives in CONTROL
The new directives available for the 2T model are listed below. All of these are prefixed with
ttm. The directives in blue are not yet tested. It is envisages that all of these will be avail-
able in the next major release of DL POLY. CET/CIT denote coarse-grained electronic/ionic
temperature cells, respectively.
ttm f1 f2 Inhomogeneous Langevin thermostat with electron-phonon friction of f1 and elec-
tronic stopping friction of f2. Defaults to 2.0 ps−1 (i.e. τep = 0.5 ps) and 0.0 ps−1 (i.e.
electronic stopping friction disabled).
ttmncit f Number of CITs in z-direction. The CITs in xy-directions would be calculated
from the size of the simulation cell. Defaults to 10.
ttmncet i j k Number of CETs in x,y,z-directions. Note that the number of CETs cannot
be smaller than CITs in any direction. Typically, for ion irradiation simulations the CIT
would be equal to CET in z-direction and CETs in x,y would extend far beyond the
simulation cell. For cascades, CETs would extend over CITs in all directions. Defaults
to a minimum of 20, 20, 20.
ttmvcut f Velocity above which the electronic stopping is effective. Defaults to 50 A˚/ps.
Effective only if electronic stopping is enabled.
ttmnonmetal This specifies that the 2T model parameters for a non-metal would be used,
i.e. ttmdiff would be required instead of electronic thermal conductivity.
ttmdiff f The diffusivity (De) of the electronic system at Te = 300 K, which is assumed
to follow a De(Te) ∝ T−1e law. Above the temperature specified in ttmcelin it stays
constant. Input values are in m2/s. No default value - this parameter must be specified
if ttmnonmetal was selected.
ttmceconst f1 Specifies a constant electronic specific heat capacity (f1 in kB/atom). Used as
default when no ce directive is specified. The default value is 1 kB/atom.
ttmcelin f1 f2 Specifies the maximum electronic specific heat capacity (f1 in kB/atom) at
temperature f2 K for a non-metal. The electronic specific heat capacity increases linearly
up to that value, above which is stays constant. No default values.
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ttmcetanh f1 f2 Specifies the electronic specific heat parameters of the following form
Ce(Te) = f1 · tanh(f2 · 10−4) [kB/atom] for a metal. Both parameters are required.
ttmcetab This directive would make the code to ask for an additional file (Ce.dat) containing
two columns of data: Ce(Te) and Te. The value of Ce(Te) would be obtained by linear
interpolation. Input from Ce.dat is in Jm−3K−1.
ttmgoffset f1 Offsets the e-p coupling of the two systems by f1 time-steps.
ttmoneway Electron-phonon coupling effective one-way only, i.e. from electrons to ions.
ttmamin f1 An activation threshold for a minimum number of particles (f1) in a CIT box.
ttmkecnst f Specifies the constant electronic thermal conductivity for metals in Wm−1K−1.
No default value and must be specified when ttm is used.
ttmkeinf Sets electronic thermal conductivity to infinity.
ttmvarg Specifies that the value of the electron-phonon coupling constant as a function of
electronic temperature is read from a file (g.dat). This forces electron-phonon friction
(χ) to change every time-step according to χ = G/(3NkB), where N is the number of
atoms in a CIT.
ttmdedx f The electron stopping power of a projectile entering the electronic system. Default
is 0 eV/nm, which means that the electronic lattice (CETs) is initialised to the thermostat
temperature.
ttmsgauss f1 f2 Parameters pertaining to the spatial energy deposition in the electronic sys-
tem. The first parameter (f1) is the standard deviation σ of the Gaussian energy dis-
tribution in space. The default is 1 nm. The second parameter (f2) is a dimensionless
parameter that cuts the deposition at f2 · σ. Defaults to 3. Works only if ttmdedx is
specified.
ttmsflat Specifies that the initial spatial deposition of energy is homogeneous. Works only if
ttmdedx or ttmlaser are specified.
ttmlaser f1 f2 Specifies that the initial energy deposition results from a laser with f1 absorbed
fluence [mJ cm−2] and f2 penetration depth [nm]. Cannot be used in conjunction with
ttmdedx; forces ttmsflat.
ttmsread Specifies that the initial spatial deposition of energy on electron is to be read
from a file (TETEMP). This would work only in combination with ttmdelta and when
ttmdedx is not specified.
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ttmgauss f1 f2 Parameters pertaining to the temporal energy deposition in the electronic
system. The first parameter (f1) is the standard deviation τ of the Gaussian energy dis-
tribution in time. The default is 1 ·10−3 ps. The second parameter (f2) is a dimensionless
parameter that starts and stops the deposition around ±f2 ·τ . Defaults to 3. Works only
if ttmdedx or ttmlaser are selected.
ttmnexp f1 f2 Same as above with the same default parameters, however the shape of the
temporal deposition is ∝ exp(−t). Works only if ttmdedx or ttmlaser are selected.
ttmdelta Temporal deposition occurs during one MD time-step. Either ttmdedx or ttms-
read must be given.
ttmthvelxyz Enable calculation of lattice temperature from the thermal velocities only, i.e.
velocities discounting collective movements of atoms in a CIT cell in all directions.
ttmthvelz As above, but discounts the collective movements in the z-direction only.
ttmatomdens f1 Manual input of atomic density in atoms/A˚
3 to be used when vacuum is
present in the simulation box, as it would give rise on an incorrect atomic density value.
ttmdyndens Recalculate atomic density at each time-step. Useful for simulations with a
free-surface. To be used only in a combination with tabular specific heat capacity, i.e.
ttmcetab.
ttmstats f Frequency of printing out of the 2T model basic statistics to peak e.txt and
peak i.txt files, pertaining to electronic and ionic systems. By default it is disabled.
ttmtraj f Frequency of printing out of additional 2T model statistics to lat e.txt and
lat i.txt files. These files represent a slice of the systems along the y-axis at con-
stant x,z-directions. By default it is disabled.
ttmdebug1 Print debug files pertaining to the electron-phonon coupling strength.
ttmbcs (keyword) Specifies the boundary conditions (BCs) in the electronic system. The
keyword options as follows:
dirich - Dirichlet BCs with the halo BC cells at the temperature specified in temp,
neumann - Zero-flux (Neumann) BCs,
robin f - Robin’s boundary condition with fraction of the leaking flux of f (Default 0.96),
xydirich - Mixed case: Dirichlet BCs in the x,y-directions and zero-flux in the z-direction,
xyrobin f - Mixed case: Robin BCs in x,y-directions and zero-flux in z-direction.
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