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INTRODUCCIÓN 
Cada vez es más común para el ser humano encontrarse inmiscuido en situaciones en 
las que deba interactuar con algún tipo de máquina o herramienta para lograr la 
consecución de ciertas metas u objetivos. Desde la antigüedad el hombre ha buscado 
que la interacción hombre-máquina se lleve de manera natural, por lo cual se han 
desarrollado diversas investigaciones para que esa interacción se realice mediante los 
diversos métodos de comunicación utilizados por el ser humano, ya sean comandos de 
voz, estímulos dieléctricos, reconocimiento de gestos y señas, etc. (Fazzino & Sanchéz, 
2008). Las industrias buscan constantemente automatizar procesos, con ayuda de 
maquinaria y tecnología reciente, lo cual demuestra una tendencia a mejorar procesos 
procurando que la menor cantidad de energía sea derrochada al momento de realizar 
las actividades planeadas. 
El reconocimiento del habla proviene del deseo del ser humano por prescindir de 
accesorios (mouse, teclado) para interactuar con la máquina, la meta, tal y como la 
señalan Cancelo y Alonso (2007) en su libro La tercera revolución, es que sin duda en 
un futuro las personas tengan la capacidad de conversar con sus ordenadores y 
sistemas informáticos y, que a su vez, éstos sean capaces de asimilar dicha 
conversación. Esta comunicación se basa en la recepción de una señal emitida por un 
ser humano (acústica, fonética, fonológica, léxica, sintáctica, semántica y pragmática) 
por medio de una herramienta computacional, la cual, trata de obtener una 
interpretación aceptable de la información contenida dentro de dicho mensaje, con la 
finalidad de convertir dicha información en texto o acciones de cierto tipo. Tal sería el 
caso de desarrollar un algoritmo de reconocimiento de comandos de voz, para mejorar 
la manera en la que se manipulan los dispositivos electrónicos, como caso específico, 
un actuador eléctrico. 
                       Desarrollo de un algoritmo de reconocimiento de comandos de voz para la manipulación         
fgfgf              de un actuador eléctrico. 
                     
                     Centro Universitario UAEM Ecatepec  
  
10 
Ingeniería en Computación  
 




Desarrollar un algoritmo capaz de reconocer comandos de voz para manipular un 
actuador eléctrico con ayuda de la plataforma NetBeans 8.1. 
Objetivos particulares 
1. Revisar las diversas herramientas para realizar reconocimiento de voz dentro de 
NetBeans 8.1. 
2. Seleccionar las herramientas más adecuadas para realizar el algoritmo de 
reconocimiento de voz.  
3. Desarrollar los módulos correspondientes para que el algoritmo de 
reconocimiento de comandos de voz desarrollado en NetBeans 8.1 funcione 
correctamente.  
JUSTIFICACIÓN 
El reconocimiento del habla acorde a lo que señala O´Shaughnessy (1987) se ha vuelto 
una herramienta muy poderosa e importante, y está presente en varios aspectos de la 
vida cotidiana del ser humano, puesto que tiene varias aplicaciones, por ejemplo, en el 
área de la seguridad la policía ocupa el reconocimiento del habla para comparar voces 
y localizar el o los lugares en los cuales fue emitido un mensaje, al mismo tiempo es 
posible hacer uso de esta tecnología para limpiar conversaciones, seleccionar palabras 
clave e incluso mensajes completos. De igual manera dentro de la medicina es posible 
habilitar los aparatos quirúrgicos (hablando de cirugías robotizadas) para que éstos 
sean capaces de responder ante comandos de voz por parte de un ordenador que 
ejecuta órdenes. Inclusive existe la posibilidad de generar síntesis de voz para las 
personas impedidas de alguna manera y que por dicho impedimento no tienen la 
capacidad de manipular un teclado o por algún motivo necesiten sintetizar su voz. 
Básicamente es posible adaptar cualquier tipo de interacción entre hombres y máquinas 
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para que los aparatos y herramientas respondan ante comandos de voz. 
(O´Shaughnessy, 1987) 
Con base en lo anterior es que se ha considerado que desarrollar un algoritmo de 
reconocimiento de comandos de voz para la manipulación de un actuador eléctrico 
seria la base para posteriormente desarrollar algoritmos más complejos que ayuden a 
que la interacción hombre-máquina, y que dicho proceso se realice sin la necesidad de 
gadgets o accesorios. 
El lenguaje para desarrollar el algoritmo es Java, si bien no es el único capaz de dicha 
tarea, es un lenguaje de programación de propósito general, concurrente, orientado a 
objetos que fue diseñado específicamente para tener tan pocas dependencias de 
implementación como fuera posible, y esto le da una gran ventaja sobre otros 
lenguajes. 
Para realizar el reconocimiento de voz dentro de Java, se puede utilizar Java Speech 
API también conocida como JSAPI, la cual es una aplicación multiplataforma, que 
soporta comandos de reconocimiento, sistemas de dictado, inclusive los sintetizadores 
de voz. 
JSAPI está basada en el manejo de eventos que son generados por el motor de voz y 
pueden ser identificados y manejados según sea requerido. Los eventos generados 
pueden ser manejados mediante la interfaz del motor de reconocimiento, inclusive a 
través del motor de síntesis. 
El software de JSAPI fue seleccionado ya que éste realiza todo el reconocimiento de 
voz aplicando los modelos ocultos de Markov, lo cual lo hace bastante eficiente en esta 
tarea, por ser un software de uso libre para aplicaciones sin fines de lucro, y por la fácil 
integración que tiene con los proyectos de Java. 
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ANTECEDENTES  
En 2005 García Galván desarrolló en la Universidad Autónoma Metropolitana un 
reconocedor de voz, el cual identifica fonemas y palabras pronunciadas en inglés por un 
locutor hispanoparlante, este reconocedor está basado en modelos ocultos de Markov 
entrenados independientemente del hablante. García Galván argumenta que la mayoría 
de los sistemas de reconocimiento de voz en inglés se realizaron con locutores cuya 
lengua nativa es este idioma, por lo cual la mayoría de los errores de reconocimiento se 
atribuyen a la variedad de acentos extranjeros, y que por esta razón es necesario 
adaptar los modelos existentes. Para este trabajo las técnicas de adaptación fueron 
implementadas a un conjunto de modelos ocultos de Markov entrenados 
independientemente del locutor, puesto que, según la autora, esto resulta mejor opción 
respecto al entrenamiento de modelos dependientes (García Galván, 2005). 
Al mismo tiempo, Villamil Espinosa (2005) realizó un análisis de las aplicaciones en 
reconocimiento de voz al utilizar HTK (Hidden Markov Model Toolkit). En su análisis 
Villamil hace una comparación entre diversos métodos aplicables al reconocimiento de 
voz, pero se enfoca en la herramienta HTK puesto que ésta permite utilizar diversos 
métodos de entrenamiento de los Modelos ocultos de Markov. Al mismo tiempo Villamil 
ejemplifica el uso de HTK en dos aplicaciones: el reconocimiento de palabras aisladas y 
el reconocimiento de dígitos conectados. Según Villamil el objetivo de construir un 
reconocedor de voz es explotar el uso de las herramientas en el proceso (Villamil 
Espinoza, 2005).  
Por otra parte, Llanque García desarrolló en 2009 para la Escuela Superior Politécnica 
de Litoral, un telemando electrónico activado por voz. Llanque García se inspira en las 
necesidades de personas con limitaciones físicas o motoras, obteniendo un dispositivo 
capaz de reemplazar el uso de las manos por la voz para hacer funcionar dispositivos 
electromecánicos. Se compararon comandos de voz emitidos por un locutor con 
palabras previamente almacenadas y con base en eso tomar un determinado curso de 
acción (Llanque García, 2009). Aunque este proyecto se pensó y enfocó en las 
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personas con algún tipo de limitante, también pretende ser de utilidad para personas sin 
limitaciones que busquen mayor comodidad dentro de su vida cotidiana.  
Panta Martínez desarrolló en 2012 en la Universidad Politécnica de Valencia un sistema 
para el control domótico por voz. Su escrito documenta el proceso de análisis, diseño, 
implementación, y pruebas de un sistema para controlar un hogar mediante la voz. 
Dicho trabajo se basó en el supuesto de que el sistema domótico ya existía, el cual 
estaría formado por un servidor domótico y partes móviles distribuidas dentro de un 
hogar (Panta Martínez, 2012). 
Mientras tanto Macas Macas y Padilla Pineda (2012) en su estudio de los modelos 
ocultos de Markov y el desarrollo de un prototipo para el reconocimiento del habla, 
hacen un análisis no sólo de los modelos ocultos de Markov, sino también de algunas 
herramientas útiles para aplicar dichos modelos al desarrollo antes planteado. Macas y 
Padilla profundizan en HTK, el cual es un conjunto de herramientas portátiles que sirven 
para manipular y construir modelos ocultos de Markov, aunque también pueden 
modelar cualquier tipo de serie temporal de datos. Este conjunto de herramientas fue 
creado por el departamento de Ingeniería de Cambridge para construir modelos 
basados en el procesamiento de señales del habla (Macas Macas & Padilla Pineda, 
2012). 
Por su lado, Pérez Badillo, Ponceros Martínez y Villalobos Ponce en 2013 realizaron 
para el Instituto Politécnico Nacional un sistema de seguridad que funciona mediante el 
reconocimiento de voz, en dicho sistema el locutor graba una palabra mediante un 
micrófono y ésta es comparada con una base de datos de palabras previamente 
almacenadas. Al mismo tiempo este proyecto se ayuda de una Interfaz gráfica que 
permite la interacción entre el usuario y el sistema de seguridad. El sistema de 
seguridad una vez ingresada la palabra la procesa por medio de algoritmos de 
predicción lineal. Este sistema de seguridad no sólo analiza los comandos emitidos por 
un locutor, también identifica al locutor según los parámetros de la onda que genera su 
voz (Pérez Badillo, Ponceros Martínez, & Villalobos Ponce, 2013). 
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Delgado Gallardo, Trujillo Castellanos y Valdez Simón desarrollaron en 2014 para el 
Instituto Politécnico Nacional un sistema de domótica controlado por voz para personas 
con deficiencias motrices. En el trabajo ellos abordaron la evolución de los hogares del 
ser humano y cómo es que éstos se adaptan a las tecnologías disponibles en la época. 
Al mismo tiempo explican el concepto de domótica y cómo es que ésta se integra con el 
reconocimiento de voz, puesto que la domótica integra muchas más funciones con el fin 
de introducir la tecnología y los elementos desarrollados dentro de los hogares para 
mejorar la calidad de vida de sus habitantes (Delgado Gallardo, Trujillo Castellanos, & 
Valdez Simón, 2014). 
METODOLOGÍA DE LA INVESTIGACIÓN  
1. Revisar la bibliografía de las diferentes herramientas capaces de realizar 
reconocimiento de voz dentro de NetBeans 8.1 
Dentro de Java existen varias herramientas que se pueden utilizar, por mencionar 
algunas: 
• JavaSpeech (JSAPI) 




2. Seleccionar la herramienta para realizar el algoritmo  
El desarrollador debe considerar el API que se adapta de mejor manera al desarrollo 
del algoritmo de reconocimiento de comandos de voz. 
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3. Desarrollar el algoritmo seleccionado bajo la plataforma de NetBeans en su 
versión 8.1  
En esta etapa se realiza la codificación y compilación del algoritmo desarrollado, así 
como la definición de las reglas gramaticales aplicables al mismo, es necesario tener 
instalado en un ordenador NetBeans 8.1, la versión de Java actual al momento de 
desarrollar la aplicación, y también la interfaz de programación de aplicaciones (API) 
seleccionada para desarrollar dicho software. 
4. Analizar los diversos actuadores eléctricos  
En esta etapa es necesario hacer una investigación de las características de los 
diversos actuadores eléctricos para generar una decisión fundamentada acerca de cuál 
es la opción más viable para el proyecto. 
5. Seleccionar un actuador eléctrico  
Una vez que se cuente con la información necesaria se deberá tomar la decisión acerca 
de qué actuador será el más conveniente para ser manipulado con el software 
desarrollado. 
6. Adaptar el algoritmo para conectar aplicación y actuador eléctrico  
Esta etapa incluye cierta codificación, ya que el actuador eléctrico se conecta a Java 
por medio de la placa Arduino, lo cual implica ciertas modificaciones al código Java 
desarrollado y la codificación en el lenguaje nativo de Arduino. 
7. Realizar pruebas y analizar resultados 
Al final del desarrollo es necesario hacer pruebas para corroborar que el software 
desarrollado es una opción viable para manipular de forma eficiente un actuador 
eléctrico, los resultados de esta prueba deberán ser cuantificados y analizados para su 
posterior exposición. 
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CAPÍTULO 1. MARCO TEÓRICO 
 
  
En este capítulo se dan a conocer conceptos teóricos y fundamentos 
básicos para realizar el reconocimiento del habla con ayuda de un 
ordenador. 
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1. MARCO TEÓRICO 
Dentro del reconocimiento del habla existen dos vertientes, la primera es el 
reconocimiento del locutor, el cual está enfocado en reconocer las características en la 
voz del emisor del mensaje, y cuyo objetivo es reconocer al locutor más que 
comprender dicho mensaje; por otra parte, se encuentra el reconocimiento de 
comandos de voz, el cual está diseñado para reconocer y diferenciar los mensajes 
emitidos sin tomar en cuenta a la persona que los produce. 
El reconocimiento del habla proporciona a un ordenador la habilidad de escuchar las 
palabras emitidas por el locutor y determinar qué es lo que éste ha dicho. 
Los principales pasos de un reconocedor de voz son los siguientes: 
• Diseño de Gramática o Reglas gramaticales: Define las palabras que pueden ser 
reconocidas, inclusive reglas sintácticas para el lenguaje que podrá utilizar el 
locutor para interactuar con el ordenador. 
• Procesamiento de señales: Analiza el espectro, es decir la frecuencia 
característica de la señal entrante de audio. 
• Reconocimiento de fonemas: Compara los patrones del espectro con los 
patrones de los fonemas del idioma que se reconoce. 
• Reconocimiento de palabras: Compara la secuencia de fonemas con las 
palabras y patrones de palabras especificados por las gramáticas activa. 
• Emisión de resultados: Proporciona a la aplicación con información de las 
palabras que el reconocedor ha detectado en la señal de audio entrante.  
1.1. Voz 
Según Torres Gallardo y Gimeno Pérez (2008) en su libro Anatomía de la voz es el 
sonido producido por el aire espirado, que, después de una serie de modificaciones se 
convierte en palabras o canto. En términos más técnicos la voz es el sonido que se 
emite al pasar el aire entre las cuerdas vocales y hacerlas vibrar, este sonido puede ser 
agudo o grave dependiendo de la presión a la cual estén sometidas las cuerdas 
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vocales. Al mismo tiempo este sonido se amplía a su paso por las cavidades de 
resonancia, las cuales están conformadas por todas las estructuras situadas por encima 
de las cuerdas vocales. Los resonadores principales son la boca o cavidad bucal, en la 
cual el sonido se articula con ayuda de la lengua y los labios convirtiéndose en 
lenguaje, y la cavidad nasal en la cual resonarán los sonidos nasales. (Gimeno Perez & 
Torres Gallardo, 2008). 
Para analizar la voz a través de una computadora, es necesario un proceso para 
digitalizar la voz de alguna manera, por lo regular este proceso se realiza con ayuda de 
un micrófono, ya sea externo o interno para que posteriormente la voz sea reconocida 
en la computadora como una señal, la cual se pueda manipular mediante algún tipo de 
proceso o plataforma de software. 
Digitalización de la voz 
Como se mencionó anteriormente la voz es un sonido, es decir, en pocas palabras, es 
un fenómeno analógico, una onda continúa en el tiempo surgida de las diferencias de 
presión del aire que se encuentra alrededor y que viaja a través de éste. Con un 
micrófono es posible generar una onda eléctrica análoga a estas diferencias de presión. 
Esta señal eléctrica analógica no puede ser almacenada directamente en un sistema 
digital; para ello, dicha señal debe digitalizarse, es decir, transformarla en una 
secuencia de números. (Perez, 2014) 
En la digitalización de una señal analógica se requieren dos procesos. El primero es 
tomar muestras de la amplitud de dicha señal a intervalos regulares de tiempo, y el 
segundo es asignar a cada muestra un valor numérico proporcional. Se podría decir 
que la primera etapa se refiere al muestreo de la señal y la segunda a la cuantificación 
de la misma. (Perez, 2014) 
La precisión en la digitalización depende de varios factores, entre ellos el nivel de ruido 
que se esté dispuesto a tolerar en la señal reconstruida, ya que la propia cuantificación 
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de la señal es fuente de ruido, un fenómeno conocido como ruido de cuantificación. 
(Perez, 2014) 
1.2. Señales 
Una señal es la magnitud eléctrica que transporta información útil, dentro de un sistema 
de comunicación (Sanchis, Torralba, Gonzalez, & Torres, 2005).  
Dependiendo de la clasificación las señales pueden ser: 
• Señales analógicas y señales digitales. 
Éstas se refieren a toda magnitud eléctrica cuyas variaciones llevan información sobre 
un proceso o magnitud física. Las señales cuya amplitud varía de forma continua con 
respecto del tiempo se denominan analógicas (véase Figura #1), mientras que las que 
pueden tomar sólo una serie de valores concretos se denominan señales de amplitud 
discreta en el tiempo (véase Figura #2). Las señales que sólo pueden tomar valores de 
amplitud discreta en instantes concretos se denominan señales digitales, y su amplitud 
viene dada por un código que se representa mediante señales con sólo dos niveles de 
tensión. Por extensión suele denominarse como digitales a todas las señales de 
amplitud discreta, aunque sean continuas en el tiempo (Pallás Areny, 1993). 
 
Figura # 1 Ejemplo de una señal sinusodal Analogica (Pallás Areny, 1993).         
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Figura # 2 Ejemplo de una señal sinusoidal discreta. (Pallás Areny, 1993). 
• Señales unipolares y señales diferenciales 
De acuerdo con la disposición física de los terminales en los que se presentan, las 
señales pueden ser unipolares o bipolares (véase Figura # 3).  
Las señales unipolares se miden entre una terminal y otro de referencia. Se denominan 
señales unipolares puestas a tierra, a aquellas cuyo terminal de referencia está 
conectado a tierra (véase Figura # 4). Si entre el terminal de referencia existe una 
tensión, se dice de esta que es una tensión en modo común y no se puede conectar a 
tierra ninguno de los terminales de la señal (véase Figura # 4); la impedancia 
equivalente del generador puede tener valores muy dispares según el caso (Pallás 
Areny, 1993). 
Las señales bipolares, diferenciales o polares, aparecen entre dos terminales que son 
independientes del terminal de referencia, que a su vez puede o no estar conectado a 
tierra (véase Figura # 4). La impedancia entre cada uno de los terminales de señal y el 
de tierra es similar. La polaridad con que se tome la señal es irrelevante: solo cambia el 
signo. Existen tres posibilidades: señal diferencial puesta a tierra, flotante o con tensión 
en modo común (véase Figura # 4). El punto de referencia para las señales flotantes, o 
con cualquiera de los dos tipos de terminales de señal puede conectarse a tierra; para 
las señales de tensión de modo común, no se puede conectar a tierra ningún terminal, 
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ni siquiera el de referencia. Se puede, sin embargo, invertir la polaridad de la salida 
(Pallás Areny, 1993). 
Las señales diferenciales se distinguen porque las diferencias de potencial respectivas 
entre cada terminal y el de referencia varían simultáneamente en la misma magnitud, 
pero en sentido opuesto. Mientras una señal unipolar puede darse con dos terminales 
(alto A y bajo B), una señal diferencial necesita siempre de al menos tres terminales 
para su representación (alto A, bajo B y común C).  
 
Figura # 3 Arriba ejemplo de una señal digital unipolar, y abajo ejemplo de una señal digital polar (Castro Lechtaler & 
Jorge Fusario, 1999). 
 
Figura # 4 Tipos de señales según sus terminales a) Unipolar puesta a tierra. b) Unipolar flotante. c) Unipolar con tensión 
en modo común d) Diferencial puesta a tierra. e) Diferencial flotante. f) Diferencial con tensión en modo común. g) 
Diferencial con tensión en modo común (Pallás Areny, 1993). 
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• Señales de alta y baja impedancia 
Cuando se conectan dos elementos de un sistema electrónico existen dos 
posibilidades, que se desee que la tensión o corriente de entrada de un elemento 
coincida con la correspondiente a la salida del elemento precedente, o bien se desea 
transferir la máxima potencia de un elemento al siguiente. En ambos casos hay que 
adaptar la impedancia como se muestra en la Figura # 5 (Pallás Areny, 1993). 
 
Figura # 5 5 Impedancia de salida y de entrada a) Cuando se mide tensión. b) Cuando se mide corriente (Pallás Areny, 
1993). 
Señal de audio 
Con base en lo anterior se puede definir una señal de audio como: corriente eléctrica 
que representa al sonido dentro de un equipo electrónico ya sea por medio de una 
señal analógica o una digital (Gomez Gutierrez, 2009), en la Figura # 6 se muestra una 
señal de audio capturada en el dominio continuo.  
 
Figura # 6 Señal de audio capturada en el dominio continuo (Sanchez & Lemus, s.f.). 
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1.2.1. Procesamiento Digital de una Señal de Audio 
Para que una señal pueda ser procesada digitalmente debe ser en tiempo discreto y 
tomar valores discretos tal y como se muestra en la figura # 7 (señal digital). Si la señal 
a procesar es analógica, se debe convertir a digital haciendo un muestreo en el tiempo 
y obteniendo por tanto una señal en tiempo discreto para posteriormente cuantificar sus 
valores en un conjunto discreto. 
Existen tres enfoques diferentes para realizar el reconocimiento de voz con ayuda de un 
ordenador: 
1. Enfoque Acústico - Fonético 
2. Enfoque de reconocimiento de patrones 
3. Enfoque de inteligencia artificial. 
 
Figura # 7 Señal de audio capturada en el dominio discreto (Sanchez & Lemus, s.f.). 
 
• Enfoque acústico fonético 
Consiste en detectar sonidos elementales y asignarles determinados rótulos. La base 
de este enfoque es la hipótesis de que en el lenguaje hablado existe un número finito 
de unidades fonéticas distintas (fonemas) y que estas unidades pueden caracterizarse 
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por un conjunto de propiedades acústicas que se manifiestan en la señal hablada en 
función del tiempo. Si bien las propiedades acústicas de los fonemas son altamente 
variables con el locutor y con los fonemas vecinos (coarticulación de sonidos), se 
asume que las reglas que gobiernan la variabilidad son simples y pueden ser 
aprendidas fácilmente por el sistema de reconocimiento dicho sistema se muestra en la 
Figura # 8. 
El reconocimiento consiste básicamente en dos pasos: 
1. Segmentación y rotulado. La señal es dividida en regiones acústicas a las que 
son asignados uno o más fonemas, resultando en una caracterización de la 
señal de voz mediante un reticulado de fonemas. 
2. Se trata de determinar una palabra (o conjunto de palabras) válida a partir de la 
secuencia de fonemas rotulados en el primer paso. Se introducen en esta etapa 
restricciones lingüísticas (vocabulario, sintaxis, y reglas semánticas). 
La primera etapa en el procesamiento es la etapa de análisis de voz, que provee una 
representación (espectral) de las características de la señal de voz. Los métodos más 
comunes en esta etapa son análisis con banco de filtros y análisis LPC (Linear 
Predictive Coding). (Rabiner & Juang, 1993) 
 
Figura # 8 Sistema de reconocimiento de voz basado en el enfoque acústico-fonético. (www.fceia.unr.edu.ar, s.f.) 
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La siguiente etapa es la extracción de características, en donde se convierten las 
medidas espectrales en un conjunto de parámetros que describen las propiedades 
acústicas de las unidades fonéticas. Estos parámetros pueden ser: nasalidad 
(presencia o ausencia de resonancia nasal), fricación (presencia o ausencia de 
excitación aleatoria en la voz), ubicación de los formantes (frecuencias de las tres 
primeras resonancias), clasificación entre sonidos tonales y no tonales, etc.   
La tercera etapa del procesamiento es la etapa de segmentación y rotulado en donde el 
sistema trata de encontrar regiones estables donde las características cambian poco, 
que son rotuladas teniendo en cuenta cuan bien la característica en la región se ajusta 
a unidades fonéticas individuales. Ésta es usualmente la etapa más difícil de llevar a 
cabo en forma confiable.  
El resultado de la etapa de segmentación y rotulado es un reticulado de fonemas a 
partir del cual se determina la palabra (o secuencia de palabras) que mejor se ajusta, 
teniendo en cuenta restricciones lingüísticas (de vocabulario, de sintaxis, y semánticas). 
• Enfoque de reconocimiento de patrones 
Este consiste básicamente en dos pasos: 
1. Entrenamiento de patrones 
2. Comparación de patrones  
La característica principal de este enfoque es que usa un marco matemático bien 
definido y que establece representaciones consistentes de los patrones de voz que 
pueden usarse para comparaciones confiables a partir de un conjunto de muestras 
rotuladas, usando algoritmos de entrenamiento; dicho enfoque se muestra en la Figura 
# 9. La representación de los patrones de voz puede ser una plantilla, o un modelo 
estadístico, que puede aplicarse a un sonido, una palabra, o una frase. 
En la etapa de comparación de patrones se realiza una comparación directa entre la 
señal de voz desconocida y todos los posibles patrones aprendidos en la etapa de 
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entrenamiento, de manera de determinar el mejor ajuste de acuerdo a algún criterio 
(Rabiner & Juang, 1993). 
 
Figura # 9 Reconocimiento de voz basado en el reconocimiento de patrones. (www.fceia.unr.edu.ar, s.f.). 
• Enfoque de la inteligencia artificial (IA) 
En este enfoque se intenta automatizar el procedimiento de reconocimiento de acuerdo 
a la forma en que una persona aplica su inteligencia en la visualización, análisis y 
caracterización de la voz basada en un conjunto de características acústicas. Algunas 
técnicas que se emplean son: sistemas expertos (redes neuronales) que integran 
conocimientos prácticos fonéticos, sintácticos, semánticos para la segmentación y el 
rotulado, y usan herramientas tales como redes neuronales artificiales para aprender 
las relaciones entre eventos fonéticos. (Rabiner & Juang, 1993) 
1.2.2. Representación de una señal de audio 
• Representación temporal 
Un método simple de representación de una señal de audio es realizar un dibujo de 
ésta en una gráfica dependiente del tiempo (véase Figura # 10). Esta representación se 
denomina representación en el dominio temporal. En este caso, se representa la 
evolución de la amplitud con respecto al tiempo. En el caso del sonido, la amplitud 
representa la variación de la presión atmosférica respecto al tiempo. En general, la 
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amplitud se representa a partir del valor cero (posición de equilibrio o valor medio de la 
presión) hasta el punto de máxima amplitud de la forma de onda (Roads, 1996). 
 
Figura # 10 Representación temporal de una señal de audio. (Gómez Gutierrez, 2009).  
• Representación frecuencial. 
La representación frecuencial captura las características espectrales de una señal de 
audio. Además de la frecuencia fundamental (la cual es la frecuencia más baja de una 
forma de onda periódica) existen muchas frecuencias presentes en una forma de onda. 
Una representación en el dominio frecuencial o representación espectral muestra el 
contenido frecuencial de un sonido. Las componentes de frecuencias individuales del 
espectro pueden denominarse harmónicos o parciales. Las frecuencias armónicas son 
enteros simples de la frecuencia fundamental. Cualquier frecuencia puede denominarse 
parcial, sea o no múltiplo de la frecuencia fundamental. De hecho, muchos sonidos no 
tienen una fundamental clara. (Gómez Gutierrez, 2009) 
El contenido frecuencial de un sonido puede mostrarse de diversas maneras. Una 
forma estándar es la de dibujar cada parcial como una línea en el eje x. La altura de 
cada línea correspondería a la fuerza o amplitud de cada componente frecuencial. Una 
señal sinusoidal pura viene representada por una sola componente frecuencial. (Gómez 
Gutierrez, 2009) 
❖ Espectro  
El espectro de una señal es una representación en el dominio de la frecuencia que 
viene dada por la evolución de la amplitud y de la fase respecto a la frecuencia. 
                       Desarrollo de un algoritmo de reconocimiento de comandos de voz para la manipulación         
fgfgf              de un actuador eléctrico. 
                     
                     Centro Universitario UAEM Ecatepec  
  
28 
Ingeniería en Computación  
 
Universidad Autónoma del Estado de México  
 
|𝐴(𝑓)|𝜓() 
Otra medida adicional sería la densidad de potencia espectral (Power Spectrum 
Density) o PSD, que se aplica a ruidos de espectro continuo. Una definición simple de 
PSD es que la densidad de potencia espectral es igual al espectro de potencia dentro 
de un ancho de banda específico (Roads, 1996) 
❖ Espectro de potencia 
Del espectro de amplitud se puede derivar el espectro de potencia. Generalmente, se 
define la potencia de una señal como el cuadrado de la amplitud de dicha señal. Por 
tanto, el espectro de potencia sería el cuadrado del espectro de amplitud. La potencia 
espectral tiene relación con la percepción humana de la intensidad, y por ello es útil 
esta representación. (Roads, 1996). 
𝑃(𝑓) = 𝐴(𝑓)2 
El espectro cambia constantemente, por lo que las representaciones mencionadas 
anteriormente presentan sólo una porción de sonido que se ha analizado. Esta gráfica 
puede dibujarse de forma tridimensional, representando los distintos espectros a lo 
largo del tiempo. 
 
Figura # 11 Espectro de potencia de un pulso rectangular con ciclo de trabajo de 25% (Wayne, 2003). 
Otra forma de representar esta variación es dibujando un sonograma o espectrograma. 
Este tipo de gráficas presentan la variación del contenido frecuencial respecto al 
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tiempo, donde el tiempo se presenta en el eje horizontal (o eje de las abscisas), la 
frecuencia en el eje vertical (o eje de las ordenadas) y la amplitud se dibuja a través de 
distintos colores del trazo. A continuación, se muestra una herramienta para representar 
tiempo-frecuencia de una señal. (Gómez Gutierrez, 2009) 
❖ Short Time Fourier Transform 
La transformada de Fourier es una herramienta matemática que permite pasar de una 
representación en el dominio temporal a una representación en el dominio frecuencial. 
De manera general, la Transformada de Fourier es un procedimiento matemático que 
mapea cualquier señal analógica estacionaria a una serie infinita de sinusoides, cada 
una de ellas con una determinada amplitud y fase (Gomez Gutierrez, 2009) 
Para adaptar el análisis de Fourier al dominio de las señales muestreadas, de duración 
finita y variantes respecto al tiempo, se define la transformada de Fourier localizada a 
corto plazo (Short-Time Fourier Transformo STFT). En este caso, se divide la señal en 
pequeñas porciones o segmentos, que se denominan tramas de análisis. El contenido 
frecuencia o espectro se calcula en cada una de las tramas utilizando la transformada 
de Fourier (Roads, 1996) 
STFT impone una secuencia de ventanas temporales (tramas de análisis) de la señal 
de entrada, es decir, divide la señal en fragmentos delimitados en el tiempo por una 
función ventana. Una ventana es un tipo específico de envolvente que se aplica para un 
análisis espectral. La duración de la ventana está normalmente comprendida entre 1 𝑚𝑠 
y 1 𝑠, y los segmentos a veces se transponen. A través del análisis espectral individual 
de cada segmento, se obtiene una secuencia de medidas (espectros) que constituyen 
al espectro variable a lo largo del tiempo o sonograma (Gómez Gutierrez, 2009). 
Desafortunadamente, este proceso tiene la desventaja de producir distorsiones en la 
medida del espectro, ya que el analizador de espectro no mide sólo la señal de entrada 
sino el producto de la misma por la ventana. El espectro que resulta es la convolución 
del espectro de la señal de entrada y el espectro de la ventana (Roads, 1996). 
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A continuación, la STFT aplica la transformada de Fourier discreta (DFT) a cada 
segmento. La DFT es un tipo de transformada de Fourier que puede trabajar con 
señales discretas en el tiempo, es decir, muestreadas. 
1.2.3. Procesamiento de la Señal de Audio  
Después de obtener la señal con éxito es necesario procesarla mediante un algoritmo 
que permita obtener sus características específicas y diferenciarla de las demás 
señales que se reciben. Por lo regular este paso lo lleva a cabo una aplicación especial, 
en el caso de las aplicaciones desarrolladas en Java, esto lo realiza JSAPI o alguna de 
sus versiones desarrolladas por terceros, ésta a su vez utiliza los modelos ocultos de 
Markov (HHM por sus siglas en ingles), los cuales a su vez son un modelo estocástico 
para ejercer el reconocimiento de voz. 
1.2.3.1. Procesos estocásticos  
Un proceso estocástico es una colección de variables aleatorias {𝑋𝑡: 𝑡 ∈ 𝑇} 
parametrizada por un conjunto 𝑇, llamado espacio parámetral, en donde las variables 
toman valores en un conjunto 𝑆 llamado espacio de estados. (Rincón, 2012) 
En los casos más sencillos se toma como espacio parámetral el conjunto discreto 𝑇 =
{0,1,2, … , 𝑛} y estos números se interpretan como tiempos. En este caso se dice que el 
proceso es a tiempo discreto, y en general, se denota por {𝑋𝑛: 𝑛 = 0,1, … }, o bien: 
𝑋0, 𝑋1, 𝑋2, … 
Así, para cada 𝑛, 𝑋𝑛 es el valor del proceso o estado del sistema al tiempo 𝑛. Este 
modelo corresponde a un vector aleatorio de dimensión infinita, tal y como se muestra 
en la Figura # 12. 
El espacio parámetral puede tomarse como conjunto continuo 𝑇 = [0, ∞). En este caso 
se dice que el proceso es a tiempo continuo y este se denota por: 
{𝑋𝑡: 𝑡 ≥ 0} 
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Figura # 12 Vector aleatorio de dimensión infinita (Rincón, 2012). 
Por ende, si el subíndice es 𝑛, los tiempos son discretos, y si el subíndice es 𝑡, el 
tiempo se mide de manera continua. En particular, para poder hablar de variables 
aleatorias con valores en el espacio de estados 𝑆, es necesario asociar a éste conjunto 
una 𝜎 − á𝑙𝑔𝑒𝑏𝑟𝑎 . 
Considerando que 𝑆 es un subconjunto de ℝ, puede tomarse 𝜎 − á𝑙𝑔𝑒𝑏𝑟𝑎 de Borel de ℝ 
restringida a una 𝑆, es decir 𝑆 ∩ ℬ(ℝ). Un proceso estocástico, también llamado proceso 
aleatorio puede considerarse como una función de dos variables: 
𝑋: 𝑇 × Ω → 𝑆 
Tal que a la pareja de (𝑡, 𝜔) se le asocia al valor o estado 𝑋(𝑡, 𝜔), lo cual también puede 
escribirse como 𝑋𝑡(𝜔). Para cada valor de  𝑡 en 𝑇, el mapeo 𝜔 → 𝑋𝑡(𝜔) es una variable 
aleatoria, mientras que para cada 𝜔 en Ω fijo, la función 𝑡 → 𝑋𝑡(𝜔) es llamada una 
trayectoria o realización del proceso. Es decir, a cada 𝜔 del espacio muestral le 
corresponde una trayectoria del proceso, es por esta razón que los procesos 
estocásticos algunas veces se definen como una función aleatoria. (Rincón, 2012). Un 
ejemplo de dicha trayectoria sería un movimiento Browniano, el cual se puede ver en la 
Figura # 13. 
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Figura # 13 Trayectoria de movimiento Browniano. 
Los diferentes tipos de procesos estocásticos se obtienen al considerar las distintas 
posibilidades para el espacio parámetral, el espacio de estados, las características de 
las trayectorias, y principalmente las relaciones de dependencia entre las variables 
aleatorias que conforman el proceso. 
Existen varios tipos de procesos estocásticos, entre ellos: es una clasificación,  
• Proceso de ensayos independientes  
El proceso a tiempo discreto {𝑋𝑛: 𝑛 = 0,1, … } puede estar constituido por variables 
aleatorias independientes. Este modelo representa una sucesión de ensayos 
independientes de un mismo experimento aleatorio, como lanzar una moneda, o lanzar 
un dado en repetidas ocasiones. El resultado u observación del proceso en un 
momento cualquiera es, por lo tanto, independiente de cualquier otra observación 
pasada o futura del proceso (Rincón, 2012). 
• Procesos de Markov  
Estos tipos de procesos son modelos en donde, suponiendo conocido el estado 
presente del sistema, los estados anteriores no tienen influencia en los estados futuros 
del sistema. Esta condición se llama propiedad de Markov y puede expresarse de la 
siguiente forma: para cualquiera de los estados: (𝑥0, 𝑥1, … , 𝑥𝑛−1, 𝑥𝑛, 𝑥𝑛+1) 
En donde: 
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𝑥𝑛−1 : Representa el pasado,  
𝑥𝑛 : Representa el presente y 
𝑥𝑛+1: Representa el futuro 
Y  se cumple la igualdad: 
𝑃(𝑋𝑛+1 =  𝑥𝑛+1 |𝑋0 =  𝑥0, … , 𝑋𝑛 =  𝑥𝑛) = 𝑃(𝑋𝑛+1 =  𝑥𝑛+1 |𝑋𝑛 =  𝑥𝑛) 
De esta forma la probabilidad del evento futuro (𝑋𝑛+1 =  𝑥𝑛+1) solo depende del evento 
𝑋𝑛 =  𝑥𝑛), mientras que la información correspondiente al evento pasado (𝑋0 =
 𝑥0, … , 𝑋𝑛−1 =  𝑥𝑛−1) es irrelevante. En particular, los sistemas dinámicos deterministas 
dados por una ecuación diferencial pueden considerarse procesos de Markov, pues su 
evolución futura queda determinada por la posición inicial del sistema y la ley de 
movimiento. (Rincón, 2012) 
• Procesos con incrementos independientes  
Se dice que un proceso estocástico a tiempo continuo {𝑋𝑡: 𝑡 ≥ 0} tiene incrementos 
independientes si para cualquier tiempo 0 ≤ 𝑡1 < 𝑡2 < ⋯ < 𝑡𝑛 , las variables 𝑋𝑡1 , 𝑋𝑡2 −
𝑋𝑡1 , … , 𝑋𝑡𝑛 − 𝑋𝑡𝑛−1 son independientes. Esto quiere decir que los desplazamientos que 
tiene el proceso en estos intervalos disjuntos de tiempo son independientes unos de 
otros. (Rincón, 2012) 
• Procesos estacionarios  
Se dice que un proceso estocástico a tiempo continuo {𝑋𝑡: 𝑡 ≥ 0} es estacionario en el 
sentido estricto si para cualesquiera tiempos 𝑡1, … , 𝑡𝑛 , la distribución del vector 
(𝑋𝑡1 , … , 𝑋𝑡𝑛) es la misma que la del vector (𝑋𝑡1+ℎ, … , 𝑋𝑡𝑛+ℎ) para cualquier valor de ℎ >
0. En particular, la distribución de 𝑋𝑡 es la misma que la de 𝑋𝑡+ℎ para cualquier valor de 
ℎ > 0. (Rincón, 2012) 
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• Procesos con incrementos estacionarios 
Se dice que un proceso estocástico a tiempo continuo {𝑋𝑡: 𝑡 ≥ 0} tiene incrementos 
estacionarios si para cualesquiera tiempos 𝑠 < 𝑡, y para cualquier ℎ > 0, las variables 
𝑋𝑡+ℎ − 𝑋𝑠+ℎ y 𝑋𝑡 − 𝑋𝑠 tienen la misma distribución de probabilidad. Es decir, el 
incremento que tiene el proceso entre los tiempos 𝑠 y 𝑡 sólo depende de estos tiempos 
a través de la diferencia 𝑠 −  𝑡 , y no de los valores específicos de 𝑠 y 𝑡. (Rincón, 2012) 
• Martingalas  
Una martingala a tiempo discreto es, en términos generales, un proceso {𝑋𝑛: 𝑛 = 0,1, … } 
que cumple la condición: 
𝐸(𝑋𝑛+1 | 𝑋0 = 𝑥0, … ,  𝑋𝑛 = 𝑥𝑛) = 𝑥𝑛 
Esta igualdad significa que el valor promedio del proceso al tiempo futuro 𝑛 + 1 es el 
valor del proceso en su último momento observado, es decir 𝑥𝑛. Esto es, se trata de una 
ley de movimiento aleatorio equilibrada o simétrica, pues en promedio el sistema no 
cambia del último momento observado. A estos procesos también se les conoce como 
procesos de juegos justos. (Rincón, 2012) 
• Procesos de Levy  
Se dice que un proceso estocástico a tiempo continuo {𝑋𝑡: 𝑡 ≥ 0} es un proceso de Levy 
si sus incrementos son independientes y estacionarios. Tanto el proceso de Poisson 
como el movimiento Browniano son ejemplos de este tipo de procesos (Rincón, 2012) 
• Procesos Gaussianos 
Se dice que un proceso estocástico a tiempo continuo {𝑋𝑡: 𝑡 ≥ 0} es un proceso 
Gausiano si para cualquier colección finita de tiempos 𝑡1, … , 𝑡𝑛 tiene distribución normal 
o Gausiana multivariada. El movimiento Browniano también es un ejemplo de este tipo 
de procesos (Rincón, 2012). 
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• Modelos ocultos de Markov 
Es un modelo estadístico en el que se asume que el sistema a modelar es un proceso 
de Markov de parámetros desconocidos. El objetivo es determinar los parámetros 
desconocidos (u ocultos, de ahí el nombre) de dicha cadena a partir de los parámetros 
observables. Los parámetros extraídos se pueden emplear para llevar a cabo sucesivos 
análisis. Un modelo oculto de Markov se puede considerar como la red bayesiana 
dinámica más simple (Macas Macas & Padilla Pineda, 2012). 
Son modelos estocásticos, que toman a la incertidumbre para realizar cálculos, 
analizando los procesos que se presentan de forma aleatoria entre estados en los 
cuales tiene influencia el azar. En concreto un modelo oculto de Markov es un conjunto 
finito de estados de los cuales está asociado una distribución de la probabilidad. Las 
transacciones entre los estados son administradas por un conjunto de probabilidades 
de transición. Para un determinado estado, un resultado u observación se puede 
generar de acuerdo a la distribución de probabilidad asociada a éste. 
Al mismo tiempo los modelos ocultos de Markov permiten modelar procesos o datos 
secuenciales, lo que permite una mejor representación de los eventos probabilísticos 
producidos de manera aleatoria entre estados. 
La principal característica de los modelos ocultos de Markov, y de la cual adquieren su 
nombre es su doble proceso estocástico, uno oculto y otro observable, mientras que los 
estados del proceso oculto no se pueden ver directamente, las variables que son 
influenciadas por este si pueden ser observadas (Macas Macas & Padilla Pineda, 
2012).  
Los estados de un modelo oculto de Markov son: 
❖ 𝑁: Ésta representa el número de estados que tiene el modelo. Estos se 
encuentran ocultos:  
o Estado: 𝑆 = {𝑆1, 𝑆2, 𝑆3, … , 𝑆𝑛} 
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o Estados en el tiempo 𝑡 𝑐𝑜𝑚𝑜 𝑞𝑡 
❖ 𝑀: Ésta representa el número de observaciones producidas. Si éstas son 
continuas, entonces 𝑀 tiene a infito. Ésta se denota mediante: 
o Símbolo de observación: 𝑉 = {𝑉1. 𝑉2, 𝑉3, … , 𝑉𝑀} 
o Observación en tiempo: 𝑡, 𝑂𝑡 𝑉 
1.2.4. Lenguajes De Programación En El Reconocimiento De Voz 
Son lenguajes formales diseñados con el propósito de realizar procesos que pueden ser 
llevados a cabo por máquinas. Estos lenguajes pueden ser utilizados para crear 
programas que controlen el comportamiento lógico o físico de una máquina, para 
expresar algoritmos con precisión, o para comunicar una máquina con un ser humano 
(Depto.CCIA Universidad Alicante, 2006). 
Un lenguaje de programación está formado por una serie de símbolos y reglas 
sintácticas y semánticas las cuales definen su estructura, así como el significado de sus 
elementos y expresiones. Es importante conocer que al proceso por el cual se escribe, 
se prueba, se depura, se compila y se mantiene el código fuente de un programa 
informático se llama programación (Depto.CCIA Universidad Alicante, 2006). 
Aunque también la palabra programación se define como el proceso de creación de un 
programa de computadora, mediante la aplicación de procedimientos lógicos. 
• JAVA 
Es un lenguaje de programación de propósito general concurrente, orientado a objetos, 
que fue diseñado específicamente para tener tan pocas dependencias de 
implementación como fuera posible. Su intención es permitir que los desarrolladores de 
aplicaciones escriban el programa una vez y lo ejecuten en cualquier dispositivo 
(conocido en inglés como WORA, o "write once, run anywhere"), lo que quiere decir que 
el código que es ejecutado en una plataforma no tiene que ser recompilado para correr 
en otra. Java es, a partir de 2012, uno de los lenguajes de programación más populares 
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en uso, particularmente para aplicaciones de cliente-servidor de web, con unos diez 
millones de usuarios reportados (ORACLE CORPORATION, s.f.). 
• IDE 
Aunque Java es un lenguaje de programación, y es posible escribirlo dentro de 
cualquier editor de texto, lo más cómodo es hacerlo dentro de un entorno de desarrollo 
integrado. Un entorno de desarrollo integrado es una aplicación informática que 
proporciona servicios integrales para facilitarle al desarrollador o programador el 
desarrollo de software. (Alonzo Velázquez, 2010) 
Normalmente, un IDE consiste de un editor de código fuente, herramientas de 
construcción automáticas y un depurador. 
Los IDE están diseñados para maximizar la productividad del programador 
proporcionando componentes muy unidos con interfaces de usuario similares. Los IDE 
presentan un único programa en el que se lleva a cabo todo el desarrollo. 
Generalmente, este programa suele ofrecer muchas características para la creación, 
modificación, compilación, implementación y depuración de software (Alonzo 
Velázquez, 2010). 
• NetBeans 
Es un entorno de desarrollo integrado libre, hecho principalmente para el lenguaje de 
programación Java, aunque existe además un número importante de módulos para 
extendérselo a otros lenguajes. (NetBeans, 2018) 
NetBeans es un producto libre y gratuito, sin restricciones de uso, permite que las 
aplicaciones sean desarrolladas a partir de un conjunto de componentes de software 
llamados módulos. Un módulo es un archivo Java que contiene clases de Java escritas 
para interactuar con las APIs de NetBeans y un archivo especial que lo identifica como 
módulo (NetBeans, 2018) 
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• API 
Como se menciona en el párrafo anterior, NetBeans hace uso de módulos y APIs. Un 
API es un conjunto de subrutinas, funciones y procedimientos (o métodos, en la 
programación orientada a objetos) que ofrece cierta biblioteca para ser utilizado por otro 
software como una capa de abstracción (3scale, 2012). 
Son usadas generalmente en las bibliotecas de programación. Estas clases son 
escritas utilizando el lenguaje de programación Java y ejecutada con ayuda de JVM.  
El API desarrollada para el reconocimiento de voz en Java es JSAPI (Java Speech 
API), esta permite a la aplicación Java incorporar tecnología de dictado. Define una API 
entre plataformas que soporta comandos y reconocedores de control, así como 
sistemas de dictado y sintetizadores de voz. Esta API fue liberada desde el 26 de 
octubre de 1998 en su versión 1.0 (Fazzino & Sanchéz, 2008). 
• Java Speech API (JSAPI) 
El JSAPI, desarrollado por Sun Microsystems en cooperación con Apple Computer Inc., 
AT&T, Dragon Systems Inc., IBM Corporation, Novell Inc., Philips Speech Processing, 
Texas Instruments Incorporated, entre otras, define una interfaz del software que 
permite a los diseñadores aprovechar la tecnología del reconocimiento del habla. El 
JSAPI define un estándar de fácil uso, además soporta dos tecnologías: el 
reconocimiento del habla, y el sintetizador de la misma. (Fazzino & Sanchéz, 2008) 
El primero proporciona la habilidad a las computadoras para escuchar el idioma 
hablado y determinar lo que se ha dicho. En otros términos, procesa la entrada de audio 
que contiene el mensaje hablado convirtiéndolo en texto. Mientras que la síntesis del 
habla o síntesis de voz proporciona el proceso inverso de producir un mensaje, es 
decir, sintetiza el texto generado por una aplicación, un applet o un usuario y lo 
convierte en sonido. (Fazzino & Sanchéz, 2008) 
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La manera principal en que una aplicación controla la actividad de un reconocedor del 
habla es por medio de las reglas gramaticales. Una regla gramatical es un objeto en el 
JSAPI que indica qué palabras se espera que diga un usuario y el orden en que éstas 
podrán ser aceptadas por el sistema. (Fazzino & Sanchéz, 2008) 
1.2.4.1. Grammar 
Pero no basta con agregar JSAPI al proyecto para realizar el reconocimiento de los 
comandaos de voz, pues el reconocimiento de patrones, requiere de un archivo el cual 
dicte las reglas gramaticales, es decir, cuáles serán las palabras que podrán ser 
reconocidas, y el orden de las mismas. 
La gramática es un objeto de JSAPI en el cual se indican las palabras que se esperan 
sean emitidas por el locutor, y la secuencia en la que estas pueden ocurrir. Este archivo 
es vital, pues las restricciones que se especifican en este hacen que el reconocimiento 
de señales funcione de manera más rápida y efectiva ya que el reconocedor se enfoca 
sólo en las palabras que se encuentran en este archivo sin la necesidad de que busque 
palabras u oraciones extrañas. 
Para esto es necesario crear un archivo JSGF (Java Speech Grammar Format), el cual 
es una plataforma independiente, que se desempeña como un proveedor de gramática 
para aplicaciones de reconocimiento del habla. Este tipo de archivos denominados 
Grammars son utilizados en el reconocimiento del habla para determinar qué es lo que 
el reconocedor deberá reconocer y para describir la pronunciación de palabras que un 
locutor podrá hacer. JSGF adopta el estilo y lineamientos del lenguaje de programación 
Java, además del uso de las notaciones gramaticales tradicionales. (Hunt, 2000) 
Los sistemas de reconocimiento del habla proveen a la computadora de la habilidad 
para escuchar el dictado de un locutor, y determinar lo que este ha dicho. Pero la 
tecnología actual, todavía no soporta el tipo de reconocimiento del habla sin 
restricciones, es decir, la habilidad de escuchar cualquier dictado en cualquier contexto 
y comprenderlo acertadamente. Para alcanzar un razonable éxito tanto en el 
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reconocimiento del habla como en su velocidad de respuesta, los reconocedores 
actuales restringen lo que escuchan y pueden reconocer mediante el uso de grammars. 
(Hunt, 2000) 
Los JSGF definen una manera de describir un tipo de gramática o regla gramatical. Ésta 
usa una representación textual la cual puede ser leída y editada tanto por 
desarrolladores como por equipos de cómputo, al mismo tiempo que puede ser incluida 
dentro del código fuente. (Hunt, 2000) 
Una regla gramatical especifica los tipos de combinaciones de palabras que un locutor 
podrá utilizar, esto es bastante similar a la sintaxis de una oración escrita. Lo que un 
usuario dice depende del contexto, pero como se mencionó anteriormente, la 
computadora es incapaz de reconocer dicho contexto, es por esto que para que una 
aplicación de reconocimiento de voz realice un reconocimiento adecuado, es necesario 
proveer a dicha aplicación, con un gramar adecuado a las palabras con las que podrá 
encontrarse. (Hunt, 2000) 
Nombre del Grammar y nombres de los paquetes 
Cada gramar definido por JSGF tiene un nombre único, el cual es declarado en el 
cabecero del mismo, la estructura para esto es:  
𝑛𝑜𝑚𝑏𝑟𝑒𝐷𝑒𝑙𝑃𝑎𝑞𝑢𝑒𝑡𝑒. 𝑛𝑜𝑚𝑏𝑟𝑒𝑆𝑖𝑚𝑝𝑙𝑒𝐷𝑒𝑙𝐺𝑟𝑎𝑚𝑚𝑎𝑟 
𝑛𝑜𝑚𝑏𝑟𝑒𝐷𝑒𝑙𝐺𝑟𝑎𝑚𝑚𝑎𝑟 
La primera a (nombreDelPaquete +  nombreSimpleDelGrammar) es el nombre completo 
del gramar, la segunda forma es únicamente el nombre simple del gramar. 
Los nombres tanto de paquetes como de grammars tienen el mismo formato que los 
paquetes y clases en el lenguaje de programación Java. El nombre completo de un 
gramar es una lista de identificadores separados por puntos. Esto minimiza la 
posibilidad de conflictos generados por la duplicidad de nombres (Hunt, 2000). 
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Nombres de reglas 
Un gramar está compuesto por un conjunto de reglas, que definen lo que puede ser 
hablado y será reconocido. Las reglas son combinaciones de palabras escritas con 
posibilidades de ser dichas por un locutor, así como también referencias a otras reglas. 
Cada regla tiene un nombre único. La referencia a una regla se representa mediante el 
nombre de la regla escrito dentro de los caracteres (<>). 
Un nombre válido para una regla es similar a un identificador en Java, con la diferencia 
de que éste, permite una serie de símbolos extra. Un nombre valido para una regla es 
una secuencia sin límite de caracteres Unicode, los cuales cumplen con las siguientes 
características: 
• Puede ser cualquier carácter valido para un identificador en Java. 
• Puede contener: + - : ; = | / \ ( ) [ ] @ # % ¡ ^ & ~  
Es muy importante tener en consideración que los nombres de reglas son comparados 
con una coincidencia exacta de caracteres Unicode, esto quiere decir que tanto 
mayúsculas como minúsculas son consideradas caracteres diferentes, así también, es 
importante conocer que no se permiten espacios en blanco dentro de los nombres de 
reglas. (Hunt, 2000) 
Los nombres de reglas < 𝑛𝑢𝑙𝑙 > y < 𝑣𝑜𝑖𝑑 > son nombres reservados. JSGF incluye la 
mayoría de los lenguajes hablados en la actualidad, así que las reglas pueden ser 
escritas en varios lenguajes, con sus respectivas limitantes. (Hunt, 2000) 
• Nombres calificados y totalmente calificados  
Aunque los nombres de las reglas son únicos dentro de un gramar, éstos pueden ser 
reutilizados en alguna otra, así que si se llega a hacer referencia de un gramar dentro 
de otro y éstos contienen alguna regla con el mismo nombre, generara ambigüedad. 
Los nombres calificados y totalmente calificados se utilizan para generar referencias 
entre grammars sin ambigüedad. (Hunt, 2000) 
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Un nombre totalmente calificado incluye tanto el nombre completo del gramar como el 
nombre simple de la regla, mientras que un nombre calificado incluye únicamente el 
nombre simple del gramar y el nombre de la regla. 
• Acuerdos sobre nombres de reglas 
❖ Las reglas locales tienen prioridad. Si una regla local y una o más reglas 
importadas tienen el mismo nombre, entonces la referencia a una regla mediante 
su nombre simple hará referencia a la regla local. 
❖ Si dos o más reglas importadas tienen el mismo nombre, pero no existe regla 
local que lo comparta, entonces una referencia a esta regla mediante su nombre 
simple será ambigua y por ende generará un error. Para resolver este tipo de 
error es necesario hacer la referencia a la regla mediante su nombre calificado o 
totalmente calificado. 
❖ Si dos o más reglas importadas tienen el mismo nombre y ambas provienen de 
grammars con el mismo nombre simple, entonces la referencia a ésta deberá ser 
mediante su nombre totalmente calificado. 
❖ Una referencia mediante el nombre totalmente calificado nunca es ambigua. 
Cuando la referencia a una regla no puede ser resuelta, pues no ésta definida 
localmente y no pertenece a un gramar importado), el manejo de dicha referencia es 
definida mediante la interfaz del reconocedor. (Hunt, 2000) 
Tokens 
Un token, también llamado símbolo de terminal es la parte del grammar que define que 
puede ser hablado por un usuario, por lo regular un token es equivalente a una palabra. 
Así mismo los tokens pueden aparecer aislados o como una secuencia de tokens 
separados por un espacio en blanco. (Hunt, 2000). Es una referencia a una entrada en 
el vocabulario del reconocedor, regularmente se hace referencia a este como lexicón. El 
vocabulario del reconocedor define la pronunciación de los tokens y con la 
pronunciación, el reconocedor es capaz de escuchar dicho token. (Hunt, 2000) 
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En JSGF un token es una secuencia de caracteres encerrados por espacios en blanco, 
por comillas, o delimitado por algún otro símbolo significativo dentro del grammar como: 
 ;  =  |  ∗  + < >  ( ) { } [ ] /∗ ∗/ // 
JSGF permite grammars multi-lenguajes, esto quiere decir que acepta tokens en más 
de un idioma.  
La mayoría de los reconocedores tienen un lenguaje exhaustivo para cada lenguaje que 
manejan, pero sería imposible incluir el 100% de dicho lenguaje, así que para todas las 
palabras que el vocabulario no contempla existen tres posibilidades. 
1. Una aplicación o usuario pueden agregar el token y la pronunciación al 
vocabulario para asegurar que el reconocimiento se realice de manera correcta. 
2. Algunos reconocedores son capaces de suponer la pronunciación de varias 
palabras que no se encuentren dentro del vocabulario. 
3. Si ninguna de las opciones pasadas funciona, el comportamiento dependerá de 
la interfaz del software. 
Los tokens no tienen que ser palabras del lenguaje escritas de forma común, 
suponiendo que el token ha sido definido propiamente dentro del vocabulario del 
reconocedor. Por ejemplo, para manejar la pronunciación diferente de alguna palabra 
dependiendo ya sea por el contexto que la rodea, o por algún signo de puntuación, se 
pueden declarar tokens diferentes dentro del JSGF. (Hunt, 2000) 
• Símbolos y Puntuación  
La mayoría de los reconocedores proporciona la habilidad de manejar símbolos y 
signos de puntuación sencillos. Aun así, existen varias formas que son difíciles de 
manejar sin ambigüedad. En estos casos el desarrollador debe crear tokens que 
representen de manera apropiada la forma en la que las personas podrán hablar, por 
ejemplo: 
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❖ Números: “1 2 3”, estos deberán ser declarados mediante su nombre completo, 
“uno dos tres” 
❖ Fechas “21/11/2017” estas deberán ser declaradas como las pronuncie el 
locutor, en este caso en particular “veintiuno de noviembre de dos mil diecisiete” 
❖ Abreviaciones: “Dr.”, “Ing.”, al igual que con los nombres, éstas deberán ser 
escritas en la forma de la palabra completa, “doctor” “ingeniero”. 
❖ Símbolos especiales: “&”, “+”, al igual que los números, estos deberán de 
declararse según sea el nombre del símbolo, o mejor dicho su pronunciación. 
(Hunt, 2000) 
JSGF soporta varios lenguajes, pero originalmente se creó para el idioma inglés, así 
que presenta ciertas limitantes al momento de reconocer palabras locales. En el caso 
del idioma español, en específico, del español hablado en México, JSGF no reconoce la 
pronunciación de la letra “x” por esto es necesario analizar la pronunciación de esta 
letra dependiendo de la palabra, y sustituirla por la letra adecuada según sea el caso (j, 
cs, cc, …), así mismo, no permite declarar palabras con acentos, por lo que se 
recomienda utilizar una letra mayúscula en el lugar donde se sitúa una vocal acentuada. 
Encabezado 
La definición del gramar contiene dos partes: 
1. Encabezado: Incluye un encabezado de auto identificación, declara el nombre 
del grammar, e importa reglas de otros grammars. 
2. Cuerpo: Define las reglas del grammar, algunas de éstas pueden ser públicas. 
 
• Encabezado de Auto Identificación 
Un archivo JSGF comienza con un encabezado de auto identificación. Éste identifica el 
contenido del documento así como la versión del JSGF que se utiliza. Algunas veces y 
de manera opcional, se especifica el tipo de cifrado que se utiliza en el documento. 
También opcionalmente se puede especificar el lugar del grammar, esto se refiere a la 
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lengua y opcionalmente el país o variante regional que el grammar soportará. Las 
declaraciones del cabecero terminan con "; " . (Hunt, 2000) 
El formato del encabezado de auto identificación es: 
#𝐽𝑆𝐺𝐹 𝑣𝑒𝑟𝑠𝑖𝑜𝑛 𝑐ℎ𝑎𝑟 − 𝑒𝑛𝑐𝑜𝑑𝑖𝑛𝑔 𝑙𝑜𝑐𝑎𝑙𝑒; 
En este ejemplo, no se proporciona el tipo de cifrado, ni el lugar, así que éstos se 
asumen por default. 
El carácter de hashtag (#) debe ser el primero del documento, y todos los caracteres en 
el encabezado de auto identificación deben estar en el subconjunto ASCII de la 
codificación que se utiliza. 
•  Nombre del Grammar 
El nombre del grammar debe ser declarado como la primera sentencia del grammar la 
declaración debe utilizar el nombre completo del grammar. En consecuencia, el formato 
de declaración es: 
𝑔𝑟𝑎𝑚𝑚𝑎𝑟 𝑛𝑜𝑚𝑏𝑟𝑒𝐷𝑒𝑙𝑃𝑎𝑞𝑢𝑒𝑡𝑒. 𝑛𝑜𝑚𝑏𝑟𝑒𝑆𝑖𝑚𝑝𝑙𝑒𝐷𝑒𝑙𝐺𝑟𝑎𝑚𝑚𝑎𝑟 
𝑔𝑟𝑎𝑚𝑚𝑎𝑟 𝑛𝑜𝑚𝑏𝑟𝑒𝐷𝑒𝑙𝐺𝑟𝑎𝑚𝑚𝑎𝑟 
Cuerpo del Grammar 
• Definición de Reglas 
En el cuerpo del grammar se definen las reglas. Cada regla es definida dentro de una 
definición de regla, y es definida solo una vez en el grammar. El orden, o la definición 
de la regla no son importantes. (Hunt, 2000) 
Existen dos patrones para definir una regla: 
1. < 𝑛𝑜𝑚𝑏𝑟𝑒𝐷𝑒𝑅𝑒𝑔𝑙𝑎 >= 𝑒𝑥𝑝𝑎𝑛𝑠𝑖𝑜𝑛𝐷𝑒𝑅𝑒𝑔𝑙𝑎; 
2. 𝑝𝑢𝑏𝑙𝑖𝑐 < 𝑛𝑜𝑚𝑏𝑟𝑒𝐷𝑒𝑅𝑒𝑔𝑙𝑎 >= 𝑒𝑥𝑝𝑎𝑛𝑠𝑖𝑜𝑛𝐷𝑒𝑅𝑒𝑔𝑙𝑎; 
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Los componentes para definir una regla son: 
1. Una declaración 𝑝𝑢𝑏𝑙𝑖𝑐 (opcional). 
2. Nombre de la regla. 
3. Un signo de igual (=). 
4. La expansión de la regla 
5. Un signo de ; para cerrar la definición 
Los espacios en blanco son ignorados en la definición, éstos sólo tienen valor dentro de 
la expansión de la regla.  
La expansión de la regla define como podrá ser hablada la regla. Una expansión de 
regla es una combinación de tokens y referencias a otras reglas. El termino expansión 
se utiliza ya que hace referencia a la manera en la que una regla se expande al ser 
hablada, ya que una regla puede expandirse en 𝑛 combinaciones de palabras habladas, 
asi como en la expansión de otras reglas. (Hunt, 2000) 
• Reglas Públicas 
Cualquier regla dentro de un grammar puede ser declarada como pública con el simple 
uso de la palabra 𝑝𝑢𝑏𝑙𝑖𝑐. Una regla pública tiene tres posibles usos: 
1. Puede ser referenciada fuera de alguna definición de regla, o de algún otro 
grammar únicamente mediante su nombre completamente calificado o mediante 
una declaración 𝑖𝑚𝑝𝑜𝑟𝑡. 
2.  Puede ser usada una regla activa para el reconocimiento. Esto significa que la 
regla puede ser utilizada por el reconocedor para determinar lo que puede ser 
hablado. 
3. Se puede referenciar de manera local por cualquier regla pública o no que haya 
sido definida dentro del mismo grammar. 
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Sin la palabra 𝑝𝑢𝑏𝑙𝑖𝑐 la regla es implícitamente privada y sólo puede ser referenciada 
dentro de la definición de reglas en el grammar local. 
• Expansión de reglas 
Las expansiones de reglas más simples son una referencia a un token y una referencia 
a una regla. Por ejemplo: 
< 𝑎 >= 𝑝𝑎𝑙𝑎𝑏𝑟𝑎; 
< 𝑏 >=< 𝑥 >; 
< 𝑐 >=< 𝑐𝑜𝑚. 𝑎𝑐𝑚𝑒. 𝑔𝑟𝑎𝑚𝑚𝑎𝑟. 𝑦 >; 
Lo anterior se puede explicar cómo: 
❖ Que para hablar < 𝑎 > el usuario deberá decir “palabra” 
❖ La regla < 𝑏 > se expande como < 𝑥 > lo cual significa que el usuario deberá 
decir algún token que este definido dentro de la regla < 𝑥 > para hablar < 𝑏 >. 
❖ Para hablar < 𝑐 > el usuario debera decir algún token definido dentro de la regla 
< 𝑐𝑜𝑚. 𝑎𝑐𝑚𝑒. 𝑔𝑟𝑎𝑚𝑚𝑎𝑟. 𝑦 > 
En términos formales lo anterior se traduce como el hecho de que las siguientes 
expansiones son válidas. 
❖ Cualquier token o serie de tokens. 
❖ Alguna referencia a alguna regla no publica definida dentro del mismo grammar. 
❖ Alguna referencia a alguna regla publica definida en algún otro grammar y que 
haya sido importada dentro del grammar. 
❖ Alguna referencia de alguna regla publica definida dentro de algún otro grammar, 
siempre y cuando se referencie esta mediante su nombre completamente 
calificado (con o sin la sentencia 𝑖𝑚𝑝𝑜𝑟𝑡). 
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La definición de una regla puede referenciar una regla privada de algún otro grammar a 
través de una regla pública de algún otro grammar. 
Una definición vacía, no es valida 
< 𝑑 >= ; // esta definición no es valida 
Pero la definición de alguna regla ya sea < 𝑛𝑢𝑙𝑙 > o < 𝑣𝑜𝑖𝑑 > si es valida  
< 𝑒 >=< 𝑛𝑢𝑙𝑙 >; //valida 
< 𝑓 >=< 𝑣𝑜𝑖𝑑 >; //valida 
Composición 
• Secuencias 
Una regla puede ser definida por una secuencia de expansiones validas, cada una 
separada mediante un espacio en blanco. 
Para que el usuario hable alguna de estas reglas, es necesario que cada componente 
(token, regla o alguna secuencia) sea dicho en el orden exacto en el que fue definido en 
la regla. 
• Alternativas 
Una regla puede ser definida como un conjunto de tokens o alternativas, separadas 
mediante pipes “|” y opcionalmente por espacios en blanco. 
< 𝑛𝑜𝑚𝑏𝑟𝑒𝑅𝑒𝑔𝑙𝑎 >= 𝑎𝑙𝑡𝑒𝑟𝑛𝑎𝑡𝑖𝑣𝑎1 |<  𝑎𝑙𝑡𝑒𝑟𝑛𝑎𝑡𝑖𝑣𝑎2 > | 𝑎𝑙𝑡𝑒𝑟𝑛𝑎𝑡𝑖𝑣𝑎3 | … |𝑎𝑙𝑡𝑒𝑟𝑛𝑎𝑡𝑖𝑣𝑎𝑁; 
Este caso es diferente a las secuencias, ya que el usuario para hablar la regla en 
cuestión solo debe decir alguna de las alternativas, y no la secuencia exacta. (Hunt, 
2000). Al igual que en las reglas, no se permite declarar una alternativa vacía. 
< 𝑛𝑜𝑚𝑏𝑟𝑒𝑅𝑒𝑔𝑙𝑎 >=< 𝑎𝑙𝑡𝑒𝑟𝑛𝑎𝑡𝑖𝑣𝑎1 > | | 𝑎𝑙𝑡𝑒𝑟𝑛𝑎𝑡𝑖𝑣𝑎3; //no valida 
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< 𝑛𝑜𝑚𝑏𝑟𝑒𝑅𝑒𝑔𝑙𝑎 >=< 𝑎𝑙𝑡𝑒𝑟𝑛𝑎𝑡𝑖𝑣𝑎1 >  | 𝑎𝑙𝑡𝑒𝑟𝑛𝑎𝑡𝑖𝑣𝑎2 |; //no valida 
Agrupamiento 
• Paréntesis  
Cualquier expansión valida puede ser agrupada mediante el uso de paréntesis. El 
agrupamiento tiene una prioridad alta, por lo que se utiliza para asegurar la correcta 
interpretación de las reglas. (Hunt, 2000) 
< 𝑛𝑜𝑚𝑏𝑟𝑒𝑅𝑒𝑔𝑙𝑎 >= 𝑎𝑙𝑡𝑒𝑟𝑛𝑎𝑡𝑖𝑣𝑎1 (𝑎𝑙𝑡𝑒𝑟𝑛𝑎𝑡𝑖𝑣𝑎𝑋 | 𝑎𝑙𝑡𝑒𝑟𝑛𝑎𝑡𝑖𝑣𝑎𝑌 |𝑎𝑙𝑡𝑒𝑟𝑛𝑡𝑖𝑣𝑎𝑍); 
Lo anterior significa que para hablar la regla anterior el usuario deberá pronunciar 
alguna de las secuencias siguientes: 
❖ 𝑎𝑙𝑡𝑒𝑟𝑛𝑎𝑡𝑖𝑣𝑎1 𝑎𝑙𝑡𝑒𝑟𝑛𝑎𝑡𝑖𝑣𝑎𝑋  
❖ 𝑎𝑙𝑡𝑒𝑟𝑛𝑎𝑡𝑖𝑣𝑎1 𝑎𝑙𝑡𝑒𝑟𝑛𝑎𝑡𝑖𝑣𝑎𝑌 
❖ 𝑎𝑙𝑡𝑒𝑟𝑛𝑎𝑡𝑖𝑣𝑎1 𝑎𝑙𝑡𝑒𝑟𝑛𝑎𝑡𝑖𝑣𝑎𝑍 
La declaración vacía de paréntesis no es válida. 
• Agrupamiento opcional 
Corchetes pueden ser ubicados alrededor de cualquier definición de regla, lo que indica 
que el contenido de la misma es opcional, este tipo de agrupamiento tiene el mismo 
nivel de prioridad que los paréntesis. (Hunt, 2000) 
< 𝑛𝑜𝑚𝑏𝑟𝑒𝑅𝑒𝑔𝑙𝑎1 >= (𝑎𝑙𝑡𝑒𝑟𝑛𝑎𝑡𝑖𝑣𝑎𝑋 | 𝑎𝑙𝑡𝑒𝑟𝑛𝑎𝑡𝑖𝑣𝑎𝑌 |𝑎𝑙𝑡𝑒𝑟𝑛𝑡𝑖𝑣𝑎𝑍); 
< 𝑛𝑜𝑚𝑏𝑟𝑒𝑅𝑒𝑔𝑙𝑎2 >= [< 𝑛𝑜𝑚𝑏𝑟𝑒𝑅𝑒𝑔𝑙𝑎1 >] 𝑝𝑎𝑙𝑎𝑏𝑟𝑎; 
Esto permite al usuario decir alguna alternativa de < 𝑛𝑜𝑚𝑏𝑟𝑒𝑅𝑒𝑔𝑙𝑎1 > más 𝑝𝑎𝑙𝑎𝑏𝑟𝑎 o 
simplemente decir 𝑝𝑎𝑙𝑎𝑏𝑟𝑎 para pronunciar la regla < 𝑛𝑜𝑚𝑏𝑟𝑒𝑅𝑒𝑔𝑙𝑎2 >. 
Al igual que los paréntesis, la definición de corchetes vacíos no es válida. (Hunt, 2000) 
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1.2.5. Actuadores 
Un actuador es un dispositivo con la capacidad de generar una fuerza que ejecute un 
cambio de posición, velocidad o estado de algún tipo sobre un elemento mecánico, a 
partir de la transformación de energía (Corona Ramírez, Abarca Jiménez, & Mares 
Carreño, 2014) 
Los actuadores se clasifican en dos grupos: 
1. Por el tipo de energía utilizada como se muestra en la Figura # 14 (neumático, 
hidráulico, eléctrico). 
2. Por el tipo de movimiento que generan (lineales y rotatorios). 
• Actuadores eléctricos  
Los actuadores eléctricos transforman de energía eléctrica en energía mecánica ya sea 
rotacional o lineal. Son los actuadores más utilizados, ya que su fuente de alimentación 
en la energía eléctrica, mientras que los actuadores neumáticos o hidráulicos necesitan 
compresores para generar dicha energía. 
Los actuadores eléctricos se basan en el principio de funcionamiento en el cual se 
establece que si en un filamento conductor por el cual circula una corriente eléctrica se 
ubica dentro de la acción de un campo magnético, dicho filamento experimenta una 
fuerza electromagnética que induce un desplazamiento perpendicular a las líneas de 
acción del campo magnético. (Corona Ramírez, Abarca Jiménez, & Mares Carreño, 
2014). 
Con la finalidad de aumentar la magnitud de la fuerza de desplazamiento, un actuador 
eléctrico ésta constituido por un gran número de filamentos conductores, conocidos 
como espiras. Debido a que la corriente eléctrica que circula a través de un conjunto de 
espiras adquiere propiedades magnéticas, éste provoca el movimiento circular en el eje 
(rotor) del actuador, gracias a la interacción con los polos (imanes o electroimanes), con 
lo que se produce la energía mecánica. (Corona Ramírez, Abarca Jiménez, & Mares 
Carreño, 2014). 
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Figura # 14 Clasificación de los actuadores según el tipo de energía utilizada (Corona Ramírez, Abarca Jiménez, & Mares 
Carreño, 2014) 
 
Por lo general los actuadores eléctricos se clasifican de acuerdo con el tipo de energía 
eléctrica con la que son alimentados, por el tipo de movimiento que generan y por la 
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Figura # 15 Clasificación de los actuadores eléctricos (Corona Ramírez, Abarca Jiménez, & Mares Carreño, 2014). 
• Actuadores de corriente directa 
Para su funcionamiento, los actuadores de corriente directa demandan un flujo 
electrolítico de corriente que circula en un solo sentido. Este tipo de actuadores se 
compone de dos partes fundamentales conocidas comúnmente como rotor y estator. El 
rotor constituye la parte móvil del actuador, además de que es la parte que proporciona 
la fuerza que actúa sobre el elemento mecánico. Por su parte, el estator constituye la 
parte fija del actuador y es aquella que provoca el magnetismo necesario para inducir la 
fuerza electromotriz. Una de las principales características de los actuadores de 
corriente directa radica en que al variar el voltaje de alimentación se puede modificar la 
velocidad del eje del actuador ya que la velocidad de rotación en un motor de corriente 
directa es proporcional al voltaje, además de que el par es proporcional a la corriente 
que circula por el devanado. (Corona Ramírez, Abarca Jiménez, & Mares Carreño, 
2014) 
• Actuadores de corriente alterna 
Se sirven de un flujo eléctrico en el cual la intensidad cambia de dirección 
periódicamente, esto como consecuencia del cambio periódico de polaridad de la 
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En aplicaciones de velocidad variable, los motores de corriente alterna dependen del 
funcionamiento de la frecuencia de operación de voltaje aplicado para modificar los 
rangos de velocidad. (Corona Ramírez, Abarca Jiménez, & Mares Carreño, 2014) 
• Motores paso a paso 
Este tipo de motores funciona con el mismo principio físico fundamental de los 
actuadores de corriente directa y de corriente alterna, solo que este tipo de actuador 
electromecánico convierte una serie de impulsos eléctricos en desplazamientos 
angulares discretos, lo cual implica que éste es capaz de avanzar un determinado valor 
de grados (pasos) del eje motriz dependiendo de las entradas de control. En el mercado 
existen tres tipos de motores paso a paso: 
1. De imanes permanentes  
2. De reluctancia variable  
3. Híbridos 
 
• Motores paso a paso de imán permanente  
Este tipo de motor se conoce como motor paso a paso de imán permanente debido a 
que un imán cerámico con forma de cilindro dentado constituye el rotor de ese y porque 
su estator está fabricado de material ferromagnético dispuesto en forma de láminas, 
esta característica del rotor representa una de las principales ventajas de este motor, ya 
que en ausencia de excitación eléctrica el eje del motor permanece en la misma 
posición, este se muestra en la Figura # 16 (Corona Ramírez, Abarca Jiménez, & Mares 
Carreño, 2014). 
• Motores paso a paso de reluctancia variable  
Este tipo de actuadores paso a paso está construido por un rotor dentado construido a 
base de láminas ferromagnéticas y un estator donde se disponen bobinas que forman 
los polos, los cuales se alojan en ranuras, de manera longitudinal, de modo que hacen 
más efectiva la acción del campo magnético, gracias a que el material con que están 
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construidas ofrece baja resistencia a la circulación del flujo magnético (véase Figura # 
17). Su funcionamiento es similar a los actuadores de imán permanente, aunque en 
condiciones de reposo no existe par en el eje del motor, lo que significa que el rotor gira 
con libertad. (Corona Ramírez, Abarca Jiménez, & Mares Carreño, 2014) 
La característica principal de este tipo de actuador es que si se requiere se puede 
construir para que funcione con pasos más pequeños que los de un motor de imán 
permanente. 
 
Figura # 16 Vista en sección de un motor paso a paso de imán permanente (Corona Ramírez, Abarca Jiménez, & Mares 
Carreño, 2014). 
 
Figura # 17 Vista seccional de un motor paso a paso de reluctancia variable (Corona Ramírez, Abarca Jiménez, & Mares 
Carreño, 2014). 
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• Motores paso a paso híbridos 
Se conocen como motores híbridos todos aquellos que combinan las características de 
los motores de imán permanente y de reluctancia variable como se ejemplifica en la 
Figura # 18. Una cualidad palpable de esta característica de hibridad es que este tipo 
de motores heredan las ventajas de cada uno de estos tipos de motores, los cuales se 
conjugan en un solo motor, lo que se ve reflejado en la obtención de ángulos pequeños 
de paso con un alto par. El estator en los motores híbridos es similar al de los motores 
tratados con anterioridad; sin embargo, difieren en que el rotor de los motores híbridos 
está conformado por un imán o material imantado en forma de disco cilíndrico en 
posición longitudinal al eje, el cual produce un flujo magnético (Corona Ramírez, Abarca 
Jiménez, & Mares Carreño, 2014). 
Después se realiza el reconocimiento de comandos de voz con ayuda de NetBeans y 
JSAPI, es necesario realizar una conexión para que por medio de estos comandos se 
pueda controlar el actuador eléctrico. 
 
Figura # 18 Motor paso a paso híbrido (Corona Ramírez, Abarca Jiménez, & Mares Carreño, 2014). 
1.2.6. Tarjeta Arduino Mega 2560 
La conexión mencionada anteriormente se realiza mediante Arduino Mega. Esta es una 
placa de microcontrolador basada en ATmega1280. Tiene 54 pines digitales de entrada 
y salida (de los cuales 14 se pueden usar como salidas PWM), 16 entradas analógicas, 
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4 UART (puertos serie de hardware), un oscilador de cristal de 16 MHz, una conexión 
USB, un conector de alimentación, un encabezado ICSP, y un botón de reinicio. 
Contiene todo lo necesario para soportar el microcontrolador; basta con conectarlo a 
una computadora con un cable USB o con un adaptador de CA a CC o batería para 
comenzar. El Mega es compatible con la mayoría de los escudos diseñados para el 
Arduino Duemilanove o Diecimila (Arduino, 2018). 
 
Figura # 19 Tarjeta Arduino Mega (Arduino, 2018) 
 
• Composición  
Componente Descripción  
Microcontrolador ATmega1280 
Tensión de funcionamiento 5V 
Voltaje de entrada (recomendado) 7-12V 
Voltaje de entrada (límites) 6-20V 
Pines de E / S digitales 54 (de los cuales 15 proporcionan 
salida de PWM) 
Clavijas de entrada analógica Dieciséis 
Corriente DC por Pin E / S 40 mA 
Corriente DC para 3.3V Pin 50 mA 
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Memoria flash 128 KB de los cuales 4 KB utilizados 
por el gestor de arranque 
SRAM 8 KB 
EEPROM 4 KB 
Velocidad de reloj 16 MHz 
 
• Alimentación  
El Arduino Mega puede alimentarse a través de la conexión USB o con una fuente de 
alimentación externa. La fuente de poder se selecciona automáticamente. 
La alimentación externa (no USB) puede provenir de un adaptador de CA a CC (wall-
wart) o batería. El adaptador se puede conectar al enchufar un conector positivo de 2.1 
mm en el conector de alimentación de la placa. Los cables de una batería se pueden 
insertar en los conectores Gnd y Vin pin del conector POWER. (Arduino, 2018) 
La placa puede operar con un suministro externo de 6 a 20 voltios. Sin embargo, si se 
suministra con menos de 7 voltios, el pin de 5 voltios puede suministrar menos de cinco 
voltios y la placa puede ser inestable. Si usa más de 12 voltios, el regulador de voltaje 
puede sobrecalentarse y dañar la placa. El rango recomendado es de 7 a 12 voltios. 
Los pines de alimentación son los siguientes: 
❖ VIN. El voltaje de entrada a la placa Arduino cuando usa una fuente de 
alimentación externa (a diferencia de 5 voltios de la conexión USB u otra fuente 
de alimentación regulada). Puede suministrar voltaje a través de este pin o, si 
suministra voltaje a través del conector de alimentación, acceda a través de este 
pin. (Arduino, 2018) 
❖ 5V. La fuente de alimentación regulada utilizada para alimentar el 
microcontrolador y otros componentes en el tablero. Esto puede provenir de VIN 
a través de un regulador de a bordo, o puede ser suministrado por USB u otro 
suministro regulado de 5V. (Arduino, 2018) 
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❖ 3V3. Un suministro de 3.3 voltios generado por el chip FTDI a bordo. El consumo 
máximo de corriente es de 50 mA. 
❖ GND. Pines de tierra 
 
• Memoria 
El ATmega1280 tiene 128 Kb de memoria flash para almacenar el código (de los cuales 
4 Kb se utilizan para el gestor de arranque), 8 Kb de SRAM y 4 Kb de EEPROM (que se 
pueden leer y escribir con la biblioteca EEPROM). 
• Entrada y salida 
Cada uno de los cincuenta y cuatro pines digitales del Mega se puede usar como 
entrada o salida, usando las funciones pinMode () digitalWrite () y digitalRead (). Operan 
a 5 voltios. Cada pin puede proporcionar o recibir un máximo de 40 mA y tiene una 
resistencia interna de pull-up (desconectada por defecto) de 20-50 kOhms. Además, 
algunos pines tienen funciones especializadas: 
❖ Serie: 0 (RX) y 1 (TX); Serial 1: 19 (RX) y 18 (TX); Serial 2: 17 (RX) y 16 (TX); 
Serie 3: 15 (RX) y 14 (TX). Se usa para recibir (RX) y transmitir (TX) datos en 
serie TTL. Los pines 0 y 1 también están conectados a los pines 
correspondientes del chip serie FTDI USB a TTL. 
❖ Interrupciones externas: 2 (interrupción 0), 3 (interrupción 1), 18 (interrupción 5), 
19 (interrupción 4), 20 (interrupción 3) y 21 (interrupción 2). Estos pines se 
pueden configurar para activar una interrupción en un valor bajo, un flanco 
ascendente o descendente, o un cambio en el valor. Vea la función 
attachInterrupt () para más detalles. 
❖ PWM: 2 a 13 y 44 a 46. Proporcionan salida PWM de 8 bits con la función 
analogWrite (). 
❖ SPI: 50 (MISO), 51 (MOSI), 52 (SCK), 53 (SS). Estos pines admiten la 
comunicación SPI, que, aunque proporcionada por el hardware subyacente, no 
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se incluye actualmente en el lenguaje Arduino. Los pines SPI también se dividen 
en el encabezado ICSP, que es físicamente compatible con Duemilanove y 
Diecimila. 
❖ LED: 13. Hay un LED integrado conectado al pin digital 13. Cuando el pin tiene 
un valor ALTO, el LED está encendido, cuando el pin está BAJO, está apagado. 
❖ I2C: 20 (SDA) y 21 (SCL). Admite la comunicación I 2 C (TWI) utilizando la 
biblioteca Wire (documentación en el sitio web de Wiring). Tenga en cuenta que 
estos pines no se encuentran en la misma ubicación que los pines I 2 C en 
Duemilanove o Diecimila. 
El Mega tiene 16 entradas analógicas, cada una de las cuales proporciona 10 bits de 
resolución (es decir, 1024 valores diferentes). Por defecto, miden desde tierra a 5 
voltios, aunque es posible cambiar el extremo superior de su rango usando el pin AREF 
y la función analogReference (). (Arduino, 2018) 
Hay un par de otros pines en el tablero: 
❖ AREF. Voltaje de referencia para las entradas analógicas. Usado con 
analogReference (). 
❖ Reiniciar. Normalmente se usa para agregar un botón de reinicio a los escudos 
que bloquean el que está en el tablero. 
 
• Comunicación 
El Arduino Mega tiene una serie de instalaciones para comunicarse con una 
computadora, otro Arduino u otros microcontroladores. El ATmega1280 proporciona 
cuatro UART de hardware para comunicación serial TTL (5V). Un FTDI FT232RL en la 
placa canaliza uno de estos sobre USB y los controladores FTDI (incluidos con el 
software Arduino) proporcionan un puerto virtual para el software en la computadora. El 
software Arduino incluye un monitor serie que permite el envío de datos textuales 
simples hacia y desde la placa Arduino. Los LED RX y TX de la placa parpadearán 
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cuando los datos se transmitan a través del chip FTDI y la conexión USB a la 
computadora (pero no para la comunicación serial en los pines cero y uno). (Arduino, 
2018) 
Una biblioteca de SoftwareSerial permite la comunicación serial en cualquiera de los 
pines digitales de Mega. 
El ATmega1280 también soporta I2C (TWI) y la comunicación SPI. El software Arduino 
incluye una biblioteca Wire para simplificar el uso del bus I2C 
• Programación 
Arduino Mega se puede programar con el software Arduino 
El ATmega1280 en el Arduino Mega viene pregrabado con un gestor de arranque que 
le permite cargar un nuevo código sin el uso de un programador de hardware externo. 
Se comunica utilizando el protocolo original STK500. (Arduino, 2018). También puede 
omitir el gestor de arranque y programar el microcontrolador a través del encabezado 
ICSP (Programación serial en circuito). 
• Restablecimiento automático (software) 
En lugar de requerir una pulsación física del botón de reinicio antes de una carga, el 
Arduino Mega está diseñado de manera que permite su reinicio mediante un software 
que se ejecuta en una computadora conectada. Una de las líneas de control de flujo de 
hardware (DTR) del FT232RL está conectada a la línea de restablecimiento del 
ATmega1280 a través de un condensador de 100 nano faradios. Cuando esta línea se 
afirma (se toma bajo), la línea de reinicio cae lo suficiente como para restablecer el chip. 
El software Arduino utiliza esta capacidad para permitirle cargar código simplemente 
presionando el botón de carga en el entorno Arduino. Esto significa que el gestor de 
arranque puede tener un tiempo de espera más corto, ya que la disminución de DTR 
puede coordinarse bien con el inicio de la carga. (Arduino, 2018) 
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Esta configuración tiene otras implicaciones. Cuando Mega está conectada a una 
computadora con Mac OS X o Linux, se restablece cada vez que se realiza una 
conexión desde el software (a través de USB). Durante el siguiente medio segundo más 
o menos, el gestor de arranque se está ejecutando en el Mega. Mientras está 
programado para ignorar datos mal formados (es decir, cualquier cosa además de una 
carga de código nuevo), interceptará los primeros bytes de datos enviados a la placa 
después de que se abra una conexión. Si un boceto que se ejecuta en la placa recibe 
una configuración de una sola vez u otros datos cuando se inicia por primera vez, 
asegúrese de que el software con el que se comunica espera un segundo después de 
abrir la conexión y antes de enviar esta información. (Arduino, 2018) 
El Mega contiene un rastro que se puede cortar para desactivar el reinicio automático. 
Las almohadillas a cada lado de la traza pueden soldarse juntas para volver a 
habilitarlo. Está etiquetado como "RESET-EN". También puede desactivar el 
restablecimiento automático conectando una resistencia de 110 ohmios desde 5 V a la 
línea de reinicio; mira este hilo del foro para más detalles. 
• Protección de sobre intensidad USB 
El Arduino Mega tiene un polifuse reseteable que protege los puertos USB de tu 
computadora contra cortos y sobrecorrientes. Aunque la mayoría de las computadoras 
proporcionan su propia protección interna, el fusible proporciona una capa adicional de 
protección. Si se aplica más de 500 mA al puerto USB, el fusible romperá 
automáticamente la conexión hasta que se elimine el cortocircuito o la sobrecarga. 
(Arduino, 2018) 
 
• Características físicas y compatibilidad del escudo 
La longitud y el ancho máximos de la Mega PCB son de 4 y 2.1 pulgadas 
respectivamente, con el conector USB y el conector de alimentación extendiéndose 
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más allá de la dimensión anterior. Tres orificios para tornillos permiten que la placa se 
una a una superficie o caja. Se debe tener en cuenta que la distancia entre los pines 
digitales 7 y 8 es de 160 mil (0.16 "), no es un múltiplo par del espaciado de 100 mil de 
los otros pines. 
El Mega está diseñado para ser compatible con la mayoría de los escudos diseñados 
para Diecimila o Duemilanove. Los pines digitales 0 a 13 (y los pines adyacentes AREF 
y GND), las entradas analógicas 0 a 5, el encabezado de alimentación y el encabezado 
ICSP están todos en ubicaciones equivalentes. Además, el UART principal (puerto 
serie) está ubicado en los mismos pines (0 y 1), al igual que las interrupciones externas 
0 y 1 (pines 2 y 3, respectivamente). SPI está disponible a través del encabezado de 
ICSP en Mega y Duemilanove / Diecimila. Tenga en cuenta que I 2 C no se encuentra 
en los mismos pines en el Mega (20 y 21) como el Duemilanove / Diecimila (entradas 
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CAPÍTULO 2. DESARROLLO DEL TRABAJO 
 
  
En este capítulo se da a conocer el procedimiento necesario para la 
creación de un reconocedor de voz en el IDE NetBeans 8.1 
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2. DESARROLLO DEL TRABAJO  
El reconocimiento digital de comandos de voz se lleva a cabo por medio de diferentes 
pasos, los cuales se ejemplifican en el siguiente diagrama según Peinado (1994) en su 
tesis doctoral “Seleccion y estimacion de parametros en sistemas de reconocimiento de 
voz basados en modelos ocultos de Markov”. 
 
Figura # 20 Esquema básico de reconocimiento según Peinado (Peinado, 1994). 
Con base en lo desarrollado por Peinado (1994), se desarrolló el siguiente diagrama 
(véase Figura # 21), el cual ejemplifica el funcionamiento particular del reconocedor de 
comandos de voz del que se habla en este proyecto. 
2.1. Desarrollo en NetBeans  
Para desarrollar una aplicación de reconocimiento de comandos de voz es necesario 
primero contar con el IDE especial para desarrollarla, en este caso el IDE es NetBeans 
en su versión 8.1, así mismo es necesario contar con una versión de Java actual, ya 
que es el lenguaje en el que se desarrolla esta aplicación, en este proyecto la versión 
de Java aplicada es 1.8.0_111. 
Tanto el IDE como la versión de Java requerida se encuentra disponible de manera 
gratuita desde la página oficial de cada uno de éstos 
https://www.Java.com/es/download/ para Java y https://NetBeans.org/downloads/ para 
NetBeans, al descargar la versión de NetBeans ofrece la opción de descargar la versión 
aplicable de diferentes lenguajes de programación compatibles con dicho IDE como se 
puede observar en la Figura # 22. 
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Figura # 21 Esquema de reconocimiento de comandos de voz. Elaboración Propia 
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Figura # 22 Página de descarga de NetBeans (2017). (NetBeans) 
Ya que se cuenta con el IDE y con la versión de Java necesaria se utiliza JSAPI, ya que 
por sí solo Java no realiza el reconocimiento de comandos de voz. Y aunque en 
principio es una API desarrollada por Java, existen versiones mejoradas de la misma 
por terceros, como el caso en concreto de este trabajo de tesis, en el cual se usa una 
versión de Java Speech desarrollada por Cloud Garden (CGJSAPI). 
En esta etapa del proyecto es necesario hacer una aclaración, ya que la compañía que 
dio vida a la versión de Java Speech utilizada para este trabajo la ofrecía de manera 
gratuita dentro de su sitio web, éste por motivos desconocidos ya no existe, por lo cual 
dicha API debe ser descargada de alguna otra dirección web. Aun así, este software 
creado por Cloud Garden se encuentra sólo disponible de manera gratuita si el proyecto 
a desarrollar se realiza con fines no lucrativos, ya que, si este genera ganancias, es 
necesario pagar una licencia a los creadores de dicha API. 
Ya que se cuenta con dicha API es necesario incorporarla a NetBeans, esto se realiza 
de la siguiente manera, en la pantalla principal de NetBeans>tools>libraries, se muestra 
de manera gráfica en la Figura # 23. 
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Figura # 23 Menú desplegable del menú Tools de NetBeans 8.1. Figura Propia 
Una vez dentro del menú se selecciona la opción “New library” y es ahí donde se 
nombra la librería como se considere conveniente, para el proyecto (véase Figura # 24). 
 
Figura # 24 Menú desplegable de la opción New Library del IDE NetBeans 8.1. Figura Propia 
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Para este proyecto en específico se consideró adecuado nombrar dicha librería como 
“reconocedor” como se demuestra en la Figura # 24 ya que ésta es la función principal 
que realiza la aplicación. 
Inmediatamente se debe dar clic sobre la opción “Add JAR/Folder” para seleccionar la 
ruta del archivo .jar que integraremos a esta nueva librería (véase Figura # 24). En el 
caso específico de este proyecto se encuentra en la ruta 
“C:\Users\subaru\Downloads\TalkingJavaSDK-170\TalkingJavaSDK-
170\packet\cgjsapi.jar”. 
Esta ruta corresponde a: 
❖ “C:” es la partición o disco principal 
❖ “Users” es el tipo de usuario (usuario o administrador) el cual se encuentra 
seguido inmediatamente del nombre del usuario en sesión. 
❖ “subaru” nombre del usuario con sesión activa 
❖ “Downloads” nombre de la carpeta o repositorio donde se ubican por default 
archivos provenientes de descargas de internet, a excepción de que al momento 
de realizar la descarga se especifique lo contrario 
❖ “TalkingJavaSDK-170” el primero hace referencia al nombre de una carpeta 
contenedora ubicada dentro de “Downloads” 
❖ “TalkingJavaSDK-170” el segundo hace referencia a una carpeta contenedora 
ubicada dentro de la primer carpeta de nombre “TalkingJavaSDK-170” 
❖ “packet” es el nombre de otra carpeta contenedora ubicada dentro de la segunda 
carpeta de nombre “TalkingJavaSDK-170” 
❖ “cgjsAPI.jar” es el nombre del archivo .jar que agregaremos a nuestra librería. 
Ver de manera gráfica en la Figura # 25. 
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Figura # 25 Ruta del archivo cgjsapi.jar. Figura Propia 
Esto sirve solo para agregar el archivo cgjsapi.jar a NetBeans, ya que como se 
mencionó previamente, dentro del repositorio general de este IDE no se cuenta con una 
librería para realizar la tarea de reconocimiento de voz, pero todavía es imprescindible 
agregar dicha librería al proyecto qué hará uso de esta, y con el cual se manipulara el 
actuador eléctrico. 
Ahora bien, para agregar la librería al proyecto es preciso ubicar el mouse sobre el 
nombre de nuestro proyecto en la ventana “projects”, la cual se encuentra ubicada en la 
parte izquierda de la pantalla de NetBeans 8.1; en dado caso de que esta ventana no 
aparezca, también se puede desplegar presionando las teclas “ctrl”+”1” o bien hacer clic 
directamente sobre el menú “Window” y buscar la opción “projects” la cual en la version 
8.1 de NetBeans se encuentra al principio de la lista dentro de este menú (véase Figura 
# 26). 
Una vez ubicada dicha opción se hace clic derecho sobre el nombre de nuestro 
proyecto y luego clic sobre propiedades, lo cual desplegará un menú emergente en el 
cual se selecciona la opción “Libraries” (véase Figura # 27). 
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Figura # 26 Maneras de acceder a “Projects” desde la pantalla de NetBeans 8.1. Figura Propia 
 
 
Figura # 27 Menú emergente de las propiedades de nuestro proyecto. Figura Propia 
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Una vez dentro del menú que acaba de aparecer se debe hacer clic sobre la opción 
“Add Library” la cual hará aparecer un nuevo menú donde se encuentra una lista de 
librerías, incluida la librería que se creó con antelación especialmente para reconocer 
los comandos de voz (véase Figura # 28). 
 
Figura # 28 Menú emergente de la opción "Add Library" en NetBeans 8.1. Figura Propia 
Una vez encontrada la opción deseada, se selecciona y se da clic sobre el botón “Add 
Library” y posteriormente sobre “ok” y con esto la librería creada a partir de cgjsapi.jar 
estaría incluida dentro del proyecto de manera exitosa. Lo cual puede corroborarse 
haciendo clic sobre la ventana “projects” y desplegando la opción con el proyecto sobre 
el que se ésta trabajando e inmediatamente la opción de “Libraries” en la cual deberá 
mostrarse la librería que se acaba de agregar (véase Figura # 29). 
Una vez configurada la librería que se utilizará es posible comenzar con la creación del 
código de este proyecto, lo primero es importar la librería Javax.speech. 
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Javax.speech es un paquete que define el comportamiento de todos los motores de 
voz, es decir de aquellos capaces de reconocer comandos de voz como de los que 
están enfocados en crear síntesis de voz. 
 
Figura # 29 Librerías contenidas dentro del proyecto. Figura Propia 
Javax.speech es un paquete que define el comportamiento de todos los motores de 
voz, es decir de aquellos capaces de reconocer comandos de voz como de los que 
están enfocados en crear síntesis de voz. 
El paquete de Javax.speech del API Java Speech define un software de representación 
abstracta de un motor de voz. Ahora bien, un motor de voz, es un término genérico 
utilizado para hacer referencia tanto a sistemas diseñados para manejar la entrada 
como la salida de voz. El caso de los sistemas de identificación del locutor, así como los 
encargados de reconocer comandos de voz son ejemplos de motores de voz. 
En este caso en específico y como se pretende crear una aplicación capaz de 
reconocer comandos de voz, se hará especial énfasis en la parte de Javax.speech 
capaz de realizar dicha tarea y se dejará de lado la encargada de realizar la síntesis de 
voz. 
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Para poder realizar el reconocimiento de voz, Javax.speech hace uso del paquete 
Javax.speech.recognition el cual define capacidades específicas para realizar dicha 
tarea. 
2.2.  Archivo JSGF 
Para que el reconocimiento de voz funcione de manera correcta es necesario contar 
con un formato de gramática, un archivo JSGF que dicte las reglas gramaticales, es 
decir las palabras o frases que podrán ser reconocidas.  
Como el archivo JSGF es un archivo de texto plano, éste puede ser creado dentro de 
cualquier editor de texto. En este caso se creó dentro de la aplicación de “block de 
notas” de Windows 7 (véase Figura # 30). 
 
Figura # 30 Archivo JSGF. Figura Propia 
Como este archivo se crea con fines de manipular un actuador por medio de comandos 
de voz, se aprecia cómo es que no existen combinaciones, agrupamientos, sino solo 
reglas cuya expansión es una sola palabra, o para los fines de este proyecto, un simple 
comando. 
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La ruta en la que se guardó el archivo es en el disco C:// como se aprecia en la Figura # 
31. 
Es importante saber, que tanto la ruta como el nombre del archivo son utilizados dentro 
del algoritmo desarrollado en NetBeans. También es importante conocer que, tanto la 
ruta como el nombre del archivo pueden variar según el desarrollador, y la aplicación 
funcionará sin complicaciones. Este archivo JSGF debe estar conectado con el código 
en Java, y esto se logra por medio de las librerías antes mencionadas.  
  
Figura # 31 Ruta del archivo JSGF. Figura Propia. 
  
2.3.  Programación de la placa Arduino. 
También es imprescindible configurar una conexión entre la placa Arduino y la 
aplicación en Java, para poder manipular el actuador eléctrico, lo cual se logra 
incluyendo la librería Panama Hitek dentro del proyecto en NetBeans. 
Para programar la placa Arduino Mega se puede descargar el IDE directamente desde 
la página oficial de Arduino, en la sección de software de manera gratuita (véase Figura 
# 32). 
Una vez instalado se puede comenzar a escribir el código, sin la necesidad de añadir 
librerías, o paquetes como en NetBeans. El código es bastante sencillo, se trata 
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únicamente de especificar que Pin de la placa Arduino se utilizará como salida, el 
puerto serial de la computadora al cual se conectará dicha placa, y cuál será la 
velocidad de comunicación.  
 
Figura # 32 Página de descarga del IDE de la Plataforma Arduino 
Para poder visualizar en que puerto se conectó la placa Arduino se debe consultar la 
ruta como lo muestra la Figura # 33: 
𝑖𝑛𝑖𝑐𝑖𝑜 > 𝑃𝑎𝑛𝑒𝑙 𝑑𝑒 𝑐𝑜𝑛𝑡𝑟𝑜𝑙 > 𝐴𝑑𝑚𝑖𝑛𝑖𝑠𝑡𝑟𝑎𝑑𝑜𝑟 𝑑𝑒 𝑑𝑖𝑠𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑜𝑠 > 𝑃𝑢𝑒𝑟𝑡𝑜𝑠 (𝐶𝑂𝑀 𝑦 𝐿𝑃𝑇) 
Al mismo tiempo, y como el código desarrollado para Arduino se conecta con el 
desarrollado en NetBeans es importante recoger el valor que la aplicación de código 
Java recibió mediante el reconocimiento de voz, y si es alguno de los comandos 
programados para encender el motor enviar un “1” como señal de salida, si es un 
comando para apagar el motor enviar un “0” como señal de salida. 
Una vez realizado el código, es hora de grabarlo en la placa Arduino, para esto basta 
con guardarlo, y posteriormente hacer clic sobre la opción “subir” (véase Figura # 35), 
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para esta opción es necesario que la placa Arduino haya sido previamente conectada a 
la computadora (véase Figura # 34). 
 
 
Figura # 33 Administrador de Dispositivos. Figura Propia 
 
 
Figura # 34 Placa Arduino conectada a una computadora. Figura Propia 
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Figura # 35 Grabar código en placa Arduino Mega. Figura Propia. 
2.4. Conexión Física de componentes 
Al momento de conectar la placa Arduino mega con la PC para efectuar las pruebas de 
efectividad de la aplicación ya en conjunto con el motor surge la necesidad de crear un 
pequeño circuito eléctrico, ya que la placa Arduino no genera el voltaje suficiente para 
activar el motor por sí sola, el circuito contiene: 
• 1 transistor bjt el cual servirá para regular el voltaje que llega al motor  
• 1 resistencia de 330 ohms  
• 1 pila de 9 v la cual servirá para alimentar el moto-reductor 
 
Figura # 36 Circuito eléctrico que regula el voltaje saliente de Arduino para poder encender un moto-reductor. 
Figura Propia 
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Figura # 37 Imagen del circuito eléctrico ya ensamblado. Figura Propia 
Del otro lado de la resistencia estará conectada la salida 13 de la placa Arduino mega, 
la cual fue previamente configurada para funcionar en conjunto con la aplicación Java. 
 
 
Figura # 38 Placa Arduino Mega conectada al circuito regulador de voltaje. Figura Propia 
La función de este circuito es suministrar y regular el voltaje que llega al motor cada que 
la aplicación reconoce el comando para encender o apagar dicho motor 
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Figura # 39 Conexión de Placa Arduino Mega, Circuito regulador de voltaje, Motoreductor y Computadora. Figura Propia 
Cabe señalar que tanto la aplicación Java, el archivo de gramática (JSGF), la placa 
Arduino Mega, el circuito regulador de voltaje, y el motoreductor, funcionan como un 
solo sistema, y no como módulos por separado, es decir que, sí falta alguno, o alguno 
llega a tener un error de funcionamiento, todo fallará. 
2.5. Interpretación de resultados  
Para este proyecto, los resultados se interpretaron en tres fases diferentes, cada una 
correspondiente a una fase del desarrollo de la aplicación diferente. 
En la fase de creación de la aplicación se analizó la efectividad del algoritmo mediante 
la aparición de diferentes imágenes en la pantalla del ordenador, acorde a diferentes 
comandos proporcionados por un locutor, así como la aparición de las palabras 
reconocidas por la aplicación (véase Figura # 41). 
Como se aprecia en la Figura # 40, al inicio de la aplicación aparecen mensajes de las 
dos diferentes aplicaciones que se utilizan, tanto Panama Hitek, como CGJSAPI. 
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Figura # 40 Consola de salida de Aplicación de reconocimiento de comandos de voz. Figura Propia 
 
Figura # 41 Consola de salida de Aplicación de reconocimiento de comandos de voz después de haber reconocido 
algunas palabras. Figura Propia 
 
En la segunda fase, la conexión entre la aplicación y la placa Arduino, se interpretaron 
los resultados por medio de un led, el cual se encendía o apagaba según el comando 
proporcionado por un locutor. 
Por último, en la tercera fase, después de conectar la placa Arduino al circuito en la 
figura anterior se interpretó el funcionamiento de la aplicación con ayuda de un 
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CAPITULO 3. RESULTADOS Y CONCLUSIONES. 
  
En este capítulo se exponen y se hace un análisis de los resultados 
obtenidos mediante las pruebas efectuadas al algoritmo de 
reconocimiento de comandos de voz. 
                       Desarrollo de un algoritmo de reconocimiento de comandos de voz para la manipulación         
fgfgf              de un actuador eléctrico. 
                     
                     Centro Universitario UAEM Ecatepec  
  
82 
Ingeniería en Computación  
 
Universidad Autónoma del Estado de México  
 
3. RESULTADOS Y CONCLUSIONES 
3.1 Resultados 
Las pruebas se dividen en dos etapas: 
1. Pruebas del reconocimiento de palabras emitidas por un locutor de habla hispana 
2. Pruebas del reconocimiento de comandos de voz para manipular un actuador 
eléctrico 
En ambas pruebas el locutor interactuara de manera directa con la aplicación 
Para la primera etapa, se hicieron pruebas con cinco personas de diferentes edades y 
género, en estas pruebas se pidió a los locutores que leyeran una serie de 50 palabras, 
y se registró el desempeño del reconocedor en la Tabla # 1. 
Palabra Persona 1 Persona 2 Persona 3 Persona 4 Persona 5 
Hemos 1 1 1 1 1 
Trata 1 1 1 1 1 
Mal 1 1 1 1 1 
Algún  0 0 0 0 0 
Tuvo 1 1 1 1 1 
Respecto 1 1 1 1 1 
Semana  0 1 1 1 1 
Varios 1 1 1 1 1 
Real 1 1 1 1 1 
Proyecto 1 1 1 1 1 
Mercado 1 1 1 1 1 
Mayoría 0 0 0 0 0 
Orden  1 1 1 1 1 
Español 0 0 0 0 0 
Programa 1 1 1 1 1 
Palabras 1 1 1 1 1 
Internacional 1 1 1 1 1 
Segunda  1 1 1 1 1 
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Empresa 1 1 1 1 1 
Libro 1 1 1 1 1 
Igual 1 1 1 1 1 
Persona  0 1 0 1 1 
Últimos 0 0 0 0 0 
Condiciones 1 1 1 1 1 
Acción  0 0 0 0 0 
Policía 0 0 0 0 0 
Puerta 1 0 0 1 1 
Fuerza 1 1 0 1 1 
Interior 1 1 0 1 1 
Tampoco 1 1 1 1 1 
Música 0 0 0 0 0 
Ningún 0 0 0 0 0 
Hubiera 1 1 1 1 1 
Saber 1 1 0 1 0 
Presencia 1 1 1 1 1 
Comisión 0 0 0 0 0 
Servicio 1 1 1 1 1 
Última 0 0 0 0 0 
Minutos  1 1 1 1 1 
Producción 0 0 0 0 0 
Camino 1 1 1 1 1 
Dirección 0 0 0 0 0 
Papel 1 1 0 1 1 
Diferentes 1 1 1 1 1 
Libertad 1 1 0 1 1 
Relaciones 1 1 0 1 1 
Espacio 1 1 0 1 1 
Medios 1 1 0 1 1 
Terminar 1 1 1 1 1 
Tabla # 1 Desempeño de reconocedor en primera etapa. Creación Propia. 
Los datos de la Tabla # 1 representan los aciertos y los errores del reconocedor, siendo 
que los “1” representan un acierto, y los “0” representan un error. 
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Como resultado del análisis se obtiene que el reconocedor es efectivo, reconociendo un 
setenta por ciento de las palabras analizadas. 
 
Figura # 42 Representación en porcentajes de la efectividad de la aplicación de reconocimiento de comandos de voz. 
Figura Propia 
Los errores en el reconocimiento de palabras se deben a las diferentes maneras de 
pronunciar que tiene cada persona, ya que como el este reconoce fonemas, es posible 
que la pronunciación de algunas palabras resulte confusa para el reconocedor, al 
mismo tiempo que CGJSAPI tiene conflictos con la letras “ñ”, “x” (por sus diferentes 
variaciones de pronunciación en el Español hablado en México), así como el hecho de 
que el reconocedor al momento de declarar las reglas gramaticales, y las palabras que 
podrán ser reconocidas no permite el ingreso de acentos, los cuales son necesarios 
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3.2 Conclusiones 
Con base en lo anterior es posible concluir que el reconocimiento de comandos de voz 
es una herramienta muy poderosa, con un sinfín de aplicaciones ya que todo lo que se 
manipula con las manos es posible manipularlo mediante comandos de voz, con sus 
debidas modificaciones. 
Gracias al avance de la tecnología cada vez es posible encontrar el reconocimiento de 
voz en diversos aspectos de la vida cotidiana, debido a esto no cabe duda de que la 
explotación de esta tecnología siga en crecimiento con el paso del tiempo. 
Ahora bien, hablando en concreto del desarrollo de esta aplicación cabe destacar:   
❖ Encontrar la herramienta (API) para crear la aplicación se vuelve una tarea 
compleja, ya que la documentación acerca del tema es muy poca, y cuando se 
encuentra dicha herramienta, utilizarla es igual de complejo, por la misma razón, 
la falta de documentación. 
❖ El archivo JSGF encargado de establecer las reglas sintácticas para el trabajo de 
la aplicación, aunque se dice que es de uso universal, carece de funcionalidad 
para el uso del mismo dentro de una lengua como la hablada dentro de México, 
esto debido a: 
o Los diferentes sonidos que puede tener la letra “x” dependiendo de la 
palabra,  
o No soporta las palabras que contienen la letra “ñ” puesto que su sonido no 
existe dentro del habla anglosajona. 
o Así como sucede con las palabras que contienen la letra “ñ” lo mismo 
sucede con las palabras acentuadas, puesto que el idioma ingles no utiliza 
acentos, el archivo JSGF no reconoce dichos caracteres. 
❖ Hablando del archivo JSGF, con base en las pruebas realizadas durante el 
desarrollo de la aplicación cabe señalar que entre mayor sea el número de 
palabras contenidas dentro de las reglas gramaticales, mejor será el desempeño 
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de la aplicación, puesto que tendrá una mayor base de datos con la cual realizar 
la comparación de lo emitido por el locutor. 
❖ Es importante mencionar que la aplicación tiene un alto índice de error con 
palabras de una sola silaba, ya que al basarse en reconocimiento de fonemas, 
palabras de una sola silaba que contengan la misma vocal emiten una señal muy 
similar. 
❖ Para conectar la aplicación con Arduino basta con añadir la librería 
“PanamaHitek” y hacer unas modificaciones sencillas al código, la parte 
importante de esta conexión ésta en el aparato que se desee manipular 
mediante los comandos de voz, puesto que como en este caso en particular, 
Arduino mega no suministra suficiente voltaje para activar el motor por lo cual es 
necesario incluir un pequeño circuito a la salida del mismo. 
❖ Por último, es de suma importancia conocer que para el funcionamiento de esta 
aplicación se crearon:  
o Código en el IDE NetBeans mediante código Java,  
o Un archivo de texto plano (JSGF) para establecer las reglas sintácticas 
con las que trabajaría la aplicación, así como para establecer todas las 
palabras que el algoritmo es capaz de reconocer,  
o Código en el IDE específico para Arduino Mega, así como su respectivo 
almacenamiento en dicha placa  
o Y un circuito para regular el voltaje saliente de la placa Arduino mega.  
Sin embargo, no funcionan de manera independiente, sino que cada uno de los 
puntos anteriormente mencionados funciona como módulos dentro de un sistema 
que reconoce comandos de voz para manipular un actuador eléctrico. Por sí 
solos son inútiles. 
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TRABAJO A FUTURO 
Este trabajo posee ciertas limitaciones, es decir, ciertos aspectos que, aunque no 
contravienen a la ejecución del algoritmo de reconocimiento de comandos de voz, si 
pudiesen ser eliminadas, se podría tener un algoritmo con una mayor eficiencia. 
Como se mencionó con antelación en este trabajo se hace uso de una API de Java, 
específicamente JSAPI la cual sirve tanto para el reconocimiento de comandos de voz, 
como para la síntesis de la misma, pero esta aplicación solo hace uso de la primera 
parte, lo más fácil a desarrollar para un trabajo a futuro seria incluir la síntesis de voz, 
para que así la aplicación pueda interactuar con el usuario de una manera más natural, 
o humana por decirlo de alguna manera. 
Ahora bien, el poder manipular un motor por medio de comandos de voz es solo la base 
para desarrollar mecanismos de control mucho más complejos, es decir, se podría 
adaptar el algoritmo para que controle diferentes componentes electrónicos, e incluso 
diferentes aparatos por medio de la voz. 
Otra posibilidad que se ha explorado, y que posiblemente representaría la opción más 
compleja, es a partir del algoritmo de comandos de voz crear una aplicación que sea 
capaz de entablar una conversación con un ser humano, esto requeriría de:  
❖ Modificar el algoritmo, para que sea capaz de sintetizar voz 
❖ De igual manera se requeriría ampliar el archivo JSGF para que la base de 
palabras que el algoritmo puede reconocer sea suficiente para comprender 
cualquier conversación. 
❖ Si bien lo anterior es importante para el desarrollo de esta propuesta, me parece 
imprescindible crear una red neuronal, y conectarla con la aplicación, puesto que 
la mayoría de conversaciones dependen de cierto contexto, el cual es imposible 
de comprender para una máquina, por ende, es necesario dotarla de esta 
capacidad  
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Es importante decir que esta aplicación tendría un sinfín de usos, puesto que no solo se 
trata de la creación de tecnología, sino que podría ayudar a personas que sufran de 
trastornos del habla, podría ser usado por personas que deseen aprender un idioma 
nuevo al tener estos con quien entablar una conversación, incluso podría ser usado 
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ANEXOS 
A. Código Java 
A continuación, se encuentra el código perteneciente a la clase principal de la 
aplicación de un reconocedor de comandos de voz para la manipulación de un actuador 
eléctrico. 
/* 
 * To change this license header, choose License Headers in Project Properties. 
 * To change this template file, choose Tools | Templates 













public class ReconocedorVoz extends ResultAdapter{ 
public ReconocedorVoz(){ 
   
try { 
    arduino.arduinoTX("COM3",9600);} catch (ArduinoException ex) { 
    Logger.getLogger(ReconocedorVoz.class.getName()).log(Level.SEVERE, null, ex); 
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* @param args the command line arguments 
*/ 
  PanamaHitek_Arduino arduino = new PanamaHitek_Arduino();  
  static Recognizer recognizer; 
  String gst; 
  @Override 
  public void resultAccepted(ResultEvent re) 
  { 
    try 
    { 
      Result res = (Result)(re.getSource()); 
      ResultToken tokens[]=res.getBestTokens(); 
        
      String args[]=new String[1]; 
      args[0]=""; 
      for(int i=0;i<tokens.length;i++) 
      { 
        gst=tokens[i].getSpokenText(); 
        args[0]+=gst+"";//no se ve bien si es ++ o += 
        System.out.print(gst+" "); 
      } 
      System.out.println(); 
      if (gst.equals("terminar")) 
      { 
        recognizer.deallocate(); 
        args[0]="may we meet again"; 
        System.out.println(args[0]); 
        //lee main.args 
        System.exit(0); 
      } 
      //muestra la imagen de emilia 
      else if(gst.equals("izquierda")) 
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      { 
               
          interfaz i= new interfaz(); 
          i.imagen(); 
          try { 
   arduino.sendData("0"); 
  } catch (ArduinoException ex) { 
    Logger.getLogger(ReconocedorVoz.class.getName()).log(Level.SEVERE, null, ex); 
  }   
        } 
        //muestra la imagen de rem 
      else if(gst.equals("derecha")) 
      { 
        rem r= new rem(); 
        r.imagen(); 
        try { 
   arduino.sendData("1"); 
  } catch (ArduinoException ex) { 
    Logger.getLogger(ReconocedorVoz.class.getName()).log(Level.SEVERE, null, ex); 
  } 
      } 
      else if(gst.equals("arriba")) 
      { 
        subaru s= new subaru(); 
        s.imagen(); 
        try { 
   arduino.sendData("1"); 
  } catch (ArduinoException ex) { 
    Logger.getLogger(ReconocedorVoz.class.getName()).log(Level.SEVERE, null, ex); 
  } 
      } 
      else 
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      { 
        recognizer.suspend(); 
        //lee main(args) 
        recognizer.resume(); 
      } 
     }catch(Exception ex){ 
       System.out.println("ha ocurrido algo inesperado"+ex); 
     } 
  } 
   
  public static void main(String[] args) { 
    try 
    { 
      recognizer =Central.createRecognizer(new EngineModeDesc(Locale.ROOT)); 
      recognizer.allocate(); 
       
      FileReader grammar1; 
      grammar1 = new FileReader("C:/grammar1.txt"); 
       
      RuleGrammar rg= recognizer.loadJSGF(grammar1); 
      rg.setEnabled(true); 
       
      recognizer.addResultListener(new ReconocedorVoz()); 
       
      System.out.println("empiece dictado"); 
      recognizer.commitChanges(); 
       
      recognizer.requestFocus(); 
      recognizer.resume(); 
    } 
    catch(Exception e){ 
      System.out.println("error "+e); 
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      e.printStackTrace(); 
      System.exit(0);     
    } 
  }   
}//************************************************************************************************* 
 
El código anterior hace huso de ciertas clases desarrolladas para comprobar la efectividad del 
mismo al momento de realizar el reconocimiento de diferentes comandos, el código de estas 




 * To change this license header, choose License Headers in Project Properties. 
 * To change this template file, choose Tools | Templates 













public class interfaz extends JFrame { 
  ImageIcon imagen = new ImageIcon("C:\\Users\\subaru\\Pictures\\emiliatan.png"); 
  JLabel etiqueta = new JLabel(imagen); 
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  //Icon icono = new 
ImageIcon(imagen.getImage().getScaledInstance(etiqueta.getWidth(),etiqueta.getHeight(),Imag
e.SCALE_DEFAULT)); 
   
   
   
  public interfaz(){ 
    super("Emilia..."); 
    getContentPane().add(etiqueta); 
    this.setSize(500,500); 
  } 
  public int imagen(){ 
     interfaz p = new interfaz(); 
    p.show(); 
     
    //codigo para permitir cerrar ventana 
    p.addWindowListener(new WindowAdapter(){ 
    public void windowClosing(WindowEvent evento){ 
      System.exit(0); 
    } 
  }); 
    return 0; 
  } 
  public static void main(String args[]){ 
    interfaz p = new interfaz(); 
    p.show(); 
     
    //código para permitir cerrar ventana 
    p.addWindowListener(new WindowAdapter(){ 
    public void windowClosing(WindowEvent evento){ 
      System.exit(0); 
    } 
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  }); 
  }//fin de main 




 * To change this license header, choose License Headers in Project Properties. 
 * To change this template file, choose Tools | Templates 










 * @author subaru 
 */ 
public class rem extends JFrame{ 
 ImageIcon imagen = new ImageIcon("C:\\Users\\subaru\\Pictures\\rem3.jpg"); 
  JLabel etiqueta = new JLabel(imagen); 
   
  public rem(){ 
    super("rem..."); 
    getContentPane().add(etiqueta); 
    this.setSize(500,500); 
  } 
  public int imagen(){ 
     rem p = new rem(); 
    p.show(); 
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    //código para permitir cerrar ventana 
    p.addWindowListener(new WindowAdapter(){ 
    public void windowClosing(WindowEvent evento){ 
      System.exit(0); 
    } 
  }); 
    return 0; 
  } 
  public static void main(String args[]){ 
    rem p = new rem(); 
    p.show(); 
     
    //codigo para permitir cerrar ventana 
    p.addWindowListener(new WindowAdapter(){ 
    public void windowClosing(WindowEvent evento){ 
      System.exit(0); 
    } 
  }); 






 * To change this license header, choose License Headers in Project Properties. 
 * To change this template file, choose Tools | Templates 
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 * @author subaru 
 */ 
public class subaru extends JFrame{ 
  ImageIcon imagen = new ImageIcon("C:\\Users\\subaru\\Pictures\\4720625_640px.jpg"); 
  JLabel etiqueta = new JLabel(imagen); 
   
  public subaru(){ 
    super("Subaru..."); 
    getContentPane().add(etiqueta); 
    this.setSize(500,500); 
  } 
  public int imagen(){ 
     subaru p = new subaru(); 
    p.show(); 
     
    //codigo para permitir cerrar ventana 
    p.addWindowListener(new WindowAdapter(){ 
    public void windowClosing(WindowEvent evento){ 
      System.exit(0); 
    } 
  }); 
    return 0; 
  } 
  public static void main(String args[]){ 
    subaru p = new subaru(); 
    p.show(); 
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    //codigo para permitir cerrar ventana 
    p.addWindowListener(new WindowAdapter(){ 
    public void windowClosing(WindowEvent evento){ 
      System.exit(0); 
    } 
  }); 
  }//fin de main   
} 
//*********************************************************************************************************** 
En realidad, los códigos son bastante similares, ya que cumplen con la función de 
mostrar una imagen en pantalla 
 
B. Archivo JSGF 
Como se mencionó anteriormente, el archivo JSGF es aquel que dicta las reglas 
gramaticales que deberá seguir el reconocedor de voz, sus partes y la manera de crear 
un archivo de este tipo también se enuncia en capítulos anteriores. 
Cabe destacar que el archivo podría funcionar con tan solo las primeras cuatro reglas 
gramaticales, pero entre mayor cantidad de palabras tenga este archivo, mejor será el 
desempeño de la aplicación al reconocer comandos de voz. 
Este archivo fue creado según las quinientas palabras más pronunciadas dentro del 
lenguaje español según el artículo publicado en el sitio web www.clarin.com con el título 
“¿Cuáles son las 500 palabras más usadas en español?” 
Como se mencionó con anterioridad, el archivo JSGF es un archivo en texto plano, el 
cual se puede crear en cualquier editor de texto plano. A continuación, aparece su 




  *@author Omar Vazquez Castro 
*/ 
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public <izquierda>= izquierda; 
public <derecha>= derecha; 
public <abajo>= arriba; 
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C. Código Arduino 
El código Arduino es importante para encender el motor, pero no sirve de nada, si no se 
realizó antes la conexión entre la placa Arduino y la aplicación Java. 
int input; 
 
void setup() { 
                       Desarrollo de un algoritmo de reconocimiento de comandos de voz para la manipulación         
fgfgf              de un actuador eléctrico. 
                     
                     Centro Universitario UAEM Ecatepec  
  
108 
Ingeniería en Computación  
 
Universidad Autónoma del Estado de México  
 
 // put your setup code here, to run once: 
pinMode(13,OUTPUT);//puerto 13 alida 
Serial.begin(9600);//inicio de comunicacon  
} 
 
void loop() { 




 if (input=='1'){ 
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Algoritmo: Conjunto ordenado de operaciones sistemáticas que permite hacer un 
cálculo y hallar la solución de un tipo de problemas. 
Actuador: Dispositivo inherentemente mecánico cuya función es proporcionar 
fuerza para mover o “actuar” otro dispositivo mecánico. 
Amplitud: Es el valor máximo de un movimiento o señal. Se trata de la distancia 
que hay desde el punto de equilibrio (cero), hasta uno de los extremos del 
movimiento, puede ser el punto positivo o el negativo. 
Convolución del espectro: Equivale a la multiplicación del espectro de dos 
señales. A grosso modo es como filtrar un sonido a través de un ecualizador, 
cuyos niveles de bandas han sido obtenidos a partir del análisis espectral de otro 
sonido. 
Domótica: Conjunto de técnicas orientadas a automatizar una vivienda, que 
integran la tecnología en los sistemas de seguridad, gestión energética, bienestar 
o comunicaciones. 
HTK: Kit de herramientas de software utilizado para el manejo de HMM. Se 
destina principalmente al reconocimiento de voz, pero también se utiliza en 
aplicaciones de reconocimiento de patrones que emplean modelos ocultos de 
Markov, incluida la síntesis de voz, el reconocimiento de caracteres y la 
secuenciación de ADN. 
Impedancia: Oposición combinada de elementos del circuito al paso de corriente. 
Cuando en un mismo circuito se tienen resistencias, condensadores y bobinas, y 
por ellas circula corriente alterna, la oposición de este conjunto de elementos al 
paso de la corriente alterna se llama impedancia. 
Modelo dependiente: Tipo de modelo en el cual la decisión final depende de 
otras variables que permiten explicar sus determinantes. 
Señal flotante: Es aquella que no tiene conexión a tierra, pero tiene un punto fijo 
aislado eléctricamente del chasis o plaqueta donde se diseñó el circuito y en el 
cual convergen todos los retornos negativos. 
Servidor domótico: Procesador en el que se encuentra albergado un sistema 
domótico, el cual puede ser instalado en una vivienda para controlar distintas 
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variables ambientales y conseguir así la máxima comodidad de los habitantes de 
manera automática o manual según los gustos y necesidades de los usuarios 
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