Abstract-We present a unifying framework for continuous optimization and sampling. This framework is based on Gaussian Adaptation (GaA), a search heuristic developed in the late 1960's. It is a maximum-entropy method that shares several features with the (1+1)-variant of the Covariance Matrix Adaptation Evolution Strategy (CMA-ES). The algorithm samples single candidate solutions from a multivariate normal distribution and continuously adapts the first and second moments. We present modifications that turn the algorithm into both a robust continuous black-box optimizer and, alternatively, an adaptive Random Walk Monte Carlo sampler. In black-box optimization, sample-point selection is controlled by a monotonically decreasing, fitness-dependent acceptance threshold. We provide general strategy parameter settings, stopping criteria, and restart mechanisms that render GaA quasi parameter free. We also introduce Metropolis GaA (M-GaA), where samplepoint selection is based on the Metropolis acceptance criterion. This turns GaA into a Monte Carlo sampler that is conceptually similar to the seminal Adaptive Proposal (AP) algorithm. We evaluate the performance of Restart GaA on the CEC 2005 benchmark suite. Moreover, we compare the efficacy of MGaA to that of the Metropolis-Hastings and AP algorithms on selected target distributions.
I. INTRODUCTION
A large class of problems in science and engineering can be formulated as global optimization problems or as sampling problems. Global optimization is concerned with finding a single or a set of optimal solutions for a given problem specification. Sampling consists of correctly drawing random samples from a given probability distribution. In many cases, optimization and sampling algorithms have to operate in a black-box scenario, where only zeroth-order information about the objective function or the target probability distribution is available. In black-box optimization, only objective function values can be obtained. Analytical gradients or Hessians are not available, or do not exist. Many practical applications, including parameter estimation in electrical or biological networks, are of this kind. Indirect (or black-box) sampling is used when the target probability distribution is not explicitly known, or is known only up to a normalizing constant. This is often the case in Bayesian statistics and in statistical physics, where the unknown normalization constant is given by the partition function of the state space.
For both problem classes, Monte Carlo methods have become the prevalent computational paradigm. They rely on iterative random sampling in order to approximate the desired result. A crucial design decision is how the random samples are generated. In continuous spaces, multivariate Gaussian distributions are the standard choice. Several continuous black-box optimization methods, such as Simulated Annealing (SA) in general state spaces [1] , Gaussian Adaptation (GaA) [2] , and Evolution Strategies (ES) use Gaussian sampling to generate candidate solutions. For indirect sampling, Green and Han [3] were among the first to employ Gaussian distributions. In order to sample from a specific target distribution, their algorithm draws random variates from a Gaussian distribution and evaluates the target distribution at these sample points. A specific acceptance-rejection scheme, proposed by Metropolis et al. [4] , guarantees that the process follows the desired target distribution. Methods of this type are generally referred to as Markov Chain Monte Carlo (MCMC) methods.
Both the first ES, Rechenberg's (1+1)-ES, and the standard Random Walk Metropolis sampling algorithm [5] use single samples from an isotropic multivariate Gaussian distribution. More recent algorithms constantly adapt the covariance matrix of the sampling distribution according to previously accepted samples. This includes optimization algorithms such as Hansen's ES with Covariance Matrix Adaptation (CMA-ES) [6] and Kjellström's GaA algorithm [2] , [7] . An important conceptual difference between CMA-ES and GaA is the purpose of covariance adaptation: While CMA-ES is designed to increase the likelihood of generating successful mutations, GaA adapts the covariance such as to maximize the entropy of the search distribution under the constraint that acceptable search points are found with a predefined, fixed hitting probability. Covariance matrix adaptation is also used in indirect sampling. Haario et al. [8] remedied the well-known inefficiency of the Metropolis algorithm on high-dimensional and/or highly distorted target distributions by continuously adapting the Gaussian proposal distribution. They thus introduced the seminal Adaptive Proposal (AP) algorithm [8] based on covariance matrix adaptation. The AP algorithm has been empirically shown to outperform the classical Metropolis algorithm, yet at the expense of sacrificing rigorous convergence proofs for general target distributions.
Here, we present a unifying formulation for continuous black-box optimization and adaptive Monte Carlo sampling based on GaA. We first revisit the key concepts of GaA and its relation to ES. We suggest general parameter settings, convergence criteria, and a restart mechanism for GaA. The resulting Restart GaA is a quasi parameter-free off-the-shelf black-box optimizer. We benchmark Restart GaA on the full set of the IEEE CEC 2005 test suite, and we provide guidelines when to use Restart GaA in practice. We then introduce Metropolis' acceptance-rejection scheme as selection mechanism in GaA and show that this modification turns GaA into a Metropolis algorithm with adaptive proposal (MGaA). We highlight the similarities and differences between M-GaA and the AP algorithm, and we assess the performance of M-GaA on benchmark target distributions.
II. GAUSSIAN ADAPTATION
We summarize the key concepts of the canonical GaA algorithm as developed by Kjellström and co-workers. We then propose a standard parametrization, constraint handling, convergence criteria, and a restart strategy, resulting in the Restart GaA algorithm. We further introduce M-GaA as an adaptive sampling algorithm based on GaA.
A. Canonical Gaussian Adaptation
GaA has been developed in the context of analog circuit design. There, one key objective is to find optimal values for certain design parameters x ∈ A ⊂ R n , e.g. nominal values of resistors and capacitors, that fulfill two requirements: First, the parameter values should satisfy some (real-valued) objective (or criterion) function f (x) applied to the circuit output. Second, the nominal values should be robust with respect to intrinsic random variations of the components during operation. Kjellström noticed that with increasing network complexity stochastic methods that only rely on evaluations of the objective function are superior to classical optimization schemes. Starting from an exploration method that can be considered an adaptive random walk through parameter space [9] , he refined his algorithm to what he called Gaussian Adaptation [2] .
In order to develop a search heuristic that satisfies both design requirements, Kjellström implicitly applied the maximum-entropy principle [10] . This fundamental principle of statistical inference leads to the least biased estimate possible on the given (incomplete) information. In the case of given mean and covariance information, the Gaussian distribution maximizes the entropy H, and hence is the preferred (i.e. least biased) choice to search and characterize the space of acceptable points. The entropy of a multivariate Gaussian distribution N (μ, C) is:
where C is the covariance matrix. In order to obtain the most informative characterization of preferential search points, Kjellström designed GaA according to the following criteria: (a) The probability of finding an acceptable search point is fixed to a predefined value P < 1; (b) The spread of the samples, as quantified by their entropy, is to be maximized. As Eq. 1 shows, this can be achieved by maximizing the determinant of the covariance matrix. In order to minimize a real-valued objective function f (x), GaA uses a fitnessdependent acceptance threshold c T that is monotonically lowered until some convergence criteria are met.
1) The GaA algorithm: The GaA algorithm starts by setting the mean m (0) of a multivariate Gaussian to an initial point x (0) ∈ A. The covariance matrix C (g) is decomposed as follows:
where r is the scalar step size of the algorithm and Q (g) is the normalized square root of C (g) . Like in CMA-ES, Q (g) is found by Cholesky or eigendecomposition of the covariance matrix C (g) . The initial Q (0) is set to the identity matrix I. The point at iteration g + 1 is then sampled as:
where η (g) ∼ N (0, I). The objective function is then evaluated at the position of the new sample, f (x (g+1) ). Only
T , the following adaptation rules are applied: The step size r is increased according to:
where f e > 1 is called the expansion factor. Increasing the step size after acceptance is a direct consequence of the maximum entropy principle. GaA tries to expand the distribution as much as possible for the given acceptance probability P , in order to maximize the determinant of the covariance matrix (see Eq. 1). Hence, r depends on P . The mean is updated as
N m is a weighting factor that controls the influence of the new sample on the mean. The covariance matrix is updated as
where Δx = (x (g+1) − x (g) ). N C weights the influence of the accepted sample point on the covariance adaptation. Kjellström also introduced an alternative update rule that is mathematically equivalent to Eq. 6, but numerically more robust. It acts directly on the square root Q (g) of the covariance matrix:
In order to decouple the volume of the covariance (controlled by r (g+1) ) and its orientation, Q (g+1) is normalized such that det(Q (g+1) ) = 1. As in CMA-ES, the full adaptation of the covariance matrix gives GaA the appealing property of being invariant to rotations of the problem.
In case
T , the step size is reduced as:
and neither the mean nor the covariance matrix are adapted. The contraction factor f c < 1 also depends on P . In order to use GaA for optimization, the acceptance threshold c T is continuously lowered. Kjellström proposed the following rule:
where N T controls the weighting between the old threshold and the objective value of the accepted sample. It can readily be seen that this fitness-dependent threshold update renders the algorithm invariant to linear transformations of the objective function.
2) Strategy parameters of GaA:
The behavior of GaA is controlled by several strategy parameters. In the original publications, Kjellström investigated certain parameter settings in detail, while others have not been reported. We first consider the acceptance probability P . Kjellström analyzed the information-theoretic optimality of P for a random walk in a simplex region [9] and for GaA in general regions [2] . In both cases, he concluded that the efficiency E of the process and P are related as E ∝ −P log P , leading to an optimal P = 1 e ≈ 0.3679, where e is Euler's number. A proof is provided in Ref. [11] . Maintaining this optimal hitting probability corresponds to leaving the volume of the distribution, measured by det(C), constant under stationary conditions. Since det(C) = r 2n det(QQ T ), the expansion and contraction factors f e and f c expand or contract the volume by a factor of f 2n e and f 2n c , respectively. After S accepted and F rejected samples, a necessary condition for constant volume thus is:
Using P = S S+F , and introducing a small β > 0, the choice f e = 1 + β(1 − P ) and f c = 1 − βP satisfies Eq. 11 to first order. The scalar rate β is coupled to N C . We previously suggested the following rules of thumb for the parameter settings [7] : N C influences the update of C ∈ R n×n , which contains n 2 entries. Hence, N C should be related to n 2 .
We suggest using
log(n+1) as a standard value, and coupling β = 1 NC [7] . A similar reasoning is also applied to N m . Since N m influences the update of m ∈ R n , it is reasonable to set N m ∝ n. We propose N m = en as a standard value. The setting for N T will be addressed in Section II-B.3 below.
3) Relation between GaA and ES: There are several remarkable connections between GaA and classical ES. The canonical (1+1)-ES is, for example, a limit case of GaA. Setting N m = N T = 1 moves GaA's mean directly to the accepted sample and c T to the fitness of the accepted sample. For N C → ∞, the covariance remains isotropic and GaA becomes equivalent to the (1+1)-ES with a P th -success rule. Keeping N C finite results in an algorithm that is almost equivalent to the (1+1)-CMA-ES [12] . Four key differences, however, remain. First, the step size adaptation mechanism in (1+1)-CMA-ES uses a damped exponential function, allowing faster adaptation than in GaA [12] . Second, (1+1)-CMA-ES uses information about the evolution path for covariance matrix update, whereas GaA does not. Third, the decision of how to update the covariance is controlled by a threshold probability p thresh in (1+1)-CMA-ES. Only if the empirical acceptance probability P emp is below p thresh , the current sample is used to update the evolution path. Finally, GaA normalizes the volume of the covariance matrix in order to decouple it from the step size; (1+1)-CMA-ES does not involve such a normalization.
B. Restart GaA
We introduce practical constraint handling and stopping criteria for GaA and extend it to Restart GaA, a quasi parameter-free black-box optimizer.
1) Constraint handling and initialization:
In unconstrained optimization problems, GaA can be used as is. The starting point m (0) and the initial step size r (0) then have to be set by the user.
In box-constrained optimization problems, boundaries are explicitly given by x ∈ [L, U] ⊂ R n . Several boundary handling techniques can be employed. One can, e.g., reject points that fall outside the admissible hyper-rectangle, and resample. This can, however, become inefficient for search near the boundary. Especially in high dimensions, the probability of hitting the feasible region becomes small. It is also conceivable to employ boundary handling with quadratic penalty terms [13] , a method that has been successfully used in CMA-ES. In GaA, however, the boundary penalty would be problem specific, since GaA's search performance directly depends on the objective function values. We therefore suggest projecting the components of out-of-bounds samples onto the boundary along the coordinate axes, and evaluating the projected samples.
The initial mean m (0) is drawn from a uniform distribution in the box [L, U]. The initial step size is set to r (0) = 1/e (max U − min L), similar to the global search setting of the initial σ in IPOP-CMA-ES [14] . The initial threshold c
2) Convergence criteria:
In practical applications, it is often useful to define criteria that indicate convergence of GaA to a (local or global) minimum. We propose six convergence criteria: MaxIter, TolFit, TolFun, TolX, TolR, and TolCon. 1) MaxIter: GaA is stopped when a maximum number of allowed function evaluations is reached. The default maximum is 10 4 n. 2) TolFit: If knowledge about the function value of the global minimum f (x min ) is available, the algorithm stops when the current best function value drops below f (x min ) + TolFit. The default setting is TolFit = 10
GaA is considered converged when max f (
. By default, we set TolFun = 10 −9 and the history length h = 100.
4) TolX:
GaA is considered converged when
By default, we set TolX = 10 −12 and the history length h = 100. 5) TolR: GaA is stopped when the step size r (g) < TolR. The default setting is TolR = 10 −9 . 6) TolCon: GaA is stopped when the difference between the current threshold c (g) T and the current best fitness value f (x (g) best ) has converged, i.e., f (x
The default setting is TolCon = 10 −9 .
These stopping criteria are designed to reduce the number of non-improving function evaluations. They can directly be used to develop an effective restart strategy for GaA as outlined next.
3) Restart strategy: Depending on the topology of the optimization problem, canonical GaA with standard parameter settings may suffer from premature convergence to a suboptimal solution. This can be relaxed by introducing a restart mechanism that modifies the strategy parameters whenever any of the convergence criteria 3) to 6) above are met. In CMA-ES, the restart with iteratively increasing population size (IPOP-CMA-ES) proved powerful both on synthetic and real-world problems. Since GaA always samples a single candidate solution per iteration, the population size cannot be varied. Instead, we adapt the parameter N T that controls the lowering of the fitness threshold c T . The parameters N m , N C , β, and P are kept constant for all restarts. The initial value of N T is N T , c T decreases slower and GaA has more time to explore the space and adapt a maximumentropy distribution to the underlying problem structure.
C. Metropolis GaA
When using GaA for optimization, sample points that have a function value higher than c T are strictly rejected and points with lower values accepted. We extend GaA to general adaptive sampling by replacing this hard threshold with an acceptance-rejection scheme [4] . We consider the case of black-box sampling, where the continuous target probability distribution π(x) is only known up to a normalization constant, hence f (x) ∝ π(x). This situation frequently occurs in Bayesian statistics and in statistical physics, where the unknown normalization constant is given by the partition function of the state space. In order to sample from π(x), Metropolis introduced the following MCMC scheme: Define a symmetric proposal distribution q(·|x (g) ) that is easy to sample from. A standard choice is the multivariate isotropic Gaussian distribution N x (g) , σ 2 n I , where σ n is the ndependent scalar standard deviation. When a new candidate point y is sampled from q(·|x (g) ), it is accepted with probability
This means that if f (y) ≥ f (x (g) ), it is always accepted; otherwise, it is accepted if s ≤ α(x (g) , y) for s drawn from the standard uniform distribution. Upon acceptance, x (g+1) = y and the process continues with sampling from N x (g+1) , σ 2 n I . It can be shown that the set of accepted points represents an unbiased sample from the target distribution π(x), i.e., that the Markov chain is ergodic.
The choice of the scalar standard deviation σ n is, however, crucial for the efficiency of the sampling process. For ndimensional Gaussian target distributions, the optimal choice is σ n = 2.4/ √ n [15] . The Metropolis algorithm constructs a Markov chain, where points at iteration (g) only depend on the previous point, i.e., the history of accepted points is discarded. This was extended by Haario and co-workers, who introduced the Adaptive Proposal (AP) algorithm [8] in which the proposal distribution depends on h previously accepted points, hence q(·|x (g) , . . . ,
). This history is used to adapt the covariance matrix of the Gaussian proposal. Although ergodicity has not been proven for this scheme, Haario et al. have empirically shown that AP improves the mixing of the chain considerably and hence yields superior performance on several target distributions.
Here, we introduce the Metropolis GaA (M-GaA) algorithm for continuous black-box sampling. We obtain M-GaA by replacing the acceptance rule f (x (g+1) ) < c
T with the Metropolis criterion given in Eq. 13. We further set N m = 1, moving GaA's mean directly to the accepted sample x (g+1) . This yields a sampling algorithm with adaptive Gaussian proposals. A convenient feature of M-GaA is the possibility of setting the acceptance probability P a priori. This is not possible in the classical Metropolis algorithm, nor in the AP algorithm.
III. BENCHMARK PROBLEMS
We introduce the benchmark cases used to evaluate the performance of Restart GaA and M-GaA.
A. The CEC 2005 benchmark test suite
We test Restart GaA on the 25 benchmark functions defined during the CEC 2005 Special Session on RealParameter Optimization [16] . The CEC 2005 test suite provides a standard benchmark for real-valued optimization algorithms, along with standardized evaluation criteria and testing protocols. It thus allows comparing the performance of different optimization algorithms across publications. Functions f1 to f5 are unimodal and f6 to f12 are basic multimodal. Functions f13 and f14 are expanded, and functions f15 to f25 are hybrid test functions that are formed by combining several elementary test functions. Functions f6, f11 to f13, and f15 to f25 are multi-funnel functions, where local optima cannot be interpreted as perturbations to a globally convex (unimodal) topology [17] . In order to prevent exploitation of search space symmetry, all functions are shifted and many of them are rotated. Moreover, the global optimum of each function is different from the usual zero value. Functions f4 and f17 are additionally corrupted by multiplicative white noise.
Following the evaluation criteria of the CEC 2005 test suite [16] , we benchmark Restart GaA in n = 10, 30, and 50 dimensions. Each optimization run is repeated 25 times with uniformly random starting points inside the specified domain. The maximum allowed number of function evaluations (identical to MaxIter for GaA) is coupled to the problem dimension as: MaxIter = 10 4 n. We measure the performance of Restart GaA by the success rate p s = #successful runs/#runs. A run is counted successful if the function error reaches a given accuracy TolFit (specified in the CEC 2005 benchmark) before MaxIter is reached.
B. Haario's twisted Gaussian distributions
In order to assess the performance of M-GaA as an adaptive sampler, we follow the protocol outlined in Ref. [8] . We consider the same three test target distributions: diag(100, 1, . . . , 1) . It thus has the shape of an axis-aligned hyper-ellipsoid with an axes aspect ratio of 10. The twisted Gaussians are constructed as follows: Let g be the density of π 1 . The density function of a twisted Gaussian with twisting parameter b > 0 is then given by
where
. . , x n ). Φ b thus only affects the second coordinate, and the determinant of its Jacobian is unity [8] . It is easy to compute probability regions of g b and to verify that the expectation value of g b is 0 for all b. Haario et al. used b = 0.03 for π 2 and b = 0.1 for π 3 . Figure 1 shows the contour lines of the 68.3% and 99% probability regions of π 1 to π 3 . Haario et al. also suggested the following quality measures for sampling algorithms: 1) mean( E ): The mean distance of the expectation values from their true value (0), averaged over N repetitions 2) std( E ): The standard deviation of the distance of the expectation values from their true value, averaged over N repetitions 3) err(≤ 68.3%): The mean error (in %) of the percentage of sampled points that hit the probability region inside the 68.3% contour 4) std(≤ 68.3%): The standard deviation of err(≤ 68.3%) 68.3% and 99% probability regions of the three test target distributions π 1 (red), π 2 (blue), and π 3 (green) in 2D. The parameter b controls the distortion of the Gaussian density (see main text for details).
5) err(> 99%):
The mean error (in %) of the percentage of sampled points that hit the probability region outside the 99% contour. 6) std(> 99%): The standard deviation of err(> 99%)
IV. BENCHMARK RESULTS
We summarize the benchmark results for Restart GaA and M-GaA on the test problems described above.
A. Restart GaA for black-box optimization
We evaluate the performance of Restart GaA on all 25 CEC 2005 test functions in n = 10, 30, and 50 dimensions. These results should be compared to those from IPOP-CMA-ES, the winning strategy on this benchmark in the 2005 competition, as tabulated in Ref. [14] . Table I summarizes the results for Restart GaA on the functions that can be solved within the predefined maximum number of function evaluations.
In n = 10 dimensions (Table I , upper panel), Restart GaA is able to solve f1 to f12, except for the needle-in-a-haystack problem f8. IPOP-CMA-ES is able to solve the identical set of functions (see Ref. [14] for results). Functions f1 to f7 are solved with p s = 1. The pair f9/f10 (shifted/rotated Rastrigin) is solved with a lower success probability. Functions f11 (shifted Weierstrass) and f12 (Schwefel's problem), two multi-funnel functions, are solved with p s ≥ 0.64.
In n = 30, Restart GaA solves f1 to f7, except f5, with p s ≥ 0.92, as well as f11 with high and f12 with low probability. The Rastrigin pair f9/f10 can not be solved any more in 30 dimensions. Similar observations are made for n = 50. There, f1 to f4, f7, and f11 can be solved, but neither the Rastrigin pair nor f5/f12 are solved. Closer inspection of the results for f6 (shifted Rosenbrock) reveals that Restart GaA gets close to the minimum, but does not reach the specified accuracy in time.
The invariance of GaA to linear transformations of the search space is verified on the triple f1/f2/f3, the shifted 
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sphere, Schwefel's problem, and the high-conditional ellipsoid. In n = 10 and 30, the mean number of function evaluations used is almost identical for f1 and f2. For f3, GaA needs more samples for properly adapting its covariance matrix. These results are similar to those of IPOP-CMA-ES [14] . The performance of IPOP-CMA-ES, however, scales better with the dimensionality n, especially for the sphere [14] . As opposed to IPOP-CMA-ES, Restart GaA cannot solve problem f5 for n ≥ 30 where the global minimum is located at the bounds The failure of Restart GaA on the Rastrigin pair f9/f10 in n = 30 and 50 indicates that population-based methods outperform single-sample strategies on landscapes with many local minima near the global one. Restart GaA, however, shows good robustness against noise. Function f4 is the same as f2, but with multiplicative white noise. While IPOP-CMA-ES cannot solve this function in n = 50, Restart GaA solves it without problems. The noise does not hamper the maximum-entropy adaptation in GaA. It is also noteworthy that the multi-funnel function f11 can be efficiently solved by Restart GaA in all tested dimensions. IPOP-CMA-ES solves f11 only in 10 and 30 dimensions, albeit with a much lower success rate.
In order to test the efficacy of the proposed new restart procedure, we repeat all tests with r T = 1, i.e., without adapting N T upon restart (data not shown). For f1 to f3, restart was never needed. In all other cases, doubling N T upon restart leads to superior performance in all problem instances.
B. M-GaA for adaptive sampling
We test the M-GaA sampling scheme on the target distributions π 1 to π 3 in n = 8 dimensions [8] . 100 independent runs are performed for each target. The sample size is limited to 20, 000 for π 1 , 40, 000 for π 2 , and 80, 000 for π 3 . In all test cases, M-GaA's initial sample point is drawn uniformly at random within the hyper-cube [−1, 1] 8 , and the initial step size is r (0) = 1. Since the chain in M-GaA rapidly mixes, the burn-in length is set to 1, 000. In order to be close the empirical acceptance probability of the AP algorithm (0.14 for π 2 and 0.09 for π 3 [8] ), the hitting probability P is set to 0.1 in all cases. Figure 2 shows 2D projections of some M-GaA samples from each target distribution.
We compare the performance of M-GaA to three other algorithms:
1) Single-component Metropolis algorithm (SC) with univariate Gaussian proposal. This algorithm explores each coordinate axis separately, one after the other [4] . 2) Metropolis-Hastings algorithm (MH) with isotropic multivariate Gaussian proposal. This algorithm explores all directions simultaneously.
3) Adaptive Proposal Random Walk Monte Carlo (AP):
This algorithm adapts the covariance of the multivariate Gaussian proposal based on a finite history of accepted samples. For both SC and MH, the standard deviation of the Gaussian proposal is fixed to the optimal value of 2.4/ √ n. For AP we use the parameter values given in Ref. [8] . The burn-in length is set to 50% of the sample size for all three algorithms [8] .
The performance measures for all algorithms are summarized in Table II . All results other than those for M-GaA are taken from Ref. [8] . For the uncorrelated target π 1 , M-GaA and AP both outperform MH in estimating the expectation value. They also show a lower standard deviation of the estimation. While the samples from M-GaA have a bias of around 4% in the 68.3% region, they accurately cover the tails beyond the 99% region. For the twisted Gaussians π 2 and π 3 , M-GaA and AP estimate the expectation more accurately than SC and MH. This indicates that M-GaA is able to better explore the twisted tails of the distributions, leading to a smaller error in the expectation estimation. For all twisted distributions, the M-GaA estimates have smaller standard deviations than those from any of the other algorithms.
We study the mixing behavior of the algorithms by computing the component-wise autocorrelation R of the M-GaA and MH samples (Figure 3) . For π 1 , the sample components x 1 (along the stretched axis) are much less correlated in MGaA than they are in MH. The same is true for π 2 in both the first and second dimension (stretched and twisted). All other components show low correlations in both algorithms, with the MH sample autocorrelation dropping slightly faster than that of M-GaA (curves in the lower-left corner of the graphs in Fig. 3) . We observe the same behavior also for the target π 3 (data not shown). Altogether, the strong reduction in sample autocorrelation indicates fast mixing of the chains produced by M-GaA. 
V. DISCUSSION
Exploring the common concepts in MCMC samplers and ES, we presented a unifying framework for continuous blackbox optimization and adaptive sampling based on GaA. We have presented empirical evidence for the efficiency and efficacy of the GaA-based algorithms in comparison to the respective state-of-the-art black-box optimization and adaptive sampling schemes.
We tested the newly introduced Restart GaA on the complete CEC 2005 test suite. These benchmarks verified the expected invariance of GaA to linear transformations of the search space. Moreover, Restart GaA proved to be robust against noise, as indicated by its performance on the noisy, shifted Schwefel function f4 in 50 dimensions. Restart GaA also showed a remarkable ability to solve the fractal multifunnel Weierstrass function f11 in all tested dimensions. A clear limitation of Restart GaA is its inability to solve the Rastrigin functions f9/f10 in n = 30 and 50. Adaptation of the threshold c T is too fast, resulting in premature convergence in a local minimum close to the global one. The benchmarks suggest that population-based CMA methods (such as IPOP-CMA-ES) should be preferred over algorithms with single candidate samples for functions with many local minima superimposed on a globally unimodal structure (as f9/f10). Restart GaA also suffers from reduced performance when the global optimum is located at the boundary of the search space in higher dimensions (function f5). This could potentially be addressed by a more sophisticated boundary handling mechanism than the one proposed here.
We benchmarked the sampling performance of M-GaA using the protocol given in Ref. [8] . In all cases, M-GaA proved to be competitive with MH and AP samplers. It accurately estimated the first moment and correctly covered all probability regions, even in the case of highly distorted targets. M-GaA's hitting probability P has been set to 0.1 in order to be comparable with the AP algorithm. According to Gelman et al. [15] , the optimal acceptance rate of the MH algorithm for Gaussian targets is around 0.234. We thus expect to be able to further improve M-GaA's performance by tuning its acceptance probability. AP and M-GaA do not produce a Markov chain because the proposal at each step depends on several previously accepted points. Hence, it has not been proven that these algorithms draw unbiased samples from any target distribution. M-GaA (like MH and AP) is also expected to experience problems when sampling from multi-modal target distributions where the modes are separated by large regions of low probability.
VI. CONCLUSIONS AND OUTLOOK
We have extended GaA, a stochastic optimization method that dates back to the 1960's, by two mechanisms: First, we introduced general parameter settings, convergence criteria, and a restart mechanism for continuous black-box optimization. The resulting Restart GaA is a quasi parameterfree black-box optimizer. Second, we introduced M-GaA, where sample acceptance is controlled by a Metropolis-like acceptance-rejection criterion. This led to a sampling scheme with adaptive Gaussian proposals.
We empirically tested both extensions on well-known benchmark problems. The performance of Restart GaA has been evaluated on the CEC 2005 benchmark test suite. The results indicate that the algorithm is a competitive choice for noisy and multi-funnel optimization problems. M-GaA outperformed standard Metropolis algorithms on distorted unimodal target distributions, and proved to be competitive with the AP algorithm. The concept of Gaussian Adaptation, and its theoretical roots in maximum-entropy sampling, thus present a unifying framework for both black-box optimization and Monte Carlo sampling.
Several practical improvements to the present framework are conceivable. For Restart GaA, effective penalty terms for constraint handling could be designed. When facing multimodal target distribution, M-GaA could also be augmented with a restart mechanism in order to explore several modes sequentially. Parallel M-GaA runs that periodically exchange proposal samples might also be considered for this purpose.
We plan to test Restart GaA on real-world problems, especially on robust parameter estimation for biological and electrical networks.
Future theoretical work will be guided by recent results on adaptive MCMC methods [18] , [19] . We will specifically address the question under which conditions a proof of ergodicity for M-GaA is feasible.
