Abstract
Introduction
Network Virtualization has recently received considerable attention in both academia and industry as an important enabler for designing the Future Internet architecture [1] [2] . Network Virtualization technology will be a primary means of Internet innovation in the future, multiple separate virtual networks may build on the same underlying physical network, in order to achieve the goal of supporting simultaneously the network technology innovations and service upgrades. Network virtualization can effectively avoid the ossification of the Internet [3] . In a network virtualization environment, multiple service providers (SPs) will be able to create heterogeneous virtual networks (VNs) to offer customized end-to-end services to the end users by leasing shared resources from one or more infrastructure providers(InPs) without significant investment in physical infrastructure [4] [5] .
One of the important processes of network virtualization is to build a virtual network, the key issue of building virtual network is VN embedding which assigns substrate network resources to individual virtual network nodes and links. Specifically, each virtual node is assigned to one of the substrate nodes and each virtual link is assigned to a substrate path that connects the corresponding end nodes. The VN embedding problem is a NP-hard problem [5] . At present, there are two types of VN mapping algorithms. One is based on a heuristic algorithm that has appeared in the relevant literature [6] [7] [8] [9] . Most of these studies focused primarily on edge mapping (using, for example, shortest path, k-shortest paths, and multi-commodity flow algorithms) after employing greedy methods to preselect the node sequence. The other is joint node and link mapping. A distributed collaborative algorithm maps nodes and links with a VN to the substrate nodes and links simultaneously [10] . For example, the algorithm proposed in [11] uses a subgraph isomorphism detection to map the nodes and links. Due to the factor that VN requests are dynamic and unpredictable, in order to effectively utilize the physical network resources, most studies consider VN mapping to the substrate network with an objective of load balance [12] [13] .
Although these studies have their advantages, however, only a few studies considered the time issue [15] [16] [17] [18] [19] [20] , most of these studies did not consider the factor of a lifetime in the VN embedding. In reality, VNs arrive at different times and have different lifetime spans. On the other hand, a mapped virtual network occupies the physical network resources at run time. The resources are released at the end of the run time. The existing studies did not fully take into account the dynamic change of the physical network resources, which may lead to gradual deterioration of the utilization of the physical network resources over time.
To address the utilization deterioration problem, we studied the on-line VN embedding problem with specific focus on the time, aiming at the goal that the entire underlying physical network can reach equilibrium between the node load and link load at the same time. In this paper, we present a series of outcomes of this work, including the proposed two-dimensional discrete weighted model for time and resources, the values of the weighted metrics in the mapping algorithm, and the mathematical programming model that minimizes the degree of two dimensional load balancing. Our simulation results show that combined with VN mapping algorithm, substrate network resources can maintain balance stably in a long time.
The rest of this paper is organized as follows. Section 2 discusses the related work. Section 3 formalizes the network model and the VN embedding problem itself. In section 4, we establish load balancing virtual network embedding model based on time. Section 5 presents load balancing based virtual network embedding algorithm. Section 6 presents simulation results that evaluate the proposed algorithms and the paper concludes in Section 7.
Related Work
In this section, we discuss previous work in the area of virtual network embedding. Zhu and Ammer et al. [6] proposed a set of four algorithms with the goal of balancing the load on the physical links and nodes, but their algorithms assumed that the physical network resources were unlimited, and the requests of multiple virtual networks arrived simultaneously. MinLan Yu et al. [7] proposed a greedy node mapping algorithm that prioritizes virtual networks with the largest revenue and link mapping using the shortest path with enough bandwidth capacity. If the request accepts path splitting, authors transformed the embedding problem into a multi-commodity flow problem. Besides, the goal was to achieve satisfied physical network resources utilization and load balancing. However, the above two literatures focused on the off-line problem, where all the requests were known in advance. It doesn't consider the time factor.
Chowdhury et al. [14] proposed VN embedding algorithms based on linear programming and rounding to solve the location-based embedded. Rost et al. [15] considered the virtual network that will not be static, it can over time and even include certain temporal flexibilities, and they proposed a continuous time mathematical programming approach to solve the temporal VN embedding problem.
Jiang et al. [16] considered the time attribute of the virtual network embedding, and presented a probability model which is formulated to obtain the maximum probability that the available resources of substrate network can be used by succeeding VN requests. However, their proposed algorithm that's based on a simple greedy embedding algorithm and had poor performance.
Solving the virtual network mapping problem involves graph models for the substrate network and the virtual network, most of these existing VN embedding studies hadn't considered the time issue. In this section, we first describe the network model of substrate network and virtual networks request that capture the dual nature of time and resources. Then we give the description of the load balancing problem in this new context.
Substrate Network Model
We A refers to bandwidth resource capacity of substrate link at time m . We also denote P is the set of all loop-free paths in the substrate network. 
Virtual Network Request
We model the topology of the virtual network as a weighted undirected graph ( , , , ) Figure. 2(a) and (b) shows two VN requests with node and link constraints.
VN Embedding Problem Description
A virtual network embedding for a VN request is defined as a mapping
P is the subset of P . The VN embedding can be decomposed into two major components: node mapping and link mapping.
Node mapping refers to mapping virtual nodes to the substrate nodes. It is defined by a 
Figure 2. An Example of VN Embedding
We should consider the time factor when designing the virtual network mapping problems, because the VN request has a lifetime and start-time. We can know the importance of the time factor from the example as below.
Figure 3. Virtual Network Request
From the Figure 3 ., there are two virtual networks have been mapped node, and the physical network would accept two virtual networks. Now the physical network will reject this request3 when VN3 arrived (Figure 4 ). Because the physical network has pre-allocated link resources for VN1 and VN2, there are no enough resources to meet VN3. In fact, the request 3 is acceptable, because VN1 finished mapping when the VN3 arrived, and the physical network has 7 units resources that could accept the VN3. Obviously, the physical network performance will be getting worse if we don't consider the time factor. 
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3.4．Objectives
Our main interest in this paper is to propose an efficient online VN embedding algorithm where VN requests arrive and depart for time. We want to increase revenue in the long term, and in addition to balancing load of the substrate network resources. Similar to the previous work in [7] , [14] , we introduce some definitions as follows.
Definition 1 VN request acceptance ratio: ( , ) cpu n t and ( , ) bw e t are the CPU and bandwidth requirements for the virtual node n and the virtual link e at time t, respectively.
Load Balancing Model for Real-time Virtual Network Embedding
Because of the situation that physical network doesn't support path spilt, in this paper, we have considered the time characteristics to achieve the objective that network reach a balance. We establish a load balancing model for real-time virtual network embedding. Firstly, we should have some definition of the model, and the details as follows.
The Definition for Node Intensity and Link Intensity
Build a virtual network not only need to meet the demands of service providers, but also need to take efficient use the substrate network resources. It requests that the network resource allocation should be reasonable, reduce link congestion, and avoid failure in building a virtual network for some links congestion. Therefore we should build a virtual network on the principle of keeping network load balance. 
Two-dimension Load Balancing Model for Resources and Time Factor
The definition of the node and the link load strength above just considering the current loading conditions of substrate network status. If a virtual network is built based on current time, load balancing status of the entire physical network over time will gradually deteriorate. Because when the VN request arrives, it is dynamical and unpredictable. The dynamic Virtual network mapping and deleting will have an impact on the situation of the balance of physical network load, which may cause node overloading or locally blocked link. Based on this situation, in this paper, we will present the two-dimensional discrete weighted model to measure the nodes and links resource load conditions over time.
The time of virtual network effects load balancing of the substrate network. And within the time range, the loads on the link and node are constantly changing within different virtual networks start and end time. As the network service providers can't accept VN request for any a short period, the minimum time required can be discreted as unit that we can build a virtual network. Therefore, from the current time point of view, the load of each node and link is fixed. It is only considered that the resource property for load balancing, obtains load intensity within each time slice. Load intensity of different time slice, have different influence on the two-dimension load strength at the present time. The closer it is from current time, the greater the impact is. This is because we have just started to preallocate VN resources, if the time it needs to transfer the pre-allocated resources is closer to the current time, the price to transfer will be higher. that subject to the conditions required. (3)Formula(5),(6) expresses the starting and ending time of each time slice as integral upper and lower limits respectively, integral weight function to get weights of load balancing about the time slice, and the load of the time slice on a weighted sum. In order to obtain a two-dimensional load balancing degree in the virtual network operation start and end time.
Minimize the Degree of Two-dimensional Load Balancing Mathematical Programming Model
In order to achieve the best load balancing in the substrate network resources, we define the physical network load balancing degree:
, the objective function is:
A e R M e t t t t    (11)  and  are dynamic adaptive adjustment within the range, according to the node and link load balancing based on the status of the entire physical network after a VN request has been mapped. When load balancing degree of the link or node is poor, increase its weighting factor to improve load balancing of link or node. Therefore, it is can maintain better balanced load among all substrate links and substrate nodes. 
Real-time Virtual Network Embedding Algorithm for Load Balancing
Since solving above mathematical programming model is known to be NP-hard problem, it is very difficult to get the global optimal solution that directly used program approaches, and heuristics will be used to solve the problem. The existing heuristics,such as Backtracking algorithm, Simulated Annealing, Approximation Algorithms, these algorithms request complex calculation and take higher cost, and they often not give more reasonable and effective mapping of sub-optimal solution. So most of these heuristics first map node with greedy algorithm and then focus on the link mapping. The heuristic algorithm is more simple and effective, but that has no pre-selection node in the link mapping stage, and it also does not consider the use efficiency of the physical network resources.
In this paper, we devise virtual network mapping algorithm of load balancing (LB-VNE). The algorithm is divided into two processes. First of all, seeking an initial feasible solution (step1 to step4) for the dynamic arrival of virtual network, the virtual network is mapped onto the substrate network that has smaller two-dimensional load strength. Secondly, Iterative optimization initial feasible solution (step5 and step6): calculated physics network load balance degree of current feasible solution. Successively changing the virtual node corresponding physical node until all virtual nodes complete, if physics network load balance degree can be reduced, and accept the changes.
Since VN request arrived at a certain time, when the received request can be mapped immediately. If it exceeds the running start time, the virtual network request fails. Therefore we analyzed each virtual network mapping algorithm. The algorithm is as follows:
Algorithm VN embedding algorithm(LB-VNE)
Step 1 Sort the virtual nodes according to CPU demands in descending order.
Step 2 Mapping all virtual nodes sequentially
Step 2.1 Find the subset S of substrate nodes that satisfy available CPU capacity for the virtual node and not marked. If S is empty, and refuse the VN request.
Step 2.2 For the virtual node, find the substrate node for S with the minimum n w (defined in Equation (5)). Then mark the substrate node and go to step 2.1.
Step 3 Sort the virtual links according to bandwidth demands in descending order.
Step 4 Mapping all virtual links sequentially.
Step 4.1 Find the set L of k-shortest paths (k is 4) that satisfy available bandwidth capacity for the virtual link. If L is empty, and refuse the VN request.
Step 4.2 In the set L , find a path with the minimum e w (defined in Equation (6)).
Then go to step 4.1.
Step 5 Calculate physics network load balance degree u (defined in Equation (9)) for the current mapping scheme Step 6 In the current mapping scheme, each virtual node complete successively:
Step 6.1 Find the subset M of substrate nodes that satisfy available CPU capacity for the virtual node (since some of the resources of the substrate network has been occupied by VN according to the current mapping scheme, it is not necessarily the same as set of M ).
Step 6.2 Modify the current VN embedding scheme, replace the current physical node that the virtual node has mapped with the substrate node of the set M , and corresponding to the reduced value u (before calculating u , remapping the current virtual node associated links by Step4.1 and Step4.2), select the substrate node instead of the previous physical nodes.
Performance Evaluation
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Simulation Settings
We have implemented a discrete event simulator to evaluate our embedding algorithm. The substrate network topology is generated by the GT-ITM tool [21] , the substrate network contains 30 nodes and 80 links, each pair of substrate nodes is randomly connected with probability 0.5. The CPU and bandwidth resources of the substrate nodes and links are real numbers uniformly distributed between 50 and 100. We assume that VN requests arrive and start running time obey Poisson distribution with λ = 25 time units, and each one has an exponentially distributed lifetime with an average of λ = 100 time units. In each VN request, the number of virtual nodes is randomly determined by a uniform distribution between 2 and 5. Each pair of virtual nodes is randomly connected with probability 0.5. The CPU and bandwidth resources of the virtual nodes and links are real numbers uniformly distributed between 0 and 50.
Evaluation Results
To better illustrate the advantages of LB-VNE, in this paper, we compared with research [16] measure mentioned algorithm(show as Table 1 ). We use several performance metrics for evaluation purposes in our experiments. We measured the VN request acceptance ratio, revenue, and the network load balance. The simulation results are shown in Figure 6 to Figure 8 . Figure 6 depicts that algorithm LB-VNE leads to better acceptance ratio than the ML-VNE. This is because the VN mapping with LB-VNE algorithm, take full account of the impact of physical network load intensity at different times for the present time physical network load balancing, which allows the physical network to maintain a better state of load balancing in the long term. The ML-VNE algorithm is only a simple judgment of the current physical network resources, and doesn't consider the impact on the future of physical network balancing.
From Figure 7 , it is evident that LB-VNE generates more revenue than ML-VNE algorithm. Due to the LB-VNE fully take into consideration resource load interaction at each time slice, from which VN mapping strategy benefits for a long term. ML-VNE simply considers the maximum network resource load during a period of time. Therefore LB-VNE has better performance in physical network load balance, it could accept more VN request to obtain more benefits under the same conditions of physical resources.
From Figure 8 , we could find that LB-VNE has lower network load balancing degree, that indicates better uniform distribution of physical network resources. 
Conclusion
Network virtualization is a promising way to de-ossify the current Internet by providing a shared platform for a variety of different network services and architectures. In this paper, we discussed the two-dimensional property of time and space, we developed a basic scheme
