Abstract. We prove that in a non-atomic probability space, for a sequence of positive r.v. (Xn), E(An|2l) -• 0 a.s. for any cr-field 21 of events iff Xn -> 0 a.s. and Esupn>1 |Xn| < 00. We point out these classical theorems on orthogonal series and ergodic means in which the almost sure convergence of all conditionings of a discussed sequence can be obtained.
Introduction and main results
Let 21 be any cr-field of events in any probability space. The operation of conditional expectation E(-|2l) is a positive contraction in the space L\ of integrable random variables. Thus the following theorem can be immediately obtained.
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A. Paszkiewicz with respect to the Lebesgue measure A. For any index i > 2, let us define X{ = 2" + 1 I[n + (fc_l)4-n3-l)n + fc4-n3-l) according to the unique representation i = 4 n + /c, n>0, 1<A;<3-4 n . Then we have EXi = 4 -n 3 -1 -> 0 as i -> oo, and Xi -> 0 a.s. But, for a <7-field 21 generated by the function Y(U>) = LI - [to] (being the fractional part of to), the equality F.(Xi |2l) = 1 is satisfied in particular on the set
Roughly speaking the cr-field 21 is obtained by "glueing" points x,
Developping such an idea, we obtain the following general THEOREM 1.3. For any non-atomic probability space P) and any sequence (Xi) of positive random variables, the following conditions are equivalent:
for any a-field
The assumption that (fi, T, P) is non-atomic is essential. Namely,
for LO taken from any atom A of 21 with probability P(A) = p, and we have i,j = 1,...,2"},
For a fixed u> € As, the indices i(ji), j[n) satisfying u> 6 Aw ^ 1, can be defined. We put T(u>) = (x,y) with
If the set Bg is not compact, one can take disjoint compact sets Bsi,
Then the previous case can be used to define T on The proof is finished.
The proof of implication ~ (i) (ii) Denote
Y -supXn -1,
Obviously, we have
By (2), we can find indices n(l, 1),... ,n(l, s(l)) and fc(l, 1),..., Ar(l, s(l)) satisfying
l<s<s(l)
Thus, for some events c the equalities
can be obtained. (i, s)>tVn(i-l,l)V...Vn(t-l, s(i -1) 
l<s<s(i)
By (2), it is now obvious that we can find indices s(j +1), n(j + 1,1),..., n(j + 1, s(j + 1)), k(j + 1,1),..., k(j + 1, s(j + 1)), and events
in such a way that conditions (5), (6) are satisfied for any i, 1 < i < j + 1. Thus (5), (6) can be obtain for any i > 1. Now we describe some properties of rectangles 
., s(i). Thus, almost surely, Xn(cj)
does not converges to 0.
Consequences of the equivalence of dominated convergence and convergence of all conditionings
By the well-known methods of estimation in the theory of orthogonal series, Theorem 1.1 gives a number of corollaries, see [4] and [2] , [3] . All of them are "conditioned" versions of some classical results. The proves of "conditioned" versions need not any new ideas and can be left to the readers. Some connections of the Gaposhkin asymptotic with stationary processes are given in [2] . It is well-known that the convergences in Birkhoff ergodic theorem and in Kolmogorov S.L.L.N. for i.i.d. random variables are not necessarily dominated. We describe the typical example in the proof of Theorem 3.7. Thus, our Theorem 1.3 gives the following two theorems. 
