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sensors and focus on increasing the behavioral fidelity of a participant's virtual body representation. To investigate the impact of the depth-sensor-based avatar system (full-body tracking with hand gestures), we compared it against a controller-based avatar system (partial-body tracking with limited hand gestures). We designed a VR interview simulation for a single user to measure the effects on presence, virtual body ownership, workload, usability, and perceived self-performance. Specifically, the interview process was recorded in VR, together with all the verbal and non-verbal cues. Subjects then took a third-person view to evaluate their previous performance. Our results show that the depth-sensor-based avatar control system increased virtual body ownership and also improved the user experience. In addition, users rated their non-verbal behavior performance higher in the full-body depth-sensor-based avatar system.
INTRODUCTION
Verbal and non-verbal behavior are two of the main components of communication and are essential tools for mutual understanding. Verbal communication (VC) is a direct way to express thoughts and ideas to other humans by using words, while non-verbal communication (NVC), such as body language, helps reduce the risk of misunderstandings. NVC can take many forms, such as body movements, body posture, hand gestures, eye contact (eye gaze direction, eye blinking), tone and pitch of the voice, and facial expressions.
In Virtual Reality (VR), an embodied avatar is the medium which enables people to interact and employ both VC and NVC. With modern tracking technology, NVC is generally implemented for the player through a virtual character whose behavior is captured by peripheral devices. The user can view the virtual world through the avatar's eyes, and avatar movement reflects their own body movement [Smith and Neff 2018] .
At present, there are many different solutions for providing embodied virtual experiences. High-precision body tracking often comes at a high cost, and wearing devices can be cumbersome for everyday VR experiences. An alternative solution is to use controller-based avatar control with inverse kinematics (IK) methods, the accuracy of which depends on the number of sensors. The tracking quality and accuracy may impact the user's performance, body ownership, or social behavior in multi-user social scenarios, which led us to explore how different methods for controlling an embodied avatar support communication.
To understand whether different levels of expressiveness of a virtual avatar impacts communication behavior, we built an avatar control system with depth-sensor-based full body and hand tracking. To minimize the number of wearable devices while providing sufficient tracking quality, we fused the data from multiple commercial tracking sensors from four opposite directions around the user and used the data to control a virtual avatar, removing the need to wear any sensors. To explore the effects of different avatar control strategies in terms of presence, virtual body ownership, workload, usability, and communication performance in VR, we implemented a virtual interview experiment between depth-sensor-based and a controller-based avatar control approaches.
We then had subjects use both systems in a mock interview process. To assess and improve the self-evaluation experience, we went through a review session, and the user could review their previous performance in VR from a third-person point of view. The remainder of the paper describes our approach in detail.
RELATED WORK
The realism of avatars in terms of form and behavior is important for communication and collaboration in the virtual environment (VE) [Bailenson et al. 2006; Garau et al. 2003 ]. Most previous work has been done on visual fidelity [Latoschik et al. , 2017 and the avatar appearance will influence interaction in all share VEs [Nilsson et al. 2002; Schroeder 2012] . Several researchers shared the alternative viewpoint that behavioral fidelity is a higher priority. Salinäs and Eva-Lotta [Salinäs 2002] argued that realistic appearance is secondary to support of body posture, gesture, and object manipulation in the collaboration task. Blascovich [Blascovich 2002] and Swinth [Swinth and Blascovich 2002] also argued that photographic realism is less important than behavioral realism.
Avatar behavior representation
Avatars are necessary to convey role, behavior, and location, etc. The behavior realism of embodied experience in VR usually requires a high-precision and real-time rendering avatar system. This helps to elicit immersive feelings in users of controllable virtual avatars as their bodies, including precise body movement tracking for hands and fingers, eyes, and even facial expressions. For the body and hand tracking, the following three ways are usually used.
2.1.1 Suit-based avatar tracking systems. A motion capture suit is a device for high quality and precise full-body tracking. Suits with reflective markers on, such as the Optitrack system [NaturalPoint 2019] are widely used in avatar-based research [Kilteni et al. 2013; Roth et al. 2016; Spanlang et al. 2014 ]. As the participants may have a different body size, a tracking suit is not always convenient to use. It is cumbersome for the user, and it takes time to set up. Interference [Hornung et al. 2005 ] from non-marker objects in the tracking area that can reflect infrared light is also another issue, which can influence the tracking quality.
2.1.2 Controller-based avatar tracking systems. The mainstream consumer VR devices such as Oculus Rift S [Facebook 2019b ] with touch controllers can provide head and hand tracking with limited gestures. With a customized mapping and setting, the VIVE [HTC 2016] can also deliver an embodied experience based on the HMD and controllers. Most of the avatar-based application such as Facebook Spaces [Facebook 2019a ] offers only a floating avatar (only upper body) experience because it lacks tracking data from the lower body part. Additional sensors can be used to provide key joints information and get full body tracked. Caserman et al. [Caserman et al. 2019 ] built the avatar tracking system using an VIVE HMD and VIVE trackers attached to the wrists and ankles to drive an avatar model in VR. The position and orientation data from the HMD and the trackers are processed before feeding into an IK system. The tradeoff is between the tracking accuracy and the number of trackers. 
Communication behavior in VR
The non-verbal communication behavior is usually presented in the mutual conversion through face-to-face, video conferencing [Whittaker 2003] or embodied avatar in VR [Dodds et al. 2011; Fabri et al. 2002; Roth et al. 2018; Smith and Neff 2018] . The non-verbal cues delivered by the virtual characters in the collaborative virtual environment influence the efficiency of task performance [Roth et al. 2018; Smith and Neff 2018] . The mirror is usually used in the singleuser scenario [Collingwoode-Williams et al. 2017; Kilteni et al. 2013; Maister et al. 2015 ] to evaluate the communication behavior such as non-verbal cue. The virtual mirror can help the user identify the consistency between their real sense and virtual representation. For those collaborative virtual scenarios, the user's social behavior and performance can be judged by another person in the shared virtual environment. Pan and Steed [Pan and Steed 2017] investigate the impact of self-avatars on trust and collaboration.
Virtual body ownership illusion (VBOI) and agency
Virtual body ownership illusion refers to a self-consciousness of one's own body [Gallagher 2000; Jung et al. 2018 The visuomotor is a significant factor for virtual body ownership [Blanke and Metzinger 2009; Jung et al. 2017] , the freedom of agency that refers to the sensation of controlling the virtual body has been considered as an important factor for VBOI.
METHODS
We built an avatar control system based on Wu et al. [Wu et al. 2019 ]. The user can move freely with full-body (21 joints including the torso, arms, and legs) and hand gesture tracking (19 joints with pointing, grasp, and pinch). In terms of expressiveness for rich communication, we designed a study to evaluate the differences between the two experimental conditions : (1) Depth-sensor-based avatar control system: a motion-capture tracked avatar, providing an embodied representation of the user with full-body and handgesture tracking.
(2) Controller-based avatar control system: using the tracked HMD and controllers to get an embodied representation with upper-body tracking and a single pointing gesture. Both conditions included a shared workplace with virtual interviewer. We will give details in the section 3.3.
System Overview
3.1.1 Hardware Overview. Four Kinect v2 sensors were installed on tripods placed in the corners of 3.2m x 3.2m square tracking area. The Kinects were adjusted to a height of 1.2m above the floor to avoid Infrared radiation (IR) interference between the Kinects and the HMD. Each Kinect was driven by a client machine which was an Intel NUC (Intel Core i5-8259U at 2.3 GHz, 8GB RAM, and Iris* Plus Graphics 655). An HTC Vive Pro with two second-generation Lighthouse sensors was driven by a server machine, which was a Windows 10 desktop computer (Intel Core i7-7700K at 4.2 GHz, 32GB RAM, and NVIDIA GeForce 1080Ti). A Leap Motion sensor was attached on the front of the HMD with a USB cable to the server. All four client machines and the server machine were connected to a Gigabit Switch (NETGEAR GS110MX) through Ethernet cables for network data transmission. and male (1.77m) characters. The third character was customized with similar appearance and body size as our lab lead. To avoid the expected confounding from the facial expression since we used an interview scenario, and it could be influenced by the facial expression, we gave a plausible expression including mouth movement, eye movement and blinking for both conditions. We used Blender 2.79b [blender 2019] to add blend shapes on the avatars and used SALSA plugin for Unity [Studio 2014] to customize three sets of blend shapes to represent the open mouths as small, medium, or large in shape, which were triggered by the loudness of the microphone input. The eye-gaze direction was the same as the head orientation of the HMD, and the virtual avatar performed random eye blinking. We rigged the skeleton in Unity after all those procedures. The participants had different heights and body sizes. An additional calibration step was carried out to apply the predefined character to every participant. The participants were asked to stand still and make a "T-pose" before the experiment. Their height and arm length were measured and used to auto-scale the size of the virtual character.
3.1.3 Bandwidth and latency. Four client machines continuously streamed the serialized body-frame data to the server machine at a rate of 1.5Mbps over Ethernet. There were three sources of system latency: (1) Data pre-processing on the client machine. It took less than 1ms for the client machine to serialize the body-frame data into an OSC message before sending it to the network once the Kinect detected the user in the tracking area.
(2) Data transmission in the network. It took less than 1ms for message transmission. (3) OSC message handling and avatar control rendering in the Unity game engine. The UniOSC plugin was used to process the OSC messages received on the server machine, and deserialized the data for the fusion. As this plugin works based on the game engine, it took up to 30ms from data receipt and fusion to avatar rendering. Therefore, the latency of the system is less than 32ms in the worst case.
Participants
We recruited 25 participants (13 male, 12 female) from our University through advertisements posted on campus and on University social media platforms. They were aged 18-35 (M = 26.2, SD = 4.5).
We asked participants about their familiarity with VR using a 5point Likert scale, from 1 (never), 3 (a few times a month), to 5 (daily use). The participants generally had moderate experience for using VR (M = 2.56, SD = 1.19). Frequency of Social VR platform use was never (72%), a few times a year (20%), a few times a week (4%), and daily (4%). From the demographic information, most participants had VR experience, but only 28% of subjects had tried social VR applications before. The experiment was approved by our organization's Human Ethics Committee.
Study Design
We used a 1x2 within-subjects design with interview scenario in a virtual office. For each experiment condition, the participants experienced two sessions: an interview session and a review session. In the first session, we provided two specific tasks. After the participant completed a first interview session with a virtual interviewer, the participant watched their recorded interview procedure for self-evaluation purpose in the second session. We randomized the condition order using Research Randomizer [Urbaniak and Plous 1997 ] to avoid the ordering effect.
Conditions.
The Controller-based Avatar Control System (CB-ACS). -In this condition, the virtual character was driven by tracking the HMD and two controllers. The Final IK for Unity [RootMotion 2019] plugin was used to calculate and estimate the positions and rotations of other joints of the body excluding head, left and right hand. In this case, virtual hands and arms moved when the participants moved the controllers. The two legs of the virtual character moved automatically when the translation of the HMD changed, and the step width was adjustable. As there was no finger tracking in this condition, a pointing gesture was made when the participant pulled the trigger button.
The Depth-sensor-based Avatar Control System (DSB-ACS). -In this condition, the motion tracking data came from two parts. One was the fused skeleton, which contained 21 joints from head to feet, including the arms and legs. In each client machine, 30 frames of skeleton data retrieved from a connected Kinect. The data was serialized and sent to the server machine for 3D skeleton data fusion, which was the primary data source for body tracking. The other source was from a Leap Motion device, which was used for finger tracking and hand gesture recognition. All tracked joint data was fed into Unity for avatar control. The Leap Motion has a limited field of view (60cm vertical x 60cm horizontal x 60cm deep) [COLGAN 2014 ]. Therefore, the data for the elbows, wrists, and hands switched to the Kinect sensors whenever the hands were outside of the Leap Motion tracking area.
Two sessions in this experiment.
First session: Be an interviewee. -The effect of avatar control approach on the user's behavior can depend upon the interview questions and tasks that the participant needs to accomplish. All the interview questions and tasks were carefully designed to make sure that the participant can employ the body postures and hand gestures naturally and intuitively.
Task 1: Answering interview questions. The participant needed to answer a set of interview questions from a virtual interviewer. We adopted the tested and used interview questions by Villani et al. [Villani et al. 2012 [Villani et al. , 2017 . For each condition, three questions were adopted from the question sets. The time for each answer was two minutes. The "stop" animation and relevant audio was used to remind the user to stop and answer the next question. We prepared two interview question sets:
• Set 1: What is your greatest weakness? Where do you see yourself in five years? Tell me about a time when you used your skills of persuasion to convince someone of your ideas. • Set 2: How will your greatest strength help you perform?
What are your expectations and goals? Let us talk about your personality. What are three adjectives that best describe you?
Task 2: Route-planning Task. After the interview questions, the participant was asked to complete a route-planning task by giving directions to the interviewer while referring to a virtual map present in VR. The map was shown on a TV screen placed on a nearby cabinet. The participant had to take a few steps to get close to the TV screen. The height of the TV top to the floor was around 1.7m. In the task, the participant had to describe a path from a given starting point (red circle) to an endpoint (blue circle). We expected participants would use many social cues, such as finger or hand gestures, and body postures to confirm things with the virtual interviewer.
The non-verbal behavior of participants such as body movements, hand gestures, mouth movements, and eye blinking data was recorded at 10 frames per second. This parameter could be set at a higher level, but it consumes CPU and RAM resources, which can slow the system when storing frame data of the avatar animations. The verbal-behavior audio was recorded at a 44.1kHz sample rate to guarantee high quality in the review session. All the interview questions and instruction audio was recorded in advance, as well as relevant animations by a native speaker. In the interview session, the participant faced the virtual interviewer, questions and related animations were controlled manually from a researcher by pressing specific keys on the keyboard. The session for the whole process was recorded automatically in Unity. We then used the recorded time-line for the review session playback.
Second session: Review interview from third-person perspective. -In this session, the participants watched their interview process through HMD. They can walk and turn around in this session to review the interview from a third-person view. The whole procedure was replayed automatically according to the recorded time-line. The participants were asked to focus on the verbal and nonverbal behavior of themselves for the following questionnaire.
Hypotheses.
We expected better avatar controlling performance while reducing the cumbersome for holding the controller from our system. Based on the expectation, and the previous related work in the field, We formulated several hypotheses.
• H 1 : Depth-sensor-based avatar control will provide participants with a deeper sense of presence compared to controllerbased avatar control. • H 2 : Participants will feel lower mental workload when using depth-sensor-based avatar control compared to controllerbased avatar control. • H 3 : Using the depth-sensor-based avatar control system will result in a higher sense of body ownership and agency compared to controller-based avatar control. • H 4 : Depth-sensor-based avatar control will provide participants with a better user experience during virtual social communication compared to controller-based avatar control. • H 5 : Participants will have better self-rated performance in terms of communication behavior by using depth-sensorbased avatar control compared to controller-based avatar control. • H 6 : Participants will prefer to use depth-sensor-based avatar control over controller-based avatar control.
Measurements
Data was collected in two ways. Most subjective questionnaires were filled out after the interview session which used a first-person perspective. As the participant could move around during the review session in the virtual environment in a third-person point of view, the self-evaluation questionnaire was filled out after the review session.
3.4.1 First-person Perspective. -Dependent variables such as the sense of presence were assessed using the Igroup Presence Questionnaire (IPQ) [Schubert et al. 2001] , and the sense of body ownership and agency were measured using a questionnaire about avatar embodiment [Gonzalez-Franco and Peck 2018] . As there is a route planning task, the workload was assessed by using NASA TLX [Hart and Staveland 1988] . System Usability Scale [Brooke et al. 1996 ] was adopted to compare the usability of the two avatar control methods.
3.4.2 Third-person Perspective. -To verify H 5 , participants answered the following custom questions and scored themselves (0-100) in terms of verbal and non-verbal behavior after review session.
"Think about what you saw when you watched the replay of your interview."
• (1) How realistic was your non-verbal behavior: body posture and hand gestures? • (2) How realistic was your verbal behavior?
3.4.3 User Preference. -Finally, we created a set of post-experiment questions for comparison between depth-sensor-based and controllerbased avatar control methods in terms of ease of use and preference.
Procedure
After the introduction of the experiment, the participant signed the consent form and filled out the demographic survey on a laptop. The researcher explained how to use the devices involved in the study, helped the participant put on the HMD, and asked them to familiarize themselves with the controllers, and/or hand tracking devices. The participants were asked to walk around to practice how to control the virtual avatar in the two conditions. They then spent one minute looking around the virtual environment to familiarize themselves with the furniture and layout. This was done to reduce the risk of distraction during the experimental tasks.
Participants were then positioned in the center of tracking area and asked to start the condition one, session one from the firstperson point of view. The whole process was recorded and stored as animations. The audio from the participant was also recorded from the built-in microphone of Vive Pro. After the first session, the participant was asked to fill out several surveys on the laptop. In the next session (condition one, session two), the virtual camera in the scene changed to a position near the virtual interviewer. The animations and audio were loaded for replay, and the participant watched the previous interview in VR from a third-person point of view. A self-evaluation survey was filled out by the participant after the replay session. The process was repeated for the second condition.
After the second condition, participants were given one additional survey to gather information about their preference and ease of use of avatar control schemes. The researcher then performed an experimental debrief with the participant and encouraged them to write comments about the two systems, discuss their survey answers, and talk about their general impressions of the two conditions.
RESULTS
In this section, we show the results of the effects of the depthsensor-based and controller-based avatar control approaches. For the analysis, we used 25 participant data sets. As we described in the user study section, we ran our study as 1x2 within-subjects design. To analyze subjective measures, paired-samples t-test was used for presence, virtual body ownership illusion (VBOI), agency, workload, usability, and self-evaluation. For significance testing, we used a confidence value of α = 0.05.
First-person Perspective
4.1.1 Presence and Workload. Presence was measured from the IPQ with four components: General Presence (GP), Spatial Presence (SP), Realism (REAL), and Involvement (INV), and overall workload was measured from NASA TLX. From the results are presented in Table 1 and Figure 3 . We can see that there were no significant differences (p>0.05) between the depth-sensor-based and controllerbased avatar control approaches. The VBOI and sense of agency were measured from the avatar embodiment questionnaire. As there was no mirror placed in the virtual environment, we removed Q4 ("I felt as if the virtual I saw when looking in the mirror was my own ") and Q5 ("I felt as if the virtual I saw when looking at myself in the mirror was another person"). System usability was measured using the System Usability Scale. It is clear that there was a significant difference (p<0.05) between the depth-sensor-based and controllerbased avatar control approaches in terms of VBOI (p=0.002), agency (p=0.0009), and usability (p=0.0029) from Table 1 Table 1 and Figure 4 , we observe an interesting outcome. There was a significant difference (p<0.05) between the two avatar control approaches in the interview review session in terms of non-verbal behavior (p=0.008). This indicates that participants preferred realistic body posture and hand gesture while talking in the communicative scenario to improve their performance. However, there was no significant difference (p>0.05) between these two conditions for verbal behavior (p=0.37), because the method used to control mouth movements was the same in both approaches.
User Preference
The subjective opinions about ease of use and system preference can be found in Figure 5 . The results show that 76% of participants thought it was easier to use depth-sensor-based avatar control approach. Furthermore, about 84% of participants preferred to use depth-sensor-based avatar control. 1, 16 .2) (52.1, 23.7) (68.6, 23.6) (4.4, 0.9) (4.2, 1.0) (3.7, 1.1) (2.9, 1.0) (42.7, 13.5) DSB-ACS (M, SD) (3.8, 2.1) (5.4, 1.6) (74.0, 10.6) (66.9, 14.5) (72, 18.6) (4.5, 1.1) (4.5, 0.7) (4.1, 1.0) (3.2, 0.7) (46.0, 12.7)
Figure 5: User Preference
The participant also gave some comments about the overall experience.
• "Depth-sensor-based avatar control is more realistic for mapping my hands in the virtual environment" • "I believe that the depth-sensor-based avatar control system is comparatively much easier, which can give you much more freedom than the controller-based system as you might have the feeling that you are possessing something in your hands. The use of an object makes you feel that you are not truly connected to the virtual world" • "I feel completely immersed in the depth-sensor-based avatar control system" • "The depth-sensor-based system shows hand movements and finger movements more realistically and I could move my hands easier in the interview" • "The posture looked more real in the depth-sensor-based system and tracking of arms was better too"
DISCUSSION
In this experiment, hypotheses H 1 and H 2 were rejected as there were no significant differences between the two avatar control systems on the sense of presence and mental workload. We did, however, find support for hypotheses H 3 and H 4 . The subjective questionnaire responses showed a significant effect that the depthsensor-based avatar control approach elicited a higher sense of virtual body ownership illusion and agency, as well as better usability compared to the controller-based avatar control system. In support of hypothesis H 5 , we found that participants indicated that they had better performance in the communication scenario using the depth-sensor-based avatar control system in terms of non-verbal behavior cues, but not in terms of verbal performance between these two systems. Moreover, when asked for a preference, most participants indicated that they preferred the depth-sensor-based avatar control approach and that it was easier to use.
Implications
Based on these results, we would suggest that VR developers should adopt methods for the full-body tracking that are as expressive as possible. Depth-sensor-based hand tracking can provide an intuitive way for gesture-based interaction, and users do not always understand button or trigger mappings. The animation recording and reply mode provided a way to make self-evaluations from a third-person perspective. It is not only more flexible compared to inviting another person into VR, but also provides an objective way to review performance compared to facing a virtual mirror, especially for training and single-user communication simulation systems.
Limitations
In this user study, we found some technical limitations. First, the hand-tracking data sometimes switched between the fused Kinect system and the Leap Motion system, and there was no finger data when the participants moved their hands outside the tracked area of Leap Motion. Some participants noticed a slight hand pose change between the tracking boundaries in the interview review part. We believe that the subtle pose change did not have an impact on our experiment since only three participants reported it. Second, the first two participants reported body penetration effects while they reviewed their virtual interviews. The arms slightly penetrated the body, which was because the participants were nervous during the interview, and put their arms too close to their bodies. This occlusion issue can cause bad recognition from Kinect sensors. Therefore, from the third participant on, we asked all participants before the experiment to be relaxed and to keep some space between their arms and bodies. As these two cases only happened during the interview question part, and there was no such issue during the route-planning task, we do not think there was any impact on our results since there were no similar problems reported by the rest of the participants. Overall, we believe that none of these limitations had a noticeable effect on the results.
CONCLUSIONS AND FUTURE WORK
In this paper, we investigated the effects of a depth-sensor-based avatar control approach on presence, virtual body ownership, mental workload, usability, and communication behavior. We provided an avatar control method that supports realistic behaviors based on data from multiple depth sensors (multiple Kinects and a Leap Motion). We compared this fully-tracked body and hand-gesture avatar control system with a controller-based IK system as a baseline condition. We found significantly higher virtual body ownership illusion and usability as well as better non-verbal communication performance by participants in the depth-sensor-based experience compared to the controller-based experience.
In future work, we plan to integrate better hand tracking to improve the expressiveness of avatars further. Besides this, we will add more real-time capture of non-verbal cues such as eye gaze, eye blinks, and facial expressions to the avatar control and explore the effects of highly-expressive avatars on the user performance and preference in collaborative virtual environments.
