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A DUAL ASCENT ALGORITHM FOR ASYNCHRONOUS
DISTRIBUTED OPTIMIZATION WITH UNRELIABLE
DIRECTED COMMUNICATIONS
C.H. JEFFREY PANG
Abstract. We show that the averaged consensus algorithm on directed graphs
with unreliable communications by Bof-Carli-Schenato has a dual optimization
interpretation, which could be extended to the case of distributed optimiza-
tion. We report on our numerical simulations for the distributed optimization
algorithm for smooth and nonsmooth functions.
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1. Introduction
Let G = (V,E) be a directed graph. Consider the distributed optimization
problem
min
x∈Rm
∑
i∈V
[
fi(x) +
1
2‖x− x¯i‖
2
]
. (1.1)
Here, fi(·) are closed convex functions. The challenge in distributed optimization
is that the communications in the algorithm need to obey the directed edges in
the underlying graph. Note that if fi(·) are the zero functions and m = 1, then
the minimizer of (1.1) is exactly 1|V |
∑
i∈V x¯i, which is precisely the distributed
averaged consensus problem.
A distributed asynchronous algorithm for averaged consensus on a directed graph
with unreliable communications was designed in [BCS17]. The paper [BCS17] was
inspired by two algorithms for averaged consensus in the literature. In an asynchro-
nous setting, [BBT+10] introduced an algorithm that reaches averaged consensus
using the so-called ratio consensus. The paper in [VHDG11] gave the idea of mass
transfer used in [BCS17]. (Other papers also mentioned [HVDG16].) The paper
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OPTIMIZATION WITH DIRECTED UNRELIABLE EDGES 2
[BCS17] also proved linear convergence of their algorithm, and pointed out algo-
rithms in [VZC+16, CS10, DGH10] need the averaged consensus algorithm and its
linear convergence as a building block. The work in [BCS17] has led to other strate-
gies for distributed asynchronous optimization on directed and unreliable commu-
nications [BCN+17, TSDS18].
Another idea in this paper comes from our related work on solving the distributed
problem (1.1) on undirected graphs. In [Pan18a, Pan18b, Pan18c, Pan18d], we pro-
posed a distributed asynchronous optimization algorithm. The idea behind those
papers is that the problem (1.1) can be written as a variant of the product space
formulation, and subsequently solved with Dykstra’s algorithm [Dyk83]. Dykstra’s
algorithm is identical to block coordinate minimization on the dual [Han88], and is
notable because the convergence to its primal minimizer does not rely on the exis-
tence of dual optimizers [BD85, GM89]. We were also motivated by these works, as
well as [HD97] for the asynchronous operation of the algorithm. Some interesting
properties of the algorithm in [Pan18a, Pan18b, Pan18c, Pan18d] include: being
able to work on time-varying graphs, allow for partial communication of data, allow
for more than two of the fi(·) to be indicator functions of closed convex sets (in-
stead of being smooth functions), has deterministic convergence with rates mostly
compatible with well known first order methods, and convergence to the primal
solution even when there are no dual optimizers.
The case of distributed optimization where fi(·) need not be smooth functions is
also interesting in its own right; The recent paper [PB17] worked on the case where
fi(·) are indicator functions of closed convex sets, and highlighted [AH16, LN13,
RNV10, ONP10]. Ideally, one would want to solve the problem where the quadratic
regularizers in (1.1) were removed, but the quadratic regularizer is needed for the
algorithm in [Pan18a] and the follow up papers to work.
1.1. Contributions of this paper. In this paper, we propose a distributed al-
gorithm on directed graphs with unreliable communications for the regularized
optimization problem (1.1) which generalizes the algorithm in [BCS17] (for the av-
eraged consensus problem on direced graphs and unreliable edges) and [Pan18a] (for
a distributed optimization algorithm for (1.1) on undirected graphs). We show that
the dual objective value of (1.1) gives a potential function (or Lyapunov function)
similar to that of [Pan18a] whose value is monotonically nonincreasing throughout
the algorithm.
2. Algorithm derivation and description
In this section, we derive our algorithm. Those familiar with [BCS17] would
recognize operations A and B in Algorithm 2.3, but operation C there requires
some preparation in the dual formulation.
Let m¯ = 1|V |
∑
i∈V x¯i. We have
∑
i∈V
1
2‖x− x¯i‖
2 = |V |2 ‖x− m¯‖
2 +
∑
i∈V
x¯Ti x¯i − |V |m¯T m¯︸ ︷︷ ︸
C
. (2.1)
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So we can assume that all x¯i in (1.1) are equal to m¯. (This does not mean that a
starting primal variable needs to be m¯.) Let {sα}α∈V ∪E∪{r} be such that∑
α∈V ∪E∪{r}
sα = |V |, and sα
{
> 0 for all α ∈ V
≥ 0 for all α ∈ E ∪ {r}. (2.2)
Let x ∈ [Rm]|V ∪E∪{r}|, and for all i ∈ V , let fi : [Rm]|V ∪E∪{r}| → R ∪ {∞} be
defined as fi(x) = fi([x]i). Let the set F be
F :=
{{i, (i, j)} : (i, j) ∈ E} ∪ {{j, (i, j)} : (i, j) ∈ E} ∪ {{r, α} : α ∈ V ∪ E}.
and let the hyperplane H{α1,α2}, where {α1, α2} ∈ F , be defined by
H{α1,α2} := {x ∈ [Rm]|V ∪E∪{r}| : xα1 = xα2}.
We assume the underlying graph is strongly connected, so
∩β∈FHβ =
{
x ∈ [Rm]|V ∪E∪{r}| : xα1 = xα2 for all α1, α2 ∈ V ∪ E ∪ {r}
}
.
The primal problem (1.1) can then be equivalently written in the product space
formulation as
min
x∈[Rm]|V∪E∪{r}|
∑
α∈V ∪E∪{r}
sα
2 ‖[x]α − m¯‖
2 +
∑
i∈V
fi(x) +
∑
β∈F
δHβ (x) + C, (2.3)
where C is as marked in (2.1). If x∗ ∈ [Rm]|V ∪E∪{r}| is an optimal solution of
(2.3), then all |V ∪ E ∪ {r}| components (in Rm) of x∗ are equal, and are optimal
solutions of (1.1). The (Fenchel) dual of (2.3) can be calculated to be
sup
zα∈[Rm]|V∪E∪{r}|
α∈V∪F
|V |
2 ‖m¯‖
2−
∑
i∈V
f∗i (zi)−
∑
β∈F
δH⊥
β
(zβ)−
∑
α∈V ∪E∪{r}
sα
2
∥∥∥∥∥∥m¯− 1sα
[ ∑
α2∈V ∪F
zα2
]
α
∥∥∥∥∥∥
2
+C.
(2.4)
The case when sα = 1 for all α ∈ V and sα = 0 for all α ∈ E has been discussed in
detail in [Pan18a, Pan18b, Pan18c, Pan18d]. The treatment there (which traces to
the original work in [BD85]) implies that there is strong duality between (2.3) and
(2.4), even if dual optimizers may not exist. For convenience, instead of considering
(2.4), we consider
inf
zα∈[Rm]|V∪E∪{r}|
α∈V∪F
∑
i∈V
f∗i (zi) +
∑
β∈F
δH⊥
β
(zβ) +
∑
α∈V ∪E
sα
2
∥∥∥∥∥m¯− 1sα
[ ∑
α2∈V ∪F
zα2
]
α
∥∥∥∥∥
2
.
(2.5)
Remark 2.1. (On the index r) Notice that sr and yr remain as zero throughout
Algorithm 2.3, and z{r,α} also remains as zero for all α ∈ V ∪ E as well. We
introduced this additional index r in order to simplify the convergence proof in
Section 3.
We have the following properties:
Proposition 2.2. (Sparsity) The following results hold:
(1) If i ∈ V , then zi ∈ [Rm]|V ∪E∪{r}| is such that [zi]α = 0 for all α ∈
[V ∪ E ∪ {r}]\{i}.
(2) If {α1, α2} ∈ F , then z{α1,α2} ∈ [Rm]|V ∪E∪{r}| is such that [z{α1,α2}]α = 0
for all α ∈ [V ∪ E ∪ {r}]\{α1, α2}, and [z{α1,α2}]α1 + [z{α1,α2}]α2 = 0.
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Proof. The proof is elementary and exactly the same as that in [Pan18a]. (Part
(1) makes use of the fact that fi(·) depends on only the i-th coordinate of the
input, while part (2) makes use of the fact that δ∗H{α1,α2}(·) = δH⊥{α1,α2}(·), and
δH⊥{α1,α2}
(z{α1,α2}) <∞ implies the conclusions in (2).) 
We now describe Algorithm 2.3 on the following page. In order to link Algorithm
2.3 with the dual objective function (2.5), we define
y(i,j) := σi,y − ρ(i,j),y for all (i, j) ∈ E (2.6a)
s(i,j) := σi,s − ρ(i,j),s for all (i, j) ∈ E (2.6b)
xα := yα/sα for all α ∈ V ∪ E ∪ {r}. (2.6c)
As we have seen in [BCS17], the data σi,y and σi,s represent data transmitted by
node i, and ρ(i,j),y and ρ(i,j),s represent data from node i that has been received by
node j through the edge (i, j). So σi,y−ρ(i,j),y and σi,s−ρ(i,j),s represent data that
have been transmitted by node i to node j along edge (i, j) that have not yet been
received by node j. Figure 2.1 illustrates Operations A and B of the algorithm in
[BCS17]. Hence using y(i,j) and s(i,j) to represent these data is natural. It is clear
that if sα = 0, then yα = 0. In such a case, the choice of xα is irrelevant. We want
{zα}α∈V ∪F to satisfy
m¯− 1
sα
[ ∑
α2∈V ∪F
zα2
]
α
= xα for all α ∈ V ∪ E ∪ {r} such that sα > 0. (2.7)
We now explain (2.7) further. Algorithm 2.3 starts with s0α = 1 if α ∈ V , and zero
otherwise, and y0α is such that 1|V |
∑
i∈V y
0
i = m¯. So a possible choice of y0i is x¯i,
as defined in (1.1). Recall {z0α}α∈F are to be defined to satisfy Proposition 2.2(2),
and that as long as 1|V |
∑
i∈V y
0
i = m¯, {z0α}α∈F can be chosen to satisfy (2.7). It is
clear to see that operations A and B can be written as a composition of operations
D and E. In Theorem 3.1, we shall prove that throughout Algorithm 2.3, {zα}α∈F
can be chosen so that (2.7) is satisfied.
For now, the only new part in Algorithm 2.4 compared to [BCS17] is operation
C. Let the tuple T be defined as
T = ({sα}α∈V ∪E∪{r}, {yα}α∈V ∪E∪{r}, {xα}α∈V ∪E∪{r}, {zα}α∈V ∪F ), (2.8)
and define T k similarly. Define Val(T ) as
Val(T ) :=
∑
i∈V
f∗i (zi) +
∑
β∈F
δH⊥
β
(zβ) +
∑
α∈V ∪E
sα
2 ‖xα‖2 .
It is clear from the minimization step in line 12 that if T k+1 is obtained from T k
using operation C, then Val(T k+1) ≤ Val(T k). Through duality and (2.6c), the
problem of finding new [zkj ]j and ykj in lines 12 and 13 can be rewritten to solve a
primal problem instead:
12′ xkj = arg min
x
skj
2 ‖xtemp − x‖2 + fj(x)
13′ [zkj ]j = skj (xtemp − xkj )
In Section 3, we shall analyze operations D and E in order to draw conclusions
about Algorithm 2.3.
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Algorithm 2.3. (Main algorithm) We have the following algorithm.
Start with y0α such that
∑
i∈V y
0
i = |V |m¯, and y0α = 0 for all α ∈ E ∪ {r}.
Start with s0α such that si = 1 for all i ∈ V and s0α = 0 for all α ∈ E ∪ {r}.
Start with zi = 0 for all i ∈ V .
Start with σ0i,y = 0 and σ0i,s = 0 for all i ∈ V .
Start with ρ0(i,j),y = 0 and ρ0(i,j),s = 0 for all (i, j) ∈ E.
For k = 1, . . .
% Carry data from last iteration.
ykα = yk−1α and skα = sk−1α for all α ∈ V ∪ E
σki,y = σk−1i,y , σki,s = σk−1i,s and [zki ]i = [zk−1i ]i for all i ∈ V
ρk(i,j),y = ρ
k−1
(i,j),y and ρk(i,j),s = ρ
k−1
(i,j),s for all (i, j) ∈ E
Perform one of operation A, B or C in Algorithm 2.4.
end for
Algorithm 2.4. (Operations A, B and C) We describe operations A, B and C:
01 A (Node i sends data)
02 Choose a node i ∈ V .
03 yki = yki /(outdeg(i) + 1); ski := ski /(outdeg(i) + 1)
04 σki,y = σki,y + yki ; σki,s = σki,s + ski .
05 B (Node j receives data from i)
06 Choose edge (i, j) ∈ E so that j receives data along (i, j).
07 ykj = ykj + σki,y − ρk(i,j),y; skj = skj + σki,s − ρk(i,j),s
08 ρk(i,j),y = σki,y; ρk(i,j),s = σki,s
09 C (Update yj and [zj ]j by minimizing dual function)
10 Choose a node j ∈ V .
11 xtemp = 1sk
j
(ykj + [zkj ]j)
12 [zkj ]j := arg min
z
skj
2 ‖xtemp − 1sk
j
z‖2 + f∗j (z)
13 ykj = skjxtemp − [zkj ]j
Algorithm 2.5. (Operations D and E) We describe operations D and E. The
inputs are {s◦α}α∈V ∪E∪{r} and {y◦α}α∈V ∪E∪{r}, and the outputs are {s+α}α∈V ∪E∪{r}
and {y+α }α∈V ∪E∪{r}. The zi values remain unchanged for all i ∈ V .
14 D (Split with r) Suppose s◦r = 0.
15 Choose α¯ ∈ V ∪ E.
16 Choose s+α¯ and s+r to be such that s+α¯ + s+r = s◦α¯
17 Let y+α¯ =
s+α¯
s◦α¯
y◦α¯ and y+r =
s+r
s◦α¯
y◦α¯.
18 s+α = s◦α and y+α = y◦α for all α /∈ {r, α¯}, and [z+i ]i = [z◦i ]i for all i ∈ V .
19 E (Combine with r) Suppose s◦r > 0.
20 Choose α¯2 ∈ V ∪ E.
21 Let s+α¯2 = s
◦
α¯2 + s
◦
r and s+r = 0.
22 Let y+α¯2 = y
◦
α¯2 + y
◦
r and y+r = 0.
23 s+α = s◦α and y+α = y◦α for all α /∈ {r, α¯2}, and [z+i ]i = [z◦i ]i for all i ∈ V .
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Figure 2.1. The top diagram illustrates Operations A and B in
Algorithm 2.4 due to [BCS17]. See Remark 2.6. The bottom dia-
gram illustrates that in [BCS17], after many iterations, the value
yα/sα
(2.6c)= xα converges to the desired average 1|V |
∑
i∈V x¯i for all
α ∈ V ∪ E.
Remark 2.6. In Figure 2.1, we show a case where the data sent by node 2 along
edge (2,4) has not yet been received by node 4. As explained in [BCS17] and the
relevant background works, this represents information that is delayed and not lost.
3. Convergence analysis
In this section, we prove the convergence of Algorithm 2.3. We show that oper-
ations D and E result in a nonincreasing dual objective value Val(·), and that they
preserve the relations (2.7) and (2.6). Since operation C is already easily seen to
result in a nonincreasing dual objective value, we would then see that {Val(T k)}k
is a nonincreasing sequence. We then end by showing that under reasonable con-
ditions, {Val(T k)}k converges to the minimum value of (2.5). This, together with
strong duality implied from the distributed Dykstra’s algorithm and (3.10) show
the convergence of all the {xi}i∈V to the primal minimizer.
3.1. Operations D and E. First, we recall the operations A, B and C in Algo-
rithm 2.4 and Operations D and E in Algorithm 2.5. It is clear that operations A
and B can be written as the composition of a finite number of operations D and
E.
Theorem 3.1. (Operations D and E) Consider the following conditions.
(A) The tuple T defined in (2.8) satisfies (2.7) and (2.6c).
(B) z◦{r,α} = 0 for all α ∈ V ∪ E, s◦r = 0 and y◦r = 0.
(C) There is some α¯1 ∈ V ∪ E such that z◦{r,α} = 0 for all α 6= α¯1.
Then the following hold.
(1) Suppose condition (A) is satisfied for the tuple
T ◦ = ({s◦α}α∈V ∪E∪{r}, {y◦α}α∈V ∪E∪{r}, {x◦α}α∈V ∪E∪{r}, {z◦α}α∈V ∪F ) (3.1)
and condition (B) is satisfied at the start of operation D in Algorithm 2.5.
Then we can find {z+α}α∈V ∪F such that the tuple T+ defined in a similar
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manner to (3.1) satisfies conditions (A) and (C). Moreover, Val(T+) =
Val(T ◦).
(2) Suppose condition (A) is satisfied for the tuple T ◦, condition (C) is sat-
isfied at the start of operation E, and {α¯1, α¯2} ∈ F . Then we can find
{z+α}α∈V ∪F such that the tuple T+ satisfies conditions (A) and (B). More-
over, Val(T+) ≤ Val(T ◦).
Proof. We assume that (2.6c) holds throughout. To simplify notations in the proof,
all sums “
∑
β” in the proof are of the form “
∑
β∈V ∪F ”. We first look at Operation
D. Let z+{r,α¯} be such that
[z+{r,α¯}]α = 0 for all α/∈{r, α¯}, [z+{r,α¯}]r = s
+
r
s◦α¯
[∑
β
z◦β
]
α¯
, and [z+{r,α¯}]α¯ = −[z+{r,α¯}]r,
(3.2)
and let all other z+α be equal to z◦α. Since condition (B) holds for T ◦ and (3.2)
holds, condition (C) holds for T+. So we only need to check that (2.7) holds for
x+α¯ and x+r . Note that
1
s+α¯
[∑
β
z+β
]
α¯
(3.2)= 1
s+α¯
([∑
β
z◦β
]
α¯
− s+rs◦α¯
[∑
β
z◦β
]
α¯
)
Line 16= 1s◦α¯
[∑
β
z◦β
]
α¯
. (3.3)
(In the first equation for (3.3), note that z+β = z◦β if β /∈ {r, α¯}.) Since s
+
r
s◦α¯
[
∑
β z◦β ]α¯
(3.2)=
[z+{r,α¯}]r
Remark 2.1= [
∑
β z
+
β ]r, we have
m¯− 1
s+α¯
[∑
β
z+β
]
α¯
(3.3)= m¯− 1s◦α¯
[∑
β
z◦β
]
α¯
= m¯− 1
s+r
[∑
β
z+β
]
r
. (3.4)
So x+α¯
(2.6c)= y
+
α¯
s+α¯
Line 17= y
◦
α¯
s◦α¯
(2.6c),(2.7)= m¯− 1s◦α¯
[∑
β z◦β
]
α¯
(3.4)= m¯− 1
s+α¯
[∑
β z
+
β
]
α¯
, which
means (2.7) holds for x+α¯ . Similarly, (2.7) holds for x+r . In fact, (3.4) also gives
x+α¯ = x◦α¯ = x+r , which gives
s+α¯
2
∥∥x+α¯∥∥2 + s+r2 ‖x+r ‖2 (3.4),(2.6c)= s+α¯+s+r2 ‖x◦α¯‖2 Line 16= s◦α¯2 ‖x◦α¯‖2 .
This in turn means Val(T+) = Val(T ◦).
We now look at operation E. By Proposition 2.2(2), let v ∈ Rm be such that
[z◦{r,α¯1}]α = 0 for all α/∈{r, α¯1}, [z◦{r,α¯1}]r = v, and [z◦{r,α¯1}]α¯1 = −v. (3.5)
We then construct z+{α¯1,α¯2} by
[z+{α¯1,α¯2}]α = 0 for all α/∈{α¯1, α¯2}, [z
+
{α¯1,α¯2}]α¯1 = −v, and [z
+
{α¯1,α¯2}]α¯2 = v, (3.6)
and z+{r,α¯1} = 0. All other z
+
α shall be equal to z◦α. Since condition (C) holds for
T ◦, condition (B) holds for T+. We now check (2.7) for x+α¯2 . We have[∑
β
z◦β
]
α¯2
+
[∑
β
z◦β
]
r
(3.5)=
[∑
β
z◦β
]
α¯2
+ v (3.6)=
[∑
β
z+β
]
α¯2
. (3.7)
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Hence
y+α¯2
Line 22= y◦α¯2 + y
◦
r
(2.6c),(2.7)= s◦α¯2
(
m¯− 1s◦α¯2
[∑
β
z◦β
]
α¯2
)
+ s◦r
(
m¯− 1s◦r
[∑
β
z◦β
]
r
)
Line 21,(3.7)= s+α¯2
(
m¯− 1
s+α¯2
[∑
β
z+β
]
α¯2
)
,
which, through (2.6c), shows that (2.7) holds for x+α¯2 . From the convexity of the
norm-squared function ‖ · ‖2, we have
s◦α¯2
s◦α¯2+s
◦
r
‖x◦α¯2‖2 + s
◦
r
s◦α¯2+s
◦
r
‖x◦r‖2 ≥
∥∥∥ s◦α¯2x◦α¯2+s◦rx◦rs◦α¯2+s◦r
∥∥∥2 Lines 21,22,(2.7)= ∥∥∥∥y+α¯2s+α¯2
∥∥∥∥2 (2.7)= ∥∥x+α¯2∥∥2 .
(3.8)
The above inequality shows that Val(T+) ≤ Val(T ◦). 
3.2. Convergence result. In this subsection, we prove our convergence result.
Let x∗ be the optimal solution for (1.1), and x∗ = {x∗α}α∈V ∪E∪{r} be the optimal
solution for (2.3). It is clear that x∗α = x∗ for all α ∈ V ∪ E ∪ {r}. We prove the
boundedness of {xkα}k for all α ∈ V ∪ E ∪ {r}.
Theorem 3.2. (Boundedness of {xα}) Let x∗ be the optimal solution for (1.1).
Suppose Algorithm 2.3 is such that there is some ¯ > 0 such that si > ¯ for all
i ∈ V . Then the iterates {xkα}k are bounded for all α ∈ V ∪ E ∪ {r}.
Proof. Recall x∗ defined just before the statement of this result. From Fenchel
duality, we have
fi(x∗) + f∗i (zi) ≥ 〈x∗, zi〉 and δHβ (x∗) + δH⊥
β
(zβ) ≥ 0. (3.9)
Let vkα := 1skα
[∑
α2∈V ∪F z
k
α2
]
α
. Using a technique in [GM89, (8)], the duality gap
(i.e., the difference between the objective values of (2.3) and (2.4)) satisfies∑
α∈V ∪E∪{r}
skα
2 ‖x∗ − m¯‖2 +
∑
i∈V
fi(x∗) +
∑
β∈F
δHβ (x∗)− |V |2 ‖m¯‖2
+
∑
i∈V
f∗i (zki ) +
∑
β∈F
δH⊥
β
(zkβ) +
∑
α∈V ∪E∪{r}
skα
2
∥∥m¯− vkα∥∥2
(3.9),(2.2)
≥
〈
x∗,
∑
α∈V ∪E∪{r}
zkα
〉
+
∑
α∈V ∪E∪{r}
skα
(
1
2‖x∗ − m¯‖2 + 12
∥∥m¯− vkα∥∥2 − 12‖m¯‖2)
=
∑
α∈V ∪E∪{r}
skα
(〈
x∗, vkα
〉
+ 12‖x∗‖2 − 〈x∗, m¯〉+ 12
∥∥m¯− vkα∥∥2)
=
∑
α∈V ∪E∪{r}
skα
2
∥∥x∗ − (m¯− vkα)∥∥2 (2.7)= ∑
α∈V ∪E∪{r}
skα
2
∥∥x∗ − xkα∥∥2 . (3.10)
The formula in the first two lines in (3.10) is nonincreasing due to Theorem 3.1.
Suppose that when k = 0, the value in the first two lines in the formula in (3.10)
is C0. Since ski > ¯ for all i ∈ V , we have ‖x∗ − xki ‖
(3.10)
<
√
C0/¯ for all i ∈ V and
k. From operation A, we can see that either ske = 0 or ske > ¯/|V |, so ‖x∗ − xke‖ <√
C0|V |/¯ for all e ∈ E and k. So {xkα}k is bounded for all α ∈ V ∪ E. A similar
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analysis shows the same for {xkr}k. (If we only use operations A, B and C, skr and
ykr remain zero throughout.) 
Theorem 3.3. (Convergence to dual objective value) Suppose there is some number
¯ > 0 such that ski > ¯ for all k ≥ 0 and i ∈ V . Assume that the iterates {[zki ]i}i∈V
of Algorithm 2.3 are bounded. Suppose that there is a number K such that in K
consecutive iterations,
(1) Operations A and C are carried out for all nodes i ∈ V separately at least
once, and
(2) Operation B is carried out for all edges (i, j) ∈ E separately at least once.
Then {Val(T k)}k is nonincreasing, and its limit is the dual objective value of (2.5).
Proof. We consider the tuple T k := ({skα}α∈V ∪E , {xkα}α∈V ∪E , {[zki ]i}i∈V ). Since
all these quantities are bounded by Theorem 3.2 and the assumptions, there is a
subsequence {T ki}i such that limi→∞ T ki exists. Taking subsequences if necessary,
we can assume that limi→∞(T ki , T ki+1) exists, and that the operation (either A, B
or C) to get T ki+1 from T ki are all the same. Applying this procedure repeatedly
shows that we can assume that
lim
i→∞
(T ki , T ki+1, . . . , T ki+K)
exists. For each j ∈ {1, . . . ,K}, the operations to get T ki+j from T ki+j−1 are
indepedent on i. For j ∈ {0, . . . ,K}, let the limits limi→∞ T ki+j be
T˜j := ({s˜jα}α∈V ∪E , {x˜jα}α∈V ∪E , {[z˜ji ]i}i∈V ).
From the continuity of the operations A, B and C, the operations to get T˜j from
T˜j−1 must be the same as that of getting T ki+j from T ki+j−1. Since {Val(T k)}k is
a nonincreasing sequence, we conclude that
Val(T˜0) = Val(T˜1) = · · · = Val(T˜K). (3.11)
Since ski > ¯ for all k ≥ 0 and i ∈ V , we have s˜ji > ¯ for all i ∈ V and j ∈ {0, . . . , T}.
Claim 3.4. There is some x˜∗ ∈ Rm such that x˜jα = x˜∗ for all α ∈ V ∪ E and
j ∈ {0, . . . ,K}.
We now prove Claim 3.4. Recall that the operations A, B and C are continuous.
Seeking a contradiction, suppose x˜j−1α 6= x˜jα for some j ∈ {1, . . . ,K}. There are
three cases.
Case 1: Operation C was used to get T˜j from T˜j−1.
Recall that operation C gives x˜j−1α = x˜jα when α ∈ E, so α has to be in V .
Hence s˜j−1α > ¯. We recall that
x˜jα
Line 12′= arg min
x
s˜j−1α
2
∥∥∥x˜j−1α + 1s˜j−1α zj−1α − x∥∥∥2 + fα(x) for all α ∈ V.
Since x˜jα 6= x˜j−1α , we have T˜j ≤ T˜j−1− s˜
j−1
α
2 ‖x˜jα− x˜j−1α ‖2 < T˜j−1, which contradicts
(3.11).
Case 2: Operation B was used to get T˜j from T˜j−1.
By looking further at operation B, we deduce that α = j′ for some j′ ∈ V ,
and operation B was performed on (i′, j′) ∈ E. Since Operation B makes use
of Operations D and E, and so we look at how Operation E would lead to a
contradiction if x˜j−1α 6= x˜jα. The inequality in (3.8) is strict if x◦α¯2 6= x◦r . Translating
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this observation to the case of OperationB shows that T˜j ≤ T˜j−1− s
j−1
α
2 ‖x˜jα−x˜j−1α ‖2,
which again contradicts (3.11). The analysis here also shows that x˜jj′ = x˜
j
(i′,j′).
Case 3: Operation A was used to get T˜j from T˜j−1.
Suppose the node chosen in operation A was i′. The techniques used in this case
is similar to that in case 2. So we just summarize the conclusions, which are that
x˜ji′ = x˜
j−1
i′ , x˜
j
i′ = x˜
j
(i′,j′) and x˜
j−1
(i′,j′) = x˜
j
(i′,j′) for all i′ ∈ V and all out-neighbors j′
of i′.
Since the graph G was assumed to be strongly connected, the analysis in all
three cases shows the conclusion of Claim 3.4. 4
We now show that for all i ∈ V , [z˜ji ]i equal to some z˜∗i such that z˜∗i ∈ ∂fi(x∗)
for all j ∈ {0, . . . ,K}. Seeking a contradiction, suppose [z˜j−1i ]i 6= [z˜ji ]i. The only
possibility is that operation C was used to get from T˜j−1 to T˜j . Since operation C
is continuous, we have
[z˜ji ]i
Line 12= arg min
z
s˜j−1
i
2
∥∥∥x˜∗ + 1
s˜j−1
i
([z˜ji ]i − z)
∥∥∥2 + f∗i (z), (3.12)
If [z˜j−1i ]i 6= [z˜ji ]i, then we have T˜j ≤ T˜j−1 − s˜
j−1
i
2 ‖ 1s˜j−1
i
([z˜j−1i ]i − [z˜ji ]i)‖2 < T˜j−1,
which contradicts (3.11). The formula (3.12) also shows that z˜i = [z˜ji ]i ∈ ∂fi(x˜∗).
By making use of Operations D and E, all the T˜j can be transformed to some
Tˆ where sˆi = 1 for all i ∈ V , and sˆe = 0 for all e ∈ E. From the discussion
in Subsection 3.1, we can find some {zˆβ}β∈V ∪F such that Val(Tˆ ) is also equal to
F ({zˆα}α∈V ∪F ), where
F ({zα}α∈V ∪F ) :=
∑
i∈V
f∗i (zi) +
∑
β∈F
δH⊥
β
(zβ) +
∑
α∈V
1
2
∥∥∥∥∥m¯−
[ ∑
α2∈V ∪F
zα2
]
α
∥∥∥∥∥
2
.
We see that F (·) is the sum of separable terms (the first two sums) and a smooth
term (the last sum). In view of z˜∗i ∈ ∂fi(x˜∗) for all i ∈ V , the partial subdifferential
of F (·) with respect to zi is zero at {zˆβ}β∈V ∪F . Since all xˆα are equal for all
α ∈ V ∪ E, the partial subdifferential of F (·) with respect to zγ is also zero at
{zˆβ}β∈V ∪F for all γ ∈ F . By some basic theory on block coordinate minimization
for convex problems, we have {zˆβ}β∈V ∪F being a minimizer of F (·), which shows
that T˜j are at their minimum values for all j ∈ {0, . . . ,K}. 
The analysis in [Pan18a] (which traces back to [GM89] and earlier) implies that
there is strong duality between the problems (2.3) and (2.4), so the x˜∗ in the proof of
Theorem 3.3 is x∗, the minimizer of (1.1), and the quantity
∑
α∈V ∪E∪{r}
sα
2 ‖x∗ − xα‖2
in (3.10) converges to zero. Hence by Theorems 3.2 and 3.3, limk→∞ xki exists and
equals x∗ for all i ∈ V .
4. Numerical experiments
We conduct some simple experiments by looking at the case wherem = 6 and the
graph has 6 nodes and contains two cycles, 1→ 2→ 3→ 5→ 1 and 2→ 4→ 6→
2. Let e be ones(m,1). First, we find {vi}i∈V and x¯ such that
∑
i∈V vi+|V |(e−x¯) =
0. We then find closed convex functions fi(·) such that vi ∈ ∂fi(e). It is clear from
the KKT conditions that e is the primal optimum solution to (1.1) if x¯i = x¯ for all
i ∈ V .
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Figure 4.1. Plots of the formulas in (3.10)
We define fi(·) as functions of the following type:
(F-S) fi(x) := 12xTAix + bTi x + ci, where Ai is of the form vvT + rI, where v
is generated by rand(m,1), r is generated by rand(1). bi is chosen to be
such that vi = ∇f(e), and ci = 0.
(F-NS) fi(x) := max{fi,1(x), fi,2(x)}, where fi,j(x) := 12xTAix + bTi,jx + ci,j for
j ∈ {1, 2}, Ai is of the form vvT +rI, where v is generated by rand(m,1), r
is generated by rand(1), bi,1 and bi,2 are chosen such that vi = 12 [∇fi,1(e)+∇fi,2(e)] but vi is neither ∇fi,1(e) nor ∇fi,2(e), and ci,1 and ci,2 are chosen
such that fi,1(e) = fi,2(e).
Note the algorithms in [BCN+17, TSDS18] do not handle nonsmooth functions.
Also, our algorithm does not require one to choose parameters to be small enough
in order to achieve convergence.
We conduct two experiments, one when all functions are of the form (F-S),
and another when the functions are all of the form (F-NS). The first and last
formulas of (3.10) indicate how fast the primal iterates {xα}α∈V ∪E are converging
to the optimal solution x∗, and we call these values the “duality gap” and the
“norms squared weighted sum”. Figure 4.1 shows a plot of the results obtained by
a random experiment where we perform 1000 iterations of the smooth case and
50000 iterations of the nonsmooth case. The results observed are quite similar to
that in [Pan18c], where the edges are undirected. Specifically, if all the functions
fi(·) are of the form (F-S), then we observe linear convergence (though we have
not proved this yet). If all functions fi(·) are of the form (F-NS), then we observe
sublinear convergence. Rather often, this sublinear convergence is seen to be of
order O(1/k).
5. Conclusion
To conclude, we make a few observations. The insight that the algorithm
in [BCS17] can be written as a dual ascent optimization problem shows that
other ideas in algorithm design that were already laid out in the related papers
[Pan18a, Pan18b, Pan18c, Pan18d] on a distributed Dykstra’s algorithm (for undi-
rected edges), as well as [Pan16], can be incorporated into the algorithm in this
paper. It is also straightforward to design an improved algorithm for the case when
some of the edges in the graph are undirected while others are directed using Op-
erations D and E. We defer the proof of linear convergence of the case when the
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functions fi(·) in (1.1) are smooth to a future paper. It would be of interest to incor-
porate the algorithmic and theoretical properties known for the case of undirected
graphs to the case of directed graphs with unreliable communications.
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