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RESUMO
O contínuo armazenamento de dados ao longo do tempo, tais como séries temporais,
tem motivado o desenvolvimento de novas abordagens baseadas em métodos de
mineração de dados. Nesse cenário, uma nova área de pesquisa emergiu durante
as últimas duas décadas, a mineração de dados em séries temporais. Mais especi-
ficamente, as abordagens baseadas em técnicas de aprendizado de máquina têm
apresentado maior interesse entre os pesquisadores. Dentre as tarefas de mineração
de dados, a classificação de séries temporais tem sido amplamente explorada, de
modo que estudos recentes, utilizando algoritmos de aprendizado não simbólicos,
têm reportado resultados significativos, em termos da acurácia de classificação. No
entanto, em aplicações que envolvem processos de auxílio à tomada de decisão, tais
como diagnóstico médico, controle de produção industrial, sistemas de monitoração
de segurança em aeronaves ou usinas de energia elétrica, é necessário possibilitar o
entendimento do raciocínio utilizado no processo de classificação. A primitiva shapelet
foi proposta na literatura como um descritor de características morfológicas locais para
possibilitar melhor compreensão dos conceitos, devido a sua maior proximidade com
a percepção humana na identificação de padrões em séries temporais. Contudo, a
maioria dos trabalhos relacionados ao estudo dessa primitiva tem se dedicado ao
desenvolvimento de abordagens mais eficientes em termos de tempo e de acurácia,
desconsiderando a necessidade da inteligibilidade dos classificadores. Nesse contexto,
neste trabalho foi proposto um método que utiliza a transformada shapelet para a cons-
trução de modelos simbólicos de classificação por meio de uma abordagem híbrida que
combina a representação de árvore de decisão com o algoritmo vizinho mais próximo.
Também, foram desenvolvidas estratégias para melhorar a qualidade de representação
da transformada shapelet na utilização de classificadores simbólicos, como árvores de
decisão. Para avaliar o desempenho dessas propostas, foi conduzida uma avaliação
experimental que envolveu a comparação com os algoritmos considerados estado da
arte usando conjuntos de dados amplamente estudados na literatura de classificação
de séries temporais. Com base nos resultados e análises realizadas nesta tese, foi
possível verificar que a melhoria do processo de identificação de shapelets possibilita a
construção de classificadores inteligíveis e competitivos; e que métodos híbridos podem
contribuir para prover uma representação simbólica dos modelos, com desempenho
equivalente ou até mesmo superior aos métodos não simbólicos.
Palavras-chave: mineração de dados. aprendizado de máquina. séries temporais.
classificação. modelos simbólicos.
ABSTRACT
The large amount of stored data over time, such as time series, has motivated the
development of new approaches based on data mining methods. In this context, a new
research area has emerged over the last two decades, the time series data mining. In
particular, the approaches based on machine learning techniques have shown large
interest among researchers. Among the data mining tasks, the time series classification
has been widely exploited. Recent studies using non-symbolic learning algorithms have
reported significant results in terms of classification accuracy. However, in applications
related to decision making process, such as medical diagnosis, industrial production
control, security monitoring systems in aircraft and in power plants, it is necessary allow
the understanding of the reasoning used in the classification process. To take this into
account, the shapelet primitive has been proposed in the literature as a descriptor of
local morphological characteristics, which is closer to human perception for patterns
identification in time series. On the other hand, most of the existing work related to
shapelets has been dedicated to the development of more effective approaches in
terms of time and accuracy, disregarding the need for interpretability of the classifiers.
In this work, we propose to build symbolic models for time series classification using the
shapelet transformation. This method is based on a hybrid approach that merges the
decision tree representation and the nearest neighbor algorithm. Also, we developed
strategies to improve the representation quality of the shapelet transformation using
feature selection algorithms. We performed an experimental evaluation to analyze the
performance of our proposals in comparison to the algorithms considered state of the
art using datasets widely studied in the literature of time series classification. Based
on the results and analysis carried out in this thesis, we found that the improvement
of shapelet representation allows the construction of interpretable and competitive
classifiers. Moreover, we found that the hybrid methods can help to provide symbolic
models with equivalent or even superior performance to non-symbolic methods.
Keywords: data mining. machine learning. time series. classification. symbolic models.
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1 INTRODUÇÃO
O desenvolvimento tecnológico referente à capacidade de armazenamento e
ao processamento de dados, aliado à redução de custos desses recursos, tem facilitado
a aquisição de dados ao longo do tempo e possibilitado o surgimento de bases de
dados com grande volume de informação sequencial. Nesse cenário, quase todo tipo
de dado coletado a partir de atividades humanas, fenômenos naturais ou processos
biológicos, pode estar sujeito à variação temporal. O tipo de dado temporal mais comum
é a série temporal, a qual pode ser entendida como um conjunto ordenado de obser-
vações registradas cronologicamente (MORETTIN; TOLOI, 2006). Séries temporais
estão presentes em diversas áreas do conhecimento, como exemplo, economia (preços
diários de ações, taxa mensal de desemprego, produção industrial), medicina (eletro-
cardiograma, eletroencefalograma), epidemiologia (número mensal de novos casos de
meningite), meteorologia (precipitação pluviométrica, temperatura diária, velocidade do
vento) (EHLERS, 2005).
A utilização de métodos de análise para o estudo de eventos e comportamen-
tos contidos nas séries temporais consiste em uma tarefa não trivial e dependente do
domínio de aplicação (FERRERO, 2009; MALETZKE et al., 2014). Nesse contexto,
abordagens baseadas em métodos de mineração de dados têm sido amplamente
exploradas para a análise de séries temporais nas últimas duas décadas (ANTUNES;
OLIVEIRA, 2001; LAST; KLEIN; KANDEL, 2001; LAST; KANDEL; BUNKE, 2004; LAX-
MAN; SASTRY, 2006; MORCHEN, 2006; FU, 2011; ESLING; AGON, 2012). Dentre
as tarefas de mineração de dados, a classificação de séries temporais tem sido am-
plamente explorada. No entanto, os algoritmos tradicionais de classificação foram
desenvolvidos para tratar dados sem considerar a existência de relações de ordem
ou de tempo (BAGNALL et al., 2012). Desse modo, uma grande quantidade de es-
tudos, com diferentes tipos de abordagens para considerar a dependência temporal
dos dados, tem sido propostos na literatura nos últimos anos (KEOGH; PAZZANI,
1998; GEURTS, 2001; NANOPOULOS; ALCOCK; MANOLOPOULOS, 2001; KADOUS;
SAMMUT, 2004; COTOFREI; STOFFEL, 2002; XING; PEI; KEOGH, 2010; BAGNALL
et al., 2012; SOUZA; SILVA; BATISTA, 2014).
Trabalhos recentes (DING et al., 2008; WANG et al., 2013) verificaram por
meio de uma extensa avaliação empírica, que o algoritmo de classificação 1-vizinho
mais próximo (1NN) em combinação com a medida de distância dynamic time warping
(DTW) apresenta o melhor desempenho, em termos de acurácia, para a maioria dos
domínios de séries temporais avaliados, e tem sido apontado como o método estado-
da-arte (BATISTA; WANG; KEOGH, 2011). No entanto, em aplicações que envolvem
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processos de auxílio à tomada de decisão, tais como diagnóstico médico, controle de
produção industrial, sistemas de monitoração de segurança em aeronaves ou usinas
de energia elétrica, é necessário possibilitar o entendimento do raciocínio utilizado pelo
processo de classificação (GEURTS, 2001; YAMADA et al., 2005; YE; KEOGH, 2009;
MALETZKE, 2009; XING et al., 2011; XING; PEI; YU, 2012; GHALWASH; OBRADOVIC,
2012; GHALWASH; RADOSAVLJEVIC; OBRADOVIC, 2013). Essa característica é
pouco presente no algoritmo 1NN-DTW, pois a única informação provida refere-se
ao grau de similaridade entre as séries temporais consideradas semelhantes. Além
desse aspecto, por se basear em uma estratégia de aprendizado lazy, nenhum modelo
explícito sobre o conhecimento é produzido. Assim, a estratégia mais comum para
a construção de classificadores inteligíveis tem sido a utilização de algoritmos de
aprendizado de máquina simbólico, tais como árvores ou regras de decisão. Em
geral, os métodos baseados em regras possibilitam maior facilidade de compreensão
do conhecimento representado nos modelos (MICHALSKI; BRATKO; KUBAT, 1998;
REZENDE, 2003; FACELI et al., 2011).
A maioria dos métodos propostos na literatura para a construção de classificado-
res simbólicos de séries temporais baseia-se em uma representação de características
estatísticas e/ou de parâmetros de ajuste de funções (BAKSHI et al., 1994; KADOUS,
1999; KUDO; TOYAMA; SHIMBO, 1999; RODRIGUEZ; ALONSO; BOSTROM, 2001;
MORCHEN, 2003; KADOUS; SAMMUT, 2004; KADOUS; SAMMUT, 2005; COTO-
FREI; STOFFEL, 2002; COTOFREI; STOFFEL, 2005; HIDASI; GASPAR-PAPANEK,
2011). Contudo, a utilização dessas representações pode prejudicar a compreensão
do conhecimento mesmo em modelos simbólicos, pois referem-se a conceitos menos
próximos da intuição humana. Para contornar esse problema, a primitiva shapelet (YE;
KEOGH, 2009) foi proposta como um descritor de características morfológicas locais,
que possibilita melhor compreensão dos conceitos, devido a sua maior proximidade
com a percepção humana para a identificação de padrões em séries temporais (YE;
KEOGH, 2011).
Desde sua introdução, a primitiva shapelet tem sido utilizada em diversas abor-
dagens de classificação (MUEEN et al., 2009; XING et al., 2011; XING; PEI; YU, 2012;
GHALWASH; RADOSAVLJEVIC; OBRADOVIC, 2013; YUAN; WANG; HAN, 2014). Em
especial, no trabalho de (LINES et al., 2012) os autores propuseram a separação da
indução do modelo de classificação do processo de identificação de shapelets, com
o intuito de flexibilizar a adaptação de novas abordagens. Para isso, foi proposta a
transformada shapelet, a qual consiste em representar cada série temporal por meio
de um conjunto de valores de distâncias em relação a cada shapelet identificada. No
entanto, a maior parte dos trabalhos relacionados ao estudo dessa primitiva tem se
dedicado ao desenvolvimento de abordagens mais eficientes em termos de tempo e de
acurácia (RAKTHANMANON; KEOGH, 2013; HE et al., 2012; GORDON; HENDLER;
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ROKACH, 2012; HILLS et al., 2013; GRABOCKA et al., 2014, 2014; GRABOCKA;
WISTUBA; SCHMIDT-THIEME, 2015). Esse cenário, apesar de positivo, demonstra
também que o propósito original da primitiva shapelet, que refere-se a possibilitar
maior grau de inteligibilidade à tarefa de classificação de séries temporais, ainda tem
sido pouco explorado. Neste trabalho, investigamos como a transformada shapelet
pode ser melhor utilizada para a representação de séries temporais, bem como para a
classificação por meio de árvores de decisão.
Em estudos recentes (HILLS et al., 2013), a utilização da transformada shapelet
por meio de classificadores não simbólicos tem apresentado melhores resultados do
que com árvores de decisão, em termos de acurácia. Entretanto, como mencionado,
as abordagens não simbólicas apresentam maior dificuldade para a interpretação
do conhecimento (FACELI et al., 2011). Nesse contexto, outros estudos na literatura
exploraram alternativas para permitir a combinação de estratégias simbólicas e não
simbólicas. Em particular, algumas propostas basearam-se na combinação de abor-
dagens que possibilitam a construção de regras de decisão com algoritmos baseados
em exemplos, tais como o vizinho mais próximo (DOMINGOS, 1995; MARTIN, 1995;
FRIEDMAN, 1996; FERN; BRODLEY, 2003; GAO; ESTER, 2006). A ideia desse tipo
de abordagem consiste em aproveitar as vantagens enquanto minimiza-se as desvanta-
gens de cada estratégia. Esse tipo de sistema híbrido de aprendizado é também objeto
de estudo desta tese.
Dado esse contexto, um dos desafios para a tarefa de classificação de séries
temporais refere-se ao desenvolvimento de modelos simbólicos que sejam competitivos
em termos de acurácia.
1.1 OBJETIVOS
Considerando o cenário descrito sobre a tarefa de classificação de séries
temporais, os objetivos desta tese são descritos a seguir:
Objetivo geral
Melhorar a acurácia de classificação de séries temporais por meio de modelos
simbólicos e padrões morfológicos.
Objetivos específicos:
1. Propor estratégias para melhorar a qualidade da representação de séries tempo-
rais por meio da transformada shapelet, considerando a construção de modelos
de classificação simbólicos baseados em árvores de decisão; e
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2. Propor um método que permita utilizar a transformada shapelet para a construção
de modelos simbólicos de classificação por meio de uma abordagem híbrida que
combine a representação de árvore de decisão com o algoritmo vizinho mais
próximo.
definidos sob as seguintes hipóteses:
1. A qualidade da representação da transformada shapelet tem influência no de-
sempenho de classificadores simbólicos como árvores de decisão; e
2. A utilização da transformada shapelet por meio da combinação de algoritmos
de aprendizado simbólico e baseados em exemplos possibilita a construção de
modelos de classificação de séries temporais inteligíveis e de melhor desempenho
em termos de acurácia.
baseadas nas seguintes assertivas:
• Algoritmos baseados no aprendizado simbólico, tais como árvores de decisão,
permitem a construção de estruturas baseadas em regras, as quais podem facilitar
a compreensão do conhecimento por seres humanos (MICHALSKI; BRATKO;
KUBAT, 1998; REZENDE, 2003; FACELI et al., 2011);
• A análise de séries temporais por meio de características morfológicas que
permitam descrever eventos e comportamentos apresenta maior proximidade
com a percepção humana (GEURTS, 2001; YAMADA et al., 2003; BATYRSHIN;
SHEREMETOV, 2008; YE; KEOGH, 2009; MALETZKE et al., 2009);
• Em problemas que envolvem a análise de características morfológicas, a transfor-
mação das séries temporais em um domínio alternativo de representação pode
prover melhor acurácia do que a utilização de outras abordagens sobre o domínio
do tempo (BAGNALL et al., 2012);
• Na tarefa de agrupamento de séries temporais existe a necessidade de ignorar
determinadas subsequências (ZAKARIA; MUEEN; KEOGH, 2012; RAKTHANMA-
NON et al., 2011) de modo que essa constatação é também válida para a tarefa
de classificação de séries temporais;
• A identificação de shapelets permite a construção de modelos de classificação
inteligíveis, com base em padrões morfológicos locais, em que as subsequências
pouco discriminantes de um dado conjunto podem ser desconsideradas (YE;
KEOGH, 2009; YE; KEOGH, 2011; RAKTHANMANON; KEOGH, 2013);
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• A existência e a combinação de múltiplos shapelets é relevante para a clas-
sificação de séries temporais (MUEEN; KEOGH; YOUNG, 2011; HILLS et al.,
2013);
• A separação do processo de identificação de shapelets da tarefa de indução da
árvore de decisão flexibiliza a adaptação de novas abordagens de mineração de
séries temporais (LINES et al., 2012; HILLS et al., 2013);
• A combinação de algoritmos de aprendizado simbólico e baseado em exemplos
possibilita agregar as vantagens e minimizar as desvantagens de cada abordagem
(SALZBERG, 1991; MARTIN, 1995; FRIEDMAN, 1996; FERN; BRODLEY, 2003;
GAO; ESTER, 2006).
1.2 PRINCIPAIS CONTRIBUIÇÕES
A seguir são apresentadas as principais contribuições deste trabalho:
• Um estudo sobre a construção de modelos inteligíveis para a classificação de
séries temporais, em especial aos relacionados à utilização da primitiva shapelet ;
• Proposta de três estratégias para a melhoria da representatividade da trans-
formada shapelet, sendo duas relacionadas à exploração de parâmetros mais
adequados do algoritmo original, e uma que baseia-se na utilização de técnicas
tradicionais para a seleção de subconjuntos de atributos;
• Método simbólico baseado em padrões morfológicos para a classificação de
séries temporais, em que são propostos dois algoritmos:
1. Algoritmo para a representação binária da transformada shapelet (binary
shapelet transform – BST), para o qual foram propostas três abordagens de
discretização;
2. Algoritmo híbrido para a construção de modelos simbólicos de classificação
de séries temporais (hybrid instance based decision tree – HID), que combina
a estratégia de representação por meio de árvores de decisão com algoritmos
baseados em exemplos.
1.3 ORGANIZAÇÃO DO TRABALHO
Os capítulos 2 e 3 estão relacionados à revisão bibliográfica utilizada como
base para as contribuições propostas nos capítulos 4 e 5. Mais especificamente, esta
tese está organizada do seguinte modo:
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Capítulo 2 – Mineração de dados em séries temporais: nesse capítulo são apre-
sentados os principais aspectos referentes à mineração de dados em séries
temporais por meio da caracterização de tarefas como pré-processamento, me-
didas de similaridade, e abordagens baseadas em técnicas de aprendizado de
máquina, com ênfase nos principais métodos de classificação de séries temporais
propostos na literatura.
Capítulo 3 – Inteligibilidade na classificação de séries temporais: nesse capítulo
são apresentados os principais estudos da literatura que se dedicaram à cons-
trução de classificadores inteligíveis para séries temporais. Em especial, são
descritos os métodos baseados na primitiva shapelet, a qual tem apresentado
resultados promissores como um descritor de características morfológicas inter-
pretáveis.
Capítulo 4 – Explorando a transformada shapelet: nesse capítulo são apresenta-
dos os estudos conduzidos neste trabalho, que tiveram o intuito de aprimorar a
qualidade da representação de séries temporais por meio da transformada shape-
let para a construção de árvores de decisão. Inicialmente, são apresentadas três
propostas de abordagens baseadas na transformada shapelet, com o objetivo
de contornar algumas das desvantagens do algoritmo original. Posteriormente, é
descrita a análise experimental realizada para avaliar essas propostas em relação
aos algoritmos baseados na abordagem embutida, e em relação aos algoritmos
considerados estado-da-arte para a classificação de séries temporais.
Capítulo 5 – Abordagem híbrida em diagramas de decisão: nesse capítulo é des-
crito o método proposto para a classificação de séries temporais por meio da
construção de modelos simbólicos híbridos. Nesse contexto, é introduzido o
algoritmo HID, o qual utiliza diagramas algébricos de decisão por meio da repre-
sentação binária de descritores morfológicos, tais como shapelets. Posteriormente
é descrita a avaliação experimental realizada com conjuntos de dados ampla-
mente estudados na literatura de séries temporais, a qual envolveu também a
comparação com algoritmos baseados na construção de modelos simbólicos e
híbridos, bem como métodos considerados estado da arte para a classificação
de séries temporais.
Capítulo 6 – Conclusão: nesse capítulo são apresentadas as conclusões deste tra-
balho, as principais contribuições, as limitações e os trabalhos futuros.
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2 MINERAÇÃO DE DADOS EM SÉRIES TEMPORAIS
2.1 CONSIDERAÇÕES INICIAIS
A análise de comportamentos temporais é uma tarefa de crescente interesse
em diversas áreas do conhecimento, tais como economia (preços diários de ações, taxa
mensal de desemprego, produção industrial), medicina (eletrocardiograma, eletroence-
falograma), epidemiologia (número mensal de novos casos de meningite), meteorologia
(precipitação pluviométrica, temperatura diária, velocidade do vento) (EHLERS, 2005).
A contínua coleta de informações ao longo do tempo tem contribuído para o surgimento
de bases de dados com grandes volumes de informação sequencial, o que torna difícil
a sua interpretação por seres humanos. Quando dados são coletados ao longo do
tempo, estes podem ser representados por meio de uma série temporal (MORETTIN;
TOLOI, 2006). A utilização de métodos de análise para o estudo de eventos contidos
nas séries temporais consiste em uma tarefa não trivial e dependente do domínio de
aplicação (FERRERO, 2009; MALETZKE et al., 2014). Nesse cenário, abordagens
baseadas em métodos de mineração de dados têm sido amplamente exploradas para
a análise de séries temporais (MORCHEN, 2006; FU, 2011; ESLING; AGON, 2012).
Neste capítulo são apresentados os principais conceitos e tarefas referentes à
mineração de dados em séries temporais, em especial são relacionados os principais
métodos de pré-processamento, medidas de similaridade e de aprendizado de máquina.
2.2 MINERAÇÃO DE DADOS
Nos últimos anos, o desenvolvimento tecnológico tem possibilitado o armaze-
namento de um grande volume de dados nos mais variados domínios do conhecimento.
Como consequência do rápido acúmulo e da diversidade dos dados, a utilização de
processos de análise manuais torna-se inviável, em virtude da quantidade de relações
e associações possíveis. Outro aspecto originado a partir desse cenário refere-se ao
armazenamento desestruturado dos dados, os quais são frequentemente registrados
sob diferentes formatos, de modo que a análise direta sobre esses dados em sua
forma original, é dificultada ou impossibilitada. Nesse contexto, o desenvolvimento de
métodos e processos, por meio de técnicas computacionais, tem sido proposto na
literatura para auxiliar no processamento automático ou semiautomático de grandes
conjuntos de dados. Em especial, o processo de mineração de dados (MD) (FAYYAD;
PIATETSKY-SHAPIRO; SMYTH, 1996; MITCHELL, 1997; MICHALSKI; BRATKO; KU-
BAT, 1998; WEISS; INDURKHYA, 1998; HAN; KAMBER, 2006) tem atraído a atenção
de pesquisadores de diversas áreas.
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O processo de MD tem como objetivo a extração de conhecimento sobre con-
juntos de dados de um determinado domínio, que possa ser útil para especialistas em
processos de tomada de decisão. Nesse cenário, o conhecimento pode ser caracteri-
zado como a capacidade de relacionar informações por meio de modelos, que permitam
descrever ou indicar as ações a serem realizadas (REZENDE, 2003). Portanto, um
importante requisito refere-se à possibilitar que o conhecimento descoberto seja de fácil
compreensão a humanos. O processo de MD pode ser estruturado em três principais
etapas: pré-processamento, extração de padrões e pós-processamento, as quais po-
dem estar relacionadas de modo interativo e iterativo (FAYYAD; PIATETSKY-SHAPIRO;
SMYTH, 1996; WEISS; INDURKHYA, 1998).
Pré-processamento: essa etapa consiste na atividade de conhecer o domínio de
aplicação e os tipos de dados a serem analisados. Também está relacionada
com a preparação dos dados para um formato que seja adequado para a etapa
de extração de padrões (PYLE, 1999). Algumas tarefas comumente aplicadas
nessa etapa são (FACELI et al., 2011): integração de dados, transformação de
dados, limpeza de dados, redução de dados (seleção de atributos e redução de
exemplos).
Extração de padrões: essa etapa tem como objetivo a busca por padrões que permi-
tam representar o conhecimento que possa existir, de modo implícito, no conjunto
de dados analisado (WITTEN; FRANK, 2005). Nessa etapa, em geral, podem ser
adotadas técnicas de diferentes áreas como visualização, estatística e inteligência
artificial.
Pós-processamento: as atividades relacionadas com essa etapa correspondem à
avaliação e à validação dos modelos produzidos na etapa anterior. Essas ações
podem ser realizadas por meio da aplicação de medidas de desempenho e de
qualidade, de testes estatísticos e/ou da verificação com especialistas da área.
2.3 APRENDIZADO DE MÁQUINA
Como mencionado, em virtude da quantidade crescente de dados armaze-
nados e consequentemente do número de correlações necessárias no processo de
análise, tornou-se cada vez mais importante o desenvolvimento de técnicas computaci-
onais que pudessem induzir hipóteses de modo automático (ALPAYDIN, 2004), com o
intuito de reduzir a intervenção humana e a dependência por especialistas do domínio.
Nesse cenário, dentre as áreas comumente empregadas no processo de MD para a
etapa de extração de padrões, a de inteligência artificial tem recebido a atenção de
pesquisadores de diversas áreas (FACELI et al., 2011), em particular, pela utilização
de técnicas de aprendizado de máquina (AM).
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O principal meio para a aquisição de conhecimento, de modo automático,
por meio dos algoritmos de AM é baseado na inferência indutiva, na qual novos
conhecimentos podem ser derivados a partir de outros previamente conhecidos. Assim,
os algoritmos de AM tem por objetivo a indução de uma hipótese a partir de um conjunto
de exemplos que permitam caracterizar o domínio ou problema que se deseja tratar
(MITCHELL, 1997).
No contexto de AM, de acordo com o tipo de tarefa a ser realizada, o apren-
dizado indutivo pode ser organizado em aprendizado supervisionado e aprendizado
não supervisionado. No aprendizado supervisionado, os algoritmos de indução são
aplicados sobre um conjunto de exemplos do domínio, chamado conjunto de treina-
mento, no qual o conceito que caracteriza cada exemplo (classe) é conhecido. Caso o
domínio desse conceito seja composto por um conjunto de valores nominais, o algo-
ritmo de indução produz um classificador. Caso o domínio seja um conjunto infinito e
ordenado de valores, o algoritmo de indução gera um regressor. Um classificador (ou
regressor) pode ser entendido como uma função, que dado um exemplo sem classe
associada, atribui a esse exemplo uma das possíveis classes conhecidas (REZENDE,
2003). Em relação ao aprendizado não supervisionado, a classe dos exemplos contidos
no conjunto de treinamento não é conhecida. Nesse tipo de aprendizado, as tarefas
comumente abordadas são: sumarização, a qual tem por objetivo construir uma descri-
ção representativa e compacta dos dados; associação, que consiste na identificação
de padrões frequentes que estabeleçam algum tipo de relação entre os atributos; e
agrupamento, no qual o objetivo é encontrar grupos de exemplos segundo alguma
métrica de similaridade (FACELI et al., 2011).
Considerando os diferentes tipos de tarefas, domínios e objetivos relacionados
à utilização dos algoritmos de AM, existem distintos critérios de organização que podem
ser utilizados para auxiliar na escolha do algoritmo mais adequado para cada situação.
Assim, de acordo tipo de conceito utilizado para induzir uma determinada hipótese, os
algoritmos de aprendizado podem ser estruturados em paradigmas, os quais alguns
são brevemente apresentados a seguir (REZENDE, 2003):
• Paradigma simbólico: os algoritmos baseados nesse paradigma realizam o pro-
cesso de aprendizagem de um determinado conceito utilizando representações
simbólicas por meio da análise de exemplos e contra-exemplos. Essas represen-
tações estão, geralmente, representadas na forma de expressão lógica, árvore
de decisão ou rede semântica. Um exemplo de algoritmo desse paradigma é o
C4.5 (QUINLAN, 1993), que baseia-se na indução de árvores de decisão;
• Paradigma baseado em exemplos: os algoritmos baseados nesse paradigma
armazenam os exemplos e utilizam medidas de similaridade para identificar os
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casos mais similares ao exemplo a ser analisado. Um exemplo de algoritmo desse
paradigma é o k-vizinhos mais próximos (kNN) (AHA; KIBLER; ALBERT, 1991);
• Paradigma estatístico: os algoritmos baseados nesse paradigma utilizam mo-
delos estatísticos para encontrar uma aproximação do conceito induzido. Dentre
as abordagens existentes, destacam-se o aprendizado Bayesiano (MITCHELL,
1997) e máquinas de vetores de suporte (SVM) (CORTES; VAPNIK, 1995);
• Paradigma conexionista: os algoritmos desse paradigma baseiam-se em cons-
truções matemáticas inspiradas em conexões neuronais do sistema nervoso
humano. As redes neuronais artificiais (RNA) (HAYKIN, 1999) são exemplos de
técnicas baseadas nesse paradigma;
Outro tipo de organização dos algoritmos de AM está relacionada ao grau de
inteligibilidade. Os diferentes algoritmos de aprendizado existentes utilizam distintos
modos de representação para descrever uma hipótese. Assim, os algoritmos de AM
também podem ser classificados em duas categorias: sistemas caixa preta e orientados
a conhecimento (MICHALSKI; BRATKO; KUBAT, 1998). A primeira caracteriza os
algoritmos que baseiam-se em suas próprias representações dos conceitos, de modo
que estas podem não ser facilmente interpretáveis por humanos. A segunda possibilita
a construção de representações simbólicas que sejam mais próximas ao raciocínio
humano. Além desse aspecto, os algoritmos de AM podem ser caracterizados como
sistemas de aprendizado eager ou lazy. No aprendizado eager, os algoritmos utilizam
um conjunto de exemplos para a induzir um modelo (hipótese). Enquanto que no
aprendizado lazy não é realizada a construção de um modelo explícito, e portanto o
conjunto de exemplos de treinamento deve ser mantido durante o processo de análise
de novos exemplos.
Como será abordado nas próximas seções, os algoritmos tradicionais de
aprendizado de máquina foram desenvolvidos para o tratamento de dados que não
apresentam correlação entre os atributos que descrevem os exemplos, o que é uma das
principais características de alguns tipos de dados, como as séries temporais. Nesse
contexto, serão descritas as principais tarefas de MD e técnicas de AM desenvolvidas
para a análise de séries temporais.
2.4 FUNDAMENTOS DE SÉRIES TEMPORAIS
Uma série temporal consiste em um conjunto de observações de um determi-
nado fenômeno realizadas de modo sequencial ao longo do tempo, não necessaria-
mente igualmente espaçadas. Esse tipo de dado tem como característica fundamental
a dependência entre as observações, ou seja, entre instantes de tempo (EHLERS,
2005). Desse modo, uma série temporal pode ser definida como:
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Definição 1 (Série temporal) Uma série temporal T = {t1, ..., ti , tj , ..., tm} consiste em
um conjunto de m valores ordenados, m ≥ 2, tal que se i < j , ti ocorre cronologicamente
antes que tj .
Associado a esse conceito, em muitas situações uma série temporal pode ser
interpretada em função das subsequências que a compõem, sendo uma subsequência
definida como:
Definição 2 (Subsequência) Uma subsequência S = {tp, ..., tp+n−1} consiste em um
subconjunto contíguo de n valores de T com início na posição p, tal que 2 ≤ n ≤ m e
1 ≤ p ≤ m − n + 1.
Comumente na literatura, para uma melhor compreensão e análise dos eventos
representados por uma série temporal, utiliza-se o conceito de decomposição da série
em um conjunto finito de componentes independentes. As principais componentes
abordadas são denominadas tendência, sazonalidade e resíduo (PYLE, 1999; MO-
RETTIN; TOLOI, 2006). Desse modo, cada uma das observações ti que compõem
uma determinada série temporal T pode estar influenciada por uma ou mais dessas
componentes. No entanto, em grande parte dos problemas estudados, não é possível
identificar diretamente a atuação dessas componentes na série temporal, de modo
que somente podem ser extraídas e compreendidas por meio da aplicação de técnicas
específicas de decomposição (BROCKWELL; DAVIS, 1996).
Geralmente as componentes de sazonalidade e tendência possuem uma forte
relação, de modo que a influência da tendência sobre a componente sazonal pode afetar
significativamente os métodos de análise. Nesse sentido, por meio da decomposição
de uma série, pode-se isolar uma componente da outra (BROCKWELL; DAVIS, 1996;
MORETTIN; TOLOI, 2006).
Figura 1 – Representação ilustrativa das componentes de tendência e sazonalidade
(FERRERO, 2009).
36
Tendência: A componente tendência corresponde ao movimento dominante em uma
série temporal, o qual exerce influência sobre as observações por longos períodos
de tempo, podendo alterar o nível médio da série. Essa componente tem como
característica o quase constante movimento crescente ou decrescente, que atua
de modo suave ao longo da série. Na figura 1 a componente de tendência é repre-
sentada por uma linha tracejada e a série temporal do fenômeno é observada em
cor cinza. As séries temporais podem possuir distintos tipos de comportamentos
de tendência, nos quais os métodos de identificação dessa componente estão
baseados (EHLERS, 2005; SILVA, 2005). Os métodos mais utilizados nesse tipo
de tarefa são: suavizar os valores da série próximos a um determinado ponto;
ajustar uma função aos valores observados da série; e suavizar os valores da
série por meio de sucessivos ajustes de retas de mínimos quadrados ponderados
(MORETTIN; TOLOI, 2006).
Sazonalidade: Um determinado comportamento que tende a se repetir em uma série
temporal em diferentes períodos de tempo é denominado sazonalidade. Essa
componente representa as oscilações ao longo da componente de tendência de
acordo com uma determinada característica (FERRERO, 2009). Dependendo do
domínio de aplicação, a sazonalidade pode ser de grande interesse pois pode
permitir a identificação de comportamentos relevantes do fenômeno observado
ou pode dificultar a percepção de outros eventos relevantes. Desse modo, a
identificação dessa componente consiste em um procedimento importante no
contexto de análise de séries temporais, a qual por sua existência pode revelar
informações relevantes e sua remoção pode ressaltar outras características da
série temporal (MALETZKE, 2009). Na figura 1, a componente sazonalidade está
representada por uma linha contínua em cor preta.
Resíduo: Geralmente os fenômenos caracterizados por meio de séries temporais
podem apresentar eventos aleatórios característicos do próprio fenômeno ou
gerados a partir dos procedimentos e equipamentos utilizados durante o processo
de amostragem dos dados de interesse (MALETZKE, 2009). No contexto de
análise de séries temporais, esses comportamentos são representados pela com-
ponente de resíduo. A existência dessa componente não pode ser captada pelas
componentes de tendência e sazonalidade, e pode ainda dificultar a identificação
das mesmas. Desse modo, a modelagem das demais componentes permite isolar
e analisar o resíduo (EHLERS, 2005).
2.5 ANÁLISE DE SÉRIES TEMPORAIS
A análise de séries temporais consiste em uma tarefa com características
específicas, as quais diferem de outros tipos de dados devido à relação de dependên-
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cia existente entre as observações que compõem a série e à alta dimensionalidade
frequentemente verificada nesses dados (LAXMAN; SASTRY, 2006). As abordagens
tradicionais para a análise de séries temporais baseiam-se em métodos estatísticos,
tais como médias móveis (MA), médias móveis exponenciais, modelos auto regressivos
(AR) e a combinação de MA com AR (ARMA) (MORETTIN; TOLOI, 2006). No entanto,
para que esses métodos funcionem adequadamente, é necessário assumir que os
dados em análise são estacionários. Para a análise de séries não estacionárias é
necessário remover alguma componente das séries temporais (CASTRO, 2012). Nessa
situação, pode ser utilizado o método autoregressivo de médias móveis integrado
(ARIMA), que baseia-se na remoção da componente de tendência para aproximar
a série de um comportamento estacionário. Quando uma componente sazonal está
envolvida, a aproximação estacionária pode ser realizada pelo modelo sazonal auto-
regressivo de médias móveis integrado (SARIMA) (BOX; JENKINS; REINSEL, 1994),
que é uma variação do método ARIMA.
Além do requerimento de estacionariedade, os métodos estatísticos menciona-
dos assumem que após a remoção das componentes de tendência e/ou sazonalidade,
os valores do resíduo são independentes e gerados por um processo caracterizado
por uma distribuição normal (EHLERS, 2005). Esses requerimentos dificilmente são
satisfeitos para a maioria dos domínios de séries temporais (LAXMAN; SASTRY, 2006;
CASTRO, 2012). Outros aspectos que dificultam ou impossibilitam a análise de séries
temporais por meio dos métodos estatísticos tradicionais estão relacionados à necessi-
dade de aplicação de outros tipos de tarefas de interesse. Basicamente, os métodos
estatísticos foram desenvolvidos para a estimativa de valores futuros, sendo limitados
ao tratamento de valores unicamente numéricos (EHLERS, 2005). Nesse contexto,
com o intuito de possibilitar a análise de dados temporais que não se enquadram
nas restrições das abordagens estatísticas, métodos de MD tem sido amplamente
estudados na literatura nos últimos 20 anos (ANTUNES; OLIVEIRA, 2001; KEOGH;
LIN; TRUPPEL, 2003; LAXMAN; SASTRY, 2006; MORCHEN, 2006; FU, 2011; ESLING;
AGON, 2012).
Na próxima seção são descritas, em linhas gerais, as tarefas mais exploradas
no âmbito da MD em séries temporais. Neste trabalho, essas tarefas são estruturadas
em três categorias principais: tarefas relacionados ao pré-processamento de séries
temporais, medidas de similaridade, e abordagens utilizando técnicas de AM em séries
temporais.
2.6 TAREFAS DE PRÉ-PROCESSAMENTO
Considerando o processo de MD, o pré-processamento consiste em uma
das tarefas mais custosas e que tem impacto direto sobre a etapa de construção de
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padrões, a qual depende fortemente da qualidade dos dados utilizados (MICHALSKI;
BRATKO; KUBAT, 1998; PYLE, 1999; HAN; KAMBER, 2006). No contexto de séries
temporais, características como a alta dimensão dos dados e a relação existente entre
as observações tornam não triviais quaisquer técnicas de transformação sobre esse tipo
de dado. Nesta seção são apresentadas brevemente as tarefas comumente utilizadas
na literatura para o pré-processamento de séries temporais.
2.6.1 Amostragem, tendência e ruído
Um problema frequentemente presente nos diversos domínios que produzem
dados na forma de séries temporais, está relacionado à amostragem irregular e aos
valores faltantes dos dados. Essa característica pode influenciar negativamente o
desempenho das técnicas de análise que assumem a presença de todos os dados ou
que os mesmos são uniformemente espaçados em relação ao tempo. Para contornar
esse tipo de problema podem ser aplicados métodos de previsão, como modelos
auto-regressivos (MORETTIN; TOLOI, 2006), ou métodos de interpolação (MORCHEN,
2006).
Como mencionado, a componente de tendência afeta o comportamento domi-
nante das séries temporais e desse modo pode influenciar algumas técnicas de análise
que não permitem tratar essa característica (KEOGH; PAZZANI, 1999). Para remover a
componente de tendência, comumente são aplicados métodos estatísticos, tais como
aqueles mencionados na seção anterior.
Outro problema geralmente encontrado para a aplicação dos métodos de
análise de séries temporais refere-se à presença de ruídos. Existem diversos métodos
na literatura, que foram propostos para a remoção de ruídos, sendo cada qual melhor
aplicado dependendo das características do domínio. As soluções mais comuns para
a remoção de ruídos consistem em aplicar técnicas de filtragem de sinais, tais como
médias móveis, suavização exponencial e diferenças de primeira ordem (SHUMWAY;
STOFFER, 2006; MALETZKE, 2009; CASTRO, 2012).
2.6.2 Normalização
A maioria das tarefas de MD por meio de métodos de AM está relacionada
com a operação de comparação entre séries temporais. Como será apresentado na
seção 2.7, existem distintas métricas propostas para comparar séries, no entanto, as
abordagens mais utilizadas são baseadas na comparação morfológica, tais como as
medidas da norma Lp. Nesse cenário, um problema comum para esse tipo de tarefa
refere-se ao fato de que as séries podem estar representadas em diferentes níveis
de escala. No exemplo apresentado na figura 2 (a) duas séries temporais U e F são
representadas em diferentes níveis em relação ao eixo das ordenadas. Por meio de
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uma análise visual é possível verificar que ambas apresentam morfologia similar, no
entanto, a aplicação de medidas da norma Lp poderá indicar baixo grau de similaridade.
Uma das possíveis soluções consiste em aplicar técnicas de normalização
sobre os dados das séries temporais a serem comparadas. A seguir são, brevemente,
descritas três técnicas tradicionais de normalização (KEOGH; LIN, 2005): offset, ampli-
tude e escala.
Normalização de offset: consiste em gerar um valor t ′i a partir da subtração de cada
observação ti de uma série temporal T pela média aritmética de todos os valores
de ti ∈ T . Esse processo é dado pela equação 2.1 e representado na figura 2 (b).
t ′i = (ti − µ(T )) (2.1)
Normalização de amplitude: essa técnica de normalização é similar ao método de
offset, com a diferença de que cada subtração relacionada a ti deve ser dividida
pelo desvio padrão de todos os valores de ti ∈ T . Como resultado, tem-se uma
série temporal T ′ tal que µ(T ′) = 0 e σ(T ′) = 1. Essa normalização pode ser obtida
por meio da equação 2.2 e representado na figura 2 (c).
t ′i =
(ti − µ(T ))
σ(T )
(2.2)
Normalização de escala: nessa técnica de normalização todos os valores ti ∈ T
são ajustados no intervalo [0, 1], por meio da equação 2.3. Os valores min(T )
e max(T ) correspondem ao menor e ao maior valor de ti , respectivamente. Um





Figura 2 – Representação gráfica da aplicação das técnicas de normalização (b) offset,




Devido à característica de alta dimensionalidade frequentemente encontrada
nas séries temporais aliada à heterogeneidade dos dados existentes em cada domínio,
a utilização de métodos de aproximação é fundamental para o correto desempenho
das técnicas de análise (FALOUTSOS; RANGANATHAN; MANOLOPOULOS, 1994;
LIN et al., 2003; CASTRO, 2012). Nesse contexto, a representação de séries temporais
consiste em utilizar um conjunto reduzido de valores para caracterizar as séries, de
modo que informações relevantes sejam preservadas ou até mesmo ressaltadas. Em
geral, algumas propriedades básicas devem estar presentes, em maior ou menor grau,
nos métodos de representação: capacidade de redução da dimensionalidade dos
dados; preservar características locais e globais; baixo custo computacional; baixo erro
de reconstrução em relação a representação original; e capacidade de tratar dados
com resíduos (ESLING; AGON, 2012).
Definição 3 (Representação) Seja uma série temporal T = {t1, ..., tm} de tamanho m,
uma representação T̂ = {t̂1, ..., t̂m′} de tamanho m′, consiste em uma aproximação de
T tal que m′ ≤ m.
No âmbito da literatura de séries temporais diversas técnicas de representação
têm sido propostas, cada qual com vantagens e desvantagens específicas dependendo
do domínio de aplicação. De modo geral, é possível organizar essas técnicas, de
acordo com o tipo de transformação utilizada (LIN et al., 2003; MORCHEN, 2006;
FU, 2011; ESLING; AGON, 2012), em três categorias: adaptativas, não adaptativas e
baseadas em modelos. Na figura 3 são apresentados, de modo ilustrativo, os métodos
de representação mais utilizados na literatura.
Figura 3 – Representação ilustrativa dos principais métodos da literatura de represen-
tação de séries temporais (CASTRO, 2012).
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Abordagem não-adaptativa
Os métodos baseados na abordagem não-adaptativa apresentam um processo
de transformação que não leva em consideração informações dos dados das séries
temporais. O método mais simples de representação dessa categoria é a amostragem
(ASTROM, 1969), que consiste basicamente em selecionar n valores de uma série
temporal T de tamanho m, tal que n << m. No entanto, esse método apresenta a des-
vantagem de provocar a distorção morfológica da série dependendo do valor utilizado
para n. Um aprimoramento desse método é o piecewise aggregate approximation (PAA)
(KEOGH et al., 2001a), o qual baseia-se em dividir a série em segmentos de mesmo
tamanho e então utilizar a média aritmética dos valores dos segmentos consecutivos
para a representação. Uma extensão desse método é o multi-resolution piecewise
aggregate approximation (MPAA) (LIN et al., 2005), proposto para prover informações
para diferentes tamanhos de segmentos.
Uma outra categoria de métodos dessa abordagem consiste em transformar
as séries em outros domínios. O método discrete fourier transform (DFT) (AGRAWAL;
FALOUTSOS; SWAMI, 1993) utiliza a decomposição do espectro de frequências para
representar uma série temporal. A ideia baseia-se na representação de uma série
temporal por meio da soma de uma quantidade finita de funções de seno e cosseno.
Assim, nesse método são mantidos os parâmetros das funções de frequências mais
baixas, enquanto que as funções de frequências mais altas são descartadas pois,
em geral, são consideradas como resíduos. Uma variação desse método é o discrete
cosine transform (DCT) (KORN; JAGADISH; FALOUTSOS, 1997), que consiste em
utilizar somente funções de cosseno para a descrição da série temporal. Outro método
semelhante é o discrete wavelet transform (DWT) (CHAN; FU, 1999), para o qual a ideia
é realizar uma combinação linear de funções base wavelets em distintas variações de
escala e offset. Desse modo, ao contrário dos métodos DFT e DCT, nos quais somente
comportamentos periódicos globais podem ser mantidos, no método DWT é possível
capturar características locais e globais da série temporal. Nesse método também são
desprezados na representação final os parâmetros das funções de alta frequência.
Diferentes funções wavelets têm sido propostas na literatura, tais como Haar (CHAN;
FU; YU, 2003), Daubechies (POPIVANOV; MILLER, 2002) e Coiflets (SHASHA; ZHU,
2004).
Abordagem adaptativa
Os métodos baseados na abordagem não-adaptativa apresentam um processo
de transformação que considera alguma informação dos dados das séries tempo-
rais para produzir a representação. Em geral, a maioria dos métodos da abordagem
não-adaptativa podem ser convertidos para adaptativa por meio da inclusão de uma
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estratégia que considere alguma informação sobre os dados (MÖRCHEN; ULTSCH,
2005). Uma generalização do método não-adaptativo, denominado PAA, é o adaptavive
piecewise constant approximation (APCA) (GEURTS, 2001; KEOGH et al., 2001b),
que consiste em flexibilizar o tamanho dos segmentos para melhor ajustar as sub-
sequências que apresentam maior variabilidade de valores. Outro método similar é o
piecewise constant approximation (PLA) (SHATKAY; ZDONIK, 1996), que baseia-se
no ajuste de modelos lineares para cada segmento por meio de técnicas de interpola-
ção ou regressão. O método singular value decomposition (SVD) (KORN; JAGADISH;
FALOUTSOS, 1997) é similar aos métodos DFT e DWT no que refere-se ao uso de
parâmetros de funções que caracterizam sinais, no entanto, o SVD baseia-se em um
conjunto de parâmetros de funções que descrevem a variância presente nos dados da
série temporal. A estratégia do método perceptually important points (PIPs) é preservar
na representação somente as observações da série temporal que forem consideradas
importantes em relação aos valores vizinhos (BAO, 2008). O método derivative seg-
ment approximation (DSA) (GULLO et al., 2009) consiste em transformar a série por
meio das diferenças de primeira ordem e após dividir em segmentos que permitam
representar a informação de inclinação aproximada de cada um. Recentemente, em
Lines et al. (2012) os autores propuseram representar uma série temporal por meio de
um conjunto de subsequências discriminates, denominadas shapelets (YE; KEOGH,
2009). Essa abordagem é detalhada no próximo capítulo.
Considerando que algumas técnicas tradicionais de análise de dados temporais
foram desenvolvidas apenas para processar dados discretos (AGRAWAL; SRIKANT,
1995; MANNILA; TOIVONEN; VERKAMO, 1997), uma outra categoria de métodos
da abordagem adaptativa consiste em produzir uma representação simbólica das
séries temporais. Além desse aspecto, outra motivação para o desenvolvimento desses
métodos é a possibilidade de prover um maior nível de inteligibilidade do conhecimento
representado nas séries temporais (ALONSO et al., 2008; MÖRCHEN; ULTSCH, 2005).
Nesse contexto, diversas estratégias tem sido propostas na literatura. O método de
distribuição uniforme consiste em representar os valores de uma série temporal por
meio de histogramas igualmente espaçados. De modo semelhante, o método de
distribuição por frequências baseia-se na construção de histogramas que contenham a
mesma quantidade de valores (DAW; FINNEY; TRACY, 2003). Em ambos os métodos,
um símbolo é atribuído para cada valor da série de acordo com o histograma ao qual
estão contidos. O algoritmo PERSIST (MÖRCHEN; ULTSCH, 2005) foi proposto para
identificar automaticamente os limites de cada histograma levando em consideração a
ordem temporal dos símbolos. O método de discretização mais utilizado na literatura
atual é denominado symbolic aggregate approximation (SAX) (LIN et al., 2007). Esse
método utiliza uma etapa de pré-processamento por meio da aplicação do método PAA
e assume que valores gerados por essa representação seguem uma distribuição normal.
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Assim, os valores da série resultante são estruturados em histogramas, que têm seus
limites definidos segundo a função densidade da distribuição normal. Ao final, cada
valor da série é associado ao símbolo do histograma correspondente. Uma proposta
baseada na utilização do método PAA, denominada piecewise vector quantizatized
approximation (PVQA), foi apresentada em Megalooikonomou, Li e Wang (2004) para
criar um dicionário de palavras para representar cada segmento da série.
O método shape description alphabet (SDA) (AGRAWAL et al., 1995) utiliza
a informação de inclinação entre as observações adjacentes para produzir símbolos
que representam transições pré-definidas, tais como crescente, estável e decrescente.
Posteriormente em Qu, Wang e Wang (1998), essa estratégia foi generalizada pela
divisão da série em segmentos. De modo semelhante, em Huang e Yu (1999) é proposto
o método IMPACTS, no qual valores iguais e consecutivos de inclinação definem os
segmentos que serão discretizados. Em Giles, Lawrence e Tsoi (2001) os autores
utilizam self-organizing maps para criar símbolos com base na divisão da série em
segmentos de diferenças de primeira ordem. Uma outra técnica, denominada clipping
(RATANAMAHATANA et al., 2005; BAGNALL et al., 2006) consiste em representar
séries temporais por meio sequências de valores binários, denominados bits. Cada bit
indica que um dado valor está acima ou abaixo da média (ou mediana) dos valores da
série. Em (DAS et al., 1998; HUGUENEY; BOUCHON-MEUNIER, 2001) os autores
propuseram a aplicação de algoritmos de agrupamento sobre subsequências para a
definição de símbolos.
Contribuições deste trabalho relacionadas à representação de séries temporais
Algumas das contribuições deste trabalho de doutorado tiveram como foco o
desenvolvimento de métodos para a representação simbólica de séries temporais. A
seguir são, brevemente, descritas as publicações realizadas nesse contexto:
1. A Symbolic Representation Method to Preserve the Characteristic Slope of Time
Series (ZALEWSKI et al., 2012a): nesse trabalho foi proposto um método de
discretização para preservar a informação de inclinação local entre os valores
que compõem as séries temporais;
2. Time Series Discretization Based on the Approximation of the Local Slope Infor-
mation (ZALEWSKI et al., 2012b): nesse trabalho consiste em uma extensão do
trabalho anterior (ZALEWSKI et al., 2012a), no qual foi introduzida uma aborda-
gem baseada em janela deslizante combinada com o cálculo das diferenças de
primeira ordem;
3. Symbolic Representation Based on Temporal Order Information for Time Series
Classification (ZALEWSKI et al., 2013): nesse trabalho foi proposto um método
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de representação por meio de descritores de características simbólico-temporais.
Abordagem baseada em modelos
Os métodos baseados nessa abordagem assumem que os valores que com-
põem uma série temporal são gerados por um modelo base. Com isso, a representação
é realizada por meio dos parâmetros de ajuste para um determinado modelo de aproxi-
mação. Os métodos mais comuns dessa abordagem incluem a utilização de modelos
estatísticos, como o ARMA (KALPAKIS; GADA; PUTTAGUNTA, 2001); cadeias de Mar-
kov para séries temporais simbólicas (SEBASTIANI; RAMONI, 2001); e hidden Markov
models (HMM) (PANUCCIO; BICEGO; MURINO, 2002). Os métodos que utilizam a
extração de características estatísticas também podem ser interpretados como um
modelo base do processo gerador das séries (NANOPOULOS; ALCOCK; MANOLO-
POULOS, 2001; WANG; HAN, 2004). Recentemente, em Silva, Souza e Batista (2013)
os autores propuseram representar as séries temporais por meio de modelos, que
podem ser interpretados como imagens, denominados recurrence plots.
2.7 MEDIDAS DE SIMILARIDADE
A noção de similaridade consiste em um aspecto fundamental para a análise
de séries temporais, em especial para a maioria das tarefas de MD. Formalmente uma
medida de similaridade pode ser definida como:
Definição 4 (Medida de similaridade) Uma medida de similaridade consiste em uma
função Dist que dadas duas séries temporais Tx = {x1, x2, ..., xm} e Ty = {y1, y2, ..., ym}
como entrada, retorna um valor numérico:
Dist : Tx × Ty → R (2.4)
Uma grande quantidade de métricas de similaridade tem sido proposta na
literatura, cada qual com características distintas. Desse modo, a escolha de uma
medida de similaridade adequada depende da natureza dos dados a serem analisa-
dos, dos requisitos específicos de cada domínio de aplicação, e frequentemente, do
tipo de representação adotada (MORCHEN, 2006). De modo geral, as medidas de
similaridade devem prover resultados consistentes com a intuição humana; ressaltar
comportamentos locais e globais; abstração de distorções e invariância a transfor-
mações. Adicionalmente, as medidas de similaridade de séries temporais podem ser
divididas em quatro principais categorias (MORCHEN, 2006; ESLING; AGON, 2012):
baseadas na forma, baseadas em características, baseadas na edição e baseadas na
estrutura.
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2.7.1 Medidas baseadas na forma
As medidas baseadas na forma apresentam como característica a capacidade
de prover uma informação mais próxima da análise visual, pois tem como objetivo a
descrição de aspectos morfológicas das séries temporais (CASTRO, 2012). Nessa
categoria, as medidas frequentemente utilizadas na literatura são as medidas da norma
Lp (YI; FALOUTSOS, 2000), em especial a distância Euclidiana (ED), p = 2 (KEOGH;
KASETTY, 2003). No entanto, essas medidas apresentam algumas restrições relaciona-
das à comparação de séries em diferentes níveis de amplitude em termos de escala e
translação, para as quais é necessária a aplicação de técnicas de normalização. Outras
deficiências referem-se à necessidade de que as séries temporais a serem comparadas
tenham o mesmo tamanho e não apresentem comportamentos de interesse defasados
no tempo. Para contornar esses problemas, medidas como a dynamic time warping
(DTW) (SAKOE; CHIBA, 1978) têm sido amplamente exploradas na literatura de séries
temporais (BERNDT; CLIFFORD, 1994; KEOGH; PAZZANI, 1998; KEOGH; PAZZANI,
2001; KEOGH; RATANAMAHATANA, 2005; SALVADOR; CHAN, 2007; FU et al., 2008;
JEONG; JEONG; OMITAOMU, 2011). Recentemente, em Batista, Wang e Keogh (2011)
foi proposta a medida complexity invariant distance (CID) para tratar a invariância à
complexidade, a qual pode ser utilizada em combinação com ED e DTW.
Considerando que neste trabalho as medidas de distância Euclidiana e DTW
são utilizadas pelos algoritmos propostos e pelos algoritmos avaliados, a seguir é
apresentada uma breve descrição de cada uma dessas medidas.
Distância Euclidiana
Essa medida determina qual a distância em linha reta entre dois pontos, os
quais pertencem a um espaço de m dimensões, onde m corresponde ao tamanho
de uma determinada série temporal. A distância Euclidiana DistED entre duas séries
temporais Tx e Ty , é definida conforme a Equação 2.5:
DistED(Tx , Ty ) =
√√√√ m∑
i=1
(xi − yi)2 (2.5)
onde i indica cada dimensão em cada iteração para o cálculo da distância.
Dynamic Time Warping
Diferentemente da medida ED, a DTW permite ajustar o melhor alinhamento
entre duas séries temporais, com o intuito de tratar possíveis distorções.
Para determinar a similaridade por meio da DTW, entre duas séries temporais
Tx e Ty de tamanho mx e my , é construída uma matriz mx ×my , na qual cada elemento
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(i , j) dessa matriz contém a distância DistED(xi , yj) entre dois pontos xi e yj . Cada
elemento (i , j) da matriz corresponde ao alinhamento entre os pontos xi e yj . Essa
situação é ilustrada na Figura 4, na qual uma rota W = {w1, w2, ... , wk , ... , wK} consiste
em um conjunto contíguo de elementos da matriz, tal que o k-ésimo elemento de W
é definido como wk = DistED(xi , yj), max(mx , my ) ≤ K < mx + my − 1. A determinação
da rota W , que define o alinhamento entre Tx e Ty está, geralmente, sujeita a várias
restrições:
• Condições de fronteira: w1 = (1, 1) e wK = (mx , my ), indica que a rota começa e
termina na posição diagonalmente oposta da matriz;
• Continuidade: dado wk = (a, b) então wk−1 = (a′, b′), onde a− a′ ≤ 1 e b − b′ ≤ 1.
Isso restringe os passos na rota para posições adjacentes (incluindo a diagonal
adjacente);
• Monotonicidade: dado wk = (a, b) então wk−1 = (a′, b′), onde a−a′ ≥ 0 e b−b′ ≥ 0,
restringindo os pontos em W a serem uniformemente espaçados no tempo.
Figura 4 – Exemplo de uma matriz e da rota W obtidas a partir da aplicação da
DTW (CHU et al., 2002).
Podem existir diversas rotas que satisfazem as condições mencionadas, no
entanto, busca-se unicamente a rota que minimiza o custo de alinhamento:






A variável K no denominador é usada para compensar o fato de que a rota
W pode apresentar diferentes tamanhos. Essa rota pode ser encontrada utilizando
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programação dinâmica para avaliar as próximas repetições que definem a distância
acumulativa γ(i , j) como a distância DistED(i , j) encontrada na posição atual e a mínima
distância acumulativa dos elementos adjacentes, dada pela Equação 2.7:
γ(i , j) = DistED(xi , yj) + min {γ(i − 1, j − 1), γ(i − 1, j), γ(i , j − 1)} (2.7)
Na figura 5 é representada a diferença de alinhamento entre as medidas de
similaridade ED e DTW.
Figura 5 – Representação ilustrativa da diferença de alinhamento entre as distâncias
Euclidiana e DTW (SILVA; SOUZA; BATISTA, 2013).
De modo geral, as medidas baseadas na forma são mais adequadamente apli-
cadas quando a análise envolver séries temporais de tamanho relativamente pequenos
e se comportamentos morfológicos são descritores importantes (MORCHEN, 2006;
ESLING; AGON, 2012).
2.7.2 Medidas baseadas em características
As medidas de similaridade baseadas nessa abordagem são aplicadas sobre
representações que permitam descrever a série temporal utilizando um conjunto de
características. Desse modo, a similaridade entre duas séries é determinada por meio
dos valores das características selecionadas. Como apresentado na seção anterior,
DFT e DWT são exemplos de métodos que produzem representações baseadas em
características, nesse caso por meio de parâmetros de funções. Uma das abordagens
existentes na literatura consiste em utilizar a distância Euclidiana sobre os parâmetros
dessas representações (AGRAWAL; FALOUTSOS; SWAMI, 1993; CHAN; FU, 1999).
Outras abordagens incluem a utilização da taxa de probabilidade (likelihood ratio)
sobre a representação DFT (JANACEK; BAGNALL; POWELL, 2005); e a aplicação de
periodogramas e funções de auto-correlação (VLACHOS; YU; CASTELLI, 2005).
Em geral, as medidas baseadas em características são mais apropriadas
em domínios de séries temporais de tamanhos relativamente grandes, nas quais
determinados comportamentos devem ser ressaltados enquanto outros podem ser
descartados (MORCHEN, 2006; ESLING; AGON, 2012).
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2.7.3 Medidas baseadas na edição
As medidas dessa abordagem foram originalmente propostas para a compara-
ção entre sequências de símbolos. O método básico, chamado de distância de edição,
consiste em determinar a distância entre duas séries temporais Tx e Ty por meio da
quantidade de operações (inserção, substituição, remoção) mínimas necessárias para
transformar uma delas na outra. A medida longest common subsequence (LCSS) (DAS;
GUNOPULOS; MANNILA, 1997; VLACHOS; GUNOPOULOS; KOLLIOS, 2002) é um
dos métodos mais conhecidos dessa abordagem. A similaridade por meio da LCSS
é determinada com base no tamanho da maior subsequência em comum entre Tx e
Ty . Dentre diversas abordagens existentes, citam-se a edit distance on real sequence
(EDR) (CHEN, 2005) que é uma adaptação da distância de edição para tratar séries
temporais numéricas; e as medidas edit distance with real penalty (EPR) (CHEN; NG,
2004) e time warp edit distance (TWED) (MARTEAU, 2009) que foram propostas para
combinar as vantagens da DTW e da distância de edição.
2.7.4 Medidas baseadas na estrutura
Nessa abordagem as séries temporais são comparadas por meio de métricas
probabilísticas relacionadas à estrutura global das séries. A ideia básica para a de-
terminação do grau de similaridade entre duas séries temporais Tx e Ty consiste em
construir um modelo base para caracterizar Tx como referência paramétrica. Assim,
a similaridade das duas séries é expressa pela probabilidade de Ty ser gerada pelo
mesmo modelo base de Tx . Como proposto em Esling e Agon (2012), as medidas
dessa abordagem podem ser organizadas em duas categorias. A primeira caracteriza
os métodos baseados no ajuste de modelos paramétricos temporais, tais como HMM
e ARMA (PANUCCIO; BICEGO; MURINO, 2002; XIONG; YEUNG, 2004), e mode-
los de regressão (GAFFNEY; SMYTH, 1999). A segunda categoria é caracterizada
pela medida compression-based dissimilarity measure (CDM) (KEOGH; LONARDI;
RATANAMAHATANA, 2004; KEOGH et al., 2007), a qual é baseada no conceito da
complexidade de Kolmogorov. Assim, a motivação da medida CDM é que concatenar e
compactar séries temporais similares deve produzir taxas de compressão maiores do
que para as séries não similares. As medidas baseadas na estrutura são frequente-
mente indicadas quando a análise envolve a identificação de similaridades de modo
global, e existe algum conhecimento a priori sobre o processo gerador das séries
temporais (MORCHEN, 2006; ESLING; AGON, 2012).
2.8 APRENDIZADO DE MÁQUINA EM SÉRIES TEMPORAIS
Como mencionado, devido às limitações dos métodos estatísticos para a
análise de séries temporais, diversas abordagens baseadas em técnicas de AM foram
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propostas nos últimos anos. Nesta seção são brevemente descritos os principais tipos
de análise desenvolvidos por meio de métodos de AM, com especial destaque para a
tarefa de classificação, a qual é o foco deste trabalho.
2.8.1 Recuperação por conteúdo
Seja um conjunto de séries temporais, a tarefa de recuperação por conteúdo
apresenta como principal objetivo a consulta pela existência de uma determinada
série temporal ou de suas similares (ESLING; AGON, 2012). Os principais aspectos
envolvidos nos métodos propostos para essa tarefa estão relacionados à eficiência
do processo de busca, em termos do custo de tempo e da qualidade dos resultados
das consultas (grau de similaridade) (MORCHEN, 2006). Nesse contexto, os fatores
determinantes referem-se aos métodos adotados para a representação das séries
temporais e/ou das medidas de similaridade. Em Hetland (2004) são descritas diferentes
abordagens de recuperação por conteúdo, bem como os critérios importantes que
devem ser considerados ao se aplicar essa tarefa.
2.8.2 Agrupamento
Dado um conjunto de séries temporais, a tarefa de agrupamento consiste em
definir um conjunto de grupos, de modo que a similaridade entre as séries de um
mesmo grupo sejam maximizadas, enquanto que a similaridade entre as séries de
grupos diferentes possam ser minimizadas. No contexto de agrupamento de séries
temporais, muitas abordagens tem sido propostas (VLACHOS et al., 2003; JANACEK;
BAGNALL; POWELL, 2005; CORDUAS; PICCOLO, 2008). Em geral, definindo-se
alguma abordagem para a representação das séries e uma medida de similaridade,
os métodos de agrupamento tradicionais podem ser aplicados (HAN; KAMBER, 2006).
Uma revisão dos métodos de agrupamento de séries temporais é apresentada em Liao
(2005) e Rani e Sikka (2012).
2.8.3 Descoberta de regras
A descoberta de regras é uma tarefa amplamente conhecida de AM. Em es-
pecial, os métodos baseados na construção de regras possibilitam a representação
do conhecimento por meio de abstrações que apresentam mais proximidade com
o raciocínio lógico adotado pelos seres humanos (FACELI et al., 2011). Um dos al-
goritmos mais difundidos é o de identificação de regras de associação (AGRAWAL;
IMIELIńSKI; SWAMI, 1993; AGRAWAL; SRIKANT, 1994), que baseia-se no aprendi-
zado não-supervisionado. No contexto de séries temporais, é necessária a aplicação
de algum tipo de transformação, pois os algoritmos foram desenvolvidos para tratar
sequências simbólicas (SRIKANT; AGRAWAL, 1996). Dentre as abordagens propostas
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para a busca por regras de associação em série temporais (LAST; KLEIN; KANDEL,
2001; HöPPNER, 2001; MORCHEN, 2006), um trabalho inicial foi apresentado em Das
et al. (1998), no qual os autores utilizaram o agrupamento de subsequências para a
discretização das séries temporais.
2.8.4 Previsão de valores
A previsão de valores é uma das tarefas mais estudas no contexto de séries
temporais (MORETTIN; TOLOI, 2006; MORCHEN, 2006; ESLING; AGON, 2012). Seja
uma série temporal T = {t1, ..., tm}, essa tarefa consiste em predizer uma quantidade de
m′ valores futuros {tm+1, ..., tm+m′} a partir de T . Os métodos tradicionais utilizados para
a previsão de valores são baseados na construção de modelos estatísticos, tais como
ARIMA e SARIMA (BOX; JENKINS; REINSEL, 1994; MORETTIN; TOLOI, 2006). No
entanto, como mencionado na seção 2.5, as restrições relacionadas a esses métodos
motivaram o desenvolvimento de abordagens baseadas em outras técnicas, tais como
as de AM. Nesse contexto, algumas abordagens propuseram adaptar os algoritmos de
aprendizado para a tarefa de previsão, tais como redes neuronais artificiais (KOSKELA,
2003; YADAV; KALRA; JOHN, 2007), SVM (HERRERA et al., 2007), agrupamento
(SFETSOS; SIRIOPOULOS, 2004), e kNN (FERRERO, 2009). Em Ahmed et al. (2010)
é apresentada uma revisão e uma avaliação experimental de diversos métodos, na
qual os autores apontam modelos de regressão Gaussianos e redes neuronais como
os melhores métodos para essa tarefa.
2.8.5 Identificação de eventos
Essa tarefa tem apresentado um grande interesse dos pesquisadores de séries
temporais nos últimos anos. Duas principais subtarefas podem ser relacionadas, a
detecção de anomalias e a identificação de motifs. A detecção de anomalias (discords)
(KEOGH et al., 2006) em uma série temporal consiste em identificar eventos que
raramente ocorrem. Em geral, esses eventos são caracterizadas por subsequências
que destoam do comportamento geral da série temporal. O método tradicional para
a identificação desses eventos baseia-se na definição de um modelo que caracterize
os eventos considerados comuns na série temporal. Desse modo, as subsequências
que não forem adequadamente ajustadas ao modelo, segundo algum critério, são
consideradas anomalias. Uma revisão sobre os principais métodos propostos para essa
subtarefa é apresentada em Weiss (2004) e em Chandola, Banerjee e Kumar (2009).
A identificação de motifs é derivada da análise do sequenciamento genético
da área de bioinformática, e consiste na identificação de eventos recorrentes ao longo
da série temporal. Em geral, o processo de identificação de motifs em séries tem-
porais refere-se à busca por subsequências não sobrepostas que ocorrem sob um
51
determinado limiar de frequência (PATEL et al., 2002). Nos trabalhos de Chiu, Keogh e
Lonardi (2003), Liu et al. (2005), Yankov et al. (2007), Mueen et al. (2009) são descritas
diferentes abordagens para a realização dessa tarefa. Em Castro (2012) os autores
apresentam uma revisão sobre os principais métodos existentes na literatura. Uma
variação do conceito de motifs foi proposta em Ye e Keogh (2009) para a identificação
de subsequências discriminantes, denominada shapelet. Essa abordagem é descrita
em maiores detalhes no próximo capítulo.
2.8.6 Classificação de séries temporais
A tarefa de classificação é uma das mais estudadas na literatura de séries
temporais, com início há aproximadamente duas décadas (BAKSHI et al., 1994), essa
tarefa consiste em determinar uma função que permita associar uma classe a uma série
temporal não rotulada. Formalmente, seja T o conjunto de todas as séries possíveis de
um determinado domínio e seja C = {c1, ..., cw} um conjunto de w classes, tal que:
∀Ti ∈ T : ((Ti ∈ c1) ∨ ... ∨ (Ti ∈ cw )) ∧ (Ti ∈ cj → Ti /∈ ck , j 6= k ) (2.8)
um classificador de séries temporais consiste em uma função f que permite mapear
uma série Ti ∈ T para uma classe c ∈ C:
f : T→ {c1, ..., cw} (2.9)
Os métodos propostos na literatura para a classificação de séries temporais
são fortemente relacionados ao tipo de representação utilizada. Nesse sentido, duas
estratégias gerais tem sido adotadas. A primeira baseia-se na utilização dos dados
originais das séries, para a qual a adaptação dos algoritmos tradicionais de aprendizado
ou a definição de uma medida de similaridade tem fundamental importância. Na
segunda estratégia, as séries temporais são transformadas para uma representação
de características, as quais são utilizadas para a indução de classificadores por meio
de algoritmos tradicionais de AM (MORCHEN, 2006). No estudo elaborado por Bagnall
et al. (2012), os autores sugerem que em domínios nos quais os comportamentos
importantes são melhores caracterizados por similaridades baseadas na forma e em
modelos, a transformação dos dados originais das séries para uma representação
alternativa possibilita melhor desempenho em termos de acurácia.
Dentre os métodos baseados na extração de características, um trabalho inicial
foi apresentado em Bakshi et al. (1994), no qual os autores propuseram a representação
de séries temporais por meio de formas pré-definidas relacionadas ao comportamento
de processos químicos. Utilizando essa representação foram induzidos classificadores
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baseados em árvores de decisão. Em Manganaris (1995), as séries foram divididas em
segmentos, para os quais modelos de ajuste polinomiais foram aplicados e utilizando
os parâmetros desses ajustes como representação, modelos de classificação foram
induzidos por meio do algoritmo de aprendizado Naive Bayes. No trabalho de Keogh e
Pazzani (1998) os autores representaram as séries temporais por meio do método PLA
e apresentaram um classificador chamado cluster then classify.
Em Deng, Moore e Nechyba (1997), as séries foram representadas por meio
dos parâmetros de ajuste de modelos ARMA. No trabalho de Zhong e Ghosh (2002)
foi utilizada a representação por meio dos parâmetros de modelos HMM. Em Zhang,
Ho e Lin (2004) os coeficientes da aplicação da DWT foram utilizados para estimar a
escala a ser adotada para a representação das séries. Nesses estudos, a classificação
foi realizada por meio do algoritmo 1NN em combinação com a distância Euclidiana.
Redes neuronais artificiais foram aplicadas sobre a representação dos parâme-
tros da DWT (ROVERSO, 2000) e sobre a representação de descritores de característi-
cas estatísticas (NANOPOULOS; ALCOCK; MANOLOPOULOS, 2001; WANG; HAN,
2004). No trabalho de Rodríguez, Alonso e Maestro (2005) as séries foram divididas
em intervalos, para os quais foram determinados descritores binários baseados em
valores de média e desvio padrão. Essa representação é utilizada para a construção
de modelos com SVM. Em Deng et al. (2013) os autores também utilizam a divisão da
série em intervalos, para os quais descritores estatísticos como média, desvio padrão
e inclinação são utilizados como entrada para o algoritmo de aprendizado de florestas
aleatórias.
Em Maletzke et al. (2009) os autores propuseram representar as séries tem-
porais por meio de descritores estatísticos como média, variância, obliquidade; em
combinação com abordagens de identificação de motifs. Posteriormente utilizaram os
algoritmos 1NN e J48 para a construção de modelos de classificação. No trabalho
de Buza e Schmidt-Thieme (2010) os autores utilizaram a quantidade de ocorrências
de motifs como característica fundamental para a indução de classificadores com
redes bayesianas e SVM. Com ideia similar, outros métodos adaptaram abordagens de
recuperação de conteúdo, como bag-of-words, para descrever a frequência de determi-
nadas subsequências nas séries temporais. Em Lin e Li (2009), Lin, Khade e Li (2012)
foi apresentado o método bag-of-patterns (BoP), que utiliza o algoritmo SAX para a
discretização das séries temporais e o algoritmo 1NN para a classificação. Na mesma
linha, em Baydogan, Runger e Tuv (2013) os autores apresentam o método de repre-
sentação time series bag-of-features (TSBF), que combina a extração de descritores
estatísticos com o método BoP. Nessa abordagem os autores utilizaram os algoritmos
de aprendizado de árvores aleatórias e SVM. Outra variação do método BoP consiste
em criar um único conjunto de símbolos para cada classe (SENIN; MALINCHIK, 2013).
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Nessa abordagem os autores propuseram a aplicação da técnica vector space model
(VSM) baseada na pontuação ponderada tf *idf . A classificação é realizada por meio do
algoritmo 1NN utilizando a medida de similaridade cosseno.
Em Silva, Souza e Batista (2013) os autores propuseram uma representar as
séries temporais por meio de imagens (recurrence plots). Para a classificação de novos
exemplos foi proposta a aplicação do algoritmo 1NN em combinação com a medida
CK-1 (CAMPANA; KEOGH, 2010). Utilizando essa mesma representação, em Souza,
Silva e Batista (2014) os autores propuseram a construção de modelos por meio do
algoritmo SVM.
Em relação aos métodos que baseiam-se na representação original dos dados
das séries temporais, a tarefa fundamental consiste no tratamento da variabilidade
intra-classe, a qual é caracterizada pela existência de comportamentos defasados no
tempo, distorcidos e em diferentes níveis de escala. Nesse contexto, algumas aborda-
gens propuseram adaptar os algoritmos de aprendizado tradicionais. Como exemplo,
na construção de classificadores utilizando SVM, as funções núcleo clássicas não são
adequadas para tratar as invariâncias necessárias (GUDMUNDSSON; RUNARSSON;
SIGURDSSON, 2008). Desse modo, em Zhang et al. (2010) foi proposta uma função nú-
cleo baseada na medida DTW, denominada Gaussian DTW (GDTW). Alternativamente,
no estudo de Grabocka, Nanopoulos e Schmidt-Thieme (2012) os autores propuseram
adicionar novos exemplos ao conjunto de treinamento, que permitissem caracterizar
diferentes tipos de variações.
A abordagem amplamente explorada na literatura consiste na utilização do
algoritmo 1NN com alguma medida de similaridade que permita o tratamento das
variações intra-classe. Diversas outras medidas de similaridade tem sido desenvolvidas
com esse propósito, tais como LCSS, EDR, ERP, CID, move-split-merge (MSM) (STE-
FAN; ATHITSOS; DAS, 2013), weighted DTW (WDTW) (JEONG; JEONG; OMITAOMU,
2011), derivative DTW (DDTW) (KEOGH; PAZZANI, 2001). Em Giusti e Batista (2013)
e em Serra e Arcos (2014) são avaliadas experimentalmente diversas medidas de
similaridade. Contudo, o algoritmo 1NN em combinação com a medida DTW (1NN-
DTW) ainda é considerado o método estado da arte para a classificação de séries
temporais, em termos do desempenho de acurácia. (DING et al., 2008; WANG et al.,
2013; BATISTA et al., 2013).
Como discutido em Yamada et al. (2003), Yamada et al. (2005), Ye e Keogh
(2009), Ye e Keogh (2011), em domínios que envolvem processos de auxílio à tomada
de decisão, é de fundamental importância prover um entendimento sobre raciocínio uti-
lizado pelo classificador (XING et al., 2011; XING; PEI; YU, 2012; GHALWASH; OBRA-
DOVIC, 2012; GHALWASH; RADOSAVLJEVIC; OBRADOVIC, 2013; GHALWASH;
RADOSAVLJEVIC; OBRADOVIC, 2014). No entanto, os classificadores baseados em
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abordagens lazy, tais como o 1NN, não apresentam um modelo explícito do conhe-
cimento a priori. Além desse aspecto, no algoritmo 1NN o resultado do processo de
classificação corresponde ao grau de similaridade com o exemplo mais próximo na
base de séries temporais. Essa característica pode prejudicar a interpretação dos
resultados, pois possíveis comportamentos de interesse locais são generalizados em
um único valor global. Em relação aos demais métodos de classificação mencionados
nesta seção, a maioria possibilita a construção de modelos, no entanto não inteligí-
veis. Uma alternativa comumente adotada para atingir essa característica tem sido
a construção de classificadores baseados no aprendizado simbólico (BAKSHI et al.,
1994; KADOUS, 1999; KADOUS; SAMMUT, 2004; KADOUS; SAMMUT, 2005; KUDO;
TOYAMA; SHIMBO, 1999; COTOFREI; STOFFEL, 2002; RODRIGUEZ; ALONSO; BOS-
TROM, 2001; COTOFREI; STOFFEL, 2005). Entretanto, a maioria dos métodos da
literatura de séries temporais basearam-se principalmente na utilização de descritores
de características estatísticas e/ou parâmetros de ajuste de funções, os quais são mais
distantes da percepção humana. Nesse contexto, uma abordagem emergente, proposta
para a descrição de atributos morfológicos e de modelos inteligíveis foi apresentada
em Ye e Keogh (2009), denominada primitiva shapelet, que será detalhada no próximo
capítulo, devido ao fato de ser utilizada como técnica base neste trabalho.
2.9 CONSIDERAÇÕES FINAIS
Neste capítulo foram apresentados os principais aspectos referentes à mine-
ração de dados em séries temporais por meio da caracterização de tarefas como
pré-processamento, medidas de similaridade, e abordagens baseadas em técnicas de
aprendizado de máquina. Em especial, foram relacionados os principais métodos de
classificação de séries temporais propostos na literatura, por ser a tarefa de interesse
deste trabalho. Nesse contexto, apesar dos diversos métodos existentes na literatura,
ainda poucas abordagens foram propostas com o intuito de prover modelos simbóli-
cos de classificação que permitissem resultados comparáveis ao algoritmo 1NN-DTW.
Desse modo, no próximo capítulo são descritas as estratégias baseadas no conceito da
primitiva shapelet (YE; KEOGH, 2009), a qual tem demonstrado promissor desempenho
em termos da acurácia e da inteligibilidade dos modelos de classificação.
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3 INTELIGIBILIDADE NA CLASSIFICAÇÃO DE SÉRIES TEMPORAIS
3.1 CONSIDERAÇÕES INICIAIS
Como descrito no capítulo anterior, a tarefa de classificação de séries tem-
porais tem sido amplamente explorada na literatura. Nesse contexto, o algoritmo de
aprendizado baseado em exemplos, 1-vizinho mais próximo, tem sido apontado como
a melhor abordagem para uma grande variedade de domínios de séries temporais, em
termos da acurácia de classificação (XI et al., 2006; DING et al., 2008; BATISTA et al.,
2013; WANG et al., 2013). Entretanto, em algumas aplicações reais, especialmente as
que estejam relacionadas a processos de auxílio à tomada de decisões (exemplos: me-
dicina, saúde e sistemas de monitoração de segurança), é necessário expor o raciocínio
realizado pelo classificador de modo inteligível. Nesse cenário, o foco não deve estar
somente na acurácia do modelo, mas também na sua inteligibilidade (BATYRSHIN;
SHEREMETOV, 2008; XING et al., 2011; XING; PEI; YU, 2012; GHALWASH; OBRA-
DOVIC, 2012; GHALWASH; RADOSAVLJEVIC; OBRADOVIC, 2013; GHALWASH;
RADOSAVLJEVIC; OBRADOVIC, 2014).
Como mencionado no capítulo anterior, os algoritmos baseados no paradigma
de aprendizado de máquina simbólico têm a capacidade de prover uma representação
do conhecimento por meio de árvores ou regras de decisão. De modo geral, essas
abordagens possibilitam uma melhor compreensão do conhecimento contido no modelo
do que os algoritmos baseados nos demais paradigmas de aprendizado (MICHALSKI;
BRATKO; KUBAT, 1998; REZENDE, 2003; FACELI et al., 2011). Na literatura de séries
temporais, abordagens baseadas em representações simbólicas têm sido adotadas
para a construção de modelos de classificação inteligíveis (GEURTS, 2001; YAMADA
et al., 2003; YE; KEOGH, 2011; HILLS et al., 2013). Nesse contexto, neste capítulo,
são apresentados trabalhos da literatura relacionados à construção de classificadores
e/ou a descritores de características que foram propostos para facilitar a interpretação
do conhecimento representado pelos modelos.
3.2 TRABALHOS RELACIONADOS
Um trabalho pioneiro para a construção de modelos de classificação simbólicos
em séries temporais foi apresentado em Bakshi et al. (1994). Nesse estudo, os autores
utilizaram formas morfológicas predefinidas como primitivas para descrever o compor-
tamento das séries temporais. A partir dessas primitivas foram extraídas características
relacionadas ao controle de processos químicos, as quais foram utilizadas para a
indução de uma árvore de decisão.
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Em Kadous (1999), foi proposto um método de classificação de séries tempo-
rais por meio de descritores que permitissem resultados compreensíveis, o qual foi
posteriormente estendido em Kadous e Sammut (2004), Kadous e Sammut (2005).
Nessa abordagem os autores realizaram a extração de descritores estatísticos globais,
como a média dos valores da série temporal, e de características locais, como ten-
dência e valores máximo e mínimo, por meio da divisão da série em subsequências.
Posteriormente, foi aplicada uma técnica de agrupamento sobre as características
extraídas, e então os centroides de cada grupo foram utilizados para a indução de uma
árvore de decisão por meio do algoritmo C4.5.
No estudo elaborado em Kudo, Toyama e Shimbo (1999) os autores definiram
regiões retangulares sobre o espaço-tempo das séries temporais para verificar quais
séries possuíam valores dentro dessas regiões. Utilizando essa abordagem, as séries
foram representadas por um conjunto de atributos binários que caracterizam a presença
ou ausência da série temporal nas regiões definidas. A partir dessa representação, os
autores criaram um algoritmo para a indução de regras de classificação.
Em Rodriguez, Alonso e Bostrom (2001), os autores propuseram dividir as
séries em intervalos e então determinar descritores binários baseados nos valores
de média e de variância. Essa representação foi utilizada para construção de regras
baseadas na lógica de primeira ordem. Uma extensão desse trabalho foi apresentada
em Gonzalez e Diez (2004), na qual características baseadas em distâncias foram
adicionadas por meio da medida DTW. A partir dessa representação foram induzidos
modelos de classificação baseados em árvores de decisão. Em Morchen (2003) os
autores utilizaram os parâmetros da representação DWT e da DFT para a construção
de regras de classificação.
No trabalho de Cotofrei e Stoffel (2002) e posteriormente em Cotofrei e Stoffel
(2005), foram propostas duas abordagens para extração de características das séries
temporais. A primeira baseia-se em particionar as séries em segmentos, para os quais
são calculados valores de média e de variância, valor máximo e mínimo, e valor inicial
e final de cada segmento. Na segunda abordagem, as séries são transformadas para a
representação de diferenças de primeira ordem e então são discretizadas por meio do
método de partição por frequências (CATLETT, 1991). Em seguida, a representação
simbólica é também particionada em segmentos, para os quais regras de classificação
são extraídas por meio do algoritmo C4.5. Como produto final, os autores propuseram
combinar as regras de classificação induzidas sobre os descritores estatísticos com as
regras extraídas sobre a representação simbólica.
Na abordagem proposta em Yamada et al. (2003), a classificação de séries
temporais é realizada por meio da indução de uma árvore de decisão, em que cada nó
interno está associado a uma série temporal. O processo de decisão é realizado pela
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determinação do grau de similaridade entre uma nova série temporal a ser classificada
e as séries representadas pelos nós internos da árvore.
Em Hidasi e Gaspar-Papanek (2011) foi apresentado o algoritmo ShiftTree, que
baseia-se na construção de uma árvore de decisão, em que cada nó da estrutura está
associado a um mecanismo dinâmico, denominado cursor, para determinar o valor
dos atributos em cada série temporal avaliada. O cursor permite delimitar porções
específicas das séries para cada tipo de descritor utilizado. Alguns dos descritores
aplicados nesse trabalho foram média, variância, mínimo e máximo locais, mínimo e
máximo globais.
No estudo conduzido por Zalewski et al. (2013), os autores propuseram pri-
meiramente discretizar as séries temporais utilizando as representações SAX (LIN et
al., 2007) ou EFVD (ZALEWSKI et al., 2012b). Após, com o intuito de caracterizar a
relação temporal existente entre os símbolos produzidos pela discretização, os autores
propuseram particionar as séries em segmentos de igual tamanho e então contabilizar
a frequência dos símbolos e a frequência das transições entre os símbolos para cada
segmento. Posteriormente, os descritores de cada segmento foram utilizados como
atributos para a indução de uma árvore de decisão, por meio do algoritmo C4.5.
Apesar dos trabalhos mencionados terem como foco a capacidade de interpre-
tação do conhecimento por meio da construção de modelos simbólicos de classificação,
não necessariamente, os descritores utilizados permitem a fácil compreensão do
conhecimento representado. Nesse contexto, alguns estudos têm defendido que carac-
terísticas morfológicas podem ser utilizadas para fornecer uma maior capacidade de
compreensão dos modelos simbólicos para a classificação de séries temporais.
No trabalho de Geurts (2001), os autores propuseram utilizar subsequências
para caracterizar uma determinada classe. Nessa abordagem, cada nó interno da
árvore de decisão é representado por uma subsequência identificada a partir de
alguma série temporal do conjunto avaliado. O processo de classificação é realizado
por meio do grau de similaridade entre uma dada série temporal e a subsequência
presente em cada nó analisado.
Em Maletzke et al. (2009) os autores propuseram um método para a extração de
conhecimento em séries temporais utilizando a combinação de descritores estatísticos,
como valor máximo global, mínimo global, média, variância, curtose e obliquidade, e de
descritores morfológicos, usando a identificação de motifs (CHIU; KEOGH; LONARDI,
2003). Por meio da avaliação experimental realizada os autores demonstraram a
efetividade do método proposto, em termos da acurácia e da inteligibilidade do modelo
de classificação, pela representação de padrões morfológicos em conjunção com
árvores de decisão (MALETZKE et al., 2014).
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Nos últimos cinco anos, o maior foco de esforço em pesquisas para a constru-
ção de modelos simbólicos para a classificação de séries temporais tem sido sobre a
primitiva shapelet, a qual apresenta conceitos similares aos introduzidos em Geurts
(2001), em Yamada et al. (2003) e em Maletzke et al. (2009).
3.3 PRIMITIVA SHAPELET
A primitiva shapelet, introduzida em Ye e Keogh (2009), tem sido explorada
na literatura de séries temporais como um descritor de características morfológicas
para prover um maior nível de inteligibilidade nos modelos simbólicos de classificação.
Essa primitiva consiste em uma subsequência de uma série temporal que permite
maximizar a discriminação entre as classes de um dado conjunto de séries temporais.
A construção de classificadores por meio do uso de shapelets envolve a quantificação
da similaridade entre uma shapelet e cada série temporal, de modo que o nível de
similaridade é utilizado como característica discriminatória (LINES et al., 2012). A
qualidade de cada shapelet é determinada em termos da capacidade de separação
da classe à qual esta pertence em relação às demais classes do conjunto. Na figura 6
é apresentada uma ilustração de quatro séries temporais {T1, T2, T3, T4}, distribuídas
em duas classes (A e B); e a shapelet identificada, que permite distinguir as séries da
classe A.
Figura 6 – Ilustração da primitiva shapelet para a classificação de séries temporais (YE;
KEOGH, 2011).
A classificação de séries temporais por meio do uso da primitiva shapelet
apresenta alguns benefícios em relação às demais abordagens, tais como:
• shapelets são facilmente interpretáveis e podem oferecer uma compreensão
sobre o domínio do problema a ser tratado (YE; KEOGH, 2009; YE; KEOGH,
2011);
• os classificadores induzidos por meio de shapelets são mais compactos em rela-
ção a maioria das demais abordagens, e desse modo, o processo de classificação
de novas instâncias torna-se mais rápido (MUEEN; KEOGH; YOUNG, 2011);
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• o uso de shapelets permite a identificação de subsequências morfológicas simila-
res, independente de fase, ou seja, não existe dependência em relação à posição
temporal das subsequências na série (LINES et al., 2012; HILLS et al., 2013).
Os métodos de classificação baseados na primitiva shapelet podem ser dividi-
dos em duas categorias: a primeira corresponde à identificação de shapelets durante
o processo de indução do classificador, aqui denominada por abordagem embutida
(figura 7 (a)); enquanto que a segunda categoria é composta pelas abordagens que
separam o processo de seleção de shapelets da etapa de construção do modelo de
classificação, aqui denominada por abordagem transformada (figura 7 (b)).
Figura 7 – Abordagens baseadas na primitiva shapelet. (a) Abordagem embutida e (b)
abordagem transformada.
Nas seções 3.4 e 3.5 são apresentados exemplos de algoritmos propostos na
literatura, considerando as abordagens embutida e transformada, respectivamente
3.4 ABORDAGEM EMBUTIDA – ALGORITMO YK
O conceito de shapelet, em sua essência, foi inicialmente proposto em Geurts
(2001), no qual os autores estudaram a busca por subsequências em séries temporais
que pudessem discriminar uma determinada classe. No entanto, os autores consi-
deraram a busca pela melhor subsequência discriminante como intratável, devido a
requisitos de tempo de processamento. Desse modo, o método alternativo utilizado
nesse trabalho baseou-se em selecionar aleatoriamente uma série temporal de cada
classe, e para cada série selecionada aplicar o algoritmo adaptative piecewise constant
approximation (APCA) (CHAKRABARTI et al., 2002) para a redução de dimensão.
Sobre esse espaço dimensional reduzido foi realizada a busca de subsequências de
diferentes tamanhos com o intuito de selecionar uma subsequência com o menor nível
de similaridade em relação às séries das demais classes.
Em Yamada et al. (2003), com o objetivo de construir um modelo interpretável,
os autores propuseram um classificador baseado em uma árvore de decisão. No en-
tanto, ao invés de realizar a extração de subsequências discriminantes para cada classe,
como proposto em Geurts (2001), os autores utilizaram uma série temporal inteira
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para representar cada nó da árvore de decisão induzida. Desse modo, o processo de
classificação de novas instâncias é realizado pela mensuração do nível de similaridade
entre a série temporal a ser classificada e as séries que compõem cada nó da árvore
de decisão. Em relação ao trabalho de Geurts (2001), nessa abordagem não é utilizada
redução de dimensão, mas mesmo assim, o custo computacional para encontrar uma
série temporal que seja discriminante entre as demais classes é algumas ordens de
grandeza menor do que a tarefa de busca por shapelets. Entretanto, como discutido
em Ye e Keogh (2009), a utilização de características globais como séries temporais
inteiras reduz significativamente a inteligibilidade do modelo de classificação.
Baseando-se nos trabalhos desenvolvidos em Geurts (2001) e em Yamada
et al. (2003), o estudo realizado por Ye e Keogh (2009) propôs o algoritmo YK como
resultado da combinação de ambas as abordagens desses trabalhos. Desse modo,
ao invés de utilizar séries temporais inteiras para representar cada nó da árvore de
decisão, como proposto em Yamada et al. (2003), o método faz uso da ideia introduzida
por Geurts (2001), ao empregar somente as subsequências mais discriminantes das
séries temporais de cada classe.
Algoritmo 1: SelecionarMelhorShapelet (BM , min, max)
Entrada: BM : conjunto de M séries temporais, min: tamanho mínimo de
subsequência, max : tamanho máximo de subsequência
Saída: shapelet : subsequência de melhor qualidade identificada
1 shapelet ← ∅;
2 melhor ← 0;
3 SC ← GerarSubsequenciasCandidatas (BM , min, max);
4 para cada subsequência S em SC faça
5 DS ← CalcularDistancias (S, BM);
6 qualidade← DeterminarQualidade (DS);
7 se qualidade > melhor então
8 melhor ← qualidade;




O processo de identificação de shapelets, segundo o algoritmo YK, é apresen-
tado no algoritmo 1, caracterizado por três etapas: Gerar subsequências candidatas;
calcular distâncias; e determinar qualidade.
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3.4.1 Gerar subsequências candidatas
O algoritmo YK baseia-se na geração de todas as subsequências possíveis de
um dado tamanho n, definido no intervalo [min, max ], onde min e max caracterizam o
menor e o maior tamanho de subsequência possível, respectivamente. A geração de
subsequências é realizada aplicando o conceito de janela deslizante, que é apresentado
na definição 5.
Definição 5 (Janela deslizante) Seja uma série temporal T de tamanho m e seja n o
tamanho das subsequências possíveis, uma janela deslizante de tamanho n consiste
em um conjunto formado por todas as subsequências distintas de tamanho n que
podem ser extraídas de T .
O processo de construção de uma janela deslizante baseia-se em selecionar
uma subsequência de tamanho n a partir de cada posição p da série temporal T ,
denotada por Sn,p = {tp, ..., tn+p−1}, tal que 1 ≤ p ≤ (m − n + 1). Como resultado, o
conjunto de (m−n)+1 subsequências definido pela janela deslizante pode ser expresso
por:
SnT = {Sn,1 ∪ Sn,2 ∪ ... ∪ Sn,(m−n+1)} (3.1)
Na figura 8 é ilustrado o processo de aplicação de uma janela deslizante
de tamanho n sobre uma dada série temporal T . Na porção inicial dessa figura são
representadas oito subsequências de tamanho n extraídas das posições p = {1, ..., 8};
enquanto que na porção central é representada a subsequência de tamanho n extraída
a partir da posição p = 67.
Figura 8 – Ilustração do processo de aplicação de uma janela deslizante (KEOGH; LIN;
TRUPPEL, 2003).
Seja uma base de treino BM com M séries temporais, denota-se o conjunto
de todas as subsequências candidatas de tamanho n para uma série temporal Ti ∈
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BM como Sni , tal que 1 ≤ i ≤ M. Desse modo, denota-se o conjunto de todas as
subsequências possíveis de tamanho n em BM como:
Sn = {Sn1 ∪ Sn2 ∪ ... ∪ SnM} (3.2)




(mi − n + 1) (3.3)
onde mi é o tamanho da série temporal Ti .
Assumindo que para uma determinada base BM o tamanho n seja restrito ao
intervalo min ≤ n ≤ max , denota-se o conjunto de todas as subsequências candidatas
como:
SC = {Smin ∪ Smin+1 ∪ ... ∪ Smax} (3.4)






(mi − n + 1) (3.5)
Algoritmo 2: GerarSubsequênciasCandidatas (BM , min, max)
Entrada: BM : conjunto de séries M temporais, min: tamanho mínimo de
subsequência, max : tamanho máximo de subsequência
Saída: SC: conjunto de subsequências candidatas
1 SC ← ∅;
2 salto ← 1;
3 n← max ;
4 enquanto n ≥ min faça
5 para cada série temporal T em BM faça
6 SC ← SC ∪ SnT ;
7 fim
8 n← n − salto;
9 fim
10 retorna SC
No algoritmo 2 é descrito o processo de geração das subsequências candidatas.
A variável salto é utilizada para determinar a variação do tamanho de subsequência a
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cada iteração. Em Ye e Keogh (2009), Ye e Keogh (2011) na maioria das avaliações
experimentais realizadas, foi adotado salto = 1.
Em relação aos parâmetros min e max os autores do algoritmo YK propuseram
utilizar, na maioria de seus experimentos, os seguintes valores: min = 3, que define o
menor tamanho de subsequência significante; e max = m.
3.4.2 Calcular distâncias
A segunda etapa do algoritmo YK consiste em calcular a distância de uma
dada subsequência candidata Sni ∈ SC para cada série temporal T ∈ BM , tal como
descrito no algoritmo 3.
Algoritmo 3: CalcularDistâncias (S, BM)
Entrada: BM : conjunto de séries M temporais, S: subsequência de tamanho n
Saída: DS: conjunto de distâncias de S em relação a BM
1 DS ← ∅;
2 para cada série temporal T em BM faça
3 DS ← DS ∪ SubDist(S, T );
4 fim
5 retorna DS
A função SubDist, utilizada na linha 3, é caracterizada pela definição 7. No
entanto, anteriormente, é necessário apresentar a distância entre séries temporais
(definição 6).
Definição 6 (Distância entre séries temporais) Sejam duas séries temporais Ta e
Tb, de igual tamanho m, a função Dist(Ta, Tb) retorna um valor real não negativo d, que
expressa a distância entre as duas séries temporais.
A função Dist também pode ser utilizada para calcular a distância entre duas
subsequências de mesmo tamanho. No entanto, o processo de identificação de sha-
pelets envolve o cálculo de similaridade entre subsequências de tamanhos diferentes.
Desse modo, tem-se a definição do conceito de distância de subsequência.
Definição 7 (Distância de subsequência) Sejam duas subsequências S e R de ta-
manho nS e nR, respectivamente, tal que nS < nR, e seja S
nS
R a janela deslizante de
tamanho nS aplicada sobre a subsequência R, a distância de subsequência é dada
pela função SubDist(S, R):
SubDist(S, R) = Min(Dist(S, r )), r ∈ SnSR (3.6)
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onde Min é uma função que retorna a menor distância entre S e todas as subsequências
contidas em SnSR .
Na figura 9 é apresentada uma ilustração da posição na qual ocorre a menor
distância entre as subsequências S e R.
Figura 9 – Representação esquemática da localização da menor distância encontrada
entre as subsequências S e R (YE; KEOGH, 2011).
Para o algoritmo YK, os autores propuseram definir a função Dist por meio da
distância Euclidiana (equação 2.5) e aplicar a normalização de amplitude (equação 2.2)
sobre as subsequências, anteriormente ao cálculo de distâncias.
Como produto dessa etapa, tem-se um conjunto de distâncias (definição 8)
que permite caracterizar uma determinada subsequência em relação a um conjunto de
séries temporais.
Definição 8 (Conjunto de distâncias) Seja uma subsequência S de tamanho n e
uma base de séries temporais BM , composta por séries temporais de tamanho m, tal
que n ≤ m, o conjunto de distâncias de S é expresso por:
DS = {d1, d2, ..., dM} = {SubDist(S, T1), SubDist(S, T2), ..., SubDist(S, TM)} (3.7)
3.4.3 Determinar qualidade
A terceira etapa do algoritmo YK para a identificação de shapelets, descrita
pelo algoritmo 4, consiste em determinar a qualidade de uma subsequência S a partir
do respectivo conjunto de distâncias DS, calculadas durante a etapa anterior. Para isso,
inicialmente, conjunto de distâncias DS é transformado em uma linha de ordenação
(definição 9).
Definição 9 (Linha de ordenação) Seja um conjunto de distâncias DS, e seja uma
base de séries temporais BM , com M séries temporais e um conjunto C de w classes.
Uma linha de ordenação L é uma representação unidimensional de DS por meio de um
conjunto de M valores, tal que L = {d1, d2, ..., dM} esteja ordenado de modo ascendente
em função dos valores di .
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Algoritmo 4: DeterminarQualidade(DS)
Entrada: DS: conjunto de distâncias de S em relação a BM
Saída: maxGI: máximo valor de ganho de informação
1 L← Ordenar (DS);
2 maxGI ← 0;
3 maxSep ← 0;
4 para i← 1 até |L| − 1 faça
5 lsi ← 12 (di+1 + di);
6 GI ← Ganho(L, lsi);
7 Sep ← DistSep(L, lsi);
8 se (GI > maxGI) ou ((GI = maxGI) e (Sep > maxSep)) então
9 maxGI ← GI;




Na figura 10 é apresentada uma representação esquemática da construção de
uma linha de ordenação para uma dada subsequência S em relação a uma base de
séries temporais B8 = {T1, ..., T8}, composta por séries da classe círculo e quadrado.
Figura 10 – Representação esquemática de uma linha de ordenação (MUEEN; KEOGH;
YOUNG, 2011).
Na linha 5 do algoritmo 4, cada par adjacente dos elementos contidos na linha
de ordenação L, é utilizado para determinar o valor do limiar de separação, tal como
apresentado na definição 10.
Definição 10 (Limiar de separação) Um limiar de separação ls é um número real que
permite dividir uma linha de ordenação L em dois subconjuntos disjuntos LE = {di : di ∈
L, di ≤ ls} e LD = {di : di ∈ L, di > ls}.
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Seja uma linha de ordenação L, o conjunto de limiares de separação possíveis





A figura 11 contém uma ilustração de uma linha de ordenação composta por
nove séries temporais, sendo cinco da classe círculo e quatro da classe quadrado.
Nesta figura, as posições indicadas por ls4 e ls5 representam o limiar de separação
entre as séries L4 e L5, e L5 e L6, respectivamente.
Figura 11 – Ilustração do limiar de separação (GHALWASH; OBRADOVIC, 2012).
Na proposta do algoritmo YK, o ganho de informação (SHANNON, 1948) é
utilizado como medida de qualidade do limiar de separação. Essa medida é determinada
pela função Ganho (linha 6), caracterizada nas definições 11 e 12.
Definição 11 (Ganho de informação) Considerando um determinado limiar de sepa-
ração ls, e seja o tamanho de L, LE e LD, expresso por |L|, |LE | e |LD| respectivamente;
o ganho de informação é dado por:










Definição 12 (Entropia) Seja uma linha de ordenação L, e seja nk a quantidade de
elementos de L que estejam associados a uma determinada classe ck ∈ C, a entropia










no qual N =
∑w
j=1 nj .
Na abordagem proposta para o algoritmo YK, distintos limiares de separação
de uma mesma subsequência podem estar associados a um mesmo valor de ganho de
informação. Nesse cenário os autores propuseram a adoção da distância de separação
como um critério de desempate.
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Definição 13 (Distância de separação) Considerando um determinado limiar de se-












No exemplo ilustrativo da figura 11, os limiares de separação ls4 e ls5 são
os maiores valores de ganho de informação encontrados para a linha de ordenação
representada, e ambas têm o mesmo valor, pois separam igualmente as séries entre
as classes. Nesse caso, o limiar de separação ls4 será selecionado pois apresenta a
maior distância de separação.
Dadas as definições apresentadas acima, os autores de Ye e Keogh (2009),
definem uma shapelet como:
Definição 14 (Shapelet) Uma shapelet é uma tupla SH = (S, ls), na qual S é alguma
subsequência de SC, que associada a um valor ls permite dividir uma linha de orde-
nação L em dois subconjuntos disjuntos, tal que o ganho de informação gerado por ls
seja o máximo possível para L.
Utilizando esta definição, nas seções 3.4.4 e 3.4.5 são descritos os processos
de indução da árvore de decisão e de classificação, respectivamente.
3.4.4 Construção da árvore de decisão
O processo de identificação de shapelets, realizado pelo algoritmo YK, ocorre
conjuntamente com a indução da árvore de decisão. No algoritmo 5 é descrito um
procedimento recursivo, que recebe como parâmetros de entrada um conjunto de séries
temporais BM , uma árvore de decisão A, inicialmente vazia, e os valores de min e de
max , previamente determinados. Em cada chamada do algoritmo é realizada a busca
pela melhor shapelet SH para um dado conjunto de séries temporais BM . Desse modo,
para cada SH selecionada, um novo nó de decisão é criado em A.
Na figura 12 é apresentada uma representação esquemática do processo
de construção de uma árvore de decisão por meio de shapelets. A figura 12 (a)
contém a ilustração de sete séries temporais, cada uma relacionada a uma classe de
{0, 1, 2, 3, 4, 5, 6}. Na figura 12 (b) é apresentada a árvore de decisão construída, na
qual cada nó é representado por uma das shapelets ilustradas na figura 12 (c).
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Figura 12 – Representação esquemática da construção de uma árvore de decisão
construída com shapelets. (a) sete séries temporais, cada qual represen-
tando uma classe; (b) árvore de decisão gerada com as (c) shapelets
identificadas (YE; KEOGH, 2011).
Algoritmo 5: AlgoritmoYK (BM , min, max , A)
Entrada: BM : conjunto de M séries temporais, min: tamanho mínimo de
subsequência, max : tamanho máximo de subsequência, A: árvore de
decisão vazia
Saída: A: árvore de decisão construída
1 SH ← SelecionarMelhorShapelet(BM , min, max);
2 CriarNodo(A, SH);
3 se Entropia(LE ) 6= 0 então
4 AlgoritmoYK (BLE , min, max , A);
5 fim
6 se Entropia(LD) 6= 0 então
7 AlgoritmoYK (BLD , min, max , A);
8 fim
Como mencionado nas subseções anteriores, uma shapelet SH permite dividir
uma linha de ordenação L em duas partições LE e LD. Consequentemente, também é
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possível separar uma dada base de séries temporais BM em duas partições BLE e BLD .
Desse modo, em cada chamada do algoritmo YK (algoritmo 5), duas novas chamadas
recursivas são realizadas, uma para considerar somente as séries temporais contidas
em BLE e a outra para as demais contidas em BLD . A construção da árvore de decisão
A se encerra quando a entropia das partições esquerda e direita forem iguais à zero.
3.4.5 Classificação
Após a construção da árvore de decisão A, o processo de classificação de uma
nova instância T é realizado por meio de sucessivas comparações das distâncias de
subsequência entre a série temporal T e a shapelet SH contida em cada nó analisado,
até que um nó folha seja encontrado. No algoritmo 6 é apresentado um procedimento
recursivo para predizer a classe de uma série temporal T , segundo uma dada árvore de
decisão A. A tarefa de classificação inicia-se por verificar a distância de subsequência
entre T e a shapelet SH que está na raiz da árvore A. Caso a distância calculada
seja menor que o limiar de separação de SH , o próximo nó a ser verificado estará na
sub-árvore esquerda de A, caso contrário estará na sub-árvore direita de A.
Algoritmo 6: PredizerClasse (A, T )
Entrada: A: árvore de decisão, T : série temporal a ser classificada
Saída: rótulo da classe predita
1 se A é uma folha então
2 retorna classe de A
3 fim
4 senão
5 SH ← shapelet da raiz de A;
6 se SubDist(SH(S), T ) < SH(ls) então
7 PredizerClasse(subarvore esquerda de A, T );
8 fim
9 senão




O processo de identificação de shapelets pode ser entendido como uma versão
supervisionada do algoritmo de descoberta de motifs (BUHLER; TOMPA, 2002; CHIU;
KEOGH; LONARDI, 2003). Desse modo, a seleção de shapelets consiste em um
procedimento de busca exaustiva sobre todo o conjunto de treinamento. O custo com-
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putacional de tempo do algoritmo YK é O(M2m4) no pior caso, onde M corresponde ao
número de séries temporais do conjunto de treinamento e m ao tamanho da maior série
do conjunto. Em Ye e Keogh (2009), Ye e Keogh (2011), os autores propuseram utilizar
algumas técnicas para minimizar o impacto desse custo, no entanto sem melhorias em
relação ao pior caso.
3.4.7 Logical shapelets
No trabalho de Mueen, Keogh e Young (2011) foi proposta uma extensão do
método de Ye e Keogh (2011), Ye e Keogh (2009), na qual os autores introduziram
o algoritmo logical shapelets. Os autores argumentam que existem séries temporais
que somente podem ser descritas, ou melhor caracterizadas, por meio da combinação
de shapelets. Desse modo, nessa abordagem foram utilizados múltiplos shapelets,
agrupados por meio de conjunções ou disjunções, em cada nó da árvore de decisão.
A principal motivação desse algoritmo é exemplificada na figura 13. No cenário re-
presentado, existem duas classes, classe quadrado (figura 13 (a)) e classe círculo
(figura 13 (b)), distribuídas em quatro séries temporais. Nenhuma das shapelets seleci-
onadas, S1H e S
2
H , são capazes de prover uma boa separação das séries na linha de
ordenação (figura 13 (c)), pois estão presentes em ambas as classes. Desse modo, a
proposta do algoritmo logical shapelets, que consiste em combinar shapelets por meio
de conjunções ou disjunções, pode resolver esse tipo de problema.
Figura 13 – Ilustração da ideia do algoritmo logical shapelets. (a) séries da classe qua-
drado; (b) séries da classe círculo; (c) linhas de ordenação geradas pelas
shapelets selecionadas; (d) linha de ordenação produzida pela conjunção
das shapelets S1H e S
2
H (MUEEN; KEOGH; YOUNG, 2011).
Os autores conduziram uma avaliação experimental com alguns estudos de
caso e demonstraram a efetividade da abordagem proposta em termos da acurácia
do modelo classificação. Os resultados do algoritmo logical shapelets foram compara-
dos com o algoritmo YK e com o algoritmo 1-vizinho mais próximo usando distância
Euclidiana e Dynamic Time Warping (DTW) (descritos na seção 2.7). Além desse
aspecto, nesse trabalho foram propostas algumas técnicas de otimização para a busca
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de shapelets, dentre as quais, uma abordagem baseada em armazenar cálculos de
distâncias recorrentes possibilitou a redução da complexidade de tempo do algoritmo
para O(M2m3), no pior caso.
3.4.8 Fast shapelets
No estudo de Keogh e Rakthanmanon (2013) foi apresentado um novo método
baseado no algoritmo YK, denominado fast shapelets, com o principal intuito de reduzir
o custo computacional do processo de identificação de shapelets. Nesse estudo, os
autores propuseram, primeiramente, discretizar as séries temporais utilizando o algo-
ritmo symbolic aggregate approximation (SAX) e após, utilizar o método de projeções
aleatórias (BUHLER; TOMPA, 2002) para determinar o grau de similaridade entre as
séries discretizadas e também a qualidade das subsequências. Por meio dessa repre-
sentação e da introdução de uma técnica de otimização baseada na normalização das
subsequências durante o processo de cálculo de distâncias, o algoritmo fast shapelets
possibilitou a redução da complexidade de tempo para O(Mm2), no pior caso. Por outro
lado, a abordagem adotada baseia-se em um método não determinístico (projeções
aleatórias), de modo que a cada execução do algoritmo, um subconjunto distinto de
shapelets pode ser identificado. Além desse aspecto, o algoritmo fast shapelets intro-
duziu no processo de busca pelas shapelets quatro novos parâmetros, que necessitam
ser avaliados para cada domínio.
Os autores conduziram uma avaliação experimental utilizando 32 conjuntos
de séries temporais amplamente utilizados na literatura (KEOGH et al., 2006) e de-
monstraram que não existe diferença significativa, em termos da acurácia do modelo
de classificação, entre os algoritmos logical shapelets e fast shapelets.
3.5 ABORDAGEM TRANSFORMADA
Em Lines et al. (2012), os autores introduziram uma generalização da primitiva
shapelet para separar a tarefa de identificação de shapelets do processo de indução
da árvore de decisão. Essa abordagem consiste em extrair as k melhores shapelets do
conjunto de treinamento para construir uma nova representação das séries temporais.
Os autores denominaram essa representação como transformada shapelet, na qual
cada série temporal passa a ser representada pelo conjunto de distâncias em relação
ao conjunto de k shapelets selecionado.
O processo de aplicação da transformada shapelet pode ser estruturado em
três fases:
1. Estimar o parâmetro k ;
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2. Selecionar k shapelets;
3. Aplicar a transformada.
3.5.1 Estimar o parâmetro k
A fase 1 da transformada shapelet consiste em estimar automaticamente a
quantidade k de shapelets que serão utilizadas. O parâmetro k é utilizado somente
como um limiar de corte, de modo que o valor de k não tem influência sobre a qualidade
individual das shapelets selecionadas. Entretanto, a seleção de poucas shapelets pode
não prover informações suficientes para determinados domínios, enquanto que o uso de
muitas shapelets pode causar sobreajuste nos modelos construídos sobre o conjunto
de treinamento. Em Lines et al. (2012) foram propostas duas abordagens para estimar
o valor de k . Na primeira, o valor de k é ajustado para m2 , sendo m o tamanho das
séries temporais. A segunda abordagem baseia-se na aplicação de um processo de
validação cruzada de cinco partições sobre o conjunto de treinamento. Para cada
partição foram criados m conjuntos, cada qual com k ∈ {1, 2, ..., m} shapelets. O valor
final de k é definido pelo valor de m que possibilitou a maior acurácia média sobre as
cinco partições.
3.5.2 Selecionar k shapelets
A fase 2 é descrita pelo algoritmo 7, o qual apresenta algumas similaridades em
relação ao processo de escolha de shapelets adotado pelo algoritmo YK. No entanto,
as propostas de Ye e Keogh (2009) e de Lines et al. (2012) para a identificação de
shapelets se distinguem principalmente em dois aspectos: a generalização da medida
de qualidade, e a manutenção de k shapelets durante o processo de busca.
Os autores de Lines et al. (2012) introduziram uma generalização do processo
de determinação da qualidade de uma shapelet, de modo que a medida utilizada não
necessariamente tenha que estar associada a um limiar de separação. Para avaliar
essa nova ideia os autores propuseram aplicar a estatística F, do cálculo de variâncias,
para avaliar a qualidade da distribuição das classes em um dado conjunto de distâncias
DS. No entanto, cabe ressaltar que a abordagem continua sendo válida também para o
ganho de informação como medida de qualidade.
Considerando a generalização proposta, é possível redefinir o conceito da
primitiva shapelet como:
Definição 15 (Shapelet) Uma shapelet SH é alguma subsequência S ∈ SC, que por
meio de alguma métrica de qualidade, permite uma melhor distribuição das séries
temporais de um conjunto BM para um dado conjunto C de classes.
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Algoritmo 7: kMelhoresShapelets (BM , min, max , k )
Entrada: BM : conjunto de M séries temporais, min: tamanho mínimo de
subsequência, max : tamanho máximo de subsequência, k : quantidade
de shapelets a serem selecionadas
Saída: kShapelets: conjunto de k melhores shapelets identificadas
1 kShapelets ← ∅;
2 shapelets′ ← ∅;
3 SC ← GerarSubsequenciasCandidatas (BM , min, max);
4 para cada subsequência S em SC faça
5 DS ← CalcularDistancias (S, BM);
6 qualidade← DeterminarQualidade (DS);




11 kShapelets ← SelecionarKMelhores(k , kShapelets ∪ shapelets′);
12 retorna kShapelets
Diferente da proposta de Ye e Keogh (2009), na qual somente a shapelet de
melhor qualidade é mantida durante o processo de busca, na abordagem de Lines et
al. (2012) são mantidas as k melhores. Para isso foram utilizados três procedimentos
(linhas 10-12). A cada iteração do algoritmo, todas as subsequências de tamanho n são
armazenadas na variável shapelets′; ao final de cada iteração, as subsequências são
organizadas por meio do procedimento OrdenarPorQualidade, de modo ascendente em
função da medida de qualidade utilizada. Após, o procedimento RemoverAutoSimilares
é aplicado para retirar do conjunto shapelets′ as shapelets consideradas auto-similares.
Os autores definem a auto-similaridade de duas shapelets quando ambas são proveni-
entes de uma mesma série temporal e apresentam interseção entre seus índices de
início e fim, dentro da série. Ao final, por meio da função SelecionarKMelhores é realiza
do um filtro das k melhores shapelets a partir da união dos conjuntos kShapelets e
shapelets′.
Com o intuito de minimizar o custo computacional do processo de identificação
de shapelets, em Lines et al. (2012) os autores propuseram uma abordagem automá-
tica para determinar os parâmetros min e max , descrita no algoritmo 8. O algoritmo
EstimarMinMax não tem o intuito de garantir necessariamente a escolha dos melhores
valores para os parâmetros min e max , e sim permitir um procedimento automático para
estimá-los. Para cada iteração do algoritmo, a ideia consiste em selecionar aleatoria-
mente dez séries temporais de BM , que serão utilizadas na etapa de treinamento (linhas
2-3); após, o algoritmo 7 é aplicado para selecionar k = 10 shapelets, considerando
74
os parâmetros: B10 que representa as dez séries temporais selecionadas, min = 3 e
max = M. Ao executar as 10 iterações do algoritmo, o conjunto shapelets∗ contém 100
shapelets ordenadas com base no tamanho das shapelets (linha 7). Na proposta de
Lines et al. (2012), os parâmetros min e max são definidos pelo tamanho das shapelets
situadas nas posições 25 e 75 do conjunto shapelets∗, respectivamente.
Algoritmo 8: EstimarMinMax (BM)
Entrada: BM : conjunto de M séries temporais
Saída: min: tamanho mínimo de subsequência, max : tamanho máximo de
subsequência
1 shapelets∗ ← ∅;
2 para i← 1 até 10 faça
3 OrganizarAleatoriamente(BM);
4 B10 ← {T1, T2, ...T10};
5 shapelets∗ ← shapelets∗ ∪ kMelhoresShapelets(B10, 3, M, 10);
6 fim
7 OrdenarPeloTamanhoDeSubsequencia(shapelets∗);
8 min← tamanho(S25H );
9 max ← tamanho(S75H );
10 retorna (min, max)
3.5.3 Aplicar a transformada
Na fase 3, o conjunto kShapelets gerado na fase anterior é utilizado para
transformar um conjunto de séries temporais BM de w classes em uma representação
atributo-valor (tabela 1). Nessa representação cada série temporal Ti ∈ BM , 1 ≤ i ≤ M,
é descrita por um conjunto de k shapelets, cada qual associada a um valor distância
dij = SubDist(S
j
H , Ti), 1 ≤ j ≤ k .
Tabela 1 – Representação atributo-valor da transformada shapelet.





T1 d11 d12 ... d1k c1







TM dM1 dM2 ... dMk cw
O algoritmo 9 representa a descrição do processo da transformada shapelet,
no qual a função TransformadaShapelet recebe como entrada o conjunto de séries
temporais BM a ser transformado e o conjunto kShapelets. A cada iteração do algoritmo
uma série temporal Ti é selecionada, e a distância de subsequência dij é calculada
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para cada shapelet S jH . Para cada série Ti as distâncias são armazenadas em DTi =
{di1, di2, ..., dik}; e ao final, a função retorna o conjunto XR = {DT1 ∪ DT2 ∪ ... ∪ DTM},
que é a representação atributo-valor da transformada shapelet.
Algoritmo 9: TransformadaShapelet (BM ,kShapelets)
Entrada: BM : conjunto de séries M temporais, kShapelets: conjunto de k
melhores shapelets identificadas
Saída: XR: representação atributo-valor da transformada shapelet
1 XR ← ∅;
2 para cada série temporal Ti em BM faça
3 para cada shapelet S jH em kShapelets faça
4 dij ← SubDist(S jH , Ti);
5 DTi ← DTi ∪ dij ;
6 fim
7 XR ← XR ∪ DTi ;
8 fim
9 retorna XR
Os autores demonstraram experimentalmente a equivalência entre a abor-
dagem de shapelet embutida de Ye e Keogh (2009) e a transformada shapelet em
combinação com o algoritmo de classificação C4.5. O trabalho também avaliou a
transformada shapelet por meio outros classificadores, tais como 1-vizinho mais pró-
ximo (utilizando distância Euclidiana e DTW), naive bayes, redes bayesianas, florestas
aleatórias e SVM. Os melhores resultados foram verificados com o classificador SVM.
Pelo fato de separar a tarefa de busca por shapelets do processo de construção
do modelo de classificação, a transformada shapelet difere do método original de Ye e
Keogh (2009). A principal motivação dos autores para dividir os dois processos consiste
em possibilitar a aplicação de diferentes algoritmos de classificação, e também permitir
extensões para outras técnicas de aprendizado de máquina.
3.5.4 Clustering shapelets
No trabalho de Hills et al. (2013) os autores propuseram uma extensão da
transformada shapelet para tratar a existência de shapelets similares que representam
um mesmo padrão. Os autores argumentaram que, para alguns domínios a proposta de
Lines et al. (2012) permite a seleção de shapelets similares, e que isso pode implicar
na redução da interpretabilidade dos modelos de classificação induzidos, e na perda
de shapelets que poderiam representar outros padrões. Para tratar esse problema,
os autores investigaram a técnica de agrupamento hierárquico como uma etapa de
pós-processamento. Por meio da avaliação experimental realizada foi constatado que
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é possível reduzir a quantidade de shapelets e manter a acurácia dos modelos de
classificação. No entanto, os autores ponderaram o fato de essa abordagem introduzir
o número de centroides como um novo parâmetro a ser analisado em cada domínio.
Baseando-se na generalização da medida de qualidade proposta no algoritmo
original da transformada shapelet, também foi explorada a aplicação de outras medidas
de qualidade, tais como Kruskal-Wallis e mediana de Mood. Por meio da avaliação
experimental realizada, os autores demonstraram a equivalência das medidas propostas
em relação às medidas existentes (YE; KEOGH, 2009; LINES et al., 2012).
3.5.5 Discriminative shapelets
No trabalho de Yuan, Wang e Han (2014) os autores propuseram duas exten-
sões da abordagem de Hills et al. (2013). A primeira para considerar o problema das
shapelets similares, foi apresentada uma técnica que consiste em analisar o grau de
similaridade entre as shapelets e seus respectivos limiares de separação. A principal
desvantagem em relação a Lines et al. (2012) é a necessidade do uso de uma medida
de qualidade que possa ser associada a um limiar de separação, tal como o ganho de
informação.
A segunda extensão foi proposta para reduzir a quantidade de shapelets seleci-
onadas, similarmente ao que ocorre na fase 1 da abordagem original da transformada
shapelet (LINES et al., 2012). Os autores argumentam que a técnica de utilizar valida-
ção cruzada de cinco partições pode onerar o custo computacional de tempo, quando
a análise envolver grandes conjuntos de séries temporais. Desse modo, a abordagem
apresentada consiste em realizar a seleção de shapelets por meio da adaptação do
algoritmo de cobertura sequencial. Considerando a avaliação experimental realizada,
os autores demonstraram a efetividade do método proposto para a redução do número
de shapelets selecionadas. No entanto, a técnica introduziu o número mínimo de cober-
tura como um novo parâmetro, o qual implica na necessidade de avaliação específica
para cada domínio.
3.6 GENERALIZAÇÕES E APLICAÇÕES DE SHAPELETS
Alguns estudos na literatura têm explorado a generalização do conceito de
shapelet para a utilização nas diversas tarefas de mineração de séries temporais. No
trabalho de Xing, Pei e Yu (2012), Xing et al. (2011), a identificação de shapelets foi
utilizada para classificar séries temporais por meio da análise das porções iniciais das
séries, tarefa denominada pelos autores de classificação precoce (early classification).
Em Ghalwash e Obradovic (2012), Ghalwash, Radosavljevic e Obradovic (2013) os
autores exploraram alternativas para estender esse conceito para a classificação de
séries temporais multivariadas. Posteriormente, em Ghalwash, Radosavljevic e Obra-
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dovic (2014), é proposto um modelo de classificação precoce para estimar o grau de
incerteza das shapelets em séries temporais com ruídos. Em Zakaria, Mueen e Keogh
(2012) os autores introduziram o conceito de shapelet aplicado à tarefa de agrupamento
de séries temporais, nominado pelos autores como u-shapelets. No estudo realizado
em Grabocka et al. (2014), os autores apresentaram uma nova abordagem para a
identificação de shapelets. Ao invés de realizar a busca por subsequências em um
conjunto de séries temporais, é proposto um modelo de otimização baseado no erro de
uma dada função de classificação.
O conceito de shapelet tem sido utilizado com sucesso em várias aplicações
de classificação na literatura, tais como reconhecimento de gestos (HARTMANN;
LINK, 2010); monitoração de sinais fisiológicos (REISS; WEBER; STRICKER, 2011);
climatologia (MCGOVERN et al., 2011); identificação de tipos de marcha (SIVAKUMAR;
SHAJINA, 2012); demanda de eletricidade (CHANG et al., 2012; GORDON; HENDLER;
ROKACH, 2012); diagnóstico de eletrocardiogramas (GHALWASH; RADOSAVLJEVIC;
OBRADOVIC, 2013; GHALWASH; RADOSAVLJEVIC; OBRADOVIC, 2014).
3.7 CONSIDERAÇÕES FINAIS
Em face aos inúmeros trabalhos desenvolvidos para a classificação de séries
temporais, neste capítulo foram apresentados os principais estudos da literatura, que
se dedicaram à construção de classificadores inteligíveis. Em especial, foram descri-
tos os métodos baseados na primitiva shapelet, a qual tem apresentado resultados
promissores como um descritor de características morfológicas interpretáveis (YE; KE-
OGH, 2009). No entanto, a maior parte dos estudos que buscaram essa caracterização
tem se dedicado à melhoria da acurácia por meio de métodos de classificação não
simbólicos (LINES et al., 2012; GRABOCKA et al., 2014), e principalmente, ao desenvol-
vimento de técnicas eficientes para a identificação de shapelets (GORDON; HENDLER;
ROKACH, 2012; HE et al., 2012; KEOGH; RAKTHANMANON, 2013; WISTUBA; GRA-
BOCKA; SCHMIDT-THIEME, 2015; GRABOCKA; WISTUBA; SCHMIDT-THIEME, 2015).
Enquanto que, o aprimoramento dessa abordagem em modelos de classificação simbó-
licos, em termos de inteligibilidade e de acurácia, tem sido pouco explorado (MUEEN;
KEOGH; YOUNG, 2011; HILLS et al., 2013; YUAN; WANG; HAN, 2014).
No próximo capítulo, são apresentadas algumas das contribuições deste traba-
lho no que se refere ao uso de shapelets para a construção de modelos simbólicos de
classificação, visando a inteligibilidade e acurácia dos mesmos.
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4 EXPLORANDO A TRANSFORMADA SHAPELET
4.1 CONSIDERAÇÕES INICIAIS
Como apresentado no capítulo anterior, a utilização do conceito de shapelet,
como um descritor de características morfológicas de séries temporais, vem sendo
explorado na literatura nos últimos seis anos. Nesse contexto, a maior parte dos estudos
tem se dedicado ao desenvolvimento de técnicas e algoritmos para tornar o processo
de busca por shapelets eficiente em termos de tempo. No entanto, ainda existem
poucos trabalhos dedicados ao objetivo original do conceito, que se refere à construção
de classificadores simbólicos, tais como árvores de decisão (YE; KEOGH, 2009).
Em Bagnall et al. (2012), os autores sugerem que em problemas que envolvem
a análise de características morfológicas, a transformação das séries temporais em um
domínio alternativo de representação pode prover melhor acurácia do que a utilização
de algoritmos mais complexos de classificação sobre o domínio do tempo. Adicional-
mente, em Lines et al. (2012) e em Hills et al. (2013), os autores argumentam que a
separação do processo de identificação de shapelets da tarefa de indução da árvore de
decisão flexibiliza a adaptação de novas abordagens para a identificação de shapelets.
Neste capítulo são apresentados os estudos conduzidos neste trabalho, que ti-
veram o intuito de aprimorar a qualidade da representação de séries temporais por meio
da transformada shapelet para a construção de árvores de decisão. Inicialmente, na
seção 4.2 são apresentadas três propostas de abordagens baseadas na transformada
shapelet (LINES et al., 2012), com o objetivo de contornar algumas das desvantagens
apresentadas pelo algoritmo original. Na seção 4.3, é apresentada a análise expe-
rimental realizada para avaliar as abordagens propostas em relação aos algoritmos
baseados na abordagem embutida e em relação aos algoritmos considerados estado
da arte para a classificação de séries temporais.
4.2 EXTENSÕES DA TRANSFORMADA SHAPELET
Como descrito no capítulo anterior, shapelets podem ser utilizadas para a
extração de características morfológicas a partir de séries temporais. Para isso, em
Lines et al. (2012) os autores propuseram a transformada shapelet (TS) como uma
generalização do algoritmo de Ye e Keogh (2009), com o intuito de separar o processo
de identificação de shapelets da etapa de indução da árvore de decisão. Contudo,
para a aplicação do algoritmo TS é necessária a estimativa de alguns parâmetros, tais
como o tamanho mínimo e máximo de subsequências a serem avaliadas e o valor
de k para selecionar as melhores subsequências como shapelets. A determinação
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desses parâmetros tem efeito direto sobre a qualidade dos modelos de classificação
produzidos a partir das shapelets selecionadas pelo algoritmo TS. Desse modo, para
tornar automático o processo de determinação desses parâmetros, nesta seção são
apresentadas três abordagens como propostas alternativas ao algoritmo original TS:
abordagem exaustiva, abordagem relaxada e abordagem reduzida.
4.2.1 Abordagem exaustiva – TSk
Na abordagem exaustiva (TSk) é proposta a aplicação do algoritmo TS (LINES
et al., 2012) por meio de um processo exaustivo de busca com o intuito de explorar os
parâmetros min e max do algoritmo original. Desse modo, a utilização do algoritmo
EstimarMinMax (algoritmo 8, seção 3.5.2) deixa de ser necessária. O objetivo dessa
modificação consiste em permitir ao processo de busca de shapelets considerar todos
os tamanhos de subsequências possíveis. Nesse cenário, considera-se o menor tama-
nho de subsequência significativa como min = 3 e o maior tamanho possível para uma
shapelet como o tamanho da série temporal avaliada, max = m. O valor do parâmetro
k é mantido fixo para m2 , conforme Hills et al. (2013). A motivação para a proposta da
abordagem exaustiva reside na possibilidade de que shapelets de maior qualidade
não sejam consideradas quando se limita de modo inferior ou superior o tamanho das
subsequências a serem avaliadas.
4.2.2 Abordagem relaxada – TS*
No algoritmo original da transformada shapelet os autores propuseram utilizar
somente as k melhores shapelets, o que pode ser determinado por meio de duas
estratégias, uma fixa com k = m2 e outra automática por meio de um processo de
validação cruzada usando o conjunto de treinamento, conforme descrito na seção 3.5.1.
Ambas as estratégias propostas baseiam-se no valor do tamanho da série temporal
m para determinar o valor de k . No entanto, pelo melhor do nosso conhecimento, não
existem evidências na literatura que demonstrem a relevância de m para a determinação
do parâmetro k . Ainda, uma estimativa inadequada do parâmetro k pode deteriorar de
modo significativo a representatividade do conjunto de shapelets e consequentemente
a qualidade do modelo a ser induzido para um dado domínio (HILLS et al., 2013).
Isso deve-se ao fato de que durante o processo de busca das k melhores shapelets
pode ocorrer um agrupamento de shapelets similares na maior parte ou até mesmo
na totalidade das k shapelets selecionadas. Para esse contexto, shapelets similares
referem-se àquelas que foram extraídas da mesma série temporal ou de diferentes
séries temporais, mas que representam a mesma informação morfológica. Desse modo,
um conjunto de shapelets similares que apresenta os maiores valores de ganho de
informação pode ser selecionado em detrimento de outras shapelets que poderiam
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melhor representar outras classes, que contudo, apresentam um ganho de informação
inferior.
Como o exemplo apresentado na figura 14, seja um domínio de séries temporais
caracterizado por três classes {c1, c2, c3} e seja k = 4 a quantidade de shapelets a
serem selecionadas em um universo de 8 shapelets identificadas. Considerando que as
4 shapelets de maior qualidade permitem caracterizar somente informações das séries
temporais da classe c1, as shapelets que descrevem características das classes c2 e
c3 não serão consideradas, o que consequentemente irá afetar a qualidade do modelo















H (c2)︸ ︷︷ ︸
shapelets descartadas
Figura 14 – Ilustração da desvantagem da abordagem exaustiva.
Desse modo, utilizando como base a TSk, a ideia da abordagem relaxada
(TS*) consiste em simplesmente omitir a determinação do parâmetro k , de modo que
todas as subsequências sejam mantidas durante o processo de busca e também na
representação final, com exceção dos casamentos triviais (BUHLER; TOMPA, 2002).
O intuito dessa modificação consiste em eliminar a necessidade da estimativa do
parâmetro k , e possibilitar a retenção de shapelets que possam melhor representar
cada uma das classes do domínio avaliado.
4.2.3 Abordagem reduzida – TS+
Como discutido em Lines et al. (2012), Hills et al. (2013) a seleção de pou-
cas shapelets na TS pode não prover informação suficiente para a construção de
classificadores representativos para um dado domínio. Enquanto que, a utilização
de muitas shapelets pode causar um sobreajuste no modelo a ser induzido sobre o
conjunto de treinamento, e também diluir a influência de shapelets mais representativas,
dependendo do classificador a ser utilizado.
A abordagem TS* descrita na seção anterior torna desnecessária a estimativa
do parâmetro k , e portanto, utiliza todas as subsequências possíveis na representação.
Para contornar esse problema, é proposto um processamento posterior visando realizar
uma filtragem das shapelets identificadas, de modo que um subconjunto menor seja
obtido de acordo com algum critério de qualidade. Neste trabalho, esse processamento
posterior é realizado por meio da aplicação de algoritmos de seleção de atributos, com
o intuito de atingir os seguintes objetivos:
1. Possibilitar a estimativa automática do parâmetro k ;
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2. Manter a separação do processo de identificação das k melhores shapelets em
relação ao algoritmo de indução do modelo de classificação;
Para atingir esses objetivos, nesta proposta, o conceito de seleção de atributos
(SA) é aplicado, pois permite desde a ordenação de atributos de acordo com algum
critério de importância até a busca por um subconjunto ótimo de atributos (LEE, 2005).
Assim sendo, dado o escopo do problema a ser tratado na abordagem reduzida, o
objetivo (1) pode ser atingido por meio da utilização dos algoritmos relacionados a
seleção de subconjuntos de atributos. Adicionalmente, os métodos de SA podem ser
estruturados em três categorias (KOHAVI; JOHN, 1997):
embutida: nessa abordagem a tarefa de seleção do subconjunto de atributos está
embutida no algoritmo de aprendizado. Desse modo, o próprio algoritmo de apren-
dizado utilizado realiza a seleção dos atributos importantes durante o processo
de indução do classificador;
wrapper : os algoritmos de SA baseados nessa abordagem utilizam o algoritmo de
aprendizado como uma técnica “caixa preta” para estimar a qualidade dos atri-
butos. A cada iteração um subconjunto candidato de atributos é selecionado, a
partir do conjunto de treinamento, para a indução do classificador. Esse processo
é repetido até que um critério de parada seja atingido e, posteriormente, é seleci-
onado o subconjunto que possibilita o melhor desempenho para o classificador
avaliado sobre o próprio conjunto de treinamento;
filtro: essa abordagem consiste em filtrar atributos irrelevantes e/ou redundantes
conforme alguma medida de importância antes da aplicação do algoritmo de
aprendizado. Nesse sentido, os métodos da abordagem filtro não necessitam de
qualquer interação com o algoritmo de aprendizado para prover o subconjunto
de atributos considerados importantes. Desse modo, a medida de importância a
ser utilizada deve se basear unicamente nas propriedades intrínsecas dos dados
relacionados aos atributos (LIU; MOTODA, 1998).
Dentre as três abordagens mencionadas acima, a abordagem filtro é a única
que não necessita de um algoritmo de aprendizado para realizar a tarefa de seleção
de atributos. Portanto, observa-se que a utilização de algoritmos da abordagem filtro
pode atender ao objetivo (2) descrito nesta seção. Além desse aspecto, o uso da
abordagem filtro também justifica-se pela característica de que essas abordagens se
baseiam em propriedades intrínsecas dos dados, não sendo necessária a construção
de classificadores para avaliar a importância dos atributos.
Neste trabalho são utilizados três algoritmos de seleção de subconjuntos de
atributos baseados na abordagem filtro: Consistency-based Filter (CS) (LIU; SETIONO,
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1996), Correlation-based Feature Selection (CFS) (HALL, 2000) e Fast Correlation-
based Filter (FCBF) (YU; LIU, 2003), os quais são amplamente conhecidos e utilizados
na literatura.
CS: consiste em um algoritmo probabilístico que realiza a seleção de subconjuntos
com poucos atributos e que apresentam alta consistência em relação à classe.
Essa abordagem favorece combinações de atributos que permitem particionar
os dados em subconjuntos com alguma classe majoritária. Dependendo do tipo
de busca a ser utilizado, esse algoritmo pode apresentar uma complexidade
de tempo, para o pior caso, de O(Mk2), no qual M refere-se a quantidade de
exemplos (séries temporais) e k ao número de atributos (shapelets selecionadas).
CFS: consiste em um algoritmo que baseia-se na avaliação dos subconjuntos de
atributos por meio de medidas de relevância e redundância. Para isso, o CFS
avalia os subconjuntos de atributos considerando a capacidade preditiva individual
de cada um juntamente com o grau de redundância entre eles. Assim, um maior
nível de importância é dado aos subconjuntos de atributos que apresentam
alta correlação com a classe e baixa redundância entre si. Como medida de
correlação, uma das mais conhecidas é o coeficiente de correlação de Pearson,
que é obtido dividindo-se a covariância das variáveis pelo produto dos seus
desvios padrões. Em relação a complexidade de tempo, o algoritmo CFS também
apresenta complexidade de tempo O(Mk2), para o pior caso.
FCBF: por meio desse algoritmo a qualidade dos atributos é analisada em duas
etapas separadamente. Inicialmente os atributos são avaliados em relação ao
grau de correlação com a classe. Desse modo, apenas atributos considerados
relevantes para um dado limiar mínimo são mantidos. Na segunda etapa, os
atributos selecionados na etapa anterior são avaliados e removidos em função
do grau de redundância. Nesse algoritmo a medida Symmetrical Uncertainty
(PRESS et al., 1992) é utilizada como métrica de correlação em ambas as
etapas. A vantagem do algoritmo FCBF sobre as demais abordagens baseadas
na seleção de subconjuntos, reside no fato de que a separação das tarefas de
análise de relevância e redundância permite minimizar o tempo da busca por
subconjuntos, para O(k2) no pior caso.
Como resultado da combinação da abordagem TS* e os algoritmos de seleção
de subconjuntos de atributos descritos acima, são propostos três algoritmos a serem
avaliados, TS+CS, TS+CFS e TS+FCBF. Para as três variações foi utilizada a busca
heurística com o algoritmo guloso best-first e direção de busca forward.
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4.3 AVALIAÇÃO EXPERIMENTAL
Nesta seção, é apresentada a avaliação experimental realizada para analisar
o desempenho das propostas descritas neste capítulo. As extensões da abordagem
transformada foram avaliadas em relação ao algoritmo original da TS, e em comparação
com a abordagem embutida. Para situar os resultados das abordagens propostas em
um contexto geral na literatura, também foi utilizado um classificador baseline baseado
no erro majoritário, e o algoritmo 1NN (usando as distâncias ED ou DTW) como
referencial do estado da arte.
4.3.1 Algoritmos utilizados
Os algoritmos utilizados nesta avaliação são:
• Baseados na abordagem embutida: logical shapelets (LS) (MUEEN; KEOGH;
YOUNG, 2011), e fast shapelets (FS) (RAKTHANMANON; KEOGH, 2013);
• Baseados na abordagem transformada: transformada shapelet (TS) (LINES et al.,
2012) e as abordagens apresentadas neste capítulo (TSk, TS*, TS+CS, TS+CFS
e TS+FCBF);
• Classificador baseline: consiste em um classificador que sempre prediz a classe
majoritária do conjunto de dados;
• Classificador referencial: o algoritmo 1NN, em conjunto com a medida de similari-
dade ED ou DTW, é considerado a abordagem estado da arte para a classificação
de séries temporais (LINES; BAGNALL, 2015; BATISTA et al., 2013; WANG et al.,
2013). Ressalta-se que para esses algoritmos são utilizados os dados brutos das
séries temporais, sem quaisquer tipo de transformação.
Os algoritmos baseados na abordagem embutida utilizam um processo de
indução da árvore de decisão semelhante ao adotado pelo C4.5. No estudo realizado
em Lines et al. (2012), os autores demonstraram experimentalmente a equivalência
entre o método de indução da árvore de decisão utilizado pelo algoritmo YK e a trans-
formada shapelet em combinação com o algoritmo J48 (implementação do algoritmo
C4.5), disponível no framework Weka (HALL et al., 2009). Desse modo, para avaliar
as propostas em mesmo nível, também é adotado o J48 como algoritmo base de
aprendizado para as avaliações realizadas nesta seção.
Em relação aos classificadores considerados baseline, estes são importantes
referências para identificar a eficácia de novas propostas. A acurácia majoritária con-
siste em uma medida de aprendizado fornecida por um classificador que sempre prediz
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a classe majoritária do conjunto de dados. Novas propostas de algoritmos de apren-
dizado podem utilizar a acurácia da classe majoritária como uma referência mínima
de aprendizado a ser alcançada, apesar de não ser necessária a superioridade em
relação ao baseline (METZ et al., 2015).
Nesta avaliação, adotamos um classificador para ser utilizado como referência
da literatura de séries temporais, que não necessariamente produza um modelo simbó-
lico. Desse modo, é proposta a aplicação do algoritmo 1NN utilizando as distâncias ED
e DTW, visto que este tem sido apontado como o método estado da arte na literatura,
em termos de acurácia. A ideia do classificador referencial é permitir situar os resulta-
dos das abordagens avaliadas nesta seção em relação ao que se tem de melhor na
literatura atual.
4.3.2 Descrição dos conjuntos de dados
Os conjuntos de dados utilizados nesta avaliação experimental incluem 27
domínios de séries temporais provenientes do benchmark da UCR (KEOGH et al.,
2006), o qual é amplamente utilizado e difundido na comunidade de séries temporais.
Tabela 2 – Descrição do s conjuntos de dados utilizados.
# Conjunto de dados w Mtreino Mteste m
1 Adiac 37 390 391 176
2 Beef 5 30 30 470
3 CBF 3 30 900 128
4 ChlorineConcentration 3 467 3840 166
5 Coffee 2 28 28 286
6 DiatomSizeReduction 4 16 306 345
7 ECG200 2 100 100 96
8 ECGFiveDays 2 23 861 136
9 FaceAll 14 560 1690 131
10 FaceFour 4 24 88 350
11 FacesUCR 14 200 2050 131
12 Fish 7 175 175 463
13 GunPoint 2 50 150 150
14 ItalyPowerDemand 2 67 1029 24
15 Lighting2 2 60 61 637
16 Lighting7 7 70 73 319
17 MedicalImages 10 381 760 99
18 MoteStrain 2 20 1252 84
19 OliveOil 4 30 30 570
20 OSULeaf 6 200 242 427
21 SonyAIBORobotSurface 2 20 601 70
22 SwedishLeaf 15 500 625 128
23 Symbols 6 25 995 398
24 SyntheticControl 6 300 300 60
25 Trace 4 100 100 275
26 TwoLeadECG 4 1000 4000 128
27 TwoPatterns 2 23 1139 82
Todos os conjuntos de dados disponíveis na UCR são estruturados em conjunto
de treinamento e de teste, que contemplam séries de diversos tamanhos e quantidade
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de classes. Ainda, esse benchmark contém séries temporais provenientes de domínios
artificiais e do mundo real de diversas áreas.
Do total de 45 conjuntos de dados disponibilizados pela UCR, nesta avaliação
experimental são utilizados 27 conjuntos, os quais são os mesmos analisados nas
avaliações realizadas para os algoritmos LS, FS em Rakthanmanon e Keogh (2013);
1NN ED e 1NN DTW em Keogh et al. (2006); e inclui 17 conjuntos de dados adotados
em Hills et al. (2013) na avaliação de TS. Na tabela 2 são descritas as informações
pertinentes de cada conjunto de dados utilizado nesta avaliação experimental. Para
cada conjunto são detalhados: a quantidade de classes (w), a quantidade de séries
temporais no conjunto de treinamento (Mtreino) e no conjunto de teste (Mteste), e o
tamanho das séries temporais (m).
4.3.3 Configuração dos experimentos
Os experimentos realizados, utilizando as abordagens propostas neste capítulo,
foram organizados em quatro etapas, que são ilustradas na figura 15, na qual as linhas
contínuas representam o fluxo dos experimentos realizados.
Idenfificação de shapelets 
Seleção de atributos 
Aplicação da transformada 
CS CFS FCBF 
TS TSk TS* 
Construção de modelos 
Avaliação dos resultados 
Figura 15 – Representação esquemática da configuração dos experimentos.
(1) Identificação de shapelets: nessa etapa foi realizado o processo de identificação
de shapelets, de acordo com cada uma das abordagens propostas.
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(2) Aplicação da transformada: com base nas shapelets identificadas na etapa (1),
nessa etapa os conjuntos de treinamento e de teste foram transformados para a
representação atributo-valor.
(3) Construção de modelos: nessa etapa foram induzidos os modelos de classifica-
ção por meio do algoritmo J48, o qual foi executado usando os parâmetros com
os valores padrão do framework WEKA.
(4) Avaliação dos resultados: nessa última etapa, os resultados foram avaliados por
meio da estimativa da acurácia para cada um dos modelos construídos usando o
método holdout, conforme a distribuição dos conjuntos de dados da UCR. Apesar
da existência de diversas outras medidas de avaliação, a acurácia foi utilizada
como medida de desempenho nesta avaliação, pois tem sido a métrica mais
utilizada na comunidade de séries temporais.
Para avaliar as abordagens propostas em relação aos demais algoritmos
utilizados nessa avaliação, os experimentos foram conduzidos em duas configurações:
Avaliação 1: nesta primeira avaliação foi realizada a análise de desempenho dos
algoritmos baseados na transformada shapelet. Nesse cenário foram comparadas
as modificações propostas neste capítulo (TSk, TS* e TS+) e o algoritmo original
da transformada shapelet (TS). Nesta avaliação são utilizados 17 dos 27 conjuntos
de dados descritos na tabela 2, os mesmos adotados em Lines et al. (2012) e em
Hills et al. (2013).
Avaliação 2: na segunda avaliação foram analisadas as abordagens propostas em
relação aos algoritmos baseados no conceito de shapelet embutida, e em relação
ao algoritmo estado da arte 1NN com medida de distância ED e DTW. Para esta
análise foram utilizados os 27 conjuntos de dados apresentados na tabela 2.
4.3.4 Análise de significância estatística
Para analisar a existência de diferença estatística entre os desempenhos de
K modelos sobre N conjuntos de dados, é recomendada a aplicação do teste de
Friedman (DEMSAR, 2006), o qual é uma versão não-paramétrica equivalente ao
ANOVA medidas repetidas, para análise de dados pareados. Esse teste baseia-se na
comparação de posições de desempenhos (rank). Portanto, para cada conjunto de
dados, cada um dos modelos avaliados é associado a uma posição, de acordo com seu
desempenho, de modo ordenado dos melhores para os piores. Em caso de empates,
valores médios de posição são atribuídos. Após, é determinado o rank médio para cada
um dos K modelos avaliados. Assim, seja Rij a posição de desempenho do modelo j ,
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tal que 1 ≤ j ≤ K para um conjunto de dados i , tal que 1 ≤ i ≤ N, o rank médio Rj é






Sob a hipótese nula de que o desempenho de todos os modelos comparados
são equivalentes, e que portanto seus valores de rank médio são iguais, a estatística
de Friedman é expressa pela equação 4.2.
χ2F =
12N




K (K + 1)2
4
 (4.2)
No entanto, como discutido em Demsar (2006), recomenda-se a utilização
de uma versão menos conservadora do teste de Friedman, proposta em (IMAN; DA-
VENPORT, 1980), a qual é distribuída de acordo com a distribuição F com (K − 1)






Quando a hipótese nula é rejeitada pelo teste de Friedman, isso implica que
existe diferença significativa de desempenhos, no entanto não permite discriminar quais
modelos apresentam diferença. Nesse cenário, o pós-teste de Nemenyi (NEMENYI,
1963) pode ser utilizado para detectar quais diferenças entre os modelos são signi-
ficativas (DEMSAR, 2006). De acordo com esse teste, a eficácia de dois métodos é
significativamente diferente sempre que seus correspondentes ranks médios diferem




K (K + 1)
6N
(4.4)
Quando a comparação de vários modelos é realizada em relação a um único
modelo controle, recomenda-se a aplicação do pós-teste por meio da estatística de
Bonferroni-Dunn (DUNN; DUNN, 1961), na qual qα pode ser menos restritivo. Nesse
caso, somente K−1 comparações são realizadas, o que confere maior poder estatístico
ao pós-teste.
Na tabela 3 são apresentados os valores de qα com α = 0, 05, para diferentes
quantidades de métodos a serem comparados, utilizando os pós-testes de Nemenyi e
de Bonferroni-Dunn.
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Tabela 3 – Valores de q0,05 para diferentes valores de K no pós-teste de Nemenyi e de
Bonferroni-Dunn.
K 2 3 4 5 6 7 8 9 10
Nemenyi 1,960 2,343 2,569 2,728 2,850 2,949 3,031 3,102 3,164
Bonferroni-Dunn 1,960 2,241 2,394 2,498 2,576 2,648 2,690 2,724 2,773
4.3.5 Avaliação 1 - Resultados e Discussão
Os resultados dos experimentos realizados, segundo a configuração da Avalia-
ção 1, são apresentados na tabela 4. Cabe ressaltar que os resultados reportados para
o algoritmo TS foram extraídos de (HILLS et al., 2013). Os valores são apresentados
no formato acc (rank), no qual acc corresponde ao valor da acurácia de classificação
sobre o conjunto de teste (em termos de porcentagem), e rank é a posição relativa do
algoritmo em relação aos demais para um dado conjunto de dados. As células destaca-
das representam os melhores valores de acurácia para um determinado conjunto de
dados, considerando todos os algoritmos avaliados. Na última coluna são apresentados
os valores de acurácia pela aplicação do classificador baseline (Base). Os resultados
inferiores ao Base são reportados em negrito. As últimas três linhas representam, para
cada algoritmo, os valores de acurácia média, rank médio, e quantidade de vezes que
apresentou a melhor acurácia em um conjunto de dados (1 vs. todos), respectivamente.
Tabela 4 – Resultados dos experimentos realizados para a Avaliação 1. Os valores são
apresentados no formato acc (rank), no qual acc corresponde ao valor da
acurácia (%) de classificação sobre o conjunto de teste, e rank é a posição
relativa do algoritmo em relação aos demais para um dado conjunto de
dados. As células destacadas representam os melhores valores de acurácia
para cada conjunto de dados.
# TS TSk TS* TS+CFS TS+CS TS+FCBF Base
1 24,30 (6,00) 89,00 (4,00) 87,47 (5,00) 91,56 (3,00) 92,33 (1,00) 91,82 (2,00) 2,05
2 60,00 (6,00) 73,33 (2,00) 73,33 (2,00) 73,33 (2,00) 63,33 (5,00) 70,00 (4,00) 20,00
4 56,48 (6,00) 98,88 (2,00) 98,20 (4,00) 98,33 (3,00) 99,06 (1,00) 98,02 (5,00) 53,26
5 85,71 (4,50) 85,71 (4,50) 85,71 (4,50) 85,71 (4,50) 96,43 (1,50) 96,43 (1,50) 53,57
6 75,16 (1,00) 67,97 (2,00) 66,34 (4,00) 67,65 (3,00) 56,21 (5,00) 47,39 (6,00) 30,07
8 96,17 (6,00) 97,10 (3,00) 97,10 (3,00) 97,10 (3,00) 97,10 (3,00) 97,10 (3,00) 49,71
10 76,14 (1,00) 67,05 (4,00) 42,05 (6,00) 51,14 (5,00) 73,86 (2,50) 73,86 (2,50) 15,91
13 90,67 (6,00) 92,00 (3,00) 92,00 (3,00) 92,00 (3,00) 92,00 (3,00) 92,00 (3,00) 49,33
14 90,96 (5,00) 91,64 (2,50) 91,64 (2,50) 91,64 (2,50) 90,28 (6,00) 91,64 (2,50) 49,85
16 53,42 (3,00) 52,05 (4,50) 47,95 (6,00) 53,42 (2,00) 60,27 (1,00) 52,05 (4,50) 26,03
17 44,87 (6,00) 84,61 (3,00) 83,16 (4,00) 85,53 (1,50) 81,32 (5,00) 85,53 (1,50) 51,45
18 84,42 (6,00) 85,30 (3,00) 85,30 (3,00) 85,30 (3,00) 85,30 (3,00) 85,30 (3,00) 53,91
21 84,53 (3,00) 73,38 (5,00) 73,38 (5,00) 73,38 (5,00) 86,02 (1,50) 86,02 (1,50) 42,93
23 47,14 (6,00) 57,39 (4,50) 57,39 (4,50) 66,33 (3,00) 75,38 (1,00) 74,17 (2,00) 17,39
24 90,33 (6,00) 93,67 (5,00) 95,33 (3,00) 97,33 (1,00) 95,00 (4,00) 97,00 (2,00) 16,67
25 98,00 (2,00) 98,00 (2,00) 98,00 (2,00) 95,00 (6,00) 97,00 (4,50) 97,00 (4,50) 19,00
26 85,25 (6,00) 85,51 (4,00) 85,51 (4,00) 85,51 (4,00) 96,58 (1,50) 96,58 (1,50) 49,96
acc
média 73,15 81,92 79,99 81,78 84,56 84,23
rank
médio 4,68 3,41 3,85 3,21 2,91 2,94
1 vs.
todos 3 6 6 7 10 8
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Por meio da aplicação do teste de Friedman com α = 0, 05, K = 6 e N = 17
sobre os valores de rank médio descritos na tabela 4, a hipótese nula de que todos
os modelos são equivalentes, em termos de acurácia, foi rejeitada com valores de
FF = 2, 38 e p-valor = 0, 0458. Para verificar quais são as diferenças significativas em
relação ao algoritmo TS, o pós-teste de Bonferroni-Dunn foi aplicado com α = 0, 05, o
qual apontou valor de diferença crítica de CD = 1, 65.
Como apresentado em Demsar (2006), os resultados dos pós-testes podem
ser representados graficamente, como mostrado na figura 16, para os resultados da
tabela 4. No gráfico representado nessa figura, a linha principal, no eixo das abscissas,
representa o rank médio de cada método, na qual valores mais a esquerda representam
os melhores desempenhos e os valores mais a direita os piores. As barras abaixo do
eixo das abscissas agrupam em cliques os modelos que não apresentam diferença
estatística com α = 0, 05, em relação ao modelo controle TS. A diferença crítica (CD) é
mostrada acima do eixo das abscissas, a partir da esquerda. No caso da representação
do pós-teste de Bonferroni-Dunn, somente o clique do algoritmo controle é apresentado.
Figura 16 – Diagrama de diferença crítica para o pós-teste de Bonferroni-Dunn.
Com base na análise dos resultados representados na figura 16, pode-se
verificar que os modelos TS+CS e TS+FCBF não estão incluídos no clique de TS, e
portanto apresentam diferenças significativas de desempenho superior em relação
ao algoritmo TS. Além desse aspecto, é possível observar que todas as abordagens
propostas apresentaram valores de rank médio superiores ao TS, em especial as
abordagens TS+CS, TS+FCBF e TS+CFS, que apresentaram os maiores valores de
rank médio. Nota-se também, que somente explorar todos os tamanhos possíveis
de subsequências da abordagem exaustiva TSk, ou adicionalmente manter todas as
subsequências identificadas, como proposto na abordagem relaxada TS*, não foram
suficientes para demonstrar desempenho superior, estatisticamente, em relação a TS.
Análise TSk versus TS
Nessa análise é realizada a comparação entre os resultados reportados pela
aplicação das abordagens TSk e TS. Na figura 17 são apresentados os resultados
comparativos entre ambas, na qual os pontos localizados acima da linha diagonal
(região em cor cinza) representam os conjuntos que apresentaram melhor acurácia
de TSk em relação a TS. Sobre os 17 conjuntos analisados, a abordagem exaustiva
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apresentou melhor acurácia em 11 conjuntos, e empatou com a TS nos conjuntos de
dados Coffee (#5) e Trace (#25).
Figura 17 – Comparação entre TSk e TS, em termos de acurácia no conjunto de teste.
Na aplicação do teste Friedman foi constatado que não há diferença estatís-
tica entre esses dois métodos. No entanto, pode-se observar que para as conjuntos
avaliados, TSk apresentou maior valor de rank médio em relação a TS. Em alguns con-
juntos houve expressiva melhora na acurácia do modelo de classificação: no conjunto
Adiac (#1), de 24, 30% para 89, 00% (diferença de 64,70%); no conjunto Beef (#2), de
60, 00% para 73, 33% (diferença de 13,33%); na conjunto ChlorineConcentration (#4),
de 56, 48% para 98, 88% (diferença de 42,40%); no conjunto MedicalImages (#17) de
44, 87% para 84, 61% (diferença de 39.74%). Enquanto que o melhor resultado da TS
em relação a abordagem exaustiva foi no conjunto SonyAIBORobotSurface (#21) que
passou de 84, 53% para 73, 38% (diferença de 11, 15%). A acurácia média de TSk e TS
para os 17 conjuntos avaliados foi de 81, 92% (σ = 14, 28%) e 73, 15% (σ = 21, 42%),
respectivamente. Sob análise isolada de cada uma dessas abordagens em relação
às demais utilizadas na Avaliação 1, TSk apresentou os melhores resultados para 6
conjuntos de dados, enquanto TS foi melhor em 3 conjuntos.
Por meio dos resultados, acima descritos, verifica-se que apesar dos melhores
valores de acurácia, obtidos pela aplicação do TSk, não existe diferença significativa,
para os dados utilizados, que permita fornecer subsídios para adotar uma das duas es-
tratégias. Contudo, resultados pontuais em alguns dos conjuntos avaliados apresentam
um indicativo de que a não exploração de todos os tamanhos de subsequência pode
resultar em um impacto negativo no desempenho do método em termos de acurácia.
Análise TS* versus TS
Nessa análise é realizada a comparação entre os resultados reportados pela
aplicação das abordagens TS* e TS. Na figura 18 são apresentados os resultados
comparativos entre ambas, na qual os pontos localizados acima da linha diagonal
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(região em cor cinza) representam os conjuntos que apresentaram melhor acurácia
de TS* em relação a TS. Sobre os 17 conjuntos analisados, a abordagem relaxada
apresentou melhor acurácia em 11 conjuntos, empatou com a TS em 2 conjuntos e
teve pior acurácia em 4 conjuntos.
Figura 18 – Comparação entre TS* e TS, em termos de acurácia no conjunto de teste.
Na avaliação pelo teste Friedman foi constatado que não há diferença estatística
entre os resultados reportados para TS* e TS. No entanto, pode-se observar que para
os conjuntos avaliados, TS* apresentou maior valor de rank médio em relação a TS.
As principais diferenças de desempenho superior de TS* em relação a TS
foram registradas para os mesmos conjuntos da análise para o TSk. No conjunto
Adiac (#1), com 87, 47% (diferença de 63,17%); no conjunto Beef (#2), com 80, 00%
(diferença de 20,00%); no conjunto ChlorineConcentration (#4), com 98, 20% (diferença
de 41,72%); no conjunto MedicalImages (#17) com 83, 16% (diferença de 38,29%).
Enquanto que a maior vantagem de TS sobre TS* foi no conjunto FaceFour (#10), para
o qual, a acurácia passou de 76,14% para 42,05% (diferença de 34.09%). A acurácia
média de TS* para os 17 conjuntos avaliados foi de 79, 99% (σ = 17, 45%). Sob análise
isolada de cada uma dessas abordagens em relação às demais utilizadas na Avaliação
1, TS* apresentou os melhores resultados para 6 conjuntos de dados.
Por meio dos resultados reportados para essa análise, pode-se verificar que
apesar do fato da abordagem relaxada permitir a manutenção de todas as shapelets
para a representação final da transformada, tal característica não resultou em desempe-
nho superior sobre TS. Além desse aspecto, TS* foi inferior ao TSk em termos de rank
médio. Esses resultados reforçam as propriedades discutidas em Lines et al. (2012)
e Hills et al. (2013), no que se refere a necessidade de se realizar um processo de
seleção das melhores shapelets. No entanto, como mencionado na subseção 4.2.3,
a determinação das k melhores shapelets (utilizado em TS e TSk) como uma função
do tamanho m da série temporal, não apresenta subsídios na literatura que permitam
demonstrar a eficácia da relação.
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Análise TS+ versus TS
Nessa análise é realizada a comparação entre os resultados reportados pela
aplicação das abordagens TS+ em relação à abordagem TS. Ressalta-se que as
variações TS+CS e TS+FCBF foram as únicas que apresentaram desempenho estatisti-
camente superior ao método controle TS. Na figura 19 são apresentados os resultados
comparativos, na qual os pontos localizados acima da linha diagonal de cada gráfico
(região em cor cinza) representam os conjuntos que apresentaram melhor acurácia de
TS+ em relação as demais.
Figura 19 – Comparação entre as variações da abordagem reduzida e TS, em termos
de acurácia no conjunto de teste.
Na tabela 5 são apresentados os comparativos em termos de vitórias, empates
e derrotas, de cada uma das abordagens TS+CS, TS+CFS e TS+FCBF em relação à
abordagem TS.
Tabela 5 – Resultados das variações da abordagem reduzida, em termos de vitórias,
derrotas e empates, em relação à abordagem TS.
TS+CS TS+CFS TS+FCBF
Vitórias 13 11 13
Derrotas 4 4 4
Empates 0 2 0
Os valores de acurácia média TS+CS, TS+CFS e TS+FCBF para os 17 con-
juntos avaliados foram de 84, 56% (σ = 13, 97%), 81, 78% (σ = 15, 00%) e 84, 23%
(σ = 15, 74%), respectivamente. Sob análise isolada de cada uma das abordagens
TS+ em relação às demais utilizadas na Avaliação 1, TS+CS apresentou os melhores
resultados em 10 conjuntos de dados, TS+CFS em 7 conjuntos e TS+FCBF em 8
conjuntos.
Em alguns conjuntos foram registrados expressivas diferenças em termos da
acurácia do modelo de classificação. No comparativo TS+CS e TS, as seguintes melho-
rias de acurácia foram identificadas: no conjunto Adiac (#1), com 92, 33% (diferença de
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68,03%); no conjunto ChlorineConcentration (#4), com 99, 06% (diferença de 42,58%);
no conjunto MedicalImages (#17), com 81, 32% (diferença de 36,45%); no conjunto
Symbols (#23), com 75, 38% (diferença de 28,24%). Enquanto que o melhor resultado
da TS em relação a TS+CS foi no conjunto DiatomSizeReduction (#6) que passou
de 75, 16% para 56, 21% (diferença de 18, 95%). No comparativo TS+CFS e TS, as
seguintes melhorias de acurácia foram identificadas: no conjunto Adiac (#1), com
91, 56% (diferença de 67,26%); no conjunto Beef (#2), com 73, 33% (diferença de
13,33%); no conjunto ChlorineConcentration (#4), com 98, 33% (diferença de 41,85%);
no conjunto MedicalImages (#17) com 85, 53% (diferença de 40,66%); no conjunto
Symbols (#23), com 66, 33% (diferença de 19,19%). Enquanto que o melhor resultado
da TS em relação a TS+CFS foi no conjunto FaceFour (#10) que passou de 76, 14%
para 51, 14% (diferença de 25, 00%). No comparativo TS+FCBF e TS, as seguintes
melhorias de acurácia foram identificadas: no conjunto Adiac (#1), com 91, 82% (dife-
rença de 67,52%); no conjunto ChlorineConcentration (#4), com 98, 02% (diferença de
41,54%); no conjunto MedicalImages (#17), com 85, 53% (diferença de 40,66%); no
conjunto Symbols (#23), com 74, 14% (diferença de 27,03%). Enquanto que o melhor
resultado da TS em relação a TS+FCBF foi no conjunto DiatomSizeReduction (#6) que
passou de 75, 16% para 47, 39% (diferença de 27, 77%).
Como demonstrado, a abordagem reduzida (TS+CS e TS+FCBF) apresen-
tou resultados estatisticamente superiores em relação à abordagem TS, para os 17
conjuntos de dados avaliados. Uma das vantagens da abordagem reduzida consiste
na capacidade dos algoritmos de seleção de atributos em analisar características
intrínsecas de cada conjunto de dados. Desse modo, as shapelets são selecionadas
com base nas relações existentes entre elas próprias e com as classes do domínio.
Além disso, a abordagem reduzida não necessita da estimativa de parâmetros, como
tamanho mínimo e máximo de subsequência, e a quantidade de shapelets a serem
utilizadas.
4.3.6 Avaliação 2 - Resultados e Discussão
Os resultados experimentais, realizados segundo a configuração da Avaliação
2, são apresentados na tabela 6. Nesse cenário são comparadas as variações apre-
sentadas para a abordagem reduzida (TS+) em relação às abordagens de shapelet
embutida, e em relação aos algoritmos estado da arte. Ressalta-se que os resultados
reportados para os algoritmos LS e FS foram extraídos de Rakthanmanon e Keogh
(2013); no qual os experimentos foram conduzidos com parâmetros de tamanho de
subsequência min = 10 e max = m − 10. Os resultados para os algoritmos de 1NN ED
e 1NN DTW foram obtidos do trabalho de Silva, Souza e Batista (2013). Os valores são
apresentados no formato acc (rank), no qual acc corresponde ao valor da acurácia
de classificação sobre o conjunto de teste (em termos de porcentagem), e rank é a
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Tabela 6 – Resultados dos experimentos realizados para a Avaliação 2. Os valores são
apresentados no formato acc (rank), no qual acc corresponde ao valor da
acurácia (%) de classificação sobre o conjunto de teste, e rank é a posição
relativa do algoritmo em relação aos demais para um dado conjunto de
dados. As células destacadas representam os melhores valores de acurácia
para cada conjunto de dados.
# LS FS 1NN ED 1NN DTW TS+CFS TS+CS TS+FCBF
1 58,60 (6,00) 48,60 (7,00) 61,10 (4,00) 60,40 (5,00) 91,56 (3,00) 92,33 (1,00) 91,82 (2,00)
2 56,70 (4,00) 55,30 (5,00) 53,30 (6,00) 50,00 (7,00) 73,33 (1,00) 63,33 (3,00) 70,00 (2,00)
3 88,60 (5,00) 94,70 (2,00) 85,20 (6,00) 99,70 (1,00) 81,00 (7,00) 90,78 (4,00) 91,89 (3,00)
4 61,80 (6,00) 58,30 (7,00) 65,00 (4,00) 64,80 (5,00) 98,33 (2,00) 99,06 (1,00) 98,02 (3,00)
5 96,40 (3,00) 93,20 (4,00) 75,00 (7,00) 82,10 (6,00) 85,71 (5,00) 96,43 (1,50) 96,43 (1,50)
6 80,10 (4,00) 88,30 (3,00) 93,50 (2,00) 96,70 (1,00) 67,65 (5,00) 56,21 (6,00) 47,39 (7,00)
7 87,00 (2,00) 76,60 (6,00) 88,00 (1,00) 77,00 (5,00) 85,00 (3,00) 83,00 (4,00) 73,00 (7,00)
8 99,40 (2,00) 99,60 (1,00) 79,70 (6,00) 76,80 (7,00) 97,10 (4,00) 97,10 (4,00) 97,10 (4,00)
9 65,90 (6,00) 58,90 (7,00) 71,40 (3,00) 80,80 (1,00) 67,99 (5,00) 72,78 (2,00) 70,06 (4,00)
10 48,90 (7,00) 91,00 (1,00) 78,40 (3,00) 83,00 (2,00) 51,14 (6,00) 73,86 (4,50) 73,86 (4,50)
11 66,20 (7,00) 67,20 (6,00) 76,90 (4,00) 90,49 (1,00) 78,00 (3,00) 69,80 (5,00) 79,85 (2,00)
12 77,70 (7,00) 80,30 (5,00) 78,30 (6,00) 83,30 (4,00) 94,29 (1,00) 90,29 (3,00) 91,43 (2,00)
13 89,30 (7,00) 93,90 (1,00) 91,30 (5,00) 90,70 (6,00) 92,00 (3,00) 92,00 (3,00) 92,00 (3,00)
14 93,60 (3,00) 90,50 (6,00) 95,50 (1,00) 95,00 (2,00) 91,64 (4,50) 90,28 (7,00) 91,64 (4,50)
15 42,60 (7,00) 70,50 (3,00) 75,40 (2,00) 86,90 (1,00) 65,57 (4,50) 50,82 (6,00) 65,57 (4,50)
16 54,80 (5,00) 76,70 (1,00) 57,50 (4,00) 72,60 (2,00) 53,42 (6,00) 60,27 (3,00) 52,05 (7,00)
17 58,70 (6,00) 56,70 (7,00) 68,40 (5,00) 73,70 (4,00) 85,53 (1,50) 81,32 (3,00) 85,53 (1,50)
18 83,20 (6,00) 78,30 (7,00) 87,90 (1,00) 83,50 (5,00) 85,30 (3,00) 85,30 (3,00) 85,30 (3,00)
19 83,33 (6,00) 72,30 (7,00) 86,70 (2,50) 86,70 (2,50) 90,00 (1,00) 86,67 (4,50) 86,67 (4,50)
20 68,60 (3,00) 68,00 (4,00) 51,70 (7,00) 59,10 (6,00) 78,10 (1,00) 64,05 (5,00) 77,27 (2,00)
21 86,00 (3,00) 68,60 (7,00) 69,50 (6,00) 72,50 (5,00) 73,38 (4,00) 86,02 (1,50) 86,02 (1,50)
22 81,30 (4,00) 73,10 (7,00) 78,70 (6,00) 79,00 (5,00) 89,60 (2,00) 90,08 (1,00) 88,80 (3,00)
23 64,30 (7,00) 93,20 (2,00) 90,00 (3,00) 95,00 (1,00) 66,33 (6,00) 75,38 (4,00) 74,17 (5,00)
24 47,00 (7,00) 91,90 (5,00) 88,00 (6,00) 99,30 (1,00) 97,33 (2,00) 95,00 (4,00) 97,00 (3,00)
25 100,00 (1,50) 99,80 (3,00) 76,00 (7,00) 100,00 (1,50) 95,00 (6,00) 97,00 (4,50) 97,00 (4,50)
26 85,60 (6,00) 91,00 (4,50) 91,00 (4,50) 100,00 (1,00) 85,51 (7,00) 96,58 (2,50) 96,58 (2,50)
27 53,90 (7,00) 88,70 (2,00) 74,70 (6,00) 90,40 (1,00) 85,53 (3,00) 84,18 (4,00) 82,23 (5,00)
acc
média 73,32 78,71 77,34 82,57 81,68 82,22 82,91
rank
médio 5,09 4,46 4,37 3,30 3,69 3,52 3,57
1 vs.
todos 1 4 3 10 5 5 3
posição relativa do algoritmo em relação aos demais para um dado conjunto de dados.
As células destacadas representam os melhores valores de acurácia para um determi-
nado conjunto de dados, considerando todos os algoritmos avaliados. As últimas três
linhas representam, para cada algoritmo, os valores de acurácia média, rank médio, e
quantidade de vezes que apresentou a melhor acurácia em um conjunto de dados (1
vs. todos), respectivamente.
Por meio da aplicação do teste de Friedman com α = 0, 05, K = 7 e N = 27
sobre os valores de rank médio descritos na tabela 6, a hipótese nula de que todos
os modelos são equivalentes, em termos de acurácia, foi rejeitada com valores de
FF = 2, 59 e p-valor = 0, 0149. Desse modo, para verificar quais são as diferenças
significativas, o pós-teste de Nemenyi foi aplicado com α = 0, 05, o qual apontou valor
de diferença crítica de CD = 1, 73.
Com base na análise dos resultados representados na figura 20, pode-se
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verificar que a única diferença significativa, para os 27 conjuntos de dados avaliados, foi
entre o algoritmo LS e o 1NN DTW. Contudo, é possível observar que as abordagens
TS+CS, TS+FCBF e TS+CFS apresentaram valores de rank médio superiores aos
algoritmos 1NN ED, FS e LS; enquanto que somente o algoritmo 1NN DTW apresentou
valor de rank médio acima das abordagens propostas.
Sob análise isolada (1 vs. todos) de cada uma das variações TS+ em relação
às demais utilizadas na Avaliação 2, TS+CFS apresentou os melhores resultados para
5 conjuntos de dados, TS+CS também em 5 conjuntos e TS+FCBF em 3 conjuntos. A
acurácia média de TS+CFS, TS+CS e TS+FCBF para os 27 conjuntos avaliados foi de
81, 68% (σ = 13, 00%), 82, 22% (σ = 13, 86%) e 82, 91% (σ = 13, 59%), respectivamente,
sendo este último o maior resultado de acurácia média dentre os algoritmos avaliados.
Figura 20 – Diagrama de diferença crítica para o pós-teste de Nemenyi.
Considerando os resultados e análises acima descritos, ressalta-se o fato de
que os classificadores construídos utilizando abordagem reduzida são baseados em
modelos simbólicos (árvores de decisão), e apresentaram resultados equivalentes aos
algoritmos estado da arte 1NN DTW e 1NN ED. Em relação ao algoritmo FS, apesar de
também não apresentar diferença significativa em relação às variações da abordagem
reduzida TS+, apresentou valor de rank médio somente superior ao LS. Além desse
aspecto, destaca-se a desvantagem da característica não determinística do algoritmo
FS durante o processo de indução da árvore de decisão.
Análise da abordagem reduzida versus abordagem embutida
Nessa análise é realizada a comparação entre os resultados reportados pela
aplicação das abordagens TS+ em relação a abordagem embutida (LS e FS). Pela
aplicação do teste Friedman não foi verificada diferença estatística na comparação
entre as abordagens propostas e os algoritmos LS e FS. No entanto, pode-se observar
que, para os 27 conjuntos de dados avaliados, as variações de TS+ apresentaram
maiores valores de rank médio em relação a LS e FS. Na figura 21 são apresentados os
resultados comparativos, na qual os pontos localizados acima da linha diagonal de cada
gráfico (região em cor cinza) representam os conjuntos de dados que apresentaram
melhor acurácia para TS+.
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Figura 21 – Comparação entre as variações da abordagem reduzida e os algoritmos
da abordagem embutida (LS e FS), em termos de acurácia no conjunto de
teste.
O algoritmo TS+CFS apresentou a maior acurácia em 63% e 56% dos conjuntos
avaliados, em comparação com LS e FS, respectivamente; TS+CS foi melhor em 78%
e 56%; e TS+FCBF foi melhor 78% e 59%. Nenhum empate foi verificado para as
comparações realizadas. Na tabela 7 são apresentados os comparativos em termos
de vitórias, empates e derrotas, de cada uma das abordagens TS+CFS, TS+CS e
TS+FCBF em relação aos algoritmos LS e FS.
Tabela 7 – Resultados das variações da abordagem reduzida, em termos de vitórias,
derrotas e empates, em relação a abordagem embutida (LS e FS).
LS FS
TS+CFS TS+CS TS+FCBF TS+CFS TS+CS TS+FBCF
Vitórias 17 21 21 15 15 16
Derrotas 10 6 6 12 12 11
Empates 0 0 0 0 0 0
Análise da abordagem reduzida versus estado da arte
Nessa análise é realizada a comparação entre os resultados reportados pela
aplicação das abordagens TS+ em relação aos algoritmos estado da arte. Pela apli-
cação do teste Friedman não foi verificada diferença estatística na comparação entre
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as abordagens propostas e os algoritmos 1NN ED e 1NN DTW. No entanto, pode-se
observar que para os 27 conjuntos de dados avaliados as variações de TS+ apre-
sentaram maiores valores de rank médio em relação a 1NN ED. Na figura 22 são
apresentados os resultados comparativos, na qual os pontos localizados acima da linha
diagonal de cada gráfico (região em cor cinza) representam os conjuntos de dados que
apresentaram melhor acurácia para TS+.
Figura 22 – Comparação entre as variações da abordagem reduzida e os algoritmos
estado da arte (1NN ED e 1NN DTW), em termos de acurácia no conjunto
de teste.
O algoritmo TS+CFS apresentou a maior acurácia em 59% e 52% dos conjun-
tos avaliados, em comparação com 1NN ED e 1NN DTW, respectivamente; TS+CS foi
melhor em 67% e 48%; e TS+FCBF foi melhor 63% e 44%. Nenhum empate foi verifi-
cado para as comparações realizadas. Na tabela 8 são apresentados os comparativos
em termos de vitórias, empates e derrotas, de cada uma das abordagens TS+CFS,
TS+CS e TS+FCBF em relação a 1NN ED e 1NN DTW.
Análise Texas Sharpshooter Fallacy
Em Batista, Wang e Keogh (2011) foi apresentado um tipo de análise alternativa
dos resultados para problemas de classificação de séries temporais. Os autores propu-
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Tabela 8 – Resultados das variações da abordagem reduzida, em termos de vitórias,
derrotas e empates, em relação aos algoritmos estado da arte (1NN ED e
1NN DTW).
1NN ED 1NN DTW
TS+CFS TS+CS TS+FCBF TS+CFS TS+CS TS+FBCF
Vitórias 16 18 17 14 13 12
Derrotas 11 9 10 13 14 15
Empates 0 0 0 0 0 0
seram avaliar os resultados sob a perspectiva da análise de um gráfico baseado no
problema Texas Sharpshooter Fallacy. A motivação para esse tipo de análise baseia-se
no fato de que muitos estudos na literatura têm reportado resultados comparativos,
utilizando a avaliação holdout do benchmark da UCR; e afirmado que suas respectivas
abordagens apresentam desempenho superior, para alguns domínios, somente com
base nos resultados obtidos para os conjuntos de teste. Com isso, os autores argu-
mentam que para um determinado algoritmo ser útil é necessário demonstrar a priori
para quais domínios o mesmo irá apresentar melhor ou pior desempenho em relação a
alguma outra abordagem. Para realizar esse tipo de estimativa, em Batista, Wang e
Keogh (2011) foi proposto utilizar também a acurácia do conjunto de treinamento para
determinar qual método deverá ser aplicado para cada conjunto de dados.
Para a construção do gráfico Texas Sharpshooter Fallacy, dois dados são
calculados para cada conjunto de dados: o ganho esperado, que refere-se a ao ganho
calculado no conjunto de treinamento (utilizando validação cruzada leave-one-out); e o
ganho atual , que corresponde ao ganho calculado sobre o conjunto de teste. Sejam A






Esse tipo de gráfico pode ser entendido com uma versão da tabela de contin-
gência para valores reais. Desse modo, para um melhor entendimento dos resultados,
pode-se dividir o gráfico em quatro regiões, as quais são descritas abaixo:
VP (verdadeiros positivos): os pontos registrados dentro dessa região representam
os conjuntos de dados para os quais o método A apresentou melhor acurácia que
o método B tanto no conjunto de treinamento como no conjunto de teste.
VN (verdadeiros negativos): nessa região encontram-se os conjuntos de dados para
os quais o método A apresentou acurácia inferior ao método B tanto no conjunto
de treinamento como no conjunto de teste.
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FN (falsos negativos): os conjuntos de dados representados nessa região são aque-
les para os quais o método A apresentou acurácia inferior ao método B no
conjunto de treinamento, mas apresentou acurácia superior no conjunto de teste.
FP (falsos positivos): os pontos registrados dentro dessa região determinam os con-
juntos de dados para os quais o método A apresentou melhor acurácia em relação
ao método B no conjunto de treinamento, e que no entanto, apresentou acurácia
inferior no conjunto de teste.
Na figura 23 são apresentados os gráficos Texas Sharpshooter Fallacy cons-
truídos para cada uma das comparações realizadas nesta subseção.
Figura 23 – Comparação entre as variações da abordagem reduzida e os algoritmos
estado da arte (1NN ED e 1NN DTW), utilizando a análise Texas Sharpsho-
oter Fallacy.
Na tabela 9 estão descritos os resultados registrados para cada uma das
quatro regiões. Com base nesses dados, é possível observar que TS+CFS, TS+CS e
TS+FCBF tiveram seus desempenhos estimados corretamente para 73%, 68% e 70%
dos conjuntos de dados, respectivamente, quando em comparação ao algoritmo 1NN
ED. Em relação ao algoritmo 1NN DTW, as estimativas corretas de desempenho foram
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87%, 78% e 78%, respectivamente. Deve-se notar que para esta análise foram utilizados
23 dos 27 conjuntos de dados avaliados neste capítulo. Os seguintes conjuntos não
foram considerados: CBF, Trace, SyntheticControl e TwoPatterns, pois não foram
avaliados no trabalho do qual os dados foram coletados.
Tabela 9 – Sumário dos resultados da análise Texas Sharpshooter Fallacy.
1NN ED 1NN DTW
VP VN FP FN VP VN FP FN
TS+CFS 12 4 5 1 14 6 3 0
TS+CS 13 2 6 1 14 4 5 0
TS+FCBF 13 3 7 0 13 5 5 0
Os resultados, acima descritos, evidenciam a capacidade dos algoritmos pro-
postos para a abordagem reduzida, em possibilitar a estimativa correta de seus desem-
penhos para a maioria dos conjuntos de dados avaliados, quando comparados aos
algoritmos estado da arte 1NN ED e 1NN DTW.
4.4 CONSIDERAÇÕES FINAIS
Neste capítulo foram apresentadas as adaptações propostas sobre a trans-
formada shapelet para contornar as desvantagens do algoritmo original. Dentre as
variações propostas, ressalta-se a abordagem reduzida, para a qual foi possível eliminar
a necessidade da estimativa dos parâmetros mínimo e máximo de subsequência, bem
como do parâmetro k . Além desses aspectos, por meio da avaliação experimental reali-
zada, foi verificada a superioridade das variações TS+CS e TS+FBCF, em termos de
acurácia, sobre o método original da transformada shapelet. Em relação aos algoritmos
considerados estado da arte da literatura, quando comparados com as variações da
abordagem reduzida, não foi verificada diferença estatística. Esses resultados eviden-
ciam a capacidade promissora da transformada shapelet para a construção de modelos
inteligíveis, por meio de algoritmos de aprendizado simbólico, como árvores de decisão.
Nesse contexto, como demonstrado em Lines et al. (2012) e Hills et al. (2013),
a utilização da transformada shapelet em combinação com algoritmos de aprendizado
não simbólicos favorece a melhoria da acurácia dos modelos, mas deteriora ou im-
possibilita a inteligibilidade dos classificadores induzidos. Desse modo, no próximo
capítulo é introduzido um método para a construção de classificadores híbridos, no
qual é possível a aplicação de algoritmos de aprendizado baseado em exemplos, como
o 1NN, e a manutenção da representação simbólica.
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5 ABORDAGEM HÍBRIDA EM DIAGRAMAS DE DECISÃO
5.1 CONSIDERAÇÕES INICIAIS
Como descrito no capítulo 3, a utilização de algoritmos baseados no apren-
dizado de máquina simbólico têm sido o principal meio para a construção de clas-
sificadores inteligíveis para séries temporais (BAKSHI et al., 1994; KADOUS, 1999;
KUDO; TOYAMA; SHIMBO, 1999; GEURTS, 2001; YAMADA et al., 2003; COTOFREI;
STOFFEL, 2002; COTOFREI; STOFFEL, 2005; HIDASI; GASPAR-PAPANEK, 2011;
MALETZKE et al., 2014). Adicionalmente, estudos da literatura propuseram a primitiva
shapelet com o intuito de prover um melhor nível de compreensibilidade para os mode-
los de classificação induzidos, em especial pela combinação com árvores de decisão
(YE; KEOGH, 2009; YE; KEOGH, 2011; MUEEN; KEOGH; YOUNG, 2011; LINES et
al., 2012; RAKTHANMANON; KEOGH, 2013; HILLS et al., 2013; YUAN; WANG; HAN,
2014; MALETZKE et al., 2014).
No capítulo 4 foram apresentadas as abordagens propostas neste trabalho
para melhorar a qualidade da representação da transformada shapelet na construção
de modelos baseados em árvores de decisão. No entanto, como mencionado em
alguns trabalhos da literatura (DING et al., 2008; BATISTA; WANG; KEOGH, 2011;
WANG et al., 2013) e também verificado na avaliação experimental do capítulo 4, o
algoritmo 1NN apresenta em geral, o melhor desempenho em termos de acurácia
para uma grande variedade de domínios de séries temporais. Porém, esse algoritmo
baseia-se em uma estratégia de classificação lazy, que ao contrário de um algoritmo
eager, nenhum modelo é construído explicitamente sobre o conjunto de treinamento.
Nesse contexto, neste capítulo é proposto um método (seção 5.3) para a construção
de modelos simbólicos de classificação de séries temporais, por meio da descrição de
eventos que representam características morfológicas. Para implementar esse método,
são apresentados os algoritmos binary shapelet transform (BST, seção 5.4) e hybrid
instance based decision tree (HID, seção 5.5).
5.2 TRABALHOS RELACIONADOS
Apesar de prover uma representação simbólica por meio de um conjunto de
regras estruturadas, a qualidade das predições dos algoritmos tradicionais de indução
de árvores de decisão (BREIMAN et al., 1984; QUINLAN, 1986; QUINLAN, 1993) são,
frequentemente, afetados por problemas de replicação e de fragmentação (PAGALLO;
HAUSSLER, 1990); por dificuldades no tratamento de valores faltantes (FRIEDMAN,
1996) e pela existência de pequenos disjuntos (HOLTE; ACKER; PORTER, 1989). Para
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contornar esses problemas, alguns estudos na literatura propuseram a combinação
das estratégias lazy e modelos simbólicos de classificação. O algoritmo Lazy Decision
Tree (LazyDT) (FRIEDMAN, 1996; FERN; BRODLEY, 2003) é um exemplo desse
tipo de abordagem. Nesse algoritmo uma árvore de decisão é construída para cada
novo exemplo a ser classificado. Contudo, apesar de fornecer uma descrição simbólica
do conhecimento durante o processo de classificação, nenhum modelo que permita
generalizar os dados do conjunto de treinamento é construído explicitamente.
Uma outra estratégia adotada para contornar as desvantagens das árvores
de decisão e manter a representação simbólica dos modelos, consiste na constru-
ção de hiper-retângulos sobre o conjunto de exemplos. Cada hiper-retângulo pode
ser interpretado como uma regra de decisão que determina uma classe, e os limites
de cada atributo definem suas bordas. Baseado nesse conceito o algoritmo Nested
Generalised Exemplars (NGE) (SALZBERG, 1991) utiliza uma abordagem híbrida por
meio de hiper-retângulos em combinação com algoritmos de aprendizado baseado em
exemplos. Quando um novo exemplo deve ser classificado, primeiramente é verificado
se este pode ser coberto por alguma regra existente (hiper-retângulo), caso contrário,
o exemplo é associado ao hiper-retângulo mais próximo, segundo alguma métrica de
similaridade. Um dos principais algoritmos baseados nessa abordagem é o Non Nested
Generalized Exemplars (NNGE) (MARTIN, 1995), que foi proposto para tratar problemas
relacionados ao aninhamento e sobreposição dos hiper-retângulos do algoritmo NGE
(WETTSCHERECK, 1994). Entretanto, apesar dessa estratégia prover uma representa-
ção simbólica por meio das regras definidas em hiper-retângulos, o algoritmo NNGE
pode ter seu desempenho reduzido devido a possibilidade de sobre-generalizar parte
do conjunto de treinamento (GAO; ESTER, 2006). Além desse aspecto, o algoritmo tem
como outras desvantagens a utilização de todos os atributos na composição de cada
regra; e a possibilidade de apresentar um grande conjunto de regras não ordenadas
e parcialmente redundantes para a definição de uma mesma classe (HASPERUE;
GIUSTI, 2012).
5.3 MÉTODO PROPOSTO
O método proposto neste trabalho consiste em construir modelos de classifica-
ção simbólicos para séries temporais, por meio de atributos que permitam representar
características morfológicas. Desse modo, a partir deste método é possível prover a
priori uma representação do modelo na forma de uma árvore de decisão, enquanto que
para o processo de classificação pode ser utilizado um algoritmo de aprendizado base-
ado em exemplos. Sob uma perspectiva geral, o método proposto pode ser estruturado
em quatro principais etapas: (1) aprendizado de eventos; (2) representação binária; (3)
construção de modelos simbólicos; e (4) classificação. Na figura 24 é apresentada uma
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Figura 24 – Representação esquemática do método proposto.
representação esquemática de cada uma dessas etapas.
A primeira etapa é caracterizada pela definição de uma estratégia para a
identificação de eventos a partir de séries temporais. Considera-se um evento, alguma
característica que possa ser interpretada em termos de sua presença ou ausência em
uma determinada série temporal. Nesse contexto, como apresentado no capítulo 3
e também explorado no capítulo 4, a primitiva shapelet consiste em um descritor de
características morfológicas, que tem apresentado efetividade para a construção de
modelos simbólicos de classificação de séries temporais. Portanto, neste trabalho, é
proposta a utilização da transformada shapelet para a caracterização de eventos em
séries temporais. Mais especificamente, a abordagem relaxada (TS*), apresentada no
capítulo anterior, é adotada nessa primeira etapa.
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Para tornar viável a interpretação da transformada shapelet em termos de
eventos, na segunda etapa do método é proposta uma abordagem para converter
as shapelets em uma representação discreta. Assim, na seção 5.4 é introduzido
o algoritmo binary shapelet transform (BST), o qual é proposto para prover uma
representação binária da transformada shapelet.
Na terceira etapa, a representação binária no formato atributo-valor é utilizada
para a construção de modelos simbólicos de classificação e, na quarta etapa, os
modelos produzidos são utilizados para a classificação de novos exemplos. Essas
duas etapas do método são estruturadas no algoritmo proposto Hybrid Instance based
Decision tree (HID), descrito na seção 5.5.
5.4 REPRESENTAÇÃO BINÁRIA
A etapa de representação binária consiste em converter os atributos represen-
tados por valores reais da transformada shapelet XR em atributos unicamente discretos
(binários). Desse modo, tem-se que um evento expresso por uma shapelet, para uma
determinada série temporal, pode ser caracterizado por sua ausência pelo valor 0 e
por sua presença pelo valor 1.
Para realizar essa tarefa, nesta seção é apresentado o algoritmo BST, que
pode ser estruturado em três principais tarefas: o (1) aprendizado de limiares; a (2)
transformação binária; e a (3) representação binária reduzida.
5.4.1 Aprendizado de limiares
Reconsiderando os conceitos e definições apresentados na seção 3.4.3, a
etapa de aprendizado de limiares consiste em determinar o limiar de separação ls
(definição 10) para uma dada linha de ordenação L (definição 9), de modo que o
valor de ls possibilite a melhor divisão de L em dois subconjuntos LE e LD, segundo
algum critério de qualidade. Desse modo, a seguir são propostas três estratégias, para
determinar o limiar de separação.
Precisão – Pr
O processo de determinação de ls utilizado por essa estratégia baseia-se em
uma abordagem de aprendizado supervisionada, que considera a medida de precisão
(equação 5.1) como critério de qualidade. Essa estratégia de estimativa de limiares é
descrita no algoritmo 10, o qual é utilizado para identificar o limiar de separação ls que
possibilita o melhor valor de precisão dado um conjunto de distâncias D.
Definição 16 (Precisão) Seja uma linha de ordenação L, um limiar de separação ls
que divide L em dois conjuntos disjuntos L1 e L0, um subconjunto de classes C1 ⊂ C, e
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seja n1 e n01 a quantidade de elementos de L1 e de L, respectivamente, que estejam







Algoritmo 10: Pr (D)
Entrada: D: conjunto de distâncias associadas a shapelet S jH
Saída: lsMelhor : limiar de separação
1 maxPREC ← 0;
2 para i← 1 até |D| − 1 faça
3 ls ← 12 (di+1 + di);
4 L← D;
5 PREC ← Precisao(L, ls);
6 se (PREC > maxPREC) então
7 maxPREC ← PREC;




Ganho de informação – Ig
Essa estratégia para a determinação do limiar de separação é a mesma
adotada na abordagem de identificação de shapelets, tal como descrito no algoritmo
13 (seção 3.4.3). No entanto, nesse caso, o resultado do algoritmo é o valor do limiar
de separação ls que possibilitou o maior ganho de informação.
Agrupamento – 2k
Para essa estratégia de determinação do limiar de separação, é proposta
a aplicação do algoritmo de agrupamento kmeans, baseado no aprendizado não-
supervisionado. O kmeans é um algoritmo tradicional para tarefas que requerem a
divisão do espaço de dados visando identificar agrupamentos, no entanto, não garante
uma resposta ótima para todas as situações. Desse modo, considerando o fato de
que os dados contidos em conjunto de distâncias D estão representados de modo
unidimensional, é proposta a utilização do algoritmo Ckmeans.1d.dp (WANG; SONG,
2011), que oferece a garantia da resposta ótima. Esse algoritmo baseia-se na técnica
de programação dinâmica para minimizar a soma dos quadrados das distâncias dentro
de cada agrupamento. Nessa estratégia de aprendizado de limiares (algoritmo 11),
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são definidos dois agrupamentos para cada D, os quais representam presença (0) e
ausência (1). Assim, a determinação do limiar de separação é realizada por meio do
cálculo da média dos valores dos centróides desses dois agrupamentos.
Algoritmo 11: 2k (D)
Entrada: D: conjunto de distâncias associadas a shapelet S jH
Saída: ls: limiar de separação
1 {centroide0, centroide1} ← C1kmeans(2, D);




Considerando o processo de aplicação da transformada shapelet, descrito
na seção 3.5.3, XR é a representação atributo-valor do conjunto BM , de M séries
temporais para um dado conjunto Sk = {S1H , S2H , ..., SkH} composto por k shapelets.
Para a aplicação do algoritmo BST (algoritmo 12) é necessário definir os seguintes
conceitos:
Definição 17 (Shapelet binária) Seja uma shapelet S jH ∈ Sk , 1 ≤ j ≤ k, e seu res-
pectivo conjunto de distâncias DSH em relação ao conjunto de séries temporais B
M ,
uma shapelet S jH é dita binária se ∀dij ∈ DSjH , dij ∈ {0, 1}, 1 ≤ i ≤ M.
Definição 18 (Representação binária) Seja Sk = {S1H , S2H , ..., SkH} um conjunto de k
shapelets binárias, uma representação binária da transformada shapelet XR consiste
em um conjunto XB, tal que B = {0, 1} e ∀Ti ∈ BM , Sk 6= ∅.
No algoritmo 12, a cada iteração uma shapelet S jH é selecionada de S
k (linha 3),
juntamente com seu respectivo conjunto de distâncias Dj = {d1j , d2j , ..., dMj}. Após, Dj é
transformado em uma linha de ordenação L. Na linha 5, o algoritmo DeterminarLimiar
é utilizado para determinar o valor de ls, o qual permite dividir a linha de ordenação L
em dois subconjuntos L1 e L0. O subconjunto L1 representa as séries temporais para as
quais a shapelet S jH é dita estar presente; enquanto que o subconjunto L0 representa
as séries temporais, nas quais S jH está ausente. Assim, todo dij ∈ Dj é valorado para
1 ou para 0, dependendo do valor de lsj (linhas 7-12). Ao final, a função retorna o
conjunto XB = {D1 ∪ D2 ∪ ... ∪ Dj}, que é a representação binária da transformada
shapelet, no formato atributo-valor. O algoritmo DeterminarLimiar pode utilizar uma das
três estratégias de aprendizado de limiares descritas na seção anterior.
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Algoritmo 12: BST (XR,Sk )
Entrada: XR: representação atributo-valor da transformada shapelet ;
Sk : conjunto de k shapelets selecionadas
Saída: XB: representação binária no formato atributo-valor
1 XB ← ∅;
2 para cada shapelet S jH em S
k faça
3 Dj ← {d1j , d2j , ..., dMj};
4 L← Ordenar (Dj);
5 lsj ← DeterminarLimiar (L);
6 para cada dij em L faça
7 se dij ≤ lsj então
8 dij ← 1;
9 fim
10 senão
11 dij ← 0;
12 fim
13 fim
14 XB ← XB ∪ Dj ;
15 fim
16 retorna XB
5.4.3 Representação binária reduzida
Como discutido no capítulo 4, o desempenho da estratégia original da transfor-
mada shapelet (TS) depende da estimativa adequada dos parâmetros do algoritmo.
Nesse contexto, como também demonstrado pelos resultados da avaliação experimen-
tal realizada, uma das abordagens propostas, a transformada shapelet reduzida (TS+),
apresentou desempenho significativamente superior ao algoritmo original. Portanto,
com o intuito de minimizar os problemas apresentados no capítulo anterior, é proposta
a aplicação da transformada shapelet reduzida após a etapa de transformação binária.
Adicionalmente, nessa tarefa é realizada a eliminação de exemplos repetidos que ainda
possam estar presentes na representação binária reduzida e que representam classes
distintas. Esse processo é aplicado para evitar inconsistências na indução dos modelos.
Apesar da representação binária simplificar a informação agregada pelos va-
lores de distâncias associados a cada shapelet, por outro lado algumas vantagens
podem ser ressaltadas. A primeira consiste em prover um maior nível de inteligibilidade
por meio do uso de atributos unicamente discretos. Uma segunda vantagem consiste
na eliminação de possíveis inconsistências conceituais em relação aos modelos cons-
truídos utilizando a representação de shapelets com valores reais. Sob esse escopo,
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uma shapelet é dita inconsistente em um modelo de classificação, quando ocorre em
mais de uma regra com distintos limiares de separação. Essa característica dificulta
a inteligibilidade devido à estratificação dos valores de distâncias associadas a uma
determinada shapelet.
5.5 REPRESENTAÇÃO SIMBÓLICA DOS MODELOS
Nesta seção é apresentado o algoritmo HID, o qual foi proposto neste trabalho
para a construção árvores de decisão híbridas. Esse algoritmo baseia-se em uma
representação binária do conjunto de dados, tal como a etapa 2 do método, para a
construção de árvores de decisão utilizando diagramas de decisão algébricos.
5.5.1 Diagramas de decisão
Seja um conjunto x = {x1, x2, ..., xv} composto por v variáveis booleanas, tal
que xi ∈ B, 1 ≤ i ≤ v , uma função booleana é dada como f : x → B. Uma das
abordagens para a representação de funções booleanas é por meio de um grafo
acíclico direcionado (DAG) enraizado, o qual pode ser interpretado como uma árvore de
decisão binária (ADB). Nessa estrutura de dados, os vértices terminais são associados
a uma constante z ∈ B; os vértices internos representam alguma variável xi ∈ x e
estão relacionados com duas arestas dirigidas a dois nodos sucessores a1(xi ) (quando
o valor xi é igual a 1) e a0(xi) (quando o valor xi é igual a 0). Na representação gráfica
da árvore de decisão (figura 25), a aresta a1(xi ) é expressa por uma linha contínua e a
aresta a0(xi) é expressa por uma linha tracejada.
Figura 25 – Representação gráfica da árvore de decisão.
Uma ADB permite a definição do valor de f sob toda valoração possível das
variáveis de x. Assim, para cada valoração de x, o valor resultante da função f é dado
pelo valor associado ao vértice terminal, o qual pode ser obtido por meio do percurso
sobre a ADB, a partir do vértice de entrada (raiz da árvore). Para isso, em cada vértice
xi é selecionada a aresta correspondente ao valor atribuído a variável xi (BARROS,
2007). Como exemplo, seja a função booleana f = (x1 ∨ x2)∧ (x2 ∨ x3), na figura 26 (b) é
apresentada a representação gráfica da ADB gerada a partir da tabela-verdade 26 (a).
A representação por meio de ADBs está sujeita a existência de caminhos
redundantes dentro da estrutura da árvore, devido a replicação de subgrafos isomorfos.
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Figura 26 – (a) Tabela-verdade e (b) representação gráfica da ADB para a função
f = (x1 ∨ x2) ∧ (x2 ∨ x3)
Essa característica implica na construção de uma árvore maior do que seria necessária,
e impede a representação da função f de forma canônica (DELGADO, 2010).
Diagrama de decisão binário – BDD
Para contornar as desvantagens das ADBs, em Akers (1978) foi proposto o
diagrama de decisão binário (BDD), que consiste em uma generalização da ADB
pelo fato de permitir que os vértices da árvore possam estar relacionados a mais
de um vértice antecessor. Desse modo, torna-se possível o compartilhamento dos
subgrafos isomorfos e consequentemente a eliminação de caminhos redundantes
dentro da estrutura da árvore (DELGADO, 2010). Posteriormente, em Bryant (1986)
foi introduzida a restrição de ordenação das variáveis (diagramas de decisão binários
ordenados e reduzidos - ROBDD) para possibilitar a representação de um BDD de
forma canônica. Nessa abordagem, os vértices não terminais são estruturados na
árvore de decisão por meio de uma ordenação linear fixa. Desse modo, para uma
determinada ordenação das variáveis O = {x1 ≺ x2 ≺ ... ≺ xv}, qualquer valoração de
x deve seguir o percurso, sobre a estrutura do BDD, na sequência de verificação dos
vértices definida em O. Na figura 27 é apresentada a representação gráfica do ROBDD
gerado a partir da função booleana f = (x1 ∨ x2) ∧ (x2 ∨ x3).
A estrutura e o tamanho de um ROBDD para uma dada função f são carac-
terísticas dependentes da ordenação O definida para as variáveis de x. O processo
de busca por uma ordenação ótima para um BDD consiste em um problema de custo
computacional exponencial, no pior caso (DELGADO, 2010). No entanto, esse pro-
blema tem sido tratado na literatura por meio de algoritmos baseados em heurísticas
(DRECHSLER; BECKER; GOCKEL, 1996; BOLLIG; WEGENER, 1996) e na ordena-
ção dinâmica de variáveis (RUDELL, 1993; FUJITA; MATSUNAGA; KAKUDA, 1991),
os quais possibilitam manter o tamanho de representação do ROBDD a um custo
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Figura 27 – Representação gráfica do ROBDD da função f = (x1 ∨ x2) ∧ (x2 ∨ x3).
computacional viável para a maioria das aplicações (BARROS, 2007).
Como um BDD é a representação de uma função booleana f , as operações
válidas para funções são também aplicáveis em BDDs. Se dois BDDs são definidos
sobre o mesmo domínio Bv , é possível aplicar as operações binárias de conjunção
e disjunção. Nesse contexto, uma das vantagens da representação de funções bo-
oleanas por meio de um BDD, refere-se ao fato de que o custo computacional das
operações sobre essas estruturas não depende do tamanho do espaço de estados, e
sim da quantidade de vértices que compõem o diagrama (DELGADO, 2010). Assim, as
operações podem ser realizadas diretamente sobre a estrutura dos diagramas, o que
permite evitar a enumeração de todas as possíveis valorações de x.
Diagrama de decisão algébrico – ADD
Um diagrama de decisão algébrico (ADD) (BAHAR et al., 1993) consiste em
uma generalização do conceito de BDD, que permite representar uma função f : x→ R.
Desse modo, seja yj , 1 ≤ j ≤ 2v , um dos possíveis vértices terminais do ADD que
representa a função f , o valor associado a yj é dado por uma constante z ∈ R. Na
figura 28 (b) é apresentada a representação gráfica do ADD gerado a partir da tabela
descrita na figura 28 (a).
Assim como para BDDs a manipulação de ADDs é realizada por meio de dois
algoritmos principais (SOMENZI, 1999; ANDERSEN, 1997):
Reduzir: nesse algoritmo é realizado um processo de busca bottom-up para a elimina-
ção de redundâncias que possam estar presentes na estrutura de representação
do ADD.
Aplicar: consiste em um algoritmo de composição de funções sobre ADDs. Sejam dois
ADDs F e G que representam as funções f e g, respectivamente, esse algoritmo
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Figura 28 – (a) Tabela e (b) representação gráfica do respectivo ADD.
realiza uma determinada operação op na forma F op G, de modo a produzir um
ADD resultante consistente com o domínio de f e g.
Todas as operações binárias e unárias aplicáveis em um BDD são também
possíveis para um ADD. Além disso, pelo fato de possibilitar o mapeamento de funções
booleanas para números reais, a aplicação de operações algébricas, tais como soma,
diferença, multiplicação, divisão, mínimo e máximo, também é possível sobre ADDs.
Figura 29 – (a) Tabela das funções f e g; (b) representação gráfica dos ADDs F e G
(DELGADO, 2010).
Como exemplo, seja a representação gráfica dos ADDs F e G apresentada
nas figuras 29 (b) e 29 (c), gerados a partir da tabela (figura 29 (a)) das funções f e
g, respectivamente, os ADDs resultantes das operações de disjunção, conjunção e
máximo entre os ADDs F e G são apresentados nas figuras 30 (a), 30 (b) e 30 (c),
respectivamente.
5.5.2 HID: Hybrid Instance based Decision tree
Considerando que, após a etapa 2 do método, cada série temporal passa a
ser representada por valores unicamente binários, os conceitos apresentados sobre
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Figura 30 – Representação gráfica das operações de (a) disjunção, (b) conjunção e (c)
máximo entre os ADDs F e G (DELGADO, 2010).
diagramas de decisão, em especial o ADD, podem ser aplicados para a construção de
árvores de decisão a partir da representação produzida pelo algoritmo BST.
Seja uma representação binária XB obtida a partir de um conjunto de séries
temporais BM associado a um conjunto C de w classes, é possível interpretar o conjunto
de k shapelets Sk como um conjunto de variáveis booleanas, e cada série temporal Ti
como uma valoração de Sk . Desse modo, considerando que C ⊂ R pode-se definir XB
como um ADD por meio de uma função A tal que:
A : Sk → C (5.2)
No entanto, a função A que mapeia XB para o domínio de classes C não é
conhecida a priori. Assim, neste trabalho é proposto o algoritmo HID (algoritmo 13) para
a construção do ADD que representa a função A. Esse algoritmo pode ser estruturado
em três principais fases:
1. Conjunção de shapelets: nessa fase, cada série temporal Ti ∈ XB é transformada
em uma expressão booleana Ei de acordo com a valoração de Sk . Caso o valor
de uma variável S jH ∈ Sk seja igual a 0 (falso), essa variável será representada na
forma negada ¬S jH . Por exemplo, seja Ti = {0, 1, 0, ..., 1}, a respectiva expressão
booleana é dada por Ei = ¬S1H ∧ S2H ∧ ¬S3H ∧ ... ∧ SkH .
2. Disjunção de exemplos: nessa fase, todas as expressões de cada classe são
combinadas por meio de disjunções. Desse modo, seja q a quantidade de ex-
pressões Ei para uma determinada classe c ∈ C, o conjunto de expressões
E(c) = {E1, E2, ..., Eq} é representado pela função A(c) = E1 ∨ E2 ∨ ... ∨ Eq.
Assim, tem-se um ADD que representa A(c) para cada classe c, na forma
A(c) : E(c)→ {0, c}.
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3. Composição de classes: nessa fase, é realizada a construção do ADD que repre-
senta a árvore de decisão para XB. Esse processo baseia-se na composição
sequencial entre os ADDs de cada classe c ∈ C. Assim, seja a seguinte orde-
nação crescente das classes c1 ≺ c2 ≺ ... ≺ cw , dada pelos seus respectivos
valores (reserva-se o valor 0 para caracterizar o valor booleano falso), e sejam os
ADDs de cada classe A(c):

A(c1) : E(c1)→ {0, c1}
A(c2) : E(c2)→ {0, c2}
...
A(cw ) : E(cw )→ {0, cw}










Como exemplo, seja um conjunto de w = 3 classes C = {1, 2, 3}, o ADD resultante
pela aplicação a operação máximo é dado por:
A = max(max(A(c1), A(c2)), A(c3))
Na figura 31 (c) é apresentado o ADD resultante da operação máximo entre os
ADDs A(c1) (figura 31 (a)) e A(c2) (figura 31 (b)). Na figura 32 (b) é apresentado o ADD
resultante da operação máximo entre o ADD A(c3) (figura 32 (a)) e o ADD resultante de
max(A(c1), A(c2)) (figura 31 (c)).
Figura 31 – Representação gráfica do (c) ADD resultante da operação máximo entre
os ADDs (a) A(c1) e (b) A(c1).
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Algoritmo 13: HID (XB)
Entrada: XB: representação binária no formato atributo-valor de XR
Saída: A: ADD que representa XB
1 para cada série temporal Ti em XB faça
2 para cada shapelet S jH em S
k faça
3 Ei ← ∅;
4 se S jH = 1 então
5 Ei ← Ei ∧ S jH ;
6 fim
7 senão
8 Ei ← Ei ∧ ¬S jH ;
9 fim
10 fim
11 c ← Classe(Ti);
12 E(c)← E(c) ∪ Ei ;
13 fim
14 para cada classe ci em C faça
15 A(ci)← ∅;
16 para cada expressão E em E(ci) faça









Figura 32 – Representação gráfica do (b) ADD resultante da operação máximo entre o
ADD (a) A(c3) e o ADD max(A(c1), A(c2)) da figura 31 (c).
Dependendo da quantidade shapelets e dos exemplos que caracterizam o
conjunto de dados representado por XB, dois tipos de modelagem são possíveis para o
algoritmo HID, completa ou parcial.
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Modelagem completa
A construção de uma árvore de decisão na modelagem completa envolve
a necessidade da existência ou a enumeração de toda a tabela. Em geral, poucos
domínios poderão apresentar a representação de todas as valorações possíveis em XB
diretamente após a aplicação do algoritmo BST. Desse modo, uma alternativa proposta
para esse cenário, consiste em utilizar uma função de aproximação f ′ que possibilite a
estimativa a priori das valorações faltantes. No entanto, trata-se de uma abordagem
de complexidade exponencial, visto que, seja k a quantidade de shapelets, existem
2k valorações possíveis. Assim, dependendo do valor de k , essa abordagem pode se
tornar inviável em termos de aplicação computacional. Além desses aspectos, algumas
valorações da tabela-verdade podem não representar situações reais no contexto do
domínio.
Modelagem parcial
Considerando o problema da inviabilidade de aplicação da modelagem com-
pleta em muitos domínios, neste trabalho é proposto um processo de modelagem
parcial. Na construção de um modelo parcial não é necessária a existência ou enu-
meração de todas as valorações da tabela. Nesta proposta, é realizada a construção
do modelo de classificação, para o qual as valorações não descritas na tabela podem
ser associadas aos exemplos que estão presentes em XB, por meio de uma função de
aproximação f ′.
Como exemplo, considerando a tabela-verdade apresentada na figura 28 (a)
e a análoga representação de XB, na figura 33 (b) é apresentado o modelo parcial
construído a partir da tabela parcial, como descrito na figura 33 (a).




A última etapa do método proposto neste trabalho, consiste em utilizar o modelo
simbólico construído, para a classificação de novas séries temporais. Considerando a
abordagem de modelos completos, tem-se um algoritmo eager de classificação. Desse
modo, dada uma ordenação O do conjunto de shapelets binárias Sk , basta realizar o
percurso sobre a árvore de decisão A até que um vértice terminal seja encontrado.
Na abordagem de construção de modelos parciais, tem-se um algoritmo híbrido
de classificação que pode ser eager ou lazy dependendo do exemplo a ser classificado.
Desse modo, dada uma nova série temporal T , descrita por Sk , esta pode ser classifi-
cada com base na árvore de decisão A, caso o percurso sobre a árvore de decisão não
encontre o vértice terminal que expressa a função f ′. Caso contrário, significa que o
exemplo Sk não está mapeado em XB, e portanto a função de aproximação f ′ deve ser
utilizada para a classificação. Neste trabalho, é proposta a utilização do algoritmo 1NN
como função de aproximação f ′ (sobre o conjunto de treinamento), e portanto nesse
cenário tem-se a adoção de uma estratégia lazy de classificação. Adicionalmente,
mesmo para um exemplo Sk que não esteja mapeado em XB, é possível associá-lo a
algum caminho existente na árvore, por meio da aproximação provida pelo algoritmo
1NN.
5.6 AVALIAÇÃO EXPERIMENTAL
Nesta seção, é apresentada a avaliação experimental realizada para analisar
o desempenho do método descrito neste capítulo. Inicialmente, o algoritmo HID foi
comparado com um algoritmo tradicional de indução de árvores de decisão (J48) e
com um algoritmo híbrido (NNGE), por meio da representação binária apresentada
no método proposto. Posteriormente, para situar os resultados em um contexto geral
na literatura, o método proposto foi avaliado em relação aos algoritmos baseados na
primitiva shapelet, tais como a abordagem embutida e a abordagem reduzida (descrita
nos capítulos anteriores); e em relação ao algoritmo 1NN (utilizando os dados originais
das séries temporais), como referencial do estado da arte.
5.6.1 Descrição dos conjuntos de dados
Os conjuntos de dados utilizados nesta avaliação experimental incluem os 27
domínios de séries temporais descritos na seção 4.3.2 (capítulo 4). Adicionalmente,
para esta avaliação foram incluídos outros cinco conjuntos, também provenientes do
benchmark da UCR (KEOGH et al., 2006), totalizando 32 conjuntos.
Nas tabelas 2 (capítulo 4) e 10 são descritas as informações pertinentes a
esses conjuntos. Para cada conjunto são detalhados: a quantidade de classes (w), a
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Tabela 10 – Descrição do conjunto adicional de dados utilizado.
# Conjunto de dados w Mtreino Mteste m
28 50words 50 450 455 270
29 CricketX 12 390 390 300
30 CricketY 12 390 390 300
31 CricketZ 12 390 390 300
32 WordsSynonyms 25 267 638 270
quantidade de séries temporais no conjunto de treinamento (Mtreino) e no conjunto de
teste (Mteste), e o tamanho das séries temporais (m).
5.6.2 Algoritmos utilizados
Os algoritmos utilizados nesta avaliação são:
• Indutor base J48: representação binária proposta (BST) utilizando o algoritmo
J48 como indutor base;
• Indutor base NNGE: representação binária proposta (BST) utilizando o algoritmo
NNGE como indutor base;
• Indutor base HID: representação binária proposta (BST) utilizando o algoritmo
HID como indutor base;
• Baseados na abordagem embutida: algoritmo logical shapelets (LS) (MUEEN;
KEOGH; YOUNG, 2011), e fast shapelets (FS) (RAKTHANMANON; KEOGH,
2013);
• Baseados na abordagem transformada: variações da abordagem reduzida (TS+CS,
TS+CFS e TS+FCBF), apresentadas no capítulo anterior, utilizando o algoritmo
J48 como indutor da árvore de decisão;
• Classificador baseline: consiste em um classificador que prediz a classe majoritá-
ria do conjunto de dados;
• Classificador referencial: algoritmo 1NN em conjunto com a medida de similari-
dade ED ou DTW. Para esses algoritmos são utilizados os dados originais das
séries temporais, sem qualquer tipo de transformação.
O algoritmo J48 (implementação do algoritmo C4.5) foi utilizado como referência
entre os algoritmos baseados na indução de árvores de decisão. O algoritmo NNGE foi
proposto para ser utilizado nessa avaliação experimental, pois como o algoritmo HID,
também emprega uma estratégia híbrida de classificação. Assim como na avaliação
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do capítulo anterior, o algoritmo 1NN (utilizando as distâncias ED e DTW) foi adotado
como referência da literatura de séries temporais. A ideia do classificador referencial
é permitir situar os resultados das abordagens avaliadas nesta seção em relação ao
estado da arte da literatura atual. Também foi utilizado para comparação, a acurácia
majoritária como classificador baseline.
5.6.3 Configuração dos experimentos
Os experimentos realizados para avaliar o método proposto neste capítulo
foram organizados em cinco etapas, as quais são ilustradas na figura 34. As linhas
contínuas representam o fluxo dos experimentos realizados por meio da representação
binária proposta (BST) neste capítulo; enquanto que as linhas tracejadas correspondem
ao fluxo experimental da transformada shapelet, por meio da abordagem reduzida (TS+),
como descrito no capítulo anterior.
Aprendizado de eventos 
Representação binária 
Ig Pr 2k 
Aplicação da transformada 
CS CFS FCBF 
Construção de modelos 
Avaliação dos resultados 
NNGE HID J48 
Figura 34 – Representação esquemática da configuração dos experimentos.
(1) Identificação de eventos: nessa etapa foi realizado o processo de identificação de
eventos por meio da extração de shapelets. Para isso, foi aplicada a transformada
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shapelet segundo os parâmetros definidos para a abordagem relaxada (seção
4.2.2).
(2) Representação binária: nessa etapa, com base nas shapelets identificadas na
etapa (1), o algoritmo BST foi aplicado utilizando cada um dos três algoritmos de
aprendizado de limiares propostos (Pr, Ig e 2k).
(3) Aplicação da transformada: nessa etapa, os conjuntos de treinamento e de teste
foram transformados para a representação binária no formato atributo-valor, utili-
zando cada um dos algoritmos de seleção de atributos empregados na abordagem
reduzida (TS+CS, TS+CFS e TS+FCBF) seção 3.5.3.
(4) Construção de modelos: nessa etapa foram induzidos os modelos de classifi-
cação para cada um dos algoritmos utilizados nesta avaliação. Exceção dos
métodos 1NN ED e 1NN DTW, que são algoritmos lazy.
(5) Avaliação dos resultados: nessa última etapa, os resultados foram avaliados por
meio da estimativa da acurácia para cada um dos modelos construídos usando
o método holdout, conforme a distribuição dos conjuntos de dados da UCR. A
acurácia foi utilizada como medida de desempenho nessa avaliação, pois tem
sido a métrica mais utilizada na comunidade de classificação de séries temporais.
Na etapa de avaliação dos resultados, o método proposto foi comparado em re-
lação aos demais algoritmos utilizados por meio de quatro configurações experimentais,
as quais são descritas a seguir:
Avaliação 1: nessa primeira avaliação foi explorada a utilização da abordagem wrapper
de seleção de atributos aplicada aos algoritmos NNGE e HID, para redução
da dimensionalidade de representação das shapelets. Esses algoritmos foram
também avaliados, em termos de acurácia, sem a aplicação de técnicas de
seleção de atributos (SSA). Adicionalmente as abordagens wrapper e SSA foram
analisadas em relação ao algoritmo J48, em termos da quantidade de atributos
(shapelets) utilizada.
Avaliação 2: nessa avaliação foi realizada a análise de desempenho das distintas
representações binárias providas pelo algoritmo BST. Para isso os algoritmos
de aprendizado de limiares (Ig, Pr e 2k) em combinação com as variações da
transformada shapelet reduzida (TS+CS, TS+CFS e TS+FCBF) foram analisados
por meio dos algoritmos J48, NNGE e HID.
Avaliação 3: nessa avaliação foi realizada a análise de desempenho dos modelos
simbólicos produzidos pelos algoritmos J48, NNGE e HID, cada qual utilizando a
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representação de melhor desempenho verificados na Avaliação 2, em termos de
acurácia.
Avaliação 4: Nessa avaliação o algoritmo HID foi comparado com as abordagens
baseadas na primitiva shapelet, já analisadas neste trabalho, tais como a aborda-
gem embutida e a abordagem transformada. Assim, para a abordagem embutida
foram selecionados os algoritmos logical shapelets (LS) e fast shapelets (FS),
sendo este último considerado o estado da arte para a construção de modelos
simbólicos de classificação de séries temporais. Em relação aos baseados na
transformada shapelet, foi utilizada a abordagem reduzida TS+, proposta no capí-
tulo 4. Adicionalmente, o algoritmo HID foi também comparado com o algoritmo
1NN, utilizando as medidas de distância ED e DTW, o qual é considerado o estado
da arte para a classificação de séries temporais (WANG et al., 2013; DING et al.,
2008). Nessa avaliação foram utilizados os 27 conjuntos de dados apresentados
na tabela 2 (capítulo 4).
5.6.4 Avaliação 1 – Resultados e discussão
A maioria dos algoritmos baseados na indução de regras ou árvores de decisão
utilizam alguma técnica de seleção de atributos durante o processo de indução do
modelo, como é o caso do algoritmo J48. Por outro lado, os algoritmos de aprendizado
baseados em exemplos, tradicionalmente, não utilizam qualquer tipo técnica para a
redução de atributos. Desse modo, considerando os algoritmos híbridos HID e NNGE,
que utilizam o algoritmo 1NN como base, nesta avaliação é proposta e analisada a
utilização da abordagem de seleção de atributos wrapper para esses algoritmos. O
objetivo de aplicar essa técnica consiste em uma tentativa de reduzir a quantidade de
atributos a ser utilizada para a construção dos modelos, com foco no desempenho
dos próprios algoritmos de indução. Um dos principais argumentos apresentados na
literatura para a utilização da abordagem wrapper é que o mesmo algoritmo que
será utilizado para a seleção do subconjunto de atributos também deverá prover uma
estimativa de acurácia melhor que algum outro algoritmo, o qual pode possuir um bias
de aprendizado diferente (KOHAVI; JOHN, 1997).
Para caracterizar o cenário dessa avaliação, na figura 35 é apresentada a
quantidade de atributos1 (shapelets) utilizada pelos modelos construídos por meio dos
algoritmos J48, HID e NNGE. Em cada gráfico é descrita a quantidade de atributos
para cada representação binária produzida pelos algoritmos de aprendizado de limiares
propostos em combinação com as variações da transformada shapelet reduzida (TS+).
As linhas correspondentes a HID-wrapper e NNGE-wrapper representam a quantidade
de atributos utilizada por meio da aplicação da abordagem wrapper, enquanto SSA
1 Os dados utilizados na representação dos gráficos da figura 35 estão descritos no apêndice A.
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refere-se à abordagem na qual a aplicação dos algoritmos HID e NNGE foi realizada
sem seleção de atributos.
Por meio da análise dos dados da figura 35 pode-se notar que, para a maioria
das representações avaliadas, a quantidade de atributos utilizada pelos algoritmos
HID e NNGE, na abordagem SSA, é maior quando em comparação com a abordagem
wrapper e com o algoritmo J48. As exceções são para as representações binárias
geradas pelas estratégias 2k-TS+CS e 2k-TS+FCBF, nas quais as diferenças são
menos acentuadas.
Para avaliar o impacto da utilização da abordagem wrapper 2 sobre o desem-
penho dos algoritmos HID e NNGE, cada estratégia de representação binária foi
comparada com a abordagem SSA3. Para essa análise foi utilizado o teste estatístico
Wilcoxon Signed Ranks com nível de significância α = 5%. Este teste é recomendado
para a comparação entre dois modelos quando diversos conjuntos de dados estão
envolvidos (DEMSAR, 2006). Nas tabelas 11 e 12 são apresentados os resultados do
teste estatístico para cada uma das comparações realizadas para os algoritmos HID e
NNGE, respectivamente. Os valores destacados em negrito representam as compara-
ções que apresentaram diferença significativa. Adicionalmente, são apresentados os
valores de soma dos ranks positivos (+) e negativos (–) que refere-se ao desempenho
das abordagens SSA e wrapper, respectivamente.
Tabela 11 – Resultados da comparação entre as abordagens SSA e wrapper para o
algoritmo HID.
HID-SSA (–) vs HID-wrapper (+)
TS+CFS TS+CS TS+FCBF
Ig 2k Pr Ig 2k Pr Ig 2k Pr
p-valor 0,0285 0,0801 0,0177 0,1585 0,3953 0,6030 0,5028 0,0423 0,7278
Soma do rank + 339 317,5 369 30 45 58 160 104,5 189
Soma do rank – 126 147,5 127 75 75 78 116 273,5 162
Tabela 12 – Resultados da comparação entre as abordagens SSA e wrapper para o
algoritmo NNGE.
NNGE-SSA (–) vs NNGE-wrapper (+)
TS+CFS TS+CS TS+FCBF
Ig 2k Pr Ig 2k Pr Ig 2k Pr
p-valor 0,0012 0,0002 0,1527 0,3472 0,8200 0,0390 0,0155 0,0574 0,1970
Soma do rank + 283 410,5 302 51 20 33 185 233 195
Soma do rank – 42 54,5 163 27 25 3 46 92 105
Como reportado na tabela 11, em três comparações foram verificadas dife-
renças significativas para o algoritmo HID. Nas estratégias de representação binária
2 Os valores de acurácia para os algoritmos HID e NNGE, usando a abordagem wrapper, são apresen-
tados nas tabelas 15 e 14, respectivamente
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Figura 35 – Quantidade de atributos utilizada pelos algoritmos J48 e, HID e NNGE com abordagem wrapper e abordagem SSA,
considerando cada uma das estratégias de binarização em cada conjunto de dados avaliado.
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Ig-TS+CFS e Pr-TS+CFS o desempenho da abordagem wrapper foi inferior a SSA,
enquanto na estratégia 2k-TS+FCBF o desempenho foi superior. Em relação aos
resultados do algoritmo NNGE descritos na tabela 12, em quatro estratégias de repre-
sentação binária foram verificadas diferenças significativas, paras as quais a abordagem
SSA apresentou melhor desempenho.
Por meio da análise dos resultados apresentados nesta avaliação, é possível
verificar que na maioria das comparações, a redução de atributos por meio da aborda-
gem wrapper não apresentou diferenças significativas de desempenho, enquanto uma
menor quantidade de atributos foi utilizada para a construção dos modelos.
5.6.5 Avaliação 2 – Resultados e discussão
Os resultados dos experimentos realizados, segundo a configuração da Ava-
liação 2, considerando os algoritmos base J48, NNGE e HID, são apresentados nas
tabelas 13, 14 e 15, respectivamente. Os algoritmos NNGE e HID foram avaliados por
meio da utilização da abordagem wrapper, considerando os resultados analisados na
Avaliação 1. Os valores são apresentados no formato acc (rank), no qual acc corres-
ponde ao valor da acurácia de classificação sobre o conjunto de teste (em termos de
porcentagem), e rank é a posição relativa do algoritmo em relação aos demais para
um dado conjunto de dados. As colunas 2-4, 5-7 e 8-10 correspondem aos resulta-
dos reportados para os algoritmos de binarização Ig, 2k e Pr em combinação com a
transformada shapelet baseada nas abordagens TS+CFS, TS+CS e TS+FCBF, respec-
tivamente. Na última coluna são apresentados os valores de acurácia pela aplicação
do classificador baseline. As últimas três linhas representam, para cada algoritmo, os
valores de acurácia média, rank médio, e quantidade de vezes que apresentou a melhor
acurácia em um conjunto de dados (1 vs todos), respectivamente. As células destaca-
das representam os melhores valores de acurácia para um determinado conjunto de
dados, considerando todos os algoritmos avaliados.
A análise estatística dos resultados de cada algoritmo base foi realizada por
meio do teste de Friedman com nível de significância α = 5%, K = 9 (quantidade de
algoritmos) e N = 32 (número de conjunto de dados). Quando constatadas diferenças
significativas, o pós-teste de Nemenyi foi aplicado com α = 5%. Nessa análise, foi
verificado valor de diferença crítica de CD = 2, 12.
126Tabela 13 – Resultados dos experimentos realizados utilizando o J48 como algoritmo base. Os valores são apresentados no formato
acc (rank ), no qual acc corresponde ao valor da acurácia (%) de classificação sobre o conjunto de teste, e rank é a posição
relativa do algoritmo em relação aos demais para um dado conjunto de dados. As células destacadas representam os
melhores valores de acurácia para cada conjunto de dados.
TS+CFS TS+CS TS+FCBF# Ig 2k Pr Ig 2k Pr Ig 2k Pr baseline
1 79,54 (3,00) 85,42 (2,00) 76,98 (4,00) 89,51 (1,00) 73,91 (5,00) 50,64 (9,00) 61,64 (8,00) 65,98 (7,00) 68,03 (6,00) 2,05
2 66,67 (3,50) 66,67 (3,50) 60,00 (7,50) 66,67 (3,50) 60,00 (7,50) 53,33 (9,00) 66,67 (3,50) 73,33 (1,00) 63,33 (6,00) 20,00
3 85,11 (7,00) 91,78 (2,50) 91,11 (4,50) 85,11 (7,00) 91,78 (2,50) 91,11 (4,50) 85,11 (7,00) 91,89 (1,00) 82,22 (9,00) 33,11
4 90,78 (8,00) 95,08 (2,00) 95,00 (3,00) 94,38 (5,00) 95,76 (1,00) 91,48 (7,00) 89,74 (9,00) 94,43 (4,00) 91,98 (6,00) 53,26
5 96,43 (5,50) 100,00 (1,50) 96,43 (5,50) 96,43 (5,50) 100,00 (1,50) 96,43 (5,50) 96,43 (5,50) 92,86 (9,00) 96,43 (5,50) 53,57
6 78,43 (4,00) 76,47 (6,00) 88,24 (1,50) 78,43 (4,00) 73,20 (7,00) 88,24 (1,50) 62,75 (8,00) 54,58 (9,00) 78,43 (4,00) 30,07
7 85,00 (5,00) 77,00 (9,00) 86,00 (3,00) 83,00 (6,00) 82,00 (7,00) 86,00 (3,00) 89,00 (1,00) 79,00 (8,00) 86,00 (3,00) 64,00
8 98,49 (3,50) 97,33 (7,50) 98,49 (3,50) 98,49 (3,50) 97,33 (7,50) 98,49 (3,50) 98,49 (3,50) 96,86 (9,00) 98,49 (3,50) 49,71
9 69,11 (2,00) 66,45 (5,00) 66,63 (4,00) 70,00 (1,00) 67,34 (3,00) 66,39 (6,00) 58,99 (9,00) 63,96 (7,00) 63,61 (8,00) 4,26
10 56,82 (8,50) 84,09 (3,00) 90,91 (1,50) 56,82 (8,50) 82,95 (4,00) 90,91 (1,50) 68,18 (6,50) 81,82 (5,00) 68,18 (6,50) 15,91
11 72,49 (4,00) 75,85 (1,00) 70,29 (5,00) 74,78 (2,00) 66,98 (6,00) 62,73 (8,00) 58,88 (9,00) 74,10 (3,00) 64,44 (7,00) 14,34
12 90,29 (5,00) 90,29 (5,00) 90,86 (2,50) 90,29 (5,00) 90,86 (2,50) 89,14 (7,00) 86,86 (8,00) 86,29 (9,00) 93,14 (1,00) 12,57
13 92,67 (6,50) 97,33 (2,00) 92,67 (6,50) 92,67 (6,50) 97,33 (2,00) 92,67 (6,50) 92,67 (6,50) 97,33 (2,00) 92,67 (6,50) 49,33
14 91,64 (6,00) 94,56 (2,50) 91,64 (6,00) 90,28 (9,00) 95,82 (1,00) 91,64 (6,00) 91,64 (6,00) 94,56 (2,50) 91,64 (6,00) 49,85
15 70,49 (2,50) 55,74 (6,50) 55,74 (6,50) 72,13 (1,00) 47,54 (9,00) 55,74 (6,50) 70,49 (2,50) 55,74 (6,50) 62,30 (4,00) 54,10
16 56,16 (8,00) 68,49 (2,00) 61,64 (6,00) 64,38 (4,50) 69,86 (1,00) 54,79 (9,00) 65,75 (3,00) 57,53 (7,00) 64,38 (4,50) 26,03
17 68,55 (8,00) 75,26 (4,00) 79,08 (2,00) 74,34 (5,00) 73,68 (6,00) 79,34 (1,00) 68,03 (9,00) 70,66 (7,00) 78,16 (3,00) 51,45
18 85,14 (3,50) 71,33 (8,00) 85,14 (3,50) 85,14 (3,50) 71,33 (8,00) 85,14 (3,50) 85,14 (3,50) 71,33 (8,00) 85,14 (3,50) 53,91
19 93,33 (7,50) 100,00 (2,50) 100,00 (2,50) 86,67 (9,00) 96,67 (5,50) 100,00 (2,50) 93,33 (7,50) 96,67 (5,50) 100,00 (2,50) 40,00
20 78,51 (2,00) 71,90 (7,50) 71,90 (7,50) 78,51 (2,00) 78,51 (2,00) 76,45 (6,00) 78,10 (4,00) 77,27 (5,00) 68,18 (9,00) 18,18
21 86,02 (4,50) 53,24 (8,50) 86,02 (4,50) 86,02 (4,50) 53,24 (8,50) 86,02 (4,50) 86,02 (4,50) 86,19 (1,00) 86,02 (4,50) 42,93
22 87,20 (3,00) 91,20 (1,00) 86,24 (4,00) 85,28 (7,00) 85,76 (6,00) 86,08 (5,00) 82,56 (9,00) 82,88 (8,00) 88,64 (2,00) 5,28
23 80,30 (1,00) 70,95 (4,00) 65,93 (9,00) 80,00 (2,00) 66,53 (8,00) 67,44 (6,00) 78,09 (3,00) 67,74 (5,00) 67,04 (7,00) 17,39
24 87,00 (7,00) 91,67 (5,00) 96,67 (1,00) 94,33 (2,00) 93,33 (3,00) 93,00 (4,00) 81,33 (9,00) 86,33 (8,00) 88,33 (6,00) 16,67
25 100,00 (2,50) 98,00 (8,00) 99,00 (6,00) 100,00 (2,50) 100,00 (2,50) 99,00 (6,00) 96,00 (9,00) 99,00 (6,00) 100,00 (2,50) 19,00
26 96,75 (3,50) 94,56 (8,00) 96,75 (3,50) 96,75 (3,50) 94,56 (8,00) 96,75 (3,50) 96,75 (3,50) 94,56 (8,00) 96,75 (3,50) 49,96
27 72,93 (9,00) 82,15 (6,00) 83,55 (4,00) 78,33 (7,00) 86,35 (1,00) 86,23 (2,00) 73,03 (8,00) 82,58 (5,00) 83,58 (3,00) 25,88
28 39,78 (6,00) 60,44 (1,00) 48,57 (3,00) 44,84 (5,00) 54,73 (2,00) 35,16 (8,00) 20,00 (9,00) 48,13 (4,00) 39,34 (7,00) 12,53
29 40,51 (8,00) 53,08 (2,00) 51,03 (3,00) 44,36 (6,00) 55,38 (1,00) 46,92 (4,00) 29,23 (9,00) 42,31 (7,00) 45,64 (5,00) 6,67
30 46,15 (8,00) 60,51 (2,00) 62,56 (1,00) 51,54 (7,00) 55,64 (4,00) 59,74 (3,00) 41,54 (9,00) 54,36 (5,00) 53,33 (6,00) 7,44
31 39,23 (8,00) 53,08 (2,00) 41,28 (7,00) 42,05 (6,00) 53,59 (1,00) 52,56 (3,00) 37,44 (9,00) 47,69 (4,00) 45,38 (5,00) 6,15
32 47,65 (5,00) 54,08 (1,00) 50,31 (2,00) 49,37 (3,00) 48,12 (4,00) 41,07 (8,00) 43,10 (7,00) 38,71 (9,00) 47,34 (6,00) 21,94
acc média 75,91 78,25 78,65 77,53 76,88 76,58 72,91 75,21 76,19
rank médio 5,27 4,11 4,19 4,63 4,31 5,11 6,53 5,80 5,06
1 vs todos 6 7 8 8 10 7 4 4 6
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Tabela 14 – Resultados dos experimentos realizados utilizando o NNGE como algoritmo base. Os valores são apresentados no formato
acc (rank ), no qual acc corresponde ao valor da acurácia (%) de classificação sobre o conjunto de teste, e rank é a posição
relativa do algoritmo em relação aos demais para um dado conjunto de dados. As células destacadas representam os
melhores valores de acurácia para cada conjunto de dados.
TS+CFS TS+CS TS+FCBF# Ig 2k Pr Ig 2k Pr Ig 2k Pr baseline
1 80,31 (4,00) 88,49 (2,00) 82,35 (3,00) 90,03 (1,00) 78,77 (5,00) 50,90 (9,00) 60,61 (8,00) 70,33 (7,00) 71,61 (6,00) 2,05
2 63,33 (2,50) 53,33 (5,00) 40,00 (9,00) 63,33 (2,50) 46,67 (8,00) 50,00 (6,50) 66,67 (1,00) 50,00 (6,50) 60,00 (4,00) 20,00
3 85,11 (7,00) 91,78 (2,50) 91,11 (4,50) 85,11 (7,00) 91,78 (2,50) 91,11 (4,50) 85,11 (7,00) 91,89 (1,00) 82,22 (9,00) 33,11
4 46,41 (9,00) 95,08 (2,00) 93,26 (4,00) 94,69 (3,00) 95,44 (1,00) 92,37 (6,00) 89,74 (7,00) 87,68 (8,00) 92,40 (5,00) 53,26
5 96,43 (5,50) 100,00 (1,50) 96,43 (5,50) 96,43 (5,50) 100,00 (1,50) 96,43 (5,50) 96,43 (5,50) 92,86 (9,00) 96,43 (5,50) 53,57
6 77,78 (4,50) 70,59 (6,50) 97,06 (1,50) 77,78 (4,50) 70,59 (6,50) 97,06 (1,50) 59,15 (8,50) 59,15 (8,50) 86,27 (3,00) 30,07
7 85,00 (3,50) 81,00 (9,00) 86,00 (1,50) 83,00 (6,00) 82,00 (7,50) 86,00 (1,50) 85,00 (3,50) 82,00 (7,50) 84,00 (5,00) 64,00
8 98,49 (3,50) 97,33 (7,50) 98,49 (3,50) 98,49 (3,50) 97,33 (7,50) 98,49 (3,50) 98,49 (3,50) 96,86 (9,00) 98,49 (3,50) 49,71
9 56,09 (8,00) 68,46 (3,00) 67,75 (5,50) 70,36 (1,00) 68,40 (4,00) 70,30 (2,00) 48,40 (9,00) 64,02 (7,00) 67,75 (5,50) 4,26
10 65,91 (7,00) 84,09 (4,00) 90,91 (1,50) 56,82 (9,00) 82,95 (5,00) 90,91 (1,50) 65,91 (7,00) 86,36 (3,00) 65,91 (7,00) 15,91
11 70,63 (4,00) 76,10 (3,00) 67,76 (6,00) 77,12 (1,00) 66,34 (7,00) 67,85 (5,00) 50,59 (9,00) 76,59 (2,00) 63,95 (8,00) 14,34
12 92,57 (2,00) 92,00 (4,00) 92,57 (2,00) 89,71 (7,50) 92,57 (2,00) 89,71 (7,50) 84,57 (9,00) 90,86 (6,00) 91,43 (5,00) 12,57
13 92,67 (4,50) 83,33 (8,50) 92,67 (4,50) 92,67 (4,50) 97,33 (1,00) 92,67 (4,50) 92,67 (4,50) 83,33 (8,50) 92,67 (4,50) 49,33
14 94,27 (4,50) 95,63 (2,50) 91,64 (7,00) 91,16 (9,00) 96,40 (1,00) 91,64 (7,00) 94,27 (4,50) 95,63 (2,50) 91,64 (7,00) 49,85
15 59,02 (2,00) 52,46 (8,00) 55,74 (5,00) 68,85 (1,00) 47,54 (9,00) 55,74 (5,00) 54,10 (7,00) 57,38 (3,00) 55,74 (5,00) 54,10
16 64,38 (5,50) 65,75 (3,00) 76,71 (1,00) 64,38 (5,50) 65,75 (3,00) 58,90 (8,00) 58,90 (8,00) 65,75 (3,00) 58,90 (8,00) 26,03
17 68,55 (8,00) 75,79 (4,00) 79,34 (1,00) 75,92 (3,00) 75,26 (5,00) 76,32 (2,00) 68,03 (9,00) 71,18 (7,00) 71,32 (6,00) 51,45
18 85,14 (3,50) 72,76 (9,00) 85,14 (3,50) 85,14 (3,50) 80,99 (7,00) 85,14 (3,50) 85,14 (3,50) 80,19 (8,00) 85,14 (3,50) 53,91
19 93,33 (7,00) 100,00 (3,00) 100,00 (3,00) 86,67 (8,50) 96,67 (6,00) 100,00 (3,00) 86,67 (8,50) 100,00 (3,00) 100,00 (3,00) 40,00
20 69,01 (9,00) 75,62 (3,00) 75,21 (4,00) 73,55 (5,50) 76,86 (1,50) 70,66 (8,00) 76,86 (1,50) 73,55 (5,50) 72,31 (7,00) 18,18
21 86,02 (4,50) 53,24 (8,50) 86,02 (4,50) 86,02 (4,50) 53,24 (8,50) 86,02 (4,50) 86,02 (4,50) 86,19 (1,00) 86,02 (4,50) 42,93
22 84,00 (8,00) 91,36 (1,00) 86,88 (3,00) 84,32 (7,00) 86,08 (4,00) 85,76 (5,00) 69,60 (9,00) 84,96 (6,00) 88,48 (2,00) 5,28
23 82,31 (2,00) 70,95 (4,00) 67,94 (6,00) 83,12 (1,00) 66,53 (8,00) 69,45 (5,00) 76,98 (3,00) 66,93 (7,00) 56,98 (9,00) 17,39
24 85,67 (7,00) 91,33 (5,00) 96,67 (1,00) 95,67 (2,00) 93,33 (4,00) 94,33 (3,00) 82,33 (9,00) 86,33 (6,00) 84,67 (8,00) 16,67
25 100,00 (2,00) 99,00 (4,50) 95,00 (9,00) 100,00 (2,00) 100,00 (2,00) 99,00 (4,50) 96,00 (8,00) 98,00 (6,50) 98,00 (6,50) 19,00
26 96,75 (3,50) 94,56 (8,00) 96,75 (3,50) 96,75 (3,50) 94,56 (8,00) 96,75 (3,50) 96,75 (3,50) 94,56 (8,00) 96,75 (3,50) 49,96
27 72,93 (9,00) 79,18 (6,00) 83,65 (5,00) 76,05 (7,00) 86,33 (2,00) 86,68 (1,00) 72,95 (8,00) 84,05 (3,00) 83,73 (4,00) 25,88
28 31,65 (8,00) 61,98 (1,00) 44,62 (4,00) 39,78 (6,00) 55,38 (2,00) 35,60 (7,00) 14,73 (9,00) 52,31 (3,00) 42,42 (5,00) 12,53
29 39,74 (8,00) 56,67 (1,00) 55,64 (2,00) 45,13 (7,00) 52,05 (5,00) 52,82 (4,00) 30,26 (9,00) 50,51 (6,00) 53,08 (3,00) 6,67
30 46,15 (8,00) 66,15 (2,00) 67,95 (1,00) 50,00 (7,00) 53,08 (5,00) 59,49 (4,00) 42,05 (9,00) 52,05 (6,00) 60,26 (3,00) 7,44
31 35,64 (8,00) 57,18 (1,00) 56,67 (3,00) 35,90 (7,00) 56,41 (4,00) 55,38 (5,00) 33,33 (9,00) 56,92 (2,00) 44,10 (6,00) 6,15
32 47,49 (4,00) 60,19 (1,00) 44,67 (6,00) 48,90 (3,00) 50,78 (2,00) 40,91 (9,00) 41,69 (8,00) 44,20 (7,00) 44,83 (5,00) 21,94
acc média 73,52 78,17 79,46 76,96 76,79 77,32 70,31 76,02 75,86
rank médio 5,52 4,19 3,89 4,66 4,55 4,70 6,67 5,52 5,31
1 vs todos 5 7 12 9 7 9 6 3 4
128Tabela 15 – Resultados dos experimentos realizados utilizando o HID como algoritmo base. Os valores são apresentados no formato
acc (rank ), no qual acc corresponde ao valor da acurácia (%) de classificação sobre o conjunto de teste, e rank é a posição
relativa do algoritmo em relação aos demais para um dado conjunto de dados. As células destacadas representam os
melhores valores de acurácia para cada conjunto de dados.
TS+CFS TS+CS TS+FCBF# Ig 2k Pr Ig 2k Pr Ig 2k Pr baseline
1 80,56 (4,00) 85,17 (3,00) 89,77 (1,00) 88,49 (2,00) 73,91 (6,00) 51,92 (9,00) 61,89 (8,00) 67,52 (7,00) 74,17 (5,00) 2,05
2 70,00 (3,00) 66,67 (4,50) 76,67 (1,00) 66,67 (4,50) 56,67 (6,00) 53,33 (7,50) 73,33 (2,00) 53,33 (7,50) 46,67 (9,00) 20,00
3 85,11 (7,00) 91,78 (2,50) 91,11 (4,50) 85,11 (7,00) 91,78 (2,50) 91,11 (4,50) 85,11 (7,00) 91,89 (1,00) 82,22 (9,00) 33,11
4 90,78 (8,00) 95,81 (1,00) 92,73 (6,00) 94,38 (4,00) 95,00 (2,00) 91,41 (7,00) 89,74 (9,00) 94,77 (3,00) 94,09 (5,00) 53,26
5 96,43 (5,50) 100,00 (1,50) 96,43 (5,50) 96,43 (5,50) 100,00 (1,50) 96,43 (5,50) 96,43 (5,50) 92,86 (9,00) 96,43 (5,50) 53,57
6 77,78 (4,50) 70,59 (6,50) 88,24 (1,50) 77,78 (4,50) 70,59 (6,50) 88,24 (1,50) 59,15 (8,50) 59,15 (8,50) 78,43 (3,00) 30,07
7 83,00 (5,00) 82,00 (8,00) 86,00 (2,00) 83,00 (5,00) 82,00 (8,00) 86,00 (2,00) 83,00 (5,00) 82,00 (8,00) 86,00 (2,00) 64,00
8 98,49 (3,50) 97,33 (7,50) 98,49 (3,50) 98,49 (3,50) 97,33 (7,50) 98,49 (3,50) 98,49 (3,50) 96,86 (9,00) 98,49 (3,50) 49,71
9 66,98 (7,00) 74,79 (1,00) 74,67 (2,00) 70,83 (5,00) 65,44 (8,00) 68,11 (6,00) 58,70 (9,00) 73,85 (4,00) 73,96 (3,00) 4,26
10 56,82 (8,50) 82,95 (3,50) 90,91 (1,00) 56,82 (8,50) 82,95 (3,50) 85,23 (2,00) 68,18 (6,00) 81,82 (5,00) 65,91 (7,00) 15,91
11 75,27 (5,00) 83,56 (1,00) 72,78 (6,00) 78,05 (3,00) 66,78 (8,00) 71,12 (7,00) 57,66 (9,00) 78,93 (2,00) 75,41 (4,00) 14,34
12 91,43 (5,50) 96,00 (1,00) 93,71 (3,00) 91,43 (5,50) 94,29 (2,00) 89,14 (8,00) 85,14 (9,00) 89,71 (7,00) 93,14 (4,00) 12,57
13 92,67 (6,50) 96,67 (2,00) 92,67 (6,50) 92,67 (6,50) 97,33 (1,00) 92,67 (6,50) 92,67 (6,50) 94,67 (3,00) 92,67 (6,50) 49,33
14 90,28 (8,50) 96,60 (1,50) 94,17 (5,00) 90,28 (8,50) 95,82 (3,00) 91,64 (7,00) 94,66 (4,00) 96,60 (1,50) 92,03 (6,00) 49,85
15 68,85 (3,00) 54,10 (8,00) 62,30 (4,50) 72,13 (2,00) 45,90 (9,00) 57,38 (6,00) 73,77 (1,00) 55,74 (7,00) 62,30 (4,50) 54,10
16 56,16 (8,50) 69,86 (2,00) 61,64 (5,50) 68,49 (3,00) 71,23 (1,00) 61,64 (5,50) 56,16 (8,50) 60,27 (7,00) 63,01 (4,00) 26,03
17 69,61 (8,00) 80,79 (3,00) 81,71 (1,00) 75,66 (5,00) 74,08 (6,00) 81,05 (2,00) 68,95 (9,00) 71,05 (7,00) 76,18 (4,00) 51,45
18 85,14 (4,50) 83,87 (8,00) 85,14 (4,50) 85,14 (4,50) 71,33 (9,00) 85,14 (4,50) 85,14 (4,50) 87,46 (1,00) 85,14 (4,50) 53,91
19 86,67 (7,50) 96,67 (5,00) 100,00 (2,00) 86,67 (7,50) 96,67 (5,00) 100,00 (2,00) 83,33 (9,00) 96,67 (5,00) 100,00 (2,00) 40,00
20 79,34 (3,00) 83,88 (1,00) 78,10 (4,50) 75,21 (8,50) 77,69 (6,00) 75,21 (8,50) 78,10 (4,50) 75,62 (7,00) 81,41 (2,00) 18,18
21 86,02 (4,50) 53,24 (8,50) 86,02 (4,50) 86,02 (4,50) 53,24 (8,50) 86,02 (4,50) 86,02 (4,50) 86,19 (1,00) 86,02 (4,50) 42,93
22 89,44 (4,00) 94,56 (1,00) 91,36 (2,00) 88,32 (6,00) 88,80 (5,00) 87,68 (7,00) 84,00 (8,00) 83,84 (9,00) 90,24 (3,00) 5,28
23 81,01 (1,00) 54,27 (8,00) 67,94 (6,00) 80,00 (2,00) 71,26 (4,00) 69,45 (5,00) 76,98 (3,00) 50,05 (9,00) 57,19 (7,00) 17,39
24 82,00 (8,00) 90,00 (5,00) 92,00 (4,00) 94,00 (1,00) 92,67 (2,50) 92,67 (2,50) 80,33 (9,00) 84,00 (7,00) 87,67 (6,00) 16,67
25 100,00 (2,50) 100,00 (2,50) 99,00 (5,50) 100,00 (2,50) 100,00 (2,50) 98,00 (7,50) 96,00 (9,00) 99,00 (5,50) 98,00 (7,50) 19,00
26 96,75 (3,50) 94,56 (8,00) 96,75 (3,50) 96,75 (3,50) 94,56 (8,00) 96,75 (3,50) 96,75 (3,50) 94,56 (8,00) 96,75 (3,50) 49,96
27 72,70 (9,00) 84,50 (3,00) 83,80 (5,00) 79,28 (7,00) 87,35 (1,00) 86,63 (2,00) 72,98 (8,00) 82,93 (6,00) 83,83 (4,00) 25,88
28 38,90 (7,50) 68,13 (1,00) 46,59 (4,00) 46,15 (5,00) 56,48 (2,00) 38,90 (7,50) 21,76 (9,00) 49,67 (3,00) 40,88 (6,00) 12,53
29 41,03 (8,00) 65,64 (2,00) 68,46 (1,00) 42,82 (7,00) 53,59 (5,00) 57,18 (4,00) 32,31 (9,00) 60,51 (3,00) 51,54 (6,00) 6,67
30 45,13 (8,00) 72,05 (2,00) 76,92 (1,00) 51,79 (7,00) 55,13 (6,00) 64,62 (3,00) 44,10 (9,00) 61,79 (4,00) 58,46 (5,00) 7,44
31 39,49 (8,00) 61,54 (2,00) 68,46 (1,00) 42,05 (7,00) 59,49 (4,00) 58,21 (5,00) 37,69 (9,00) 61,28 (3,00) 56,41 (6,00) 6,15
32 47,96 (6,00) 66,61 (1,00) 59,40 (2,00) 50,31 (3,00) 48,59 (5,00) 47,02 (7,00) 42,63 (9,00) 44,51 (8,00) 49,69 (4,00) 21,94
acc média 75,68 81,07 82,62 77,85 77,12 78,07 72,54 76,85 77,32
rank médio 5,81 3,61 3,44 4,97 4,84 5,13 6,83 5,50 4,88
1 vs todos 4 11 12 4 5 5 3 4 4
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Análise do algoritmo base J48: Por meio da aplicação do teste de Friedman sobre
os valores de rank médio descritos na tabela 13, a hipótese nula de que todos os
modelos construídos com o algoritmo base J48 são equivalentes, em termos de
acurácia, foi rejeitada com valores de FF = 2, 96 e p-valor = 0, 0035. As diferenças
verificadas no diagrama de diferença crítica são apresentadas na figura 36.
Figura 36 – Diagrama de diferença crítica para o pós-teste de Nemenyi, análise do
algoritmo base J48.
Com base na análise dos resultados representados na figura 36, pode-se verificar
que nenhum algoritmo de aprendizado de limiares foi estatisticamente superior. De
modo semelhante, nenhuma das variações da abordagem reduzida apresentou
superioridade estatística em relação aos demais. A única diferença significativa
utilizando o algoritmo base J48 foi verificada entre os modelos gerados pelas
estratégias 2k-TS+CFS e Ig-TS+FCBF.
Dentre os algoritmos de binarização, os melhores resultados, em termos de rank
médio, foram reportados pela estratégia 2k, considerando as abordagens TS+CFS
e TS+CS, e Pr, considerando a abordagem TS+FCBF. Adicionalmente, o melhor
resultado geral foi verificado para a estratégia de combinação 2k-TS+CFS.
Ressalta-se que, para nenhuma abordagem de representação binária, utilizando
como base o algoritmo J48, o desempenho em termos de acurácia foi inferior ao
baseline.
Análise do algoritmo base NNGE: Por meio da aplicação do teste de Friedman sobre
os valores de rank médio descritos na tabela 14, a hipótese nula de que todos os
modelos construídos com o algoritmo base NNGE são equivalentes, em termos de
acurácia, foi rejeitada com valores de FF = 3, 33 e p-valor = 0, 0012. As diferenças
verificadas no diagrama de diferença crítica são apresentadas na figura 37.
Com base na análise dos resultados representados na figura 37, pode-se verificar
que nenhum algoritmo de binarização foi estatisticamente superior. Também,
nenhuma das variações da abordagem reduzida apresentou superioridade esta-
tística em relação aos demais. A única diferença significativa utilizando o algoritmo
base NNGE foi verificada entre os modelos gerados pelas estratégias Pr-TS+CFS
e Ig-TS+FCBF.
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Figura 37 – Diagrama de diferença crítica para o pós-teste de Nemenyi, análise do
algoritmo base NNGE.
Dentre os algoritmos de binarização, os melhores resultados, em termos de rank
médio, foram reportados pelas estratégias Pr, 2k e Ig, considerando as aborda-
gens TS+CFS, TS+CS e TS+FCBF, respectivamente. Em relação às variações da
abordagem reduzida, todas as combinações baseadas em TS+CS foram melho-
res, em termos de rank médio, que as baseadas em TS+FCBF. Adicionalmente,
o melhor resultado geral foi verificado para a estratégia Pr-TS+CFS.
Ressalta-se que, para nenhuma abordagem de representação binária, utili-
zando como base o algoritmo NNGE, o desempenho em termos de acurácia foi inferior
ao baseline.
Análise do algoritmo base HID: Por meio da aplicação do teste de Friedman sobre
os valores de rank médio descritos na tabela 15, a hipótese nula de que todos os
modelos construídos com o algoritmo base HID são equivalentes, em termos de
acurácia, foi rejeitada com valores de FF = 5, 31 e p-valor ≤ 0, 001. As diferenças
verificadas no diagrama de diferença crítica são apresentadas na figura 38.
Figura 38 – Diagrama de diferença crítica para o pós-teste de Nemenyi, análise do
algoritmo base HID.
Pela análise dos resultados representados na figura 38, pode-se verificar, por
meio do pós-teste de Nemenyi, que os algoritmos de aprendizado de limiares Pr e
2k foram estatisticamente superiores ao Ig, considerando a abordagem TS+CFS.
Nenhuma das variações da abordagem reduzida apresentou superioridade esta-
tística em relação aos demais.
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Dentre os algoritmos de aprendizado de limiares, os melhores resultados, em
termos de rank médio, foram reportados pela estratégia Pr, considerando as abor-
dagens TS+CFS e TS+FCBF, e 2k, considerando a abordagem TS+FCBF. Adicio-
nalmente, o melhor resultado geral foi verificado para a estratégia Pr-TS+CFS.
Ressalta-se que, para nenhuma abordagem de representação binária, utilizando
como base o algoritmo HID, o desempenho em termos de acurácia foi inferior ao
baseline.
Com base nas análises dos resultados reportados nesta avaliação, sobre os
32 conjuntos de dados utilizados, verificou-se que somente para o algoritmo HID,
considerando a abordagem TS+CFS, foram verificadas diferenças significativas entre
as estratégias de aprendizado de limiares. Especificamente, as estratégias Pr e 2k
foram superiores à Ig. Em relação às abordagens da transformada shapelet reduzida,
não houve alguma que apresentasse superioridade estatística sobre as demais. Dado
esse cenário, com exceção das diferenças identificadas para o algoritmo HID, pode-se
concluir que, para os conjuntos dados analisados, qualquer algoritmo de aprendizado
ou qualquer variação da transformada shapelet reduzida, pode ser utilizado para a
representação binária. Ressalta-se que as avaliações foram realizadas com base nos
algoritmos de aprendizado de máquina utilizados, e que portanto os resultados estão
restritos a análise exclusiva sobre esses algoritmos.
5.6.6 Avaliação 3 – Resultados e discussão
Nessa avaliação foram comparados os desempenhos dos algoritmos base J48,
NNGE e HID. Para isso foram utilizadas as estratégias de combinação que apresen-
taram os melhores resultados na Avaliação 2, em termos de valores de rank médio.
Nesse cenário, foram avaliados o algoritmo J48 com a estratégia 2k-TS+CFS e os
algoritmos NNGE e HID utilizando a estratégia Pr-TS+CFS. Os resultados de acurácia
de cada um dos modelos construídos são apresentados nas tabelas 36 (J48 usando
2k-TS+CFS), 37 (NNGE usando Pr-TS+CFS) e 38 (HID usando Pr-TS+CFS).
Figura 39 – Diagrama de diferença crítica para o pós-teste de Nemenyi - Avaliação 3
Por meio da aplicação do teste de Friedman, a hipótese nula de que todos
os três modelos construídos são equivalentes, em termos de acurácia, foi rejeitada
com valores de FF = 4, 64 e p-valor = 0, 0132. Para verificar quais são as diferenças
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Figura 40 – Comparação entre os algoritmos (a) HID e J48, (b) HID e NNGE, e (c)
NNGE e J48, em termos de acurácia no conjunto de teste.
significativas, o pós-teste de Nemenyi foi aplicado com α = 5%, o qual apontou valor de
diferença crítica de CD = 0, 58. Os valores de rank médio foram 2,27, 2,14 e 1,59 para
os algoritmos J48, HID e NNGE, respectivamente.
Pela análise dos resultados representados na figura 39, pode-se verificar que o
algoritmo HID foi estatisticamente superior em relação ao J48. Em relação ao algoritmo
NNGE nenhuma diferença significativa foi verificada.
Sobre os 32 conjuntos de dados utilizados nesta avaliação, o algoritmo HID
apresentou acurácia superior ao J48 em 22 conjuntos, enquanto foi inferior em 9
conjuntos, e empatou apenas no conjunto OliveOil (#19). As maiores diferenças foram
verificadas no conjunto SonyAIBORobotSurface (#25) que passou de 53,24% (J48)
para 86,02% (HID), diferença de 32,78%; e no conjunto 50words (#28) que passou
de 60.44% (J48) para 46.59% (HID), diferença de 13,85%. Em relação ao algoritmo
NNGE, HID apresentou os melhores resultados para 17 conjuntos, enquanto foi pior
para 4 conjuntos, e empatou em 11 conjuntos. As maiores diferenças foram observadas
no conjunto Beef (#3) que passou de 40,00% (NNGE) para 76,67% (HID), diferença
de 36,67%; e no conjunto Lighting7 (#20) que passou de 76.71% (J48) para 61.64%
(HID), diferença de 15,07%. Na comparação entre os algoritmos J48 e NNGE, em 2
conjuntos foram verificados empates e em 17 conjuntos o algoritmo NNGE apresentou
acurácia superior ao J48. As maiores diferenças foram verificadas no conjunto no Beef
(#3) que passou de 40,00% (NNGE) para 66,67% (J48), diferença de 26,67%; e no
conjunto SonyAIBORobotSurface (#25) que passou de 53,24% (J48) para 86,02%
(NNGE), diferença de 32,78%.
Na figura 40 são apresentados os resultados comparativos, na qual os pontos
localizados acima da linha diagonal (região em cor cinza) de cada gráfico representam
os conjuntos de dados que apresentaram melhor acurácia para os algoritmos HID
(figura (a) e figura (b)) e NNGE (figura (c)).
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Figura 41 – Comparação entre os algoritmos (a) HID e J48, (b) HID e NNGE, e (c)
NNGE e J48, utilizando a análise Texas Sharpshooter Fallacy.
VP VN FP FN
HID vs. J48 17 1 5 2
HID vs. NNGE 15 1 2 0
NNGE vs. HID 11 6 4 4
Tabela 16 – Sumário dos resultados da análise Texas Sharpshooter Fallacy.
Assim como realizado nas avaliações do capítulo anterior (seção 4.3.6), na
figura 41 são apresentados os gráficos da análise Texas Sharpshooter Fallacy construí-
dos para comparar o algoritmo HID com J48 e NNGE (figura (a) e figura (b)), e NNGE
com J48 (figura (c)).
Na tabela 16 estão descritos os resultados registrados para cada uma das
quatro regiões de interesse do gráfico (VP, VN, FP, FN). Com base nesses dados, é
possível observar que o algoritmo HID teve seu desempenho estimado corretamente
para 72,00% e 88,89% dos conjuntos de dados, quando em comparação com os
algoritmos J48 e NNGE, respectivamente. O desempenho do algoritmo NNGE foi
estimado corretamente para 68% dos conjuntos de dados, quando em comparação
com o J48.
Os resultados acima descritos, evidenciam a capacidade do algoritmo HID em
possibilitar a estimativa correta de seus desempenhos para a maioria dos conjuntos de
dados avaliados, quando comparados aos algoritmos J48 e NNGE.
Considerando a representação binária proposta e a análise dos resultados
reportados para a Avaliação 3, é possível verificar que as abordagens baseadas na
construção de modelos simbólicos híbridos apresentaram desempenho superior em
relação ao algoritmo J48. No entanto, somente foi verificada diferença estatística entre
os algoritmos HID e J48. Nesse aspecto é importante ressaltar que a construção da
árvore de decisão por meio do algoritmo HID não descarta quaisquer atributos da
representação binária provida pelo algoritmo BST.
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Em relação aos métodos híbridos, apesar de nenhuma diferença significativa
ter sido constatada em relação ao algoritmo NNGE, os resultados de acurácia dos
modelos sugerem um desempenho superior do algoritmo HID. Além desse aspecto,
ressalta-se que o algoritmo HID possibilita contornar as principais desvantagens do
algoritmo NNGE. Como não existe a necessidade de definição de hiper-retângulos,
o algoritmo HID evita a sobre-generalização, pois sempre associa um novo exemplo
ao mais próximo existente no conjunto de treinamento. Por meio da utilização dos
diagramas algébricos de decisão é possível compartilhar partes da estrutura da árvore
de decisão, de modo que regras redundantes podem ser eliminadas. E ao contrário do
NNGE, no qual as regras não são ordenadas, no algoritmo HID existe uma ordenação
única dos testes a serem executados, o que facilita a inteligibilidade dos modelos.
5.6.7 Avaliação 4 – Resultados e discussão
Nesta avaliação o algoritmo HID foi analisado em relação aos algoritmos
baseados na primitiva shapelet por meio da abordagem embutida (LS e FS) e da
abordagem transformada (TS+CS, TS+CFS e TS+FCBF). Adicionalmente, o algoritmo
HID também foi comparado em relação ao algoritmo 1NN, usando as medidas de
distância ED e DTW. Para isso, o algoritmo HID foi avaliado utilizando a representação
binária provida pela estratégia Pr-TS+CFS, a qual apresentou o melhor rank médio na
Avaliação 2. Nesta avaliação foram utilizados 27 conjuntos de dados, apresentados
na tabela 2 (capítulo 4), que são os mesmos conjuntos avaliados nos trabalhos dos
quais os resultados foram coletados. Ressalta-se que os resultados reportados para
os algoritmos LS e FS foram extraídos de Rakthanmanon e Keogh (2013); no qual
os experimentos foram conduzidos com parâmetros de tamanho de subsequência
min = 10 e max = m − 10. Os resultados para os algoritmos de 1NN ED e 1NN DTW
foram retirados do trabalho de Silva, Souza e Batista (2013).
Os resultados desta avaliação estão descritos na tabela 17. Os valores são
apresentados no formato acc (rank), no qual acc corresponde ao valor da acurácia
de classificação sobre o conjunto de teste (em termos de porcentagem), e rank é
a posição relativa do algoritmo em relação aos demais para um dado conjunto de
dados. As últimas três linhas representam, para cada algoritmo, os valores de acurácia
média, rank médio, e quantidade de vezes que apresentou a melhor acurácia em um
conjunto de dados (1 vs. todos), respectivamente. As células destacadas representam
os melhores valores de acurácia para um determinado conjunto de dados, considerando
todos os algoritmos avaliados.
135
Tabela 17 – Resultados dos experimentos realizados utilizando o HID em comparação com os algoritmos LS, FS, 1NN-ED, 1NN-DTW,
TS+CFS, TS+CS e TS+FCBF. Os valores são apresentados no formato acc (rank), no qual acc corresponde ao valor da
acurácia (%) de classificação sobre o conjunto de teste, e rank é a posição relativa do algoritmo em relação aos demais
para um dado conjunto de dados. As células destacadas representam os melhores valores de acurácia para cada conjunto
de dados.
# LS FS 1NN-ED 1NN-DTW TS+CFS TS+CS TS+FCBF HID
1 58,60 (7,00) 48,60 (8,00) 61,10 (5,00) 60,40 (6,00) 91,56 (3,00) 92,33 (1,00) 91,82 (2,00) 89,77 (4,00)
2 56,70 (5,00) 55,30 (6,00) 53,30 (7,00) 50,00 (8,00) 73,33 (2,00) 63,33 (4,00) 70,00 (3,00) 76,67 (1,00)
3 88,60 (6,00) 94,70 (2,00) 85,20 (7,00) 99,70 (1,00) 81,00 (8,00) 90,78 (5,00) 91,89 (3,00) 91,11 (4,00)
4 61,80 (7,00) 58,30 (8,00) 65,00 (5,00) 64,80 (6,00) 98,33 (2,00) 99,06 (1,00) 98,02 (3,00) 92,73 (4,00)
5 96,40 (4,00) 93,20 (5,00) 75,00 (8,00) 82,10 (7,00) 85,71 (6,00) 96,43 (2,00) 96,43 (2,00) 96,43 (2,00)
6 80,10 (5,00) 88,30 (3,00) 93,50 (2,00) 96,70 (1,00) 67,65 (6,00) 56,21 (7,00) 47,39 (8,00) 88,24 (4,00)
7 87,00 (2,00) 76,60 (7,00) 88,00 (1,00) 77,00 (6,00) 85,00 (4,00) 83,00 (5,00) 73,00 (8,00) 86,00 (3,00)
8 99,40 (2,00) 99,60 (1,00) 79,70 (7,00) 76,80 (8,00) 97,10 (5,00) 97,10 (5,00) 97,10 (5,00) 98,49 (3,00)
9 65,90 (7,00) 58,90 (8,00) 71,40 (4,00) 80,80 (1,00) 67,99 (6,00) 72,78 (3,00) 70,06 (5,00) 74,67 (2,00)
10 48,90 (8,00) 91,00 (1,00) 78,40 (4,00) 83,00 (3,00) 51,14 (7,00) 73,86 (5,50) 73,86 (5,50) 90,91 (2,00)
11 66,20 (8,00) 67,20 (7,00) 76,90 (4,00) 90,49 (1,00) 78,00 (3,00) 69,80 (6,00) 79,85 (2,00) 72,78 (5,00)
12 77,70 (8,00) 80,30 (6,00) 78,30 (7,00) 83,30 (5,00) 94,29 (1,00) 90,29 (4,00) 91,43 (3,00) 93,71 (2,00)
13 89,30 (8,00) 93,90 (1,00) 91,30 (6,00) 90,70 (7,00) 92,00 (4,00) 92,00 (4,00) 92,00 (4,00) 92,67 (2,00)
14 93,60 (4,00) 90,50 (7,00) 95,50 (1,00) 95,00 (2,00) 91,64 (5,50) 90,28 (8,00) 91,64 (5,50) 94,17 (3,00)
15 42,60 (8,00) 70,50 (3,00) 75,40 (2,00) 86,90 (1,00) 65,57 (4,50) 50,82 (7,00) 65,57 (4,50) 62,30 (6,00)
16 54,80 (6,00) 76,70 (1,00) 57,50 (5,00) 72,60 (2,00) 53,42 (7,00) 60,27 (4,00) 52,05 (8,00) 61,64 (3,00)
17 58,70 (7,00) 56,70 (8,00) 68,40 (6,00) 73,70 (5,00) 85,53 (1,50) 81,32 (4,00) 85,53 (1,50) 81,71 (3,00)
18 83,20 (7,00) 78,30 (8,00) 87,90 (1,00) 83,50 (6,00) 85,30 (3,00) 85,30 (3,00) 85,30 (3,00) 85,14 (5,00)
19 83,33 (7,00) 72,30 (8,00) 86,70 (3,50) 86,70 (3,50) 90,00 (2,00) 86,67 (5,50) 86,67 (5,50) 100,00 (1,00)
20 68,60 (4,00) 68,00 (5,00) 51,70 (8,00) 59,10 (7,00) 78,10 (1,50) 64,05 (6,00) 77,27 (3,00) 78,10 (1,50)
21 86,00 (4,00) 68,60 (8,00) 69,50 (7,00) 72,50 (6,00) 73,38 (5,00) 86,02 (2,00) 86,02 (2,00) 86,02 (2,00)
22 81,30 (5,00) 73,10 (8,00) 78,70 (7,00) 79,00 (6,00) 89,60 (3,00) 90,08 (2,00) 88,80 (4,00) 91,36 (1,00)
23 64,30 (8,00) 93,20 (2,00) 90,00 (3,00) 95,00 (1,00) 66,33 (7,00) 75,38 (4,00) 74,17 (5,00) 67,94 (6,00)
24 47,00 (8,00) 91,90 (6,00) 88,00 (7,00) 99,30 (1,00) 97,33 (2,00) 95,00 (4,00) 97,00 (3,00) 92,00 (5,00)
25 100,00 (1,50) 99,80 (3,00) 76,00 (8,00) 100,00 (1,50) 95,00 (7,00) 97,00 (5,50) 97,00 (5,50) 99,00 (4,00)
26 85,60 (7,00) 91,00 (5,50) 91,00 (5,50) 100,00 (1,00) 85,51 (8,00) 96,58 (3,50) 96,58 (3,50) 96,75 (2,00)
27 53,90 (8,00) 88,70 (2,00) 74,70 (7,00) 90,40 (1,00) 85,53 (3,00) 84,18 (4,00) 82,23 (6,00) 83,80 (5,00)
acc média 73,32 78,71 77,34 82,57 81,68 82,22 82,91 86,08
rank médio 5,98 5,09 5,11 3,85 4,33 4,26 4,20 3,17
1 vs todos 1 4 3 10 3 4 3 6
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Figura 42 – Diagrama de diferença crítica para o pós-teste de Bonferroni-Dunn - Avalia-
ção 4.
Por meio da aplicação do teste de Friedman com nível de significância de
α = 5%, K = 8 e N = 27 sobre os valores de rank médio descritos na tabela 17, a
hipótese nula de que todos os modelos são equivalentes, em termos de acurácia, foi
rejeitada com valores de FF = 3, 66 e p-valor = 0, 001. Para verificar quais são as
diferenças significativas em relação ao algoritmo TS+, o pós-teste de Bonferroni-Dunn
foi aplicado com α = 5%, o qual apontou valor de diferença crítica de CD = 1, 79.
Pela análise dos resultados representados na figura 42, pode-se verificar que o
algoritmo HID foi estatisticamente superior em relação aos algoritmos LS e FS, e em
relação ao algoritmo 1NN utilizando a distância ED. Na comparação com as variações
da transformada shapelet reduzida e com 1NN DTW, nenhuma diferença significativa
foi constatada. No entanto, pode-se notar que o algoritmo HID apresentou o melhor
valor de rank médio, o que demonstra seu desempenho competitivo para a maioria dos
conjuntos de dados analisados.
Na figura 43 são apresentados os resultados comparativos, na qual os pontos
localizados acima da linha diagonal de cada gráfico (região em cor cinza) representam
os conjuntos de dados que apresentaram melhor acurácia para o algoritmo HID. Uma
maior acurácia para o algoritmo HID em comparação com LS, FS, 1NN ED, 1NN DTW,
TS+CFS, TS+CS e TS+FCBF, foi verificada em 88,89%, 62,96%, 74,07%, 55,56%,
62,96%, 70,37% e 59,26% dos conjuntos avaliados, respectivamente. Empates foram
registrados somente em relação aos algoritmos TS+CFS, TS+CS e TS+FCBF, em
3,70%, 7,41% e 7,41% dos conjuntos. Na tabela 18 são apresentados os comparativos
em termos de vitórias, empates e derrotas, do algoritmo HID em relação aos demais
utilizados nessa avaliação.
Tabela 18 – Resultados da comparação entre o algoritmo HID e os demais algoritmos
analisados, em termos de vitórias, derrotas e empates.
LS FS 1NN ED 1NN DTW TS+CFS TS+CFS TS+CFBF
Vitórias 24 17 20 15 17 19 16
Derrotas 3 10 7 12 9 6 9
Empates 0 0 0 0 1 2 2
Na figura 44 são apresentados os gráficos da análise Texas Sharpshooter
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Figura 43 – Comparação entre o algoritmo HID e os algoritmos da abordagem embutida
(LS e FS), da abordagem transformada (TS+CS, TS+CFS e TS+FCBF)
e do estado da arte (1NN ED e 1NN DTW), em termos de acurácia no
conjunto de teste.
Fallacy construídos para comparar o algoritmo HID os demais algoritmos utilizados. Na
tabela 19 estão descritos os resultados registrados para cada uma das quatro regiões de
interesse do gráfico (VP, VN, FP, FN). Com base nesses dados, é possível observar que
o algoritmo HID teve seu desempenho estimado corretamente para 73,00%, 80,00%,
39,00%, 73,00% e 82,00% dos conjuntos de dados, quando em comparação com
os algoritmos TS+CFS, TS+CS, TS+FCBF, 1NN ED e 1NN DTW, respectivamente.
Deve-se notar que para esta análise foram utilizados 23 dos 27 conjuntos de dados
avaliados neste capítulo. Os seguintes conjuntos não foram considerados: CBF, Trace,
SyntheticControl e TwoPatterns, pois não foram avaliados no trabalho do qual os dados
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Tabela 19 – Sumário dos resultados da análise Texas Sharpshooter Fallacy.
VP VN FP FN
TS+CFS 14 2 5 1
TS+CS 14 2 2 2
TS+FCBF 8 1 10 4
1NN ED 16 0 6 0
1NN DTW 16 2 4 0
foram coletados.
Os resultados da análise Texas Sharpshooter Fallacy apresentados, eviden-
ciam a capacidade do algoritmo HID, em possibilitar a estimativa correta de desempe-
nho para a maioria dos conjuntos de dados avaliados, quando comparado aos demais
algoritmos analisados. A exceção refere-se ao algoritmo TS+FCBF, para o qual as
estimativas de desempenho foram corretas somente em 39% dos conjuntos.
Figura 44 – Comparação entre o algoritmo HID e os algoritmos da abordagem embutida
(LS e FS), da abordagem transformada (TS+CS, TS+CFS e TS+FCBF) e
do estado da arte (1NN ED e 1NN DTW), pela análise Texas Sharpshooter
Fallacy.
Com base nos resultados e análises apresentadas nesta avaliação, é possível
observar que para os 27 conjuntos de dados utilizados na análise estatística, o método
proposto por meio do algoritmo HID apresentou melhor desempenho em relação às
demais propostas de construção de modelos simbólicos. De modo que, em relação aos
algoritmos baseados na primitiva shapelet pela abordagem embutida, HID demonstrou
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superioridade estatística, em especial sobre o algoritmo fast shapelets (FS), o qual é
tido como o estado da arte na construção de modelos simbólicos para a classificação de
séries temporais. Em relação aos algoritmos baseados na abordagem da transformada
shapelet, não foram verificadas diferenças significativas, no entanto, HID apresentou
melhor desempenho em termos de rank médio e acurácia média. Dado esse cenário,
ressalta-se o fato de que o algoritmo HID utiliza somente atributos discretos (0 ou
1) para a indução dos modelos de classificação, ao contrário dos demais algoritmos
avaliados, que baseiam-se em uma representação de valores reais da transformada
shapelet.
Em outro aspecto, é importante constar que, apesar do algoritmo HID consistir
em uma abordagem híbrida de classificação, quando um novo exemplo a ser classi-
ficado não estiver mapeado no conjunto de treinamento, é possível associá-lo a um
caminho (regra) existente no diagrama de decisão, que possa ser o mais similar a esse
exemplo. E portanto, é possível interpretar o raciocínio empregado pelo modelo mesmo
quando a classificação ocorre por uma estratégia lazy, como o 1NN.
Considerando os algoritmos utilizados como referenciais do estado da arte
para a classificação de séries temporais, apesar de semelhantes 1NN ED e 1NN
DTW, o algoritmo HID apresentou diferença estatística significativa somente em re-
lação ao primeiro. No entanto, mesmo na comparação com 1NN DTW, o algoritmo
HID apresentou melhor desempenho, em termos de rank médio e acurácia média.
Adicionalmente, pelo melhor do nosso conhecimento, o algoritmo HID em combinação
estratégia de binarização Pr-TS+CFS apresentou os melhores resultados de acurácia
da literatura para os conjuntos de dados Adiac (89,77%), MedicalImages (81,71%) e
OliveOil (100,00%). Cabe também ressaltar que resultados interessantes do algoritmo
HID foram observados por meio de outras estratégias de binarização.
De modo geral, os resultados e as análises desta avaliação demonstram a
possibilidade de se obter bons resultados enquanto preserva-se a capacidade de
interpretação do raciocínio utilizado pelos algoritmos de classificação.
5.7 REPRESENTAÇÃO SIMBÓLICA HID
Nesta seção são ilustrados os modelos construídos por meio da modelagem
parcial proposta no algoritmo HID, para três conjuntos de dados utilizados na avaliação
experimental deste capítulo. A representação dos modelos híbridos é como a descrita
na seção 5.5, na qual as linhas tracejadas e contínuas representam ausência (valor
falso 0) e presença (valor verdadeiro 1), respectivamente, de uma determinada shapelet.
Os vértices descritos como círculos representam decisões sobre alguma shapelet, e
os vértices descritos por retângulos designam as classes. A excessão é o vértice
1NN, que corresponde ao caso quando um possível exemplo não está mapeado pela
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estrutura do modelo. Nessa situação a classificação é realizada de modo lazy, por meio
do algoritmo 1NN (distância Euclidiana). Nas figuras a seguir são representadas as
árvores de decisão híbridas e as shapelets utilizadas.
Figura 45 – Representação da árvore de decisão gerada pelo algoritmo HID para o
conjunto dados CBF.
Na figura 45 é apresentada a árvore de decisão para conjunto de dados CBF
(#3), que é composto por 30 exemplos no conjunto de treinamento, distribuídos em três
classes {a, b, c}, nas proporções 33, 33%, 40, 00% e 26, 67%, respectivamente. Para a
árvore de decisão construída pelo algoritmo HID foram utilizadas duas shapelets {1, 2}.
Como pode ser observado, nessa modelagem há somente uma situação na qual o
algoritmo HID utiliza o algoritmo 1NN.
Figura 46 – Representação da árvore de decisão gerada para o conjunto dados Face-
Four.
Na figura 46 é apresentada a árvore de decisão para o problema FaceFour
(#11), que é composto por 24 exemplos no conjunto de treinamento, distribuídos em
quatro classes {a, b, c, d}, nas proporções 33, 33%, 33, 33%, 12, 50% e 20, 83%, res-
pectivamente. Para a árvore de decisão construída pelo algoritmo HID foram utilizadas
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três shapelets {1, 2, 3}. Nessa modelagem, existem três possíveis exemplos que devem
ser classificados pelo algoritmo 1NN.
Figura 47 – Representação da árvore de decisão gerada para o conjunto dados Beef.
Na figura 47 é apresentada a árvore de decisão para o problema Beef (#2), que
é composto por 30 exemplos no conjunto de treinamento, distribuídos em cinco classes
{a, b, c, d , e}, com 6 exemplos para cada uma. Para a árvore de decisão construída pelo
algoritmo HID foram utilizadas cinco shapelets {1, 2, 3, 4, 5}. Nesse modelo, existem
oito possíveis casos não mapeados pela estrutura da árvore, e que portanto devem ser
classificados por meio do algoritmo 1NN.
5.8 CONSIDERAÇÕES FINAIS
Neste capítulo foi proposto um método para a construção de modelos sim-
bólicos de classificação de séries temporais, por meio da descrição de eventos que
representam características morfológicas. Para implementar esse método, foram pro-
postos os algoritmos binary shapelet transform (BST) e hybrid instance based decision
tree (HID). O algoritmo BST foi proposto para converter os valores reais da transformada
shapelet em valores binários. Esse algoritmo, apesar de simplificar as informações da
transformada shapelet, possibilita um melhor nível de inteligibilidade, devido à natureza
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binária (presença ou ausência) da representação; e a eliminação de possíveis incon-
sistências conceituais, que podem se originar quando uma shapelet ocorre em mais
de uma regra com distintos limiares de separação. Além disso, foram propostas três
estratégias para a etapa de aprendizado de limiares do algoritmo BST: precisão (Pr),
ganho de informação (Ig) e agrupamento (2k).
O algoritmo HID consiste em uma abordagem híbrida que foi proposta para
combinar a característica de inteligibilidade dos modelos baseados em regras, como
árvores de decisão, com algoritmos baseados em exemplos, como o algoritmo 1NN.
O algoritmo HID utiliza diagramas algébricos de decisão por meio da representação
binária de eventos em séries temporais. Neste trabalho, foi proposta a utilização de
descritores morfológicos (shapelets) para a caracterização de eventos. Como descrito
nos capítulos anteriores, a primitiva shapelet tem possibilitado o desenvolvimento de
métodos de melhor desempenho, em termos de acurácia e de inteligibilidade, para a
classificação de séries temporais.
Com o intuito de verificar o desempenho do método proposto, foi conduzida
uma avaliação experimental utilizando conjuntos de dados amplamente estudados na
literatura de séries temporais. A análise experimental envolveu algoritmos baseados na
construção de modelos simbólicos e híbridos, bem como métodos considerados estado
da arte para a classificação de séries temporais, mas que não produzem modelos sobre
o conjunto de treinamento. Por meio dos resultados experimentais sobre o conjunto de
dados utilizado, verificou-se o desempenho superior do algoritmo HID em relação ao
J48, e sua competitividade em relação aos modelos híbridos produzidos pelo algoritmo
NNGE. Em comparação com as abordagens estado da arte, LS e FS, para a construção
modelos simbólicos, o algoritmo HID apresentou desempenho superior em relação a
ambas. Na análise dos algoritmos não simbólicos verificou-se superior desempenho do
algoritmo HID em relação ao 1NN ED. Em relação ao 1NN DTW, apesar de resultados
melhores do algoritmo HID, não foi verificada diferença estatística.
Sob uma perspectiva geral dos resultados e avaliações realizadas neste capí-
tulo, pode-se verificar que existe a possibilidade de construção de modelos inteligíveis
que tenham desempenho equivalente ou até mesmo superior aos algoritmos que não
produzem modelos simbólicos.
No próximo capítulo, são apresentadas as principais contribuições deste traba-
lho, bem como as limitações identificadas e os trabalhos futuros.
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6 CONCLUSÃO
Neste capítulo são apresentadas as conclusões decorrentes desta tese de
doutorado. Os objetivos do trabalho são retomados e relacionados com os princi-
pais resultados e contribuições correspondentes. Posteriormente são destacadas as
limitações e os trabalhos futuros.
O objetivo geral deste trabalho consistiu na exploração da tarefa de classifica-
ção de séries temporais, considerando a utilização de descritores de características
morfológicas para a construção de modelos simbólicos. Especificamente, dentre os
problemas estudados, destacam-se as seguintes contribuições:
Capítulo 4: melhoria da qualidade de representação da transformada shapelet, con-
siderando a construção de modelos de classificação simbólicos baseados em
árvores de decisão.
Capítulo 5: construção de modelos simbólicos de classificação por meio de uma
abordagem híbrida, combinando a representação de árvore de decisão com o
algoritmo vizinho mais próximo.
6.1 EXPLORANDO A TRANSFORMA SHAPELET - CAPÍTULO 4
No capítulo 4 foi explorada a utilização da transformada shapelet (LINES et
al., 2012) para a representação de séries temporais em problemas de classificação,
considerando a construção de modelos por meio de árvores de decisão. Para isso, foram
propostas três abordagens para contornar algumas das desvantagens do algoritmo
original da transformada shapelet (TS): exaustiva (TSk), relaxada (TS*) e reduzida
(TS+). Com o intuito de verificar o desempenho dessas propostas, foi conduzida uma
avaliação experimental, na qual cada uma delas foi comparada com TS. Baseando-
se nos resultados experimentais dessa avaliação, foi possível realizar as seguintes
observações:
• Embora não tenha sido constatada diferença estatística, TSk apresentou melhor
valor de rank médio em relação a TS. A partir dessa análise verifica-se a possibi-
lidade de que shapelets de melhor representatividade não sejam selecionadas
quando se limita de modo inferior ou superior o tamanho das subsequências a
serem avaliadas;
• Na comparação de TS* com TS não foi verificada diferença estatística, no entanto,
em termos de rank médio TS* apresentou melhor desempenho. Esse resultado
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evidencia que a estimativa inadequada do parâmetro k pode prejudicar a identifi-
cação de shapelets que possam melhor representar cada uma das classes do
domínio avaliado. Contudo, a utilização de todos os tamanhos de subsequência
possíveis, como proposto na abordagem TS*, pode causar um sobreajuste nos
modelos induzidos, em particular com árvores de decisão (J48). Essa constatação
pôde ser evidenciada pela comparação de TS* e TSk, na qual TSk apresentou
melhor desempenho em termos de rank médio. Essa constatação corrobora com
as ponderações sobre a TS, apresentadas em Hills et al. (2013);
• Na comparação de TS+ com TS, as variações TS+CS e TS+FCBF apresentaram
resultados estatisticamente superiores em relação à TS, e embora para a variação
TS+CBF não tenha sido verificada diferença significativa, esta apresentou melhor
valor de rank médio em comparação à TS. Com base nesses resultados pode-se
concluir que a abordagem TS+ consiste em uma alternativa mais adequada para
a determinação automática de parâmetros, como tamanho mínimo e máximo de
subsequência e a quantidade de shapelets a serem utilizadas, e também como
estratégia para evitar o sobreajuste da abordagem TS*.
A partir da análise dos resultados referentes às três abordagens propostas,
ainda no capítulo 4 foi conduzida uma avaliação experimental para analisar o desempe-
nho da abordagem TS+ em relação aos algoritmos da abordagem embutida, logical
shapelets e fast shapelets, e aos algoritmos estado da arte, 1NN ED e 1NN DTW.
Nessa análise, não foi verificada diferença estatística de TS+ em relação às demais
abordagens. No entanto, as variações de TS+ apresentaram valores de rank médio
superiores a todos os demais algoritmos avaliados, com exceção do 1NN DTW. Esses
resultados evidenciam a capacidade promissora de TS+ para a classificação de séries
temporais.
Com base nos resultados experimentais apresentados nesse capítulo, pode-se
concluir que a qualidade da representação da transformada shapelet tem influência
no desempenho de classificadores simbólicos como árvores de decisão. Portanto, o
desenvolvimento de técnicas para a melhoria do processo de identificação de shapelets
pode contribuir para a construção de classificadores inteligíveis e competitivos em
relação aos métodos não simbólicos, em termos de acurácia.
6.2 ABORDAGEM HÍBRIDA EM DIAGRAMAS DE DECISÃO - CAPÍTULO 5
No capítulo 5 foi proposto um método para a construção de modelos simbólicos
de classificação de séries temporais, por meio da descrição de eventos que represen-
tam características morfológicas. Para implementar esse método, neste trabalho foram
propostos os algoritmos binary shapelet transform (BST) e hybrid instance based deci-
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sion tree (HID), e considerando as contribuições discutidas no capítulo 4, foi proposto
utilizar a transformada shapelet para a descrição de eventos.
O algoritmo BST foi proposto para converter os valores contínuos da transfor-
mada shapelet em valores binários. Desse modo, cada série temporal passa a ser
representada por um conjunto de valores que indicam a presença ou a ausência das
shapelets selecionadas. Apesar de simplificar as informações da transformada shapelet,
algumas vantagens da utilização da representação binária provida pelo BST podem ser
ressaltadas:
• Possibilidade de prover melhor nível de inteligibilidade, devido a natureza binária
(presença ou ausência) da representação; e
• A capacidade de eliminar possíveis inconsistências conceituais, que podem se
originar quando uma shapelet ocorre em mais de uma regra com distintos limiares
de separação.
Motivado pela ideia de combinar a capacidade de inteligibilidade dos modelos
baseados em regras com algoritmos baseados em exemplos (SALZBERG, 1991;
FRIEDMAN, 1996), foi proposto o algoritmo HID. Este algoritmo consiste em uma
abordagem híbrida que utiliza a representação binária do BST para a construção de
modelos simbólicos por meio de diagramas algébricos de decisão (ADD) (BAHAR et
al., 1993) juntamente com o algoritmo 1NN.
Com o intuito de verificar o desempenho do método proposto, foi conduzida uma
avaliação experimental do algoritmo HID, utilizando conjuntos de dados amplamente
estudados na literatura de séries temporais. Baseando-se nos resultados experimentais
dessa avaliação, foi possível verificar as seguintes observações:
• O algoritmo HID apresentou desempenho estatisticamente superior em relação ao
J48. Em relação à comparação de HID com os modelos híbridos produzidos pelo
algoritmo NNGE, não foi verificada diferença estatística, no entanto, os valores de
rank médio de HID foram superiores ao de NNGE. Com base nesses resultados
pode-se concluir que o método proposto, por meio do algoritmo HID, consiste na
alternativa mais adequada, dentre os algoritmos avaliados, para a construção de
modelos simbólicos utilizando a representação binária provida pelo BST;
• Na comparação com os algoritmos da transformada shapelet reduzida (TS+),
propostos no capítulo 4, o algoritmo HID não foi estatisticamente superior, no
entanto HID apresentou os melhores resultados em termos de rank médio. Com
base nessa análise, verifica-se que embora o algoritmo HID utilize como base
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uma representação binária, e portanto mais simples, os resultados obtidos de-
monstram sua competitividade em relação às abordagens que utilizam os valores
de distância;
• Em comparação com as abordagens estado da arte para a construção de modelos
simbólicos (LS e FS), o algoritmo HID apresentou desempenho estatisticamente
superior em relação a ambas. Baseando-se nesses resultados, verifica-se que
HID pode ser a melhor alternativa para a construção de modelos simbólicos de
classificação de séries temporais;
• Na análise dos algoritmos não simbólicos, verificou-se um superior desempenho
do algoritmo HID em relação ao 1NN ED. Em relação ao 1NN DTW, apesar de
resultados melhores do algoritmo HID, não foi verificada diferença estatística.
Com base nessa análise pode-se concluir que métodos híbridos podem contribuir
para a construção de modelos simbólicos e apresentar desempenho equivalente
ou até mesmo superior aos métodos não simbólicos.
Sob uma perspectiva geral dos resultados e avaliações realizadas nesta tese,
é possível sustentar que existe um caminho promissor para o desenvolvimento de
métodos que permitam a construção de modelos inteligíveis para a classificação de
séries temporais, e que apresentem desempenho equivalente ou até mesmo superior
aos algoritmos que não produzem modelos simbólicos.
6.3 LIMITAÇÕES
As limitações identificadas em relação aos métodos e algoritmos propostos
neste trabalho referem-se aos seguintes aspectos:
• O custo computacional de tempo para a construção de um ADD mínimo é expo-
nencial em função da quantidade de shapelets utilizadas. No entanto, espera-se
que para a construção de modelos que possam ser inteligíveis, a quantidade
de shapelets seja a menor possível. Adicionalmente, existem heurísticas para
a construção de ADDs que permitem reduzir esse custo para grande parte dos
domínios;
• Determinados tipos de comportamentos podem não ser adequadamente repre-
sentados por meio padrões morfológicos. Alguns padrões, por exemplo, são
melhores caracterizados quando mapeados no domínio de frequências;
• O custo computacional do algoritmo de identificação de shapelets pode se tornar
inviável em determinados domínios. Outras abordagens mais eficientes, em
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termos de tempo, podem ser aplicadas, no entanto a maioria delas inserem a
necessidade de estimativa de parâmetros ou algoritmos não determinísticos;
• A abordagem atual do método proposto, em particular relacionado ao algoritmo
HID, não possibilita descrição de relacionamentos de ordem ou de tempo entre
as shapelets. Esse tipo de informação pode ser de fundamental importância em
diversos domínios de séries temporais;
• O algoritmo HID considera o mesmo grau de importância para todas as shapelets
da representação binária, o que pode diluir a importância de possíveis shapelets
mais significativas, e portanto prejudicar o desempenho preditivo do algoritmo.
6.4 TRABALHOS FUTUROS
Durante o desenvolvimento deste trabalho foram identificados diversos aspec-
tos a serem explorados em estudos futuros, tais como:
• Adaptação da abordagem proposta para aplicação no problema de classificação
precoce (early classification) (XING et al., 2011), o qual tem sido recentemente
explorado na literatura por meio do uso da primitiva shapelet ;
• Estudo e desenvolvimento de novos algoritmos para a etapa de aprendizado de
limiares do algoritmo BST, e a adaptação de outros algoritmos de aprendizado
para a função de aproximação do algoritmo HID;
• Explorar, por meio do método proposto, outras abordagens para a caracterização
de eventos usando padrões morfológicos. Uma possibilidade seria a utilização de
estratégias não supervisionadas, tais como a identificação de motifs;
• Adaptação do método proposto para o tratamento de possíveis relações de ordem
ou de tempo existentes entre as shapelets. Uma possibilidade seria a utilização
de algoritmos como regras de associação sequencial (AGRAWAL; SRIKANT,
1995);
• Avaliar as variações propostas para a transformada shapelet por meio de outras
medidas de qualidade(LINES et al., 2012), bem como com outras medidas de
similaridade e outros algoritmos tradicionais de aprendizado simbólico;
• Baseando-se na estratégia adotada pelo algoritmo NNGE, uma possibilidade de
ressaltar padrões de maior importância seria por meio da atribuição de pesos
para cada shapelet ;
• Devido ao fato de que muitos dos conjuntos de dados analisados apresentam
desbalanceamento de classes entre os exemplos, a utilização de outras medidas
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de avaliação de modelos, tais como medida-f, poderá fornecer melhor estimativa
de desempenho do que somente a medida de acurácia;
• Utilizar métricas de complexidade de regras para avaliar os modelos produzidos
pelos diferentes algoritmos de aprendizado simbólico analisados;
• Analisar os domínios dos conjuntos de dados avaliados, para os quais cada
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APÊNDICE A – QUANTIDADE DE ATRIBUTOS (SHAPELETS)
Neste apêndice são apresentados os resultados referentes à quantidade de
atributos utilizada pelos modelos construídos por meio dos algoritmos J48, HID-wrapper,
NNGE-wrapper e SSA (NNGE e HID), para cada uma das estratégias de aprendizado
de limiares propostas no capítulo 5.
Tabela A.1 – Quantidade de atributos utilizada pelos modelos construídos utilizando os
algoritmos J48, HID (usando wrapper ), NNGE (usando wrapper ) e SSA
(NNGE e HID), considerando a estratégia de aprendizado de limiares,
ganho de informação (Ig). A última linha da tabela representa a soma da
quantidade de atributos de todos os conjuntos de dados avaliados.
# Ig-TS+CFS Ig-TS+CS Ig-TS+FCBFJ48 SSA HID NNGE J48 SSA HID NNGE J48 SSA HID NNGE
1 18 27 20 20 20 142 35 31 30 233 33 41
2 16 27 19 22 23 100 35 39 39 191 63 56
3 4 40 4 3 5 43 9 3 5 79 5 4
4 2 3 2 2 2 14 2 2 2 8 2 2
5 5 281 10 10 9 29 13 9 4 36 7 10
6 1 133 1 1 1 34 1 1 1 133 1 1
7 29 190 49 48 30 138 34 17 17 203 58 35
8 30 130 45 52 19 117 24 24 33 169 35 24
9 24 201 39 50 28 134 17 25 36 192 47 30
10 2 21 2 3 2 33 2 3 2 26 2 3
11 3 28 3 4 3 23 3 9 2 37 5 5
12 1 39 1 1 1 16 1 1 1 38 1 1
13 26 36 23 23 24 153 39 28 22 172 42 25
14 2 9 2 3 2 22 2 3 3 42 3 3
15 11 31 18 17 13 99 29 15 9 145 21 19
16 6 16 6 7 7 85 11 10 7 170 11 9
17 1 25 1 1 1 20 3 2 1 26 1 1
18 1 10 1 3 1 10 4 4 1 15 3 1
19 1 65 4 10 3 59 4 4 2 135 3 3
20 4 20 7 5 5 41 14 6 7 107 11 12
21 11 23 17 16 14 50 24 18 15 49 16 9
22 1 45 1 1 1 19 3 2 1 44 1 1
23 2 7 2 3 4 20 3 3 3 19 3 3
24 8 29 12 17 11 91 21 21 9 167 11 15
25 1 42 1 1 1 11 1 1 1 48 1 1
26 12 32 19 20 16 119 25 24 19 200 26 22
27 4 16 4 4 6 12 6 5 5 7 5 5
28 5 18 6 4 10 60 12 16 8 54 11 13
29 2 8 2 3 2 15 2 3 3 40 3 5
30 1 58 1 1 1 15 1 1 1 54 1 1
31 28 195 53 90 9 35 9 7 10 29 8 13
32 13 36 16 26 18 127 34 26 25 209 48 31
Total 275 1841 391 471 292 1886 423 363 324 3077 488 404
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Tabela A.2 – Quantidade de atributos utilizada pelos modelos construídos utilizando
os algoritmos J48, HID (usando wrapper ), NNGE (usando wrapper ) e
SSA (NNGE e HID), considerando a estratégia de aprendizado de limi-
ares, agrupamento (2k). A última linha da tabela representa a soma da
quantidade de atributos de todos os conjuntos de dados avaliados.
# 2k-TS+CFS 2k-TS+CS 2k-TS+FCBFJ48 SSA HID NNGE J48 SSA HID NNGE J48 SSA HID NNGE
1 24 127 33 40 11 16 11 13 10 19 9 18
2 18 20 19 20 14 19 18 19 15 18 13 18
3 3 3 3 3 5 5 5 5 3 4 4 4
4 2 2 2 2 2 2 2 2 2 2 2 2
5 7 16 11 12 8 10 8 9 6 10 8 9
6 1 1 1 1 1 1 1 1 1 1 1 1
7 30 145 54 64 13 15 12 15 12 13 12 13
8 35 104 50 62 7 14 10 11 12 15 15 14
9 26 156 44 48 10 14 9 13 9 14 11 11
10 2 2 2 2 2 2 2 2 2 3 2 3
11 3 4 3 4 3 9 3 3 2 5 3 4
12 1 1 1 1 1 1 1 1 1 1 1 1
13 30 53 36 48 11 13 13 13 12 14 13 14
14 2 2 2 2 2 3 2 2 3 3 3 3
15 12 28 17 21 8 10 9 9 7 10 8 10
16 5 6 6 5 8 8 7 7 5 6 6 6
17 1 1 1 1 1 2 1 2 1 1 1 1
18 1 2 1 2 1 3 1 2 1 2 1 1
19 1 3 2 3 3 4 4 4 2 3 2 3
20 4 5 5 5 4 6 5 6 5 6 6 6
21 14 43 25 32 17 21 13 17 10 17 13 14
22 1 1 1 1 1 2 1 2 1 1 1 1
23 2 2 2 2 3 3 3 3 3 3 3 3
24 8 13 10 12 9 10 10 8 6 8 7 7
25 1 1 1 1 1 1 1 1 1 1 1 1
26 14 21 15 19 10 13 11 12 11 13 13 13
27 3 3 3 3 4 5 4 5 5 5 5 5
28 8 10 8 8 7 10 8 10 7 9 7 9
29 2 2 2 2 2 2 2 2 2 3 2 2
30 1 1 1 1 1 1 1 1 1 1 1 1
31 10 28 13 23 13 16 12 15 16 28 15 28
32 16 79 27 44 10 13 8 12 9 13 8 11
Total 288 885 401 494 193 254 198 227 183 252 197 237
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Tabela A.3 – Quantidade de atributos utilizada pelos modelos construídos utilizando os
algoritmos J48, HID (usando wrapper ), NNGE (usando wrapper ) e SSA
(NNGE e HID), considerando a estratégia de aprendizado de limiares,
precisão (Pr). A última linha da tabela representa a soma da quantidade
de atributos de todos os conjuntos de dados avaliados.
# Pr-TS+CFS Pr-TS+CS Pr-TS+FCBFJ48 SSA HID NNGE J48 SSA HID NNGE J48 SSA HID NNGE
1 16 126 28 35 25 121 16 17 18 317 40 37
2 14 37 18 23 16 68 16 28 42 155 32 32
3 5 16 4 3 6 36 9 9 4 53 6 5
4 2 3 2 2 2 14 2 2 2 8 2 2
5 5 279 12 12 8 27 10 11 4 35 8 8
6 1 1 1 1 1 1 1 1 1 1 1 1
7 26 202 50 61 20 132 26 17 22 199 19 44
8 29 129 43 49 15 105 28 21 20 149 39 21
9 24 197 42 46 13 134 19 32 18 201 29 24
10 2 21 2 3 2 11 2 3 2 28 2 3
11 3 23 3 4 3 21 3 3 2 30 5 6
12 1 1 1 1 1 1 1 1 1 1 1 1
13 25 94 35 39 19 135 36 16 19 139 40 22
14 2 9 2 3 2 14 2 3 3 19 3 3
15 9 33 13 20 16 80 26 17 10 130 30 17
16 5 12 6 5 7 59 11 11 7 112 9 11
17 1 1 1 1 1 16 3 2 1 1 1 1
18 1 6 3 3 1 9 4 4 1 10 3 1
19 1 40 4 9 2 55 4 4 2 128 3 3
20 4 17 7 8 5 36 7 8 8 85 11 14
21 11 23 17 16 9 27 12 12 9 31 15 16
22 1 1 1 1 1 11 3 2 1 1 1 1
23 2 7 2 3 4 16 3 3 3 25 3 3
24 7 24 8 12 12 76 30 10 6 103 13 11
25 1 1 1 1 1 1 1 1 1 1 1 1
26 12 18 11 12 20 96 15 20 24 115 23 20
27 3 12 3 4 6 10 6 5 7 9 5 5
28 3 13 3 3 7 18 10 13 9 15 11 10
29 2 6 2 4 2 13 2 3 2 15 4 3
30 1 1 1 1 1 1 1 1 1 1 1 1
31 26 196 49 87 9 40 11 18 6 26 8 13
32 17 62 22 36 15 112 19 26 17 272 36 18
Total 262 1611 397 508 252 1496 339 324 273 2415 405 358
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APÊNDICE B – RESULTADOS DE ACURÁCIA PARA SSA (HID E NNGE)
Neste apêndice são apresentados os resultados dos experimentos realizados
no capítulo 5 utilizando os algoritmos HID e NNGE, ambos sem seleção de atributos
(SSA), considerando cada uma das estratégias de binarização propostas.
Tabela B.1 – Resultados dos experimentos realizados utilizando o HID como algoritmo
base, sem seleção de atributos (SSA). Os valores são apresentados no
formato acc (rank ), no qual acc corresponde ao valor da acurácia (%) de
classificação sobre o conjunto de teste.
TS+CFS TS+CS TS+FCBF# Ig 2k Pr Ig 2k Pr Ig 2k Pr
1 39,56 65,27 46,81 38,46 50,11 32,31 12,97 37,80 24,62
2 82,10 81,33 84,40 88,49 71,36 50,38 58,57 44,25 56,01
3 83,33 53,33 93,33 66,67 56,67 53,33 80,00 50,00 83,33
4 83,00 93,22 88,56 85,11 91,78 91,11 81,89 88,56 86,22
5 90,57 93,70 95,26 94,30 95,55 92,14 88,78 90,81 95,21
6 96,43 92,86 96,43 96,43 100,00 96,43 96,43 92,86 96,43
7 38,72 77,44 75,64 42,31 53,85 58,46 32,31 48,97 56,92
8 47,44 80,26 82,56 49,23 50,51 64,62 41,54 46,92 53,08
9 42,05 76,41 74,62 45,13 54,87 56,41 39,23 49,74 53,59
10 79,09 76,80 80,72 77,78 70,59 97,06 69,93 61,44 82,68
11 84,00 82,00 82,00 83,00 76,00 86,00 85,00 83,00 82,00
12 99,30 97,79 99,30 98,49 97,33 98,49 98,49 96,86 98,49
13 68,05 79,35 77,93 70,59 65,44 68,64 60,00 74,44 75,33
14 55,68 84,09 81,82 56,82 82,95 85,23 72,73 87,50 87,50
15 76,49 88,98 86,20 79,41 67,51 69,51 57,80 79,46 80,54
16 90,86 98,29 99,43 91,43 94,29 89,14 81,71 94,86 95,43
17 99,33 100,00 99,33 92,67 97,33 92,67 92,67 100,00 92,67
18 96,79 97,08 96,50 91,16 96,40 94,46 95,43 96,40 96,31
19 54,10 60,66 77,05 68,85 45,90 55,74 55,74 54,10 63,93
20 64,38 67,12 67,12 68,49 71,23 61,64 67,12 50,68 57,53
21 68,68 79,21 80,79 75,26 74,08 77,63 68,16 63,95 70,13
22 93,69 88,50 94,01 85,14 80,99 85,14 85,14 87,94 85,14
23 93,33 96,67 96,67 86,67 96,67 100,00 90,00 96,67 83,33
24 78,51 94,63 97,52 75,21 77,69 75,62 78,10 86,78 90,50
25 92,51 78,37 93,01 86,02 53,24 86,02 86,02 86,19 86,02
26 90,56 94,88 94,72 88,16 88,32 87,68 84,00 83,04 92,48
27 74,07 60,10 66,43 80,00 66,53 69,45 76,28 52,46 68,64
28 84,33 91,00 95,67 94,33 93,33 94,33 81,33 81,67 88,00
29 100,00 99,00 100,00 100,00 100,00 99,00 100,00 98,00 99,00
30 100,00 100,00 100,00 96,75 94,56 96,75 96,75 94,56 96,75
31 72,80 76,08 83,38 73,53 86,53 86,33 72,65 73,33 83,43
32 47,81 65,05 57,68 48,28 53,29 42,79 43,26 33,07 37,46
acc média 77,11 83,42 85,78 77,32 76,72 77,95 72,81 73,95 78,08
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Tabela B.2 – Resultados dos experimentos realizados utilizando o NNGE como algo-
ritmo base, sem seleção de atributos (SSA). Os valores são apresentados
no formato acc (rank ), no qual acc corresponde ao valor da acurácia (%)
de classificação sobre o conjunto de teste.
TS+CFS TS+CS TS+FCBF# Ig 2k Pr Ig 2k Pr Ig 2k Pr
1 32,09 68,35 51,21 37,80 53,85 38,24 11,21 52,53 42,64
2 80,31 90,03 82,61 90,03 78,77 50,90 59,34 71,36 68,03
3 83,33 53,33 86,67 63,33 46,67 50,00 86,67 66,67 80,00
4 85,11 95,89 84,78 85,11 91,78 91,11 85,11 95,89 83,56
5 90,57 95,78 93,72 94,71 95,49 92,34 88,78 95,10 94,40
6 96,43 92,86 96,43 96,43 100,00 96,43 96,43 92,86 96,43
7 41,54 63,08 54,36 47,18 52,05 52,82 30,26 58,97 51,28
8 46,67 69,74 71,03 50,00 53,59 62,82 42,82 54,87 61,03
9 42,56 64,10 56,67 42,56 56,41 56,41 33,59 53,08 53,85
10 85,29 80,72 82,68 77,78 70,59 97,06 73,86 72,55 85,29
11 86,00 79,00 80,00 83,00 76,00 86,00 84,00 74,00 84,00
12 99,07 97,21 99,07 98,49 97,33 98,49 98,49 96,86 98,49
13 58,76 71,24 69,76 71,18 68,40 70,30 50,83 65,21 64,44
14 68,18 90,91 89,77 56,82 82,95 90,91 76,14 86,36 86,36
15 70,39 82,59 74,05 77,46 66,68 67,85 57,90 77,51 70,24
16 92,57 93,14 95,43 91,43 92,57 89,71 84,57 97,14 94,86
17 98,67 95,33 96,67 92,67 97,33 92,67 92,67 96,67 92,67
18 96,40 96,60 96,21 91,16 96,40 94,46 94,85 96,70 92,52
19 55,74 60,66 62,30 68,85 47,54 55,74 63,93 54,10 55,74
20 71,23 61,64 58,90 64,38 65,75 58,90 64,38 58,90 49,32
21 67,89 78,68 82,37 75,53 73,95 80,79 67,37 68,95 79,47
22 93,21 89,70 93,53 85,14 80,99 85,14 85,14 85,78 85,14
23 93,33 100,00 93,33 86,67 96,67 100,00 93,33 100,00 93,33
24 70,25 81,82 79,34 73,55 78,51 70,25 76,86 73,97 83,88
25 92,85 76,54 92,68 86,02 53,24 86,02 86,02 86,19 86,02
26 84,64 93,92 90,88 85,44 86,08 85,76 70,08 86,08 84,64
27 76,88 70,45 68,14 83,12 66,53 69,45 79,60 67,04 70,05
28 88,33 93,00 94,00 95,33 93,33 94,33 82,33 86,67 89,33
29 100,00 100,00 100,00 100,00 100,00 99,00 100,00 98,00 100,00
30 100,00 98,42 100,00 96,75 94,56 96,75 96,75 94,56 96,75
31 73,13 82,13 77,88 76,95 85,85 86,68 73,15 83,50 78,48
32 47,49 63,17 48,59 46,24 51,41 41,38 42,16 43,42 41,54
acc média 77,15 82,19 81,35 77,22 76,60 77,77 72,77 77,86 77,93
