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Abstract. We provide a physical interpretation of the first and second order terms occurring
in Ruelle’s response formalism. We show that entropy fluxes play a major role in determining
the response of the system to perturbations. Along this line, we show that our framework
allows one to recover a wealth of previous results of response theory in both deterministic
and stochastic contexts. In particular, we are able to shed light on the crosslinks between the
dynamical systems approach a´ la Ruelle and large deviations methods.
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1. Introduction
A crucial endeavour of statistical mechanics concerns the description of the response of
a system to an external force perturbing the baseline dynamics, in terms of physically
accessible quantities. The wealth of results collected in this long-standing research field
has been organized within the general framework of response theory. Namely, response
theory represents a variety of technical tools enabling one to compute the change, when
the perturbation is added, in the expectation value of an observable from the knowledge of
the invariant measure of the unperturbed dynamics and of the structure of the perturbation.
One first attempt in this direction dates back to the seminal work of Kubo [1], who
introduced a perturbative theory tackling the derivation of response formulae for Hamiltonian
thermostatted systems subjected to an external force. Kubo’s derivation unveiled, in particular,
one version of the celebrated Fluctuation-Dissipation Theorem (FDT) [2, 3], which establishes
a conceptually rich and a practically useful connection between the (linear) response of
a system to external perturbations and the equilibrium fluctuations of suitably defined
observables [4]. As discussed in Ref. [5], the chance of bridging the external forcing with
the fluctuations computed along the unperturbed dynamics mostly relies on the assumption
that the invariant measure of the unperturbed system is smooth. Therefore, when considering
chaotic dissipative dynamical systems, equipped with an invariant measure with support on
a strange attractor, the FDT no longer holds, in general, as shown by Ruelle in Ref. [6]. To
first order in the perturbation, in fact, the response formula results, namely, from the sum of
two terms. The first one can be cast into a correlation function evaluated with respect to the
unperturbed measure along unstable and neutral manifolds, and can be regarded as the natural
nonequilibrium extension of the correlation function occurring in equilibrium theory. The
second term, instead, involves the computation of the statistical properties of the dynamics
along the stable manifold: this has no counterpart in equilibrium. The foreseen breaking
of the FDT for dissipative deterministic dynamics rules out, in principle, the possibility of
interpreting the response solely from the knowledge of the unperturbed steady state dynamics,
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thus hindering the investigation of such systems which are ubiquitous in nature. Note that,
just to take a relevant example in a geophysical setting, the validity of a FDT would allow,
in principle, to compute forced climate change from the investigation of natural climate
variability. Nonetheless, few examples have been reported in the literature, witnessing that
the FDT seemingly survive also beyond equilibrium [7, 8].
The problem of lack of smoothness of the invariant measure can be circumvented through
different routes. One may, in first instance, introduce some noise on top of the deterministic
dissipative dynamics, so as to mimic, say, the effect of round-off errors in numerical
algorithms or the presence of unresolved scales [9]. The latter perspective is adopted, in
particular, in the approach pursued by Zwanzig [10] in his projection operator formalism, in
which the dynamics of the macroscopic, physically relevant, variables is triggered also by
a term, typically regarded as noise, which echoes the intrinsic coupling with the neglected,
more microscopic, degrees of freedom. Hence, the introduction of a small amount of noise,
which can be motivated on physical grounds, allows one to restore the invoked smoothness of
the invariant measure, thus making the FDT still applicable [11, 12].
Nevertheless, even without adding noise, some recent findings on the FDT for dissipative
dynamical systems [13] confirm that the link between response and fluctuations computed
with respect to the unperturbed invariant measure can be safely restored for most of systems
of interest in Physics. The reason is that, in statistical mechanics, one typically deals with
projected dynamics, and these are associated with regular probability distributions in the
corresponding lower dimensional spaces. A major focus of this paper is on the derivation
of a general formalism able to encompass former results obtained for deterministic as well as
stochastic dynamics. We aim, in particular, at providing a more straightforward interpretation
of the response formalism in terms of observables of clearer physical relevance. In this
direction, in a recent work [14] focusing on the stochastic dynamics of open mesoscopic
systems, it was shown that the response of a generic observable can be cast, at the various
orders, in terms of correlation functions featuring two main time-extensive quantities:
the (excess) entropy flux, which can be understood within the standard thermodynamic
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framework, and a novel term, called dynamical activity, which still lacks a conclusive physical
interpretation. This work represents a step forward along that direction: we take the point of
view of deterministic mechanics and provide some of the terms appearing in Ruelle’s original
response formula with a physical content. To this aim, as discussed above, we assume the
existence of a smooth invariant measure, and discuss the resulting response formula up to
the second order. We thus show that, at the first order, a prominent role is played by the
entropy production, hence recovering former results obtained for deterministic [15] as well
as stochastic dynamics [16]. At the second order, the expectation value of a given observable
is ruled by two time-symmetric terms. The first term is related to the first correction to the
average entropy production of the system [17], whereas the second term keeps track of the
phase space fluctuations of the entropy production. Although an obvious correspondence
with time-symmetric dynamical activity, introduced in [14] to deal with stochastic diffusive
dynamics, is still missing, the formalism developed below allows one to pave the a promising
bridge between different methods used in response theory.
The work is organized as follows.
In Section 2 we present a rewriting of the linear response introduced in Ref. [17], and we
evidence the role the so-called dissipative flux as being the relevant observable entering the
linear order response formalism.
In Section 3 we show how our results can be used to ascertain and interpret the linear response
to perturbations in various deterministic settings.
The case of stochastic dynamics is analyzed in Section 4, in which we show that our
framework is consistent with the response formulae obtained from large deviations methods.
In Section 5 we present some results pertaining to the second order terms and shed light on
the onset of two different quantities.
Conclusions are drawn in Sec. 6.
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2. Entropy production and Linear Response Theory
We start by concisely recalling Ruelle’s approach to response theory in deterministic
dynamical systems [6, 17, 18]. Let (U , Sto, µo) be a dynamical system, with U denoting
a compact phase space, Sto : U → U a one-parameter group of diffeomorphisms and
µo the invariant natural measure. Let also x ∈ U denote a generic phase space point
x = (q1, ..., qN , p1, ..., pN). We assume, from here onwards, that the measure µo is absolutely
continuous with respect to the Lebesgue measure, i.e. it is equipped with an invariant density
ρo(x) such that
µo(dx) = ρo(x)dx . (1)
We consider, then, the effect of adding a small (possibly time-depedent) perturbation ft(x) at
time t = 0, which induces the following structure of the equations of dynamics:
x˙t = F (xt) + ft(xt) , (2)
where we used the shorthand notation xt = x(t), and F denotes the drift of the unperturbed
dynamics. In the following, when convenient, we will also split the perturbation as:
ft(x) = htX(x), where ht is a time modulation of the phase space function X(x). Because
the perturbation is small, one may follow a perturbative approach to express the change in
measure µo induced by the perturbation itself. Following Ruelle’s arguments [17, 19], the
response in a generic observable B : U → R may be expressed as a perturbative expansion:
〈B(t)〉h = 〈B(t)〉o +
∞∑
n=1
〈δB(t)〉hn
where the superscript “h” on the lhs of the above equality is meant to recall that the
average is computed wrt the perturbed density, whereas, on the rhs, the term 〈B(t)〉o =∫
dx0ρo(x0)B(xt) denotes the expectation value of B(t) wrt the unperturbed density. The
terms 〈δB(t)〉hn attain the formal structure:
〈δB(t)〉hn =
∫ +∞
−∞
dsn...
∫ +∞
−∞
ds1G
(n)(s1, ..., sn)ht−s1 ...ht−sn . (3)
The nth order Green function, in particular, can be read off explicitly:
G(n)(s1, ..., sn) =
∫
dxρo(x)θ(s1)...θ(sn − sn−1)×
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× ΛΠ(sn − sn−1)...ΛΠ(s2 − s1)ΛΠ(s1)B(x) , (4)
where θ(t) denotes the heaviside step function, and with:
ΛΦ = X(x) ·
∂
∂x
Φ and Π(t)Φ = Φ ◦ Sto . (5)
At the linear order, Eq. (3) simplifies into:
〈δB(t)〉h1 =
∫ +∞
0
G(1)(t− s)hsds =
∫ t
0
R(t− s)hsds (6)
where R(t) denotes the so-called response function and G(1)(t) = θ(t)R(t). We recall
that, by using the Kramers-Kronig relations [20], the principle of causality boils down, in
the frequency domain, to the following alternative relations between the Fourier transforms
χ(ν) = F(G(t)) and Rˆ(ν) = F(R(t)):
Rˆ(ν) = 2Re{χ(ν)} or Rˆ(ν) = 2Im{χ(ν)} , (7)
depending on whether the response function is, respectively, even or odd under the time-
reversal, cf. [2, 19]. A simple calculation shows, then, that, at the first order, the expansion
(3) leads to the familiar FDT:
〈δB(t)〉h1 =
∫ t
0
hsds
∫
ρo(x0)X(x0)
(
∂
∂x0
B(xt−s)
)
dx0 =
=
∫ t
0
ds
∫
σs(xs)B(xt)ρo(x0)dx0 = 〈B(xt)S(ω)〉
o , (8)
where we introduced the dissipative flux σs(xs):
σs(xs) = hsγ(xs) , (9)
with
γ(x) = −
1
ρo(x)
[
∂
∂x
· (X(x)ρo(x))
]
. (10)
In Eq. (8) we have denoted by S(ω) the integral of σs over the path ω = (xs, s ∈ [0, t])
started from x0: S(ω) is a phase function which, under suitable assumptions (e.g., when the
perturbation is conservative, cf. Sec. 3), can be associated to the total entropy produced along
the path. Moreover, from Eqs. (6) and (8), one also obtains the formal expression for the
response function:
R(t− s) = 〈B(xt)γ(xs)〉
o . (11)
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The phase function σs(xs), introduced in (9), can be split, using Eq. (10), as follows:
σs(xs) = −
∂
∂xs
· fs(xs)︸ ︷︷ ︸
σA
+ fs(xs) ·
∂
∂xs
(− log ρo(xs))︸ ︷︷ ︸
σB
. (12)
While the term σA, in Eq. (12), corresponds to a purely dissipative contribution, induced by
nonconservative perturbations leading to dissipative dynamics, the term σB , in turn, which
contains the function (− log ρo) (referred to, in the literature, as the information potential, cf.
Sec. 4.2), is related to the total entropy produced by the perturbation and released into the
environment, regardless of whether the perturbation is conservative of not (this is, actually,
the term originally introduced in Kubo’s theory [2]). Noticeably, the expression in Eq. (12)
recovers the original Agarwal formula [21], which hence corresponds to the linear order
contribution of Ruelle’s formal expansion. As also outlined in [22], the use of Eq. (12) is
typically hindered by the lack of the knowledge of the reference density ρo and, possibly, of
the details of the perturbed dynamics triggered by the phase function X(x). Nevertheless, the
Agarwal formula (12) has enjoyed a growing popularity in the literature and was, since then,
derived following different routes, cf. [3, 7, 23, 24, 25, 26].
Moreover, we also observe that the observable S(ω) formally resembles the structure of
the so-called Dissipation Function introduced in Ref. [15] (cf. Eq. (9) therein), and for
which transient and steady state Fluctuation Relations have been proven under rather general
conditions [27].
Thus, Eq. (12) suggests that, to first order, the linear response can be cast as an equilibrium
time correlation function between the chosen observable and σs(xs), which includes the
two different aforementioned source terms σA and σB . For weakly perturbed dynamical
systems, the proposal of expressing the response function as a correlation between the chosen
observable and the dissipative flux σs can be already traced back to the seminal works of
McLennan [28] and Zubarev[29]. We remark, moreover, that this general framework is not
restricted to deviations from an equilibrium reference state only, but holds for any steady state
equipped with a smooth invariant density ρo(x). In particular, as it will be discussed in Sec.
3, our approach allows one to make a bridge with the results outlined in Ref. [13], where
Elements of a unified framework for response formulae 8
the authors considered a reference invariant SRB measure equipped with a smooth marginal
probability density, resulting from the projection of the full SRB measure along the direction
of the initial impulsive perturbation. We also point out that the response formalism introduced
above, based on the use of the operators (5), is prone to be also used in the set-up of stochastic
dynamics [17]: the application of the method to diffusive systems is deferred to Sec. 4.
It is worth mentioning two basic properties characterizing the dissipative flux σs(xs).
First, note that the expectation 〈σs(xs)〉o, computed with the unperturbed density, vanishes:∫
ρo(x)σs(x)dx = −
∫
dx
[
∂
∂x
· (X(x)ρo(x))
]
= 0 . (13)
The relation (13) allows one, hence, to interpret the observable σs(xs) as an “excess”
dissipative flux of the perturbed process with respect to the unperturbed one. In more
physical terms, σs(xs) can be thus regarded as the surplus of entropy production, due to the
perturbation, with respect to the “housekeeping” heat flux needed to maintain the steady state
[30]. Notice that to ensure that the response function be integrable, one typically requires the
correlations to decay sufficiently fast [17].
Next, let us consider the time-reversal symmetry property of σs(xs). To this aim, following
Roberts et al. [31], we define the involution G as:
DG · ft = −ft ◦G , (14)
with G ◦G = 1, where DG denotes the Jacobian matrix of G ‡.
A dynamical system is said to be reversible if there exists an involution G : U → U fulfilling
Eq. (14) (i.e. it reverses the direction of time). Using (14) one thus finds:
σ(Gx) = −σ(x) , (15)
where we assumed the unperturbed density to be invariant under the involution G, ρo(x) =
ρo(Gx) §. Equation (15) indicates that the phase function σt(x) is, as expected, odd under
‡ It is worth recalling that, in the discrete time case, the dynamical flow is replaced by a mapping M : U → U ,
and Eq. (14), correspondingly, takes the form: G ◦M ◦G =M−1 [32, 33].
§ The property of invariance of ρo under the involution G was called, in Ref. [33], as phase space detailed
balance, because it reduces, via a suitable projection onto the space of stochastic dynamics, to the detailed
balance relation, which stands as the hallmark of an equilibrium stochastic dynamics [14].
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time-reversal, and so is, therefore, its time integrated value S(ω), over the path ω [32]:
S(Gω) = −S(ω)
3. Deterministic dynamics
The formalism developed in Sec. 2 can be applied to a wealth of different physical situations,
in which one considers the effect of adding a small perturbation to a reference dynamics,
enjoying a steady state. It is worth remarking that, in order to apply the formalism introduced
above, one merely requires that the reference steady state be equipped with a density. In this
Section we will investigate the application of the formalism described above in deterministic
dynamical systems, enjoying either an equilibrium or a nonequilibrium steady states. We will
restrict ourselves to the linear case.
3.1. Hamiltonian dynamics
It is instructive to address the case in which the reference microscopic dynamics is
Hamiltonian and the steady state is an equilibrium one. Thus, we consider the effect of adding
a small conservative perturbation, to be expressed as the gradient of a scalar potential function
V (x). This corresponds to replacing the Hamiltonian H0(x) as:
H0(x) → H0(x)− htV (x) .
Therefore, in Eq. (2), one sets F (x) = S∇H0(x), where S denotes the symplectic matrix,
and ft(x) = −htS∇V (x). Next, by taking, for simplicity, the canonical distribution as the
reference equilibrium density, i.e. ρo(x) = Z−1e−βH0(x) (where Z denotes the canonical
partition function and β = 1/kBT is the inverse temperature), a straightforward calculation
reveals that the term σA in (12) vanishes and the term σB attains the form:
σs(xs) = βhsV˙ (xs) , (16)
where we introduced the shorthand notation B˙(xt) = dB(xt)/dt. Thus, by inserting (16) in
(8), one finds:
〈δB(t)〉h1 = β
∫
ρ(x0)dx0B(xt)
∫ t
0
dsV˙ (xs)hs
Elements of a unified framework for response formulae 10
= β
∫
ρ(x0)dx0B(xt)
[
(V (xt)ht − V (x0)h0)−
∫ t
0
dsV (xs)h˙s
]
= β 〈S(ω)B(xt)〉
o . (17)
Therefore, for Hamiltonian dynamics, Eq. (11) reduces to the classical Green-Kubo form
[2, 3, 30]:
R(t− s) = β
d
ds
〈B(xt)V (xs)〉
o . (18)
In (17), the term (V (xt)ht − V (x0)h0) corresponds to the extra change of energy in
the environment due to the perturbation, whereas
∫ t
0
dsV (s)h˙s is the work done by the
perturbation. Therefore, the case of conservative perturbations shows that the linear response
term can be effectively cast into an equilibrium correlation between the given observable
and the total entropy produced, over the path, by the perturbation and released into the
environment, cf. [22, 30]. Let us consider a reference Hamiltonian given by H0 =∑N
i=1 p
2
i /(2m) (with m denoting the mass of the particles), which, after the addiction of a
time independent, homogeneous, electric field E, takes the form H0 → H0−
∑N
i=1 κi(qi ·E),
with κi denoting the charge of the i-th particle. The application of Eq. (10) leads, thus, to
the standard Kubo expression σ(x) = βE · J , where the electric current J takes the form
J =
∑N
i=1(pi/m · κi).
3.2. Dissipative dynamics
Let us consider, next, the case of a dissipative steady state dynamics, perturbed by a small
impulsive perturbation, which modifies the initial condition as x0 → x0 + δx0. Therefore, by
setting fs = δ(s)δx0, one finds:
σs(xs) = −δ(s)
(
∂ log ρ(xs)
∂xs
· δx0
)
, (19)
which leads to the response formula outlined in Ref. [13, 34]. One natural objection to
the expression (19) points to the fact that the invariant measure of a chaotic dissipative
system µo is singular with respect to the Lebesgue measure, and is typically supported on
a fractal attractor. This may, hence, prevent the application of the approach outlined in Sec.
2 to dissipative systems. Indeed, the standard FDT ensures that the statistical features of a
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perturbation are related to the statistical properties of the unperturbed system, but that cannot
be the case, in general, in dissipative systems. The reason is that, given an initial state x0 on the
attractor and a generic impulsive perturbation δx0, the perturbed initial state x˜0 = x0+δx0 and
its time evolution may lie outside the support of the measure, hence their statistical properties
cannot be expressed by µ, which attributes vanishing probability to such states. Nevertheless,
in Ref. [13] it was shown that a different route is possible to compute the response, which is
worth recalling shortly here. By denoting as ρo(x0; δx0) = ρo(x0 − δx0) the perturbed initial
density, and by W (x0, 0 → xt, t) the transition probability determined by the dynamics, one
may express the response of the coordinate xi as:
〈
δxi(t)
〉h
=
∫ ∫
xit [ρo(x0 − δx0)− ρo(x0)]W (x0, 0 → xt, t)dx0dxt .(20)
By also assuming, for sake of simplicity, that all components of δx0 vanish, except the i-th
component, one finds that Eq. (20) can be written as:
〈
δxi(t)
〉h
=
∫
xit(ρ˜t(x
i; δx0)− ρ˜o(x
i
t))dx
i
t , (21)
where ρ˜o(xit) and ρ˜t are the marginal probability distributions defined by:
ρ˜o(x
i
t) =
∫
ρo(xt)
∏
j 6=i
dxjt , ρ˜t(x
i
t; δx0) =
∫
ρt(x0; δx0)
∏
j 6=i
dxjt .
Thus, since projected singular measures are expected to be smooth [13, 35], especially if the
dimension of the projected space is sensibly smaller than that of the original space, one finds
that a FDT, written in the form of Eq. (8), can typically be extended to a large fraction of the
dissipative deterministic systems of interest in Physics.
4. Stochastic diffusions and large deviations
Let us now turn our attention to stochastic dynamics. In general, the presence of noise allows
one to characterize the steady state dynamics, even in presence of dissipation, by regular
probability densities, thus overcoming the typical difficulties encountered in deterministic
dynamical systems. A detailed analysis of the response formulae valid for Markovian
Langevin-type stochastic differential equations is given in Ref. [36], where an expansion
Elements of a unified framework for response formulae 12
formally resembling the structure of Eqs. (4) and (5) is developed. In particular, in Ref.
[36], Ruelle shows that, in the zero noise limit, the various terms of the expansion reproduce
the corresponding order terms pertaining to the deterministic dynamics discussed in Sec.
2. This occurs because, under suitable assumptions, the SRB states are stable under small
random perturbations [37, 38]. It is therefore tempting to use the formalism of Sec. 2 to
describe stochastic models amenable to an analytical solution, so as to compare our results
with those obtained using other methods, e.g. the path-integral formalism described in Refs.
[14, 22]. We will thus focus, first, on stochastic diffusion processes described by overdamped
Langevin equations, in which one disregards inertial effects, thus letting forces be proportional
to velocities rather than to accelerations [30, 39]. These processes correspond to the high
damping limits of the underdamped, or intertial, stochastic dynamics, whose analysis is
deferred to Sec. 4.3. Let us start considering overdamped diffusion processes for the state
x ∈ Rn, defined in the Itoˆ sense by:
x˙t = χ · [F (xt) + ft(xt)] +∇ ·D(xt) +
√
2D(xt) ξt , (22)
where ξt denotes a standard white noise and ft denotes the perturbation to the reference
dynamics. The mobility χ and the diffusion constant D are strictly positive (symmetric)
n × n-matrices, which, provided that the system is in contact with a thermostat at inverse
temperature β > 0, are connected via the well-known Einstein relation χ = βD. The force F
denotes the drift of the reference, unperturbed dynamics, and can be expressed as:
F = Fnc −∇U , (23)
where Fnc denotes a nonconservative force pulling the reference dynamics out of equilibrium,
while U is the energy of the system. The Fokker-Planck equation for the time dependent
density ρt, relative to the diffusion process described by (22), reads
∂ρt
∂t
(xt) = −∇ · jρ , with jρ = [χ(F + ft)ρt(xt)−
χ
β
∇ρt(xt)] , (24)
where jρ denotes the probability current [40]. Rather than attempting a direct analytical
solution of Eq. (24), one may tackle the analysis of Eq. (22) from the rather different
standpoint of large deviations theory [14, 41]. We shorty recapitulate the main steps of the
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derivation, cf. Refs. [14, 16] and references therein for a more detailed discussion. The key
idea is to determine the perturbed probability density through its embedding in the path-space
distribution. That is, given the (random) paths ω = (x(s), s ∈ [0, t]), one may connect the
distributionP on paths starting from ρo and subjected to the perturbation ft, with the reference
distribution P o concerning paths starting from ρo and undergoing the reference dynamics, via
the formula:
P (ω) = e−A(ω) P o(ω) . (25)
The relation (25) defines the action A(ω), which is typically local in space-time and is, thus,
similar to Hamiltonians or Lagrangians encountered in equilibrium statistical mechanics, see
e.g. [42]. One can also verify that
A = (T − S)/2 ,
where T (ω) and S(ω) are path-dependent quantities corresponding, respectively, to the time-
symmetric and time-antisymmetric components of the action. That is, defining the time-
reversal operator g as:
gω = ((pix)t−s, 0 ≤ s ≤ t) , (26)
(with pix equal to x except for flipping any other variable with negative parity under time-
reversal), one can write:
S(ω) = A(gω)−A(ω) , T (ω) = A(gω) +A(ω) . (27)
The quantity S(ω), under the assumption of local detailed balance [43], is the entropy
flux triggered by the perturbation and released into the environment [14]. On the other
hand, the quantity T (ω) is referred to in the literature as the dynamical activity or traffic
[30, 39] and appears to be much more concerned with kinetics than it is embedded into
thermodynamics. For example, in the set-up of Markov jump processes, T (ω) is suitable
to a physical interpretation: it measures how the escape rate from a trajectory ω changes
when the perturbation ft is added [30].
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A simple calculation unveils the following general expression for the action pertaining to the
process described by Eq. (22):
A(ω) =
β
2
∫ t
0
ds
[
fs · χF +∇ · (Dfs) +
1
2
fs · χfs
]
−
β
2
∫ t
0
dxs ◦ fs (28)
where the last stochastic integral (with the ◦) is in the sense of Stratonovich. From (27) and
(28), one can derive the following expressions for S(ω) and T (ω):
S(ω) = β
∫ t
0
dxs ◦ fs and T (ω) = T1 + T2 , (29)
with
T1 = β
∫ t
0
ds [fs · χF +∇ · (Dfs)] and T2 =
β
2
∫ t
0
dsfs · χfs . (30)
If the chosen observable B is endowed with an even kinematical parity, the following linear
response formula can be thus established [30]:
〈δB(t)〉h1 = 〈B(xt)S(ω)〉
o = −〈B(x0)S(ω)〉
o = −
∫
dx0ρo(x0)B(x0) 〈S(ω)〉
o
x0
. (31)
The expression (31), thus, inherits the structure of the response formula (8) obtained for
deterministic systems. The quantity 〈S〉ox0 , in Eq. (31), denotes the conditional expectation of
the entropy flux S(ω) over [0, t] given that the path started from the state x0. It can also be
written as [14, 16]::
〈S〉ox0 = β
∫ t
0
〈w(xs)〉
o
x0
ds , (32)
where w(xs) corresponds to the instantaneous (time-antisymmetric, random) work made by
the perturbation ft. The analysis of some specific models and examples comes next.
4.1. Expansion around detailed balance dynamics
An interesting example is obtained by considering overdamped diffusion processes whose
reference dynamics is a (equilibrium) detailed balance dynamics [14], i.e. Fnc = 0 in Eq. (23).
Let us also take the reference distribution of states to be the equilibrium one, ρo(x) ∝ e−βU(x).
To further simplify the problem, let us also assume the perturbation f to be time independent
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and the matrices χ and D to be independent of x. The quantity w(xs) pertaining to this
stochastic dynamics can be explicitly computed [14, 16]:
w(x) =
χ
β
∇ · f − χf · ∇U (33)
By inserting the expression (33) into Eq. (32) and by further using Eq. (31), one readily
obtains the FDT for the process under consideration. Alternatively, one may adopt the
formalism detailed in Sec. (2) to derive the linear response. To this aim, by computing
σs(xs), given in Eqs. (9) and (10), one immediately recovers the expression for 〈w(xs)〉ox0 in
(32) hence recovering the above response formula.
It is also instructive to consider the case of a (conservative) perturbation changing the potential
U into U − htV . For the case under consideration, the general response formula holds [30]:
R(t− s) =
β
2
d
ds
〈V (xs)B(xt)〉
o −
β
2
〈LV (xs)B(xt)〉
o = −β 〈LV (xs)B(xt)〉
o , (34)
where we introduced the (backward) generator L of the process‖, defined as
L = −χ∇U · ∇+
χ
β
∇2 .
To derive the last equality in Eq. (34), one uses the time-reversal symmetry of the equilibrium
correlations and the properties of the adjoint generator L∗ = L: ¶
〈L∗V (xs)B(xt)〉
o = 〈V (xs)LB(xt)〉
o =
d
dt
〈V (xs)B(xt)〉
o = −
d
ds
〈V (xs)B(xt)〉
o , (35)
for s < t. On the other hand, when turning back to the formalism of Sec. 2, it is not difficult
to obtain the following expression for the quantity γ(x) defined in (10):
γ(x) = βχ∇U · ∇V − χ∇2V . (36)
Thus, by plugging Eq. (36) into Eq. (11), one immediately recovers Eq. (34).
The chosen examples, pertaining to equilibrium dynamics subjected to time-independent
‖ Hence, from the perspective of large deviations theory, the equilibrium FDT may also be equivalently cast
into a fluctuation-activity relation, by exploiting the properties of the only time-symmetric term of the action.
¶ L∗ is defined with the help of the stationary distribution ρo: for any two state functions f and g, L∗ is such
that
∫
dxρo(x)g(x)L
∗f(x) =
∫
dxρo(x)f(x)Lg(x). For detailed balance dynamics, in particular, one has
L∗ = piLpi, where pi flips the variables which are odd under time-reversal, cf. Eq. (26).
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perturbations, corroborate, hence, the equivalence between the linear response formulae
derived either from the deterministic Ruelle’s expansion or from the above introduced large
deviation formalism.
4.2. Nonequilibrium steady states
By setting Fnc 6= 0, in Eq. (22), one spoils the time-reversibility of the reference dynamics.
Therefore, given enough time, the reference dynamics reaches a nonequilibrium steady state
described by an invariant density ρo(x). The latter is typically not known, nevertheless the
approach traced in Sec. 3 allows one to obtain linear response formulae recovering the
corresponding expressions obtained via the path-integral formulation outlined above. In the
steady state, one can use the definition of the probability current given in Eq. (24), to define
the information potential Iρo [22, 44] as:
Iρo = −
d log ρo
dx
=
β
χ
u− βF , (37)
where u ≡ jρo/ρo denotes a probability velocity. Therefore, using Eqs. (11) and (12), with
Eq. (37), one finds the general response function for nonequilibrium overdamped diffusion
processes:
R(t− s) = χ
〈[
−
d
dxs
· f(xs) + Iρo(xs) · f(xs)
]
B(xt)
〉o
. (38)
In particular, if the perturbation takes the gradient form f = ∇V , an easy calculation yields:
R(t− s) = β 〈(u(xs) · ∇V (xs))B(xt)〉
o − β 〈LV (xs)B(xt)〉
o , (39)
with L = χF · ∇ + χ/β∇2. Next, by using the relations (35), with
L∗ = −χF · ∇+
χ
β
∇2 + 2
χ
β
∇(log ρo) · ∇ = L− 2u · ∇ ,
one can suitably transform Eq. (39) into the equivalent form:
R(t− s) = −β 〈(u(xs) · ∇V (xs))B(xt)〉
o + β
d
ds
〈B(xt)V (xs)〉
o , (40)
which successfully recovers Eq. (26) of [22]. It is worth remarking that the function u(x),
in (37), is unknown in general. Nevertheless, Eq. (39) is noteworthy at a formal level, for it
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shows that the response function can be expressed in terms of a suitable correlation function
computed wrt to reference stationary density characterizing the nonequilibrium steady state.
One also readily notices that Eq. (40) reconstructs the classical Kubo formula (18) when
setting Fnc = 0 (i.e. u = 0) or when describing the response in a reference frame moving with
drift velocity u, cf. Refs. [22, 45]. Thus, the fist correlation on the rhs of Eq. (40), including
the function u, stands as the true nonequilibrium extension of the FDT to nonequilibrium
steady states.
4.3. Inertial dynamics: a solvable example
In this paragraph, we apply the formalism detailed in Sec. 4 to tackle the description of
underdamped diffusion processes, in which inertial effects are taken into account. We,
thus, consider states (q, p) = (q1, ..., qN , p1, ..., pN) ∈ R2N of positions and momenta of
N particles, each of which is subjected to a viscous force (−νipi), and is coupled with its own
heat bath, characterized by a standard white noise ξt, with diffusion coefficient Di and inverse
temperature βi = νi/Di, with i = 1, ..., N . We will restrict our analysis to the so-called
Ornstein-Uhlenbeck diffusion process, which is amenable to an analytical solution.
The equations of the unperturbed dynamics read:
q˙i = pi ,
p˙i = −
∂U(q)
∂qi
− νipi +
√
2Di ξt , (41)
with U(q) = 1/2mω20
∑N
i=1 q
2
i denoting, here, the internal energy of the particle system.
The Hamiltonian takes, hence, the structure H0(q, p) =
∑N
i=1 p
2
i /(2m) + U(q), and the
unperturbed (equilibrium) dynamics enjoys an invariant density of the form [40]:
ρo(q, p) =
1
Z
e−βH0(q,p) , (42)
with Z denoting a normalizing factor. We consider, here again, the effect of a perturbation
changing the Hamiltonian as H0 → H0 − htV (q). By applying the formula (12) to the set of
equations (41), and using Eq. (42), one thus obtains:
γ(q, p) =
β
m
N∑
i=1
∇qiV · pi =
β
m
∇qV · p , (43)
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where, in the last equality of Eq. (43), we made use of a compact notation. From Eq. (43),
one thus obtains the desired response formula:
R(t− s) =
β
m
〈(∇qV (qs) · ps)B(qt, pt)〉
o = β
d
ds
〈B(qt, pt)V (qs)〉
o , (44)
which is consistent with previous derivations discussed in Refs. [22, 46].
5. Higher order terms
In this Section, we concentrate on the structure of the second order contribution to the response
formulae detailed in sec. 2. Our aim is, again, to provide a physical interpretation of the
terms appearing in the formalism beyond the standard FDT, thus complementing the formal
properties studied in Ref. [19] and setting the stage for a useful bridge with the large deviation
method introduced in Sec. 4. At the second order, Eq. (3) attains the structure:
〈δB(t)〉h2 =
∫ ∞
−∞
ds1
∫ ∞
−∞
ds2G
(2)(s1, s2)ht−s1ht−s2 , (45)
with
G(2)(s1, s2) = θ(s1)θ(s2−s1)
∫
dx0ρo(x0)X(x0) ·
∂
∂x0
[
X(xs2−s1) ·
∂
∂xs2−s1
B(xs2)
]
(46)
If the reference dynamics is conservative, one finds:
〈δB(t)〉h2 =
∫ ∞
0
ds1ht−s1
∫ ∞
s1
ds2ht−s2 ×
×
〈[
γ(2)(x0, xs2−s1) + χ
(2)(x0, xs2−s1)
]
B(xs2)
〉o
, (47)
where we introduced the second order terms γ(2) and χ(2), defined respectively as:
γ(2)(x0, xs) = γ(x0)γ(xs) , (48)
χ(2)(x0, xs) = −X(xs)
∂γ(x0)
∂xs
. (49)
At variance with the dissipative flux σ(x), which enters the linear response formula (8),
one notices, here, the onset of the second order quantities, γ(2) and χ(2), which are even
under time-reversal, as it can be easily verified by using Eq. (14). The time integral of the
expectation value of γ(2), in Eq. (48), which basically corresponds to the time correlation of
the dissipative flux computed at time t = 0 and at t = s, yields the leading non-vanishing
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contribution to the excess entropy production [17], cf. also Eq. (13). On the other hand, one
also finds that the term (49) can be rewritten as:
χ(2)(x0, xs) = −X(xs)
∂γ(x0)
∂x0
[DSso(x0)]
−1 .
The χ(2) term is responsible for describing the coupling between the perturbation and the
gradient of the dissipative flux: its relevance stems, hence, from the presence of fluctuations
of the observable γ(x) in the phase space. In this perspective, more insight into the meaning of
such term might be thus obtained by referring to the Fluctuation Theorem reported in [15, 27].
From the perspective of the large deviation approach of Sec. 4, the role of time-symmetric
quantities becomes also similarly visible when going to the second order. In particular, in Ref.
[14], it was shown that the second order term attains the structure:
〈δB(t)〉h2 = −
1
2
〈B(xt)S(ω)T1(ω)〉
o , (50)
featuring the combined contribution of both the (linear order) time-symmetric and time-
antisymmetric components of the action. It is not entirely obvious to establish a neat
correspondence between our second order results and those appearing in Eq. (50), mostly
because the way the expansion is performed differs between the two methods when nonlinear
terms are considered. Nevertheless, it is definitely worth attempting to shed light further on
the deterministic interpretation of the dynamical activity term T , whose role in statistical
mechanics has been largely unnoticed so far.
6. Conclusions
The analysis of the response of statistical mechanical systems to external perturbations is
of crucial relevance for both theoretical reasons and for devising numerical and laboratory
experiments. Depending on whether the underlying dynamics is Hamiltonian or dissipative,
deterministic or stochastic, a wealth of mathematical techniques have been introduced, in
the literature, to obtain perturbative response formulae. While the various mathematical
formalisms settle on firm grounds, and are often prone to an algorithmic implementation,
an open question addresses the physical interpretation of the terms entering the perturbation
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method. In this paper we have unveiled the onset of some recurrent structures occurring in
different formalisms and commented on their thermodynamic, or kinetic, foundation.
We have taken as starting point the response formulae proposed by D. Ruelle, through the
prism of chaotic dynamical systems theory. While our approach stems from the assumption
that the unperturbed dynamics is endowed with a smooth invariant measure, we have also
discussed the extension to dissipative deterministic dynamics, where the smoothness of the
marginal density pertaining to the projected dynamics becomes crucial. Moreover, we have
highlighted the role of the dissipative flux at the first and second order of expansion, for
deterministic as well as stochastic diffusion processes. We could, hence, draw a promising
line connecting our results to those developed within the set-up of large deviations theory.
This is a first promising step of an ambitious program, which definitely calls for further
investigation.
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