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Abstract 
Using cluster analysis method for feature extraction, with the advantages of does not depend on the defined class to 
training and learning. We use clique method, through analyze the motor imagery EEG, and with the help of similarity 
and Dissimilarity degree that defined in this paper, we design the feature extraction step, through test, clique-based 
approach designed to bring a good feature to extract EEG features. 
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1. Introduction 
For EEG feature extraction and classification of EEG signals is an important aspect of the study, many 
sophisticated feature extraction and classification methods, such as AR model, SOBI, STFT and BP 
neural network, SVM and other methods have been successfully applied in the brain Signal analysis. 
However, this method has some limitations that must be some reference to the feature extraction and 
classification, that is, the classification process is the need of guidance and learning. 
Different with the classification, clustering is unsupervised learning, it does not rely on the defined 
class to train and learn. Under the multi-dimensional space in the cluster analysis, has been widely used in 
pattern recognition, image processing and analysis of economic data fields, the sample data through 
cluster analysis to discover relationships between data attributes, the essential characteristics of the sample 
from the prominent . Cluster analysis is an active area of research, now for the cluster analysis, there are 
many mature classical algorithms, such as k-mean, k-center, PAM, CLARANS, BIRTH, OPTICS, CURE, 
STING, CLIQUE and so on. Now there are some more mature, such as cluster analysis to S-Plus, SPSS 
statistical software. 
Various studies present a variety of clustering methods proposed for the use of different fields, have 
their own advantages. In bioinformatics, clustering analysis method has successfully been introduced, 
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such as plant miRNAs used in the clustering analysis and prediction algorithms, K-mean clustering 
algorithm in the phylogenetic spectrum, high-performance graph clustering algorithm is applied In 
biological characteristics of the protein, gene expression of cluster analysis applied to clinical research 
and more. 
In this paper, clique method used to EEG analysis, feature extraction and classification of EEG signals. 
2. Clique method 
 clique method is a hierarchical clustering method, the basic idea of this method is based on the 
properties of things and divide them into several groups, each sample as a class, then according to the 
standards set, choose a similar merger Gradually reduce the number of classes. Clique method mainly 
used in high-dimensional data space, from the high dimensional data space to find low-dimensional 
clustering, the specific processes such as described in []: 
(1)clique(U,Size) 
(2)if(|U|=0){ 
(3)if(size>max){ 
(4)maxÅsize; 
(5)C arrayÅ the current group found˗ 
(6)} 
(7)return; 
(8)} 
(9)while(|U|<>0){ 
(10)if(size+|U|<=max)return; 
(11)iÅmin{j| Uv j  } 
(12)UÅU-{vj}; 
(13)Clique( )( ivNU  ,size+1); 
(14)} 
(15)return; 
The distance between the different class attribute used to define the clustering effect, this paper set the 
distance for the clustering degree, defined as follows: 
With Class F (d1, d2, d3, d4, ... dk), then the class F of the cluster distance is calculated as follows: 
FD= ¦¦
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Where fd is the distance between  di and dj . class F's clustering degree  T (F) = max (G) / FD, where 
max (F) is the property of G between the relevant maximum clustering. 
Timeline for the EEG collected, according to the interception of the sample stimulus pattern, defined as 
f1, f2, f3, ... .... Frequency domain transformation of the sample, the sample can be defined by the matrix 
P: 
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Where i is the number of samples, n is the number of features. According to matrix P, define the 
sample characteristics of the following formula from fp. 
|| pjkpkifpkj                                                                                                                      (3) 
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This paper defines the class for the clustering based on similarity degree, if 
|)min()max(| fpjfpi  G  and 
Q
ISN
Q
N
¦
  P , then similarity degree fs defined  
|)min()max(| fpjfpi  G                                                                                                             (4) 
Dissimilarity degree  to the definition of class that the clustering quality is good or bad, according to 
the calculated similarity cluster fs, dissimilarity is defined as the dfs = P/)max( fp . 
3. Test 
EEG applications, the more successful is the application of motor imagery EEG BCI research, imagery, 
is an imaginary exercise, the brain according to the instructions, the corresponding command in the brain 
to imagine physical exercise, without actually in motion A thinking process. EEG signal acquisition used 
in this model are described below: 
In a quiet room, subjects sat in a no arm chair, and then do experiment according to the guidance of the 
experimenter and the screen instructions. EEG signal was recorded as 32-channel amplifier of Neuroscan, 
bilateral mastoid reference electrode was adopted as the reference electrode, and EEG was sampled with 
1000Hz, 0.05Hz ~ 200 Hz band-passes and 50Hz notch. 
As figure 1 show, the task was to perform imagery left hand or right hand movement according to a 
cue. This experiment consists of sever runs (>=10). as figure 1 show, after trial begin, the first 1s was 
quite, and the screen was black, at t=1s, an arrow to left or right denote the training  began, the subject 
was asked to imagine left hand or right hand move until t=5s, then the screen random black 0.5~1s.  
 
Figure 1 Timing of the paradigm 
Experimental model shown in Figure 1, six subjects were conducted on the EEG acquisition, data 
processing using the above method, the pretreatment EEG, each of subjects with 22 samples left to 
imagine, right to imagine 21 Sample, the first use of AR model of the sample frequency conversion, and 
then follow the characteristics of the sample * formation of the initial matrix, the initial matrix to calculate 
the variance of each feature, according to rearrange the order from small to large, a matrix P. Using this 
method the matrix P defined by the clustering of the extracted features, the use of BP neural network to 
classify the results shown in Table 1: 
Table 1 The classification accuracy 
subject 1 2 3 4 5 6 
Accuracy(left) 0.758 0.794 0.640 0.879 0.736 0.680
Accuracy(right) 0.868 0.837 0.725 0.911 0.794 0.630
 
  0     1      2      3      4      5      6         Time(s) 
black         training              rand 
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Table 1 shows that the imagination of left and right EEG analysis, the highest accuracy rate of 91.1% 
minimum accuracy rate of 63.0%, very good about the distinction between two kinds of imagination out 
of the EEG signals. 
4. Conclusion 
 Analysis of EEG, which is about imagination EEG analysis be representative, and on EEG analysis, 
few methods using cluster analysis, cluster analysis with other analytical methods do not have unique 
advantages, this paper clique method of EEG analysis, from the results, cluster analysis can be very good 
for the brain signal analysis. 
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