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Abstract. Predicting the future is a crucial first step to effective con-
trol, since systems that can predict the future can select plans that lead
to desired outcomes. In this work, we study the problem of future pre-
diction of 3D scenes, represented by point clouds captured by a LiDAR
sensor, i.e., directly forecasting the evolution of >100,000 points that
comprise a complete scene. We term this Scene Point Cloud Sequence
Forecasting (SPCSF). By directly predicting the densest-possible 3D rep-
resentation of the future, the output contains richer information than
output of prior forecasting tasks such as future object trajectories. We
design a method, SPCSFNet, evaluate it on the KITTI and nuScenes
datasets, and find that it demonstrates excellent performance on the
SPCSF task. To show that SPCSF can benefit other downstream tasks
such as object trajectory forecasting, we present an unsupervised trajec-
tory forecasting pipeline leveraging SPCSFNet. Specifically, instead of
forecasting at the object level as in conventional trajectory forecasting,
we propose to forecast at the sensor level and then apply detection and
tracking on the predicted sensor data. As a result, our new pipeline can
remove the need of object trajectory labels and enable large-scale train-
ing with unlabeled sensor data. Surprisingly, we found our new pipeline
based on SPCSFNet was able to outperform the conventional pipeline
using state-of-the-art trajectory forecasting methods, all of which require
object trajectory labels. Finally, we consider the evaluation of the entire
trajectory forecasting pipeline. Most prior works separate the evaluation
of trajectory forecasting from the evaluation of detection and tracking,
which cannot evaluate the entire pipeline. We propose a new evaluation
procedure and two new metrics to measure end-to-end performance of
the trajectory forecasting pipeline to serve as an important complement
to existing trajectory forecasting evaluation. Our code will be made pub-
licly available at https://github.com/xinshuoweng/SPCSF
Keywords: point cloud, trajectory forecasting
1 Introduction
Forecasting the future is crucial in applications such as assistive robots [27,43,25]
and autonomous driving [41,62,7,50], as the ability to forecast is often the first
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Object Trajectory Forecasting (Prior Work)
Scene Point Cloud Sequence Forecasting (Ours)
Trajectories in past M frames Trajectories in future N frames
Forecast
Scene point cloud in past M frames
Forecast
Scene point cloud in future N frames
Fig. 1: (Top) object trajectory forecasting: given the object trajectories in past
M frames, the goal is to predict the object trajectories in future N frames. (Bottom)
Scene Point Cloud Sequence Forecasting: given 3D point clouds for an entire
scene in past M frames, the goal is to predict a sequence of future scene point clouds.
step toward planning and control [50,70,59,19]. Prior forecasting tasks, such as
trajectory forecasting [53,1,51,21,32,50,49] and activity forecasting [31,34,48],
forecast at the level of objects. Specifically, these tasks only predict the future
pose and action categories of the agents, rather than the future of everything
in the scene. To train modern learning-based models for object-level forecasting
tasks, object pose or action labels are typically required, which are costly to
obtain, especially in 3D space [3,5,10], and may not be accurate [13].
To circumvent this labeling bottleneck and enable forecasting with rich in-
formation, we seek a forecasting task that (1) predicts the densest-possible 3D
representation (i.e. a point cloud) of the future, containing rich information
about the scene and objects; (2) requires no human annotation in order to train
at a large scale, e.g., ground truth can be accurate observations captured by a
LiDAR sensor; (3) can be useful to other downstream tasks in 3D space. We
term this task Scene Point Cloud Sequence Forecasting (SPCSF), which is to
forecast a sequence of point clouds for an entire scene given past point clouds.
We illustrate the difference between object trajectory forecasting task and the
SPCSF task in Fig. 1. Our proposed SPCSF can be viewed as the 3D counter-
part of the video forecasting task [61,18,26,44,47,14], although it requires careful
treatment of unordered 3D point clouds rather than fixed-size 2D images.
To solve the proposed SPCSF task, we present the SPCSFNet, which employs
an LSTM [22] autoencoder model and is end-to-end trainable. To leverage the
2D Convolutional Neural Networks (CNNs) while preserving 3D structure of
the LiDAR point cloud, we use the range map representation [4] in our best
SPCSFNet model. We use the raw LiDAR point cloud data from the KITTI
[20] and NuScenes [5] datasets for training and evaluation, showing that our
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SPCSFNet can reliably forecast the future point clouds in three seconds and
outperform competitive baselines that we devised from existing techniques.
To show that our SPCSF can benefit prior downstream tasks such as trajec-
tory forecasting, we present an unsupervised trajectory forecasting pipeline based
on our SPCSFNet. Conventional pipelines forecast the trajectories at the object
level, assuming that the detection and tracking are performed beforehand and
can provide past object trajectories. Instead, our proposed trajectory forecasting
pipeline performs the forecasting at the sensor level using SPCSFNet. Then, our
method applies 3D detector and tracker to the predicted future point clouds to
obtain future object trajectories. We believe that our new pipeline has two ad-
vantages: (1) by inheriting the advantage of SPCSF, we can remove the need of
object trajectory labels and leverage the large-scale training to improve the per-
formance; (2) as the possible future location of each point is constrained by the
nearby points, forecasting at the sensor level for a dense 3D point cloud can lead
to reduced uncertainty of the future and higher accuracy in long-horizon pre-
diction. Our experiments support these hypotheses and illustrate our method’s
state-of-the-art performance.
In terms of evaluation, prior work on trajectory forecasting often focuses on
evaluating the performance of forecasting only, leaving the evaluation of detec-
tion and tracking separately. Although this per-module evaluation is important,
it lacks the ability to assess the entire trajectory forecasting pipeline. In this
work, we propose a new evaluation procedure along with two new metrics that
can account for errors from all three modules. We believe that the new evaluation
is also important in practice as the performance of forecasting highly depends
on its upstream module (i.e., detection and tracking) and we are interested in
the end-to-end performance for the entire system pipeline.
Our contributions are summarized as follows:
1. a new task, Scene Point Cloud Sequence Forecasting, which predicts
the densest-possible future and does not require any human annotation;
2. an effective approach for SPCSF, deemed SPCSFNet, that outperforms
competitive approaches we devised from S.O.T.A. techniques;
3. a new trajectory forecasting pipeline, that requires no trajectory labels
and outperforms traditional trajectory forecasting pipeline with S.O.T.A.
forecasting modules that require object trajectory labels;
4. new evaluation procedure and metrics that can evaluate the entire
trajectory forecasting pipeline and account for the error from all modules.
2 Related Work
Forecasting Tasks. Relevant prior tasks can be categorized as either trajec-
tory forecasting, activity forecasting or video forecasting. Trajectory forecasting
[1,21,32,54,24,29,36,50,49,11,37,66] predicts a sequence of ground positions of
target objects in the future. Activity forecasting [31,6,34,48] predicts person’s
future actions (such as walking and running). Both trajectory forecasting and
activity forecasting are object-level forecasting, which (1) require the object la-
bels; (2) predict sparse information about the objects and ignore the scene. In
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contrast, our SPCSF predicts the densest-possible 3D representation (i.e., point
cloud) of the future and does not require any human annotation for object labels.
In addition to object-level forecasting, prior works such as video forecasting
[61,18,26,44,47] performs the forecasting at the sensor level for an entire scene,
which share the same spirit with our SPCSF. The difference lies in that video
forecasting and our SPCSF focus on the 2D and 3D domain respectively. Beyond
forecasting RGB images, [46,42] jointly predicts the future depth images and
RGB images, which is also related to SPCSF as depth forecasting is more of a
3D forecasting task although with a different representation. However, prior 3D
forecasting methods have focused on the accuracy of their forecasting tasks. In
addition to the accuracy of our SPCSF task, our focus is specifically on utilizing
dense 3D point cloud prediction to enhance performance of downstream tasks
such as trajectory forecasting with limited supervision. In contrast to most state-
of-the-art trajectory forecasting approaches that require labels of trajectories, we
find that our approach can perform effective trajectory forecasting without any
trajectory labels, while still achieving comparable or superior performance to
other state-of-the-art methods.
Point Cloud Generation. As SPCSF generates the future point clouds for an
entire scene, prior work on point cloud generation for a single object is closely
related. [16] proposes to generate the 3D point cloud of a single object with the
Chamfer distance [16] and Earth MoverâĂŹs distance [52] loss. [39,23] gener-
ate the object point cloud and then project into multiple 2D viewpoints which
can be optimized with the 2D re-projection error. Beyond deterministic point
cloud generation, prior work employs probabilistic framework such as flow-based
models [68,57], generative adversarial networks (GANs) [56] and variational au-
toencoders (VAEs) [30]. Instead of generating point cloud in a single frame, [17]
proposes a point-based recurrent network to generate a sequence of point cloud
for one or two objects, which is about 1024 points within 5 meters of range. In
contrast, our SPCSF is to generate a sequence of large-scale clouds of 100,000
points for an entire scene including all objects and background in the scene.
Despite most prior works focus on a single object, there are a few works
towards point cloud generation for a scene. [4] employs VAEs and GANs to
generate random scene point cloud at a single frame. Beyond unconditional gen-
eration, [58] generates the scene point cloud at a single frame conditioned on the
stereo images and cheap LiDAR inputs. [3] generates the point cloud in the next
frame by considering the action applied to an object in the scene. Different from
[4,58,3] which generate point cloud at a single frame, SPCSF aims at generating
a sequence of scene point clouds. To the best of our knowledge, SPCSF is the
first that is formulated as a sequence prediction of scene point clouds.
Trajectory Forecasting Pipeline and its Evaluation. The goal of the tra-
jectory forecasting pipeline is to predict where the objects will move given past
sensor data (e.g., LiDAR point cloud). Prior works [21,54,24,8,11,37] prove that
past object trajectories can provide a strong cue for trajectory prediction. From
this conclusion, conventional trajectory forecasting pipeline can be dissected into
two modules: (1) a detection [41,65] and tracking [64] module to obtain past ob-
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ject trajectories on the past sensor data; (2) a trajectory forecasting module
to predict the future trajectories based on the past trajectories. Based on this
two-step dissection, most prior works [21,54,24,8,11,37] focus on step (2) only,
leaving the work in step (1) for detection and tracking community.
According to the two-step dissection, the existing evaluation of trajectory
forecasting module is separate from detection and tracking module. Instead of
using the tracking outputs as past trajectories, existing evaluation assumes step
(1) is perfectly achieved and uses ground truth past trajectories for prediction.
Different from the conventional pipeline, our proposed trajectory forecasting
pipeline does not rely on the past object trajectories and performs the forecasting
at the sensor level. Also, our new evaluation procedure can account for the error
from detection, tracking and forecasting modules, enabling the evaluation over
the entire pipeline. Although [7] has the preliminary idea about evaluating the
entire pipeline, their evaluation is performed at a single operating point while
our evaluation with two new metrics can summarize the performance over a set
of operating points and provide more fair and convincing comparison.
3 Scene Point Cloud Sequence Forecasting
3.1 Task Formulation
Scene point cloud Object point cloud
Fig. 2: Visual comparison of a scene
point cloud to an object point cloud.
The goal of our SPCSF is to predict a se-
quence of future scene point cloud given a
sequence of past scene point clouds. Specif-
ically, given M frames of past scene point
clouds with each frame St = {(x, y, z)j}Ktj=1,
where t ∈ [−M+1, · · ·, 0] denotes the frame
index, j ∈ [1, · · ·,Kt] denotes the index of
points and Kt denotes the number of points
at frame t, the goal of SPCSF is to predict N frames of future scene point clouds
with each frame St = {(x, y, z)j}Ktj=1, where t ∈ [1, · · ·, N ]. Note that the num-
ber of points Kt can be different across frames in the past point cloud inputs
(e.g., the point cloud captured by a LiDAR sensor often has different num-
ber of points across time). For simplicity, one can sample a fixed number of
points in past frames and predict a fixed number of points in the future; we
use Kt =122,880 ∀t ∈ [−M + 1, · · ·, N ] in order to match the normal number of
points captured by a modern LiDAR (e.g., Velodyne-64).
Note that we refer the scene point cloud to as a 3D point cloud enclosing
an entire scene including points belonging to objects and background, which is
significantly different from many prior works on the point cloud generation of a
single object. As an example, we show a scene point cloud captured by a LiDAR
sensor in Fig. 2 (left) and an object point cloud in ShapeNet [9] in Fig. 2 (right).
3.2 Approach: SPCSFNet
Our proposed SPCSFNet is shown in Fig. 3, which consists of four modules: (a)
a shared encoder for feature extraction, (b) an LSTM for temporal modeling,
(c) a shared decoder for scene point cloud generation and (4) losses. As this pa-
per is the first work towards solving the SPCSF task, there are many unknown
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Encoder 
Frame 1-M
LSTM LSTM
Frame 2-M
LSTM
Frame 0
Encoder Encoder 
LSTM LSTM
Decoder Decoder Decoder 
Chamfer Distance
Loss
Prediction at Frame 1
Chamfer Distance
Loss
Prediction at Frame 2
Chamfer Distance
Loss
Prediction at Frame N
L1 Loss
Binary Cross-Entropy
Loss
L1 Loss
Binary Cross-Entropy
Loss
L1 Loss
Binary Cross-Entropy
Loss
(Optional) only used for
range map-based encoder
(Optional) only used for
range map-based encoder
(Optional) only used for
range map-based encoder
Shared
Shared
Fig. 3: Proposed SPCSFNet. (a) A shared encoder is used to extract features from
past scene point clouds; (b) The extracted features are passed to an LSTM model to
model temporal dynamics; (c) The shared decoder is employed to predict the scene
point clouds; (d) Chamfer Distance loss is applied to minimize the distance between
ground truth and predicted scene point clouds; (e) The L1 and binary cross-entropy
losses are used to regularize the intermediate range-map outputs (Sec. 3.2).
factors. As a result, we design our approach as a deterministic method for sim-
plicity, despite the fact that the future is uncertain, in order to understand the
other characteristics of the SPCSF problem. We will work towards stochastic
SPCSF methods in the short future.
Encoder. To predict the future scene point clouds, it is important to extract
useful information from the past through an effective encoder. In this work,
we investigate two encoders to process the scene point clouds: (1) point-based
encoder and (2) range map-based encoder, which are shown in Fig. 4 and 5.
(1) Point-based encoder. To process a point cloud, PointNet [45] is a straight-
forward choice. In Fig. 4, we adopt similar network architecture (primarily multi-
layer perceptron (MLP) and max-pooling operator) as in [45] to obtain the local
feature for each point and the global feature for the entire scene. To leverage the
information from both local and global features, we fuse them together with fea-
ture concatenation. As the total number of points K is very large (e.g., 100,000)
in a LiDAR point cloud, preserving features for each individual point is not fea-
sible throughout the network, including the subsequent LSTM and decoder. As
a result, we add another MLP and a max-pooling operator to obtain a compact
representation as the output feature of the encoder.
(2) Range map-based encoder. In addition to directly extract the feature
from the point cloud, another popular approach in the literature [35,38,4,67,33]
is to first transform the point cloud into a 2D representation and then use 2D
CNNs for feature extraction. Although being fast and efficient, the disadvantage
of most of these methods (except for [4]) is that they lose 3D structure of the
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Scene point cloud
K
x
3
K
x
12
8
Shared
MLP (8, 16, 32, 64, 128)
1 x 128
Max-pooling
Global feature
K
x
25
6
Local feature
Concatenation
K
x
10
24
Shared
MLP (256, 512, 1024)
1 x 1024
Max-pooling
Output feature
Fig. 4: Point-based encoder. A scene point cloud with shape of K × 3 is fed into
shared MLP to obtain local feature for each point. Then a global feature is obtained
by max-pooling. We then fuse the local and global features by concatenation, which is
then processed by subsequent MLP and max-pooling to obtain the output feature.
Scene point cloud
K
x
3
1 x 1024
Output feature
Range map
transformer
Discretized
spherical plane
2D CNNs
Fig. 5: Range map-based encoder. A scene point cloud with size of K × 3 along
with a discretized spherical plane is fed into the range map transformer to obtain the
2D range map with resolution of H ×W . We use a standard 2D CNNs to extract the
final output feature from the 2D range map.
point cloud due to 2D projection to bird’s eye view or frontal view, and thus
not good for scene point cloud generation. As a result, we choose the range map
representation [4], which is a special 2D representation because the 3D structure
of the point cloud can be still preserved after transformed into a 2D map.
We briefly summarize the range map transformation here but refer the reader
to [4] for details. Intuitively, range map representation leverages the ray-casting
nature of the LiDAR point cloud and projects the points onto a 2D spherical
plane. For a 3D point P = (x, y, z) in the scene point cloud with z represents the
height, its coordinate in the 2D spherical plane Q = (θ, φ) is defined as follows:
θ = atan 2(y, x), φ = arcsin(z/
√
x2 + y2 + z2), where θ is the azimuth angle
and φ is the elevation angle from the origin. Then, to convert the continuous
2D spherical plane into a discrete 2D range map with resolution of H × W ,
we discretize the 2D spherical plane with a fixed number of bins (H bins along
elevation axis, W bins along azimuth axis) in a pre-defined range, e.g., φ ∈
[−30◦, 10◦] and θ ∈ [0◦, 360◦]. The range is chosen as most points captured by
a normal LiDAR sensor fall into it. As a result, each bin (i.e., an pixel in the
range map) will cover the range of ( 40
◦
H ,
360◦
W ) in the spherical plane, and we
can easily find the nearest bin for each point Q = (θ, φ) as its pixel location. In
order to recover the 3D coordinate of a point from its 2D spherical coordinate,
knowing the azimuth and elevation angle is not enough as they only provide the
direction of the point to the origin in 3D space. Therefore, we use the distance
d =
√
x2 + y2 + z2 as the pixel value for each projected point in the 2D range
map. In the case where multiple 3D points are projected to the same bin in the
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range map, we use their average distance d as the pixel value. For the bins that
do not have any projected point, we simply fill their pixel value with zero and
will mask them out during training and inference. As a result, the range map
with a resolution of H ×W still preserves the 3D information and can be easily
converted back to a point cloud, although with some level of compression due
to the averaging effect. Note that the range map is different from a depth map
in that (1) two maps are not in a same 2D coordinate; (2) depth map needs the
camera matrix in order to be converted to a point cloud while the range map
can be directly converted to a point cloud; (3) depth map usually only covers
the points in frontal view while range map defined above covers 360◦.
With the input scene point cloud being transformed into a 2D range map,
2D CNNs become the natural choice to extract the feature. We show the range
map-based encoder in Fig. 5. To make SPCSFNet compatible with both point-
based encoder and range map-based encoder, we design the 2D CNNs in the
range map-based encoder so that it can produce an output feature with the
same dimension of 1024. Besides point-based and 2D projection-based point
cloud processing techniques, we have not investigated the voxelization-based
technique [72,12] on the SPCSF task, which we will leave as a future direction.
Temporal Dynamics Modeling. As SPCSF is formulated as a sequence-to-
sequence problem, we use a standard LSTM network [22] to learn the temporal
dynamics of the feature and propagate into the future. Specifically, we feed the
feature obtained from the encoder in past M frames to the LSTM network and
predict the feature for future N frames in an autoregressive manner.
Decoder. To predict the scene point cloud, a decoder is needed to convert the
predicted feature from LSTM to a scene point cloud. With two (point-based
and range map-based) encoders carefully designed, the corresponding decoder
simply follows the encoder design in a symmetric manner: (1) For the point-
based decoder, we adopt similar network as in [69]. Specifically, the decoder first
increases the dimensionality of the LSTM output feature to a feature with a size
of 1 × (K × 3) using MLP, and then reshape it to a scene point cloud with a
size of K × 3. (2) For the range map-based decoder, we use a 2D CNNs with all
deconvolution layers to map the LSTM predicted feature back to a range map
with H×W . In addition, to deal with the holes (i.e., the pixels that do not have
any point) in the range map, we also predict a range mask with H ×W using
a similar 2D CNNs with all deconvolution layers. Then, when we transform the
predicted range map back to a scene point cloud only for the pixels that are not
masked out in the predicted range mask.
Losses. To train the SPCSFNet, we follow recent work [69,16] on deterministic
point cloud generation and use the Chamfer distance [16] loss Lcd to minimize
the distance between ground truth and predicted scene point clouds.
In addition, when we use the range map-based encoder and decoder, we add
two additional losses in order to regularize the intermediate range map outputs:
(1) a L1 distance loss that minimizes the distance between the ground truth and
predicted range maps; (2) a binary cross-entropy loss Lbce between the each pixel
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in past M frames
Detect / track
Object trajectories
in past M frames
Forecast
Object trajectories
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Sensor data
in past M frames
Forecast
Sensor data
in future N frames
Detect / track
Object trajectories
in future N frames
Conventional pipeline Proposed new pipeline
Fig. 6: Comparison of the trajectory forecasting pipeline. (Left) Conventional
pipeline detects and tracks objects on the past sensor data and then forecasts the
trajectories into future. (Right) Our proposed new pipeline first forecasts the sensor
data and then detects and tracks objects in the predicted future sensor data.
in the predicted and corresponding ground truth range mask. All three losses
are applied to all future N frames. As a result, our full objective function is:
L =
N∑
i=1
Licd + λ1Li1 + λ2Libce, (1)
where L1 and Lbce are used only when range map-based encoder-decoder is used.
4 New Trajectory Forecasting Pipeline
As mentioned in related work, conventional trajectory forecasting pipeline is of-
ten dissected into two steps as shown in Fig. 6 (left): (1) a detection and tracking
module to obtain the past object trajectories on the past sensor data; (2) a tra-
jectory forecasting module to predict the future trajectories based on the past
trajectories. Note that we term the ‘trajectory forecasting pipeline’ and ‘tra-
jectory forecasting module’ differently, where the trajectory forecasting module
refers to as the step (2) only in the trajectory forecasting pipeline. Different
from the conventional pipeline, we propose a new trajectory forecasting pipeline
as shown in Fig. 6 (right). Specifically, we first forecast past sensor data into
the future using our SPCSFNet. Then, we use the detector and tracker on the
predicted future sensor data to obtain future object trajectories. Here, we only
consider the scene point cloud captured by LiDAR as the sensor data.
The difference between conventional and our proposed pipeline is that we in-
vert the order of forecasting and detection/tracking, and perform the forecasting
at the sensor level instead of at the object level. We believe that this difference
provides us two significant advantages: (1) our forecasting at the sensor level for
a dense 3D point cloud can leverage stronger constraint. Specifically, the possi-
ble location of each point in the future is constrained by nearby points, which
can lead to reduced uncertainty of where the points should be in the future and
higher accuracy of the forecasting, especially for long-horizon forecasting. We
will justify this in the ablation; (2) our pipeline can remove the need of tra-
jectory labels. Conventional pipeline performing the forecasting at the object
level requires the trajectory labels to train the forecasting module. In contrast,
our proposed pipeline, which performs the forecasting at the sensor level, only
needs the future sensor data for training and does not require object-level la-
bels. Although some learning-based trackers in the pipeline might still need the
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Fig. 7: (Left) Comparison of the evaluation procedure. Conventional evaluation
uses the GT past to predict the future, which does not account for the error from detec-
tion and tracking. Our proposed evaluation uses tracking outputs as past trajectories
to predict the future trajectories and the entire pipeline can be evaluated considering
error from all modules. (Right) ADE-over-recall curve. Different methods have
different recall values and it is not fair to compare the ADE of methods performing at
different recalls. Therefore, integral metrics are preferred for fair comparison.
trajectory label, we completely remove the need of trajectory labels by using a
Kalman filter-based tracker [64] in our experiments which does not need training.
5 New Trajectory Evaluation Procedure and Metrics
Existing trajectory evaluation is closely related to the trajectory forecasting
pipeline. As the conventional pipeline is dissected into two steps: (1) detect/track
and (2) forecast, as mentioned in Sec. 4, existing evaluation is also modularized.
Specifically, existing evaluation is split into two parts: (1) evaluation of the object
detection and tracking, and (2) evaluation of the trajectory forecasting assum-
ing that the GT past trajectories are given to predict future trajectories. As a
result, the trajectory forecasting community focuses on step (2) and evaluates
only on the forecasting part. Although this modularized evaluation procedure is
useful to measure the per-module performance, it lacks the ability to validate
the performance of the entire trajectory forecasting pipeline including all three
modules, i.e., detection, tracking, and forecasting.
To enable the evaluation of the entire pipeline, we propose a new evalua-
tion procedure. Specifically, instead of using the GT past trajectories for future
prediction, we use the tracking outputs on the past sensor data as the past tra-
jectories. In this way, the error made in detection and tracking modules will be
propagated to the forecasting module and the entire pipeline can be evaluated.
We believe that, in addition to the existing per-module evaluation, our proposed
evaluation is also important in practice as the performance of forecasting highly
depends on its upstream module (i.e., detection and tracking) and we are inter-
ested in the end-to-end performance. We illustrate the difference between the
conventional and proposed trajectory evaluation procedure in Fig. 7 (left).
In addition to what past trajectories we should use, other questions to be
addressed are what metrics to use and how to compute. Here, we consider the
most commonly used metrics: Average Displacement Error (ADE) and Final Dis-
placement Error (FDE), which compute the distance between each pair of future
prediction and its corresponding GT. In conventional evaluation (Fig. 7 left), as
the GT past trajectories are used, computing ADE and FDE is straightforward
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as each predicted future trajectory has its corresponding GT. However, in our
proposed evaluation procedure (Fig. 7 left), computing ADE and FDE requires
additional matching step. This is because, when the tracking outputs are used
as past trajectories, the correspondence between GT and predicted future tra-
jectories is unclear. To match the predicted trajectories with GT and be able to
compute the metrics, we use the Hungarian algorithm [60].
Moreover, as the proposed evaluation procedure propagates the error from
detection and tracking modules to forecasting, there might be GT objects not
having corresponding predicted trajectories (i.e., a false negative) and thus the
recall will not be 100% and also be different across methods. As an example,
we show the ADE-over-recall curve computed on the KITTI dataset in Fig. 7
(right) for our method3 and two baselines (see Sec. 6.2 for details). As a result,
it is not fair to compare the ADE/FDE of different methods performing at a dif-
ferent recall. To overcome the issue, we propose two new metrics called AADE
and AFDE (Average ADE and Average FDE) to summarize the performance of
ADE and FDE across a set of recall values (up to a recall that all methods can
reach) for a fair comparison. Specifically, AADE and AFDE are computed by
integrating over ADE and FDE. Similar to existing integral metrics such as av-
erage precision [15] for detection and AMOTA for tracking [64], we approximate
the integration by a summation over a discrete set of recall values.
It is important to note that our proposed trajectory forecasting pipeline can
also be evaluated with the new evaluation procedure and metrics. In our new
pipeline, the predicted future trajectories are obtained by running the detector
and tracker on the predicted future sensor data. As a result, the predicted tra-
jectories do not have any correspondence with the GT, and the recall will not be
100% due to the error accumulated in each module. The situation is the same
as the conventional pipeline when using the new evaluation procedure. There-
fore, we can fairly compare the conventional and our new trajectory forecasting
pipeline based on the new evaluation procedure and metrics.
6 Experiments
Dataset. We evaluate on KITTI-Raw-Car [20] and NuScenes-Car [5], each with
156 and 1000 point cloud sequences. For KITTI, we split the train, val, and test
each with 126/15/15 sequences. For NuScenes, we use the default splits.
Implementation Details. For the 2D CNNs in the range map-based encoder,
we use nine 2D convolutional layers each followed by the batch normalization
and ReLU except for the last convolutional layer. We use the range map with a
size of (H,W ) = (120, 1024) so that the range map can be converted to a point
cloud with a similar number of points as in the raw LiDAR point cloud. We use
a two-layer LSTM with the hidden feature dimension of 1024.
6.1 Evaluating Scene Point Cloud Sequence Forecasting
Evaluation Metric. We use Earth Mover’s Distance (EMD) [52] and Chamfer
Distance (CD) [16] to measure the distance between two point clouds.
3 We denote our method for 3.0s prediction with 1 sample as Ours-3.0s_1.
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Table 1: Quantitative evaluation for the proposed SPCSF task on the KITTI and
nuScenes datasets. Ours+Point and Ours+RM denote that we use the point-based
and range map-based encoder-decoder for our method respectively.
Datasets Metrics Identity GT-Ego Est-Ego Align-ICP Align-[63] SceneFlow Ours+Point Ours+RM
KITTI-1.0s CD↓ 12.82 5.47 9.18 6.13 6.02 3.15 1.71 0.89EMD↓ 526.87 391.03 495.21 418.25 439.17 291.63 211.47 128.81
KITTI-3.0s CD↓ 13.31 7.91 11.31 9.14 9.57 5.08 1.95 0.94EMD↓ 602.89 452.81 502.83 470.25 493.26 351.46 267.42 175.54
NuScenes-1.0s CD↓ 8.42 2.16 4.91 4.04 3.50 1.93 1.03 0.35EMD↓ 461.63 168.37 299.13 281.53 270.81 117.41 135.94 78.37
NuScenes-3.0s CD↓ 10.16 2.85 6.52 7.13 5.27 3.81 1.37 0.41EMD↓ 494.81 190.14 370.91 419.37 332.97 294.53 128.26 91.83
Fig. 8: Visualization on KITTI. (Top) Our predicted scene point cloud and track-
ing outputs; (Bottom) GT scene point cloud and GT box/trajectory labels. Note that
KITTI dataset only has labels for object in frontal view. Also the objects color will be
different in prediction and GT because the absolute IDs are different.
Baselines. As this paper is the first towards solving SPCSF, there is no direct
baseline to compare. Therefore, we devise competitive baselines based on existing
techniques: (1) Identity. We duplicate the scene point cloud from the last frame
of the past to the future for N times; (2) GT-Ego. We use the ground truth ego-
motion (rotation and translation) between adjacent past frames and compute
an average motion. Then, we use the average motion to warp the last frame of
past scene point cloud into the future frames; (3) Est-Ego. Instead of using the
ground truth ego-motion, we estimate the ego-motion using [71] for warping; (4)
Align. We use the point cloud alignment methods such as ICP [2] and Deep-ICP
[63] to compute the global rigid motion between adjacent past frames and obtain
the average motion for warping; (5) SceneFlow. We use scene flow methods such
as [40] to estimate the point-wise motion between the last two frames in the
past and use the motion to warp the scene point cloud into future frames. For
baselines that require training, we fine-tune their models on the KITTI and
nuScenes datasets for better performance.
Setting. We evaluate two settings for all methods: (1) observe 1.0 second past
and predict the next 1.0 second; (2) observe 3.0 seconds past and predict the
next 3.0 seconds. For KITTI, 1.0 and 3.0 seconds means 10 and 30 frames. For
NuScenes key-frames only, 1.0 and 3.0 seconds means 2 and 6 key-frames.
Results. We summarize the performance for the proposed SPCSF task on the
KITTI and NuScenes datasets in Table 1, where +RM and +Point denote the
range map-based and point-based encoder-decoder for our method. The proposed
Sequence Forecasting of 100,000 Points for Trajectory Forecasting 13
SPCSFNet consistently outperforms all competitive baselines in both EMD and
CD metrics. We believe it is because our proposed SPCSFNet (1) is designed
for sequence prediction and (2) can learn the future location for each individual
point. On the other hand, the baselines are originally designed for one-frame
prediction (i.e., warping between two frames), leading to worse performance in
long-horizon prediction. Also, most baselines can only estimate the global rigid
motion and do not account for point-wise motion except for [40]. Moreover, we
observe that the performance of our SPCSFNet at 1.0s and 3.0s prediction is
very close. Our hypothesis is that forecasting at the sensor level for a dense 3D
point cloud can possibly have a stronger constraint on future point location and
reduce the certainty of the future, thus having higher accuracy for long-horizon
prediction. We will justify this hypothesis in the ablation study. Also, we observe
that Ours+RM performs better than Ours+Point. We believe this is because the
range map preserves a better 3D structure than the point-based encoder.
Visualization.We visualize the results of our best SPCSF model for the KITTI-
3.0s setting in Fig. 8. We plot 4 frames of results from a prediction of 30 frames
with an interval of 7 frames, showing that our predicted scene point cloud reason-
ably reconstructs the objects and scene, and aligns well with the GT. However,
the limitation is that the surface of the object points is not smooth and a few
objects at a large distance are missing, which we will improve in the future work.
6.2 Evaluating Trajectory Forecasting pipeline
Evaluation Metric. We use the proposed evaluation procedure along with the
proposed AADE and AFDE metrics to evaluate the conventional and our new
trajectory forecasting pipeline. We do not use ADE and FDE metrics because it
is not fair to compare methods that perform at different recall values.
Baselines. We employ different trajectory forecasting modules [21,32,8,11]4 for
conventional trajectory forecasting pipeline. Although [21,32] are originally pro-
posed for predicting the trajectory of people, we adapt them to work with the
car. For a fair comparison, we use the same detector [55] and tracker [64] for
both our and conventional trajectory forecasting pipeline.
Setting. Same as evaluating SPCSF, we use the 1.0 and 3.0 seconds prediction.
As trajectory forecasting modules used in the conventional pipeline performs
stochastic prediction, we evaluate them by sampling 1 and 20 times. For our
pipeline with deterministic SPCSFNet, it can be viewed as 1 sample. Also, we
use the best SPCSFNet model trained with the range map-based encoder.
Results. We summarize the performance for trajectory forecasting pipeline on
the KITTI and NuScenes datasets in Table 2. The proposed new pipeline outper-
forms conventional pipeline using different stochastic forecasting modules with
1 sample. Even when sampling 20 times for conventional pipeline, our pipeline
still achieves the best performance in most settings except for the nuScenes-1.0s
setting, where we are behind the Social-GAN by about 0.6 AADE and AFDE.
This shows the advantage of performing forecasting at the sensor level in our
4 As open-source code is not available for [32], we implement it with the best effort.
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Table 2: Evaluation for entire trajectory forecasting pipeline on the KITTI and
NuScenes datasets using the proposed evaluation procedure and metrics.
Datasets Metrics Samples Conv-Social [11] Social-GAN [21] Social-BiGAT [32] TraPHic [8] Ours
KITTI-1.0s
AADE↓ 1 0.792 0.524 1.099 0.470 0.31720 0.623 0.340 0.443 0.382 –
AFDE↓ 1 1.285 0.886 1.708 0.889 0.40520 1.152 0.511 0.546 0.613 –
KITTI-3.0s
AADE↓ 1 1.692 1.362 2.720 1.432 0.40820 1.593 0.984 1.231 0.725 –
AFDE↓ 1 2.670 2.267 3.938 2.536 0.50420 2.385 1.512 1.405 1.118 –
NuScenes-1.0s
AADE↓ 1 1.186 1.117 2.030 1.214 0.82120 0.907 0.762 0.826 0.881 –
AFDE↓ 1 1.490 1.310 2.337 1.563 0.82520 1.231 0.763 0.849 1.197 –
NuScenes-3.0s
AADE↓ 1 1.794 2.224 4.954 2.417 1.04420 1.658 1.426 1.760 1.938 –
AFDE↓ 1 2.850 3.224 6.765 3.479 1.04320 2.538 1.652 1.845 2.766 –
Table 3: Effect of the global
scene constraint.
Datasets Metrics w/o Scene w/ Scene
KITTI-1.0s CD↓ 3.37 0.89EMD↓ 261.95 128.81
KITTI-3.0s CD↓ 5.91 0.94EMD↓ 358.16 175.54
KITTI-1.0s AADE↓ 0.845 0.317AFDE↓ 1.593 0.405
KITTI-3.0s AADE↓ 1.347 0.408AFDE↓ 2.984 0.504
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Fig. 9: Error vs. amount of training data.
new pipeline. Also, one interesting finding is that, unlike baselines which perform
much worse in 3.0s prediction than in 1.0s prediction, the performance of our
pipeline does not decrease significantly in 3.0s prediction. We believe this is be-
cause the performance of the upstream forecasting module (i.e., our SPCSFNet)
in our pipeline does not perform much worse in 3.0s prediction, resulting in that
our entire new pipeline performs similarly in 1.0s and 3.0s prediction.
Visualization. We visualize the tracking outputs on the predicted scene point
cloud (which will be our predicted future trajectories) in Fig. 8, showing that
the tracking outputs are very close to the GT, despite that the current upstream
module (i.e., SPCSFNet ) is not perfect. We expect a higher performance of our
new trajectory forecasting pipeline when a better SPCSF solution in the future.
6.3 Ablation Study
Effect of the global scene constraint. We hypothesize that forecasting the
dense scene point cloud can provide a strong constraint on the possible future
location of each point and thus reduce the uncertainty of the future. We refer
the constraint to as global scene constraint. To justify the hypothesis, we run
a variant of our SPCSF on the KITTI dataset by only forecasting a subset of
points in a scene point cloud (e.g., points enclosed by the object bounding box).
The results are in Table 3. We show that, when only a subset of sparse points is
used for forecasting, the performance decreases in both SPCSF and trajectory
forecasting. This proves that forecasting a dense scene point cloud can indeed
reduce the uncertainty of the future and produce more accurate results
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Effect of the amount of training data. As our proposed SPCSFNet can be
trained with free scene point cloud data without any human annotation, it is
useful to know whether the performance of the SPCSFNet can scale with the
amount of training data. To that end, we train the SPCSFNet on the KITTI
dataset for multiple times with each time we withhold a different number of
training sequences. The results are shown in Fig. 9 with two sub-figures in a dif-
ferent x axis. Clearly, with more training sequences (i.e., more training samples),
the performance is increased consistently. Therefore, we can further increase the
performance of our SPCSFNet with more training data in the future.
7 Conclusion
We propose a new forecasting task, SPCSF, and method SPCSFNet, which pre-
dict the densest-possible 3D representation of the future and do not need any
human annotation for training. We show that the new task benefits existing
downstream tasks by constructing a simple SPCSFNet-based object trajectory
forecasting pipeline that achieves state-of-the-art performance.
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A Matching in New Trajectory Evaluation
As mentioned in Section 5 for our proposed evaluation procedure, we match the
predicted future trajectories and future GT trajectories using the Hungarian al-
gorithm in order to compute the error metrics. Specifically, we first compute the
pairwise ADE between every possible pair of predicted and GT future trajecto-
ries. For example, if we have U predicted and V GT future trajectories, we will
obtain a U × V matrix with each entry being the ADE for the pair of GT and
predicted trajectories. Note that, for the GT trajectories that are incomplete in
the future N frames, we mask out the missing frames and still use the trajecto-
ries that are partially available to compute the ADE. Then, the obtained ADE
matrix will be fed to the Hungarian algorithm to obtain a one-to-one correspon-
dence between the predicted and GT trajectories. As a result, the trajectories
that have the correspondences (i.e., matched) are considered as true positives,
and the unmatched predicted trajectories and the unmatched GT trajectories
will be the false positives and false negatives respectively, all of which will be
used to compute every operating point in the ADE-over-recall and FDE-over-
recall curves and finally compute the AADE/AFDE metrics through integration.
To approximate the integration, we use the values of ADE/FDE at a maximum
of 40 recall values linearly distributed between 0% and 100% to compute the
AADE/AFDE. Note that not all 40 (i.e. with an interval of recall of 2.5%) op-
erating points are used in our experiments, we only integrate the ADE/FDE
values up to the recall value that all methods can reach. For example, in Fig. 7
(right) of the main paper, the recall that all three methods can reach is 0.425.
If we only compare these three methods, we will integrate the ADE/FDE for all
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Fig. 10: Failure Cases: (Top) Our predicted future scene point cloud; (Bottom) GT
future scene point cloud. We draw a green ellipse in the GT future scene point cloud to
enclose a walking pedestrian which does not seem to be reconstructed in our predicted
future scene point cloud. 4 frames of results are chosen from a sample prediction of 30
future frames (i.e. 3 seconds prediction setting) in KITTI.
three methods at the recall values from 0.025, 0.050, · · · , to 0.425. For results
in Table 2 of the main paper, the recall values that are used to compute the
integral metrics are different across settings.
B Training Details
We train the entire network using the Adam [28] optimizer for 30 epochs with
a learning rate of 1× 10−4 and betas of 0.9 and 0.999. We use the the λ1 of 0.1
and λ2 of 0.1 for the loss in the Eq. (1).
C Failure Cases
Although the predicted scene point cloud by our SPCSFNet can reasonably re-
constructs the scene structure and large objects (e.g., vehicles) as shown in Fig.
8 of the main paper, our current model does not seem to be able to reconstruct
the small objects in the scene (e.g., pedestrians) and capture their motion as
shown in Fig. 10 of this file, which is the main limitation of our current method.
We believe it is because that the latent feature in SPCSFNet with dimension-
ality of 1024 only contains limited amount of information which is dominated
by the scene structure and motion of large objects, is thus not able to preserve
fine-grained information for small objects. To deal with this issue, we will keep
updating our method in the short future in order to achieve fine-grained re-
construction, e.g., replace convolution with dilated convolution, add multi-scale
feature learning, add residual connection, etc.
