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Abstract
Quality of Service (QoS) in optical virtual private network (OVPN) is a demanding
factor for communication network application. To provide desired QoS, the control plane
in an all optical network (AON) has to be designed to maximize the quality of an OVPN
connections (OVPNC). The AON is generally characterized by various network and phys-
ical layer parameters, which are used by the OVPN control manager (OVPNCM) for the
estimation of quality factor (Q-Factor) for a set of possible OVPNC. It is observed that,
not only the network layer parameters, but also the physical layer parameters called as
physical layer impairments (PLIs) have impact on connection quality. In optical networks,
the PLIs are incurred by non-ideal optical transmission media and accumulate along the
optical connection. The overall effect of PLIs can be analyzed to determine the feasibility
of quality based OVPNC. It is important to understand the process and provide the net-
work as well as the PLI information to the OVPNCM and use this information efficiently
to compute feasible connections along with Q-Factor values. Based on these, four different
QoS estimation techniques have been proposed here.
• In recent years, several fiber manufacturing companies are competing with each
other to provide the better quality fiber. Though all companies claim their fiber is
the best one, there exists no standard technique to prove the quality of a fiber. To
overcome this, a technique for quality based fiber material selection is proposed. This
technique can be adopted by the service provider network before the deployment in
optical fiber network. The proposed technique estimates the Q-Factor of a connection
(link) based on fiber dependent end-to-end delays (ETEDs) and dispersion dependent
transmission data rates (TDRs). The estimated Q-Factor values are used for the
selection of appropriate fiber material as well as for the selection of high quality
OVPNCs to the OVPN clients.
• The ETEDs not only depend on wavelength but also on other parameters such as
fiber dispersions that are prominent in high speed networks. In order to cope with
those dispersion effects, the technique of Q-Factor computation is proposed. This
technique is used for dynamic selection or assignment of a suitable OVPNC to the
OVPN client as per the QoS requirements.
xix
Abstract
• The fiber dispersions not only incur delays in connections but also impact on noise
and eye penalties. Based on these penalties, the estimation of OVPNC quality is
proposed for the selection of quality based connection.
• Other than the impact of various dispersion effects on connection quality, it has also
the impact of linear crosstalk such as in-band (IB) and nonlinear crosstalk such as
four-wave mixing (FWM). Based on the mixing effect of IB and FWM crosstalk, a
hybrid crosstalk (HC) model is proposed. This HC model along with a wavelength
assignment technique is used for the selection of high quality OVPNC.
In short, this thesis work proposes four different QoS estimation techniques for OVPN to
evaluate the connection quality.
Keywords: WDM, DWDM, Optical virtual private network, Lightpath, QoS, Q-Factor,
Physical layer impairments, Transmission data rate, End-to-end total delay, Dispersion,
Eye penalty, Noise penalty, In-band Crosstalk, Wavelength assignment, FWM.
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C H A P T E R 1
Introduction
3
Preface
An optical fiber provides transmission over a frequency range of about 25 terahertz with
a very low transmission error rate of 10−9, which is in orders of magnitude higher than
available in copper cables or any other transmission medium. This property allows use
of fiber cable over long distances at high data rate leading to widespread use of today.
This chapter presents an Introduction to the concept of optical virtual private network
(OPVN), outlines the Scope of the work, Motivation behind the work, Problem definition
and Organization of the thesis.
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Introduction
1.1 Introduction
The traditional Internet Protocol (IP) supports only the best effort traffic, which can-
not supply sufficient quality of service (QoS). Optical circuit-switched (OCS) networking
technologies are better suited to support wide ranges of QoS needed in advanced scientific
applications [1]. Recently, QoS based optimal co-scheduling of computing resources and
network resources for OVPN connection (OVPNC) establishment over optical networks
have drawn much attention among the researchers. Most of the proposed works [2–4] for
establishing OVPNCs are based on static scheduling strategies. OVPN provides service
to the customer in the form of optical connection. It is also expected to be one of the
major applications in future optical networks. It can be a favorable approach for realizing
the next generation virtual private network (VPN) services [5, 6] by providing a guaran-
teed QoS [7], which requires a good control (signaling) manager (CM) for all the optical
routers available in the optical domain. CM can be either centralized or distributed, that
deals with various physical layer impairment (PLI) [8] dependent QoS parameters such as
transmission data-rate (TDR), end-to-end delay (ETED), noise penalty, eye penalty and
bit-error rate etc. In centralized control, a request from the client is received at access
node/router and goes to the CM, where the routing and wavelength assignment (RWA)
algorithm is used to find a suitable connection for the request. When an access node no
longer requires a connection, it informs the CM to release the connection. The advan-
tage of this method is that the released connections can be utilized in an efficient way, as
the CM maintains up-to-date network state information. When the network traffic load
increases, the central manager requires sufficient buffer and processing power to handle
all the requests. In distributed control approach [9–11] a network can be thought of as
two-level (two-plane) network with a data network (data plane) and a shadow network
(control plane) having the same topology as that of the physical network. The data plane
contains several wavelengths and is used for transmitting data. The control plane is used
to exchange control signals. A single wavelength on every link can be used as a con-
trol wavelength for exchanging control messages. The same can be applied in centralized
control system, where the backbone network acts as a data plane and all the connected
routers/nodes to the provider/control manager acts as a control plane.
1.2 Organization of the Chapter
The rest of the chapter is organized as follows. Motivation behind the research work is
discussed in Section 1.3. Problem definition is mentioned in Section 1.4. The Scope of the
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thesis are summarized in Section 1.5. Finally, the Organization of the thesis is mentioned
in Section 1.6.
1.3 Motivation behind the Research Work
Current research in networking have focused on building intelligent networks [12],
which can be a wired or wireless. Todays transport networks are based on optical fiber.
Therefore, it is desirable to built intelligent optical network. This network should con-
sist of wavelength-division multiplexing (WDM)/dense wavelength-division multiplexing
(DWDM) based optical components like optical-add-drop multiplexers (OADMs) and opti-
cal cross connects (OXCs). The networks should also have full knowledge of the wavelength
status, traffic and physical layer impairments (PLIs). Moreover, the intelligent optical
network should be self-controlled. With increase in the number of users and variety of
applications, the demand for QoS have also increased. The next generation intelligent
network should able to support various applications and the QoS as demanded by the
users. Above factors motivated us to investigate on QoS based OVPN, which can make
use of the concept of intelligent network. This mechanism computes the quality factor (Q-
Factor) for a possible set of OVPNCs. Depending on the QoS requirement of the clients,
the edge routers can assign or block the connections requests. The goal of this thesis is
to design a framework to dynamically select an OVPN connection based on required or
highest Q-Factor.
1.4 Problem Definition
Given a network topology G = (V,E), the goal is to analyze the quality of a possible
set of connections and select an appropriate connection, OVPNC for a client using some
anonymization function fA: G → OVPNC, subjected to the following conditions:
• Satisfy the required or highest quality of the client,
• Availability and assignment of appropriate wavelength,
• Minimal signal interference/crosstalk and
• Minimal blocking probability
Here, V denotes the set of nodes/routers and E denotes the set of point-to-point single-
fiber links.
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1.5 Scope of the Thesis
The objective of this research work is to develop the QoS estimation techniques for
optical virtual private network over WDM/DWDM Network. The techniques are listed as
under.
• Development of a centralized OVPN system model for the estimation of OVPNC
quality in term of Q-Factor based on different fiber materials.
• Development of centralized OVPN system model for the estimation of OVPNC qual-
ity based on total dispersion effect in a connection.
• Development of QoS estimation technique based on linear impairments such as chro-
matic dispersion, polarization mode dispersion and amplifier spontaneous emission
noise.
• Development of QoS estimation technique based on hybrid impairment constraints
such as in-band and four-wave mixing crosstalk.
1.6 Organization of the Thesis
Following this introduction, the remaining part of the thesis is organized into following
chapters:
Chapter 2: This chapter describes the overview of QoS in OVPN and related discussions.
Chapter 3: This chapter describes a centralized QoS framework model for an OVPN sys-
tem. The proposed model estimates the wavelength dependent ETED with different fiber
materials composition and dispersion based TDR of a connection. QoS is computed by
using ETED and TDR values and expressed in terms of Q-Factor for a list of possible
OVPNCs of a source-destination pair. The estimation of Q-Factor can provide insight
about the consideration of appropriate fiber material type for the selection of high quality
OVPNC in order to provide better quality to the OVPN clients.
Chapter 4: This chapter deals with the effect of various dispersions and fiber composition
based parameters for the computation of Q-Factor of an OVPNC, which are prominent in
high speed networks. A QoS estimation technique is proposed for the dynamic selection
of a suitable OVPNC as per the QoS requirements from the frequent arrival of OVPNC
requests.
Chapter 5: This chapter deals with eye and noise penalty based on linear impairment
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constraints such as chromatic dispersion, polarization mode dispersion and amplifier spon-
taneous emission noise. These parameters are expressed in terms of Q-Factor. The esti-
mated Q-Factor is used efficiently in control plane for the selection of OVPNC.
Chapter 6: This chapter analyses the impact of linear and nonlinear crosstalk such as in-
band and four-wave mixing on transmission performance of a transparent WDM/DWDM
network. The traditional RWA algorithms have little impacts during the computation of
connection quality . Hence, it cannot guarantee the OVPNC quality. In order to achieve
guaranteed quality, a hybrid crosstalk aware RWA algorithm is proposed for the selection
of high quality OVPNC.
Chapter 7: Finally, chapter 7 presents conclusions, limitations and discusses recom-
mendations for application and further research on QoS estimation techniques which are
discussed in the thesis.
3
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C H A P T E R 2
QoS in Optical Virtual Private
Network - An Overview
3
Preface
This chapter presents the literature survey along with the related discussions on the con-
cept of QoS based VPN over WDM /DWDM, which is also known as OVPN.
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2.1 Introduction
Optical network is a communication network in which information is transmitted as
optical signals. It has several advantages over electrical signals, including shorter data
transmission delay time. The most important is the greatly increased bandwidth provided
by the photon signals. In addition, a single strand of fiber used in optical network can carry
optical signals at different wavelengths and that’s why, it is also known as WDM/DWDM
network. This type of networks have been making “waves” recently, following the opening
of the national long distance market.
2.2 Organization of the Chapter
The rest of the chapter is organized as follows. The theoretical background of Optical
network technology related to our research work is explained in Section 2.3. Section 2.4
gives Related works.
2.3 Optical Network Technology
This section explains the theoretical background of optical network technology related
to the thesis work such as WDM/DWDM network, OVPN, QoS constraints in OVPN,
RWA and OVPN system architecture.
2.3.1 WDM/DWDM Network
In an all-optical WDM/DWDM network, no optical-to-electrical-to-optical (O/E/O)
conversion of data takes place at the intermediate routers, thus reducing the burden on
the underlying electronics. Optical networks are capable of providing more functions than
just a point-to-point communication (IP based network). Typically the bandwidth that an
optical network can support is in the order of Tera bits per second (Tbit/s). However, the
electronics network available today can not process this high data rate offered by optical
network. Modern systems can handle up to 160 wavelength channels and can thus expand
a basic 10 Gbit/s system over a single fiber pair to over 1.6 Tbit/s. In first generation
networks, the electronics at a router not only handled the data intended for it but also
controlled the traffic. This increases the burden on the underlying electronics substantially.
To fully utilize the available bandwidth of an optical network faster electronic switching
operating at Tera bit range is required. However, electronic circuits have their own lim-
itation and current technology permits maximum speed in the order of Giga bits range.
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WDM/DWDM networks have the potential to utilize the enormous bandwidth of optical
fiber and at reduced opto-electronic miss-match. WDM/DWDM networks are the second
generation optical networks, where data are routed through nodes (routers) in the optical
domain. It is of two types such as opaque and all optical network (transparent). Opaque
network is used in early stages, which consumes more power. Another problem with these
networks is that, they are not scalable to satisfy future demands. These drawbacks can
be overcome by transparent networks, which are scalable with higher data carrying ca-
pacity and consume less power. This is achieved since, all-optical WDM/DWDM network
eliminates [13, 14] the conversions between electricity and light.
DWDM is the most innovative and advanced technology in fiber optic communication
system due to its potential ability to provide huge bandwidth over a single fiber channel
[15]. DWDM technology uses more closely spaced wavelengths. Therefore, a large number
of wavelengths can be multiplexed and leading to optical fiber with higher capacity. One of
the important features of DWDM technology is that, it can amplify the entire wavelength
simultaneously without the need of O-E-O conversion and it can carry signal of different
light speed and transmits data simultaneously through the optical fiber.
2.3.2 Optical Virtual Private Network
VPN is a virtual circuit (VC) and can be defined as an end to end connection with a
set of quality of transmission parameters associated with it [16]. VPN services are very
important in current networks. It is a virtual network since it is not built physically and
separately, but it is only a split and allocated part of resources of a public network of a
provider. It is private since it serves a closed group of users. It performs RWA function
of taking a data from its source and delivering to its destination. The IP based VPN
can realize only point-to-point connection oriented services [17, 18]. To provide advanced
services, the IP based network service provider may need: i) flexible control and manage-
ment service, and ii) Multiple customers/networks accommodation. In order to realize the
above mentioned features, several proposals are mentioned in [19, 20]. Characteristics of
OVPN can be summarized as: i) connectivity is restricted within a set of customers, where
connectivity means data plane connectivity as well as control and management plane con-
nectivity and control, ii) management information for one OVPN is never informed to the
rest of OVPNs, and ii) some level of control and management functionalities is given to
customers, where customers can reconfigure network topology, as well as reflect their own
operational policy over the provider’s optical network virtually dedicated to each OVPN.
These functionalities changes depending on service requirements from customer. VPN can
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be classified as customer edge (CE) based, network based, customers provisioned, provider
provisioned, connection oriented, connectionless oriented, layer 1 VPN, layer 2 VPN and
layer 3 VPN [5,20]. The requirement of OVPN can be classified based on: i) management
plane such as specification of policy and network component information, and ii) control
plane such as lightpath setup, connection request and topology information etc.
2.3.3 Quality-of-Service Constraints in OVPN
Network layer assumes that the physical layer is ideal, i.e., it does not have any impair-
ment while making the routing decision. However, in reality the physical layer has a lot of
impairment constraints and due to which, it significantly affects the signal quality during
transmission. In order to guarantee a quality-of-transmission (QoT)/QoS, cross layer opti-
mization methods are essential, where the network layer takes the impairment constraints
from physical layer into their consideration. In [21], a cross layer model is proposed, where
the physical layer model analyses the impairment’s effect and keeps track of them. The
QoT/QoS is measured analytically at the physical layer module and this information is
provided as a feedback to the network layer module. Network layer after obtaining the
information from physical layer module takes a suitable decision for the selection of the
lightpath with a guaranteed signal quality. This work considers a lightpath as OVPNC.
PLIs encountered in WDM/DWDM networks can be classified into two categories:
Linear Impairments (LIs) and Non-Linear Impairments (NLIs) [8,16,22]. LIs are generally
static in nature and NLIs are dynamic in nature. LIs are independent of signal power
and affect each connection individually, whereas NLIs depend on signal power and it is
not only affect the individual connection but also cause due to disturbance in between the
connections. Therefore, in an all-optical network, allocation of new connection affect the
existing one. Figure 2.1 shows the brief classification of impairments in WDM/DWDM
networks. LIs are caused due to chromatic dispersion, group velocity dispersion, effect
of higher order dispersion, polarization mode dispersion and adjacent channel crosstalk.
These impairments can be summarized as follows.
Chromatic Dispersion (CD): It is a term used to describe the spreading of a light
pulse, as it travels down a fiber. CD is the phenomenon in which different spectral com-
ponents of a pulse travel at different velocities resulting of optical pulse broadening and
causes inter symbol interferences. When the signal travels though several fiber links, the
total dispersion is the sum of the dispersion caused by the individual links. In high speed
networks, it causes a serious limitation in achievable data rate.
Polarization Mode Dispersion (PMD): Fiber deployed in a network may contain im-
10
2.3 Optical Network Technology
Physical Layer Impairments
Chromatic Dispersion
Polarization Mode Dispersion
Four-Wave Mixing
Stimulated Brillouin Scattering
Amplifier Spontaneous Emission
Noise
Filter Concatenation
Stimulated Raman Scattering
Self-Phase Modulation
Cross-Phase Modulation
Attenuation
Insertion Loss
Crosstalk
Polarization Dependent Loss
In-band Out-band
Linear Impairments Non-linear Impairments
Figure 2.1: Classification of impairments in WDM/DWDM network.
purities during manufacturing process or may be subjected to environmental stress such
as local movement and heating. These impurities and irregularities result in different po-
larization of the optical signal that causes different group velocities, so that pulse spreads
in the frequency domain. This is known as PMD.
Amplifier Spontaneous Emission (ASE) Noise: ASE noise is produced by the optical
amplifiers used at the intermediate routers, repeaters and preamplifier before the receiver.
It is quantified in terms of noise figure, which represents how much higher the noise power
spectral density of the amplified output as compared to input noise power spectral density
and is often specified in decibels (dB). Amplifiers emit noise in both forward and backward
direction, but only the forward noise will co-propagate with the signal to the receiver where
it degrades the system performance. Counter propagating noise limits the achievable gain
of the amplifier and increases the noise level. Its effect can be reduced by increasing the
input laser intensity, tuning the master oscillator so that it is resonant with the amplifier,
or by decreasing the amplifier facet reflectivity.
Polarization Dependent Loss (PDL): The two polarization components along the two
axes of a circular fiber suffer different rates of loss due to irregularities in the fiber, there
by degrading signal quality in an uncontrolled and unpredictable manner and it introduces
fluctuations in optical signal-to-noise ratio (SNR). It is a measure of peak-to-peak differ-
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ence in transmission of an optical system with respect to all possible states of polarization
and is represented as PDLdB = 10log(
Pmax
Pmin
), where Pmax and Pmin are the maximum and
minimum output power. It mainly occurs in passive optical components. It is measured
by polarization scanning techniques or Mueller matrix method [8].
Linear Crosstalk (LC): LC arises due to incomplete isolation of WDM/DWDM con-
nection by optical components such as OADMs, OXCs, multiplexer/de-multiplexer and
optical switches. In other words, it occurs due to leakage of power from other WDM con-
nections on the desired connection. LC can be either out-band (OB) or in-band (IB) [23].
IB crosstalk has adverse effect in comparison to OB crosstalk as it lies in the same nomi-
nal wavelength as the desired signal. Figure 2.2 shows the representation of a signal with
in-band crosstalk in optical networks. In ideal case, there is no crosstalk as two signals are
OXC
Signal 1
Signal 2
Signal 3
Signal 4
     Signal 2 within-band crosstalk    Signal 4Signal 3Signal 1Signal 2 (Transmitted Signal)}In-band Crosstalk
Figure 2.2: Signal with in-band crosstalk
routed to different output ports. However, any leaking or in-sufficient isolation induces
homodyne crosstalk.
Filter Concatenation (FC): The narrowing of spectral width of the signal, as it tra-
verses through a set of filters along a connection is called FC effect. The penalty induced
by FC depends on the route, the modulation type, and the number of network elements
through which the signal traverses before it reaches the destination.
In case of WDM systems, the nonlinear effects depend on the refractive index due
to the intensity of the applied electric field. It is proportional to the square of the field
amplitude. At sufficiently high optical intensities, non-linear refraction occurs in the core.
It is the variation of refractive index with light intensity. This makes NLIs in optical
networks since long-haul transmission commonly relies on high power lasers to transmit
optical pulses over long spans to overcome attenuation. The important NLIs can be sum-
marized as follows.
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Self-Phase Modulation (SPM): SPM arises due to variation of refractive index of the
fiber with intensity of the signal. An induced phase-shift occurs due to these variations
and thus, different part of the pulse undergoes different phase shift resulting in chirping of
the pulses. Chirping enhances the pulse broadening effect (in frequency domain) leading
to CD. These effects are more profound in systems transmitting high power (especially in
long-haul communication). In systems operating above 10Gbps or having lower data-rate
but higher transmitting power, SPM significantly increases the pulse broadening effect of
chromatic dispersion.
Cross-Phase Modulation (XPM): The variation of refractive index of the fiber not only
depends on the intensity of the pulse but also on the intensity of the other co-propagating
optical pulses. The fluctuation in the intensity of other pulses causes phase modulation
of the pulse and it is termed as XPM. It results asymmetric spectral broadening and dis-
tortion of the pulse shape. It has more adverse effect than SPM and influences severely
when the numbers of connections (wavelengths) in the fiber are high. The XPM induced
phase shift occurs when two pulses overlap in time. Due to this overlapping, the chirping
gets enhanced leading to pulse broadening. Its effect can be reduced by increasing the
wavelength spacing between the channels or judiciously selecting the bit rate of adjacent
channels that are not equal to the present channels.
Four-Wave Mixing (FWM): When WDM/DWDM system operates at frequencies
f1, f2, ..fn, the variation of refractive index not only induces phase shift within the channel
but also gives rise to signals at new frequencies such as 2fi − fj and fi + fj − fk. In com-
parison to SPM and XPM, FWM effect is independent of the bit rate of the system but is
critically dependent on the wavelength spacing and CD of the fiber. FWM effect increases
as the channel spacing decreases. Its effect has to be considered even when the data-rate
is moderate and when dispersion shifted fiber is used. In general for W number of wave-
length launched into a fiber, the number of four wave channel produced is W 2(W − 1)/2.
Stimulated Raman Scattering (SRS): When two or more optical signals at different
wavelengths are injected into a fiber, the SRS causes optical power from lower wavelength
channels to be transferred to the higher wavelength channels. This can skew the optical
power distribution among the WDM/DWDM connections reducing the SNR of the lower
wavelength connections and introducing crosstalk on higher wavelength connections. Both
of these effects significantly reduce the data carrying capacity of the fiber. It occurs at
higher optical power than stimulated brillouin scattering. It scatters in both forward and
backward direction. SRS effect can be reduced by using optical filtering techniques.
Stimulated Brillouin Scattering (SBS): SBS is the most dominant fiber non-linear
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scattering effect. SBS occurs when an optical signal in the fiber interact with the acoustic
phonon. This interaction occurs over a very narrow line width. The scattering process is
stimulated by photons with a wavelength higher than the wavelength of the incident signal.
It sets an upper limit on the amount of optical power that can be launched into an optical
fiber. When input power exceeds the threshold value, a significant amount of transmitted
light is redirected back to the transmitter leading to saturation of optical power in the
receiver, and introduces noise that degrades the system performance.
2.3.4 Routing and Wavelength Assignment
RWA refers to the process of establishing connection between a source-destination pair
and assigning wavelength [24, 25] to it. Now-a-days in WDM/DWDM network, a single
fiber can accommodate upto 120 wavelengths and expected to increase in future [26]. The
objective of RWA algorithm is to achieve the best possible performance within the limits of
the physical constraints. It is known to be NP-complete, therefore it is usually addressed
by a two-step approach: First, finding a connection for a source-destination pair using
a routing technique, and second, selecting of a free wavelength on the chosen connection
using a wavelength assignment (WA) algorithm.
Routing Technique
In this section some of the important routing/lightpath selection techniques are dis-
cussed.
Fixed Routing (FR): Fixed routing is a technique in which a single lightpath for the
given source-destination pair is computed [27]. FR technique is a very simple mechanism
and due to less number of available lightpaths in the network, the blocking probability of
connection request can be high.
Fixed Alternate Routing (FAR): Several alternate connections are calculated oﬄine
for a given source-destination pair in FAR [28, 29]. These connections are arranged in
some priority basis. Usually the shortest connection is the most prioritized one. In certain
cases, the number of links in the connection can also be a criteria for prioritizing. When
connection request arrives, the source node searches for a connection to destination until
it finds a connection with a free wavelength for connection establishment. If connection
is not available, then a connection request will be blocked. This technique of routing
provides alternate connection for a connection request hence link failure problem can be
solved. The blocking probability can be reduced in FAR method as compared to FR.
Adaptive Routing (AR): In AR technique, connections are computed online depend-
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ing on network state and availability of resources [30]. Here, a connection for a source-
destination pair is adapted dynamically depending on the network state and considering
the shortest connection. When a connection request arrives, the shortest connection for
a source-destination pair is computed. If more than one connections with same distance
are present, the route is randomly selected and the request will be blocked if connection
is not available. This is the most efficient routing technique for WDM/DWDM network.
In this thesis, we followed the idea of AR technique.
WA Algorithm
The task of WA algorithm is to assign wavelength to each link on the selected connec-
tion. The RWA problem is subjected to various constraints such as wavelength continuity,
wavelength distinct, physical layer impairment and traffic engineering.
Wavelength Continuity Constraint (WCC): In this scheme, all links on a connection
is assigned with the same wavelength. The WCC distinguishes the wavelength continuous
network from a circuit switched network which blocks calls only when there is no capacity
along any of the links in the connection assigned to any connection request. This type of
network suffers more blocking as compared to the circuit switched network. This degraded
performance can be overcome by wavelength conversion techniques [31].
Wavelength Distinct Constraint (WDC): In this scheme, the links on the connection
may be assigned with different wavelengths. Here, signal arriving at one wavelength is
converted to another wavelength at an intermediate optical router and then forwarding
the signal through another link. This technique is almost used in all WDM/DWDM net-
work and is known as wavelength conversion method for WA. In wavelength convertible
network, optical routers are capable of wavelength conversion and work similar to a circuit
switched network, which blocks the connection request only if there is no available links
carrying the capacity to forward the data [28]. In WDC, the effective resources i.e. the
total effective connection for routing is more, hence the probability of blocking for incom-
ing connection request is lower.
Physical Layer Impairment Constraint (PLIC): This constraint concerns how to
select a wavelength and/or connection that guarantees the required level of signal quality.
Traffic engineering constraints (TECs): This aims to improve resource-usage effi-
ciency and reduce connection blocking probability.
A few of the existing WA algorithms are explained below. These algorithms use either
WCC, WDC, PLIC or TEC depending on the type of network architecture.
Random WA: In this scheme, a wavelength is selected randomly from a set of available
15
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wavelengths in a WDM/DWDM link. Generally a random number generator is used and
wavelengths are assigned to the numbers.
First-Fit WA (FFWA): In FFWA method, a wavelength matrix is designed by arrang-
ing all wavelengths in ascending order. Then the wavelengths are numbered and the least
numbered wavelengths are assigned for the first lightpath connection. Higher priority is as-
signed to the lower numbered wavelengths. Computation cost of this scheme is lower since
it is not required to search for all wavelengths. The performance in terms of blocking prob-
ability, fairness and computation complexity is generally low [32]. In a wavelength-routed
network, the traffic may be static or dynamic. In a static pattern, a set of connection
requests are provisioned at a time and it remains for certain period of time, where the
respective lightpaths are established simultaneously. In dynamic pattern, each lightpath
is established as the connection request arrives and is released after certain period of time.
This method considers the current traffic state of the network and lightpath provisioning
is done accordingly. As the communication system grows, the bandwidth demand also in-
creases leading to shortage of resources. For satisfying this, dynamic lightpath provisioning
or on-demand lightpath established is preferred over static methods.
A general approach in form of flow chart for PLIs aware based RWA algorithm [8] is
shown in Figure 2.3. In general, the RWA block is responsible for lightpath set up and
Receive Lightpath
Request
Routing & Wavelength
Assignment
Accept the Request with
Guaranteed QoT/QoS
Block the Request
& Search for Next
Lightpath
Quality Test
for Lightpath
Good
Bad
Figure 2.3: A general flowchart for PLIs aware RWA algorithms
RWA function is done either in two stages or in a single stage (integrated). In the quality
test block, the QoT is considered by taking different PLIs into consideration. These PLIs
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may be obtained either by using the analytical model or by the manipulation of some
real-time quality matrices (e.g. OSNR, BER and etc.). If the estimated OSNR or BER of
a lightpath satisfies the threshold requirement of a call, then the connection is established,
otherwise RWA algorithm may select an alternate lightpath and repeat the same procedure.
If the alternate one doesn’t satisfies the quality requirement, the call is blocked.
2.3.5 OVPN System Architecture
There exist two architectural models for OVPN system: centralized and distributed
control. Centralized control architecture adopts a technique similar to circuit-switched
telephone network, whereas, the distributed control architecture resembles the packet data
networks such as the Internet. In the centralized architecture, a central manager monitors
the network state as well as controls all resource allocations. When a connection request is
received, an edge router sends a message to the central manager, which executes the RWA
algorithm. Once a connection and a free wavelength are selected, the central manager
reserves the resources on all the routers along that connection. However, the distributed
control architecture broadcasts periodically about the network state, which enables each
edge router to compute the connection upon receipt of a connection request. On receiving
a connection request, an edge router first executes the routing algorithm to compute a
connection and then it starts the wavelength-reservation protocol. The WA algorithm
can be executed either by the destination router or by the source router to pick a free
wavelength. In this thesis, we have followed a centralized based OVPN architecture [33].
2.4 Related Works
This thesis discusses QoS estimation techniques for OVPN over WDM/DWDM net-
work. Related to QoS estimation techniques, this section overviews the background work
done by several researchers.
The related distributed protocols for WDM network have been discussed in [9, 10,34].
In [35], differentiated services architecture with aggregated flows based on the notion of
per hop behaviors is discussed. In this scheme static decision is taken for the re-routing
of specific flow. QoS based VPN over WDM network is discussed in [36], which attempts
to support guaranteed QoS depending on the number of applications. In these reported
works, the implication of end-to-end QoS support based on PLI constraints in IP-WDM
domain have not been considered.
In [37], a multicast optical level switched path (OLSP) establishment mechanism for
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supporting high bandwidth multicast services in OVPN is discussed. It also suggests that,
OVPN control mechanism is adaptive to the operation of routing and signaling proto-
cols of generalized multi-protocol level switching (GMPLS). Resource reservation proto-
col (RSVP) [38] is a flow based protocol that support the individual flow requirements.
This protocol is helpful to be considered as a reference point for OVPNC management.
In [39], clients are supported with guaranteed QoS by a centralized Bandwidth broker.
This architecture does not maintain any QoS reservation states at core router. It helps to
relieve control mechanism at core routers and thus enables a network service provider to
provide guaranteed services without necessarily requiring software/hardware upgrades at
core routers. This implies the principle of centralized system. The effect of QoS during
WA based on various PLI constraints is shown in [40]. In this paper, two of the path estab-
lishment algorithms such as shortest-path and the shortest widest path are deployed. The
work in [41] proposed a framework to support OVPN. In this work, system performance
is analysed at different number of wavelengths per link and different number of VPNs in
one lightpath. Y. Qin et al. [42] explores the motivation and a framework for supporting
on-line VPN service for different traffic type with different QoS requirements over optical
WDM networks. This proposed work is more suitable for multimedia applications which
have various sensitivity of delay and jitter. A FWM aware priority-based RWA algorithm
for transparent optical networks is discussed in [43] for online discovery of a requested
lightpath/connection. This work also considers the effect of ASE noise on a lightpath
during transmission of optical signal from any source to the intended destination. In [44],
RWA scheme is discussed for multiple constraints based optical networks. This paper pro-
poses a distributed discovery wavelength path selection algorithm in order to reduce the
path convergence time and blocking probability. The mitigation of transmission impair-
ments, issues and challenges with RWA in optical WDM networks are discussed in [45].
This work reviews the impairments present in optical fiber emphasizing those that result
in performance degradation of WDM system. The effect of PMD on QoS over optical test
bed is discussed in [8,21,46,47]. The combined NLI effects on QoS are discussed in [48,49].
The above research works are mostly based on optical link level QoS analysis. The
analysis of quality in optical connection level has not been mentioned by any of the works
for the application of OVPN. Various PLI constraints should be analyzed together due
to their high impacts on connection quality. The implication of end-to-end QoS support
based on Q-Factor has not been considered in any of the reported works. Hardly any of the
above work concentrates on network as well as the physical characteristics based Q-Factor
computation for the selection of OVPN connection (OVPNC) as per the requirement of
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the client. In this research work, we are characterizing each OVPNC in terms of Q-Factor,
which is a combination of multiple QoS parameters. The proposed work is focused on
control plane to support end-to-end guaranteed QoS service to the OVPN clients.
2.5 Conclusion
This chapter presented an overview of the literature covering the optical network tech-
nology and related works on QoS estimation techniques.
3
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Fiber Material Based Estimation
of OVPN Connection Quality
3
Preface
It is known that the network and physical layer parameters have the significant impacts
on data transmission. These parameters decide the quality of an OVPNC. In this chapter,
we propose a centralized OVPN system model for the estimation of connection quality in
terms of Q-Factor. It is based on wavelength dependent ETEDs with different fiber mate-
rial composition and dispersion dependent TDRs. Q-Factor of a connection is used for the
consideration of appropriate fiber material in order to provide a better quality OVPNC
to the OVPN client by the service provider network (SPN). It can be decided before the
deployment of optical network. Q-Factor is a key parameter for selection of high quality
OVPNC of a given source-destination client pair connected to the SPN. This chapter also
analyses the blocking probabilities of various ranges of OVPNC requests (loads) by con-
sidering different fiber materials in the backbone network.
3
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3.1 Introduction
In order to provide guaranteed QoS to the OVPN clients, an OVPN control manager
(OVPNCM) can take various QoS parameters such as TDR and ETED into account while
setting optical path. These QoS parameters can be computed from the physical layer
constraints such as dispersion, fiber material composition and length of fiber link as well
as from the network layer constraints such as wavelength and connectivity, etc. These
parameters are considered in expressing the Q-Factor, which decides the quality of an
OVPNC.
In WDM/DWDM network, the fiber material type may affects the quality of optical
connection. This process is analyzed in this chapter. We proposed a model for OVPNCM
based on the concept of differentiated services [35] used in IP network and GMPLS capable
hybrid/opaque network [50]. It is a combination of IP and WDM network. However,
the proposed model is considered only for transparent/all-optical-network (AON), where
there is no need of electrical to optical signal conversion. A high quality OVPNC selection
mechanism is proposed based on OVPN traffic and availability of resources at provider
edge router and control information at OVPNCM.
The delay in fiber optics communication for OVPN can be neglected due to high speed
data transmission. However, it can be used for the selection of fiber materials as well as
for the computation of accurate connection quality. It matters when there is a need of
guaranteed quality to the end customer. Hence, we have considered delay for the analysis of
fiber characteristic in order to opt a better fiber, which can be used for network deployment
at customer site. This also can help, to provide accurate OVPNC quality in order achieve
guaranteed QoS.
3.1.1 Organization of the Chapter
The rest of the chapter is organized as follows. Section 3.2 gives a brief discussion on
OVPN system model. Computation of Q-Factor is explained in Section 3.3. The Func-
tional description of OVPN control manager is discussed in Section 3.4. The Simulation
results and discussion are described in Section 3.5. Finally, the work is concluded in
Section 3.6.
3.2 OVPN System Model
A generic OVPN system model [51] is presented in Figure 3.1. This model employs
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Figure 3.1: OVPN System Model
the concept of VPN over WDM/DWDM network. The wide area network connectivity
is provided by the backbone optical core domain, which consists of several switch nodes
interconnected by multi-wavelength links. The optical access routers (nodes) provide the
optical interface to the OVPN clients. This system model comprises of multiple client do-
mains connected over single optical core domain. The goal is to establish several OVPNCs
on the physical network topology, where each OVPNC is specified by a set of routers.
3.2.1 OVPN Layering Structure
OVPN layers as shown in Figure 3.2 consists of three layers: the provider layer, OVPN
client layer and the optical core layer [5]. These layers are controlled by the OVPNCM.
As shown in OVPN system model, provider edge router (PER) belongs to an OVPN client
domain, which provides OVPN services and interface to the attached clients and optical
core routers (OCRs). OVPNC is established by setting up a tunnel between a source and
destination clients.
Tunnel can be established either at layer 1, layer 2 or layer 3 of OSI model. In the
provider layer, the PER is responsible for the non-local management functions such as
management of optical resources, configuration and wavelength management, addressing,
routing, topology discovery, traffic engineering, path restoration and etc. The provider
23
Fiber Material Based Estimation of OVPN Connection Quality
Figure 3.2: OVPN Layering Model
layer controls all the connection requests coming from OVPN clients. It is assumed that the
SPN has access to optical components in the core optical network. Thus, it is reasonable
to assume that the SPN has information about all optical equipments within its domain
of control. All the routers presented in Figure 3.1 are controlled by the SPN, which is also
known as the control plane.
3.2.2 Physical Topology
Physical topology of an OVPN is shown in Figure 3.3. It comprises of OVPN clients,
connection requests, PERs, OCRs, an OVPNCM, and a central database etc. It is a cen-
tralized system model, that has data plane as well as control plane. Data plane deals with
data transmission, where as control plane deals with management of network resources.
The topology provides informations such as i) network connectivity, ii) availability of wave-
lengths, and iii) OVPNC requests. We have assumed multiple OVPNC requests originating
from the OVPN clients.
OVPNCM maintains a traffic matrix (TM) for all OVPN clients. It also maintains the
network resources as well as physical layer constraints such as routing information, TDR,
ETED, and Q-Factor matrices for all possible OVPNCs of any source-destination OVPN
client pairs. OVPNCM directly communicate with optical core routers and updates its
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Figure 3.3: Physical Topology
information.
The connection matrix, T (i, j) between any router pair i and j of the physical topology
can be represented as
T (i, j) =

 1 if there exist a link between (i, j);0 otherwise. (3.1)
The wavelength vector, W (i, j) for a link (i, j) can be represented as
W (i, j) =

 WNλ if T (i, j) = 1;0 Otherwise. (3.2)
where, WNλ = {λ1, λ2, . . . , λNλ} is a set of wavelengths; and Nλ is the total number of
wavelengths available per link.
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3.3 Computation of Q-Factor
Q-Factor is a computed quality value, that represents the quality of a connection. It
is derived based on ETED and TDR, which are derived as under:
Transmission data-rate: Assuming a network link L(i, j) consisting of Kfs number of
fiber spans, where kth span has length L(k) with fiber PMD parameter DSPMD(k), where,
k = 1, 2, . . . ,Kfs. The TDR of a link (i, j) strongly depends on the PMD [52]. This can
be expressed as
TDR(i, j) ≤ δ√∑Kfs
k=1(DS
2
PMD(k)× L(k))
(3.3)
where the length of the link (i, j) can be represented as
L(i, j) =
Kfs∑
k=1
L(k) (3.4)
Assuming all the fiber spans have the same PMD i.e.,
DSPMD(1) = DSPMD(2) = . . . = DSPMD(k) = . . . = DSPMD(Kfs) = DSPMD (3.5)
(3.3) can be written as
TDR(i, j) ≤ δ√∑Kfs
k=1(DS
2
PMD × L(k))
(3.6)
TDR(i, j) ≤ δ
DSPMD ×
√∑Kfs
k=1(L(k))
(3.7)
The upper bound data-rate for the link (i, j) can be derived from (3.7) as
TDR(i, j) =
δ
DSPMD ×
√
L(i, j)
(3.8)
where, the value of δ should typically be less than 10% of a bit’s time slot for which the
PMD can be tolerated and DSPMD(i, j) = L(i, j) =∞, when there is no link between ith
and jth router pair.
Let us assume a set of connection, SOV PNC(m,n, s, d) for (m,n) OVPN clients with a
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source-destination pair (s, d), that can be expressed as
SOV PNC(m,n, s, d) =
{
OV PNC1, OV PNC2, . . . , OV PNCK
}
(3.9)
where, K is the number of possible OVPNCs for (m,n, s, d).
Assuming a kth connection, OV PNCk(m,n, s, d) is defined as a group of links for (m,n)
client with source-destination pair, (s, d). The overall computed transmitted data-rate,
TDRc(m,n, s, d), for a k
th OVPNC can be derived from a single link to a group of links
in a OVPNC. It is the minimum TDR among all the links of a kth OVPNC, which can be
represented mathematically as
TDRc(OV PNC
k(m,n, s, d)) =Min{TDR(i, j)},
∀(i, j) ∈ OV PNCk(m,n, s, d)
(3.10)
End-To-End Delay: When light propagates along a fiber, due to wavelength with differ-
ent fiber composition (WFC), a delay is incurred per unit length, that is known as WFC
dependent delay. According to [53] the WFC dependent delay, DWFC(i, j), per unit length
of a link (i, j) can be expressed as
DWFC (i, j) = af + bf × λ2l (i, j) + cf × λ−2l (i, j) (3.11)
where af , bf and cf are fiber material dependent specific constants; λl(i, j) is the l
th
wavelength on link (i, j); λl ∈W (i, j); l = {1, 2, . . . , Nλ}.
Equation (3.11) is also known as Sellmeier equation for delay computation. The ETED
incurred of a link (i, j) with length L(i, j)) can be expressed as
ETEDc (i, j) = L (i, j)×DWFC (i, j) (3.12)
The end-to-end wavelength dependent delay, ETEDc(OV PNC
k(m,n, s, d)), is the sum
of individual link delays suffered by the kth connection of (m,n) client with (s, d) pair. It
can be derived as
ETEDc
(
OV PNCk(m,n, s, d)
)
=
∑
(i,j)∈OV PNCk(m,n,s,d)
ETEDc (i, j) (3.13)
where, OV PNCk(m,n, s, d) is the kth OVPN connection.
Q-Factor: The computed Q-Factor value, QFc for k
th OVPNC can be mathematically
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represented as
QFc
(
OV PNCk(m,n, s, d)
)
=
TDRc(OV PNC
k(m,n, s, d))
ETEDc (OV PNCk(m,n, s, d))
(3.14)
3.3.1 Highest Q-Factor
The highest Q-Factor, QFh (m,n, s, d), is the maximum Q-Factor value of a k
th con-
nection among the possible OVPNC. It can be expressed as
QFh (m,n, s, d) =Max
{
QFc
(
OV PNCk(m,n, s, d)
)}
, ∀k (3.15)
where, OV PNCk(m,n, s, d) ∈ SOV PNC(m,n, s, d).
3.4 Functional Description of OVPN Control Manager
A generic functional block diagram of OVPNCM for the computation of Q-Factor is
shown in Figure 3.4. The block digram basically has two modules: i) network layer module,
and ii) a physical layer module. The network layer module deals with the computation of
OVPNC. The physical layer module estimates the Q-Factor of an OVPNC. There are three
stages in setting up a connection. In first stage, OVPNCM uses the traditional routing
algorithm to compute all possible OVPNCs. Assuming that every fiber link has multiple
fibers with different compositions. In second stage, it selects a better quality fiber material
in order to get a good quality OVPNC. In third stage, OVPNCM computes the value of
Q-Factor and the high quality OVPNC. Each section is explained below.
Network Layer Module
Compute All
Possible/Shortest/Disjoint OVPN
Connections
Physical Layer Module
Estimate OVPNC Quality
Computation of
End-to-End Delay/Eye
and Noise Penalty
Computation of
Transmission Data Rate
Estimate Q-Factor
Figure 3.4: OVPN Control Manager
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3.4.1 Computation of All Possible OVPNCs
To compute all possible OVPNC, we have modified the traditional depth-first search
(DFS) algorithm [54]. Normally DFS algorithm is NP-Complete for the computation of
all possible path, while considering multiple constraints. However, this computation uses
single constraint i.e., path length.
Algorithm 3.1: Compute path()
1: {Given data: source node, destination node, adjacency matrix of the network
topology, no of nodes}
2: Global Initialization: n (Counter for Total no of paths) = 1. Final path = 0 (which
stores all possible paths)
3: Initialization: paths (temporary variable which stores updated paths for iterations
before computing all possible paths) = source node
4: while paths! = 0 do
5: Temp = 0 and [Total no of paths, no of nodes] = size(paths)
6: for i = 1 to Total no of paths do
7: current node = paths (i, no of nodes)
8: for k = 1, j = 1 to no of nodes do
9: if (adjacency matrix(current node, j) == 1) then
10: node temp(k) = j
11: k = k + 1
12: end if
13: end for
14: path temp = paths(i, :)
15: Call the function path temp2 with the arguments path temp, node temp which
returns the path temp1 matrix
16: node temp = 0
17: if (length(path temp1)! = length(path temp)) and path temp1! = 0 then
18: if Temp! = 0 then
19: Add the path temp1 to temp matrix in a row
20: else
21: Temp = path temp1
22: end if
23: end if
24: end for
25: paths = Temp;
26: end while
The modified path (connection) finding algorithm is explained in algorithm 3.1 and
3.2. The computation of path is done with the help of function Compute path() men-
tioned in algorithm 3.1. Path temp2 function in algorithm 3.2 receives the path temp and
node temp matrix from the Compute path() function and returns the temporary path
matrix path temp1. It is used to find all possible connections for a source-destination
pair.
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Complexity: The time occupation cost introduced in the modification of DFS algo-
rithm is treated in a similar way as with the original DFS algorithm, which does not lead
to much complexity. The time complexity of DFS is O(n2). However, in the modified
DFS, the time complexity is O(n3), where n is the number of nodes in a network topology.
Algorithm 3.2: Path temp2(path temp, node temp)
1: {path temp and node temp values updates from Compute path() function}
2: k = 1 and length = length(path temp)
3: for i = 1 to length(node temp) do
4: for j = 1 to length do
5: if path temp(j) == node temp(i) then
6: node temp(i) = 0
7: end if
8: end for
9: if node temp(i)! = 0 then
10: if node temp(i) == destination node then
11: Final path(n, 1 : length) = path temp(k, 1 : length)
12: Final path(n, length+ 1) = node temp(i)
13: else
14: path temp(k, length+ 1) = node temp(i)
15: k = k + 1
16: path temp(k, 1 : length) = path temp(k − 1, 1 : length)
17: end if
18: end if
19: end for
20: if k == 1 then
21: path temp1 = 0
22: else
23: path temp1 = path temp(1 : k − 1, :)
24: end if
25: Return path temp1
3.4.2 Selection of Fiber Material
According to Equation (3.13), the delay in a connection depends on the type of fiber
material as well as the wavelength. The deployment of fiber network backbone can use
any type of fiber material depending on the usage and requirement of the network quality.
We proposed a mechanism which computes the link or path quality of a fiber material
in terms of delay. Based on the link or path delay values of various fiber materials, the
mechanism selects the best one. The fiber material with different compositions, which
provides minimal delay value during path computation is considered as the best quality
material. The selection of fiber material can help for getting better quality OVPNCs.
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Figure 3.5 presents the flowchart for this mechanism. It uses the the algorithm 3.1 to
get M possible OVPNCs for a source-destination (s, d) pair. At the same time, it also
takes K number fiber materials, N number of wavelengths per connection and finally uses
the Equation (3.13) to estimate the ETED. The end computation gives a best suitable
OVPNC.
Assume a network topology with the following:
P number of ( s, d) pairs,
K number of fiber materials,
N number of wavelengths,
p = 0
Take a ( s,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) pair,
p = p + 1,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 = 0, n = 0
Find the M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 OVPN
connections,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 = 0
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m =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 + 1
Take a wavelength
n =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 + 1
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k =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 + 1
Compute the connection
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 ETED
k <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?
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Compare the connection
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Figure 3.5: Flowchart for Fiber Material Selection
31
Fiber Material Based Estimation of OVPN Connection Quality
3.4.3 Computation of Q-Factor, High Quality OVPNC and Blocking
Probability
Assume a network topology with the following:
P number of ( s, d) pairs,
K number of fiber materials,
N number of wavelengths,
p = 0
Take a ( s,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 = 0, n = 0
Find the M  possible OVPNC,
m = 0
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m = m + 1
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n = n + 1
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k =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 + 1
Compute the Q-Factor
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 <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Figure 3.6: Flowchart for Computation of Q-Factor and High Quality OVPNC
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We proposed a mechanism for the computation of Q-Factor and high quality OVPNC
for a client request. The flowchart for this mechanism is shown in Figure 3.6. According to
Equation (3.14), we have computed the Q-Factor value of a connection. By default, an high
quality OVPNC is provided to the client, which is computed from the individual Q-Factor
values of all possible OVPNCs. According to Equation (3.15), the mechanism computes
an high quality OVPNC for which the Q-Factor value is highest among all the possible
connections. The highest Q-Factor value can be provided to the client for highest level
of satisfaction. Blocking probability is computed from the number of connections blocked
with respect to the total number of connection requests from a particular connection pair
attached to several clients. This will help to measure the performances of the proposed
mechanism at different load (connection) sets. Assume NP (m,n, s, d) is the total number
of connection requested and TNCB(m,n, s, d) is the total number of connection blocked
for an (m,n) OVPN clients with (s, d) pair, then the blocking probability BP (m,n, s, d)
can be defined in percentage as
BP (m,n, s, d) =
TNCB (m,n, s, d)
NP (m,n, s, d)
× 100 (3.16)
3.5 Simulation Results and Discussion
The proposed QoS estimation technique is validated by simulation studies. An AON
of 10 nodes and 16 links is considered as per NSFNet topology. This is a widely used
benchmark network topology [3, 55, 56]. Following assumptions are made for simulation.
• All the nodes presented in the topology are of same types.
• All PER and OCR have same functionalities.
• All Links have same number of wavelengths for transmission.
• Wavelength continuity constrained is maintained for all OVPNCs.
• The value of PMD is same for all links.
Parameters considered for simulation is shown in Table 3.1. Three different fiber mate-
rials with the composition of aluminium-oxide, silicon-oxide and beta-barium borate are
considered. A 10 nodes and 16 links NSFNet is considered for simulation. It is presented
in Figure 3.7. The following sub-sections discuss the simulation results.
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Table 3.1: Parameters Used for Simulation
Parameters Values
Maximum number of wavelengths 8
Wavelength (λ) ranges in nm 1280 to 1360
Fit parameter (Aluminium-oxide) af=1.5586, bf=1.52365, cf=0.010997
Fit parameter (Silicon-oxide) af=1.30907, bf=1.04683, cf=0.01025
Fit parameter (Beta-barium borate) af=1.46357, bf=1.26172, cf=0.01628
One fiber span 70km
Pulse broadening factor (δ) 0.1
Fiber PMD parameter (DSpmd(i, j)) 0.2 ps/(km)
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Figure 3.7: NSFNet Topology Used for Simulation, the number represents the number of
spans, one span is 70km
3.5.1 Fiber Material Selection
ETED is computed for all possible connections between a source-destination OVPN
client pair. The simulation results for four pairs of source-destination (1, 8), (2, 9), (3,
7) and (4, 10) are considered. Figures (3.8 - 3.11) present the delay variations versus all
possible OVPNC reference number (OVPNCRN) by taking different fiber materials and
wavelengths for a given source-destination pair.
We noted OVPNC reference number instead of OVPNC index number. OVPNCRN is
numbered based on the length of an OVPNC and arranged in incremental order. Figure
3.8(a), (b) and (c) present the variation of connection delays with respect to OVPNCRNs
for a source-destination pair (1, 8) at wavelengths 1280nm, 1300nm and 1330nm respec-
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Figure 3.8: Computed Delay vs. OVPNCRN (Source:1, Destination:8).
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Figure 3.9: Computed Delay vs. OVPNCRN (Source:2, Destination:9).
tively. The connection delays are computed for different fiber material compositions such
as aluminium-oxide, silicon-oxide and beta-barium borate. Similar results are presented in
Figure 3.9, 3.10 and 3.11. It is observed from these figures that the fiber with silicon-oxide
composition incorporates the lowest delay. This leads to provide the best suited fiber for
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(b) Wavelength: 1300nm.
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(c) Wavelength: 1330nm.
Figure 3.10: Computed Delay vs. OVPNCRN (Source:3, Destination:7).
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(c) Wavelength: 1330nm.
Figure 3.11: Computed Delay vs. OVPNCRN (Source:4, Destination:10).
better quality OVPNC.
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3.5.2 Q-Factor Based High Quality OVPN Selection
It is clear from the simulation results presented in previous section that the material
with silicon-oxide composition has shown the highest quality as compared to others. For
Table 3.2: Simulation for the Selection of High Quality OVPN Connection and Assigned
Q-Factor, Wavelength: 1300nm
(s, d) Possible OVPNCRN Q-Factor Selected OVPNC
Pair OVPNCs (in %) and Assigned
Q-Factor
(4,10)
4→ 7→ 10 1 95.5396
4→ 7→ 10, 95.5396
4→ 7→ 6→ 8→ 10 2 93.6093
4→ 1→ 5→ 10 3 78.0078
4→ 1→ 5→ 6→ 8→ 10 4 63.6931
4→ 2→ 9→ 10 5 47.2798
4→ 1→ 2→ 9→ 10 6 66.8638
4→ 1→ 5→ 9→ 10 7 54.5941
4→ 7→ 6→ 5→ 10 8 47.2798
4→ 1→ 5→ 6→ 7→ 10 9 54.5941
4→ 2→ 1→ 5→ 10 10 58.5058
4→ 2→ 3→ 5→ 10 11 47.7698
4→ 1→ 2→ 3→ 5→ 10 12 58.5058
4→ 7→ 6→ 5→ 9→ 10 13 47.7698
4→ 2→ 1→ 5→ 6→ 8→ 10 14 58.5058
4→ 2→ 3→ 5→ 6→ 8→ 10 15 47.7698
4→ 1→ 2→ 3→ 5→ 6→ 8→ 10 16 47.7698
4→ 2→ 1→ 5→ 9→ 10 17 52.0052
4→ 2→ 3→ 5→ 9→ 10 18 42.4620
4→ 1→ 2→ 3→ 5→ 9→ 10 19 52.0052
4→ 2→ 1→ 5→ 6→ 7→ 10 20 42.4620
4→ 2→ 3→ 5→ 6→ 7→ 10 21 52.0052
4→ 1→ 2→ 3→ 5→ 6→ 7→ 10 22 42.4620
4→ 1→ 5→ 3→ 2→ 9→ 10 23 30.0872
4→ 2→ 9→ 5→ 10 24 27.5799
4→ 1→ 2→ 9→ 5→ 10 25 27.5799
4→ 2→ 9→ 5→ 6→ 8→ 10 26 27.5799
4→ 1→ 2→ 9→ 5→ 6→ 8→ 10 27 27.5799
4→ 7→ 6→ 5→ 1→ 2→ 9→ 10 28 27.5799
4→ 7→ 6→ 5→ 3→ 2→ 9→ 10 29 27.5799
4→ 2→ 9→ 5→ 6→ 7→ 10 30 25.4584
4→ 1→ 2→ 9→ 5→ 6→ 7→ 10 31 25.4584
further comparison, the simulation based on Q-Factor dependent high quality OVPN se-
lection has been performed again with the same source and destination pair. Q-Factor
is computed for all possible connections between a source-destination OVPN client pair.
Table 3.2 shows the simulation results for the computation of Q-Factor and the selection
of high quality OVPNC of a source-destination pair (4, 10). From this tabular form, it will
be easy to say that, which one will be the high quality OVPNC for a source-destination
pair of an OVPN client. Figures 3.12 - 3.15 show the simulation results for the variation of
computed Q-Factor versus OVPNCRN for (1, 8), (2, 9), (3,7) and (4, 10) OVPNC request
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pairs.
For a given source-destination (s, d) pair, we varied the wavelength as well as the com-
position of fiber material and plotted the Q-Factor versus OVPNCRN. In Figure 3.12(a),
(b) and (c), the results are presented for different fiber material compositions. From these
figures, it is clear that, which OVPNC will have the highest Q-Factor value. By default, the
connection corresponding to the highest Q-Factor value will be the high quality OVPNC
for any connection requests. These plots clearly indicate about the effect of fiber com-
position during Q-Factor computation. In all the cases of fiber composition, silicon-oxide
composition has shown the better Q-Factor value as compared to other compositions.
Similar results are shown in Figure 3.13, 3.14 and 3.15.
3.5.3 Blocking Probability
Blocking Probability is computed for all possible connections between a (s, d) OVPN
client pair. The result for two pairs of source-destination (1, 8), and (2, 9) are taken. In
this simulation, traffic pattern is considered in the form of OVPN connection requests,
which is an uniform traffic pattern for all cases of simulation. It is expected that, similar
result will apply when the traffic pattern changes. For a given (s, d) pair, we varied the
wavelength, the composition of fiber material and number of OVPNC requests and plotted
the blocking probability vs number of OVPNC requests. The Figures 3.16 and 3.17 show
the simulation results for the connection blocking probability versus OVPNC requests for
(1, 8) and (2, 9) OVPNC pairs at different wavelengths. In Figure 3.16(a), the blocking
probability is taken at single wavelength. However, in Figure 3.16(b) and (c), the number
of wavelengths are varied from 1 to 5 and 1 to 8 respectively. Similar results are shown in
Figure 3.17 (a), (b) and (c). It is clear from these results that with increase in number of
wavelengths per connection, the blocking probability decreases. The blocking probability
performance also says that the fiber with silicon-oxide composition has shown the lowest
blocking probability.
The simulations are taken by using the NSFNet topology, which has limitation of
10 nodes and 16 links. However, for larger network with more number of nodes, the
number of possible OVPNCs mentioned in Table 3.2 will be more. The Q-Factor also can
computed for any source-destination pair. In larger networks, the number of links for a
source-destination pair can be very large. Under such circumstance, the computation of
Q-Factor can be limited to 7 hops only. It is expected that, other routes will provide lower
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(b) Wavelength: 1280nm.
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(c) Wavelength: 1300nm.
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(d) Wavelength: 1330nm.
Figure 3.12: Q-Factor vs. OVPNCRN (Source: 1, Destination: 8).
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(a) Multiple wavelengths.
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(b) Wavelength: 1280nm.
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(c) Wavelength: 1300nm.
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Figure 3.13: Q-Factor vs. OVPNCRN (Source: 2, Destination: 9).
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(a) Multiple wavelengths.
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(b) Wavelength: 1280nm.
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(c) Wavelength: 1300nm.
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(d) Wavelength: 1330nm.
Figure 3.14: Q-Factor vs. OVPNCRN (Source: 3, Destination: 7).
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(a) Multiple wavelengths.
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(b) Wavelength: 1280nm.
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(c) Wavelength: 1300nm.
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Figure 3.15: Q-Factor vs. OVPNCRN (Source: 4, Destination: 10).
performance.
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(a) No. of Wavelength: 1.
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(b) No. of Wavelength: 1 to 5.
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(c) No. of Wavelength: 1 to 8.
Figure 3.16: Blocking Probability vs. No. of OVPNC Requests (Multiple Fiber, Source:
1, Destination: 8).
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(b) No. of Wavelength: 1 to 5.
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(c) No. of Wavelength: 1 to 8.
Figure 3.17: Blocking Probability vs. No. of OVPNC Requests (Multiple Fiber, Source:
2, Destination: 9).
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3.6 Conclusion
This chapter has discussed the motivation and a QoS based framework over WDM /
DWDM network. Selection of fiber material for the high quality OPVNC is done based
on i) wavelength dependent delay with different fiber material compositions, and ii) dis-
persion dependent transmission data-rate. This chapter has presented an algorithm that
computes highest Q-Factor values among for all possible OVPNCs of a connection request.
The performance analysis in terms of blocking probability clearly demonstrated the effect
of fiber material with different compositions on connection quality. The fiber with Silicon
Oxide composition can provide a better quality OVPNC due to its better performance in
blocking probability. OVPNCM performs OVPN traffic engineering at the provider edge
router, which manages the selection of high quality OVPNC. It also performs a global
computation dynamically depending upon the OVPN traffic conditions i.e., number of
OVPNC requests. The outcome of this computation is a decision criteria for the selection
of an high quality OVPNC out of multiple connections. The proposed QoS framework
is only for the control plane just before the data transmission, which will be helpful for
quality based OVPNC selection for data transmission. The simulation study has been
done using the benchmark NSFNet topology, which has a limitation of 10 nodes and 16
links.
3
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C H A P T E R 4
Total Dispersion Based Estimation
of OVPN Connection Quality
3
Preface
In the previous chapter, the analysis of QoS was based on WFC dependent delay and
TDR. It was used for selection of fiber material for the high quality OVPNC. This chapter
analyses that the estimation of QoS based on delay is not only dependent on WFC but
also on other parameters due to various dispersion effects. The computation of Q-Factor
is done at OVPNCM by considering the effect of various dispersions and wavelengths on
a fiber with silicon-oxide composition, which are prominent in high speed networks. The
goal of this chapter is to dynamically select and assign a suitable OVPNC from a set of
possible connections as per the QoS requirements of OVPN clients.
3
Total Dispersion Based Estimation of OVPN Connection Quality
4.1 Introduction
Current research in optical network mostly concentrates on dynamic and quality based
lightpath (OVPNC) setup mechanism. It is because of the increase in traffic load and the
requirement of guaranteed signal quality [57]. This mechanism can satisfy the ever growing
OVPN traffic demand from the end customer (client) and result in efficient utilization of
the physical resources in the network [58].
OVPN over IP/GMPLS over WDM/DWDM technology with QoS assurances is con-
sidered as a promising approach in next generation OVPN [37, 59]. Now-a-days, WDM
/ DWDM network has become extremely popular technology among service providers, as
they enable network capacity expansion without laying additional fibers. By using this
technology, service providers can support several generations of optical technology with-
out having to overhaul their fiber back bone networks as described in [60], and they can
expand the capacity of any given optical link by simply upgrading the multiplexers and
demultiplexers at each end. As a result, WDM/DWDM network has got a common place
in service provider’s core networks. As mentioned in [61], the GMPLS suite for rout-
ing and signaling protocols is currently the only technology that provides mechanisms for
supporting the selection of connections in optical networks.
This chapter discusses an algorithm for the computation of OVPNC quality based on
end-to-end total delay (ETETD). It occurs due to the effect of various dispersions in a
fiber. These dispersions are the dominant impairment factors at high speed transmissions
[8, 21, 46, 47]. At the time of efficient selection of OVPNC, various linear and non-linear
impairment factors have to be considered. Without PLI awareness, an OVPNC selection
algorithm cannot guarantee the desired performance. Some of the important LIs are PMD,
group velocity dispersion (GVD), component cross talk, etc. and some of the important
NLIs are FWM, SPM, XPM, scattering, etc. At high speed transmission PMD is one of
the most dominant impairment factor in optical fiber [60]. In this case, two polarization
state of fundamental mode may propagate at slightly different group velocities due to
asymmetries in fiber, which results in pulse broadening of signal and affects in TDR.
The proposed mechanism computes the Q-Factor values of all possible OVPNCs based
on various dispersion dependent ETETD and TDR. It also estimates the QoS requirement
such as data-rate and delay from the client for an OVPNC in terms of required Q-Factor.
Based on the computation of Q-Factor values, an algorithm has been proposed, that defines
a mechanism for the effective selection of OVPNC by comparing the clients requirement
and the availability of network resources.
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4.1.1 Organization of the Chapter
The rest of the chapter is organized as follows. Section 4.2 gives the mathematical
derivation of Q-Factor computation. The mechanism of OVPNC selection with wavelength
assignment is discussed in Section 4.3. The proposed algorithm is presented in Section 4.4.
The simulation results and discussion are described in Section 4.5. Finally, the work is
concluded in Section 4.6.
4.2 Computation of Q-Factor
The OVPN system model mentioned in Figure 3.1 is considered for problem formulation
and validation. It provides the layout pattern of interconnections of various elements like
links, nodes, etc. of a network system. The physical topology explained in Figure 3.3
is followed. The selection of OVPNC can be based on required Q-Factor of the client
and the availability of resources in the network, which are expressed as the computed
Q-Factor. This section explains about various QoS parameters and the estimation of Q-
Factor mechanism. The QoS parameters are normally fiber dispersion based TDR and
ETETD. The estimation mechanisms of Q-Factor can be derived as a required Q-Factor
in the client point of view or as a computed Q-Factor in the System (network) point of
view. Section 4.2.1 presents in details about estimation of required Q-Factor.
4.2.1 Estimation of Required Q-Factor
The physical topology shown in Figure 3.3 is deployed for the estimation mechanism.
In this figure, a number of connection requests for different applications are multiplexed
at the source PER, s, to destination PER, d, for an OVPNC. The problem formulations
can be based on different QoS requirements such as required data-rate (RDR) and delay
in terms of required Q-Factor (RQF). It can be defined as the ratio of RDR to the ETETD
of a connection (link). The RQF specifies the required connection quality of a connection
request.
It is assumed that OVPN client end point is attached to at most one PER. In Figure
3.3, lets the application for an OVPN clients m and n with (s, d) pair be considered as
required data-rate, RDR(m,n, s, d), and required delay, RD(m,n, s, d).
The required Q-Factor, RQF (m,n, s, d) can be formulated as
RQF (m,n, s, d) =
RDR (m,n, s, d)
RD (m,n, s, d)
(4.1)
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where, m ∈ {1, 2, . . . ,M} and n ∈ {1, 2, . . . , N}; M and N are the total number OVPN
clients attached to source, “s” and destination, “d” respectively. In a data plane, the
application runs for multiple clients in single link/group of links (connection) but with
different wavelengths tagging. The connection requests from any of the clients can be
multiplexed as per the wavelength tagging.
4.2.2 Estimation of ETETD
Delay can occur in an OVPN system due to various effects such as CD, PMD, modal
dispersion (MD), waveguide dispersion (WGD) and WFC. The details of derivations of
delay computations is discussed in [16, 62–64] and presented below.
Delay due to the effect of CD: The time delay incurred in optical fiber link (i, j) due
to CD can be expressed [16] as
DCD (i, j) = DSCD (i, j)× L (i, j)× λl (i, j) (4.2)
where, λl(i, j) is the available wavelength for the link (i, j); λl (i, j) ∈ W (i, j); l ∈ Nλ;
DSCD(i, j) is the CD coefficient; L(i, j) is the link length.
Assuming DSCD(i, j) is same for all the cases of fiber links and hence, the relationship
(4.2) can be written as
DCD (i, j) = DSCD × L (i, j)× λl (i, j) (4.3)
Delay due to the effect of PMD: The differential time delay for a fiber link due to the
effect of PMD can be expressed [16] as
DPMD (i, j) = DSPMD (i, j)×
√
L (i, j) (4.4)
where, DSPMD(i, j) is the PMD coefficient.
The PMD coefficient is assumed to be same for all the links and hence the relationship
(4.4) can be written as
DPMD (i, j) = DSPMD ×
√
L (i, j) (4.5)
Delay due to MD: The delay in a fiber link due to modal dispersion can be expressed [16]
as
DMD (i, j) =
L (i, j)× (n1 − n2)×
(
1− π/V (i, j)
)
C
(4.6)
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where, n1 and n2 are the refractive indices of core and cladding; C is the speed of light in
vacuum and V (i, j) is the frequency parameter of the fiber [56], which can be expressed
for a wavelength λl(i, j) as
V (i, j) =
2× π × a
λl (i, j)
√(
n21 − n22
)
(4.7)
where, a is the diameter of the core.
Delay due to WGD: Time delay due to WGD can be represented [16, 65] as
DWGD (i, j) =
L (i, j)× n2 ×∆×∇w
C × λl (i, j) × V (i, j)×
d2 (b (V (i, j)))
dV 2
(4.8)
where, ∇w is the spectral width of the light source; b is the normalized propagation
constant; b (V (i, j)) is the normalized frequency parameter of the fibers; ∆ is the fractional
refractive index difference and represented as
∆ =
(n1 − n2)
n1
(4.9)
and b (V (i, j)) may be represented as
b (V (i, j)) =
1− (1 +√2)2√
1 + (4 + V 4 (i, j))
(4.10)
Delay due to WFC: When a light propagates along a fiber link at certain wavelength
with different fiber composition, a delay is incurred that is known as WFC dependent
delay. It can be represented for a fiber link (i, j) pair as DWFC(i, j) and expressed as
DWFC (i, j) = af + bf × λ2l (i, j) + cf × λ−2l (i, j) (4.11)
where af , bf and cf are fiber material dependent specific constants, λl(i, j) is the wave-
length on link (i, j) and λl ∈W (i, j).
Computation of Total Delay (TD): The total root mean square (rms) delay incurred
per unit length of a fiber link (i, j) due to the effect of CD, PMD, MD, WGD and WFC.
It can be expressed [65] as
DTD (i, j) =
√(
D2PMD (i, j) +D
2
CD (i, j) +D
2
MD (i, j) +D
2
WGD (i, j) +D
2
WFC (i, j)
)
(4.12)
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The ETETD incurred in a link (i, j) with length, L(i, j), can be expressed as
ETETDc (i, j) = L (i, j)×DTD (i, j) (4.13)
The expression for ETETD for a kth OVPNC can be written as
ETETDc
(
OV PNCk(m,n, s, d)
)
=
∑
(i,j)∈OV PNCk(m,n,s,d)
ETETDc (i, j) (4.14)
where, OV PNCk(m,n, s, d) is the kth computed OVPNC for (m,n, s, d).
4.2.3 Estimation of TDR
Chapter 3 presented the concept that TDR of a link strongly depends on PMD. The
expression of TDR is derived in Equations (3.8) and (3.10). For easy readability the
relationship is presented here again.
The expression of TDR for the link (i, j) can be represented as
TDR(i, j) =
δ
DSPMD ×
√
L(i, j)
(4.15)
The expression of TDR for a kth OVPNC is derived as
TDRc(OV PNC
k(m,n, s, d)) =Min{TDR(i, j)},
∀(i, j) ∈ OV PNCk(m,n, s, d)
(4.16)
where, OV PNCk(m,n, s, d) ∈ OV PNC(m,n, s, d).
4.2.4 Estimation of Q-Factor
Computation of Q-Factor is very important for the selection of quality based OVPNC.
It can be computed for kth OVPNC with a source-destination pair (s, d) as
QFc
(
OV PNCk(m,n, s, d)
)
=
TDRc
(
OV PNCk(m,n, s, d)
)
ETETDc (OV PNCk(m,n, s, d))
(4.17)
where, m and n are clients.
The equation (4.17) represents the computed Q-Factor of an OVPNC.
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4.3 Selection of OVPNC and Wavelength Assignment
In this section, proposed selection mechanism of OVPNC and wavelength assignment
(OVPNCWA) is presented. The selection of an OVPNC is based on required and com-
puted Q-Factor. If the RQF of an OVPNC request satisfies the computed Q-Factor of a
connection, then the connection will be reserved by assigning an wavelength after checking
its availability. If there is no available wavelength, then the request will be blocked, even
though the connection satisfies the RQF. The following expression is for the mapping of
the RQF with the computed Q-Factor for all possible OVPNCs.
RQF (m,n, s, d) ≤ QFc
(
OV PNCk(m,n, s, d)
)
, ∀k (4.18)
The OVPNC request will be blocked for the following two conditions.
Case 1:
RQF (m,n, s, d) > QFc
(
OV PNCk(m,n, s, d)
)
(4.19)
Case 2:
λl (m,n, s, d) = 0, ∀l ∈ Nλ (4.20)
where, λl(m,n, s, d) is the l
th wavelength on (s, d) pair and
λl(m,n, s, d) ∈W (OV PNCk(m,n, s, d)), which is a wavelength vector of an OVPNC.
In Equation (4.20), λl(m,n, s, d) is the status of availability of wavelength at any of the
connections between s and d. This says about the business of all the available computed
connections, that states the non-availability of wavelength at any of the computed OVP-
NCs.
4.4 Proposed Algorithm
The OVPNCWA mechanism can be evaluated based on OVPNCM described in Figure
3.4. It considers three different OVPN connection types namely all possible (proposed)
OVPN, shortest OVPN and disjoint OVPN. The proposed algorithm provides an OVPNC
to the OVPN client depending on their RQF. Algorithm 4.2 states the OVPNCWA mech-
anism and the computation of blocking probability.
Algorithm 4.2 calls algorithm 4.1 to calculate the total number of OVPNCs of a source-
destination pair. Algorithm 4.2 also calls algorithm 4.3 for the computation of OVPNC
selection, assignment of Q-Factor, wavelength and computation of total number of con-
nections accepted. Once the OVPNC is selected then the corresponding Q-Factor and
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wavelength will be assigned (reserved) for the required connection request. At the same
time, it also computes the number of connections accepted, connections blocked and finally
computes the blocking probability.
Complexity: In this case, depending on the number of nodes in a network topology
time complexity can be analysed. The time occupation cost introduced in algorithm 4.2 is
treated in a similar way as with algorithm 3.1. In this case, the time complexity is O(n7),
where n is the number of nodes in a network topology.
Algorithm 4.1: Compute Total OVPNC
1: {Data: NT , Nλ,AllPossibleOV PNC, ShortestOV PNC, DisjointOV PNC, Result:
HH}
2: if nt = 1 then
3: HH = sizeof(AllPossibleOV PN)
4: else if nt = 2 then
5: HH = sizeof(ShortestOV PN)
6: else if nt = 3 then
7: HH = sizeof(DisjointOV PN)
8: end if
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Algorithm 4.2: OVPN Selection Wavelength Assignment
1: {Data: Simulation network topology, Parameters for Simulation, SD, s, d, NT , NI,
Nλ, RQF , NP , cgroup, Result: HH, ETETDc, DRc, QFc, W , TNCB, TNCA and
BP }
2: Initialization: QF = [ ], cgroup = [1 15 25 50 100 150 200 250]
3: Compute AllPossibleOV PNC, ShortestOV PNC and DisjointOV PNC
4: for sd = 1→ SD do
5: for nt = 1→ NT do
6: Compute HH
7: for hh = 1 : HH do
8: for l = 1 : Nλ do
9: Initialize w(hh, l)
10: end for
11: end for
12: for ni = 1→ NI do
13: for hh = 1 : HH do
14: for l = 1 : Nλ do
15: Initialize w(hh, l)
16: Compute ETETDc(hh, l)
17: Compute TDRc(hh, l)
18: Compute QFc(hh, l)
19: end for
20: end for
21: NP = cgroup(ni)
22: for k = 1 : NP do
23: Select OVPNC
24: Assign Q− Factor, wavelength and Compute TNCA
25: end for
26: Compute BP (nt, ni) = (NP−TNCA)×100NP
27: end for
28: end for
29: end for
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Algorithm 4.3: Select OVPNC Assign Q-Factor Wavelength Compute TNCA
1: {Data: NP , HH, Nλ, W , RQF , QFc, Result: Selected OVPNC, Assigned Q-Factor,
Assigned wavelength and bpc }
2: for k = 1 to NP do
3: status(k) = 1
4: for hh = 1 to HH do
5: if status(k) = 1 then
6: connection(k) is already checked
7: else
8: for l = 1 to Nλ do
9: if RQF ≤ QFc(hh, l) then
10: connection(k) is accepted and OVPNC hh will be selected
11: Assigned Q-Factor
12: QFc(hh, l) = 0
13: Assigned wavelength is l
14: w(hh, l) = 0
15: status(k) = 1
16: No. of connection accepted
17: TNCA = TNCA+ 1
18: break
19: else
20: Reject connection(k)
21: end if
22: end if
23: end for
24: end for
25: end for
4.5 Simulation Results and Discussions
Following assumptions are made for simulation.
• All the nodes presented in the topology are of same types.
• All PER and OCR have same functionalities.
• All Links have same number of wavelengths for transmission.
• Wavelength continuity constrained is maintained for all OVPNCs.
• The value of PMD, CD, MD and WGD are same for all links.
Parameters considered in simulation is shown in Table 4.1. A fiber materials with the
composition of silicon-oxide is considered. The spectral width (line width) is considered
as 5nm, which is an acceptable value. A 10 nodes (routers) and 16 links NSFNet pre-
sented in Figure 3.7 is considered for simulation. In this simulation, traditional first-fit
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Table 4.1: Parameters Used for Simulation
Parameters Values
Maximum number of wavelengths 8
Wavelength (λ) ranges in nm 1280 to 1360
Fit parameter (Silicon-oxide) af=1.30907, bf=1.04683, cf=0.01025
One fiber span 70km
Spectral width (∇w) 5nm
Pulse broadening factor (δ) 0.1
PMD coefficient (DSPMD) 0.2 ps/(km)
1/2
CD coefficient (DSCD) 2.7 ps/nm− km
WA technique is employed along with Q-Factor assignment for a single or group of connec-
tion request. The proposed mechanism is analyzed by using three different OVPN types
such as all possible, shortest and disjoint OVPN. All possible OVPN type is used and
compared with other two traditional type of OVPNs. The attained results say that, how
the OVPNCWA algorithm can help to assign a Q-Factor (wavelength) and compute the
blocking probability for a given network. In order to get the best suitable connection, all
the cases of OVPN types use Q-Factor as a quality parameter, which is the representation
of TDR and ETETD. The following sub-sections discuss the simulation results.
4.5.1 Q-Factor and Wavelength Assignments
Figures 4.1 to 4.3 present the simulation results for Q-Factor with respect to OVP-
NCRN of an OVPN client source-destination pair (4, 10) with a RQF of 45 at single
wavelength.
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Figure 4.1: Q-Factor vs. OVPNCRN (All Possible OVPN, Source: 4, Destination: 10, No.
of Wavelengths: 1).
In case of all possible OVPNs, it is observed that three connections are disjoint out of
total 31 connections. The results are obtained by taking different wavelengths per con-
nection. The OVPNCRN is an index assigned for an OVPNC. All the plots say about the
OVPNC quality in terms of Q-Factor values before and after OVPNCWA. The Q-Factor
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Figure 4.2: Q-Factor vs. OVPNCRN (Shortest OVPN, Source: 4, Destination: 10, No. of
Wavelengths: 1).
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Figure 4.3: Q-Factor vs. OVPNCRN (Disjoint OVPN, Source: 4, Destination: 10, No. of
Wavelengths: 1).
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Figure 4.4: Q-Factor vs. OVPNCRN (Disjoint OVPN, Source: 4, Destination: 10, No. of
Wavelengths: 5).
and WA to an OVPNC request are done by considering 8 number of OVPN connection
request groups starting from group 1 to group 8, where group 1, group 2, group 3, group
4, group 5, group 6, group 7 and group 8 contains 1, 15, 25, 50, 100, 150, 200 and 250
number of connection requests respectively. The request groups are also known as Erlang
in networking term. Erlang is the load (traffic) applied to the network. After wavelength
and Q-Factor assignment as per OVPNC requirements, the Q-Factor values become zeros
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Figure 4.5: Q-Factor vs. OVPNCRN (Shortest OVPN, Source: 4, Destination: 10, No. of
Wavelengths: 5).
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Figure 4.6: Q-Factor vs. OVPNCRN (Disjoint OVPN, Source: 4, Destination: 10, No. of
Wavelengths: 5).
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Figure 4.7: Q-Factor vs. OVPNCRN (All Possible OVPN, Source: 4, Destination: 10, No.
of Wavelengths: 8).
for the respective connection requests. Let us take the example for the case of all possible
OVPN type by taking 8th group containing 250 connection requests with RQF of 45, where
each OVPNC request will be assigned only one wavelength. For all possible OVPN case,
the available Q-Factor values before connection requests and after connection requests are
presented in Figure 4.1(a) and 4.1(b). It is clear from these plots that out of 250 connec-
tion requests only 10 are assigned to wavelengths and Q-Factor values and the remaining
55
Total Dispersion Based Estimation of OVPN Connection Quality
1 2 3 4 5 6 7 80
20
40
60
80
100
OVPNC/Wavelength Reference Number
Q−
Fa
cto
r (
%)
Before OVPNCWA, (s, d) Pair: (4, 10), OVPN Type: Shortest
 
 
For Wavelength 1230nm, 1250nm, 1270nm, 1290nm,
1320nmm, 1340nm,1350nm and 1360nm
(a) Before OVPNCWA.
1 2 3 4 5 6 7 80
20
40
60
80
100
OVPNC/Wavelength Reference Number
Q−
Fa
cto
r (
%)
After OVPNCWA, (s, d) Pair: (4, 10), OVPN Type: Shortest, RQF: 45, Group: 8
 
 
For Wavelength 1230nm, 1250nm, 1270nm, 1290nm,
1320nmm, 1340nm,1350nm and 1360nm
No free OVPNC/Wavelengths
Assigned OVPNC/Wavelengths
(b) After OVPNCWA for Group 8 with RQF 45.
Figure 4.8: Q-Factor vs. OVPNCRN (Shortest OVPN, Source: 4, Destination: 10, No. of
Wavelengths: 8).
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Figure 4.9: Q-Factor vs. OVPNCRN (Disjoint OVPN, Source: 4, Destination: 10, No. of
Wavelengths: 8).
connections are blocked. In this case, the blocking probability will be (250 - 10)/250 =
0.96, which is 96 in percentage. Similar results are presented in Figure 4.4 to 4.9 with
different wavelengths. With increase in number of wavelengths per connection, the avail-
abilities of wavelengths (connections) increases. Due to this, more number of connection
requests per group are accepted.
4.5.2 Blocking probability
The Figures 4.10(a), 4.10(b) and 4.10(c) present the simulation results for the con-
nection blocking probability with respect to the number of OVPNC requests of a source-
destination pair (4, 10). In this simulation, an uniform traffic pattern in form of OVPN
connection requests is considered. These plots are presented with variations of wavelengths
for all possible, shortest and disjoint OVPNC types. All the plots show the comparison of
all the OVPNC types. Shortest OVPN type has only one connection, which leads to high
blocking probability of OVPN client request. The disjoint OVPN type has more number
of connections and provides the client with more available resources. It is reasonable to
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say that the disjoint OVPN type can provide more OVPN connections and hence blocking
probability is less as compared to shortest OVPN type. All possible OVPN type provides
more connections and accordingly more number of wavelengths are available. It can lead
to less blocking probability for a single or group of OVPNC requests as compared to the
other two cases. A significant improvement in blocking probability is achieved by using
all possible OVPN case. It can also be well understood that for all the cases, when the
number of wavelength increases the blocking probability decreases. When the number of
wavelength per connection increases, the blocking probability decreases significantly. In
all cases, the performance of all possible OVPNC type shows better results with increase
range of wavelengths.
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Figure 4.10: Blocking Probability vs. No. of OVPNC Requests (Source: 4, Destination:
10, RQF: 45.)
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4.6 Conclusion
This chapter presents a QoS estimation technique based on dispersion effects and uses
it for the selection of OVPNC over WDM/DWDM network. We proposed an OVPN se-
lection and WA mechanism by mixing of network and physical layer concepts in order to
provide the end-to-end guaranteed OVPNC. The performance analysis is done in terms
of blocking probability based on estimated Q-Factor. The QoS estimation technique has
been evaluated for the selection of OVPNC by using three different OVPN types namely,
shortest OVPN, disjoint OVPNs and all possible OVPNs. The proposed mechanism for
the selection of OVPN is based on the required Q-Factor of the clients and the computed
Q-Factor of the computed connections, which can provide a guaranteed OVPNC to the
end clients. In principle, if the selection of OVPNC is being done based on the require-
ment of either TDR or delay, then the selected OVPNC might not be suitable for other
requirements. In case of OVPNC selection based on Q-Factor, the selected OVPNC is
expected to suit both the requirements.
3
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C H A P T E R 5
Noise and Eye Penalty Based
Estimation of OVPN Connection
Quality
3
Preface
In a WDM/DWDM network, LI constraints have high impact on connection quality. In the
previous chapter, we have seen the effect of LIs on computation of link delays and TDR.
The Q-Factor of an OVPNC was computed based on the above said parameters. This
chapter deals with the noise and eye penalty based on the effect of LIs such as CD, PMD
and ASE noise. A centralized controlled mechanism to estimate QoS in terms of Q-Factor
based on noise and eye penalty is proposed here. The estimation technique is used for
the selection of OVPNC out of multiple connections for any source-destination pair. This
work also demonstrates the selection of OVPNC by assigning highest or required Q-Factor.
3
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5.1 Introduction
Day-to-day growth in telecommunication network requires applications such as dy-
namic OVPN [36, 37] routing and re-routing with guaranteed QoS. The quality of OVPN
routing in WDM/DWDM network not only depends on the network layer but also on the
physical layer. The degradation of OVPNC quality occurs due to the effect of PLI con-
straints, which are broadly classified as linear and non-linear impairments [8]. The terms
linear and non-linear in fiber optics mean intensity-independent and intensity-dependent
impairments respectively. The LIs are static in nature and NLIs are dynamic in nature.
The NLIs strongly depend on the current allocation of route and wavelength, i.e., on the
current status of an allocated OVPNC. Moreover, the allocation of route and wavelength
for a new OVPNC request affects the existing OVPNC in the network. Further, a guar-
anteed QoS based OVPNC requires a good control manager by the service provider. It
should be applied at every router. We termed this as OVPNCM. It can be centralized or
distributed. To obtain a guaranteed service for a client application, a centralized OVP-
NCM with network layer and physical layer impairment constraints are considered [22,66]
in this design. Such application might require a wide range of QoS guarantees from the
service provider.
In this work, the computation of QoS for an OVPNC has been expressed in terms of
LI based Q-Factor. The network model of Georgiadis et al. [67] and Glasmann et al. [68] is
adopted with LI constraints. The main focus of this chapter is on LI constraints, which are
defined as the parameter effect in the physical layer while establishing a source-destination
connection. A LI model with a simple OVPNC selection mechanism is considered for a
set of client applications. The objective is when and how to select an OVPNC for a
single or group of connection requests at the access router. This problem can be solved
by formulating a centralized mathematical control model for all the optical routers (ORs)
based on the idea of differentiated services [35] to maintain the QoS for the incoming
OVPN traffics.
5.1.1 Organization of the Chapter
The rest of the chapter is organized as follows. Section 5.2 gives the description of
OVPN system model and problem formulation. The OVPN selection mechanism is dis-
cussed in Section 5.3. The Simulation results and discussion are described in Section 5.4.
Finally, the work is concluded in Section 5.5.
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5.2 OVPN System Model and Problem Formulation
We assumed a generic OVPN system model for problem formulation as mentioned in
Figure 3.1. The physical topology mentioned in Figure 3.3 was adopted. Assuming the
connectivity and wavelength availability in a system as mentioned in Equation 3.1 and 3.2
respectively, the problem of selection of OVPNC can be based on the required Q-Factor of
the client and the availability of resources in the network in terms of computed Q-Factor.
The connection in an optical network involves with various LIs. The LIs have high
impact on the overall network performance. In order to get a suitable OVPNC based on
the link cost, it is needed to express LI constraints in terms of Q-Factors of a connection
as mentioned in [69]. The link cost, LC(i, j), for link (i, j) of a source-destination pair
(s, d) can be expressed as
LC(i, j) =
Nλ(i,j)∑
k=1
10 log [Qi/Qj ]
Nλ(i, j)
(5.1)
where, Nλ(i, j) is the total number of wavelengths at link (i, j); Qi and Qj are the Q-Factor
measurements of ith and jth node respectively.
Further according to Tzanakaki et al. [70]
Qi
Qj
=
1
δeye (i, j)× δnoise (i, j) (5.2)
where, δeye(i, j) and δnoise(i, j) are the eye penalty and noise penalty at link (i, j) respec-
tively.
Equation (5.1) can also be written as
LC(i, j) =
Nλ(i,j)∑
k=1
10 log10
[
1
δeye(i,j)×δnoise(i,j)
]
Nλ(i, j)
(5.3)
Due to amplifier spans, the channel launch power can be relatively low without significant
penalties due to the noise accumulation. The eye related penalty occurs due to the effect
of linear physical impairments such as PMD and CD. The noise related penalty occurs due
to the effect of ASE and crosstalk. The noise related penalty δnoise(i, j) can be expressed
as
δnoise (i, j) =
pj
pi
× 1√
F
(5.4)
where, pi and pj are the signal powers at ith and jth node respectively; F is the noise
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figure; pj = pie−αL(i,j); α is the attenuation constant; L(i, j) is the link length.
Equation (5.4) can be written as
δnoise (i, j) =
1√
F
× e−αL(i,j) (5.5)
The eye related penalty δeye(i, j) can be expressed as
δeye (i, j) = δPMD (i, j)× δCD (i, j) (5.6)
where, δPMD(i, j) is the polarization mode dispersion factor and δCD(i, j) is the chromatic
dispersion parameter.
δPMD can be derived from Equation (3.8) as
δPMD = TDR(i, j)×DSPMD (i, j)×
√
L(i, j) (5.7)
Equation (5.6) also can be written as
δeye (i, j) = TDR (i, j)×DSPMD (i, j)×
√
L (i, j)× δCD (i, j) (5.8)
where, TDR(i, j) is the transmitted data-rate; DSPMD(i, j) is the PMD parameter; L(i, j)
is the link length.
Assuming DSPMD(i, j) and δCD(i, j) are same for all the links, Equation 5.8 can be
represented as
δeye (i, j) = TDR (i, j)×DSPMD ×
√
L (i, j)× δCD (5.9)
Let us take kth OVPN connection, OV PNCk(m,n, s, d) of (m,n) client with (s, d) pair
for which the total connection cost, TCC(OV PNCk(m,n, s, d)), can be expressed as
TCC
(
OV PNCk (m,n, s, d)
)
=
∑
(i,j)∈OV PNCk(m,n,s,d)
LC(i, j) (5.10)
The Q-Factor of kth OVPN connection, QFc(OV PNC
k(m,n, s, d)), can be defined as the
inverse of the total connection cost. It can be mathematically written as
QFc
(
OV PNCk (m,n, s, d)
)
=
1
TCC (OV PNCk (m,n, s, d))
(5.11)
where, OV PNCk(m,n, s, d) ∈ SOV PNC(m,n, s, d), which is a set of connections and
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represented as
SOV PNC(m,n, s, d) =
{
OV PNC1, OV PNC2, ..., OV PNCK
}
(5.12)
5.3 OVPN Selection Mechanism
OVPN Selection Mechanism can be evaluated based on OVPNCM mentioned in Figure
3.4. The selection mechanism helps to select an OVPNC from the available connections
based on highest or required Q-Factor for an (m,n) client pair. First of all, a set of
possible OVPNCs will be computed along with estimation of Q-Factor using algorithm
3.1 and Equation 5.11. Then, it will be decided whether to select the connection based
on highest or required Q-Factor. The comparison takes decision for the selection of an
OVPNC to the requested services. The two cases of OVPNC selection mechanism are
explained as follows.
Case I: Selection of OVPNC Based on Highest Q-Factor
Assuming there are K number of possible OVPNCs with different Q-Factor values
computed for an (m,n) client request with a source-destination pair (s, d). The connec-
tion among them with the highest Q-Factor value will be represented as the high quality
OVPNC. In this case, the client needs only the best connection without any requirement
(demand) of Q-Factor and accordingly OVPNCM assigns the high quality OVPNC to that
client.
Let QFc(OV PNC
k(m,n, s, d)) is the computed Q-Factor of kth OVPNC. k is also known
as the OVPNC reference (index) number and k ∈ {1, 2, 3...K}. The highest Q-Factor and
OVPNC can be obtained from the following equation.
QFh (m,n, s, d) =Max
{
QFc
(
OV PNCk(m,n, s, d)
)}
, ∀k (5.13)
Case II: Selection of OVPNC Based on RQF
In this case, client needs a connection with a RQF as per his application. The selection
of OVPNC among the K number of possible connection will be based on the required Q-
Factor for which only two different scenarios for the selection of OVPNC are considered.
Scenario 1: The RQF is less than or equal to the computed Q-Factor.
RQF (m,n, s, d) ≤ QFc
(
OV PNCk (m,n, s, d)
)
, ∀k ∈ K (5.14)
The connection, which satisfies the above equation will be selected for the client.
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Scenario 2: The RQF is greater than the computed Q-Factor.
RQF (m,n, s, d) > QFc
(
OV PNCk (m,n, s, d)
)
, ∀k ∈ K (5.15)
If Equation 5.15 is satisfied, then the requested OVPNC will be blocked. If multiple
connections are satisfied for a Q-Factor request, then the 1st shortest OVPNC will be
assigned.
In both the above cases, the selection of OVPNCWA is done after checking the satis-
faction level of Q-Factor.
5.4 Simulation Results and Discussion
Following assumptions are made for simulation.
• All the nodes presented in the topology are of same type.
• All PER and OCR have same functionalities.
• All Links have same number of wavelengths for transmission.
• Wavelength continuity constrained is maintained for all OVPNCs.
• The value of PMD and CD are same for all the links.
Parameters considered for simulation is shown in Table 5.1. A 10 nodes (routers) and 16
links NSFNet presented in Figure 3.7 is considered for simulation.
Table 5.1: Parameters Used for Simulation
Parameters Values
Maximum number of wavelengths per link 8
Wavelength (λ) ranges in nm 1280 to 1360
One fiber span 70km
Pulse broadening factor (δ) 0.1
PMD coefficient (DSPMD) 0.2 ps/(km)
1/2
Attenuation Constant(α) 0.15dB
Chromatic dispersion (δCD) 3000ps
Noise Figure(F ) 0.4dB
In the simulation, Equations 5.14 and 5.15 are used for performance analysis, which
indicates whether the requested OVPN service is accepted or blocked. The service accepted
means the connection along with a wavelength will be assigned to the client and where as
blocked means connection can’t be provided due to unavailability of resources.
The following sub-sections discuss the simulation results.
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5.4.1 Selection of OVPN Connection
The simulation results for the selection of OVPNCs with and without the required
Q-Factor for a single or group of connection requests are described below. The simulation
is done by taking three cases of OVPN type such as all possible, shortest and disjoint
OVPN. Two cases of OVPN selection (assignment) mechanism mentioned in Section 5.3
are explained as follows.
Both the cases are considered for the selection of OVPNC and the result is presented.
We have assumed a source-destination pair (4, 10) and presented the computation of OVP-
NCs with length for all possible, disjoint, and shortest OVPNCs in Table 5.2, Table 5.3
and Table 5.4 respectively. Here, each connection is assigned with a connection refer-
ence (index) number except shortest OVPN, whose reference numbers are taken based on
number of wavelengths.
Table 5.2: Computation of All Possible OVPN Connections with Assigned Connection
Reference Number
(s, d) Possible OVPNCRN Length of
Pair OVPNCs OVPNC (in km)
(4,10)
4→ 7→ 10 1 280
4→ 7→ 6→ 8→ 10 2 350
4→ 1→ 5→ 10 3 420
4→ 1→ 5→ 6→ 8→ 10 4 420
4→ 2→ 9→ 10 5 420
4→ 1→ 2→ 9→ 10 6 420
4→ 1→ 5→ 9→ 10 7 420
4→ 7→ 6→ 5→ 10 8 420
4→ 1→ 5→ 6→ 7→ 10 9 420
4→ 2→ 1→ 5→ 10 10 560
4→ 2→ 3→ 5→ 10 11 560
4→ 1→ 2→ 3→ 5→ 10 12 560
4→ 7→ 6→ 5→ 9→ 10 13 560
4→ 2→ 1→ 5→ 6→ 8→ 10 14 560
4→ 2→ 3→ 5→ 6→ 8→ 10 15 560
4→ 1→ 2→ 3→ 5→ 6→ 8→ 10 16 560
4→ 2→ 1→ 5→ 9→ 10 17 630
4→ 2→ 3→ 5→ 9→ 10 18 630
4→ 1→ 2→ 3→ 5→ 9→ 10 19 630
4→ 2→ 1→ 5→ 6→ 7→ 10 20 630
4→ 2→ 3→ 5→ 6→ 7→ 10 21 630
4→ 1→ 2→ 3→ 5→ 6→ 7→ 10 22 630
4→ 1→ 5→ 3→ 2→ 9→ 10 23 770
4→ 2→ 9→ 5→ 10 24 840
4→ 1→ 2→ 9→ 5→ 10 25 840
4→ 2→ 9→ 5→ 6→ 8→ 10 26 840
4→ 1→ 2→ 9→ 5→ 6→ 8→ 10 27 840
4→ 7→ 6→ 5→ 1→ 2→ 9→ 10 28 840
4→ 7→ 6→ 5→ 3→ 2→ 9→ 10 29 840
4→ 2→ 9→ 5→ 6→ 7→ 10 30 910
4→ 1→ 2→ 9→ 5→ 6→ 7→ 10 31 910
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Table 5.3: Computation of Disjoint OVPN Connections with Assigned Connection Refer-
ence Number
(s, d) Disjoint OVPNCRN Length of
Pair OVPNCs OVPNC (in km)
(4,10)
4→ 7→ 10 1 280
4→ 1→ 5→ 10 2 420
4→ 2→ 9→ 10 3 420
Table 5.4: Computation of Shortest OVPN Connection with Assigned Connection Refer-
ence Number
(s, d) Shortest OVPNC/Wavelength Length of
Pair OVPNC Reference OVPNC (in km)
Number
(4,10) 4→ 7→ 10 1 280
Figures 5.1 to 5.3 present the Q-Factor analysis for a source-destination pair (4, 10) at
wavelengths 1230nm and 1250nm.
0 5 10 15 20 25 30 350
20
40
60
80
100
OVPN Connection Reference Number
Q−
Fa
cto
r (
%)
Before OVPNCWA, (s, d) Pair: (4, 10), OVPN Type: All Possible
 
 
For Wavelength 1230nm
For Wavelength 1250nm
(a) Before OVPNC/Wavelength Assignment.
0 5 10 15 20 25 30 350
10
20
30
40
50
60
70
OVPN Connection Reference Number
Q−
Fa
cto
r (
%)
After OVPNCWA, (s, d) Pair: (4, 10), OVPN Type: All Possible, RQF: Highest, Group:3
 
 
For Wavelength 1230nm
For Wavelength 1250nm
Assigned OVPNC with Wavelength 1230nm, OVPNCR 1
Assigned OVPNC with Wavelength 1250nm, OVPNCR 2
Assigned OVPNC with Wavelength 1230nm, OVPNCR 3
(b) After OVPNC/Wavelength Assignment, RQF:
Highest.
0 5 10 15 20 25 30 350
20
40
60
80
100
OVPN Connection Reference Number
Q−
Fa
cto
r (
%)
After OVPNCWA, (s, d) Pair: (4, 10), OVPN Type: All Possible, RQF: 50, Group: 3
 
 
For Wavelength 1230nm
For Wavelength 1250nm
Assigned OVPNC with Wavelength 1250nm, OVPNCR 2
Assigned OVPNC with Wavelength 1230nm,
OVPNCR 1
Assigned OVPNC with
Wavelength 1230nm, OVPNCR 3
(c) After OVPNC/Wavelength Assignment, RQF:
45.
Figure 5.1: Q-Factor vs. OVPNCRN (All Possible OVPN, Source: 4, Destination: 10, No.
of Wavelengths: 2, Group:3).
In all cases, the Q-Factor values are taken before and after the selection of OVPNC
for a group of connection requests. Figure 5.1(a) shows the possible connection qualities
when there is no requests from the clients. The available connections (wavelengths) are
presented in this figure. The OVPNC request (OVPNCR) comes with a group, where a
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Figure 5.2: Q-Factor vs. OVPNCRN (Shortest OVPN, Source: 4, Destination: 10, No. of
Wavelengths: 2, Group:3).
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Figure 5.3: Q-Factor vs. OVPNCRN (Disjoint OVPN, Source: 4, Destination: 10, No. of
Wavelengths: 2, Group:3).
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group may have multiple requests. The connection request are assigned based on highest
or required Q-Factor, which are shown in figure 5.1(b) and 5.1(c) respectively. Similar
results are shown in Figure 5.2 and 5.3 for shortest and disjoint OVPN case. When the
RQF of a connection request is highest (maximum), an OVPNC with highest Q-Factor
value among rest of the available connections is assigned. In other case, the RQF value
has a specific value and based on that an OVPNC is assigned. It is clear from the results
that most of the connections are assigned in case of all possible OVPN type for highest
Q-Factor requirement.
5.4.2 Performance Analysis
Figures 5.4(a) to 5.4(f) manifested the performance analysis in terms of blocking prob-
ability. This simulation uses an uniform traffic pattern in the form of OVPN connection
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(e) No. of Wavelength: 7, RQF: Highest.
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Figure 5.4: Blocking Probability vs. No. of OVPNC Requests (Source: 4, Destination:
10.)
68
5.5 Conclusion
requests. The simulations are taken for two of the cases mentioned in Section 5.3 by tak-
ing different wavelengths. Figures 5.4(a) and 5.4(b) are plotted with single wavelength.
Similar results are presented in Figures 5.4(c) to 5.4(f) at different wavelengths. It is
observed from these results that the blocking probability reduces when the number of
wavelengths increases. The simulation results are shown for the selection of OVPNC for
an OVPN client pair based on the highest and required Q-Factor. In both the cases, the
performance analysis has been done rigorously. In Case I, an high quality OVPNC with
highest Q-Factor value is assigned to the client. In Case II, an OVPNC is assigned as
per the required Q-Factor. In case of highest Q-Factor and all possible OVPN type, the
performance is better than other cases.
5.5 Conclusion
This chapter presents a LI based OVPN System model for the computation of OVPNC
quality. We also proposed an OVPN selection mechanism for two cases of quality require-
ments such as highest and required Q-Factor of a connection request. The proposed mech-
anism has been demonstrated in the simulation results. During computation, multiple
links are used to establish an OVPN connection. A link can have multiple spans of fiber,
where each span is of 70km. Hence, a connection can be established with multiple spans
of fiber, where re-generators or erbium-doped fiber amplifier (EDFA) is used for signal
amplification at each span depending on its length. Today the best of the best fiber allows
transmission up to 400km and after that it needs re-generators/EDFA. From the results,
it can be concluded that, there are various ways of OVPNC selection mechanisms, but
one out of those can be adopted based on the type of QoS requirements. The proposed
mechanism is used by a centralized OVPN system, where the OVPNC information are
analyzed and managed by the OVPNCM of a service provider. That’s why the complete
framework can be very useful for a service provider network.
3
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C H A P T E R 6
Hybrid Impairment Based
Estimation of OVPN Connection
Quality
3
Preface
The last chapter discussed the effects of LIs on noise and eye penalty, which were used for
the computation of Q-Factor of an OVPNC. This chapter deals with the hybrid mixing
effects of LIs and NLIs on connection quality (CQ). The presence of PLIs in high speed
OVPN over WDM/DWDM network degrades the CQ. The CQ can be affected further by
the increasing demand of connections and data speed. It is important to have an efficient
OVPNCM to maintain the CQ. OVPNCM can ensure better quality of transmission to
the OVPN clients. Traditional routing and RWA algorithms have less impacts on PLIs
and cannot provide guaranteed OVPNC quality. In order to achieve a guaranteed CQ, we
proposed a WA scheme and a hybrid crosstalk model based on linear IB and nonlinear
FWM crosstalk. The hybrid crosstalk is used for the estimation of Q-Factor of an OVPNC.
The performance of the proposed WA scheme with the hybrid crosstalk model is demon-
strated. The results show that, the proposed hybrid crosstalk model with WA scheme not
only provides a guaranteed OVPNC, but also improves the OVPN performance in terms
of blocking probability.
3
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6.1 Introduction
Network layer assumes that the physical layer is ideal, i.e. it does not have PLIs while
making a routing decision. However, in reality the physical layer is never free from PLIs,
which significantly affects the CQ during data transmission. In order to guarantee a CQ at
the lightpath (OVPNC) level, a cross layer optimization method [21] should be adopted.
RWA schemes in an OVPNC setup assume that the optical medium carries information
with zero bit-error. However, in reality the transmission impairments occur due to the non-
ideal nature of fiber components such as OXC, OADM etc. It may significantly affects the
CQ. Sometimes signal is received with unacceptable bit-error rate (BER), which makes
difficult to provide a desired quality to the connection request. Poor CQ necessitates to
analyze the impact of impairments during the selection of OVPNC.
During the past few years, there has been extensive research on optical transparency
and PLIs. Transparency leads to more economic and scalable networks without signal
regeneration at the intermediate nodes. In a transparent network, data remain in optical
domain between a source-destination pair. Noise and signal distortion due to PLIs accumu-
lates as the signal travels through the OVPNCs and causes significant signal degradation.
At the destination, the accumulated noise makes it unusable due to high BER.
In an optical network, the task of selecting an OVPNC is done at the network layer,
which assumes that the underlying physical layer is ideal. Many PLI aware RWA algo-
rithms have been proposed in the literature. We briefly describe few of them [21, 71–73].
Most of them have considered LIs because of simplicity and their effect on end-to-end
connections might be estimated from link parameters, hence can be handled as a con-
straint on routing [8,21]. There are few articles, where authors have taken only NLIs into
consideration [48, 49, 69, 74] because of low complexity.
In the last few years, a lot of research have been carried out on PLI based routing
algorithm. Huang et al. [21] considered ASE and PMD as PLIs and expressed the QoT in
terms of OSNR. I. Tomkos et al. [69] proposed a Q-Factor model based on ASE, FWM and
XPM. Similarly, N. Sengezer et al. [72] formulated a Q-Factor model by considering ASE,
IB Crosstalk and PMD parameters. C. Politi et al. [74] proposed a Q-Factor model by using
FWM, XPM and optical signal-to-noise ratio (OSNR) parameters. Ramamurty et al. [75]
proposed the first PLI constrained based RWA algorithm taking ASE into consideration.
They evaluated BER as the QoT parameter and allowed the lightpath that satisfies the
threshold i.e., in terms of BER requirements.
In most cases, the probability density function of the overall noise is assumed to be
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Gaussian due to its simplicity. However, the Gaussian model, despite its simplicity, cannot
accurately describe the signal crosstalk noise, especially when the number of interfering
channels are not very large. Though the central limit theorem is a good reason to use
Gaussian approximation for reasonable large number of crosstalk, but for a small size mesh
or ring network, where the number of crosstalk elements are small, this approximation
gives inaccurate results. Therefore several non-Gaussian models have been developed for
better estimation of system performance. Table 6.1 presents different approximations and
assessment methods used by various authors with their applications as compared to our
proposed model. It may be noted that, Gaussian, Gram-Charlier series and Saddle-point
approximation methods are often computationally complex and take more time to evaluate
the Q-Factor/BER during OVPNC selection. We have followed a simplified approach for
Q-Factor calculation based on Taylor series expansions given by [76, 77] because of low
complexity.
Table 6.1: Literature Survey
Authors Model RWA Remarks
Name used Schemes
K. Ho, 1999 [23] Gram-Charlier Not A Correction
series considered to Gaussian
approximation
I. T. Saddle-point Not A Correction to
Monroy approximation considered to Gaussian
et al., 2006 [78] approximation
S. D. Dods Taylor series Not Accurate model
et al., 2005 [76] expansions considered for low level
crosstalk
S. Sarakar Taylor series Not Accurate and
et al. [77] expansions considered simple model for
with simplified low level of
approach crosstalk
J. He Gaussian Considered Simplest but
et al., 2010 [79] approximation found to be
over estimating
the system
degradation
especially when
no. of crosstalk
components are low
In this chapter, the hybrid impact of IB and FWM crosstalk on OVPNC quality is
investigated. A WA scheme with the consideration of hybrid crosstalk is proposed for the
selection of guaranteed OVPNC quality. The CQ is expressed in terms of Q-Factor and
can be defined as the inverse of BER.
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6.1.1 Organization of the Chapter
The rest of the chapter is organized as follows. Section 6.2 gives a brief discussion on
the Crosstalk model. Hybrid crosstalk and WA dependent OVPNC selection mechanism
are discussed in Section 6.3. The description of Proposed inner-outer band (PIOB) WA
scheme is discussed in Section 6.4. The Simulation results and discussions are described
in Section 6.5. Finally, the work is concluded in Section 6.6.
6.2 Crosstalk Model
The OVPN system model, layered pattern and physical topology mentioned in Figures
3.1, 3.2 and 3.3 respectively are considered here. In high-capacity optical networks, chan-
nels with multiple wavelengths are deployed to provide data-rate of the range of 10Gbps or
higher per channel. Hence, the number of wavelengths per channel in a fiber has to be very
large, but it is limited by the bandwidth of the optical devices, such as optical amplifier.
For efficient use of the amplifier bandwidth, it is necessary to make the wavelength channel
spacing closer.
Optical wavelength selective components along a lightpath generally have a limitation
to distinguish the closely-spaced wavelength channels resulting in system impairment and
crosstalk. Combined optical power of the wavelength channels is also so high that the fiber
can no longer be treated as a linear medium. Crosstalk leads to significant degradation of
signal quality and should be considered during RWA. Following this, the proposed hybrid
crosstalk model is analysed. The proposed model is a mixture of linear IB and non-linear
FWM crosstalk. For the sake of completeness, the following sub-section describes the IB
and FWM crosstalk.
6.2.1 In-band Crosstalk
IB Crosstalk model is adopted from [73, 75–77, 80] with some modification. In WDM
/ DWDM network, data can be sent from one node to another node using a wavelength
continuous route called OVPNCs without requiring any O/E/O conversion. Multiplexing,
de-multiplexing and switching of signals are done in the optical domain using prisms and
diffraction gratings. Non-ideal nature of these components generate IB crosstalk, which
has the same wavelength as the signal degrading network transmission performance. IB
crosstalk can be divided into coherent crosstalk, whose phase is correlated to the de-
sired signal and incoherent crosstalk, whose phase is uncorrelated with the desired signal.
Coherent crosstalk does not cause noise but causes a small fluctuation of signal power.
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However, incoherent crosstalk has more adverse effect than the coherent crosstalk. The
receiver model for this scenario is shown in Figure 6.1. An optical signal is detected by a
square law detector (photo detector) followed by a matched filter. For each case of on/off
keying, the integrated pulse energy is considered with a decision threshold value. Incoher-
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Figure 6.1: Receiver Model.
ent crosstalk is often analyzed using the probability density function, pdf of the noise in
the received photo current. The pdf can be derived from the fields of the desired signal,
Eds(t) and k
th interfering signal, Eε,k(t) as
Eds (t) = ~rdsbds (t)
√
Pds exp [(jωdst+ jφds (t))] (6.1)
Eε,k (t) = ~rkbk (t)
√
εkPds exp [(jωkt+ jφk (t))] (6.2)
where, ωds,k is the nominal optical angular frequency; φds,k(t) represents the independent
phase fluctuation of each optical source; k ∈ {1, 2, 3, . . . , N}; N is the number of interfering
signals (IB crosstalks); Pds is the optical signal power of the received (desired) signal at the
receiver; εk = Pk/Pds is the crosstalk level (relative power) of the k
th interfering signal to
the desired signal; bds,k(t) represents the binary symbols forming the amplitude modulated
signal: bds,k(t) ∈ {0, 1} depends on whether “0” or “1” is transmitted by the desired and
interfering signal at time t; ~rds,k expresses the state of polarization of both the type of
signals.
The total incident optical field, Eph(t) on the photo detector can be written for N
crosstalk term as
Eph (t) = Eds (t) +
N∑
k=1
Eε,k (t) (6.3)
Eph (t) = ~rdsbds (t)
√
Pds exp [(jωdst+ jφds (t))]
+
N∑
k=1
~rkbk (t)
√
εkPds exp [(jωkt+ jφk (t))]
(6.4)
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As it is known that, the instantaneous optical power is proportional to the squared mag-
nitude of the electromagnetic field, from which the field intensity (photo current), iph(t)
received at the photo detector can be expressed as
iph (t) = ρ |Eph (t)|2 (6.5)
where, ρ = ηqqe/PEph represents detector (receiver) responsitivity; ηq is the quantum
efficiency of the photo detector; qe is the electron charge; and PEph is the photon energy.
For simplicity in analysis, assuming ρ of an ideal photo detector is unity. For worst-
case assumption of identical polarization of the desired and interfering signal, the photo
current, iph(t) is given by
iph (t) ∼= |Eph (t)|2 (6.6)
iph (t) ∼= b2ds (t)Pds + 2Pds
N∑
k=1
bds (t)bk (t)
√
εk cosϑk (t) + Pds
N∑
k=1
b2k (t)εk (6.7)
iph (t) ∼= b2ds (t)Pds +
N∑
k=1
bds (t)bk (t)Ak cosϑk (t) + Pds
N∑
k=1
b2k (t)εk (6.8)
where, ϑk(t) is a random phase and ϑk(t) = φk(t)− φds(t); Ak = 2√εkPds = (2/ρ)√εkIds.
Ignoring the small terms in the order of εk, the overall receiver noise nov (t) in the
photo detector is given by
nov (t) =
N∑
k=1
bds (t)bk (t)Ak cosϑk (t) + ng (t) (6.9)
where, ng(t) is the usual Gaussian noise in the receiver.
Assuming the extension ratio to be infinite so that, when a “0” is transmitted by the
signal channel, there is no crosstalk and the noise will be
n0(t) = ng(t) (6.10)
When a “1” is transmitted by the signal channel, crosstalk generates a total noise as
n1 (t) =
N∑
k=1
bk (t)Ak cosϑk (t) + ng (t) (6.11)
For N interfering signals and Gaussian noise, the pdf of the noise in the received photo
current can be obtained by integrating the Gaussian noise over all possible values of phase
offset between desired and each interfering signal. Assuming the phase difference between
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these signals are independent and uniformly distributed between (0, π), then the pdf for
noise photo current, pn,k(y) is given by
pn,k (y) =
1√
2πσ2πN
×


pi∫
0
. .
pi∫
0
exp

−
{
y −
N∑
k=1
Ak cosϑk
}2
2σ2

d (ϑ1) . .d (ϑN )

 (6.12)
where, σ2 is the variance of receiver thermal noise; σ is the receiver thermal noise power.
The effect of IB crosstalk is maximum, when phase difference is close to 0 and the pdf
can be approximated by expanding the cosine term by first order Taylor series up to the
term ϑ2k as
pn,k (y) =
1√
2πσ2πN
×


pi∫
0
. .
pi∫
0
exp

−
{
y −
N∑
k=1
Ak
(
1− ϑ2k2
)}2
2σ2

d (ϑ1) . .d (ϑN )


(6.13)
Expanding the square term and keeping terms up to ϑ2k, the pdf for noise during trans-
mission of “1” is given by
pn,k (y) =
1√
2πσ2
{
N∏
k=1
f (y)
}
exp

−
(
y −
N∑
k=1
Ak
)
2σ2
2
 (6.14)
f (y) =
√√√√√ σ
2
2πAk
(
y −
N∑
k=1
Ak
)erf

π
√√√√√Ak
(
y −
N∑
k=1
Ak
)
2σ2

 (6.15)
where, erf(....) is the error function.
In the presence of IB crosstalk BER is given by the fraction of the received photo
current pdf ’s that fall on the wrong side of the decision variable, Ith called the detection
threshold for each combination of data “1”s and “0”s of the desired and interfering signal.
The detection threshold is defined as the half of the photo current (Ids). For extreme
case, when all the interfering signals transmit “1”, the upper bound of BER can be set.
The corresponding bit-error probability, pinbbe , for the IB crosstalk can be expressed using
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Bayes’ theorem as
pinbbe =
1
2
pbe0 +
1
2
[
1
2
pbe1 (bk = 0) +
1
2
pbe1 (bk = 1)
]
(6.16)
where,
pbe0 =
1
2
erfc
(
Ith√
2σ20
)
(6.17)
pbe1 (bk = 0) =
1
2
erfc
(
Ids − Ith√
2σ20
)
(6.18)
pbe1 (bk = 1) =
1
2N+1
{
N∏
k=1
f (Ids − Ith)
}
N∑
k=1
erfc


(
Ids −
N∑
k=1
Ak − Ith
)
√
2σ21


(6.19)
σ1 = σ0
√(
1 + 4Nǫk (SNRinb)
2
)
(6.20)
and
SNRinb =
Ith
σ0
(6.21)
where, the weighting function, f(y) is approximated as f(Ids − Ith) to make the integral
possible; erfc(....) is the complimentary error function; σ21 is the variance of the receiver
thermal noise when “1” is transmitted by the signal channel; σ20 is the variance of the
receiver thermal noise when “0” is transmitted; and SNRinb is the signal-to-noise ratio in
case of IB crosstalk.
Now the expression for pinbbe at the WDM receiver can be expressed as
pinbbe =
1
4erfc
(
Ith√
2σ2
0
)
+ 18erfc
(
Ids−Ith√
2σ2
0
)
+ 1
2N+3
{
N∏
k=1
f (Ids − Ith)
}
N∑
k=1
erfc


(
Ids−
N∑
k=1
Ak−Ith
)
√
2σ2
1


(6.22)
where, Ids = ρPi, Pi is the input power.
6.2.2 Four-Wave Mixing Crosstalk
The FWM crosstalk model [81–83] is used for the estimation of FWM power. It is
further required for the computation of FWM noise power. For high optical power in a
WDM/DWDM system, the refractive index of a fiber will depend on the optical intensity
of signals propagating through the fiber. Generally in most of the time, the intensity
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modulation i.e., on/off keying (OOK) is used for the optical transmission to maintain a
constant signal fluctuation. This fluctuation causes change in the refractive index of the
fiber, which results in a phase variation between two intermediate wavelength channels and
produces optical crosstalk known as cross-phase modulation. The variation of refractive
index not only induces phase shift within the channel but also generates new signals with
new wavelengths. It is known as FWM crosstalk. This crosstalk type may impair the
system performance significantly.
The effect of FWM crosstalk is independent of the bit rate of the system and critically
dependent on the channel spacing and CD of the fiber. FWM crosstalk effect is inversely
proportional to the channel spacing. It occurs when two or more signals of different wave-
lengths propagate simultaneously and interact with the nonlinear dielectric fiber medium.
The effect of FWM generates a set of new wavelengths within the range of operating
wavelengths. It is always present in an optical network. However, it becomes prominent in
new generation optical networks because of few main reasons such as use of high intensity
signal, high density channels and use of low CD shifted fiber.
In case of equally spaced channels with wavelengths λp, λq and λr, a new FWM com-
ponent λp,q,r will be generated. It can be expressed as
λp,q,r = λp + λq − λr (6.23)
where, p 6= r and q 6= r. The newly generated wavelength lies within the operating
wavelength range and can affect network performance due to the IB crosstalk generation
and power reduction in the same nominal wavelength. If there are n number of available
operating wavelengths, thenM number of FWM components will be generated, which can
be represented by
M =
n2 (n− 1)
2
(6.24)
The FWM power, Ppqr(i, j) is generated in an optical link (i, j) due to the presence of
wavelengths λp, λq and λr. It can be denoted as
Ppqr(i, j) =
η
9
d2γ2PpPqPre
−αLL2eff (6.25)
where, p, q, and r are the wavelength index number; d is the degeneracy factor, which is
3 for (λp = λq) and 6 for (λp 6= λq); Pp, Pq, and Pr are the input powers for the signals
with wavelength channels λp, λq and λr respectively; L is the fiber length; α is the fiber
attenuation coefficient; γ is the non-linear coefficient and Leff denotes the effective fiber
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length, which is represented as
Leff =
(
1− e−αL)
α
(6.26)
The efficiency η of the FWM can be represented as
η =
α2
α2 + β2pqr
[
1 +
4e−αLsin2(βpqrL/2)
(1− e−αL)2
]
(6.27)
According to [84] η can also be approximated to
η =
α2
α2 + β2pqr
(6.28)
where, η = 1, if βpqr = 0; βpqr is the phase-matching factor and also known as propagation
constant difference, which depends on channel spacing and fiber CD and can be calculated
as
βpqr = 2πcλ
2
k∆λpq∆λqr
×
[
Dc + (
λ2k
2 )(∆λpq +∆λqr)
dDc(λk)
dλ
] (6.29)
where, λk is the central wavelength; λmn = |λm − λn|m,n = p, q, r; c is the speed of light;
Dc is the fiber chromatic dispersion;
dDc(λk)
dλ is the dispersion slope.
When βpqr is away from the zero dispersion region, it can be represented as
βpqr = 2πcλ
2
kDc∆λpq∆λqr (6.30)
For an equally spaced channels i.e., ∆λpq = ∆λqr = ∆λ, βpqr will be discrete and can be
represented as
βnef = 2πnefcλ
2
kDc∆λ
2 (6.31)
where, nef = |p− r||q− r| is the efficiency order; ∆λ is the wavelength difference between
two channels and typically a multiple of 0.4nm.
It is known that, kth OVPNC for a source-destination pair, (s, d) goes through multiple
links, so the total FWM power for the connection will be accumulative and can be expressed
as
Ppqr(s, d) =
∑
(i,j)∈OV PNCk(s,d)
∑
p
∑
q
∑
r
Ppqr(i, j) (6.32)
where, SOV PNC(s, d) is a set of connection for a (s, d) pair, that can be expressed as
SOV PNC(s, d) =
{
OV PNC1, OV PNC2, . . . , OV PNCK
}
(6.33)
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where, K is the possible number of OVPNCs for (s, d) pair; OV PNCk(s, d) is the kth
connection, that can be defined as a group of links.
The FWM light is detected at the receiver together with the desired signal light for an
OVPNC and induced noise power, σFWM . It can be represented according to [85] as
σFWM = 2ρ
2Pds
Ppqr(s, d)
8
(6.34)
where,
Pds = Pie
−αL (6.35)
In FWM case, the bit-error probability ,PFWMbe , can be expressed as
PFWMbe = 0.5erfc (SNRFWM ) (6.36)
where, signal-to-noise ratio, SNRFWM , for FWM crosstalk is,
SNRFWM =
Ids
σFWM
√
2
(6.37)
6.2.3 Hybrid Crosstalk Model
The additional noise power, σFWM , generated due to FWM during the transmission
of bit “1” also has impact on CQ. Assume that no power transmitted for “0” bit and can
be neglected for analysis. Many of the researchers have considered either the impact of IB
crosstalk or FWM crosstalk. Practically, both the crosstalk should be considered for the
analysis of bit-error probability. Hence, we have mixed both IB and FWM crosstalk and
called it as hybrid crosstalk model. The total noise power, σhc, due to hybrid crosstalk
can be expressed as
σhc =
√
σ21 + σ
2
FWM (6.38)
Now the expression (6.22) can be modified based on hybrid crosstalk and at receiver
the bit-error probability, phcbe , can be expressed as
phcbe =
1
4erfc
(
Ith√
2σ2
0
)
+ 18erfc
(
y√
2σ2
0
)
+ 1
2N+3
{
N∏
k=1
f (y)
}
N∑
k=1
erfc
{
Bk√
2σ2hc
} (6.39)
where, σ2hc is the noise variance due to hybrid crosstalk; Bk = y−
N∑
k=1
Ak and y = Ids−Ith.
It is known that higher the BER means lower the Q-Factor and vice versa. Hence, the
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Q-Factor due to the impact of hybrid crosstalk can be mathematically written as
Q− Factorhc = 1
phcbe
(6.40)
6.3 Hybrid Crosstalk and WA Dependent OVPNC Selec-
tion Mechanism
Crosstalk occupies the same band as the desired signal and therefore it cannot be
filtered out. Hence, it is the main cause of signal degradation in all optical networks. It
is possible to minimize the impact of crosstalk by selecting appropriate connection among
certain possible OVPNCs for a connection request in a WDM/DWDM network. In order
to solve this problem, we proposed a hybrid crosstalk and WA dependent OVPNC selection
mechanism. It can be evaluated based on OVPNCM mentioned in Figure 6.2.
Network Layer Module
Compute All Possible
Connections
Physical Layer Module
Estimate OVPNC Quality
Computation of
receiver thermal  noise
power due to In-band
crosstalk
Computation of receiver
noise power due
to FWM crosstalk
Estimate Q-Factor
Figure 6.2: Hybrid Crosstalk Based OVPN Control Manager.
The network layer module helps to compute the possible connections. However, the
physical layer module helps to compute the individual CQ depending on noise power due
to IB and FWM crosstalk. Based on the impact of hybrid crosstalk, Q-Factor of individual
connections are dynamically estimated using Equation (6.40). If the estimated Q-Factor
value of any connection is greater than or equal to the threshold value of Q-Factor (Qth),
then that connection is assumed to be of good quality connection and can be provided
to the OVPN client depending on the availability of the wavelength. As mentioned in
literature, the Qth value is assumed to be 10
9 i.e., 1/BER, where BER is 10−9. Before
the final selection of OVPNC, an wavelength will be assigned using a WA scheme. The
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acceptance or rejection of a connection also depends on the efficiency of the WA schemes.
Figure 6.3 and 6.4 represent the flowchart for this mechanism. In order to achieve
better CQ, a WA scheme is proposed in next section.
OVPNC Request
Network Layer
Compute
OVPNC
Current
OVPNC is
unsuitable
Physical Layer
Estimation of
OVPNC Quality
Request AcceptedRequest Blocked
NoOVPNCs Good
Bad
Figure 6.3: Block Diagram of Hybrid Crosstalk Based OVPNC Selection Mechanism
6.4 Proposed Inner-Outer Band (PIOB) WA Scheme
WA scheme is very important in order to reduce the connection blocking probability of
the network. It can follow either wavelength continuity or wavelength conversion capability
of the WDM network. Mostly, two types of WA schemes such as first-fit and random
method are used in optical network with some modifications. An existing WA scheme is
proposed [55,56] for wavelength routed optical networks in the presence of FWM crosstalk.
It is also known as existing middle-outer band with random WA (EMOBRWA).
When a light propagates through several concatenated fiber links, it may encounter
different co-propagating lightpaths and may experiences different FWM crosstalk com-
ponents. Hence, the FWM induced crosstalk depends upon the dynamic state of the
network [55]. The inherent nature of FWM induced crosstalk affects significantly the
wavelengths present at the center of the transmission window, rather than the wave-
lengths present on the either side of the window. In order to avoid this effect, WDM
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Figure 6.4: Flowchart of Hybrid Crosstalk Based OVPNC Selection Mechanism
channels can be designed with unequal wavelength spacing. No doubt this method pro-
duces FWM components at different wavelengths that does not interfere with the existing
signal wavelengths. However, the major problem is that the transmission window broadens
to accommodate all channel. In a fiber, we have other sources of impairments like switch
crosstalk, ASE, shot noise and thermal noise other than FWM noise. Under certain situ-
ations, the contribution from other noise sources may dominate the FWM induced noise.
Hence, unequal channel spacing is not a good option, where transmission bandwidth is
sacrificed.
The EMOBRWA scheme assumes equal channel spacing and divides the entire wave-
length ranges of an optical link into three parts such as one middle band and two outer
bands. The wavelengths from these bands are assigned randomly to a connection.
By taking reference of EMOBRWA, we have designed a new WA scheme called as
PIOB WA. It divides the entire wavelength ranges (transmission window) into four bands
as shown in Figure 6.5 such as outer band (OB), complimentary outer band (COB), in-
ner band (IB) and complimentary inner band (CIB). The OB and COB are reserved for
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the longer distance OVPNC. However, IB and CIB are reserved for the smaller distance
OVPNC.
 
   
   
   
   
OB IB CIB COB
Figure 6.5: Transmission Window in PIOB WA Scheme.
The WA is done depending on the distance (d) covered by an OVPNC and the threshold
distance (dthrs). It is defined as the average distance covered by the existing OVPNCs in
the network. The flowchart for the PIOB WA Scheme is presented in Figure 6.6. Further
the WA in individual bands are done by using either first-fit (PIOBFFWA) or by random
assignment (PIOBRWA) method.
Compute threshold length ( d thrrs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CIB?
Yes
No No
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Block the connection
Figure 6.6: Flowchart of PIOB WA Scheme, Threshold Distance: dthrs, Length of an
OVPNC: d.
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6.5 Simulation and Results
Following assumptions have been made for simulation.
• All the nodes presented in the topology are of same type.
• All PER and OCR have same functionalities.
• All Links have same number of wavelengths for transmission.
• The effect of shot noise, thermal noise have been neglected.
• It is assumed that all the interfering signals have same amount of IB crosstalk level.
• Wavelength continuity constraint is maintained for all OVPNCs.
• It is assumed that there is no existing OVPNC for any source-destination pairs.
Parameters considered for simulation are shown in Table 6.2. The proposed algorithm is
demonstrated by using NSFNet topology of 10 nodes and 16 links shown in Figure 3.7.
Table 6.2: Parameters used in simulation
Parameters Values
Receiver’s responsivity, ρ 1
Thermal noise, σ0 0.05mA
Signal current, Is 1mA
Detection threshold, Ith
1
2
(Is)
Input powers, Pp, Pq, Pr 3mW
Fiber attenuation, α 0.2dB/km
Degeneracy factor, d 3 if fi = fj and 6 if fi 6= fj
Efficiency, η 0 to 1
Effective area, Aeff 5× 10
−7cm2
Chromatic dispersion, Dc 0.3 ps/nm-km
Dispersion slope, dDc/dλ 0.07ps/nm
2
Central wavelength, λk 1.55µm
Crosstalk level, ǫk -25dB
Nonlinear coefficient, γ 2.35(w.km)−1
The following sub-sections discuss the simulation results.
6.5.1 Analysis of Q-Factor with IB Crosstalk Components
The simulation result explains about the performance degradation of link quality due
to IB crosstalk components (interfering channels). In Figure 6.7, the Q-Factor per link is
plotted as a function of input power with different number of IB crosstalk components (N).
This figure demonstrates about the impact of IB crosstalk components on the computation
of link Q-Factor. It shows that Q-Factor values decrease as the number of crosstalk
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component increases. This is the reason of considering the IB crosstalk component as a
key parameter, which has impacts on OVPNC quality.
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Figure 6.7: Q-Factor vs. Input power at Different Number of IB Crosstalk Components
In order to analyse the Q-Factor of a connection based on the hybrid crosstalk, we have
applied our proposed as well as one of the existing WA scheme for comparison purposes.
6.5.2 OVPNC Blocking Probability with the Variation of Wavelengths
The second analysis is variation of wavelengths per link and its impact on connection
blocking probability. It can also be described as the number of connections blocked out
of computed number of possible connections for a source-destination pair with respect to
the availability of wavelengths. The plots shown in Figure 6.8(a), 6.8(b) and 6.8(c) say
that PIOB WA schemes are performed better than the existing middle-outer band with
random WA (MOBRWA). In case of PIOBFFWA, the OVPNC blocking probability is
almost constant at higher wavelength range.
6.5.3 Computation of Guaranteed OVPNCs
The third case analyses the performances of WA schemes by computing the number
of guaranteed OVPNCs (GOVPNCs) for a source-destination pair. The Q-Factor values
of all the guaranteed OVPNCs are above the threshold i.e., 109. Let us take a source-
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Figure 6.8: OVPNC Blocking Probability vs. No. of Wavelengths per link.
destination pair (3,7) in Figure 6.9(a), whose number of possible OVPNCs are 42. Out of 42
connections, the Q-Factor of 14 OVPNCs for PIOBFFWA are above 109 called guaranteed
OVPNC and the remaining are unsuitable for connection setup. The number of guaranteed
OVPNC for the case of PIOBRWA and EMOBRWA are 16 and 11 respectively. Similarly,
the number of possible and guaranteed OVPNCs are presented in Figure 6.9(b), 6.9(c)
and 6.9(d) at different wavelengths. These plots clearly say that the PIOB WA schemes
are always performed better than the EMOBRWA scheme. These plots also project that,
with higher number of wavelengths for a link, the number of guaranteed OVPNCs will be
more. It is because of more number of available wavelengths in a link.
6.5.4 Blocking Probability with the Variation of Number of OVPNC
Request
The fourth case analyses the performance of hybrid crosstalk based OVPNC selection
mechanism for different WA schemes. Figures 6.10(a), 6.10(b), 6.10(c) and 6.10(d) present
the performances in terms of blocking probability against the number of OVPNCs request
for a source and destination pair. An uniform traffic pattern is considered in the form of
OVPN connection requests.The simulation plots are taken at different number of wave-
lengths. The number of wavelengths used in Figures 6.10(a), 6.10(b), 6.10(c) and 6.10(d)
are 15, 20, 25 and 35 respectively. The result demonstrates that the OVPNC selection
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Figure 6.9: Guaranteed OVPNCs vs. Source-destination Connection Pair, Source-
Destination Pairs: (1,8), (2,9), (3,7).
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Figure 6.10: Blocking Probability vs. No. of OVPNC Requests (Source: 1, Destination:
8.)
mechanism with PIOB WA scheme has the least blocking probability. The plots also say
that the blocking probability decreases slowly with the increase of wavelengths.
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6.6 Conclusion
This chapter demonstrates the impact of linear and non-linear PLIs on transparent op-
tical networks. It mainly focuses on hybrid (linear and non-linear) crosstalk i.e., mixing of
IB and FWM and tries to incorporate it’s impact on RWA algorithm. BER due to hybrid
crosstalk in a WDM receiver has been studied and computed results have been expressed
in terms of Q-Factor. A new WA scheme called PIOB WA is proposed for the efficient se-
lection of OVPNC with guaranteed QoT/QoS. The proposed hybrid crosstalk model with
PIOB WA scheme is very useful for high speed WDM/DWDM networks, where the impact
of PLIs are very high. This thesis has demonstrated the proposed mechanism and pre-
sented the OVPN performance in terms of blocking probability. The simulation results say
that the OVPNC selection mechanism based on hybrid crosstalk with PIOB WA scheme
reduces the connection blocking probability by utilizing the available network resources. It
provides guaranteed quality of transmission as compared with one of the existing scheme
called as EMOBRWA. The proposed mechanism is not only Q-Factor friendly, but also
wavelength efficient one.
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C H A P T E R 7
Conclusions, Limitations and
Future Works
3
Preface
In this chapter, we summarize the contributions detailed in Chapter 3 to Chapter 6. Some
important conclusions are also drawn and important limitations are discussed. Finally,
scope for future developments and possible extensions of the present work are discussed.
3
Conclusions, Limitations and Future Works
7.1 Concluding Remarks
As WDM/DWDM networks carry huge volume of OVPN traffic, maintaining a high
level of OVPN service with guaranteed QoS is an important issue. It is essential to
analyse and maintain the CQ as per the QoS requirements. The types of application
being deployed across the public Internet today are increasingly mission-critical, owing to
which business success can be jeopardized by poor quality of the network. It does not
matter how attractive and potentially lucrative the applications are if the network does
not provide the guaranteed quality consistently. The choices for the selection of suitable
OVPNC with required quality can be provided by the service provider network to the
client.
This thesis addresses the QoS estimation techniques for the selection of OVPNC with
required and highest Q-Factor under dynamic OVPN traffic demand. We have developed
four different QoS estimation techniques and used it for the section of OVPNC along with
wavelength assignments. The proposed techniques have been evaluated with different sce-
narios based on client QoS requirements and network traffic (loads). As per the OVPN
client need, the required Q-Factor should satisfy the computed Q-Factor of an OVPNC,
which is a combination of network and physical layer QoS constraints. It will be good if
multiple QoS constraints are combined together in one unit to represent the characteristic
of an OVPNC. Hence, this research work has proposed four different QoS estimation tech-
niques to represent the combined units as a Q-Factor. A connection can be characterized
with multiple QoS constraints such as data rate, delay and BER etc. If the connection is
selected based on a single QoS constraint such as data rate, then the quality of a selected
OVPNC for a client might not be satisfied with other requirements such as delay and BER.
However, if the OVPNC is selected based on Q-Factor, then the connection is expected
to be well suited to the client’s quality requirements. The system performs global com-
putation by the use of centralized OVPNCM based on wavelength assignment, required
and computed Q-Factor. The outcome of the global computation will be a new decision
criteria for the selection of quality based OVPNC along with wavelength assignment. In
the following section, we have detailed the contributions made in this thesis to address the
OVPNC selection with QoS requirements.
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7.2 Contributions
The contributions from this thesis can be listed as follows.
• Fiber material based estimation of OVPN connection quality.
This work demonstrates the QoS analysis mechanism of a connection by taking
different type of fiber materials and range of wavelengths for all possible OVPNCs.
An algorithm for the computation of all possible OVPNCs is proposed. Using this
technique, service provider network can use OVPNCM and decide the type of fiber to
be deployed as per the QoS requirement of the client. It demonstrates that how the
fiber material with silicon oxide composition provides highest quality to the client.
It also presents the improvement of connection acceptance with increase in number
of wavelengths per connection.
• Total dispersion based estimation of OVPN connection quality.
It deals with dispersion effects in an optical link. Due to various dispersion effects in
a fiber link, the connection quality degrades substantially. It can be analysed by the
service provider network and accordingly proper action can be taken to avoid the
degraded connection quality. This also demonstrates OVPNC/wavelength assign-
ment mechanism for different OVPN types such as all possible, shortest and disjoint
OVPN. In simulation, it is shown that all possible OVPN type performs better than
others.
• Noise and eye penalty based estimation of OVPNC quality.
Using this technique, service provider network can analyse the connection quality
based on the mixing effect of LIs. The simulation result demonstrates the perfor-
mance of all OVPN types with assignment of highest Q-Factor as well as required
Q-Factor at different wavelengths.
• Hybrid impairment based estimation of OVPN connection quality.
This technique is helpful to analyse the connection quality based on the mixing effect
of linear IB and non-linear FWM crosstalk along with wavelength assignment. This
proposes a new WA technique and compares it with few existing WA techniques.
The proposed WA technique is useful in improvement of OVPNC quality.
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7.3 Limitations of the Work
Following are some of the limitations of our work.
• The proposed work presents a generalized analysis of connection quality without
considering any application area.
• The path restoration techniques have not been considered during link failure.
• The comparative study of centralized and distributed system has not been under-
taken.
• Optimization technique for the selection of OVPNC based on various QoS constraints
has not been used.
• The practical implementation of the proposed work have not been done.
• The simulation works carried out in this thesis have been done using MATLAB.
More accurate results can be obtained by using commercial software like Optiwave
and Optisim.
• This thesis considered uniform traffic pattern in all cases. It is expected that similar
result will apply when the traffic pattern changes.
7.4 Future Directions
Based on the above limitations of the work and the work reported here, following are
some of the possible directions for future research.
• The proposed research work deals with the computation of Q-Factor for the selection
of OVPNC using various QoS estimation techniques and it is proposed that these
techniques can be applied for storage area network. It can be used for high quality
data transfer as well.
• It is proposed to apply these QoS estimation techniques with wavelength conversion
capabilities of all the routers.
• It is proposed to design an algorithm for path restoration during the time of OVPN
link failure.
• A comparative study can be taken up for centralized and distributed OVPN network.
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• It is proposed to design an optimization technique to deal with all the proposed QoS
analysis techniques.
• It is proposed to develop an optical network simulator for the analysis of QoS.
• Performance of the networks for variable traffic pattern can be considered to provide
comparative results to the proposed works.
3
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