Abstract. We answer two questions of Beardon and Minda which arose from their study of the conformal symmetries of circular regions in the complex plane. We show that a configuration of closed balls in the N -sphere is determined up to Möbius transformations by the signed inversive distances between pairs of its elements, except when the boundaries of the balls have a point in common, and that a configuration of points in the N -sphere is determined up to Möbius transformations by the absolute crossratios of 4-tuples of its elements. The proofs use the hyperboloid model of hyperbolic (N + 1)-space.
Introduction
Let R These theorems resolve two problems posed by Beardon and Minda [2] concerning extensions and higher-dimensional generalizations of their results on the conformal symmetries of circular regions in the extended complex plane.
Background
A circular region in the extended complex plane C ∞ is a region bounded by a collection of pairwise disjoint circles. A finitely connected region in C ∞ is a region with a finite number of boundary components. A classical theorem of Koebe (which can be found in [3, chapter 15] or [4, chapter X]) says that a finitely connected region is conformally equivalent to a finitely connected circular region that has a finite number of punctures. A Möbius transformation is a conformal or anti-conformal homeomorphism of C ∞ . Such maps can be expressed algebraically as
where ad − bc = 0. Given two Euclidean circles C 1 and C 2 , with centres c 1 and c 2 , and radii r 1 and r 2 , the inversive distance between these two circles is the positive quantity
More generally, if C 1 and C 2 are two circles in C ∞ (that is, they are each either Euclidean circles, or Euclidean lines with the point ∞ attached), then we define the inversive distance (C 1 , C 2 ) to be (f (C 1 ), f (C 2 )), where f is any Möbius transformation that maps both C 1 and C 2 to Euclidean circles. This definition is independent of f , and the resulting quantity is invariant under Möbius transformations, in the sense that (g(C 1 ), g(C 2 )) = (C 1 , C 2 ) for each Möbius map g. See [1, section 3.2] for information on the inversive distance.
The following result is part of [2, Thm 4.1]; the original theorem of Beardon and Minda also includes a uniqueness statement, which we will address in section 7. 
for all j and k with 1 j < k m.
Beardon and Minda also gave an analogous result about punctured regions. For points a, b, c, and d in C ∞ , let |a, b, c, d| denote the absolute cross-ratio of a, b, c, and d; that is,
with the usual conventions regarding the point ∞. 
A weaker theorem than Theorem B in which the absolute cross-ratio is replaced by the usual complex cross-ratio is well known and straightforward to prove.
At the end of [2] , Beardon and Minda asked the following questions (the second question has been paraphrased). The answer to Question 1 is negative, and we provide examples to justify this in section 3. Subject to certain restrictions, however, both Theorems A and B generalize to allow arbitrarily many circles and points, and the circles may intersect. These generalizations are our main theorems (Theorems 1 and 2), and they apply in all dimensions.
To generalize Theorem A we work with the signed inversive distance between discs rather than circles (or, in higher dimensions, with balls rather than spheres). Given two Euclidean balls B 1 and B 2 , with centres c 1 and c 2 , and radii r 1 and r 2 , the signed inversive distance between these two balls is the quantity (2.4) [ 
To recover Theorem A from the N = 2 case of Theorem 1, we begin with the hypotheses of Theorem A, and define B i to be the component of C ∞ \ C i that contains Ω. Likewise we define B 
Theorem 1 may fail when α∈A ∂B α = ∅; an example of its failure is given in section 3.
Examples
We provide a sequence of examples which answer Question 1 and explain the necessity of the conditions in Theorem 1.
Example 3.1. Here is the simplest example to show that Theorem A is invalid when the circles C i are allowed to intersect. Let C 1 and C 2 be two Euclidean lines through the origin that cross at an angle π/3. Let C The final example in this section shows that Theorem 1 would fail if we allowed 
Hyperbolic geometry
Beardon and Minda noted that their results can be interpreted in terms of hyperbolic geometry, and this is our starting point. Refer to [1, 5] for complete introductions to hyperbolic geometry.
The action of Möbius transformations on C ∞ extends to an action on the upper halfspace model of three-dimensional hyperbolic space, H 3 , and this action on H 3 is isometric with respect to the hyperbolic metric, ρ. Each circle in C ∞ is the ideal boundary of a unique hyperbolic plane in H 3 . If Π 1 and Π 2 are two hyperbolic planes with ideal boundary circles C 1 and C 2 , then
In higher dimensions, the situation is similar. The set There are many models of (N + 1)-dimensional hyperbolic space, and although H N +1
is the most appropriate model for explaining how Theorem 1 can be considered as a problem in hyperbolic geometry, the hyperboloid model of hyperbolic space is the most appropriate model for proving the theorem. We describe the hyperboloid model in the next section.
The hyperboloid model of hyperbolic space
The substance of this section is taken from [5, chapter 3].
We equip R N +1 with the Lorentz inner product · , defined by
This is not an inner product in the usual sense, as it is not positive definite. We write x 2 = x, x . In contrast, we denote the Euclidean scalar product of points x and y in R N +1 by x · y, and the Euclidean norm of x by |x|. A vector The underlying space of the hyperboloid model of N-dimensional hyperbolic space is the hyperboloid sheet
. This is a model of N-dimensional hyperbolic space with the metric ρ defined by cosh ρ(x, y) = − x, y . Given a subspace V of R N +1 , the Lorentz complement of V is the space
To each time-like Euclidean plane P there corresponds a unique line ℓ of space-like vectors in R N +1 that are Lorentz orthogonal to P , so that P = ℓ L . Conversely, to a Euclidean line ℓ of space-like vectors there corresponds a unique time-like Euclidean plane P that is Lorentz orthogonal to ℓ.
Let P 1 and P 2 be two N-dimensional time-like planes in R N +1 with non-zero spacelike normals v 1 and v 2 , respectively, where
The ideal boundaries of Π 1 and Π 2 are spheres C 1 and C 2 . The inversive distance of C 1 and C 2 defined in (2.2) satisfies
. This is the simplest formula for the inversive distance so far, hinting that the hyperboloid model may be the most natural setting for considering Theorem 1.
The plane P 1 consists of all points x in R N +1 for which x, v 1 = 0. Let Q 1 consist of all points x in R N +1 for which x, v 1 > 0. Define the half-space Σ 1 to be equal to H N ∩ Q 1 . We define Σ 2 in a similar fashion using P 2 . The ideal boundaries of Σ 1 and Σ 2 are open spherical balls B 1 and B 2 . The signed inversive distance of B 1 and B 2 defined in (2.4) satisfies the formula
(again, see [5, section 3.2]).
Canonical forms for subspaces of Lorentz space
Let e 1 , . . . , e N +1 be the standard basis vectors. For each p = 1, . . . , N, define subspaces
each of dimension p. We identify the subspace S p with R p , for each p. Notice that T p is time-like, since it contains the time-like vector e N +1 ; S p is space-like, since each non-zero vector in S p is space-like; and L p is light-like, because it contains no time-like vectors, but it does contain the light-like vector e p + e N +1 .
Proof. Given a p-dimensional proper subspace V , let α be a Lorentz transformation that fixes e N +1 and acts as a standard orthogonal map on R N in such a way that R N ∩ V is mapped to R k , where k is the dimension of R N ∩ V . Either k = p, in which case V is contained in R N and the proof is finished, or k = p − 1. In the second case, choose an element u in α(V ) \ R N . Let
this vector is also in α(V ) \ R N , since R p−1 is contained in α(V ). Choose a Lorentz transformation β that fixes e 1 , . . . , e p−1 and e N +1 , and acts as a standard orthogonal map on the span of e p , . . . , e N in such a way that v maps to , −
The Lorentz transformation γβα maps V to either L p , S p , or T p , depending on whether w 2 = 0, w 2 > 0, or w 2 < 0.
Proof of Theorem 1
The proofs of both Theorem 1 and Theorem 2 are based on the following proposition.
Proposition 7.1. Let {v α : α ∈ A} and {v Finally, observe that for indices α other than 1, . . . , p, we have
Before we prove Theorem 1, we state a lemma that explains the significance of the condition α∈A ∂B α = ∅ of Theorem 1 in terms of hyperbolic geometry. (Note that, because the ideal boundary of H N is (N − 1)-dimensional, we assume that B α and B that is orthogonal to all the ∂B α .
Since Beardon and Minda considered only non-intersecting circles, case (i) did not arise in their study. Case (ii) did arise: they defined a collection of circles in C ∞ to be strongly symmetric if there is another circle orthogonal to each circle in the collection. Beardon and Minda prove, as we have just verified, that the map f is unique if and only if the collection of circles is not strongly symmetric.
Proof of Theorem 2
Proposition 7.1 can also be used to prove Theorem 2. To apply this proposition, first the (N − 1)-dimensional unit sphere must be identified with the ideal boundary of
N is also a model of hyperbolic space, and there is an isometry Φ from B N to H N given by
With this correspondence, the point (x 1 , . . . , x N ) in S N −1 is paired with the Euclidean line that passes through 0 and (x 1 , . . . , x N , 1). The absolute cross-ratio of four points p 1 , p 2 , p 3 , and p 4 in S N −1 is
We now wish to define the cross-ratio in terms of the Lorentz model of hyperbolic space. We use the next elementary lemma. 
by the Cauchy-Schwarz inequality.
Given light-like lines ℓ 1 , ℓ 2 , ℓ 3 , and ℓ 4 we choose, for each i, any positive light-like vector v i in ℓ i and define
This quantity is preserved under Lorentz transformations. If the point p i in S N −1 corresponds to the line ℓ i under Φ then we have
It suffices to verify this formula when p 1 = e 1 , p 2 = e 2 , p 3 = e 3 , and p 4 = (x 1 , . . . , x N ), because Möbius transformations are triply transitive. Choose v 1 = e 1 + e N +1 , v 2 = e 2 + e N +1 , v 3 = e 3 + e N +1 , and v 4 = (x 1 , . . . , x N , 1). Then
To establish Theorem 2 we prove the following reformulation of Theorem 2 in terms of the hyperboloid model of hyperbolic space and Lorentz transformations. Proof. The proposition is true when A has fewer than four elements, by triple transitivity of Möbius transformations. We assume, therefore, that A has at least four elements.
Suppose that |ℓ α , ℓ β , ℓ γ , ℓ δ | = |ℓ 
