This paper analyzes whether procedures for multiple comparison derived in Hyodo et al. (2012) work for an unbalanced case and under non-normality. We focus on pairwise multiple comparisons and comparison with a control among mean vectors, and show that the asymptotic properties of these procedures remain valid in unbalanced high-dimensional setting. We also numerically justify that the derived procedures are robust under non-normality, i.e., the coverage probability of these procedures can be controlled with or without the assumption of normality of the data.
Introduction and motivation
In this paper, we consider multiple comparisons and comparisons with a control among mean vectors in the unbalanced case, i.e., assuming unequal sample sizes. Let x (i) j (j = 1, 2, . . . , N i , i = 1, 2, . . . , k) be independently distributed as the p-dimensional normal distribution with mean vector µ (i) and common covariance matrix Σ. Let the i-th sample mean vector and the pooled sample covariance matrix be
respectively, where m = ∑ k i=1 N i − k. In general, the simultaneous confidence intervals for pairwise multiple comparisons among mean vectors with the confidence level 1 − α are given by 
By analogy with above, in the case of comparisons with a control, letting the first population be a control, the simultaneous confidence intervals are given by
∀a ∈ R p − {0}, 2 ≤ j ≤ k, and the value t c (> 0) is chosen to satisfy 
In order to construct simultaneous confidence intervals, it is required to obtain the upper percentiles of T 2 max -type statistics, i.e., t p and t c . In general, it is difficult to obtain them exactly even under normality. The use of Bonferroni's inequality to obtaining approximate upper percentiles are discussed by e.g., Seo (1995) , Seo and Siotani (1992) .
These results are derived for the standard asymptotic setting, i.e., assuming that p is fixed and is much smaller than N i .
However, recently, high-dimensional data have been increasingly encountered in many applications of statistics and most prominently in biological and financial studies.
It is well known that when the dimension is larger than the total sample size, the sample covariance matrix becomes singular, and hence it will be impossible to define Hotelling's T 2 max -type statistic. To tackle this problem efficiently, the Dempster trace criterion for one and two sample can be used.
The technique considered in the current study develops results derived in Dempster (1958 Dempster ( , 1960 . The similar approach for multivariate linear hypothesis has been also discussed by Fujikoshi et al. (2004) , Himeno (2007) and many other authors.
To adjust the high-dimensional setting to the unbalanced case, we consider the following asymptotic framework:
Using conventional terminology, from now on we will refer to the assumption A1 as (m, p)-asymptotics.
In Hyodo et al. (2012) , the balanced case is considered and the following D max -type test statistic
is proposed for pairwise comparisons. Further, for comparisons with a control, the following statistic
is derived, where σ = √ 2p c 2 / c This study gives an extension of the results by Hyodo et al. (2012) to the unbalanced case. We show that the consistency and asymptotic normality of D ij in (1) and D 1j
in (2), remain valid for the unbalanced case. For the procedures derived in Hyodo et al. (2012) , the coverage probability can be controlled provided the assumption that the data are normally distributed. However, so far no satisfactory test is available to ascertain the multivariate normality of the data when N i ≤ p. Hence, it would be desirable to derive such multiple comparison procedures for which the coverage probability can be controlled with or without the assumption of normality of the data, that is procedures that robust under non-normality. Our objective in this study is to numerically justify that the extended comparison procedures are robust for the model described above.
The rest of the paper is organized as follows: In Section 2, the main asymptotic properties are shown to be valid for the unbalanced case. Further, the Bonferroni approximations of the upper 100α percentiles of D max -type statistics is derived for pairwise comparisons in Section 2, and for for comparisons with a control in Section 3, respectively. Section 4 provides numerical examination of the performance accuracy of the extended procedures. To justify the robustness of these procedures, we compare the power of D max -type statistics with that of the data generated from a number of non-normal distributions. At last, we provide some concluding remarks. In Section 3, the approximation is given for comparisons with a control.
Pairwise comparisons in high-dimensional framework -unbalanced case
Consider the following simultaneous confidence intervals for mean vectors:
where
In high-dimensional framework, it is difficult to give the exact value of z p . In this study, we derive the approximation for z p using Bonferroni inequality.
By applying Bonfferoni's inequality to Pr{D max ·p > z p }, we get
We then define the Bonferroni approximation for z p as such z 1·p which satisfies 
,
, and
Proof. The proof follows from the results by Srivastava (2005) and Hyodo et al. (2012) .
□ Theorem 2. Under the high-dimensional asymptotic framework A1 and assumption A2, it holds that
Proof. The proof follows by applying the technique by Fujikoshi et al. (2004) for D ij .
That is, letting q = 1 in Fujikoshi et al. (2004) ,
the desired result is obtained. □ From the numerical results in Hyodo et al. (2012) , it can be observed that the approximation by using Theorem 2 is not conservative, i.e., z 1·p ≤ z p . Therefore, we next consider improving on the accuracy of the approximation using asymptotic expansion. In the same way as Hyodo et al. (2012) , the characteristic function
where i = √ −1 and
Inverting C(t), we obtain
where Φ(z) and ϕ(z) are the distribution function and the density function of the standard normal distribution, respectively, and h i (z)'s are the Hermite polynomials given by
Further, by applying Cornish-Fisher expansion to z 1·p , we get the Bonferroni approximation as it is stated in the following theorem.
Theorem 3. Under the high-dimensional asymptotic framework A1 and assumption

A2, the Bonferroni approximation is given by
where z α is the upper 100α percentile of the standard normal distribution,
Proof. Similar to Hyodo et al. (2012) , we can show the above theorem although the sample sizes are unequal. □ Further, by replacing the unknown parameters in (3) with their unbiased and (m, p)-consistent estimators given in Lemma 1, the following approximation of z 1·p is obtained.
Approximation for comparisons with a control
The simultaneous confidence intervals for comparisons with a control are given by In a similar manner to D max ·p , we obtain the following theorem on the Bonferroni approximation for z c .
Theorem 4. Under the high-dimensional and asymptotic frameworks A1 and A2, the Bonferroni approximation is given by
Proof. Using the similar technique as in Theorem 3, we can show the above theorem. for comparisons with a control. In contrast with pairwise comparisons, the balanced case is more conservative than the unbalanced cases.
Robustness of the proposed procedures under non-normality
Firstly, the robustness for the distribution is investigated by Monte Carlo simulation.
We compare with the following five distributions:
D1: the multivariate normal distribution, D2: the multivariate t distribution with 7 degrees of freedom, D3: the ε-contaminated normal distribution (κ = 1.78), D4: the ε-contaminated normal distribution (κ = 3.24), D5: the multivariate skew-normal distribution (δ = δ j = 0.5, j = 1, 2, . . . , p).
It should be noted that D1-D4 belong to the class of elliptical distributions and symmetric distributions, whereas D5 represents the case of asymmetric distribution. Parameters are the same in the setup in Subsection 4.1. and D5 are greater than or equal to 0.95, however, D2 and D3 are less than 0.95.
Further, D1 and D5 are just slightly effected by whether the sample sizes are balanced or unbalanced, in contrast to D2-D4 which are strongly influenced by the sample sizes.
In particular, D2 can be expected to be very sensitive to high-dimensions due to heavy tail of the multivariate t distribution with low degrees of freedom. Table 6 From both Table 5 and Table 6 , we see that the variability of the power results and attained confidence level is most pronounced for D2. Therefore, our procedures could be sensitive to large p when the distribution underlying the data has heavy tails.
Further, we numerically evaluate the power of the test. We re-express simultaneous confidence intervals as the following hypotheses testing problem:
Then the performance property of D max -type statistics is studied using a series of power simulations. Let α = 0.05, k = 3, and mean vectors and covariance matrix are as follows: 0.3, 0.5, 0.7, 0.9 , r = p 1 /p = 0.25, 0.50, 0.75, 1.00, and Σ = I p . We set p = 60 and vary sample sizes as above and calculate the empirical power as
with β p and β c denoting the power of pairwise comparisons and that of comparisons with a control, respectively. Table 7 lists the power for pairwise comparisons. The power of the test becomes greater as both r and θ increase. Further, it can be observed that the balanced case is the most powerful for all choices of θ and r. 
Concluding remarks and recommendations
The paper provides an extension of the results by Hyodo et al. (2012) and investigation of the robustness of the extended multiple comparison procedures under non-normality.
Like that of Hyodo et al. (2012) our procedures are built in upon the Dempster trace criterion and focus on high-dimensional case that allow N i > p. Unlike Hyodo et al.
(2012), we look on the unbalanced case and show that consistency and asymptotic normality hold in the adjusted high-dimensional asymptotic framework. We suspect the asymptotic distribution of terms like D ij in (1) and D 1j in (2) to be difficult to derive under the non-normality assumption and leave this question for the future work.
However, our simulations indicate that the extended procedures in (1) and (2), appear to perform well for a number of non-normal distributions, and hence are robust under non-normality.
We thereby can recommend the use of D max -type statistics for both pairwise comparisons and comparisons with a control for the unbalanced case with very small sample sizes and very high-dimensionality. The best performance is achieved when the distribution underling the data is not heavy tailed one. Seo, T. and Siotani, M. (1992 Table 4 : The attained confidence level for comparisons with a control when k = 6. 
