Human Development Index (HDI) 
Introduction
Successful development, especially human development can be partially assessed by looking at how much of the most fundamental problems in society can be solved. These problems are poverty, unemployment, illiteracy, food security and democracy enforcement. But the problem is that the achievements of human development are partially varied where some aspects of development are successful and some other aspects of development fail. Quoting the first Human Development Report (HDR) 1990, human development is a process of multiplying human choices. Among the many options, the most important choice is to live long and healthy, to have the knowledgeable knowledge, and to have access to the resources needed to live properly.
Human Development Index (HDI) measures human development outcomes based on a number of basic components of quality of life. As a measure of the quality of life, HDI is built through a basic three-dimensional approach. These dimensions include long and healthy life; knowledge, and decent living. These three dimensions have a very broad sense because it is related to many factors. To measure the health dimension, use life expectancy at birth. Furthermore, to measure the dimensions of knowledge used combined indicators of literacy rates and the average length of school. To measure the living dimension, it is feasible to use the indicator of people's purchasing power to a number of basic needs which are seen from the average of per capita expenditure as income approach which represents the achievement of development for the decent living. To calculate the index of each component of HDI is used maximum and minimum limits which uses the maximum and minimum minimum parameters that are set up as shown in table 1 below: This study takes data from the Central Bureau of Statistics 2015 for Human Development Index (HDI) by Regency / City in North Sumatera Province consisting of 32 alternatives and with 4 assessment parameters namely life expectancy (year), expectation, school length (%), average school length (year) and real per capita expenditure (Rp). Increasing HDI is an achievement for the government of a region. Given that HDI is one of the indicators for the allocation of DAU (General Allocation Fund) to an area that has a very positive impact on the allocation of DAU, the higher the HDI than the greater the acquisition of DAU for an area that leads to improving the welfare of Indonesian society. imitations using Backpropagation method that predicts Human Development Index (HDI) based on regencies/cities in North Sumatera. This method is chosen because it is able to form and predict the HDI based on input from the given data. The method is done in two ways, namely training and testing. Data is divided into two parts, first data for the training process and second for testing. The training process aims to identify or search for the best architectural patterns, while the testing process is performed to produce the best accuracy based on the best pattern being treated. After achieving the training objectives based on the best pattern, then tested with new data to see the target accuracy using Matlab 6.1 software.
Rudimentary

Artificial Intelegence
AI is a field of study based on the premise that intelligent thought can be regarded as aform of computation -one that can be formalized and ultimately mechanized. To achievethis, however, two major issues need to be addressed. The first issue is knowledge representation, and the second is knowledge manipulation [1] . The main aim of Artificial Intelligence (AI) is to study how to build artificial systems that perform tasks normallyperformed by human beings. This concept was introduced in 1956 in the Darth mounth conference. From that moment on a lot of effort has been made and many goals have been achieved but unfortunately many failures as well. Today, the AI is a very important discipline and it includes a number of well-recognized and mature areas including Expert Systems [2] [3] [4] , Fuzzy Logic [5] [6] [7] [8] , Genetic Algorithms [9] [10] [11] , Language Processing, Logic Programming, Planning and Scheduling, Neural Networks and Robotics [12] . The general problem of simulating intelligence has been simplified tospecific sub-problems which have certain characteristics or capabilities that an intelligent system should exhibit. The following characteristics have received the most attention: 1. Deduction, reasoning, problem solving (embodied agents, neural networks, statistical approaches to AI); 2. Knowledge representation (ontologies); 3. Planning (multi-agent planning and cooperation); 4. Learning (machine learning); 5. Natural Language Processing (information retrieval -text mining, machine translation); 6. Motion and Manipulation (navigation, localization, mapping, motion planning); 7. Perception (speech recognition, facial, recognition, object recognition); 8. Social Intelligence (empathy simulation); 9. Creativity (artificial intuition, artificial imagination); and 10. General Intelligence (Strong AI). 
Architecture of Backpropogation
The back-propagation learning algorithm (BPLA) has become famous learning algorithms among ANNs. In the learning process, to reduce the in accuracy of ANNs, BPLAs use the gradient decent search method to adjust the connection weights. The structure of a backpropagation ANN is shown in Figure 2 . The output of each neuron is the aggregation of the numbers of neurons of theprevious level multiplied by its corresponding weights. The input values are converted into output signals with the calculations of activation functions. Backpropagation ANNs have been widely and successfully applied in diverse applications, such as pattern recognition, location selectionand performance evaluations [19] . Each of these layers must be either of the following: 1. Input Layer -This layer holds the input for thenetwork 2. Output Layer -This layer holds the output data, usually an identifier for the input. 3. Hidden Layer -This layer comes between the inputlayer and the output layer. They serve as apropagation point for sending data from the previous layer to the next layer [20] .
Backpropagation Neural Network
Phases in Backpropagation Techniquealgorithm can bedivided into two phases: propagation and weight update.
Phase 1: Propagation Each propagation involves the following steps: 1. Forward propagation of a training pattern's input is given through the neural network in order to generate the propagation's output activations. 2. Back propagation of the output activations propagation through the neural network using the training pattern's targetin order to generate the deltas of all output and hidden neurons. Phase 2: Weight Update For each weight-synapse:
1. Multiply its input activation and output delta to get thegradient of the weight. 2. Bring the weight in the direction of the gradient byadding a ratio of it from the weight.
This ratio impacts on the speed and quality of learning; itis called the learning rate. The sign of the gradient of aweight designates where the error is increasing; this is why the weight must be updated in the opposite direction. The phases 1 and 2 are repeated until the performance of the network is satisfactory [21, 22] .
Research and Methodology
Research Framework
A framework of research work used in solving this research problem. Based on the framework in the picture above, each step can be described as follows : 1. Collecting Data At this stage, the data is obtained from the Official Gazette (BRS) which is routinely published monthly by the Central Bureau of Statistics (BPS) Riau.
Library Studies
Literature study is the first step in this research, this literature study was conducted to complement the basic knowledge and theories used in this study.
Identifying Problems
In the identification phase of this problem, done after all the data is met then obtained the appropriate dataset to be done in the process of conversion process data obtained in accordance with the specified weight 4. Preprocess Stages done is to make changes to some data types on dataset attributes with the aim to facilitate understanding of the contents of the record, also do the selection by considering the consistency of data, missing value and redundant on the data.
Determining the Model
The results of this stage are some models of artificial neural network with Backpropagation method to determine the pattern 6. Testing Results Data Processing
After the process of determining the model is completed, then performed the test phase against the results of data processing using Matlab Software R2011b (7.
13) 7. Predicting
Prediction is done to compare the number with Neural Network model with the most accurate Backpropagation method.
Evaluate the End
Evaluate the end done to find out whether the testing of data processing results as expected.
Data Used
The data used in this research is the Component Data of Human Development Index (HDI) by Regency / City of 2015 which is sourced from BPS-National Socio-Economic Survey 2015 North Sumatera based on new calculation Keterangan : From table 1 it is explained that input data (enter) consists of 4 variables, among others : X1 = Life expectancy (year) X2 = Old school expectations (%) X3 = Average school length (years) X4 = Real expenditure per capita (000. Rp) Target = HDI Data No. 1 through 16 will be used as training data. While data No. 17 to 32 will serve as data testing.
Data Normalization
Before being processed, the data is normalized first by using the Sigmoid function, represented by the equation (1). Information : a. Training data is taken from table 1, ie data number 1 through number 16 based on life expectancy (X1), school life expectancy (X2), average school length (X3) and real expenditure per capita (X4). While Target based on the value of HDI. b. The maximum value (b) of the table 2 dataset is 11800.00. The minimum value (a) is 4.64. b. Then will get result Normalisasi data X1 = 0,104363. So on for all data, normalized by using the same function. b. Then will get result Normalization data X1 0,103639. So on for all data, normalized by using the same function.
Normalization of Data Training
Normalization of Data Testing
Results and Discussion
Analysis
Creating network architecture initialization is the most important thing in programming backpropagation with the Matlab application. The network architecture in this study uses 6 architectural models, among others: 4-5-1 (4 inputs, 5 hidden hidden neurons, 1 output), 4-10-1 (4 inputs, 10 hidden layer neurons, 1 output), 4 -5-10-1 (4 inputs, hidden layer using 5 neurons and 10 neurons, 1 output), 4-10-15-1 (4 inputs, hidden layer using 10 neurons and 15 neurons, 1 output), 4-10 -20-1 (4 inputs, hidden layer using 10 neurons and 20 neurons, 1 output), 4-15-20-1 (4 inputs, hidden layer using 15 neurons and 20 neurons, 1 output). The activation function used is a bipolar sigmoid function (tansig). Minimum error 0.001-0.01 with maximum epoch 10000 and learning rate 0.01.
Results
Of the 6 models of network architecture used, the best architectural model is 4-10-20-1 with the accuracy rate reaching 100%. 
Conclution
Based on the description of the previous discussion results can be concluded that the best architectural model used is 4-10-20-1 with 100% accuracy rate. Thus, this model is good enough to be used to predict data.
