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Abstract
We investigate for which real numbers α the series (4) converges, and prove that, even though it converges
almost everywhere in the sense of Lebesgue to a periodic, with a period 1, odd function in L2([0,1]), it
is divergent at uncountably many points, the set of which is dense in [0,1]. Finally, we find the Fourier
expansion of the function defined by the series (4).
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction and preliminaries
Bundschuh (see [2]) dealt with infinite series of the form
∞∑
n=1
(−1)[xn]cn, (1)
where (cn) and (xn) are sequences of complex and real numbers respectively, and [x] is the
integral part of x, i.e., the greatest integer less than or equal to x.
We first recollect certain facts from the theory of uniform distribution of sequences which
play a significant role. Let ω = (xn)n1 be a sequence of real numbers in [0,1]. For a positive
integer N and a subset E of the unit interval I = [0,1), we define a counting function (see [4])
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J. Schoißengeier, S.B. Tricˇkovic´ / J. Math. Anal. Appl. 324 (2006) 238–247 239A(E;N;ω) as the number of terms n (1 nN ) for which xn ∈ E. The sequence ω = (xn) is
said to be uniformly distributed if for every pair a, b of real numbers with 0 a < b 1 we have
lim
N→∞
A([a, b);N;ω)
N
= b − a. (2)
Bundschuh (see [2]) stated several criteria for convergence of the series (1), thereby solving a
problem posed by Ruderman (see [6]) whether or not the series
∞∑
n=1
(−1)[n
√
2]
n
converges. Finally, he proved the following
Theorem 1. Let α be a real algebraic irrational and let ε > 0. Then the series
∞∑
n=1
(−1)[nα]
nε
(3)
is convergent.
In the special case ε = 1 we investigate the convergence of the series (3) more precisely. In
order to get a periodic function with period 1, we replace α with 2α, and actually we deal with
the series
∞∑
n=1
(−1)[2nα]
n
. (4)
We prove that this series converges almost everywhere and defines a periodic odd function in
L2[0,1] as well as that for α = p/q the series converges if and only if q is even. We find the
Fourier series of the sum defined by the series (4). Finally, we also prove that for any non-empty
set S ⊆ (0,1), the set of points α ∈ S for which the series in (4) tends to ∞ has the power of
continuum.
2. Convergence almost everywhere
In order to investigate the convergence of the series (4), we apply summation by parts
N∑
n=1
anbn =
N−1∑
n=1
(an − an+1)
n∑
k=1
bk + aN
N∑
k=1
bk,
where a1, . . . , aN , b1, . . . , bN are complex numbers. Setting an = 1n and bn = (−1)[2nα], we ob-
tain
sN(α) :=
N∑
n=1
(−1)[2nα]
n
=
N−1∑
n=1
1
n(n + 1)
n∑
k=1
(−1)[2kα] + 1
N
N∑
k=1
(−1)[2kα]. (5)
Clearly sN is a periodic function with period 1. For irrational numbers α there holds sN(−α) =
−sN(α), since [−α] = −[α] − 1.
Theorem 2. The series (4) is convergent almost everywhere and represents a periodic odd func-
tion in L2[0,1]. The length of its period is 1.
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(−1)[2t] = c[0, 12 )
({t})− c[ 12 ,1)({t})= 2c[0, 12 )({t})− 1, (6)
transforms (5) into
sN(α) = 2
N−1∑
n=1
1
n(n + 1)
n∑
k=1
(
c[0, 12 )
({kα})− 1
2
)
+ 2
N
N∑
k=1
(
c[0, 12 )
({kα})− 1
2
)
,
where cM is the characteristic function of a set M , i.e.,
cM(x) =
{
1, x ∈ M,
0, x /∈ M.
The counting function A(E;N;ω), where E = [0, 12 ) and ω = ({nα}), can be expressed as a
sum of characteristic functions, i.e.,
A(E;N;ω) =
N∑
k=1
c[0, 12 )
({kα}),
and as ω is uniformly distributed for irrational numbers α (see [4]), we have
lim
N→∞
1
N
N∑
k=1
(
c[0, 12 )
({kα})− 1
2
)
= 0. (7)
Putting
dn(α) =
n∑
k=1
(
c[0, 12 )
({kα})− 1
2
)
, (8)
we see that for irrational numbers α the sequence (sN(α))N1 converges if and only if
2
∑∞
n=1
dn(α)
n(n+1) converges, and if so, the limits coincide
lim
N→∞ sN(α) = 2
∞∑
n=1
1
n(n + 1)
n∑
k=1
(
c[0, 12 )
({kα})− 1
2
)
= 2
∞∑
n=1
dn(α)
n(n + 1) .
It can be shown that |dn(α)| = Oα(log2 n) almost everywhere in the sense of Lebesgue (see,
e.g., [4]). More exactly, there is a positive function c(α) so that |dn(α)|  c(α) log2 n almost
everywhere. Hence, the series
∑∞
n=1
dn(α)
n(n+1) is absolutely convergent, and
g(α) :=
∞∑
n=1
(−1)[2nα]
n
= 2
∞∑
n=1
dn(α)
n(n + 1) (9)
holds almost everywhere.
Now we shall use the concept of discrepancy
DN(α) := sup
0x1
∣∣∣∣∣
N∑
k=1
c[0,x)
({kα})− Nx
∣∣∣∣∣.
Then clearly |dn(α)|Dn(α), and we have the following fact (see [7]):
1∫
Dn(α)dα = 1
π2
log2 n + O((logn)3/2 log logn).0
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∫ 1
0 Dn(α)dα = O(log2 n), which is a much weaker result and can also be
deduced by integrating the Erdös–Turán inequality (see [4, p. 112]). As Dn(α) n we get
1∫
0
D2n(α)dα = O
(
n log2 n
)
.
The Cauchy–Schwarz inequality implies
∫ 1
0 Dn(α)Dm(α)dα = O(
√
mn logn logm), and hence
1∫
0
g2(α)dα = O
( ∞∑
n=1
∞∑
m=1
1
n2
1
m2
1∫
0
∣∣dn(α)dm(α)∣∣dα
)
= O
( ∞∑
n=1
∞∑
m=1
1
n2
1
m2
1∫
0
∣∣Dn(α)Dm(α)∣∣dα
)
= O
( ∞∑
n=1
∞∑
m=1
√
mn logn logm
n2m2
)
= O(1),
meaning that g ∈ L2([0,1]). Hereby we completed the proof of Theorem 2. 
We note that L. Báez-Duarte in [1] came to the same results, but by using quite different
methods.
By immediate checking we ascertain that the series (4) converges for α = 1/2, i.e., it then
becomes the well-known alternate series, the sum of which is − log 2. Unfortunately, (4) is not
convergent for all rational numbers. Here we give conditions for rational numbers to be points
where the series (4) converges.
Theorem 3. Let p
q
be a rational number and assume that q > 0, where p and q are co-prime.
Then the series
∞∑
n=1
(−1)[2np/q]
n
(10)
is convergent if and only if q is even.
Proof. Let N  1. Replacing α = p/q in (5), the partial sums of (10) become
N∑
n=1
(−1)[2np/q]
n
=
N−1∑
n=1
1
n(n + 1)
n∑
j=1
(−1)[2jp/q] + 1
N
N∑
j=1
(−1)[2jp/q].
We can represent N as N = T q + r , where 0  r < q . Then T = [N/q] = N/q + O(1), and,
making use of (6), we are now rewriting the last sum on the right-hand side as follows:
N∑
j=1
(−1)[2jp/q] = T
q∑
n=1
(−1)[2np/q] + O(1) = N
q
q∑
n=1
(−1)[2np/q] + O(1)
= N
q
q∑(
c[0, 12 )
({np/q})− c[ 12 ,1)({np/q}))+ O(1)
n=1
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q
q∑
n=1
(
2c[0, 12 )
({np/q})− 1)+ O(1)
= 2N
q
q∑
n=1
(
c[0, 12 )
({np/q})− 1
2
)
+ O(1)
= 2N
q
q−1∑
n=0
(
c[0, 12 )
({np/q})− 1
2
)
+ O(1)
= 2N
q
( ∑
0n<q/2
1
2
−
∑
q/2n<q
1
2
)
+ O(1)
= N
2q
(
1 − (−1)q)+ O(1).
Hence 1
N
∑N
j=1(−1)[2jp/q] converges to 12q (1 − (−1)q), and the original sum is convergent if
and only if
∑N−1
n=1
1
2(n+1)q (1 − (−1)q) is convergent, and this is true if and only if q is even. 
Remark 1. Conditions of Theorem 3 imply p is odd. If we set q = 2r there follows p and r are
co-prime, and the series
∞∑
n=1
(−1)[np/r]
n
is convergent only for odd p. Thus we have extended the convergence region of the series (3) in
the special case ε = 1, improving the Bundschuh theorem. So the series (3), where ε = 1, now
converges not only for algebraic irrationals, but also for all rational numbers with odd numerators
relatively prime to their denominators.
3. The Fourier expansion
In order to find the Fourier coefficients of the function g defined by the series (4), i.e., by (9),
we first make use of its periodicity and oddness. So because of g(1 − α) = −g(α), we have
g(α) ∼∑∞n=1 bn sin 2nπα with
bn = 2
1∫
0
g(α) sin 2nπα dα = 2
i
1∫
0
g(α)e2nπiα dα.
We now consider the Lebesgue integral
∫ 1
0 g(α)e
2nπiα dα (n ∈ N). So we have
1∫
0
g(α)e2nπiα dα =
1∫
0
( ∞∑
k=1
(−1)[2kα]
k
)
e2nπiα dα = 2
1∫
0
( ∞∑
k=1
dk(α)e
2nπiα
k(k + 1)
)
dα,
where dk(α) =∑kj=1(c[0, 12 )({jα}) − 12 ). Since |dn(α)|Dn(α) and ∫ 10 Dn(α)dα = O(log2 n)
hold, we are allowed to interchange summation and integration, because the convergence of the
series
∑∞
k=1 1k(k+1)
∫ 1
0 |dk(α)|dα relies on the fact that the series
∑∞
k=1
log2 k
k(k+1) converges. So
there follows
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0
g(α)e2nπiα dα = 2
∞∑
k=1
1
k(k + 1)
1∫
0
dk(α)e
2nπiα dα
= 2
∞∑
k=1
1
k(k + 1)
1∫
0
k∑
j=1
(
c[0, 12 )
({jα})− 1
2
)
e2nπiα dα
= 2
∞∑
k=1
1
k(k + 1)
k∑
j=1
1∫
0
c[0, 12 )
({jα})e2nπiα dα.
Note that 12
∫ 1
0 e
2nπiα dα = 0. Further, we shall represent the right-hand side integral as a sum of
integrals over intervals [ t
j
,
(t+1)
j
] (0 t  j − 1), and obtain
1∫
0
c[0, 12 )
({jα})e2nπiα dα = j−1∑
t=0
(t+1)/j∫
t/j
c[0, 12 )
(
jα − [jα])e2nπiα dα
= 1
j
j−1∑
t=0
t+1∫
t
c[0, 12 )(u − t)e
2nπiu/j du
= 1
j
j−1∑
t=0
e2nπit/j
1∫
0
c[0, 12 )(s)e
2nπis/j ds
= 1
j
j−1∑
t=0
e2nπit/j
1/2∫
0
e2nπis/j ds
= e
nπi/j − 1
2nπi
j−1∑
t=0
e2nπit/j ,
so that we find
bn = 2
i
1∫
0
g(α)e2nπiα dα = 2
nπ
∞∑
k=1
k∑
j=1
1 − enπi/j
k(k + 1)
j−1∑
t=0
e2nπit/j
= 2
nπ
∞∑
k=1
∑
1jn
j |n,n/j odd
2j
k(k + 1) =
4
nπ
∑
d|n,d odd
n
d
∑
kn/d
(
1
k
− 1
k + 1
)
= 4
nπ
∑
d|n,d odd
n
d
· d
n
= 4
nπ
∑
d|n,d odd
1 = 4τodd(n)
nπ
,
where τodd(n) denotes the number of odd divisors of n, and bn are Fourier sine coefficients. So
the Fourier series of the function g is
4
π
∞∑
n=1
τodd(n)
n
sin 2nπα,
which converges almost everywhere to g ∈ L2[0,1] (see [3]).
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4. Divergence at uncountably many points
Let [0;a1, a2, . . .] be the continued fraction expansion of α with convergents pnqn , where
pn+1 = an+1pn + pn−1, qn+1 = an+1qn + qn−1, n 0, (11)
with p−1 = 1, q−1 = 0, p0 = 0, q0 = 1. If N ∈ Z+, then there is a unique sequence (bn)n0 of
non-negative integers such that b0 < a1, bi  ai+1, bi = ai+1 ⇒ bi−1 = 0 and N =∑∞i=0 biqi .
This representation is called the Ostrowski expansion of N to the base α.
Let 0 x  1 −α. Then there is a unique sequence (ci)i0 of non-negative integers such that
c0 < a1, ci  ai+1, ci = ai+1 ⇒ ci−1 = 0 and x =∑∞i=0 ci(qiα − pi). For the sake of analogy
we call this representation again the Ostrowski expansion of x to the base α.
In the sequel we use the following theorem by V.T. Sós (see [5]):
Theorem 4. Let α ∈ (0,1) be irrational, 0  x  1 − α, N ∈ Z+, and let N =∑∞i=0 biqi and
x =∑∞i=0 ci(qiα − pi) be the Ostrowski expansion of N and x, respectively. Then
N∑
n=1
c[0,x)
({nα})− Nx = ∞∑
k=0
(−1)k(min{bk, ck} − bkckqk|qkα − pk|)
−
∞∑
k=0
k−1∑
l=0
(−1)k(ckbl + clbk)ql(qkα − pk) +
∞∑
l=0
δl,
where
δl =
⎧⎪⎨
⎪⎩
1,
∑l−1
i=0 ciqi <
∑l−1
i=0 biqi 
∑l
i=0 biqi <
∑l
i=0 ciqi,
−1, ∑l−1i=0 biqi <∑l−1i=0 ciqi ∑li=0 ciqi <∑li=0 biqi,
0, else.
Corollary 1. Let α ∈ (0,1) be irrational, 0  x  1 − α, n ∈ Z+, and let n =∑∞i=0 biqi and
x = ∑∞i=0 ci(qiα − pi) be the Ostrowski expansion of n and x, respectively. Let m ∈ Z+ be
chosen so that qm  n < qm+1. Then there holds
n∑
k=1
(
c[0,x)
({kα})− x)= ∞∑
k=0
(−1)k(min{bk, ck} − bkckqk|qkα − pk|)+ O(m), (12)
where the O-constant is absolute.
Proof. For k > m we have bk = 0. Furthermore ∑k−1l=0 clql < qk and ∑k−1l=0 blql < qk . We get
∞∑
k=0
k−1∑
l=0
(−1)k(ckbl + clbk)ql |qkα − pk|
= O
(
m∑
(bk + ck)qk|qkα − pk| + qm+1
∞∑
ck|qkα − pk|
)
k=0 k=m+1
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(
m∑
k=0
ak+1qk
qk+1
+ qm+1
∞∑
k=m+1
ak+1
qk+1
)
= O
(
m∑
k=0
1 + qm+1
∞∑
k=m+1
1
qk
)
= O(m + 1).
Furthermore, l > m and δl 
= 0 imply ∑l−1i=0 ciqi < n <∑li=0 ciqi ; as there is at most one such l
we get
∑∞
i=0 δi =
∑m
i=0 δi + O(1) = O(m). Theorem 4 implies the result. 
We note that O(m) = O(logn), as the sequence (qk)k0 grows at least exponentially.
Now, we are ready to prove that the set of points where the series (4) diverges has the power
of continuum, and even more.
Theorem 5. Let S be an open non-empty subset of the reals. Then the set of points α ∈ S where∑∞
n=1
(−1)[2nα]
n
= +∞ has the power of continuum.
Proof. By what has been said above it is enough to prove that for every non-empty open interval
S ⊆ [0, 12 ] the set of all α ∈ S for which limN→∞ sN(α) = +∞ and the set of all α ∈ S for which
limN→∞ sN(α) = −∞ have both the power of continuum. We restrict ourselves to the first case;
the second one can be dealt with analogously. The idea consists in constructing the numbers α by
using continued fractions expansions so that dn(α), defined by (8), is large for n large enough.
For this purpose, let us first choose positive integers a1, . . . , at , t odd, so that [0;a1, . . . , at ] and
[0;a1, . . . , at ,1] ∈ S. Because of this, it is easy to show that for every sequence at+1, at+2, . . .
of positive integers, α = [0;a1, . . . , at , at+1, . . .] is between [0;a1, . . . , at ] and [0;a1, . . . , at ,1],
whereby it is ensured that α ∈ S. In addition, we define recursively a set of sequences (ak)k>t ,
so that for k even ak+1 is even too, and we require for all k > t that logak+1  qk . To prove that
this set has the power of continuum, we note that for any sequence (uk)k>t of real numbers, the
cardinality of the set {(ak)k>t | ak ∈ Z and ak > uk for all k > t} is equal to∣∣∣∣∣
∞∏
k=t
([uk,+∞) ∩ Z)
∣∣∣∣∣=
∣∣∣∣∏
k>t
N
∣∣∣∣= ∣∣NN∣∣= |R|.
We shall assume without loss of generality that qt is even. Otherwise, we distinguish two
cases. First, if qt is odd and qt−1 is even, we define at+1 = 2, at+2 = at+3 = at+4 = 1 and note
that qt+1 = 2qt +qt−1 is even, qt+2 = qt+1 +qt is odd, qt+3 = qt+2 +qt+1 is odd, qt+4 = qt+3 +
qt+2 is even. Then we replace t with t +4 (note that t +4 is again odd). Second, assume now that
qt is odd and qt−1 is odd too. Then we define at+1 = 2 and at+2 = 1. Note that qt+1 = 2qt +qt−1
is odd and qt+2 = qt+1 + qt is even. Now we replace t with t + 2 (note again that t + 2 is odd).
Now let
∑t−1
i=0 ciqi = qt2 be the Ostrowski expansion of the integer qt2 . For i  t let ci =
1
4 (1 + (−1)i)ai+1 and let x :=
∑∞
i=0 ci(qiα − pi). We prove that x = 12 . As c0 < a1 we obtain
−α =
∑
2i
(
(qi+1α − pi+1) − (qi−1α − pi−1)
)=∑
2i
ai+1(qiα − pi)

∞∑
i=0
ci(qiα − pi) = x <
∑
2|i
ai+1(qiα − pi)
=
∑(
(qi+1α − pi+1) − (qi−1α − pi−1)
)= 1.2|i
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x = qt
2
α −
t−1∑
i=0
cipi +
∑
2|i>t
1
2
ai+1(qiα − pi) = qt2 α −
t−1∑
i=0
cipi − 12 (qtα − pt)
= pt
2
−
t−1∑
i=0
cipi,
whence there follows that x is an integer or half an integer in [−α,1), meaning that x = 0 or
x = 12 . However, x = 0 is impossible because in that case, from the previous relation, there would
be pt = 2∑t−1i=0 cipi , i.e., pt is even. But, the numerator and denominator of each convergent are
relatively prime, and considering that qt is even, pt cannot be even. So there remains only x = 12 ,
and we conclude that
∑∞
i=0 ci(qiα − pi) is the Ostrowski expansion of 12 .
Furthermore
t∑
k=0
(−1)k(min{bk, ck} − bkckqk|qkα − pk|)= O(1)
and ∑
2|kt
(
min
{
bk,
ak+1
2
}
− bk ak+12 qk|qkα − pk|
)
= O(1).
Corollary 1 and
ck =
{ ak+1
2 , 2 | k,
0, 2  k
for k > t imply
dn(α) =
∑
2|km
(
min
{
bk,
ak+1
2
}
− bk ak+12 qk|qkα − pk|
)
+ O(m), (13)
where m is such that qm  n < am+12 qm, since, for one thing, the Ostrowski expansion yields
n = ∑mk=0 bkqk , and, for another, because logam+1  qm implies am+1  eqm > 2qm and
am+1
2 qm > q
2
m > qm. Also, apart from this, n = bmqm +
∑m−1
i=0 biqi with 0 
∑m−1
i=0 biqi < qm
gives bm = [ nqm ].
From the theory of continued fractions it is easily seen that
ak+1qk|qkα − pk| 1.
Relying on this, we have
min
{
bk,
ak+1
2
}
− bk ak+12 qk|qkα − pk|min
{
bk,
ak+1
2
}
− bk
2
= 1
2
min{bk, ak+1 − bk},
and (13) becomes
dn(α)
1
2
∑
2|kmn
min
{
bk(n), ak+1 − bk(n)
}+ O(mn).
Further, 1  n
qm
<
am+1
2 implies bm  am+1 − bm. Also there holds mn = O(logn). So there
follows
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∑
2|m
∑
qmn<am+12 qm
[
n
qm
]
1
n(n + 1) + O(1) =
∑
2|m
1
qm
∑
qmn<am+12 qm
1
n + 1 + O(1)
=
∑
2|m
1
qm
(
log
am+1qm
2
− logqm + O(1)
)
+ O(1) =
∑
2|m
1
qm
logam+1 + O(1).
For 2 | m > t there holds logam+1  qm, so we get g(α) = +∞.
In the same manner we could prove that the set of all α ∈ S for which ∑∞n=1 (−1)[2nα]n = −∞
has the power of continuum. 
Remark 2. It is well known that Cantor’s set is an example of an uncountable set having the
Lebesgue measure equal to zero. According to results of Theorems 2 and 5, the set of points
where the series (4) diverges is another example of an uncountable set with the Lebesgue measure
equal to zero. However, whereas Cantor’s set is nowhere dense, we have proved that the set in
question is dense.
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