Using the fact that the Airy process describes the limiting fluctuations of the Hammersley last-passage percolation model, we prove that it behaves locally like a Brownian motion. Our method is quite straightforward, and it is based on a certain monotonicity and good control over the equilibrium measures of the Hammersley model (local comparison).
Introduction and results
In recent years there has been a lot of research on the Airy process and related processes such as the Airy sheet [10] . Most papers use analytic methods and exact formulas given by Fredholm determinants to prove properties of these processes, but some papers use the fact that these processes are limiting processes of last-passage percolation models or random polymer models, and they use properties of these well studied models to prove the corresponding property of the limiting process. A nice example of these different approaches can be found in two recent papers, one by Hägg [11] and one by Corwin and Hammond [9] . Hägg proves in his paper that the Airy process behaves locally like a Brownian motion, at least in terms of convergence of finite dimensional distributions. He uses the Fredholm determinant description of the Airy process to obtain his result. Corwin and Hammond on the other hand, use the fact that the Airy line process, of which the top line corresponds to the Airy process, can be seen as a limit of Brownian bridges, conditioned to be non-intersecting. They show that a particular resampling procedure, which they call the Brownian Gibbs property, holds for the system of Brownian bridges and also in the limit for the Airy line process. As a consequence, it follows that the local Brownian behavior of the Airy process holds in a stronger functional limit sense. Our paper will prove the same theorem, also using the fact that the Airy process is a limiting process, but in a much more direct way: we will consider the Hammersley last-passage percolation model, and show that we can control local fluctuations of this model by precisely chosen equilibrium versions of this model, which are simply Poisson processes. Then we show that in the limit this control suffices to prove the local Brownian motion behavior of the Airy process, as well as tightness of the models approaching the Airy process. We also extend the control of local fluctuations of the Hammersley process to scales smaller than the typical cube-root scale.
Our method is quite straightforward, yet rather powerful, mainly because we have a certain monotonicity and good control over the equilibrium measures. In fact, we think that we can extend our result to the more illustrious Airy sheet, the two dimensional version of the Airy process. We address the reader to [10] , for a description of this process in terms of the renormalization fixed point of the KPZ universality class. However, here we run in to much more technical problems, and this will still require a lot more work, beyond the scope of this paper.
We will continue the introduction by developing notation, introducing all relevant processes and stating the three main theorems. In Section 2 we introduce the local comparison technique and in each of the following three sections one theorem is proved.
The Hammersley Last Passage Percolation model
The Hammersley last-passage percolation model [1] is constructed from a two-dimensional homogeneous Poisson point process of intensity 1. Denote [x] t := (x, t) ∈ R 2 and call a sequence 
Prähofer and Spohn [13] proved that
in the sense of finite dimensional distributions, where A ≡ (A(u)) u∈R is the so-called Airy process. This process is a one-dimensional stationary process with continuous paths and finite dimensional distributions given by a Fredholm determinant [12] :
um}×R)
.
The function A denotes the extended Airy kernel, which is defined as
where Ai is the Airy function, and for ξ 1 , . . . , ξ m ∈ R and u 1 < · · · < u m in R,
The main contribution of this paper is the development of a local comparison technique to study the local fluctuations of last-passage times and its scaling limit. The ideas parallel the work of Cator and Groeneboom [5, 6] , where they studied local convergence to equilibrium and the cube-root asymptotic behavior of L. This technique consists of bounding from below and from above the local differences of L by the local differences of the equilibrium regime (Lemma 1), with suitable parameters that will allow us to handle the local fluctuations in the right scale (Lemma 2). For the Hammersley model the equilibrium regime is given by a Poisson process. We have strong indications that the technique can be applied to a broad class of models, as soon as one has Gaussian fluctuations for the equilibrium regime. Although this is a very natural assumption, one can only check that for a few models. As a first application, we will prove tightness of A n .
Theorem 1
The collection {A n } is tight in the space of cadlag functions on [a, b]. Furthermore, any weak limit of A n lives on the space of continuous functions.
The local comparison technique can be used to study local fluctuations of last-passage times for lengths of size n γ , with γ ∈ (0, 2/3) (so smaller than the typical scale n 2/3 ). Let B ≡ (B(u)) u≥0 denote the standard two-sided Brownian motion process.
Theorem 2 Fix γ ∈ (0, 2/3) and s > 0 and define ∆ n by
where µ := s −1/2 and σ := s −1/4 . Then
in the sense of weak convergence of probability measures in the space of cadlag functions.
As we mentioned in the previous section, the Airy process locally behaves like Brownian motion [9, 11] . By applying the local comparison technique again, we will present an alternative proof of the functional limit theorem for this local behavior.
in the sense of weak convergence of probability measures in the space of continuous functions.
The lattice model with exponential weights
Consider a collection
..,k such that:
Corwin, Ferrari and Péché [8] proved that
in the sense of finite dimensional distributions. The local comparison method can be used in this context as well. (The lattice version of Lemma 1 is straightforward. For exponential weights, the analog to Lemma 2 was proved in [2] .)
The collection {A l n } is tight in the space of cadlag functions on [a, b]. Furthermore, any weak limit of A n lives on the space of continuous functions.
Theorem 5 Fix γ ∈ (0, 2/3) and s > 0 and define ∆ n by
To avoid repetitions, we will not present a proof of the lattice results. We hope that the reader can convince his (or her) self that the method that we will describe in detail for the Hammersley lastpassage percolation model can be easily adapted to the lattice models with exponentials weights.
Remark 1
We also expect that the local comparison method can be used in the log-gamma polymer model, introduced by Seppäläinen [14] . The polymer versions of Lemma 1 and Lemma 2 were proved in [14] .
Local comparison and exit points
The Hammersley last-passage percolation model has a representation as an interacting particle system, called the Hammersley process [1, 5] . We will use notations used in [7] . In the positive time half plane we have the same planar Poisson point process as before. On the x-axis we take a Poisson process of intensity λ > 0. The two Poisson process are assumed to be independent of each other. For x ∈ R and t > 0 we define The process (M t λ ) t≥0 , given by
is a Markov process on the space of locally finite counting measures on R. The Poisson process is the invariant measure of this particle system in the sense that
= Poisson process of intensity λ for all t ≥ 0 .
Notice that the last-passage time L = L ν 0 can be recovered in the positive quadrant by choosing a measure ν 0 on the axis that has no points to the right of 0, and an infinite amount of points in every interval (−ε, 0), ∀ε > 0 (this could be called a "wall" of points). Thus
are coupled by the same two-dimensional Poisson point process P, which corresponds to the basic coupling between M t ν λ and M t ν 0 . Define the exit points
} . By using translation invariance and invariance under the map (x, t) → (λx, t/λ), we have that
We need to use one more symmetry. In [5] , the Hammersley process was set up as a process in the first quadrant with sources on the x-axis and sinks on the t-axis. In our notation this means that the process t → L λ [0] t is a Poisson process with intensity 1/λ which is independent of the Poisson process ν λ restricted to the positive x-axis and independent of the Poisson process in the positive quadrant. We can now use reflection in the diagonal to see that the following equality holds:
We use that Z ′ λ [x] t < 0 is equivalent to the fact that the maximizing path to the left-most exit point crosses the positive t-axis, and not the positive x-axis.
The local comparison technique consists of bounding from above and from below the local differences of L by the local differences of L λ . These bounds depend on the position of the exit points. It is precisely summarized by the following lemma.
and if
Proof 
We use this, and that (since
in the following inequality:
By superaddivity,
The proof of the second inequality is very similar. Indeed, denote z := Z λ [y] t and let c be a crossing between
. By superaddivity,
which implies that In order to apply Lemma 1 and extract good bounds for the local differences one needs to control the position of exit points. This is given by the next lemma.
Lemma 2 There exist constant C > 0 such that,
for all r ≥ 1 and all n ≥ 1.
Proof See Corollary 4.4 in [6] . ✷
Proof of Theorem 1
For simple notation, and without loss of generality, we will restrict our proof to
Lemma 3 Fix β ∈ (1/3, 1) and for each δ ∈ (0, 1) and n ≥ 1 set
Then there exists a constant C > 0 such that, for sufficiently small δ > 0,
Proof Denote r := δ −β and let n + := λ + n < 2n and
(for all sufficiently large n). By (2.2) and (2.3),
Analogously, for
we have that
Now one can use Lemma 2 to finish the proof. ✷ Lemma 4 Let δ ∈ (0, 1) and u ∈ [0, 1 − δ). Then, on the event E n (δ), for all v ∈ [u, u + δ] we have that
Proof For fixed t, Z ′ λ [x] t and Z λ [x] t are non-decreasing functions of x. Thus, on the event E n (δ),
By Lemma 1, this implies that, for all
and
we have that, on the event E n (δ),
on the event E n (δ). Hence, for any η > 0,
is a Poisson process of intensity λ. Since λ ± → 1 as n → ∞, B n,− (u/2) and B n,+ (u/2) converge in distribution to a standard Brownian motion B. Thus, by Lemma 3, for δ < (η/8
which implies that (recall that β ∈ (1/3, 1)) lim sup
Since [6] lim sup
we have that {A n (0) , n ≥ 1} is tight. Together with (3.1), this shows tightness of the collection {A n , n ≥ 1} in the space of cadlag functions on [0, 1], and also that every weak limit lives in the space of continuous functions [4] . ✷
Proof of Theorem 2
For simple notation, we will prove the statement for s = 1 and restrict our selves to [0, 1] . The reader can then check that rescaling gives the result for general s > 0, since
Lemma 5 Fix γ ′ ∈ (γ, 2/3) and let
There exists a constant C > 0 such that
for all sufficiently large n.
Proof Denote r := n 1/3−γ ′ /2 and let n + := λ + n < 2n and
Now one can use Lemma 2 to finish the proof. ✷ Lemma 6 On the event E n , for all u < v in [0, 1],
Using that λ ± := 1 ± n −γ ′ /2 , one can finish the proof of the lemma. ✷ Proof of Theorem 2 By Lemma 6, on the event E c n ,
Thus, by Lemma 5,
As before, λ ± → 1 as n → ∞, which implies that lim sup
and hence lim sup
Since ∆ n (0) = 0, (4.1) implies tightness of the collection {∆ n , n ≥ 1} in the space of cadlag functions on [0, 1], and also that every weak limit lives in the space of continuous functions [4] . The finite dimensional distributions of the limiting process can be obtained in the same way. Indeed, by Lemma 5 and Lemma 6, for u 1 , . . . , u k ∈ [0, 1] and a 1 , . . . , a k , ∈ R,
which shows that the finite dimensional distributions of ∆ n converge to the finite dimensional distributions of the standard Brownian motion process. ✷
Proof of Theorem 3
Lemma 7 Fix β ∈ (0, 1/2) and for ǫ ∈ (0, 1) let
Define the event
There exists a constant C > 0 such that, for all sufficiently small ǫ > 0,
Proof The same proof as in Lemma 3 applies. ✷ Lemma 8 On the event E n (ǫ), for all u ∈ [0, 1 − δ) and v ∈ [u, u + δ], we have that
Proof The same proof as in Lemma 4 applies. Note that in this case we have Since A ǫ n is converging to A ǫ , and B ǫ n,± is converging to a Brownian motion B, the preceding inequality implies that Since A ǫ (0) = 0, by (5.1) we have that {A ǫ , ǫ ∈ (0, 1]} is tight [4] . The finite dimensional distributions of the limiting process can be obtained in the same way. Indeed, by Lemma 8, for u 1 , . . . , u k ∈ [0, 1] and a 1 , . . . , a k , ∈ R,
1/2−β + P (E n (ǫ) c ) ,
Thus, by Lemma 7,
1/2−β + Cǫ 3β ,
which proves that,
