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SCHE´MAS DE FANO
Olivier Debarre 1 et Laurent Manivel
Soient k un corps alge´briquement clos et X un sous-sche´ma d’un espace projectif
Pnk ; on appelle sche´ma de Fano, et l’on note Fr(X) , le sous-sche´ma de la grassmannienne
G(r,Pnk ) qui parame`tre les espaces line´aires de dimension r contenus dans X . Ces sche´mas
ont une longue histoire ([F], [vW], [AK], [BVV], [B1], [PS], [K], [ELV], [BV]) mais il ne
semble pas exister dans la litte´rature d’e´nonce´ ge´ne´ral sur leurs proprie´te´s, meˆme les plus
simples comme la connexite´, valable en toute caracte´ristique. Un des buts de cet article est
de rassembler sous une re´fe´rence commune des faits ge´ne´raux sur ces sche´mas.
Apre`s un paragraphe de notations, on obtient dans le §2, en se basant sur les ide´es
de [K], notre premier re´sultat principal : pour une intersection comple`te ge´ne´rale X , le
sche´ma de Fano Fr(X) est non vide et lisse de la dimension attendue δ lorsque celle-ci
est positive, et connexe lorsque δ > 0 . Dans le §3, on applique des re´sultats de [D] et [S]
pour calculer certains groupes d’homotopie de Fr(X) . Par ailleurs, le sche´ma Fr(X) est le
lieu des ze´ros d’une section d’un fibre´ vectoriel sur la grassmannienne G(r,Pn) ; lorsqu’il a
la dimension attendue δ , son ide´al admet une re´solution par un complexe de Koszul. Un
the´ore`me d’annulation pour certains fibre´s vectoriels sur G(r,Pn) (prop. 3.8) nous permet
de montrer notre second re´sultat principal, a` savoir un the´ore`me de type Lefschetz, qui
permet d’obtenir, pour k = C , les nombres de Hodge hp,q(Fr(X)) pour p+ q assez petit
(infe´rieur a` dimX− 2r pour n grand). Apre`s avoir re´dige´ cette partie, nous nous sommes
rendus compte que Borcea avait de´ja` utilise´ le the´ore`me d’annulation de Bott dans ce cadre
(il obtient entre autres les re´sultats du §2 en caracte´ristique nulle).
Les meˆmes me´thodes permettent d’e´tudier dans le §4 la restriction
H0(G(r,Pn),O(l)) −→ H0(Fr(X),O(l)) ; on montre que pour n assez grand, Fr(X) est
projectivement normal dans G(r,Pn) , et que toute e´quation de Fr(X) est de degre´ au
moins e´gal a` une e´quation de X dans Pn . On donne aussi une formule explicite pour le
calcul du degre´ des sche´mas Fr(X) : c’est le coefficient d’un monoˆme particulier dans un
polynoˆme explicite en r + 1 variables. On donne quelques exemples de ce calcul pour des
hypersurfaces de bas degre´.
On s’inte´resse ensuite aux sous-sche´mas de Fr(X) qui parame`trent les r-plans
contenant un r0-plan fixe´ ; le the´ore`me principal du § 5 ge´ne´ralise les re´sultats analogues
du § 2 dans ce cadre. On en de´duit que Fr(X) est se´parablement unire´gle´ en droites pour
n assez grand, ce qui nous permet dans le §6 d’adapter des ide´es de [K] pour montrer,
toujours pour n assez grand, que le groupe de Chow rationnel des 1-cycles sur un sche´ma
Fr(X) est de rang 1 . Il est tentant de ge´ne´raliser une conjecture de Srinivas et Paranjape
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([P]) de la fac¸on suivante : pour n assez grand, les groupes de Chow rationnels de basse
dimension de Fr(X) devraient eˆtre ceux de la grassmannienne ambiante G(r,P
n) .
Dans le §7, on de´montre, comme conjecture´ dans [BVV], que les sche´mas de Fano
ge´ne´riques sont unirationnels pour n assez grand. On se rame`ne pour cela a` un re´sultat de
Predonzan ([Pr]), pre´cise´ dans l’article [PS], qui fournit un crite`re explicite pour l’unirationa-
lite´ d’une intersection comple`te dans un espace projectif. Les bornes obtenues sont explicites,
mais tre`s grandes ; par exemple, on montre que la varie´te´ des droites contenues dans une
hypersurface cubique de Pn est unirationnelle pour n ≥ 433 (alors que c’est de´ja` une varie´te´
de Fano pour n ≥ 6 ).
1. Notations
Soient k un corps alge´briquement clos et V un k-espace vectoriel de dimen-
sion n+ 1 . Pour toute suite finie d = (d1, . . . , ds) d’entiers positifs, et tout entier posi-
tif r , on note |d| =
∑s
i=1 di , puis d+ r = (d1 + r, . . . , ds + r) et
(
d
r
)
=
∑s
i=1
(
di
r
)
. On
pose SymdV∗ =
⊕s
i=1 Sym
di V∗ , espace vectoriel que l’on notera aussi ΓPV(d) . Enfin,
si f = (f1 . . . , fs) est un e´le´ment non nul de Sym
dV∗ , on note Xf le sous-sche´ma de PV
d’e´quations f1 = · · · = fs = 0 ; on dira d’un tel sche´ma qu’il est de´fini par des e´quations de
degre´ d .
On pose ensuite
δ(n,d, r) = (r + 1)(n− r)−
(
d+ r
r
)
et δ−(n,d, r) = min{δ(n,d, r), n− 2r − s} , que l’on e´crira simplement δ et δ− lorsque
qu’aucune confusion ne sera a` craindre.
2. Dimension, lissite´ et connexite´
On montre dans ce nume´ro que les sche´mas de Fano d’un sous-sche´ma X de Pnk de´fini
par des e´quations de degre´s d = (d1, . . . , ds) sont lisses de la dimension attendue pour X
ge´ne´rale, et connexes lorsque cette dimension est strictement positive. Divers cas particuliers
du the´ore`me suivant e´taient de´ja` connus : citons par exemple [BVV], qui traite le cas k = C
et r = s = 1 ; [P], [Mu] et [PS], qui de´montrent b) ; [B1], qui de´montre le the´ore`me lorsque k
est de caracte´ristique nulle ; et [K], qui traite le cas r = s = 1 (th. 4.3, p. 266), et dont nous
empruntons les ide´es. Lorsque k = C , une de´monstration comple`tement diffe´rente de´coule
de celle du the´ore`me 3.4 (cf. rem. 3.6.1).
Pour appliquer le the´ore`me, il est utile de noter que lorsque d 6= (2) , l’entier δ(n,d, r)
est positif (resp. strictement positif) si et seulement si δ−(n,d, r) l’est.
The´ore`me 2.1.– Soient X un sous-sche´ma de Pnk de´fini par des e´quations de degre´ d , et
Fr(X) le sche´ma de Fano des r-plans contenus dans X .
a) Lorsque δ−(n,d, r) < 0 , le sche´ma Fr(X) est vide pour X ge´ne´rale.
b) Lorsque δ−(n,d, r) ≥ 0 , le sche´ma Fr(X) est non vide ; il est lisse de dimension
δ(n,d, r) pour X ge´ne´rale.
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c) Lorsque δ−(n,d, r) > 0 , le sche´ma Fr(X) est connexe.
Conside´rons la varie´te´ d’incidence
Ir = {([f ],Λ) ∈ P Sym
dV∗ ×G(r,Pn) | Λ ⊂ Xf} ,
et les projections pr : Ir → P Sym
dV∗ (dont la fibre au-dessus de [f ] s’identifie a` Fr(Xf ) )
et q : Ir → G(r,P
n) . Etant donne´ un r-plan Λ = PW, la fibre q−1([Λ]) est l’espace
projectif associe´ au noyau du morphisme surjectif SymdV∗ → SymdW∗ . Elle est donc de
codimension
(
d+r
r
)
dans P SymdV∗ , de sorte que Ir est irre´ductible lisse de codimension(
d+r
r
)
dans P SymdV∗ ×G(r,Pn) .
On note Zr le ferme´ des points de Ir ou` pr n’est pas lisse, et ∆r l’image de Zr
par pr (avec la convention ∆−1 = ∅ ). Soit Λ un r-plan, d’e´quations xr+1 = · · · = xn = 0
dans PV ; pour tout entier m ≥ 0 , on note Bm la base {x
J | J ⊂ {0, . . . , r} , Card(J) = m}
de l’espace vectoriel ΓΛ(m) ; on note aussi Bd la base ι1(Bd1) ∪ · · · ∪ ιs(Bds) de l’espace
vectoriel ΓΛ(d) (ou` ιj est l’injection canonique de ΓΛ(dj) dans ΓΛ(d) ).
Lemme 2.2.– Pour qu’un point ([f ], [Λ]) de Ir soit dans Zr , il faut et il suffit que le
morphisme α : ΓΛ(1)
n−r → ΓΛ(d) de´fini par
α(hr+1, . . . , hn) =
( n∑
i=r+1
hi
( ∂f1
∂xi
)
|Λ
, . . . ,
n∑
i=r+1
hi
( ∂fs
∂xi
)
|Λ
)
ne soit pas surjectif.
Cela re´sulte d’un calcul explicite fait dans [BVV] dans le cas r = s = 1 .
Lorsque X est lisse de codimension r le long de Λ , on a une suite exacte
0 −→ NΛ/X −→ OΛ(1)
n−r u−→
s⊕
i=1
OΛ(di) −→ 0 ,
et le morphisme α n’est autre que H0(u) (cf. [BVV], prop. 3 et [K], p. 267 dans le cas
r = s = 1). La condition du lemme est donc e´quivalente dans ce cas a` l’annulation de
H1(Λ,NΛ/X) .
Soit µ : ΓΛ(1)× ΓΛ(d− 1)→ ΓΛ(d) le morphisme de multiplication, de´fini par
µ(h, g1, . . . , gs) = (hg1, . . . , hgs) . Si H est un hyperplan de ΓΛ(d) , on note µ
−1(H)
l’ensemble { g ∈ ΓΛ(d− 1) | µ(ΓΛ(1)× {g}) ⊂ H } .
On peut re´e´noncer le lemme 2.2 de la fac¸on suivante : soit Z le sous-ensemble de
q−1([Λ])×PΓΛ(d) forme´ des couples ([f ], [ℓ]) tels que
(( ∂f1
∂xi
)
|Λ
, . . . ,
( ∂fs
∂xi
)
|Λ
)
soit dans µ−1(Ker(ℓ)) pour tout i = r + 1, . . . , n ; alors Zr ∩ q
−1([Λ]) s’identifie a` la
premie`re projection de Z . Pour tout entier h , notons Lh l’ensemble des formes line´aires ℓ
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sur ΓΛ(d) ve´rifiant codimµ
−1(Ker(ℓ)) = h , et Zh l’ensemble des e´le´ments ([f ], [ℓ]) de Z
avec ℓ ∈ Lh . On peut e´crire fi =
∑n
j=r+1 xjfij , avec fij |Λ =
(
∂fi
∂xj
)
|Λ
, de sorte que
(2.3) codimq−1([Λ]) pr1(Zh) ≥ h(n− r)− dimPLh
et
(2.4) codimIr Zr = codimq−1([Λ]) pr1(Z) ≥ min
1≤h≤r+1
[h(n− r)− dimPLh] .
(2.5) Soit ℓ une forme line´aire sur ΓΛ(d) . Soit M la matrice a` coefficients dans ΓΛ(d)
de la forme biline´aire µ dans les bases B1 et B = Bd−1 . Pour qu’un e´le´ment g =
∑
b∈B gbb
de ΓΛ(d− 1) soit dans µ
−1(Ker(ℓ)) , il faut et il suffit que
∑
b gbℓ(xib) soit nul pour tout
i = 0, . . . , r , de sorte que la codimension de µ−1(Ker(ℓ)) dans ΓΛ(d− 1) est le rang de la
matrice ℓ(M) .
Lemme 2.6.– Soient ([f ], [Λ]) un e´le´ment de Zr p
−1
r (∆r−1) et ℓ une forme line´aire non
nulle sur ΓΛ(d) , qui s’annule sur l’image de α . Alors µ
−1(Ker(ℓ)) est de codimension
r + 1 dans ΓΛ(d− 1) .
Proce´dons par l’absurde en supposant que la matrice ℓ(M) de´finie ci-dessus ne soit pas
de rang maximal. Quitte a` effectuer un changement line´aire de coordonne´es, on peut supposer
ℓ(xrb) = 0 pour tout b dans B , de sorte que si Λ
′ est l’hyperplan de Λ de´fini par xr = 0 , la
forme line´aire ℓ provient d’une forme line´aire ℓ′ sur ΓΛ′(d) . Si α
′ : ΓΛ′(1)
n−r+1 → ΓΛ′(d)
est le morphisme associe´ au point ([f ], [Λ′]) de Ir−1 de´fini dans le lemme 2.2, ℓ
′ s’annule
sur α′({0} × ΓΛ′(1)
n−r) . Comme la restriction de ∂fi
∂xr
a` Λ′ est nulle pour tout i , la forme
line´aire ℓ′ s’annule sur toute l’image de α′ , ce qui contredit l’hypothe`se [f ] /∈ ∆r−1 .
En d’autres termes, q−1([Λ]) ∩
(
Zr p
−1
r (∆r−1)
)
est contenu dans pr1(Zr+1) , et
(2.3) entraˆıne
dim(Zr p
−1
r (∆r−1)) = dim Ir − codimIr(Zr p
−1
r (∆r−1))
≤ dimP SymdV∗+dimG(r,Pn)−
(
d+ r
r
)
−(r+1)(n−r)+dimPΓΛ(d) < dimP Sym
d V∗ .
(2.7) Il en re´sulte ∆r ∆r−1 6= P Sym
dV∗ , d’ou` ∆r 6= P Sym
dV∗ par re´currence sur r .
On remarquera que nous avons en fait de´montre´ que ∆r a au plus une composante
irre´ductible de plus que ∆r−1 , c’est-a`-dire au plus r + 1 composantes irre´ductibles.
Lemme 2.8.– Pour 1 ≤ h ≤ r + 1 , la dimension de Lh est au plus h(r − h+ 1) +
(
d+h−1
h−1
)
.
On garde les notations de (2.5). Supposons les h premie`res lignes de la matrice ℓ(M)
line´airement inde´pendantes ; on peut e´crire ℓ(xjb) =
∑h−1
i=0 aijℓ(xib) , pour tous j = h, . . . , r
et b ∈ B , de sorte que les ℓ(bi) , pour bi = x
I dans Bdi , peuvent s’exprimer en fonction de
ceux pour lesquels I ⊂ {0, . . . , h− 1} , et des h(r − h+ 1) coefficients aij .
4
L’ine´galite´ (2.4) donne
codimIr Zr ≥ min
1≤h≤r+1
[
h(n− 2r + h− 1)−
(
d+ h− 1
h− 1
)]
+ 1 .
(2.9) Lorsque d 6= (2) , on ve´rifie que l’expression entre crochets est une fonction concave
ϕ de h sur [1,+∞[ ; lorsque d = (2) et δ− ≥ 0 , c’est une fonction croissante. On a dans
chacun de ces cas
codimIr Zr ≥ min{ϕ(1), ϕ(r+ 1)}+ 1 = δ− + 1 .
Supposons δ− < 0 . Si d = (2) , cela signifie 2r ≥ n ; si une quadrique X contient un
r-plan Λ , e´crivons en gardant les meˆmes notations f = xr+1ℓr+1 + · · ·+ xnℓn , ou` les ℓi
sont des formes line´aires. Comme n− r ≤ r , celles-ci ont un ze´ro commun sur Λ , qui est
un point singulier de X , ce qui ne peut se produire pour X ge´ne´rale. Lorsque d 6= (2) , on
a δ < 0 , d’ou` dim Ir < dimPSym
dV∗ , et pr n’est pas surjective ; ceci montre a) dans tous
les cas.
Supposons δ− ≥ 0 ; il existe d’apre`s (2.9) un point de Ir en lequel pr est lisse. Cela
entraˆıne que pr est surjective, et que Fr(X) est de dimension δ pour X ge´ne´rale. Par (2.7),
pr est lisse au-dessus d’un ouvert dense de P Sym
dV∗ , ce qui montre b).
Supposons maintenant δ− > 0 , et conside´rons comme dans [BVV] la factorisation de
Stein pr : Ir −→ S
π
−→ P SymdV∗ du morphisme propre pr . Si le morphisme π est ramifie´,
le the´ore`me de purete´ entraˆıne que Zr contient l’image inverse d’un diviseur de S , ce qui
contredit l’estimation de (2.9). Il s’ensuit que π est e´tale, donc que c’est un isomorphisme
puisque P SymdV∗ est simplement connexe. La varie´te´ Fr(X) est donc connexe pour toute
hypersurface X , ce qui montre c).
Remarques 2.10. 1) Soit S le sous-fibre´ tautologique sur G(r,PV) . Tout e´le´ment f de
SymdV∗ induit une section du fibre´ Symd S , dont le lieu des ze´ros est le sche´ma Fr(Xf ) . La
partie b) du the´ore`me montre que lorsque δ−(n,d, r) ≥ 0 , la classe de Chern cmax(Sym
d S∗)
est non nulle. On verra dans le §4 comment expliciter cette classe de Chern dans l’anneau
de Chow de la grassmannienne. On remarque que lorsque d = (2) et que δ− < 0 ≤ δ , le
rang de Sym2 S est plus petit que la dimension de G(r,Pn) , mais sa classe de Chern d’ordre
maximal 2r+1σr+1,r,...,1 est nulle (cf. [Fu], ex. 14.7.15).
2) Toute quadrique lisse X dans Pn est projectivement e´quivalente a` la quadrique
d’e´quation x0x1 + x2x3 + · · ·+ xn−1xn = 0 si n est impair, a` la quadrique d’e´quation
x0x1 + x2x3 + · · ·+ xn−2xn−1 + x
2
n = 0 si n est pair. Le sche´ma Fr(X) est donc lisse
connexe de`s que δ− > 0 , c’est-a`-dire n > 2r + 1 ; on sait qu’il a deux composantes connexes
si n = 2r + 1 .
3. Groupes d’homotopie, groupes de cohomologie et groupe de Picard
Les re´sultats de [D] et [S] permettent de calculer les groupes d’homotopie des sche´mas
de Fano pour n assez grand.
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Proposition 3.1.– Soit X un sous-sche´ma de Pnk de´fini par des e´quations de degre´ d .
On suppose Fr(X) irre´ductible de dimension δ .
a) Si n ≥ 2
r+1
(
d+r
r
)
+ r + 1 , le sche´ma Fr(X) est alge´briquement simplement con-
nexe, topologiquement simplement connexe lorsque k = C .
b) Lorsque k = C et que Fr(X) est lisse, on a πj
(
G(r,Pn),Fr(X)
)
= 0 pour
n ≥ 2
(
d+r
r
)
+ j − 1 . En particulier, si n ≥ 2
(
d+r
r
)
+ 2 , le groupe de Picard de Fr(X) est
isomorphe a` Z , engendre´ par la classe de O(1) .
Le point b) est conse´quence directe de [S]. Pour a), il suffit par [D], cor. 7.4 de montrer
que [Fr(X)] · [Fr(X)] · [G(r,P
n−1)] est non nul dans A(G(r,Pn)) . Par la remarque 2.10,
cette intersection est la classe de Chern de degre´ maximal de Symd S∗ ⊕ Symd S∗ ⊕ S∗ ,
et celle-ci est non nulle de`s que δ(n− 1, (d,d), r) est positif, condition qui de´coule de
l’hypothe`se.
Remarques 3.2. 1) On rappelle que πj(G(r,P
n)) ≃ πj−1(U(r + 1)) pour j ≤ 2(n− r)
([H], chap. 7) ; si l’on suppose aussi j ≤ 2(r + 1) , le the´ore`me de pe´riodicite´ de Bott implique
donc πj(G(r,P
n)) = Z ou 0 selon que j est pair ou impair. En ge´ne´ral, il peut cependant
apparaˆıtre de la torsion (par exemple, π11(G(3,P
n)) = Z2 ⊕ Z120 si n ≥ 9 ).
2) La remarque 2.10 montre que lorsque Fr(X) est de dimension δ , on a
ωFr(X) ≃ ωG(r,Pn) ⊗
max∧
Symd S∗|Fr(X) ≃ OFr(X)(
(
d+ r
r + 1
)
− n− 1) .
En particulier, Fr(X) est une varie´te´ de Fano lorsque n ≥
(
d+r
r+1
)
, donc simplement
connexe lorsque k = C ([C1], [KMM1]). Cette borne est ne´anmoins moins bonne que celle
de la prop. 3.1.a) de`s que l’un des di est ≥ 3 ..
Exemple 3.3. Soit X une hypersurface cubique lisse dans Pnk ; par [BVV], prop. 5, F1(X)
est une varie´te´ lisse connexe de dimension 2n− 6 . La proposition entraˆıne que F1(X) est
simplement connexe pour n ≥ 6 . Lorsque k = C , cela reste vrai pour n = 5 ([BD], prop.
3), mais pas pour n = 4 puisque h1(F1(X),OF1(X)) = 5 ([AK], prop. 1.15).
Passons maintenant au re´sultat principal de ce nume´ro. On a vu en 2.10 que Fr(X)
est le lieu des ze´ros d’une section d’un fibre´ vectoriel sur la grassmannienne ; lorsqu’il a la
codimension attendue, son ide´al admet une re´solution par un complexe de Koszul. Lorsque
k = C , on montre a` l’aide du the´ore`me de Borel-Weil-Bott ([Bo], [De]) et des re´sultats
de [Ma1] et [Ma2] un the´ore`me d’annulation (prop. 3.8) qui nous permettra de de´terminer
certains groupes de cohomologie des sche´mas de Fano.
The´ore`me 3.4.– Soit X un sous-sche´ma de PnC de´fini par des e´quations de degre´ d , tel que
Fr(X) soit lisse de dimension δ(n,d, r) . Le morphisme de restriction
Hi(G(r,Pn),Q)→ Hi(Fr(X),Q) est bijectif pour i < δ−(n,d, r) , injectif pour i = δ−(n,d, r) .
En particulier, les nombres de Hodge hp,q(Fr(X)) et h
p,q(G(r,Pn)) sont e´gaux si
p+ q < δ− . Rappelons que ces derniers sont nuls pour p 6= q , et qu’ils sont e´gaux si p = q
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au nombre de partitions de p inscrites dans un rectangle de coˆte´s r + 1 et n− r . On
retrouve aussi un re´sultat de [BV] :
Corollaire 3.5.– Si de plus δ− ≥ 3 , le groupe de Picard de Fr(X) est de rang 1 .
Remarques 3.6. 1) La borne du the´ore`me est souvent la meilleure possible : pour
une hypersurface cubique lisse X dans P5 et r = 1 , on a pour δ = 4 et δ− = 2 , et
h2(F1(X),Q) = 23 ([BD], prop. 3) ; pour une intersection comple`te ge´ne´rique X de deux
quadriques dans P6 , on a h2(F1(X),Q) = 8 ([B2], th. 2.1).
2) Le the´ore`me permet de retrouver, lorsque k = C , les points b) et c) du the´ore`me 2.1 ;
c’est la me´thode suivie dans [B1].
3) Il re´sulte du corollaire 5.5 et de [K], cor. 1.11, p. 189 et cor. 3.8, p. 202, que pour
n ≥
(
d+r
r+1
)
+ r + 1 , les groupes H0(F,ΩmF ) et H
0(F, (Ω1F)
⊗m) sont nuls pour tout m > 0 .
Lorsque k est de caracte´ristique nulle, l’annulation de ces groupes peut se de´duire de la
remarque 3.2.2) et du the´ore`me 2.13 de [K], p. 254 (cf. [C2] et [KMM2]), sous l’hypothe`se
plus faible n ≥
(
d+r
r+1
)
.
4) Lorsque n ≥
(
d+r
r+1
)
, Fr(X) est une varie´te´ de Fano (remarque 3.2.2). Lorsque k est de
caracte´ristique nulle et que Fr(X) est lisse, le the´ore`me d’annulation de Kodaira entraˆıne
que son groupe de Picard est sans torsion (cf. [K], (1.4.13), p. 242). Vue l’hypothe`se sur n , et
sauf dans le cas d = (2, 2) et n = 2r + 4 , on a δ− ≥ 3 , d’ou` Pic(Fr(X)) ≃ Z par le corollaire
(comparer avec la prop. 3.1.b). Lorsque d = (2, 2) et n = 2g + 1 , la varie´te´ Fg−2(X) est
isomorphe a` l’espace de modules des fibre´s stables de rang 2 et de de´terminant fixe´ de
degre´ impair sur une courbe hyperelliptique C de genre g ([DR], th. 1). L’isomorphisme
Pic(Fg−2(X)) ≃ Z[O(1)] (on a δ− = 3) est de´montre´ dans [DR], (5.10) (II), p. 177 (cf. aussi
[R]). En revanche, Fg−1(X) est isomorphe a` la jacobienne de C ([DR], th. 2).
De´monstration du the´ore`me 3.4. Sous les hypothe`ses du the´ore`me, Fr(X) est le lieu des
ze´ros d’une section du fibre´ Symd S∗ , et sa codimension dans la grassmannienne est le rang
de ce fibre´. Il existe donc une suite exacte (complexe de Koszul) :
(3.7) 0→
max∧
(Symd S)→ · · · →
2∧
(Symd S)→ Symd S→ IFr(X) → 0 .
Notre outil essentiel sera le the´ore`me d’annulation suivant :
Proposition 3.8.– Soient a, b, i, j1, . . . , js des entiers tels que b < a+ d1j1 + · · ·+ dsjs et
b+ i < δ− . Alors
Hj1+···+js+i(G(r,PnC),
j1∧
(Symd1 S)⊗ · · ·⊗
js∧
(Symds S) ⊗ S⊗a ⊗ S∗⊗b) = 0 .
Soit Symλ S une composante de
∧j1(Symd1 S)⊗ · · ·⊗∧js(Symds S) ⊗ S⊗a ⊗ S∗⊗b , ou`
λ = (λ0, . . . , λr) est une suite de´croissante d’entiers relatifs. D’apre`s le the´ore`me de Bott
([De], [Ma1]), Hj+i(G, Symλ S) ne peut eˆtre non nul que s’il existe un entier h , avec
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0 ≤ h ≤ r + 1 , tel que j + i = h(n− r) et λh ≤ h , ce qui implique en particulier que la
somme des composantes de λ d’indice supe´rieur ou e´gal a` h ve´rifie |λ|≥h ≤ h(r + 1− h) .
Comme |λ| = |λ|≥0 = d1j1 + · · ·+ dsjs + a− b > 0 , le cas h = 0 est exclu. De plus,
|λ|≥h ≥ j1 + · · ·+ js −
(
d+ h− 1
h− 1
)
− b .
En effet, supposons tout d’abord a = b = 0 . Admettons provisoirement le cas
s = 1 ; le cas ou` s est quelconque s’ensuit, puisque si Symλ S est un facteur di-
rect de Symλ1 S⊗ · · ·⊗ Symλs S , la re`gle de Littlewood et Richardson implique |λ|≥h ≥
|λ1|≥h + · · ·+ |λs|≥h . Enfin, tensoriser par S
⊗a ne peut qu’augmenter |λ|≥h , tandis que
tensoriser par S∗⊗b fait diminuer |λ|≥h au plus de b .
Pour conclure a` une contradiction, il suffit donc de ve´rifier que pour 1 ≤ h ≤ r + 1 ,
h(n − 2r + h− 1)−
(
d+ h− 1
h− 1
)
> b+ i .
On retrouve au membre de gauche la fonction ϕ de (2.9) ; comme δ− est positif, le
lemme re´sulte de l’hypothe`se δ− > b+ i comme en (2.9). Il reste a` traiter le cas a = b = 0
et s = 1 , qui re´sulte du lemme suivant.
Lemme 3.9.– Soient V un espace vectoriel complexe, m et d des entiers, et e la
dimension de SymdVm . Pour toute composante irre´ductible SymλV de
∧j
(SymdV) , on
a |λ|>m ≥ j − e .
Soit X la grassmannienne des sous-espaces de codimension m de V , soit Y celle
des sous-espaces de codimension e de SymdV . On notera SX et QX les fibre´s tautologique
et quotient sur X , de meˆme que SY et QY sur Y . On plonge X dans Y en associant au
noyau du quotient V→ Q celui du quotient induit SymdV→ SymdQ.
D’apre`s le the´ore`me de Borel-Weil,
∧j
(SymdV) est l’espace des sections globales du
fibre´ E = detQY ⊗
∧j−e
SY . Notons (Γl)l≥0 la filtration de cet espace de sections selon
leur ordre d’annulation l sur X . On dispose d’applications injectives
Γl/Γl+1 →֒ H
0(X,E|X ⊗ Sym
lN∗) ,
ou` N est le fibre´ normal de X dans Y .
Le membre de droite ne se de´duit pas directement du the´ore`me de Borel-Weil.
Cependant, tout fibre´ homoge`ne F sur X admet une filtration homoge`ne dont les quotients
successifs dont irre´ductibles, c’est-a`-dire produits de puissances de Schur de QX et SX . La
somme grF de ces quotients ne de´pend pas de la filtration choisie, et le lemme de Schur
implique l’existence d’une injection H0(X,F) →֒ H0(X, grF) : le the´ore`me de Borel-Weil
explicite ce dernier espace de sections. Par exemple, QY|X = Sym
dQX est irre´ductible, et
gr SY|X =
d⊕
i=1
Symd−iQX ⊗ Sym
i SX
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a tous ses termes de degre´ supe´rieur ou e´gal a` 1 en SX . Cela implique que E|X est somme
de fibre´s de la forme SymαQX ⊗ Symβ SX , avec |β| ≥ j − e . L’espace des sections globales
d’un tel fibre´ est une puissance de Schur SymλV , ou` λ = (α, β) est la partition (si c’en est
une) obtenue en concate´nant α et β . En particulier, |λ|>m = |β| ≥ j − e , ce qui de´montre
le lemme pour les composantes de
∧j
(SymdV) qui proviennent de Γ0/Γ1 .
Pour e´tendre ce re´sultat a` celles qui proviennent de Γl/Γl+1 pour tout l > 0 , il
suffit de s’assurer que toute composante irre´ductible de grN∗ est de degre´ positif ou nul en
SX . Mais c’est une conse´quence imme´diate du fait que N
∗ est un sous-fibre´ homoge`ne de
Ω1Y|X = Q
∗
Y|X ⊗ SY|X , puisque QY|X est de degre´ ze´ro, et chaque composante de SY|X de
degre´ positif en SX .
Revenons a` la de´monstration du the´ore`me 3.4 ; posons G = G(r,PV) et F = Fr(X) .
Il suffit de le ve´rifier pour la cohomologie complexe, donc, via la de´composition de Hodge,
de de´montrer que les morphismes Hq(G,ΩpG)→ H
q(F,ΩpF) sont bijectifs pour p+ q < δ− ,
et injectifs pour p+ q = δ− . On va montrer que les morphismes H
q(G,ΩpG)→ H
q(F,ΩpG|F)
et Hq(F,ΩpG|F)→ H
q(F,ΩpF) ont les meˆmes proprie´te´s.
Pour les premiers, il s’agit de ve´rifier que Hq(G, IF ⊗ Ω
p
G) = 0 pour p+ q ≤ δ− , donc,
via le complexe de Koszul, que
Hq+j−1(G,ΩpG ⊗
j∧
(Symd S)) = 0 pour tout j > 0 .
Rappelons que si Q est le fibre´ quotient sur G , on dispose d’un isomorphisme
Ω1G ≃ Q
∗ ⊗ S , d’ou` la suite exacte 0→ Ω1G → V
∗ ⊗ S→ S∗ ⊗ S→ 0 . Sa puissance exte´rieure
p-ie`me montre que l’annulation pre´ce´dente est conse´quence de
Hq+j−i−1(G,
j∧
(Symd S) ⊗
p−i∧
(V∗ ⊗ S) ⊗ Symi(S∗ ⊗ S)) = 0 pour tout j > 0 , i ≥ 0 ,
ce qu’assure la proposition 3.8 de`s que q ≤ δ− .
Pour les seconds, la suite exacte normale montre qu’il suffit de s’assurer que
Hq+i(F,Ωp−i−1G |F ⊗ Sym
i(Symd S)) = 0 pour tout i > 0 ,
donc, a` cause encore une fois du complexe de Koszul, que
Hq+i+j(G,Ωp−i−1G ⊗ Sym
i(Symd S) ⊗
j∧
(Symd S)) = 0 pour tout i > 0 , j ≥ 0 .
En raisonnant comme on vient de le faire, on constate que cette annulation a lieu de`s
que i+ q < δ− , ce qui conclut cette de´monstration puisque i < p .
4. Normalite´ projective, e´quations, degre´ des sche´mas de Fano
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The´ore`me 4.1.– Soit X un sous-sche´ma de PnC de´fini par des e´quations de degre´ d , tel
que Fr(X) soit de dimension δ . Supposons n ≥ r +
(
d+r
r
)
. Alors Fr(X) est projectivement
normale, autrement dit les morphismes de restriction
ρl : H
0(G(r,Pn),O(l)) −→ H0(Fr(X),O(l))
sont surjectifs pour tout l ≥ 0 . Par ailleurs, ρl est injectif pour l < d− = min{d1, . . . , ds} .
Posons G = G(r,Pn) ; d’apre`s le the´ore`me de Bott,
Hj(G,
j∧
(Symd S)(l)) = 0 pour tout j > 0 et tout l ≥ 0 .
En effet, si l’on raisonne comme dans la de´monstration de la proposition 3.8, cet espace
ne peut eˆtre non nul que si j est multiple de n− r ; vue l’hypothe`se n− r ≥ codimFr(X) , la
seule possibilite´ est j = n− r = codimFr(X) , auquel cas
∧j
(Symd S)(l) est une puissance
de O(1) , et n’a donc pas non plus de cohomologie en degre´ n− r . La normalite´ projective
s’ensuit, via le complexe de Koszul (3.7) tordu par O(l) .
En fait, les arguments pre´ce´dents impliquent plus pre´cise´ment que la suite spectrale
associe´e a` ce complexe de Koszul tordu de´ge´ne`re en E2 , ce dont on de´duit que le complexe
des sections globales
· · · −→ H0(G,
2∧
(Symd S)(l)) −→ H0(G, Symd S(l)) −→ H0(G, IFr(X)(l)) −→ 0
est exact. Mais pour l < d− , on a H
0(G, Symd S(l)) = 0 d’apre`s le the´ore`me de Bott, d’ou`
l’inexistence d’e´quations de Fr(X) de degre´ l .
Remarques 4.2. 1) Ce dernier complexe implique au passage que H0(G, IFr(X)(d−)) n’est
pas nul, et l’on peut calculer explicitement sa dimension.
2) Les sche´mas de Fano ne sont en ge´ne´ral pas projectivement normaux ; si l’on revient au
cas d = (2, 2) et n = 2g + 1 (cf. rem. 3.6.4), Laszlo a montre´ dans [L] (par des me´thodes
similaires) que H0(Fg−2,O(1)) est de dimension 2
g−1(2g − 1) . En particulier, ρ1 n’est pas
surjectif.
3) Le the´ore`me d’annulation de Kodaira entraˆıne que les groupes Hi(Fr(X),O(l)) sont nuls
pour i > 0 et l ≥ −n +
(
d+r
r+1
)
. Si l’on raisonne comme dans la preuve de la proposition 3.8,
on montre facilement la meˆme annulation pour i < min(δ, n− (l + 2)r − s) . A l’exte´rieur
du domaine de´fini par ces ine´galite´s, il peut ne pas y avoir annulation : pour une sextique
X dans P6 , on peut montrer que H2(F1(X),O(6)) est de dimension ≥ 10024 (alors que
F1(X) est de dimension 3 ).
Introduisons des polynoˆmes de r + 1 variables, e(x) = x0 + · · ·+ xr , et
Qr,d(x) =
∏
a0+···+ar=d
(a0x0 + · · ·+ arxr) ,
puis Qr,d(x) = Qr,d1(x) · · ·Qr,ds(x) .
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The´ore`me 4.3.– Soit X un sous-sche´ma de Pnk de´fini par des e´quations de degre´ d ,
tel que Fr(X) soit de dimension δ . Le degre´ de Fr(X) pour le plongement de Plu¨cker de
G(r,Pn) est e´gal au coefficient du monoˆme xn0x
n−1
1 · · ·x
n−r
r dans le produit du polynoˆme
Qr,d × e
δ et du Vandermonde.
Ce degre´ est
deg(F) =
∫
G(r,Pn)
cmax(Sym
d S∗)c1(O(1))
δ .
Rappelons que l’anneau de Chow de G(r,Pn) est un quotient d’un anneau des
polynoˆmes syme´triques de r + 1 variables x0, . . . , xr , e(x) relevant c1(O(1)) , et Q(x)
relevant cmax(Sym
d S∗) ([Fu], 14.7). De plus, inte´grer sur G revient, au niveau des
polynoˆmes, a` de´composer sur les polynoˆmes de Schur ([M]), et ne retenir que le coefficient
de celui qui est associe´ a` la partition rectangle ayant r + 1 parts e´gales a` n− r , a` savoir
(x0 . . . xr)
n−r .
Il suffit donc de montrer que si P est un polynoˆme syme´trique, que l’on de´compose
sur les polynoˆmes de Schur, le coefficient du pre´ce´dent est e´gal a` celui du monoˆme
xn0x
n−1
1 · · ·x
n−r
r dans le produit de P et du Vandermonde. Mais par line´arite´, il suffit de
le ve´rifier lorsque P est lui-meˆme un polynoˆme de Schur, auquel cas c’est une conse´quence
imme´diate de l’expression de Jacobi de ces polynoˆmes ([FH], (A.23), p. 459).
Donnons quelques exemples nume´riques, d’abord pour le cas des droites d’une
hypersurface, qui est duˆ a` Van der Waerden ([vW]), puis pour r ≥ 2 , toujours dans le
cas d’une hypersurface.
d n dimF deg F d n dimF deg F
3 3 0 27 5 5 2 6 125
3 4 2 45 5 6 4 16 100
3 5 4 108 5 7 6 46 625
4 4 1 320 6 5 1 60 480
4 5 3 736 6 6 3 154 224
4 6 5 1 984 7 5 0 698 005
4 7 7 5 824 7 6 2 1 707 797
5 4 0 2 875 9 6 0 305 093 061
1. Degre´s de sche´mas de Fano de droites ( r = 1 ).
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r d n dimF deg F r d n dimF deg F
2 3 6 2 2 835 2 5 9 0 2 103 798 896 875
2 3 7 5 24 219 3 3 8 0 321 489
2 3 8 8 274 590 3 3 9 4 10 344 510
2 4 7 0 3 297 280 4 3 11 0 1 812 768 336
2. Degre´s de sche´mas de Fano pour r = 2, 3, 4 .
La meˆme me´thode permet en fait de de´terminer la de´composition
[Fr(X)] =
∑
|λ|=codimFr(X)
fλσλ
de la classe fondamentale de Fr(X) sur les classes des cycles de Schubert de la grass-
mannienne, ou` l’on note σλ la classe du cycle de codimension |λ| associe´ a` la partition
λ = (λ0, . . . , λr) .
Proposition 4.4.– Si l’on e´crit Qr,d(x) =
∑
α qαx
α , et si κ de´signe la suite (r, . . . , 1, 0) ,
alors
fλ =
∑
σ∈Sr+1
ε(σ)qσ(λ+κ)−κ .
Notons que si l’on adopte pour les cycles de Schubert la meˆme convention que pour
les polynoˆmes de Schur, a` savoir que pour chaque suite d’entiers α , on pose σα = ε(τ)σλ
s’il existe une partition λ et une permutation τ ∈ Sr+1 telles que α+ κ = τ(λ+ κ) , et
σα = 0 sinon, la proposition pre´ce´dente se traduit par la simple e´galite´
[Fr(X)] =
∑
α
qασα.
Donnons par exemple les classes de quelques varie´te´s de Fano en bas degre´.
Si d = (2) , [Fr] = 2
r+1σr+1,r,...,1 ,
Si d = (3) , [F1] = 9(2σ3,1 + 3σ2,2) ,
[F2] = 27(8σ6,3,1 + 12σ6,2,2 + 20σ5,4,1 + 50σ5,3,2 + 42σ4,4,2 + 35σ4,3,3) .
Si d = (4) , [F1] = 32(3σ4,1 + 10σ3,2) ,
[F2] = 512(54σ10,4,1 + 180σ10,3,2 + 369σ9,5,1 + 1599σ9,4,2 + 1230σ9,3,3
+ 819σ8,6,1 + 5022σ8,5,2 + 8459σ8,4,3 + 504σ7,7,1 + 6039σ7,6,2
+ 18889σ7,5,3 + 13354σ7,4,4 + 11660σ6,6,3 + 23560σ6,5,4 + 6440σ5,5,5) .
Si d = (5) , [F1] = 25(24σ5,1 + 130σ4,2 + 91σ3,3) .
Si d = (2, 2) , [F1] = 16(σ4,2 + σ3,3) ,
[F2] = 64(σ6,4,2 + σ6,3,3 + σ5,5,2 + 2σ5,4,3 + σ4,4,4) .
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5. Espaces line´aires sur les sche´mas de Fano
Le but de ce paragraphe est de montrer que les sche´mas de Fano sont se´parablement
unire´gle´s en droites pour n assez grand (corollaire 5.5). Pour cela, nous commenc¸ons par
ge´ne´raliser les re´sultats du §2 aux sous-sche´mas de Fr(X) forme´s des r-plans contenant un
sous-espace line´aire fixe de dimension r0 < r . Pour de tels entiers, on pose
δ(n,d, r, r0) = (r − r0)(n− r) +
(
d+ r0
r0
)
−
(
d+ r
r
)
et
δ−(n,d, r, r0) = min{δ(n,d, r, r0), n− 2r + r0 + 1−
(
d+ r0
r0 + 1
)
} ,
de sorte que δ(n,d, r) = δ−(n,d, r,−1) et δ−(n,d, r) = δ−(n,d, r,−1) . De nouveau, il
est utile de noter que lorsque d 6= (2) , l’entier δ(n,d, r, r0) est positif (resp. strictement
positif) si et seulement si δ−(n,d, r, r0) l’est ; cela re´sulte de la convexite´ de la fonc-
tion ψ : r 7→
(
d+r
r
)
− r2 , qui entraˆıne l’ine´galite´ ψ(r)− ψ(r0) ≥ (r − r0)(ψ(r0 + 1)− ψ(r0))
(puisque r > r0 ). Le the´ore`me suivant ge´ne´ralise le the´ore`me 2.1.
The´ore`me 5.1.– Soit X un sous-sche´ma de Pnk de´fini par des e´quations de degre´ d , soit
Λ0 un r0-plan contenu dans X , et soit Fr(X,Λ0) , avec r > r0 , le sche´ma de Hilbert des
r-plans contenus dans X et contenant Λ0 .
a) Lorsque δ−(n,d, r, r0) < 0 , le sche´ma Fr(X,Λ0) est vide pour X ge´ne´rale et Λ0
ge´ne´ral contenu dans X .
b) Lorsque δ−(n,d, r, r0) ≥ 0 , le sche´ma Fr(X,Λ0) est non vide ; il est lisse de dimension
δ(n,d, r, r0) pour X ge´ne´rale et Λ0 ge´ne´ral contenu dans X .
c) Lorsque δ−(n,d, r, r0) > 0 , le sche´ma Fr(X,Λ0) est connexe.
En gardant les notations de la de´monstration du the´ore`me 2.1, on conside`re
G0 = {[Λ] ∈ G(r,P
n) | Λ ⊃ Λ0} . La dimension de I0 = q
−1(G0) est e´gale a`
dimP SymdV∗ −
(
d+ r
r
)
+ (r − r0)(n− r) .
Le coˆne S0 dans Sym
dV∗ correspondant aux sous-sche´mas contenant Λ0 est de
codimension
(
d+r0
r0
)
, de sorte que dim I0 = dimPS0 + δ . Supposons δ− < 0 ; si d = (2) ,
cela signifie 2r ≥ n , et on a de´ja` vu qu’une quadrique lisse dans Pn ne contenait pas
de r-plan ; si d 6= (2) , on a δ < 0 , et le morphisme p0 : I0 → PS0 induit par p n’est pas
surjectif.
Cela montre a) ; on suppose maintenant δ− ≥ 0 . Fixons un r-plan Λ contenant Λ0 , et
choisissons des coordonne´es de fac¸on que Λ0 soit de´fini par les e´quations xr0+1 = · · · = xn = 0 ,
et Λ par xr+1 = · · · = xn = 0 ; pour tout entier positif m , on note Γ0(m) le noyau du mor-
phisme ΓΛ(m)→ ΓΛ0(m) .
La de´marche est entie`rement analogue a` celle de la de´monstration de 2.1. Soit f un
e´le´ment de S0 ; pour que p0 soit lisse en un point (Xf ,Λ) de I0 , il faut et il suffit que le
morphisme α0 : Γ0(1)
n−r → Γ0(d) induit par le morphisme α du lemme 2.2 soit surjectif.
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Soit Z0 le lieu des points de I0 ou` p0 n’est pas lisse ; on montre comme en 2.6–2.7, par
re´currence sur r − r0 , que p0(Z0) est distinct de PS0 . Soit µ0 : Γ0(1)× ΓΛ(d− 1)→ Γ0(d)
le morphisme induit par la multiplication µ . On montre de la meˆme fac¸on que si h est un
entier compris entre 1 et r − r0 , l’ensemble des formes line´aires ℓ0 sur Γ0(d) telles que
codimµ−10 (ℓ0) = h est de dimension
≤ h(r − r0 − h) +
(
d+ r0 + h
r0 + h
)
−
(
d+ r0
r0
)
.
On en de´duit que la codimension de Z0 dans I0 est
≥ min
1≤h≤r−r0
[h(n− r)− h(r − r0 − h)−
(
d+ r0 + h
r0 + h
)
+
(
d+ r0
r0
)
] + 1
= min{n− 2r + r0 + 1−
(
d+ r0
r0 + 1
)
, δ}+ 1 = δ− + 1 ,
puisque la fonction entre crochets est une fonction concave de h lorsque d 6= (2) , et
croissante lorsque d = (2) puisque δ− est positif (cf. (2.9)). La fin de la de´monstration
est la meˆme que celle du the´ore`me 2.1.
Soient X un sous-sche´ma de Pnk de´fini par des e´quations de degre´ d , et Λ un (r + 1)-
plan contenu dans X . Les r -plans contenus dans Λ de´finissent une inclusion de Λ∗ dans
Fr(X) , dont l’image par le plongement de Plu¨cker est un (r + 1)-plan.
Corollaire 5.2.– Soit X un sous-sche´ma de Pnk de´fini par des e´quations de degre´ d .
a) Si d 6= 2 et n ≥ 1r
(
d+r
r
)
+ r − sr , ou si d = 2 et n ≥ 2r + 1 , la varie´te´ X est
recouverte par des r-plans.
b) Si n ≥
(
d+r
r+1
)
+ r + 1 , la sous-varie´te´ Fr(X) de G(r,P
n) est unire´gle´e en droites.
Le point a) re´sulte du the´ore`me avec r0 = 0 . Soit Λ0 un r-plan contenu dans X ; sous
les hypothe`ses de b), le the´ore`me 5.1.b) entraˆıne qu’il existe un (r + 1)-plan Λ1 contenu
dans X et contenant Λ0 . Le (r + 1)-plan Λ
∗
1 , contenu dans Fr(X) , passe par [Λ0] . En
particulier, il passe une droite par tout point de Fr(X) .
The´ore`me 5.3.– Soit X un sous-sche´ma ge´ne´ral de Pnk de´fini par des e´quations de degre´
d ; on suppose n ≥
(
d+r
r+1
)
+ r + 1 . Soit Λ un (r + 1)-plan ge´ne´ral contenu dans X . La
restriction a` une droite ge´ne´rale de Λ∗ du fibre´ normal a` Λ∗ dans Fr(X) est isomorphe a`
Or(n−r−1)+(
d+r
r+1)−(
d+r
r ) ⊕O(1)n−r−1−(
d+r
r+1) .
Soit N le fibre´ normal a` Λ∗ dans Fr(X) ; on a la suite exacte
0 −→ N −→ NΛ∗/G −→
(
NFr(X)/G
)
|Λ∗ −→ 0
|| ||
(S∗|Λ∗)
n−r−1 Symd S∗|Λ∗
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dont la restriction a` une droite ℓ contenue dans Λ∗ est
(5.4) 0 −→ N|ℓ −→ (S
∗|ℓ)
n−r−1 u−→ Symd S∗|ℓ −→ 0 .
Comme S∗|ℓ est isomorphe a` O
r ⊕O(1) , cela entraˆıne que Nℓ est isomorphe a` une
somme directe
⊕
j O(aj) avec aj ≤ 1 pour tout j . On ve´rifie que H
0(ℓ, S∗|ℓ) s’identifie a`
H0(Λ,O(1)) , c’est-a`-dire a` l’espace vectoriel note´ ΓΛ(1) dans la de´monstration du the´ore`me
2.1 et H0(ℓ, Symd S∗|ℓ) a` ΓΛ(d) . Soient x0 un point de ℓ , et Λ0 l’hyperplan de Λ associe´.
On a un diagramme commutatif
Γ0(1)
n−r−1 −−−→ ΓΛ(1)
n−r−1 −−−→ ΓΛ0(1)
n−r
α0
y αy y
Γ0(d) −−−→ ΓΛ(d) −−−→ ΓΛ0(d)
ou` les notations sont celles de la de´monstration du the´ore`me 5.1. On ve´rifie que α s’identifie
a` H0(u) , et α0 a` H
0(u(−x0)) : H
0(ℓ, (S∗|ℓ)(−x0)
n−r−1)→ H0(ℓ, Symd S∗|ℓ(−x0)) . Comme
δ−(n,d, r+ 1, r) = n− r − 1 +
(
d+ r
r + 1
)
est positif par hypothe`se, la de´monstration du the´ore`me 5.1 entraˆıne que H0(u(−x0)) est
surjectif ; il en re´sulte que H1(ℓ,N|ℓ(−x0)) est nul. Cela entraˆıne que les aj sont tous positifs.
Le rang et le degre´ de Nℓ e´tant donne´s par (5.4), cela de´montre le the´ore`me.
Il n’est pas vrai en ge´ne´ral que le fibre´ normal a` Λ∗ dans Fr(X) soit somme de fibre´s
en droites ; cependant, c’est le cas lorsque δ(n,d, r+ 1) est nul ([BV], prop. 3).
Corollaire 5.5.– Soit X un sous-sche´ma ge´ne´ral de Pnk de´fini par des e´quations de degre´
d ; on suppose n ≥
(
d+r
r+1
)
+ r + 1 . La varie´te´ Fr(X) est se´parablement unire´gle´e en droites.
L’hypothe`se sur n entraˆıne que δ−(n,d, r+ 1) est positif ; soient Λ1 un (r + 1)-plan
ge´ne´ral contenu dans X , et ℓ une droite ge´ne´rale contenue dans Λ∗1 . Le the´ore`me pre´ce´dent
entraˆıne que le fibre´ normal a` ℓ dans Fr(X) est somme de copies de Oℓ et Oℓ(1) , donc que
ℓ est libre au sens de [K], p. 113 (et meˆme minimale au sens de loc.cit., p. 195). Le corollaire
re´sulte alors de loc.cit., p. 188.
6. Cycles alge´briques
On voudrait montrer que pour n assez grand, les groupes de Chow rationnels de
Fr(X) sont les meˆmes que ceux de la grassmannienne ambiante G(r,P
n) , ge´ne´ralisant ainsi
des re´sultats de [P], [K] p. 266, et [ELV], qui traitent le cas r = 0 . On n’obtient malheureuse-
ment de re´sultats nouveaux que pour les groupes A1(Fr(X))Q , en caracte´ristique nulle. Les
ide´es sont celles de [K].
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Proposition 6.1.– Soit X un sous-sche´ma de Pnk de´fini par des e´quations de degre´ d ; on
suppose n ≥
(
d+r
r+1
)
. Le sche´ma Fr(X) est connexe par chaˆınes rationnelles ; en particulier,
A0(Fr(X)) ≃ Z .
Lorsque X est ge´ne´rale, il re´sulte du the´ore`me 2.1 et de la remarque 3.6.4) que Fr(X)
est une varie´te´ de Fano lisse connexe, donc est connexe par chaˆınes rationnelles ([K], 2.13,
p. 254). Le cas ge´ne´ral s’en de´duit comme dans [K], 4.9, p. 271.
On suppose maintenant k = C (pour ge´ne´raliser les re´sultats qui suivent en toute
caracte´ristique, il suffirait de montrer que le groupe de Ne´ron-Severi d’un sche´ma de Fano
ge´ne´ral est de rang 1 ).
Proposition 6.2.– Soit X un sous-sche´ma de PnC de´fini par des e´quations de degre´ d ;
on suppose n ≥
(
d+r
r+1
)
+ r + 1 . Deux points quelconques de Fr(X) peuvent eˆtre joints par
une courbe connexe de degre´ δ(n,d, r) , dont toutes les composantes sont des droites.
On peut supposer X ge´ne´rale, de sorte que Fr(X) est une varie´te´ de Fano lisse
unire´gle´e en droites (cor. 5.2.b)), de groupe de Ne´ron-Severi de rang 1 (cor. 3.5). Le corollaire
re´sulte de [K], p. 252.
Soient X un k-sche´ma et m un entier positif ; on note Am(X) (resp. Bm(X) ) le
groupe des classes d’e´quivalence rationnelle (resp. alge´brique) de m-cycles sur X (cf. [K],
p. 122).
The´ore`me 6.3.– Soit X un sous-sche´ma de PnC de´fini par des e´quations de degre´ d .
a) Si n ≥
(
d+r
r+1
)
+ r + 1 , l’espace vectoriel B1(Fr(X))Q est de rang 1 .
b) Si n ≥
(
d+r+1
r+2
)
, l’espace vectoriel A1(Fr(X))Q est de rang 1 .
En utilisant IV.3.13.3 de [K], p. 206, et en raisonnant comme dans loc.cit., p. 271, on
voit que le corollaire 6.2 entraˆıne que A1(Fr(X))Q est engendre´ par les classes des droites.
Ces droites sont parame´tre´es par un fibre´ en G(r − 1,Pr+1) au-dessus de Fr+1(X) , de sorte
qu’il existe un morphisme surjectif A0(Fr+1(X))Q → A1(Fr(X))Q . Sous l’hypothe`se de a),
Fr+1(X) est connexe. Sous l’hypothe`se de b), il re´sulte du cor. 6.1 que A0(Fr+1(X))Q est
de dimension 1 .
Lorsque Fr(X) est lisse, la conclusion de la partie a) du the´ore`me pre´ce´dent reste
valable sous l’hypothe`se plus faible n ≥
(
d+r
r+1
)
; cela re´sulte du corollaire 3.5 et de [BS] (cf.
aussi [K], th. 3.14, p. 207) .
Lorsque X contient un (r + l)-plan Λ , le plongement G(r,Λ) ⊂ Fr(X) ⊂ G(r,P
n)
induit un isomorphisme Ai(G(r,Λ)) ≃ Ai(G(r,P
n)) pour i ≤ l ([Fu], p. 271), de sorte qu’on
a une surjection Ai(Fr(X))։ Ai(G(r,P
n)) .
Conjecture 6.4.– Soit X un sous-sche´ma de Pnk de´fini par des e´quations de degre´ d . Si
n ≥
(
d+r+l
r+l+1
)
, le morphisme Al(Fr(X))Q → Al(G(r,P
n))Q induit par l’inclusion est bijectif.
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Lorsque l = 1 et k = C , c’est le the´ore`me pre´ce´dent ; pour r = 0 c’est le the´ore`me
principal de [ELV].
7. Unirationalite´
Nous allons maintenant de´montrer l’unirationalite´ de certains sche´mas de Fano en
nous ramenant a` un re´sultat de [PS], qui fournit un crite`re explicite pour l’unirationalite´
d’une intersection comple`te dans un espace projectif.
Ce crite`re est le suivant. On de´finit tout d’abord, pour toute suite d = (d1, . . . , ds)
d’entiers strictement positifs, des entiers n(d) et r(d) de la fac¸on suivante : on pose
n(1) = r(1) = 0 (dans [PS], on trouve n(1) = 1 , mais n(1) = 0 suffit) ; si l’un des di vaut
1 , on note d′ la suite d prive´e de di , et on pose n(d) = n(d
′) + 1 et r(d) = r(d′) ; enfin,
si tous les di sont > 1 , on pose r(d) = n(d− 1) et n(d) = r(d) +
(
d+r(d)−1
r(d)
)
. On a par
exemple
r(2, . . . , 2) = s− 1 r(3, . . . , 3) = s2 + s− 1
r(4, . . . , 4) = s2 + s− 1 +
s2(s+ 1)(s2 + s+ 1)
2
.
Les bornes donne´es dans [R] sont un peu meilleures, mais je ne sais pas extraire de
cet article un crite`re effectif.
The´ore`me ([Pr], [PS]) 7.1.– Soit F une intersection comple`te dans PNk de´finie par
des e´quations g = (g1, . . . , gS) de degre´ D et contenant un r(D)-plan Λ . On suppose
N ≥ n(D) , que F est irre´ductible de codimension S et lisse le long de Λ , et que l’application
β : kN+1 → ΓΛ(D− 1) de´finie par
β(a0, . . . , aN) =
( N∑
i=0
ai
( ∂g1
∂xi
)
|Λ
, . . . ,
N∑
i=0
ai
( ∂gS
∂xi
)
|Λ
)
est surjective. Alors F est unirationnelle.
On remarquera que la surjectivite´ de β entraˆıne celle de l’application α de´finie en
2.2, donc la lissite´ de Fr(D)(F) en Λ .
The´ore`me 7.2.– Il existe une constante explicite n(d, r) telle que, pour n ≥ n(d, r) , le
sche´ma de Fano des r-plans contenus dans un sous-sche´ma ge´ne´rique X de Pnk de´fini par
des e´quations de degre´ d , est unirationnel.
Remarques 7.3. 1) La borne n(d, r) que l’on obtient est tre`s grande. Elle est de´finie de
la fac¸on suivante : soit D la suite d’entiers ou` chaque di est re´pe´te´
(
di+r
r
)
fois ; on pose
r1 = (r(D) + 1)(r + 1)− 1 et
n(d, r) = r1 +
(
d+ r1 − 1
r1
)
.
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Pour le cas le plus simple r = 1 et d = (3) , c’est-a`-dire pour le sche´ma des
droites contenues dans une hypersurface cubique, on a D = (3, 3, 3, 3) , r(3, 3, 3, 3) = 19
et n((3), 1) = 859 . Dans ce cas pre´cis, il est facile d’ame´liorer la borne de [PS] en
r(3, 3, 3, 3) = 13 (il suffit de remarquer qu’une intersection de 4 quadriques est rationnelle
de`s qu’elle contient un 3-plan dans son lieu lisse, en proce´dant par exemple comme dans
[CTSSD]) ; on obtient alors n((3), 1) = 433 .
On obtient aussi n((2, . . . , 2), r) = s(s+ 1)
(
r+2
2
)
(r + 1)− 1 . Rappelons que pour
d = (2, 2) et n = 2g + 1 , la varie´te´ Fr(X) est une varie´te´ abe´lienne pour r = g − 1 (cf. rem.
3.6.4), et qu’elle est rationnelle pour r = g − 2 ([N]), donc unirationnelle pour r ≤ g − 2 .
2) L’adjectif 〈〈ge´ne´rique 〉〉 de l’e´nonce´ du the´ore`me peut eˆtre pre´cise´ : si n ≥ n(d, r) , le
sche´ma Fr(X) est unirationnel s’il est irre´ductible de dimension δ(n,d, r) , si X contient
un r1-plan Λ1 pour lequel l’application β du the´ore`me 7.1 est surjective, et si Fr(X) est
lisse le long de G(r,Λ1) .
De´monstration du the´ore`me. Soit V l’espace vectoriel kn+1 . On note (x(0), . . . , x(r)) ,
avec x(j) = (x
(j)
0 , . . . , x
(j)
n ) , les coordonne´es homoge`nes d’un point de l’espace projectif
P = P(Vr+1) = P(r+1)(n+1)−1 . Soit Σ la sous-varie´te´ de P de´finie comme le lieu des
points (x(0), . . . , x(r)) tels que les points [x(0)], . . . , [x(r)] de PV ne soient pas line´airement
inde´pendants. L’application
ρ : P Σ −→ G(r,PV)
qui a` (x(0), . . . , x(r)) associe le r-plan engendre´ par les points [x(0)], . . . , [x(r)] de PV est
une fibration lisse connexe localement triviale.
Soient f = (f1 . . . , fs) les e´quations de´finissant X . On note F l’adhe´rence dans P
de ρ−1(Fr(X)) ; lorsque δ(n,d, r) ≥ 0 , il ressort du the´ore`me 2.1 que la varie´te´ F est
irre´ductible de codimension
(
d+r
r
)
dans P , lisse en dehors de Σ .
Pour tout entier d , on note Id le sous ensemble de N
r+1 forme´ des (i0, . . . , ir)
tels que
∑
iα = d ; il a
(
d+r
r
)
e´le´ments. Pour tout e´le´ment f de SymdV∗ et tout e´le´ment
I = (i0, . . . , ir) de Id , on de´finit un polynoˆme fI multihomoge`ne de mutidegre´ (i0, . . . , ir)
sur P en posant
(7.4) f(λ0x
(0) + · · ·+ λrx
(r)) =
∑
I∈Id
λIfI(x
(0), . . . , x(r)) ,
ou` λI = λi00 · · ·λ
ir
r ; on convient aussi que fI est nul si l’un des iα est strictement ne´gatif.
En dehors de Σ , la varie´te´ F est de´finie par les e´quations
fi(λ0x
(0) + · · ·+ λrx
(r)) = 0 pour i = 1, . . . , s et pour tout (λ0, . . . , λr) ∈ P
r ,
c’est-a`-dire par les
(
d+r
r
)
e´quations fi,I , pour i = 1, . . . , s et I ∈ Idi . En fait, comme Σ
est de codimension n− r dans P , si on suppose n− r >
(
d+r
r
)
, ces e´quations de´finissent
F dans P ; la varie´te´ F est alors une intersection comple`te irre´ductible, lisse en de-
hors de Σ . Son degre´ est la suite D ou` chaque di est re´pe´te´
(
di+r
r
)
fois. Posons
r1 = (r(D) + 1)(r + 1)− 1 ; on suppose δ(n,d, r1) ≥ 0 , de sorte qu’il existe un r1-plan
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Λ1 = PW1 contenu dans X ; on le suppose de´fini par les e´quations xr1+1 = · · · = xn = 0 .
On note Λr+11 le ((r1 + 1)(r + 1)− 1)-plan P(W
r+1
1 ) dans P .
Soit Λ un r(D)-plan contenu dans Λr+11 et disjoint de Σ (on pre´cisera plus bas
notre choix de Λ ). En vue d’appliquer le the´ore`me 7.1, on veut ve´rifier que l’application
β : k(r+1)(n+1) → ΓΛ(D− 1) de´finie par
β(a(0), . . . , a(r)) =
(∑
j,l
a
(j)
l
( ∂fi,I
∂z
(j)
l
)
|Λ
)
1≤i≤s, I∈Idi
est surjective. De´rivons l’e´galite´ 7.4 par rapport a` x
(j)
l ; on obtient
λj
∂f
∂zl
(λ0x
(0) + · · ·+ λrx
(r)) =
∑
I∈Id
λI
∂fI
∂z
(j)
l
(x(0), . . . , x(r)) ,
de sorte que si ǫj est l’e´le´ment de I1 dont toutes les composantes sauf la j ie`me sont nulles,
on a ( ∂f
∂zl
)
I−ǫj
=
∂fI
∂z
(j)
l
,
pour tout I dans Id et tout j = 0, . . . , r . On peut donc e´crire
β(a(0), . . . , a(r)) =
(∑
j,l
a
(j)
l
( ∂fi
∂zl
)
I−ǫj |Λ
)
1≤i≤s, I∈Idi
,
ou encore, en posant ∂af =
∑
l al
( ∂f
∂zl
)
|Λ1
pour tout f dans SymdV∗ ,
β(a(0), . . . , a(r)) =
(∑
j
(∂a(j)fi)I−ǫj |Λ
)
1≤i≤s, I∈Idi
.
Lemme 7.5.– Pour n ≥ r1 +
(
d+r1−1
r1
)
et f ge´ne´rique dans SymdV∗ nul sur Λ1 ,
l’application
β1 : k
n+1 −→ ΓΛ1(d− 1)
a 7−→ (∂af1, . . . , ∂afs)
est surjective.
Il suffit de trouver un f pour lequel les
( ∂f1
∂zl
, . . . ,
∂fs
∂zl
)
0≤l≤n
engendrent ΓΛ1(d− 1) .
Soient J1, . . . , Js des sous-ensembles disjoints de {r1 + 1, . . . , n} tels que Card Ji =
(
di+r1−1
r1
)
,
et soit {gj}j∈Ji une base de ΓΛ1(di − 1) . Il suffit de prendre fi =
∑
j∈Ji
xjgj .
Puisque Λ est contenu dans Λr+11 , l’application β se factorise par (β1)
r+1 , et il
suffit de de´montrer que les applications
γd :
(
ΓΛ1(d− 1)
) r+1
−→ ΓΛ(d− 1)
Id
(g(0), . . . , g(r)) 7−→
(∑
j
g
(j)
I−ǫj |Λ
)
I∈Id
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sont surjectives pour d = d1, . . . , ds . Nous allons montrer qu’elles sont surjectives pour tout
d , pour un choix convenable de Λ . Posons xαβ = xα(r(D)+1)+β , de sorte que les xαβ , pour
0 ≤ α ≤ r et 0 ≤ β ≤ r(D) , forment des coordonne´es sur Λ1 . Prenons pour Λ le r(D)-plan
de Λr+11 de´fini par les e´quations
x
(j)
αβ = x
(0)
0β δα,j ;
il est bien disjoint de Σ , et parame´tre´ par les yβ = x
(0)
0β , pour β = 0, . . . , r(D) .
Lemme 7.6.– Pour tout entier d , l’application
γ′d,q : ΓΛ1(d− 1) −→ ΓΛ(d− 1)
Id−1
g 7−→
(
gI|Λ
)
I∈Id−1
est surjective.
Soit g =
∏
α,β
x
nαβ
αβ ; on a
g(λ0x
(0) + · · ·+ λrx
(r))|Λ
=
∏
α,β
(λ0x
(0)
αβ + · · ·+ λrx
(r)
αβ)
nαβ
|Λ
=
∏
α,β
(λαyβ)
nαβ ,
de sorte que gI|Λ
est le monoˆme
∏
β y
∑
α
nαβ
β si
∑
β nαβ = iα pour tout α , et est nul
sinon. Il reste a` montrer que si I = (i0, . . . , ir) est fixe´ dans Id−1 , et si n0, . . . , nr(D) sont
des entiers positifs de somme d− 1 , il existe des entiers positifs nαβ avec
∑
α nαβ = nβ
et
∑
β nαβ = iα pour tous α et β , ce pour quoi il suffit de se donner deux partitions d’un
ensemble a` n e´le´ments en parties (Aα)0≤α≤r et (Bβ)0≤β≤r(D) de cardinaux respectifs iα
et nβ , et de prendre pour nαβ le cardinal de Aα ∩ Bβ .
Pour montrer la surjectivite´ de γd , il suffit donc de montrer celle de l’application
(
EId−1
) r+1
−→ EId
((g
(0)
I )I, . . . , (g
(r)
I )I) 7−→
(
g
(0)
J−ǫ0
+ · · ·+ g
(r)
J−ǫr
)
J∈Id
ou` E est l’espace vectoriel ΓΛ1(d− 1) ; cela se fait sans difficulte´ pour n’importe quel espace
vectoriel E par re´currence sur r .
On a montre´ que toutes les applications γdi , donc aussi l’application β , sont
surjectives. Si (r + 1)(n+ 1)− 1 ≥ n(D) , on peut appliquer le the´ore`me 7.1 pour conclure
que F est unirationnelle, donc aussi Fr(X) ; ceci termine la de´monstration du the´ore`me.
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