Introduction
As an egalitarian communications medium, the Internet has the ability to cross borders, destroy distance and break down real world barriers.
1 Globalised, decentralised and interactive, the computer network offers a technological landscape largely unfettered by governmental regulation, which could obstruct the free flow of knowledge, ideas and information. 2 However, the dramatic growth of the Internet has been accompanied by increased governance of content and behaviour by state, public and private actors. More recently, European states' criminalisation of the publication of hate propaganda has been followed by efforts to prosecute individuals for the dissemination of racist and xenophobic material online.
3
This paper examines the complexities of regulating hate speech on the Internet through legal frameworks. It demonstrates the limitations of unilateral national content legislation and the difficulties inherent in multilateral efforts to regulate the Internet. The paper highlights how the US's commitment to free speech has undermined European efforts to construct a truly international regulatory system. It is argued that a broad coalition of citizens, industry and government, employing technological, educational and legal frameworks, may offer the most effective approach through which to limit the effects of hate speech originating from outside of European borders. Nevertheless, the vast majority of academic discussion of online hate speech has focused upon racist and xenophobic material. 7 For the purpose of this paper, discussion will focus on the regulation of racist and xenophobic online content.
Hate Speech

How much Hate?
The anonymity, immediacy and global nature of the Internet have made it an ideal tool for extremists and hatemongers to promote hate. The globalisation of technology has been accompanied by an incremental rise in the number of online hate groups and hate related activities taking place in cyberspace. 8 With computers becoming less expensive, simpler to use and more readily available, the opportunity for bigots to utilise modern day technology to spread their propaganda has increased. 9 Inexpensive and unencumbered, the Internet has become the 'new frontier' 10 for spreading hate. With millions reached in seconds, the Internet offers a social network that enables previously diverse and fragmented groups to connect, engendering a collective identity and sense of community. Consequently, an online 'global racist subculture' 11 has replaced previously isolated and atomised members of far-right parties.
12
The peripatetic nature of hate sites makes accurate quantification extremely difficult.
Nevertheless, attempts to quantify the problem suggest that the number of such sites is growing at an alarming rate. 13 Moreover, the protection afforded by the Internet means that 'a perpetrator of a threat or harassing speech need not be at the actual scene of the crime (or within 5,000 miles, for that matter) to prey on his or her victim.' 21 The rise in web-based hate speech, harassment, bullying and discrimination has mirrored the growth in online hate groups, with individuals targeted directly and indirectly through forums, blogs and emails. 22 Limited policing of hate speech online has enabled such activities to flourish as criminal justice agencies are unable or unwilling to dedicate time and money to investigate offences that are not a significant public priority. As such, the police will rarely respond to online hate speech unless a specific crime is reported. Nevertheless, despite such shortcomings, more and more nation states have sought to legislate against the publication of hate propaganda and hate speech online. To address such failings, the Council of Europe have introduced a protocol aimed at harmonising national legal system's computer related offences in order to reach a common minimum standard of relevant offences and enable cooperation in the prosecution of those committing hate crimes in cyberspace. 35 Discussion now turns to examine this provision.
The Limits of European State Based Regulation
The Council of Europe's Convention on Cybercrime: Towards International
Harmonisation?
Formed in 1949, the Council of Europe has grown from ten founding members to forty-seven member states as of 2010. Charged with securing democracy and preventing human rights abuses, the Council promotes intergovernmental coordination and cooperation through the passage of treaties. However, treaties have no legal effect unless they are both signed and ratified by member countries. its ability to bring together real differences in the ways in which states envisage hate speech and construct a legal framework through which hate based conduct may be reduced. The European Council's efforts to combat online hate speech are undermined by the US First Amendment which provides a safe haven for many of those propagating hate. With transference rather than prevention the likely outcome of increased legal regulation, cooperation and coordination amongst the European community, the law alone may not be the most appropriate mechanism through which to counteract hate speech online.
Beyond the Legal Regulation of Hate Speech in Cyberspace
As Perry and Olsson correctly note: 'The law is not the only -or perhaps even the most effective -weapon available to counter cyberhate'. 39 As detailed above, the difficulties inherent in unilateral and multilateral legal regulation of the Internet limit European nation's effective governance of online hate. As such, recourse to technological regulation, at both user and server ends, alongside the education of web users, may be deemed a more effective approach through which to minimise both the transmission and reception of online hate speech. promotional material do not contain child abuse images or material inciting violence, cruelty or racial hatred.' 40 Voluntary codes of conduct, to which customers must consent, offer an important mechanism through which to regulate websites originating in the US as they circumvent the Alternatively, European governments can seek to block extraterritorial websites that do not comply with their national laws. Spain are one country that have undertaken such an approach, passing legislation which authorises judges to shut down Spanish sites and block access to US based web pages that do not comply with national laws. 41 The implementation of geographic location technology can further enable both servers and states to control the flow of information on the Internet through the identification of users IP address, which can be used to both restrict access and filter out odious material.
Private users can also employ software, such as firewalls, to filter out sites containing certain speech. Numerous commercial Internet filtering software packages are readily available and can easily be installed on computers. For example, in 1998, ADL introduced
Hatefilter, a filtering software product that not only prevents access to websites that promote hate but also educates users about the nature of bigotry and why such sites should be rejected. 42 Similarly, Surfwatch blocks hate speech, alongside gambling sites and sexually explicit content, whilst Bess and CyberPatrol also offer filters which bar access to antiSemitic, racist, and other forms of hate speech.
Education
Individual responses to online hate may only have a limited impact on access to online material but the responsibilisation of individual users can both promote a culture of intolerance towards online hate and contribute to efforts to 'reclaim' the web. 43 
Conclusion
The exponential growth of the Internet as a means of communication has been emulated by an increase in far-right and extremist web sites and hate based activity in cyberspace. The anonymity and mobility afforded by the Internet has made harassment and expressions of hate effortless in a landscape that is abstract and beyond the realms of traditional law enforcement. European states have sought to regulate the domain of the Internet through the conventional strategy of national law. However, the multi-jurisdictionality of the Internet has undermined their efforts to place geographical demarcations onto cyberspace.
With unilateral attempts to regulate hate speech originating in foreign territories falling foul to jurisdictional and cultural conflict, the application of national law to foreign entities has serious limitations. Therefore, an international system governed by compacts and supranational decision making would appear to offer an appropriate means through which to obviate regulatory conflict between nation states. Yet, the Council of Europe's collaborative enterprise has been seriously undermined by the US's commitment to free speech. So whilst the US approach to regulation has become a minority view, its indirect unilateralism detracts from European efforts to construct a truly international regulatory system. The US, therefore, continue to provide a suitable safe haven for many of those transmitting hate.
Unilateral and multilateral efforts to regulate online through criminal law alone will not be enough to reduce the effects of online hate. The episodic prosecution of individual web users is unlikely to deter others from posting hate speech online. Web sites that are closed in one jurisdiction may simply re-open in another thus remaining available to Internet users worldwide. Furthermore, the global nature of the Internet makes the total legal regulation of cyberspace impossible. Consequently, it is necessary to seek alternatives through which to both limit the publication of hate speech online and minimise the harm caused by such behaviour.
By combining legal intervention with technological regulatory mechanismsmonitoring, IPS user agreements, user end software and hotlines -the harm caused by online hate can be diminished. Moreover, through the careful integration of law, technology, education and guidance, a reduction in the dissemination and impact of online hate speech can be achieved without adversely affecting the free flow of knowledge, ideas and information online. As Bailey neatly summarises, 'broad-based efforts involving strategic alliances among citizens, citizen coalitions, industry and government provide a strong foundation from which to engage in visible, publicly accountable action against cyberhate.'
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For such an alliance to operate effectively, governments, businesses and citizenry must all engage in individual and collective solutions to minimising online hate speech.
