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Abstract
Let (A,m) be a 2-dimensional regular local ring with algebraically closed residue field. Zariski’s
Unique Factorization Theorem asserts that every integrally closed (complete) m-primary ideal I is
uniquely factored into a product of powers of simple complete ideals I = Pa11 Pa22 · · ·Pann , where Pi
is a simple complete ideal for ai  1 and n 1. In this paper, we give a new characterization for
a simple complete ideal in terms of adjacent complete ideals. We also give a characterization for a
complete ideal I to have finitely many adjacent complete m-primary over-ideals. Namely, we show
that I is simple if and only if it has a unique adjacent over-ideal and that I = Pa11 Pa22 · · ·Pann has
only finitely many complete adjacent over-ideals if and only if ai = 1 for every i and there are no
proximity relations among Pi .
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Throughout this paper, let (A,m) be a regular local ring of dimension 2 with the alge-
braically closed residue field k. Let I be an m-primary integrally closed (often we will call
complete) ideal of A.
Two m-primary ideals I ′ ⊃ I are said to be adjacent if λA(I ′/I) = 1, where λA(I ′/I)
denotes the length of I ′/I as an A module. If I ′ ⊃ I are an adjacent pair of complete ideals,
then I ′ is called an adjacent over-ideal of I .
For an arbitrary complete m-primary ideal, the existence of adjacent complete ideals
from above (respectively from below) was proved by Lipman [10, Lemma 1.1.], [11].
An example of a complete m-primary ideal with infinitely many adjacent over-ideals
is m2. For α ∈ k and m= (x, y), Iα = (x −αy,y2) is a complete ideal adjacent to m2 from
above which is adjacent to m from below. The second-named author noted that for a given
complete m-primary ideal I , the family of complete ideals adjacent to I from below forms
an algebraic variety of dimension 1 [11].
Another example of adjacent complete ideals can be found in the sequence of v-ideals
for a prime divisor v of A [7]. Let K be the quotient field of A. A prime divisor v of A
is a discrete valuation of K birationally dominating A with residual transcendence degree
tr.degk k(v) = 1 [13]. Given a prime divisor v, let us denote the corresponding valuation
ring by (V ,mv) and the residue field by k(v).
For an arbitrary complete m-primary ideal I , Zariski’s Unique Factorization Theo-





2 · · ·Pann [13]. Each Pi is then uniquely associated to a prime divisor vi for each i.
Therefore, an ideal I is divisible by P if and only if the prime divisor v associated to a
simple complete ideal P is a Rees valuation of I [8, Proposition (4.4)]. We denote the Rees
valuations of I by R(I ) = {v1, . . . , vn | vi ↔ Pi}.
Given a prime divisor v, an ideal I is called a v-ideal if I = {r ∈ A | v(r)  v(I )},
where v(I ) = min{v(a) | a ∈ I }. If f1, . . . , fn is a minimal generating set of I , then v(I ) =
min{v(fi) | i = 1, . . . , n}.
Let P be a simple complete ideal with the associated prime divisor v. Then there exists
a sequence of quadratic transformations from A:
(A,m) ⊂ (A1,m1) ⊂ · · · ⊂ (At ,mt ),
where the transform of P to At is the maximal idealmt and v is themt -adic order valuation
of K [13]. Then the sequence of v-ideals in A is the contraction of powers of miv for all
i  1 and they form an infinite descending sequence of complete ideals in A as follows:
m= I0 ⊃ I1 ⊃ I2 ⊃ · · · ⊃ I = P ⊃ · · · .
In the sequence of v-ideals, there exist finitely many simple complete ideals:
m= P0 ⊃ P1 ⊃ P2 ⊃ · · · ⊃ Pt = P,
where P is the smallest simple v-ideal and all the other v-ideals are uniquely factored into
product of simple complete ideals Pi for 0  i  t [13]. The number t of nonmaximal
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simple complete ideal P .
The v-ideals are contractions of the powers of the maximal ideal mv of V , and there-
fore they are integrally closed as well. Any consecutive v-ideals between m and P are an
adjacent pair since k is algebraically closed [9, Lipman, Theorem (A.2)].
In particular, the adjacent v-ideal I−1 of P = I is called the v-predecessor of P and we
denote it by Pv . It was proved that the v-predecessor Pv is the unique complete adjacent
over-ideal of P (cf. [6–8], [9, Appendix], [10]). It was further shown that either Pv is
simple, in which case it equals Pt−1, or it is a product of two simple complete ideals Pt−1Pi
for some 0 i < t −1 using proximity relations among prime divisors vj associated to the
simple v-ideals Pj for 0 j  t . However, the v-successor I+1 of P is not adjacent to P
from below as it was shown that λA(I/I+1) = 2 [9].
If P is a simple complete ideal, by [10] any power of P other than P has infinitely
many adjacent over-ideals. There also exist at least n adjacent over-ideals of J = J1 · · ·Jn
if n > 1 and Ji is not a wj -ideal for j = i, where R(J ) = {wj | j = 1, . . . , n} in [10].
Those adjacent over-ideals of J are Ij = J1 · · ·J ′j · · ·Jn, where J ′j is the unique adjacent
over-ideal of Jj for j = 1, . . . , n. A question of uniqueness of Ij as adjacent over-ideals
of J was raised in [10], i.e., are these complete ideals Ij the only adjacent over-ideals of
J = J1 · · ·Jn for n > 1?
In this paper, we find an equivalent condition for a complete ideal I to have finitely
many adjacent complete over-ideals. We then obtain the result of uniqueness in case when
I is simple and the abundance (infinitely many) in case when I = P s is a high power
(s > 1) of a simple complete ideal P as corollaries of our main theorem.
In the first section, we review definitions and backgrounds including Riemann–Roch
theorem and many results from [5,8] to prove the main theorem.
In the second section, we state the main theorem and give a geometric proof in Theo-
rem 2.7.
Some of the lemmas (Lemma 2.1, Lemma 2.4, etc.) are true without change and some
with a minor change for 2-dimensional rational singularities. Although there is no unique
factorization nor the concept of simple ideals for rational singularities, it may be worth-
while to ask which complete ideals have unique adjacent over-ideals in 2-dimensional
rational singularities.
1. Preliminaries
Let (A,m) be a 2-dimensional regular local ring with algebraically closed residue
field k. For any complete ideal I , there exists a log resolution of I , i.e., a projective bi-
rational morphism f :X → Spec(A) such that IOX is an invertible OX-module. If we
denote IOX =OX(−Z), we then obtain I as I = H0(X,OX(−Z)).
Note that f is written as a composition
f :X = Xn → Xn−1 → ·· · → X1 → X0 = Spec(A),
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E¯i = π−1i (Pi) for each i. Let gi :X → Xi and fi :Xi → X0, so that f = πn ◦ · · · ◦ π1 =
gi ◦ fi for each i.
Definition 1.1. Let C =⋃Ci be the exceptional set of f :X → Spec(A).
(1) An effective cycle Z =∑niCi is called anti-nef if Z · Ci  0 for every irreducible
exceptional curve Ci .
(2) The fundamental cycle of C = ⋃Ci is the minimal effective anti-nef cycle. The
fundamental cycle of C exists uniquely since the intersection matrix (Ci · Cj)i,j is
negative-definite.
(3) If Z =∑niCi is minimal among those satisfying the condition Z · Ci  0 for every
Ci ⊂ supp(Z), then we say Z is the fundamental cycle of supp(Z).
(4) For a cycle Z on C, the arithmetic genus of Z is defined by
pa(Z) = Z(Z + KX)2 + 1.
Since A is regular in our case, it is known that pa(Z) 0 for every effective cycle Z on
X and that pa(C) = 0 for an irreducible reduced curve C on X [2].
The fundamental cycle on C can be seen using a computation sequence.
Definition 1.2. [1] Let C =⋃Ci be a connected exceptional curve and Y =∑niCi be an
effective cycle on C. A computation sequence starting from Y is a sequence of cycles
Y = Z0 < Z1 < · · · < Zn
satisfying
(1) Z1 = Y + Ci , where Ci is any irreducible curve C with Y · Ci > 0. If Y = 0, then Z1
is any irreducible curve on C.
(2) Zi+1 = Zi + Cj with Zi · Cj > 0 for 1  i < n (there may occur Ci and Cj are the
same irreducible curve for i = j ).
(3) The sequence terminates if Zn is anti-nef (that is, Zn ·Ci  0 for every Ci ). In particu-
lar, if Y is anti-nef already, then the computation sequence for Y consists of the single
cycle {Y = Z0}.
It is easy to see that given the cycle Y , the cycle Zn does not depend on the choice of each
Ci and is the minimal anti-nef cycle  Y .
The following theorem from [4] explains the unique factorization of complete ideals in
terms of the cycles on X.
Theorem 1.3. [4] Let I and X be as above. Then, the following hold true:
160 S. Noh, K.-i. Watanabe / Journal of Algebra 302 (2006) 156–166(1) There is a one to one correspondence between anti-nef cycles on X and complete
m-primary ideals in A such that IOX is invertible. The correspondence is given by
IOX =OX(−Z) and I = H0(X,OX(−Z)).
(2) For every irreducible exceptional curve Ci on X, there is an anti-nef cycle Zi on X
satisfying Zi · Ci = −1 and Zi · Cj = 0 for every irreducible exceptional curve Cj
such that Cj = Ci . (H0(X,OX(−Zi)) is the simple complete ideal associated to Ci .)
(3) Let Z be an anti-nef cycle on X and I ′ = H0(X,OX(−Z)). If Z · Ci = −ai , then the
factorization of I ′ is given by I ′ =∏Paii , where Pi(= PCi ) = H0(X,OX(−Zi)) is the
simple complete ideal associated with Ci corresponding to the anti-nef cycle Zi on X:
Pi ↔ Zi ↔ Ci.
(4) Let I = H0(X,OX(−Z)) for Z anti-nef with Z ·Ci < 0 for some exceptional curve Ci .
Then, I splits as I = PiJ , where J = H0(X,OX(Z − Zi)). In particular, I is simple
if and only if there exists a unique exceptional curve C such that Z · C = −1 and
Z · C′ = 0 for all the other exceptional curves C′.
Remark 1.4. In Theorem 1.3, the first statement is true for any 2-dimensional rational
singularities, while in the rest of the statements, we assume A is regular. But the essential
assumption is that the intersection matrix is unimodular and hence these statements can
be reformulated for (E8) singularities (for example, A = k[[X,Y,Z]]/(X2 + Y 3 + Z5)),
see [4].
If Z =∑niCi is an anti-nef cycle, then each irreducible exceptional curve Ci is cor-
responding to a Rees valuation vi of I = H0(X,OX(−Z)) for each i, i.e., the above
correspondence is further extended to:
Pi ↔ Zi ↔ Ci ↔ vi.
Note that f ∈ I if and only if vi(f ) ni for all i.
The colength λA(A/I) of an m-primary integrally closed ideal I is given by the follow-
ing Kato’s formula [3,12].
Theorem 1.5 (Riemann–Roch theorem). Assume that (A,m) is a rational singularity and
I is an integrally closed m-primary ideal of A. Let f :X → SpecA be a resolution of its
singularity such that IOX =OX(−Z) is invertible, where Z is an anti-nef cycle supported
on f−1(m). Then, the colength of I is
λA(A/I) = −Z(Z + KX)2 .
The cycles with arithmetic genus zero play an important role in our theory and are
characterized as follows.
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is connected and there is a computation sequence on supp(Y ) starting from Y to the fun-
damental cycle Z0 of supp(Y ). In particular, Y Z0 and if Y is an anti-nef cycle with
pa(Y ) = 0, then Y is the fundamental cycle of supp(Y ).
Proof. It is showed in [2] that A is a rational singularity (including the case A is regular)
if and only if for any effective cycle Y on C, pa(Y ) 0. Now, if Y = Y1 + Y2, Y1, Y2 > 0,
then we have the following formula from the definition of pa(Y );
pa(Y1 + Y2) = pa(Y1) + pa(Y2) − 1 + Y1 · Y2.
Since pa(Y ) 0 for any positive cycle Y , pa(Y1 + Y2) < 0 if Y1 · Y2 = 0. This shows that
supp(Y ) is connected.
If Y = Z0 + Y ′ > Z0, where Z0 is the fundamental cycle of supp(Y ), then by the above
formula we have
pa(Y ) = pa(Z0) + pa(Y ′) − 1 + Z0 · Y ′ < 0
since Z0 · Y ′  0, which is a contradiction.
Assume pa(Y ) = 0. Starting from Y , construct a computation sequence Y = Z0 < Z1 <
Z2 < · · · < Zn = Z to an anti-nef divisor Z as in Lemma 1.2.
Since Zi+1 = Zi + Cj with Zi · Cj > 0, we have pa(Zi+1) = pa(Zi) + pa(Cj ) +
Zi · Cj − 1 pa(Zi). Since pa(Zi+1) 0, we obtain
0 = pa(Y ) = · · · = pa(Zi) = · · · = pa(Zn).
Hence Zn should be the fundamental cycle. 
Lemma 1.7. Assume that f is written as a composition
f :X = Xn → Xn−1 → ·· · → X1 → X0 = Spec(A),
where πi :Xi → Xi−1 is a blowing up of a point Pi ∈ Xi−1 for every i. Let us denote
E¯i = π−1i (Pi), fi :Xi → X0, and gi :X → Xi so that f = πn ◦ · · · ◦ π1 = gi ◦ fi for
each i. Then the fundamental cycle of g−1i (E¯i) is the total transform g∗i (E¯i) for 0 i  n.
Proof. The support of g−1i (E¯i) consists of the irreducible curves which is blown-up af-
ter Ei . This shows that g∗i (E¯i) · Cj  0 for every irreducible curve Cj in g−1i (E¯i). Also,
since g∗i (E¯i)2 = E¯2i = −1 and g∗i (E¯i) · KX = −1, we get pa(g∗i (E¯i)) = 0 and g∗i (E¯i) is
the fundamental cycle of g−1i (E¯i) by Lemma 1.6. 
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In this section, we find an equivalent condition for two m-primary complete ideals
I ′ ⊃ I to be adjacent, i.e., λA(I ′/I) = 1. Throughout the section we assume that (A,m)
is a 2-dimensional regular local ring with algebraically closed residue field k. We also as-
sume that I is a complete m-primary ideal with a log resolution f :X → Spec(A) such
that I = H0(X,OX(−Z)) and IOX =OX(−Z) with Z anti-nef cylce on X unless stated
otherwise.
Lemma 2.1. Let I ′ ⊃ I be complete ideals with IOX = OX(−Z) and I ′OX =
OX(−Z + Y). Then λA(I ′/I) = 1 if and only if Y · Z = 0 and pa(Y ) = 0.
Proof. By the Riemann–Roch theorem, we have
λA(I
′/I) = λA(A/I) − λA(A/I ′) = −Y
2 + KXY
2
− Y · Z = 1 − pa(Y ) − Y · Z.
Since pa(Y ) 0 and Y ·Z  0, λA(I ′/I) = 1 if and only if pa(Y ) = 0 and Y ·Z = 0. 
Now we find a sufficient condition for a complete ideal I to have infinitely many ad-
jacent complete over-ideals. To proceed further, the proximity relation among exceptional
curves on X is very important.
Definition 2.2. Let Ei,Ej ⊂ f−1(m) be irreducible curves. We say that Ej is proximate
to Ei , denoted by Ej  Ei , if Ej  g∗i (E¯i). If Ej  Ei , we say Ej is “bigger” than Ei . In
a family of exceptional curves, we say that Ei is maximal if there is no Ej in that family
with Ej  Ei . Note that if E2j = −1, then Ej is maximal in the family of all exceptional
curves on X.
Remark 2.3. For any ideal I = H0(X,OX(−Z)) with Z anti-nef on X, we may assume
that Z · E < 0 for every −1 curve E. For if not, we contract every E with E2 = −1
and Z · E = 0 on X, so that we get h :X → X¯ with which we have the same ideal
I = H0(X¯,OX¯(−h∗(Z)). We can then substitute X by X¯.
Lemma 2.4. Let I = H0(X,OX(−Z)) and IOX = OX(−Z) with Z an anti-nef cycle
on X, where X is a log resolution of I . If E is an exceptional irreducible curve on X
maximal among those with Z · E < 0, and Z · E = −s  −2, then I has infinitely many
adjacent over-ideals.
Proof. By Remark 2.3, we can assume that E2 = −1. Let ϕ :X′ → X be the blowing up
of s − 1 distinct points on E which are not the intersection with other exceptional curves.
Let F1, . . . ,Fs−1 be the corresponding exceptional curves on X′ and E′ = ϕ∗(E)− (F1 +
· · ·+Fs−1) be the strict transform of E. Then, we have pa(E′) = 0 since E′ is irreducible.
Also,
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ϕ∗(Z) − E′) · E′ = ϕ∗(Z) · E′ − E′2 = ϕ∗(Z) · (ϕ∗(E) − (F1 + · · · + Fs−1)
)− E′2
= −s − (−s) = 0.
Since ϕ∗(Z) is anti-nef, this also shows that ϕ∗(Z) − E′ is anti-nef.
Let I ′ = H0(X′,OX′(−(ϕ∗(Z) − E′))). Then, I ′ is a complete ideal and I ′ ⊃ I are
adjacent by Lemma 2.1. Since we have infinitely many choices for the s − 1 points on E,
there are infinitely many adjacent complete over-ideals of I as well. 
The following is a key lemma of the section which describes a necessary condition for
two ideals I ′ ⊃ I to be adjacent.
Lemma 2.5. Let I = H0(X,OX(−Z)) ⊂ I ′ = H0(X,OX(−Z + Y)) be adjacent complete
ideals with anti-nef cycles Z and Z − Y on X, respectively. Then, Ei · Z < 0 for every
element Ei in supp(Y ) which is minimal with respect to the proximity relation.
Proof. By Lemma 2.1, we have pa(Y ) = 0 which implies that supp(Y ) is connected
by Lemma 1.6. Therefore, supp(Y ) has a unique minimal element Ei and supp(Y ) ⊂
g−1i (gi(Ei)). Hence Y  g∗i (gi(Ei)), which implies that Y contains Ei with multiplicity 1.
Let us write g∗i (gi(Ei)) = Y + Y ′. Since Y ′ does not contain Ei , Y ′ · Ei  0.
Now, suppose Z · Ei = 0. Then,





)+ Y ′) · Ei = 1 + Y ′ · Ei > 0,
contradicting the hypothesis that Z − Y is anti-nef. 
One can test the adjacency of a pair I ′ ⊃ I as in the following lemma.
Lemma 2.6. Assume that I = H0(X,OX(−Z)) with Z anti-nef on X. Let Ei be maximal
among the exceptional curves with Z ·Ei < 0. If Z ·Ei = −1, then I ′ = H0(X,OX(−Z +
g∗i (gi(Ei)))) is an adjacent over-ideal of I .
Proof. We may assume that X is the minimal log resolution of I and hence E2i = −1.
Then Z −Ei is also anti-nef, pa(Ei) = 0, and (Z −Ei) ·Ei = 0. Therefore, λA(I ′/I) = 1
by Lemma 2.1. 
Theorem 2.7. Let (A,m) be a 2-dimensional regular local ring with algebraically closed
residue field k. Let I = H0(X,OX(−Z)) be a complete m-primary ideal, where X is a log
resolution of I and Z is an anti-nef cycle on X. Then I has only finitely many adjacent
complete over-ideals if and only if the following two conditions are satisfied:
(1) For every exceptional curve Ei , Z · Ei is either 0 or −1. That is, I has no multiple
simple component in its unique factorization I = Pa11 Pa22 · · ·Pann , where Pi is a simple
complete ideal for 1 i  n.
(2) There are no proximity relations among those Ei such that Z · Ei < 0.
164 S. Noh, K.-i. Watanabe / Journal of Algebra 302 (2006) 156–166Proof. (⇐) Assume two conditions are satisfied. If we assume that X is the minimal log
resolution of I , then we have Z · Ei = −1 for every exceptional curve such that E2i = −1.
Since every exceptional curve with E2i −2 has proximity relation to some −1 curve, we
have Z ·Ei = 0 for all such curves. Hence if Z − Y is adjacent to Z, then Y = Ei for some
−1 curve Ei by Lemma 2.5. Therefore, I has the same number of adjacent over-ideals as
−1 curves.
(⇒) Suppose either Z · Ei  −2 for some Ei , i.e., I has a multiple component, or
there is proximity relation between Ei and Ej for some i = j . Due to Lemma 2.4, we
may assume that there exist some Ei and Ej such that Z · Ej = −1, Z · Ei = −s  −1
with proximity relation Ej  Ei . We may also assume that there is no Ek with Z · Ek < 0
between Ei and Ej . Now we need to show that I has infinitely many adjacent complete
ideals from above. There may be other E′j with Z · E′j < 0 and E′j  Ei . In that case,
the proof goes in the same manner but our notation will be very complicated. So, in the
following, we assume that Ej is the only curve with Z · Ej < 0 and Ej  Ei .
Assume the multiplicity of Ej in g∗i (gi(Ei)) is n. Now let Y0 = g∗i (gi(Ei)) and
h :X′ → X be the composition of the following blowing-ups.
(i) Choose s − 1 points P1, . . . ,Ps−1 on Ei which are not on the other exceptional curves
and blow them up. We denote E′i = h−1(Pi) for i = 1, . . . , s − 1.
(ii) Choose a point Q1 on Ej which is not on the other exceptional curves and make a
blowing-up at Q1. Denote the exceptional curve by F1. Then choose a point Q2 ∈ F1
which is not on the proper transform of Ej and make a blowing-up at Q2. Continue this
process until we come to an exceptional curve Fn. Thus we have a chain of exceptional
curves Ej ,F1,F2, . . . ,Fn as follows:
• E2j = F 21 = · · · = F 2n−1 = −2,F 2n = −1;• Ej · F1 = 1,Ej · Fk = 0 for k  2;
• Fi · Fi+1 = 1 for i = 1, . . . , n − 1;
• Fi · Fk = 0 for |k − i| 2.
Now, we show the following claim to finish the proof.
Claim. If we let Y = h∗(Y0)− (E′1 +· · ·+E′s−1)− (F1 +2F2 +· · ·+nFn), then h∗(Z)−Y
is anti-nef and h∗(Z) − Y < h∗(Z) are adjacent.
This will prove our assertion since there are infinitely many choices of Q1, . . . ,Qn. Due
to Lemma 2.1, it is enough to show that (h∗(Z) − Y) · Y = 0 and pa(Y ) = 0.
Since h∗(Y0)2 = Y 20 = −1 and h∗(Y0) · E′i = h∗(Y0) · Fj = 0 for every i and j ,
Y 2 = −1 + (E′1 + · · · + E′s−1)2 + (F1 + 2F2 + · · · + nFn)2 = −s − n.
On the other hand,
h∗(Z) · Y = h∗(Z) · h∗(Y0) = Z · Y0 = −s − n.
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Y + (E′1 + · · · + E′s−1)
)+ pa(F1 + 2F2 + · · · + nFn)
+ (h∗(Y0) − (F1 + 2F2 + · · · + nFn)
) · (F1 + 2F2 + · · · + nFn) − 1.
Now, from the following two equations
(F1 + 2F2 + · · · + nFn)2 = −n = (F1 + 2F2 + · · · + nFn) · KX′ ,
(
h∗(Y0) − (F1 + 2F2 + · · · + nFn)
) · (F1 + 2F2 + · · · + nFn) = −n
we get pa(Y + (E′1 + · · · + E′s−1)) = 0. Again, by the formula
0 = pa
(
Y + (E′1 + · · · + E′s−1)
)
= pa(Y ) + pa(E′1 + · · · + E′s−1) + Y · (E′1 + · · · + E′s−1) − 1,
we obtain pa(Y ) = 0 and this finishes our proof. 
We now deduce results in [10, Theorems 3.1, 3.2] as corollaries.
Corollary 2.8. Let I be a complete m-primary ideal of A. Then, the following hold true:
(1) There exists a unique adjacent complete m-primary over-ideal of I if and only if I is
simple.
(2) If I is simple, then there are infinitely many adjacent complete m-primary over-ideals
of In for all n > 1.
Remark 2.9. A family of adjacent over-ideals of I of dimension s − 1 (respectively
n + s − 1) was given in Lemma 2.4 (respectively Theorem 2.7). Does the family of ad-
jacent over-ideals of I form an algebraic variety of this dimension?
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