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ABSTRACT
Recently, tensor signal processing has received an increased atten-
tion, particularly in the context of wireless communication applica-
tions. The so-called PARAllel FACtor (PARAFAC) decomposition
is certainly the most used tensor tool. In general, the parameter
estimation of a PARAFAC decomposition is carried out by means
of the iterative ALS algorithm, which exhibits the following main
drawbacks: convergence towards local minima, a high number of
iterations for convergence, and difficulty to take, optimally, special
matrix structures into account. In this paper, we propose a non-
iterative parameter estimation method for a PARAFAC decomposi-
tion when one matrix factor has a Toeplitz structure, a situation that
is commonly encountered in signal processing applications. We il-
lustrate the proposed method by means of simulation results.
1. INTRODUCTION
The use of tensors, or multiway arrays, in Signal Processing (SP)
originated in the context of blind source separation by means of cu-
mulant tensors [2]. Since then, the growing interest for tensor tools
in the SP community was mostly linked with the development of
High-Order Statistics (HOS)-based SP methods [4]. Another moti-
vation for using the tensor formalism is due to the multidimensional
nature of the signals as it is the case, for instance, in wireless com-
munication applications [3].
The most used tensor model, PARAFAC [6], allows represent-
ing a tensor of order N by means of N matrices, called matrix
factors. One of the main properties of PARAFAC concerns the
essential uniqueness of its matrix factors, i.e. the matrix factors
are unique up to column permutation and scaling. A wide range
of PARAFAC-based signal processing applications including blind
equalization, blind source separation, and blind channel identifica-
tion among others can be found in the literature [1, 5, 9, 14].
Most of the methods proposed for fitting the PARAFAC model
are iterative and based on the Alternating Least Squares (ALS) algo-
rithm. However, the estimated parameters are often obtained after
a high number of iterations. In addition, convergence to the global
optimum is not guaranteed. Recently, some works were devoted to
the acceleration of the algorithms for fitting the PARAFAC model.
They include enhanced line search methods [10, 12] and Levenberg-
Marquardt based methods [15].
In certain PARAFAC-based signal processing applications, the
matrix factors are in Hankel or Toeplitz form [5, 8]. Taking the
a priori knowledge of the algebraic structure of the matrix factors
into account can help to accelerate the convergence of ALS. Unfor-
tunately that is difficult to achieve in an optimal way.
To overcome the ALS drawbacks concerning convergence
speed, local minima, and the difficulty to take special structures
into account, a non-iterative or closed-form solution can be used
for estimating the PARAFAC factors from noisy data. Recently a
structure-independent solution has been proposed [13]. This solu-
tion consists in transforming PARAFAC into several matrix joint
diagonalization problems. Although this solution is called closed-
form by its authors, in fact, it is not a closed-form one because it
resorts to matrix joint diagonalization methods which are often it-
erative. Motivated by the importance of Toeplitz matrices in signal
processing applications, this paper presents a non-iterative method
for estimating the parameters of a PARAFAC decomposition when
at least one factor exhibits a Toeplitz structure.
The rest of this paper is organized as follows. Section 2 briefly
recalls the PARAFAC decomposition and then the non-iterative
method for estimating the parameters of the PARAFAC decompo-
sition involving Toeplitz constraints is derived in Section 3. The
proposed method is illustrated by means of some simulation results
in Section 4, before concluding the paper in Section 5.
Notations: Vectors are written as boldface lower-case letters
(a,b,· · · ), matrices as boldface capitals (A,B,· · · ) and tensors as
blackboard letters (A, B,· · · ). AT , AH , A∗, and A† stand for trans-
pose, transconjugate, conjugate, and pseudo-inverse of the matrix
A. e(K)k denotes the kth unit vector of the Euclidean basis in ℜ
K .
1N and IN denote respectively the all ones vector of dimension N
and the identity matrix of order N. JN stands for the exchange ma-
trix of order N, i.e. the matrix with ones on the antidiagonal and
zero elsewhere. The operator vec(.) forms a vector by stacking the
columns of its matrix argument, while unvecJ×K(.) is the inverse
operator of vec(.) that forms a J×K matrix from its vector argu-
ment of dimensions JK×1. The operator diag(.) forms a diagonal
matrix from its vector argument. We denote by A.p (resp. Ap.) the
pth column (resp. row) of the matrix A. The outer, Kronecker, and
Khatri-Rao products are respectively denoted by ◦, ⊗, and ¯. Re-
call that the Khatri-Rao product is a column-wise Kronecker prod-
uct, i.e. for matrices A and B with respective dimensions M×N
and P×N we have: A¯B = (A.1⊗B.1 · · · A.N ⊗B.N) . We
have the following properties:
vec(ACBT ) = (B⊗A)vec(C), (1)
vec(Adiag(c)BT ) = (B¯A)c. (2)
For a vector c = (c0 · · · cL−1)T , we denote by TM(c) the
Toeplitz matrix of dimensions (L + M− 1)×M, with the element
(i, j) equal to ci− j , where by convention ci, j = 0 if i− j < 0 or
i− j > L−1.
2. PARAFAC DECOMPOSITION WITH TOEPLITZ
MATRIX FACTORS
2.1 The PARAFAC decomposition
Let X be a third-order tensor, also called a three-way array, with
entries xi, j,k, i = 1,2, · · · , I, j = 1,2, · · · ,J, and k = 1,2, · · · ,K. It
can always be decomposed as
X=
M
∑
m=1
A.m ◦B.m ◦C.m, (3)
where A ∈ CI×M , B ∈ CJ×M , and C ∈ CK×M , denote the matrix
factors. This canonical decomposition is called PARAFAC decom-
position. Its scalar writing is given by:
xi, j,k =
M
∑
m=1
ai,mb j,mck,m. (4)
It is convenient to represent a tensor by means of matrices. Slic-
ing a third-order tensor along each one of its three dimensions, or
modes, gives rise to the three following slice matrix representations
with respective dimensions J×K, K× I, and I× J
Xi.. =


xi,1,1 · · · xi,1,K
...
. . .
...
xi,J,1 · · · xi,J,K

 , X. j. =


x1, j,1 · · · xI, j,1
...
. . .
...
x1, j,K · · · xI, j,K


X..k =


x1,1,k · · · x1,J,k
...
. . .
...
xI,1,k · · · xI,J,k

 .
By stacking these matrix slices, we get three unfolded matrices
X1 ∈ CIJ×K , X2 ∈ CJK×I , and X3 ∈ CKI×J that contain all the
data of the tensor X:
X1 =


X1..
...
XI..

 , X2 =


X.1.
...
X.J.

 , X3 =


X..1
...
X..K

 .
It can be shown that these unfolded matrices are given by:
X1 = (A¯B)CT , X2 = (B¯C)AT , X3 = (C¯A)BT . (5)
Computing the PARAFAC decomposition of a tensor X consists in
estimating its matrix factors A, B, and C. That is generally carried
out by means of the Alternating Least Squares (ALS) algorithm.
The basic idea behind ALS is: at each step of the iterative algo-
rithm, one matrix factor is updated using the Least Squares (LS)
algorithm conditioned on the previous estimates of the two other
matrix factors, and the algorithm is iterated until convergence. Ob-
viously, only convergence towards a local minimum is guaranteed
and the algorithm performance strongly depends on the initializa-
tion.
2.2 Examples of tensors with Toeplitz matrix factors
2.2.1 Volterra kernels associated with a Wiener-Hammerstein
nonlinear system
Let us consider a Wiener-Hammerstein nonlinear system composed
of a memoryless nonlinear system sandwiched between two linear
FIR systems with respective impulse responses l(.) and g(.). If the
memoryless nonlinear subsystem is approximated by means of a
polynomial C(.), then the overall system admits a Volterra series
representation whose kernels are given by [7]:
hp(i1, · · · , ip) = cp
Mg−1
∑
i=0
g(i)
p
∏
k=1
l(ik− i), ik = 0, · · · ,M−1
where cp is the p-th coefficient of the polynomial C(.),
M = Ml +Mg−1, Ml and Mg being respectively the memory of l(.)
and g(.). In particular, the third-order kernel is given by
h3(i1, i2, i3) = c3
Mg−1
∑
i=0
g(i)l(i1− i)l(i2− i)l(i3− i)
or equivalently
xi, j,k = h3(i−1, j−1,k−1) =
Mg
∑
m=1
ai,mb j,mck,m, (6)
with ai,m = c3g(m − 1)l(i − m), b j,m = l( j − m), and
ck,m = l(k−m), i, j,k = 1, · · · ,M. We recognize in (6) the
scalar writing of the PARAFAC decomposition of the M×M×M
tensor X with entries xi, j,k. The three matrix factors A, B, and C
with respective entries ai,m, b j,m, and ck,m can be written as:
A = TMg(l)diag(ḡ), B = C = TMg(l),
with ḡ = c3g, g = (g(0) · · · g(Mg−1))T , and
l = (l(0) · · · l(Ml −1))T . As a consequence, we can es-
timate the parameters of the linear subsystems from the PARAFAC
decomposition of the third-order Volterra kernel X.
2.2.2 Output cumulants of a linear FIR system
Let us consider a causal single-input single-output linear FIR sys-
tem with impulse response coefficients hl and memory L. When
the input signal is assumed to be stationary, ergodic, indepen-
dent and identically distributed (i.i.d.) with symmetric distribution,
zero-mean and non-zero kurtosis γ4,u, the fourth-order cumulants
of the output signal y(.), for lags τn =−L+1,−L+2, · · · ,L−1,
n = 1,2,3, are given by:
C4,y(τ1,τ2,τ3) , Cum [y∗(n),y(n+ τ1),y∗(n+ τ2),y(n+ τ3)]
= γ4,u
L−1
∑
l=0
h∗l hl+τ1 h
∗
l+τ2 hl+τ3 .
By making the coordinate changes m = L− l, i = τ1 +L, j = τ2 +L,
and k = τ3 +L, we get:
xi, j,k = C4,y(i−L, j−L,k−L) = γ4,u
L
∑
m=1
h∗L−mhi−mh
∗
j−mhk−m
=
L
∑
m=1
ai,mb j,mck,m, (7)
with ai,m = γ4,uh∗L−mhi−m, b j,m = h
∗
j−m, and ck,m = hk−m,
i, j,k = 1,2, · · · ,2L−1. By comparing (7) with (4), we recognize
the scalar writing of the PARAFAC decomposition of the tensor X
with entries xi, j,k and matrix factors A, B, and C given by:
A = γ4,uTL(h)diag(JLh∗), B = TL(h∗), C = TL(h),
the generator h being the system impulse response vector
h = (h0 · · · hL−1)T . Thus, from the matrix factors of the
PARAFAC decomposition of X we can deduce h.
3. ESTIMATION OF THE MATRIX FACTORS
In what follows we assume that:
• H1: A¯B ∈ CIJ×M is full column rank.
• H2: C = TM(c) ∈ CK×M with c = (c0 · · · cL−1)T , L ≥ 1,
c0 = 1, and cL−1 6= 0, with K = L+M−1. This assumption H2
implies that C is full column rank.
Let us consider the singular value decomposition (SVD) of the
unfolded matrix X1 given by (5):
X1 = (U1 U2)
(
Σ 0
0 0
)(
VH1
VH2
)
= U1ΣVH1 (8)
where U1 and V1, with respective dimensions IJ×M and K×M,
contain the left and right singular vectors associated with the M
nonzero singular values that form the diagonal matrix Σ. From
X1 = (A¯B)CT , we can conclude that C and V∗1 span the same
column space. As a consequence, we can deduce the existence of a
nonsingular matrix D ∈ CM×M such that:
V∗1D = C (9)
U1ΣD−T = A¯B (10)
The idea of the proposed algorithm is to determine the nonsingular
matrix D by exploiting the Toeplitz structure of C, and then to de-
duce C whereas A and B are obtained from the Khatri-Rao product
A¯B.
3.1 Determination of the Toeplitz factor C
We take the Toeplitz structure of C into account for determining the
ambiguity matrix D. Such a calculation is carried out by exploiting
the repetition of the same elements in each column of C that con-
tains (M− 1) zeros and one 1, and c̄ = (c1, · · · ,cL−1)T the vector
of the unknown parameters of the Toeplitz matrix factor generator
c.
For selecting the zeros and 1 in each column of C, we define
the M following row selection matrices, with dimensions M×K:
SM =
(
e
(K)
1 · · · e
(K)
M
)T
=
(
IM 0M×(K−M)
)
, (11)
and for n = 1,2, · · · ,M−1:
SM−n =
(
e
(K)
K−n+1 e
(K)
K−n+2 · · · e
(K)
K e
(K)
1 · · · e
(K)
M−n
)T
.
(12)
These row selection matrices can be recursively calculated as fol-
lows:
SM−n = SM−n+1QTK , n = 1,2, · · · ,M−1. (13)
where QK denotes the following K×K cyclic permutation matrix
QK =
(
e
(K)
K e
(K)
1 · · · e
(K)
K−1
)
.
We easily check that SM−nC.M−n = e
(M)
M , n = M−1,M−2, · · · ,0.
Then, by concatenating these equations, we get:


S1C.1
...
SMC.M

 =


e
(M)
M
...
e
(M)
M

 = 1M ⊗e
(M)
M , (14)
which can be rewritten, using (9), as


S1V
∗
1D.1
...
SMV
∗
1D.M

 = 1M ⊗e(M)M
or equivalently
diag(S1V∗1, · · · ,SMV∗1)vec(D) = 1M ⊗e(M)M . (15)
Now, for extracting the vector c̄ from each column of C, we
make use of the (L− 1)×K row selection matrices S̄M−n, n =
0, · · · ,M−1, defined by the following recursive formula:
S̄M =
(
0(L−1)×M IL−1
)
,
S̄M−n = S̄M−n+1QTK , n = 1,2, · · · ,M−1. (16)
We have:
S̄M−nC.M−n = c̄, n = M−1,M−2, · · · ,0. (17)
By using (9), equation (17) can be rewritten as
S̄M−nV∗1D.M−n = c̄, n = M−1,M−2, · · · ,0. (18)
We get:
S̄1V
∗
1D.1−S̄M−nV∗1D.M−n =0(L−1)×1, n = M−2,M−3, · · · ,0.
Concatenating these equations yields
Zvec(D) = 0(M−1)(L−1)×1, (19)
with Z a (L−1)(M−1)×M2 matrix defined by
Z =


S̄1V
∗
1 −S̄2V∗1 0(L−1)×M · · · 0(L−1)×M
S̄1V
∗
1 0(L−1)×M −S̄3V∗1 · · · 0(L−1)×M
...
...
...
. . .
...
S̄1V
∗
1 0(L−1)×M 0(L−1)×M · · · −S̄MV∗1

 (20)
From equations (15) and (19), we get:
Φvec(D) = ψ , (21)
with
Φ =
(
diag(S1V∗1, · · · ,SMV∗1)
Z
)
∈ C(M2+(L−1)(M−1))×M2 ,
ψ =
(
1M ⊗e(M)M
0(M−1)(L−1)×1
)
∈ C(M2+(L−1)(M−1))×1.
Since Φ is a full column rank matrix1, then D can be computed as:
D = unvecM×M
(
Φ†ψ
)
(22)
We can then deduce C using (9). However, due to the presence
of noise in the data that constitute the tensor X and consequently
its unfolded matrix representation X1, we can get a matrix C that
slightly differs from the Toeplitz structure. So, instead of directly
using (9), we derive a least squares (LS) solution for the generator
c and then we reconstruct the Toeplitz matrix as TM(c).
C being a Toeplitz matrix and defining G = D−1, we have
the following equalities: TM(c)G.m = TL(G.m)c, m = 1, · · · ,M,
which gives
V∗1 = CG = (TM(c)G.1 · · · TM(c)G.M)
= (TL(G.1)c · · · TL(G.M)c) .
We deduce that vec(V∗1) = Γc, with
Γ =
(
TL(G.1)T · · · TL(G.M)T
)T
. (23)
The LS solution for computing c is given by
ĉ = c̃/c̃1, c̃ = Γ†vec(V∗1), (24)
c̃1 being the first element of c̃. Then, we deduce
Ĉ = TM(ĉ). (25)
In summary, the computation of the matrix factor in Toeplitz form
can be done by applying the following TOMFAC (TOeplitz Matrix
FActor Computation) algorithm.
TOMFAC algorithm:
Given the unfolded matrix X1 of the tensor X, the number M of
PARAFAC factors and the length L of the Toeplitz matrix factor
generator.
1. Compute the SVD of X1: X1 = U1ΣVH1 .
2. Generate the row selection matrices SM−n and S̄M−n,
n = 0,1, · · · ,M−1.
3. Compute the matrix G as G =
(
unvecM×M
(
Φ†ψ
))−1.
4. Form the matrix Γ as Γ =
(
TL(G.1)T · · · TL(G.M)T
)T .
5. Compute the Toeplitz matrix factor Ĉ as Ĉ = TM (c̃/c̃1),
c̃ = Γ†vec(V∗1).
1The proof has been omitted due to a lack of space
3.2 Determination of the matrix factors A and B
Now, we consider the determination of the two other matrix factors
A and B of the PARAFAC decomposition. Using the definition
G = D−1, equation (10) can be rewritten as:
U1ΣGT = A¯B = W.
The matrix W resulting from the Khatri-Rao product of A and B,
we define the rank-one matrices F(m), m = 1, · · · ,M, as
F(m) = unvecJ×I(W.m) = unvecJ×I(A.m⊗B.m) =B.mAT.m. (26)
Hence, the vectors A∗.m and B.m are obtained up to a scaling, as the
right and left singular vectors associated with the unique nonzero
singular value σm of F(m). So, let vm and um be respectively
the right and left singular vectors associated with σm. The two
PARAFAC factors are then estimated as:
Â = (v∗1 · · · v∗M) , B̂ = (σ1u1 · · · σMuM) . (27)
3.3 Summary
In summary, the computation of the PARAFAC factors with
one factor in Toeplitz form, can be done using the following
non-iterative method, called T-PARAFAC-1 algorithm.
T-PARAFAC-1 algorithm:
Given the unfolded matrix X1 of the tensor X, the number M of
PARAFAC factors, and the length L of the Toeplitz matrix factor
generator.
1. Determine U1, Σ, G and Ĉ using the TOMFAC algorithm.
2. Compute W = U1ΣGT .
3. For m = 1, · · · ,M, compute the right and left singular vectors
vm and um associated with the greatest singular value σm of
unvecJ×I(W.m).
4. Compute Â and B̂ as follows Â =
(
v∗1 · · · v∗M
)
,
B̂ = (σ1u1 · · · σMuM).
The T-PARAFAC-1 algorithm requires the computation of the
SVD of one IJ × K matrix and M J × I matrices, the pseudo-
inverse of two matrices with respective dimensions MK × L and(
(M−1)(L−1)+M2)×M2, and the inverse of one M×M matrix,
while the standard ALS algorithm needs to compute the pseudo-
inverse of IJ×M, JK×M, and IK×M matrices at each iteration,
the number of iterations for convergence being generally very high.
4. SIMULATION RESULTS
In this section, we present some simulation results to illustrate the
performance of the proposed closed form solution for estimating
the parameters of a PARAFAC decomposition with Toeplitz con-
straints.
We first compare ALS and T-PARAFAC-1 in terms of the
Normalized Square Estimation Error (NSEE) calculated in us-
ing the reconstructed tensor, as NSEE = 10log‖X(A,B,C)−
X(Â,B̂,Ĉ)‖2F/‖X(A,B,C)‖2F . We considered a noiseless dou-
ble degeneracy case, i.e. one of the matrix factor exhibits almost
proportional columns and another one has more columns than rows.
In this case, it is well known that convergence of ALS is very dif-
ficult as depicted in Fig. 1, showing that ALS needs hundreds of
thousands of iterations for achieving a performance close to that
obtained with the T-PARAFAC-1 algorithm. These simulations re-
sults illustrate the superiority of the non-iterative T-PARAFAC-1
algorithm on ALS.
Now, we consider the blind channel identification using fourth-
order output cumulants, the input signal being a BPSK one. We
call TOMFAC-BCI the blind channel identification method based
on the TOMFAC algorithm. We compare our method with the
0 5 10 15
x 10
4
−300
−250
−200
−150
−100
−50
1
Number of iterations
N
S
E
E
 (
dB
)
 
 
ALS
T−PARAFAC−1
Figure 1: Comparison of T-PARAFAC-1 with ALS in a noiseless
double degeneracy case
ALS-type algorithm recently proposed in the literature [5], the so-
called Single Step Least Squares PARAFAC based Blind Channel
Identification algorithm (SS-LS PBCI). The performance is eval-
uated according to the Normalized Mean Square Error (NMSE):
NMSE = 10log10
‖h−ĥ‖2
‖h‖2 . The NMSEs depicted in the figures were
obtained by averaging the results over 100 independent Monte Carlo
runs.
Like all ALS-type algorithms, the convergence of SS-LS PBCI
depends on its initialization. The standard initialization scheme
consists in generating a random initial channel parameter vector.
Such a scheme can be improved by considering several initializa-
tions and then select the best one, in the sense of a minimum square
error between the reconstructed tensor and the actual one. Obvi-
ously, the second scheme is much more time consuming than the
first one (the computational cost is multiplied by the number of
used initial vectors). Note that the SS-LS PBCI algorithm is stopped
when ‖ĥr−ĥr−1‖‖ĥr‖ ≤ 10
−5, where ĥr denotes the channel estimate at
the rth iteration.
We consider the case where 100 channels with memory L are
randomly generated from a Gaussian distribution. Table 1 gives the
mean value of the NMSE, in the noiseless case, for four different
channel lengths. As expected, the TOMFAC-BCI algorithm largely
outperforms the iterative method.
Table 1: NMSE (dB) mean values in the noiseless case
L SS-LS PBCI TOMFAC-BCI
1 initialization 10 initializations
3 -53.04 -104.86 -299.25
4 -52.21 -98.27 -292.00
5 -31.74 -77.74 -279.81
6 -23.50 -76.11 -274.68
In Figure 2, we compare the mean CPU time for estimating
the channel parameters with the TOMFAC-BCI and SS-LS PBCI
algorithms, for different channel memories. This comparison was
carried out using a PC with a 3.20 GHz Pentium IV processor and
0.99 GByte of RAM. We note that SS-LS PBCI requires much
more computation time than TOMFAC-BCI. For example, for L = 3
(resp. L = 10), SS-LS PBCI requires 0.021 (resp. 0.608) seconds
and 0.059 (resp. 1.849) seconds respectively for a single and ten
initializations. In mean, each iteration needs 0.001 (resp. 0.028)
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Figure 2: Mean value of the CPU time
seconds. For TOMFAC-BCI, we need 0.0026 and 0.0226 seconds
for L = 3 and L = 10 respectively. By using TOMFAC-BCI instead
of SS-LS PBCI, with a single initialization, the computation time,
for L = 3, · · · ,10, is reduced from 8 to 27 times.
We now consider the following channel proposed in [11] h =
(1, −0.7+0.2 j, −0.1+0.2 j, 0.9)T . A complex white Gaussian
noise was added to the channel output. For SS-LS PBCI, ten ran-
dom initializations were considered and then the best one was se-
lected. For different data number and values of the output SNR,
Fig. 3 depicts the mean value of the NMSE for SS-LS PBCI and
TOMFAC.
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Figure 3: Mean value of the NMSE for different values of the output
SNR
We note that for SNR values higher than 20 dB, the NMSE is
relatively constant for both algorithms, which means that the effect
of the additive noise in the cumulant estimation becomes negligible.
By increasing the data number, the cumulants are better estimated.
Therefore, the performance of TOMFAC-BCI is significantly im-
proved.
5. CONCLUSION
In this paper, we have presented a new non-iterative method for
computing the PARAFAC decomposition of a third-order tensor
when at least one matrix factor has a Toeplitz structure. This method
can be applied when the factor in Toeplitz form and the matrix re-
sulting from the Khatri-Rao product of the two other matrix factors
are full column rank. It can also be applied to PARAFAC decompo-
sitions with Hankel factors. The efficiency of the proposed closed-
form solution has been illustrated in the context of blind channel
identification, by means of simulation results. In a future work, ro-
bustness to noise, extension to higher-order tensors, and application
to block-structured nonlinear system identification will be consid-
ered.
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