Introduction
Linear dynamical problems in continuum mechanics are usually formulated as initial-boundary value problems in linear partial differential equations. In general, we have a vector equation for the unknown column vector u(x, t) defined in some volume in space, V. Here, L is a linear partial differential operator in the spatial coordinate(s), x~, though the known continuous coefficients may be functions of t as well. For example, in a simple model for a single lifting rotor blade in forward flight, the dimensionless transverse displacement of the uniform blade satisfies the dimensionless equation + (/? + y& + p sin ti)wt + Wan = yo[x + p sin tlN(x, t) (1 2) .
for t B 0 and 0 -C x c 1, where c, b, y0 and p are known parameters and A/(X, t) is a random function with known statistics. By setting Us = w and u2 = wt, equation (1.2) can be written in the form of (1.1) with coefficients of the operator L being continuous functions of both x and t. Equation (1.1) is supplemented by some initial condition at t = 0 and some boundary condition(s) on the boundary S of I! For simplicity, we take these to be the homogenous conditions u(x, 0) = 0 (x E V) (1 3) .
and where B is in general a linear partial differential operator in X~ whose continuous coefficients may be functions of both x and t, and where v is the closure of v V and its boundary S.
If f(x, t) is a known vector function, the solution of down immediately in terms of the associated Green's this problem can be written function :
G(x, t 1 x', t') f (x', t') dt' dx ' . When the load term, f (x, t), is a random function of known statistics, a solution of the problem consists of obtaining moment functions (or joint probability density functions) of all orders of the response u(x, t). With the help of (1.5) this is in principle straightforward. For example, the expected value (first moment function) of u is given by G(x, t 1 x', t')< f (x', t')> dt ' dx' where . . . ) is the ensemble-averaging operation. The higher order moments can be determined by forming the ensemble average of different combinations of u(x, t) with the help of (1.5).
Unfortunately, the Green's function, G(x, t 1 x', t'), of (1.1) (1.3) and (1.4) can not be obtained in terms of elementary or special functions except for the simplest cases. In general, we will have to obtain G by some numerical method, the desired statistics of the response will still have to be calculated by multiple integration. Even if we are willing to settle for the mean and the mean square value of u, the above procedure (henceforth referred to as the Green's function method) is still impractical since it requires an enormous amount of machine computation even for a spatially one-dimensional problem such as the rotor blade problem.
More efficient methods than the Green's function method are available for the first and second order statistics (which are all we need for a Gaussian process) of certain special classes of problems. For example, the normal mode approach and the transfer matrix approach [1, 2] have been used successfully for many problems in structural mechanics. To varying degrees, these methods depend on special properties of the relevant differential operators such as constant coefficients, self-adjointness, separability with respect to the independent variables, etc. On the other hand, operators which do not have any of these nice properties do occur in the analysis of technical problems. For instance, none of these efficient methods applies to equation (1.2) unless we are willing to make some approximation which may or may not be justified.
To seek a more effective method for the first and second order statistics of u for non-self-adjoint, non-separable equations with variable coefficients such as (1.2), we were motivated by a "direct method" described for linear time invariant discrete dynamical systems in [1] (pp. 150-152) and references therein, and used recently for time-varying systems in [3, 4] . The essential feature of that method is to formulate (nonstochastic) initial value problems for the mean, the covariance matrix and the correlation matrix. * At the very least, this approach enables us to obtain the desired statistics by numerical integration in a straightforward manner and the necessary calculation is much more manageable than working directly * Though the method can calculated in practice.
be used for higher order statistics, only first and order statistics are with the equivalence of (1 .5) whenever the impulse response function of the discrete dynamical system can not be found in terms of known functions [4] . To extend this "direct method" to problems for continuous media, we find, by ensemble-averaging (1.1, 3,4) , that <u(t)> is determined by the original initialboundary value problem but now with a known forcing function, the expected value of f(x, t). We will henceforth take f(x, t) to be of zero mean so that u is also of zero mean. We can therefore concentrate on the development of a direct method for the second order response statistics of (1.1, 3.4) which is more efficient than any available method as far as a numerical solution of the meansquare properties of the response is concerned. By a more efficient method, we mean an improvement by at least a factor n x m in the computing time required for a numerical solution over that required by the Green's function method and its variants (e.g. the correlation function method to be described in section (3.2)). Here m is the number of mesh points used in V and n is the number of time steps. The essential feature of the method is the formulation of an initial-boundary value problem for the spatial correlation matrix of the response? the counterpart of the covariance matrix of a discrete dynamical system. This spatial correlation matrix then serves as the initial condition of another initial-boundary value problem for the correlation matrix, which completely characterizes the second order statistics of the response. To bring out some of the difficulties in the formulation of the desired initialboundary value problems, the method was discussed in [5] for a scalar second order equation in both x and t with x itself being a scalar and with special classes of random excitations. The present paper treats the general problem defined by (1.1, 3, 4) for a more general random f(x, t) and resolves additional theoretical difficulties not encountered in [5] .
While this direct method (henceforth referred to as the Spatial Correlation Method) is particularly useful for problems for which a solution by numerical integration is necessary, it is also competitive with other available methods for problems solvable by both. This is illustrated by applying the present method to the problem of a simply-supported rectangular plate driven at a point by a bandlimited white noise process solved recently in [6] . We will see that, in contrast to the analysis of [6] which involves integration in the complex plane, an exact solution of the problem by our solution scheme involves only simple algebraic calculations.
Temporally uncorrelated excitations

The spatial correlation matrix
To allow for some flexibility, we write the random load function f(x, t) as where E(x, t) is a known (matrix) envelope function and N(x, t) is a (vector) random process of zero mean (since f is assumed to be of zero mean). Henceforth, we will call N(x, t) the random excitation to be distinguished from f(x, t) which will be referred to as the random load. For many problems including the problem of a rotating blade advancing in atmospheric turbulence, E(x, t) is a nonconstant continuous (matrix) function of x and t (see equation (1.2)).
Guided by the results of [5] , we consider first the class of random excitations which is temporally uncorrelated so that with Rl(x, y, t) = Rs(y, x, t) where ( )T is the transpose of ( ). For this class of random excitations, we have from (1 .5), (2.1) and (2.2) that
since G(x, t 1 x', t) = I&x -x') where 1 is the identity matrix (see appendix). Similarly, we have
We now obtain the spatial correlation matrix U(x, y, t) of the unknown vector function u defined by the relation We do this by formulating an initial-boundary value problem for U. To get an equation for U, we ensemble-average the identity [u(x, t)uT(y, t)ll = u~(x, t)uT(y, t) + u(x, t)uT(y, t) and use equation (1.1) to eliminate Us and UT. With the help of (2.3) and (2.4), the result can be written as and where the subscripts x and y indicate that we are working in the (x, t) and the (y, t) space respectively. Equation The solution of the initial-boundary value problem defined by (2.6, 8, 9) can always be obtained by numerical integration in a straightforward manner. Our experience with dynamical systems [3] suggests that even if an exact solution of the problem for U is not possible, we can often take advantage of the special properties of the operator L to obtain an approximate solution of the problem defined by (2.6,8,9) in terms of known functions by the available methods of applied mathematics.
If E(x, l) is continuous in x and R&C, y, t) is continuous in both x and y, then g(x, y, t) is continuous in both x and y. The solution U is therefore at least continuous in x and y, in particular across the subspace x = y of the product space V x V. U(x, x, t) is therefore the well defined covariance matrix. If a solution by numerical integration is necessary, to obtain the same results by the Green's function method or its variants would have increased the required computing time at least by a factor n2 x m where m is the number of mesh points in V and n is the number of time steps. Along with the reduction in computing time, there is also a significant reduction of out-of-core storage requirement which should lead to a further reduction in machine time as well as a simplification in the programming of the machine computation.
In the special case where L is a matrix A with coefficients independent of x and f (x, t) = j(t) so that E(x, t) = E(l) and &(x, y, t) = Q(l), equation (2.6) reduces to
which is what we should have for the covariance matrix of a dynamical system characterized by the vector ordinary differential equation 
The correlation matrix
where the subscripts x and t indicate that we are working in the (x, t) space and where
For a general j(x, t), Rfu is not known, and we have to determine RJu by solving another initial-boundary value problem (see section (3.2)). But for a temporally uncorrelated j'(x, t), we have from (1.5) and (2.2) &,(x, t ; y, 7) = H(T -t)E(x, t) s
R& ~1, t)EV, t)W, 7 I Y', t) w (2.17)
V where H(z) is the unit step function. Therefore, we have Rfu = 0 for all t > T so that
Moreover, as a function of t, Rfu(x, t; y, r) has at most a finite jump discontinuity across t = 7 if E behaves no worse than that at t = 7. Therefore, Ru is continuous across t = T. From the definition of Ru and U, we have But we have already obtained U in section (2.1). Therefore, equations (2.18, 19,15) define an initial-boundary value problem for Ru with (y, 7) as parameters. The solution of this problem is even easier to obtain than the spatial correlation matrix. From the point of view of numerical integration, to obtain the correlation matrix for a fixed pair of (y, 7) by the solution scheme developed here is more efficient (by essentially the same factor as cited in the last section) than the straightforward correlation function approach (see section (3.2)).
Once we have obtained Ru for t > 7, we can get Ru for t K 7 from the symmetry condition &b, t; y, 7) = R;(y, z ; x, t).
It seems appropriate at this point to emphasize that the results obtained in this and the last section are fundamental to the rest of the paper. In fact, the main objective from here on is to reduce the general problem to one with a temporally uncorrelated excitation. We will do this in several steps in sections (3), (4) and (5).
A point-driven simply supported rectangular plate
In spite of the rather severe restriction imposed by the requirement that the loading be temporally uncorrelated, the formulation of the last two sections is already applicable to a number of technical problems including the problem of rotating wing mentioned earlier. Also, its usefulness is not restricted to such an analytically untractable problem for which other methods are either inapplicable or impractical. To demonstrate this point, we will apply the method developed here to the problem of a simply supported rectangular elastic plate driven at a point @if, +) by an ideal white noise process. The solution for a band-limited white noise excitation may be obtained by deleting from the solution for the ideal white noise case terms associated with a natural frequency higher than the cutoff frequency. An approximate solution for the band-limited white noise problem was obtained recently in [6] by the method of transfer function. Unlike the analysis of [6] which involves integration in the complex plane, an exact solution in our case involves only simple algebraic calculations.
In dimensionless form, the equation of motion for the transverse displacement of a uniform rectangular elastic plate with internal damping may be written as wtt + b% + v4vv = f ($9 x2, t)
where p is a positive constant and V2( ) = ( )xlxl + r2( )x2x2. We may take the aspect ratio of the plate, r, to be not greater than unity. We consider here the special case where n(t) is a white noise process so that Rn(t, 7) = 6(t -7). The plate is initially at rest so that w(x1, Q, 0) = Wl(Xi, Q, 0) = 0 (0 2 Xl, x2 5 1).
The plate is simply-supported at all four edges so that we have To get (2.20) into the form (l.l), we set uI = w and z+ = We and write (2.20) as and where yjkmn are both known 2 x 2 constant matrices which will not be written out here. Since both the differential equations (2.25) and the boundary conditions (2.28) are satisfied by (2.32) it remains to satisfy the initial conditions. The homogeneous condition (2.27) can be satisfied by an appropriate choice of the still arbitrary constants Cljkmn. Though they can be easily determined by way of the orthogonality condition among the @s, we will not be concerned with the explicit expression for these constants here. Instead, we will concentrate on the steady state solution for the covariance matrix U(x, x; t) for the purpose of comparison with the results obtained in [6] .
V
For B > 0, the real part of aljkrnn is positive and the solution Kfor large t tends to a particular solution, 0, which is independent of t as it should. If we set yk = xk in this steady state (stationary) solution, we get qx, x, t) =
From the expression for the matrix Wojkmn given in (2.33), we see that the series solution for the dimensionless steady state mean square displacement and power flow converges uniformly and absolutely. But the dimensionless steady state mean square velocity,
is dominated by at least one divergent subseries. This is not surprising since we used an ideal white noise process in our concentrated forcing. Had we started with a band-limited white noise point-forcing, the corresponding series solution would have terminated after a finite number of terms. In that case, no problem with convergence would arise. With the sum in (2.35) taken only over all integers p and q which satisfy the relation @~~ = (pnJ2 -I-r2(qnJ2 = kfn2 (2.36) where kc is the maximum wave number associated with the cutoff frequency, the first series on the right side of (2.35) is exactly what was found in [6] assuming that the contribution from the interaction of different modes can be neglected whenever the average modal overlap ratio is sufficiently small. This first series is indeed a good approximation for a small average modal overlap ratio if r is alone. ratio for the plate used in [6] is g-. The leading term of the second series in (2.37) is associated with a frequency of about 17,000 Hz for the particular aluminum plate of -$ inch thickness. Since the wide band stationary excitation for the experiment in [6] is nominally flat to only about 5,000 Hz with an appreciable roll-off occurring at 6,000 Hz, the first series of (2.37) is in fact adequate for the analysis of [6] .
Temporally random excitations
If N(x, t) is temporally correlated so that (2.2) is not satisfied, the solution scheme developed in section (2) is no longer directly applicable. It will be applicable if we can somehow reduce the problem to one with a temporally uncorrelated random excitation. In this section, we show that such a reduction is possible for the class of temporally correlated random excitations which are independent of the spatial coordinates so that N(x, t) = N(t) and &(x, l; y, 7) = RN@, 7). The random excitation of the rotating blade problem is often assumed to belong to this class. We see from that problem that the random load f(x, t) itself may still be a function of x through the envelope function E(x, t).
For this class of random excitations, we can associate N(t) with the response of a (fictitious) linear dynamical system to a shot noise (i.e., delta-correlated n(t)). By this, we mean that N(t) and the output of the supplementary linear system have the same first and second order statistics. By setting up stationary or nonstationary shaping filters of first or higher order with white noise input, almost any correlation function for N(t) can be approximated well enough for practical purpose [7, 8] .
The spatial correlation matrix
For the purpose of obtaining the second order statistics of u, we will think of N(t) as the steady state response of a linear dynamical system characterized by the equation
Nt + A(t)N = F(t)n(t) (3 1)
.
where A and F are known matrix functions of t and n(t) is a vector shot noise process with zero mean, i.e.
&D = 0, (n(t)nT(@) = Q(T)&t -7).
( 3 2) .
By using (3.1), we essentially assume that a component of the vector N(t) is the response to shot noise of a filter of order not higher than l where I is the dimension of N(t) itself. If this condition is not satisfied by N(t), then N(t), instead of being uncorrelated, should itself be taken as the response of another dynamical system of order no higher than 2 to shot noise, and so on. We will consider in what follows the case where a single equation of the form (3.1) suffices since no new element is introduced to our method of solution by additional equations. With N(t) treated as an unknown, the two equations (3.1) and (1.1) form a larger system of dimension 21 of the form (1.1) but now with a temporally uncorrelated excitation. In principle, we can now apply the solution scheme developed in section (2) to solve this problem once we have formulated the appropriate initial and boundary conditions for the new system. But since the new system may be very large (especially if filters of an order higher than 2 are needed to relate N(t) to a temporally uncorrelated process), it may be worth noting the following less direct but more efficient method of solution.
The solution of (3.1) can be expressed in terms of the associated impulse response function h(t, z) as
from which follow the relations (N(t)nT(t')) = f h( t, z)F(z)Q( t')@z -t') dz = H( t -t')h( t, t')F( t')Q( t') -al (3 ~) .
(n(t)NT(t')) = H(t' -t)Q( t)FT( t)hT( t', t)
With (3.4) we get from (1.5)
( n(t)uT(x, t)) = (u(x, t)nT( t)) = 0 ( 3 . 5 ) .
Now we form the ensemble average of the relation (uNT)t = utNT + UN: and use (1.1) and (3.1) to get
Pt + L[P] + PAT * E(x, t)RJt, t) (3 6)
where Equation (3.5) is supplemented by the initial condition P(x, 0) = 0 (x fs V) (3 8) .
and the boundary condition
B[P] = 0 (t > 0, x e S) (3 9)
which follow from (1.3) and (1.4), respectively. Equations (3.6, 8, 9) determine P(x, t). We now repeat the derivation which led to (2.6) but keep in mind that the relations (2.3) and (2. The initial and boundary conditions for the spatial correlation matrix remain as given by (2.8) and (2.9) .
The solution scheme formulated here is more complicated than the special case of a temporally uncorrelated excitation where we do not have to solve for P(x, t). But from the point of view of a numerical solution, the magnitude of the computational effort remains unchanged. We emphasize that it is not necessary to store the solution for P generated by (3.6, 8, 9) to be used in (3.10) . At any particular time step we can use Pn to calculate &+ l as well as &+ l. There is no need to retain Pn in core after that.
The correlation matrix
To obtain the correlation matrix R&c, t ; y, 7) as defined by (2.12), we observe that for a temporally correlated excitation, the important relation (2.17) no longer holds. Therefore, we can not use the simple scheme described in section (2.2) to get the correlation matrix.
A straightforward procedure at this point would be to get another equation for R&, t ; y, T) as defined by (2.16 ). This can be done by pre-multiplying the transpose of (1.1) by j(y, r) and ensemble average. After we interchange the role of (x, l) and (y, 7) in the result, we get
LRd + (Lv[R&])~ = R+, t; _Y, 7) = E(x, t)RJt, T)E~(~, 7) (3.11)
where Rf and RN are the correlation matrix off and IV, respectively. Similarly, we get from (1.3) and (1.4)
Since Rf is known, we can solve (3.11-13) for Rfu with x and t as parameters. The result is then used in (2.13-15) to determine Ru(x, t ; y, r) as a function of x and t with y and r as parameters. This method of solution is what has been referred to as the correlation function method in this paper and discussed previously in [9, 5] and elsewhere.
While this solution scheme is undoubtedly a possible scheme it is not a practica one if the relevant initial-boundary value problems are to be solved by numerica integration [5] . A more efficient solution scheme is to combine (1.1) and (3.1) as one big system* : 3.15) and where N*(t) is a 21 dimensional vector shot noise process of zero mean with R&t, t') = Q*(f)& t -t'). Equation (3.14) is again of the form (1.1) but now the excitation is temporally uncorrelated. We can therefore make use of the result of section (2.2) to calculate the correlation matrix for v, a submatrix of which is the correlation matrix of U.
* We again assume that no filter of order higher than the dimension of N(t) is required.
According to the result of section (2.2), we have for the correlation function &I(% t; y, r) the equation (3.17) Since N(t) does not depend on x, we have While we can now obtain the appropriate initial and boundary conditions for R. to complete the formulation of the initial-boundary value problem, it is only consistent with our effort to obtain an efficient algorithm to make the following observation.
The matrix equation ( which follows from the definition of the two quantities involved. Note that PT(y, T) has already been obtained in section (3.1). The solution of (3.19) and (3.21) is then used in (3.20), supplemented by the initial condition and the boundary condition From the point of view of a numerical solution, it is more efficient to solve the two problems for Ru and RNu simultaneously. At any time step tn, RN&, ; y, T) is used for the determination of both RNu( tn+ 1 ; y, 7) and Ru(x, tn+ 1 ; y, 7). There is no need to keep RNu( tn ; y, 7) after that.
Excitations with a separable correlation matrix
For many technical problems, the correlation function of the random excitation  N(x, t) is the product of a function in the spatial variables and one in the time or, more generally, a finite sum of such products. This is true for instance in the case of a random pressure field associated with boundary layer turbulence on a flat plate (if we use a moving coordinate in the direction of the flow velocity [l]). Note that neither the load f(x, t) nor its correlation function is required to be separable. For the special case of R&t, 7) = Q(@(t -T), the problem was solved in section (2) . We now solve the more general case (4.1) by reducing it to this special case.
The reduction is similar to that of section (3) where we treated the corresponding problem with N(x, t) independent of x. Instead of associating A@, t) with the response of a linear dynamical system to shot noise, we now associate it with the response to a random excitation n(x, t) which is temporally uncorrelated. More specifically, n ( x , t) is a process with a correlation matrix and N(x, t) is the response of some linear dynamical system to the process n(x, t). That is, N(x, t) is the solution of the equation
Nl + A(t)N = F(t)n(x, t) (4 3)
if the supplementary dynamical system is of order not higher than the dimension of N(x, t). Note that
h( t, t')F( t')R,,(k, t' ; y, r')FT(f)hT(q T') dr' dt' -al -a2
T = We Yl s h( t, t')F( t')Q( t')F '( t')h '(q t') d t' (4 4)
-Go
where Tis the minimum of t and 7. If higher order filters are needed, then instead of requiring n(x, t) to satisfy (4.2), we take it to be the response of another dynamical system to an input fi(x, t) with R&x, t; y, 7) = Rs(x, y)Q(@(t -T), etc. It is not difficult to see from (4.4) that the separability of RJx, t; y, 7) is not affected by the order of the supplementary dynamical system. For the purpose of our discussion here, it suffices to consider the case where the process n(x, t) in (4.3) is temporally uncorrelated.
We can now write (4.3) and (1.1) as a single system of the form (1.1) with the loading being temporally uncorrelated. Such a system has been treated already in section (2) .
Instead of dealing with this enlarged system directly, we follow the development of section (3.1) to formulate an efficient solution scheme. It is only a matter of repeating the analysis of that section to find that P(x, y, t) = (u(x, t)NT(y, t)) is the solution of Pl + LJP] + PAT = E(% t)Rs(x, dR&, t, P 3 .
BJP] = 0 (t > 0, x E S). (4 7)
In this problem, y appears only as a parameter.
The spatial correlation matrix U(X, y, l) can then be shown to be the solution of with (2.8) and (2.9) as the initial and boundary conditions, respectively. Repeating the analysis of section (3.2), we find that the cross correlation matrix &(x, t ; y, 7) 
= (N(x, t)z?(y, T)) is the solution of with
We find also that the correlation matrix RJx, t; y, 7) is the solution of
(4.13)
Insofar as the numerical solutions of these initial-boundary value problems are concerned, the remarks at the end of section (3.1) and (3.2) again apply.
Finally, it should be mentioned that the determination of the supplementary linear dynamical system is no more difficult for the present case than the case of N(x, t) being independent of x discussed in section (3.1). In view of the relation (4.4), all we have to do is to find a system whose response to a shot noise process n(t) has RT( t, T) as its correlation matrix.
General random excitations
If the correlation matrix RN(x, t; y, 7) of th nor separable in temporally uncorrelated e rand space .om excitation N(x, t) is neither and time, none of the results obtained so far is direct1 y applicable. In this section, the problem for a general random excitation can be red we will discuss uced to one for a briefly how n excitation with a separable correlation matrix.
Recall that the differential equation for the spatial correlation matrix U(x, y, t) of the unknown u is where P(x, y, t) = MJG WT(Y7 to* (5 2)
This equation holds for a general random excitation N(x, t). The task is to determine P(x, y, t) efficiently for a random excitation which is not separable. By (1.5) we have
l Now, RN is a known function. If RN satisfies some mild condition such as piecewise differentiability (or weaker), we can expand it as a series of the form where {R&, .Q)} is a complete set of orthogonal functions defined in the product space V x V'. Depending on the geometry of V and the boundary condition (1.4), we may take {I&} to be the set of trigonometric functions, polynomials or even the set of eigenfunctions associated with the operator L (if it exists and is complete). With (5.4), we may write (5.3) as
If we now identify the product RSk(x', y)RTk(t', t) as the correlation of some zero mean random process &(x, t) and write z&c, t) as the solution of (1.1, 3, 4) with f(x, t) = E(x, t)Nk(X, t), i.e.
then the problem for ?.$ is one for a random excitation with a separable correlation matrix.
For the purpose of our discussion, let {Nk(x, t)} be an orthogonal set, i.e. (Nk(x, t)NJy, 7)) = 0 for all j # k. Then {u&x, t)} is also an orthogonal set and (5.10) But &(x, y, t) is the spatial correlation matrix associated with the response ?+, and the initial-boundary value problem for uk is one with a separable excitationcorrelation matrix. This we know how to solve.
While we have succeeded in obtaining the spatial correlation matrix of the response for a general random excitation, it is rather unsatisfying to have to solve an infinite number of initial-boundary value problems (uncoupled to be sure) each for a random excitation with a separable correlation function. But the situation may well be that (1) the excitation-correlation function is unseparable but is a sum of a finite number of separable terms, or (2) only a small number of the &'s contributes significantly to the final solution. Moreover, in view of the factor n x m in computing time mentioned earlier, we could afford to solve for quite a few uk without being less efficient than the correlation function method or the Green's function method.
For the sake of completeness, we note that since {Nk} is an orthogonal set, we have also (5.12) and we know how to compute Ruk for each k since the problem involves only a random excitation with a separable correlation function.
Finally, it should be mentioned that the known load-correlation function may happen to be the correlation function of the solution for another initial-boundary value problem with a temporally uncorrelated random excitation or with an excitation whose correlation function is separable. In that case, we have in effect a problem already solved in sections (2), (3) or (4) for an enlarged system. Unfortunately, there does not seem to be a systematic way for finding the needed supplementary linear continuous system in all cases.
On the discretization of the continuous problem
The merit of the Spatial Correlation Method developed herein evidently lies mainly in its efficiency for a numerical solution of the mean square properties of the response. As long as a finite difference solution of the spatial correlation function(s) is necessary, we could have just as well discretized the original problem (1.1, 3, 4) in space and then calculated the covariance matrix and the correlation matrix for the resulting multi-degree dynamical system in a manner similar to what was done in [4] . Why then do we need the effectively equivalent Spatial Correlation Method? This important question is answered in [10] where the Spatial Correlation Method is applied to a string model of the lifting rotor blade problem.
Briefly, we see from the development in [10] that the spatial correlation approach allows us to readily analyze the stability (and therefore the convergence) of the numerical scheme employed. For the spatially one dimensional problem treated in [10] for example, we see immediately from the Spatial Correlation Method that a straight forward explicit numerical integration scheme requires At = O(Ax2) for numerical stability where Al is the dimensionless time step and AX is the mesh size of the dimensionless spatial variable. We should arrive at the same conclusion in the discrete model approach, but probably only after some costly numerical experimentation.
More importantly, the specific form of the equations governing the spatial correlation functions(s) often suggests a particular numerical scheme which further reduces the computing time required by any one of the standard schemes. For the problem in [10] the spatial correlation formulation suggests almost immediately a modified explicit scheme which allows At = O(A$, and thereby reduces the computing time by an order of magnitude. It is not likely that we would have discovered the modified explicit scheme had we discretized the continuous problem ab initio. (A. 7)
We now claim that the Green's function G(x, t Ix', f) can be written as G(x, t 1 x', t') = H(t -t') W'(x, t).
(A.8)
As given by (A.8), G evidently satisfies the causality condition (A.2) and the boundary conditions (A.3). It remains to show that it also satisfies the differential equation (A.1). But
Gl + L[G] = H(t -t') (vl( + L[W]) + d(t -t')W(x, t)
--W -t') v&x, t' + ) = q t -t')d(x -x')I (A. 9) where use has been made of (A.5) and (A.6). The useful relation (A.4) now follows from (A.8) and (A.6).
