Abstract: This paper presents a texture analysis based feature extraction method using a Gabor filter and singular value decomposition (SVD) for reliable fault diagnosis of an induction motor. This method first converts one-dimensional (1D) vibration signal to a two-dimensional (2D) grey-level texture image for each fault signal. Then, the 2D Gabor filter with optimal frequency and orientation values is used to extract a filtered image with distinctive texture information, and SVD is utilised to decompose the Gabor filtered image and select finer singular values of SVD as discriminative features for multi-fault diagnosis. Finally, one-against-all multiclass support vector machines (OAA-MCSVMs) are used as classifiers. In this study, multiple induction motor faults with different noisy conditions are used to validate the proposed fault diagnosis methodology. The experimental results indicate that the proposed method achieves an average classification accuracy of 99.86% and outperforms conventional fault diagnosis algorithms in the fault classification accuracy.
Introduction
Induction motors are widely used in industrial environment. Failure of the induction motor can cause unexpected shutdown of the manufacturing process, therefore it should be detected early and efficiently to avoid such unexpected shutdowns. Thus, reliable fault detection and diagnosis of the induction motor is a significant issue for the modern industry Kim, 2013, 2014; Mehala and Dahiya, 2010; Nguyen et al., 2013) .
Data-driven methods have been widely used for the diagnosis of multiple faults of an induction motor, which consist of the following three essential steps: 1 fault signal acquisition 2 effective fault feature extraction 3 classification.
Different methods that use current signal, voltage signal, temperature measurement, chemical state condition and vibration signal have been proposed to detect and diagnose the abnormalities of an induction motor. In developing a reliable and low-cost fault monitoring system, a number of researchers employed current signal and voltage measurement (Bouzida et al., 2011; Keskes et al., 2013; Sadeghian et al., 2009; Tran et al., 2013) . However, these signals contain unnecessary components, such as characteristics harmonics, which usually cause signal distortions. On the other hand, vibration signal offers most intrinsic information of multiple bearing failures by using its high energy levels (Bin et al., 2012; Kang and Kim, 2013; Li et al., 2010; Nguyen et al., 2013; Yanbing et al., 2012; Zhang et al., 2013) , and it is less influenced by noise because of the high energy spectrum. Therefore, acquired vibration signal are used in this paper to diagnose defects of an induction motor.
Generally, the feature extraction method used on the acquired signal significantly affects the classification accuracy of the fault diagnosis method. Thus, a number of feature extraction techniques have been introduced in different fault diagnosis models. Examples include short-term energy (STE) with singular valued decomposition (SVD), discrete cosine transform (DCT) with SVD by Kang and Kim (2013) , Gabor reconstruction with bi-spectral analysis by Yanbing et al. (2012) , empirical mode decomposition (EMD) with Teager Kaiser Operator (TKEO) by Li et al. (2010) , FourierBessel expansion with generalised discriminant analysis (GDA) by Tran et al. (2013) , stationary wavelet packet transform (SWPT) by Keskes et al. (2013) , wavelet packet decomposition (WPD) with EMD by Bin et al. (2012) , and WPD with Fast Fourier Transform (FFT) by Zhang et al. (2013) . These conventional models utilise onedimensional (1D) time domain analysis, frequency domain analysis and/or timefrequency domain analysis to extract fault features of numerous faults in an induction motor, where features are collected from either raw or processed signals.
In contrast to the conventional fault diagnosis methods which employ 1D signal processing; several researchers are used distinct 2D texture information-based feature extraction methods. Do and Chong (2011) proposed a fault diagnosis model that uses a scale-invariant feature transform (SIFT) algorithm to extract texture features from the converted 2D grey-scale image of 1D vibration signal. SIFT is efficient for diagnosing faults of an induction motor, but appropriate keypoints selection of the SIFT is very difficult for different uncertain images. In addition, processing the feature descriptor of 128 dimensions requires tremendous computational time. Shahriar et al. (2013) proposed a fault diagnosis model using texture analysis by employing the local binary pattern (LBP) algorithm. LBP generates small and fixed number of feature descriptors, and thus it reduces computational complexity for the texture-based fault diagnosis. However, LBP cannot efficiently extracts features from the uncertain image patterns due to the non-adaptive parameter selection, such as the number of neighbour pixels (P) and radius (R). Jang et al. (2014) proposed a 2D texture feature analysis based fault classification model using grey-level co-occurrence matrix (GLCM). Kang and Kim (2013) and Nava (2014) also proposed texture analysis based signal processing approaches for fault diagnosis. On the other hand, Barina (2011), Lahmiri and Boukadoum (2013) , Liu (2011), and Sundi (2000) utilised a Gabor filter to analyse texture information inherent in different signals.
To develop an efficient fault diagnosis model of an induction motor, this paper presents a 2D texture analysis based feature extraction method for fault diagnosis by using a 2D Gabor filter and SVD. In this method, the 2D Gabor filter with various frequencies and orientation angles is used to extract texture information from the converted 2D grey-level texture image of 1D vibration signal. In addition, SVD is employed to extract distinctive singular values which are used as features. Finally, multi-class support vector machines (MC-SVMs) are used to classify faults of an induction motor.
The following sections of this paper are structured as follows. Section 2 describes the acquisition process of vibration fault signal. Section 3 presents detailed implementation of the proposed method, and Section 4 validates the effectiveness of the proposed method in the classification accuracy. Finally, Section 5 concludes this paper.
Vibration signal acquisition
To collect vibration signals of an induction motor, the test rig developed at the Pukyong National University was used. It includes pulleys, a belt, a shaft, a fan with changeable blade pitch angle, and a two pole induction motor. The properties of electricity provided to induction are: 0.5 kW, 60 Hz, 220 V. The synchronous speed based on supplied frequency and the number of poles can be expressed as equation (1):
where ω is shaft rotational speed, f is frequency and n is number of poles. According to this equation, the rotational speed should be 3,600. However, on-load and steady-state condition, the measured rotational speed is 3,560 rpm, where the slip is (3,600 -3560) * 100 / 3,600 = 1.1%. In the experiment, seven different fault signals were used, and they are angular misalignment fault (AMF), broken rotor bar fault (BRBF), bearing outer race fault (BF), rotor imbalance fault (RIF), phase imbalance fault (PIF), bowed rotor shaft fault (BSF), and parallel misalignment fault (PMF) which were acquired under full-load and steady-state conditions. In addition, one healthy Normal (NO) signal was used as a baseline. The test rig and various induction motor faults are depicted in Figure 1 . In addition, Table 1 presents summary of induction motor faults used in this paper. The acquired signals were sampled at 8 KHz sampling frequency. In the entire dataset, each fault type has 105 one-second duration signals. To evaluate the classification accuracy, 53 one-second signals were used for training and the remaining 52 signals were used for testing. Table 1 Summary of induction motor faults
Type of faults Fault description
Angular misalignment is the effective angle between the two shaft centrelines and the angle between the shaft centrelines is 0.48°.
Broken rotor bar fault (BRBF)
Among 34 rotor bars, 12 rotor bars are involved in the plastic deformation of the grinding furrow as depicted in Figure 1 : 5 mm in diameter and 15 mm in depth.
Normal (NO)
The induction motor is normal
Rotor imbalance fault (RIF)
Unbalance mass of 15.64 g • cm is added at the right end of the rotor as shown in Figure 1 .
Bearing fault (BF)
A spalling on the outer race of the bearing is replicated as presented in Figure 1 .
Bowed shaft fault (BSF)
The shaft is slack in the middle (0.075 mm), which causes dynamic air-gap eccentricity.
Phase imbalance fault (PIF)
4.3 Ω resistance is connected to one of the three-phase wires of the induction motor.
3 Proposed fault feature extraction and diagnosis method 
1D vibration signal to 2D grey-level image conversion
In this process, all samples at the time-domain are converted to pixels of a grey-level image. This conversion process includes:
1 time domain vibration fault signals are divided into the number (M) of sub-parts 2 amplitudes of all (N) samples in each sub-band are placed in the column of a 2D matrix 3 finally, all values in the generated 2D matrix are normalised to the grey-scale pixel's intensity ranging from 0 to 255. 
Texture analysis using a 2D Gabor filter
In image processing applications, a linear Gabor filter has been used for identifying texture information. In general, the Gabor filter is a local Fourier transformation which consists of complex exponentials centred at the provided frequency and modulated by Gaussian envelops (Barina, 2011; Lahmiri and Boukadoum, 2013; Lee, 1996; Liu, 2011) . The Gabor filter can be formulated as follows. 
where G(x, y) denotes the complex convolution result. Since the result has real and imaginary parts, the magnitude of each pixel in a Gabor filtered image is calculated using the following equation (Wang and Sundi, 2000) . 
where k c = re(g(x, y) * i(x, y)), k s = Im(g(x, y)) * i(x, y) and * denotes a convolution operator.
In the Gabor filter, the frequency and orientation angle are highly effective for identifying appropriate and visible texture information (Lahmiri and Boukadoum, 2013) . In order to extract more distinct texture features, we experimentally select the optimal frequency and orientation by varying frequencies (2, 4, 8, and 16) and orientations (0, π/4, π/2, 3π/4, and π). In this study, we set the frequency and orientation as 4 and π/4, respectively. Figure 5 shows Gabor filtered images of different fault signals, which provide distinctive texture information. 
Feature vector extraction using SVD
In general, singular value decomposition (SVD) provides matrix factorisation and helps to retrieve useful property from the 2D space. For a 2D image space, SVD provides eigenvalue decomposition (EVD) Wang et al., 2015) . A 2D matrix of size m × n can be decomposed by SVD such as
where column of U is a left singular vector, column of V is a right singular vector, and S is a diagonal singular value matrix containing the square roots of eigenvalues, σ 1 , σ 2 , σ 3 , …, σ m in a descending order. The matrix S is represented as follows. 
SVD reduces a large dimensional variable data to a lower dimensional space. As singular values of SVD contain useful information of the 2D space, they are used as a feature vector for the corresponding Gabor filtered image. Large singular values of SVD represent more useful and noiseless information. Therefore, it is possible to disregard low-power and noisy information by taking only larger singular values . In this study, SVD decomposes 89 × 89 Gabor filtered images and generates total of 89 singular values (σ 1 to σ 89 ). To obtain optimal features and reduce computational complexity, first 8 singular values (σ 1 to σ 8 ) are selected, which represent the most distinctive feature information for each fault. Figure 6 illustrates dimensions of σ versus amplitude.
Faults classification
SVM was designed as a binary linear classifier. However, it can also be used as a nonlinear classifier with numerous kernel functions, such as polynomial kernel, Gaussian radial basis function (RBF) kernel, fisher kernel, graph kernels and string kernel. In addition, different combinations of multiple SVMs including one-against all (OAA), one-against one (OAO) and one-acyclic graph (OAG) can detect multiple faults, where the OAA configuration requires the smallest number of SVM structures compared with other approaches (OAO and OAG) . In this study, we utilise a OAA multiclass support vector machine (OAA-MCSVM) that consists of 8 SVMs, where each SVM is trained with feature vectors of each faulty signal. To ensure the nonlinear classification, a Gaussian RBF kernel is used in each SVM due to its simplicity and dynamic nonlinear classification capacity. Finally, each SVM structure classifies one class from the others and the final decision follows the SVM that has the highest output value.
Experimental result and analysis
We evaluate the performance of the proposed fault diagnosis method in terms of classification accuracy, where classification accuracy is measured as true positive (TP). TP is the number of faults in class i that are correctly classified as class i. In order to improve the reliability of results, the testing process is iterated 20 times and all results are calculated by averaging the statistical values. During iterations, training and testing dataset are randomly selected from the experimental dataset. In each iteration, 50% of the dataset is used for training and the rest is used for testing. In real industrial environment, signal quality is adversely affected by different noises from other sources. Therefore, we also consider various noisy environments by adding different levels of Gaussian noise, i.e., no noise (NN), 20 dB, 15 dB, and 10 dB SNR (signal-to-noise ratio). In the experiment, each vibration signal is initially converted to a 2D grey-level texture image. A 2D Gabor filter is applied on the converted 2D grey-level image to generate a Gabor filtered image with effective texture information. Finally, SVD is applied to the Gabor filtered image to find distinct fault features.
In the evaluation stage, the OAA-MCSVM is used for classifying faults using the fault features. The Gaussian RBF kernel is the most popular kernel function used in the SVM. The RBF kernel is more suitable for complex fault feature distribution, which is defined as follows.
In this paper, the symbol δ is used instead of σ for defining singular values of SVD.
Since δ is an important parameter in the Gaussian kernel to achieve high classification accuracy, the classification performance with different δ values are measured to select an optimal δ value, where δ value varies from 0.1 to 2 at the interval of 0.1. The selected optimal δ values for each SVM are presented in Table 2 . Table 3 presents experimental results of the proposed method for the seven fault signals and one healthy signal with and without noise. The experimental results indicate that the proposed method exhibits 99.86% classification accuracy in a noiseless environment. In noisy environments, the proposed method misclassifies for some fault signals, it still shows high classification accuracy for different noise levels. As AMF, BF, and PIF are the most dominant faults having distinguishable frequency spectrum compared to others, the proposed model can successfully detect these faults in all the scenarios. However, the classification accuracy of the proposed method using BRBF, RIF, and NO signals decreases with the increment of the Gaussian noise due to the similarity between the fault spectrums and the overlapping behaviour of feature vectors between faults. As we expected, Table 3 shows that classification accuracy decreases as the Gaussian noise increases. To validate the effectiveness of the proposed method, this paper compares the classification accuracy between the proposed method and two state-of-art fault diagnosis methods (Algorithms 1 and 2) in terms of classification accuracy. In Algorithm 1, Lahmiri and Boukadoum (2013) presented an automatic 2D feature extraction method using DWT and a Gabor filter. In this method, a 2D-DWT was utilised to select appropriate image information and then a 2D Gabor filter with various scales and frequencies was used to extract statistical features from the Gabor filtered images. The constraints of this algorithm include:
1 DWT selects only the following regular components: approximation, horizontal-detail, vertical-detail, and diagonal-detail 2 non-adaptive selection of optimal values for coefficients of the Gabor filter including scale and frequency 3 selection of appropriate statistical parameters for the experimental dataset.
The use of 2D-DWT, which selects only vertical, horizontal or diagonal coefficients, is not an effective approach to extract distinct texture information of different faults. In addition, an optimal selection of the parameters of the Gabor filter is another key issue which significantly affects the performance of Algorithm 1. Algorithm 1 therefore, yields lower performance (only 96.87% classification accuracy). In Algorithm 2, Kang and Kim (2013) utilised the STE with SVD to classify fault signals of an induction motor. The time domain signal is divided into a number of subparts and the STE for each sub part is calculated. These STEs are decomposed with SVD to extract feature vectors. The experimental results showed that Algorithm 2 correctly classifies only for AMF, BF, RIF, PIF, and PM faults. However, its classification performance drastically falls down with BSF and NO signals due to the use of energy in the time domain signal for feature extraction. It is very difficult to classify fault signals based on the energy as some signals including BRBF, NO, and RIF have very high energy level compared to others such as AMF and BF. It is noticeable that the energy distribution of BRBF and NO signals is quite similar. The proposed method outperforms other methods by exhibiting average 99.86% classification accuracy, as shown in Table 4 . In the proposed model, a simple conversion method for converting 1D time domain signal to 2D images is applied, where texture is visible as depicted in Figure 4 . In order to extract distinct features of valuable texture information, higher order singular values are used, which are obtained by applying SVD on the Gabor filtered texture image. To identify the optimal number of singular values, which play a significant role in the texture feature, a trial and error method is applied. The first eight singular values are used as a discriminant feature vector for training and testing the classifiers. The symbol instead of the parameter of the RBF kernel is selected based on the highest test classification accuracy for different SVMs. The experimental results show that the proposed method exhibits higher classification accuracy than Algorithms 1 and 2.
Conclusions
To achieve reliable fault diagnosis of an induction motor, this paper proposed a texture analysis based feature extraction and diagnosis method that employs a 2D Gabor filter, SVD, and SVM. The proposed scheme first involves the conversion of 1D vibration signals into 2D grey-level texture image. The Gabor filter with optimal frequency and orientation angle is used to obtain a Gabor filtered image with useful texture information. Distinct features are extracted from the Gabor filtered image by calculating the higher singular values of decomposed SVD, where SVD is used to select the most distinctive features information by eliminating the trivial singular values. Using the distinctive features, SVM is used to classify each fault of an induction motor. The experimental results showed that the proposed method is superior to other state-of-art approaches in classification accuracy, yielding an average classification accuracy of 99.86%.
