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Abstract
The Jimbo-Miwa equation is the second equation in the well known KP
hierarchy of integrable systems, which is used to describe certain interest-
ing (3+1)-dimensional waves in physics but not pass any of the conven-
tional integrability tests. The Konopelchenko-Dubrovsky equations arose
in physics in connection with the nonlinear weaves with a weak dispersion.
In this paper, we obtain two families of explicit exact solutions with mul-
tiple parameter functions for these equations by using Xu’s stable-range
method and our logarithmic generalization of the stable-range method.
These parameter functions make our solutions more applicable to related
practical models and boundary value problems.
Keywords: Jimbo-Miwa; Konopelchenko-Dubrovsky; Stable-range; Logarithmic
stable-range.
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1 Introduction
Jimbo and Miwa [6] (1983) first studied the following nonlinear partial differen-
tial equation:
Wxxxy + 3WxyWx + 3WyWxx + 2Wyt − 3Wxz = 0, (1.1)
as the second equation in the well known KP hierarchy of integrable systems.
The equation is used to describe certain interesting (3+1)-dimensional waves in
physics but not pass any of the conventional integrability tests [2]. One of the
important features is that the equation has soliton solutions. The space of τ -
functions for this hierarchy, given by Jimbo and Miwa [6](1983), is the orbit of
the vacuum vector for the Fock representation of the Lie algebra gl(∞). Dorizzi,
Grammaticos, Ramani and Winternitz [2] (1986) calculated Lie symmetries of
(1.1) in terms of Lie algebra. They showed that the algebra is infinite dimen-
sional, but does not have the Kac-Moody-Virasoro algebra structure. Rubin
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and Winternitz [11] (1990) found that the joint symmetry algebra of the system
of the first two equations in KP hierarchy have a Kac-Moody-Virasoro algebra
structure. The generalized W∞ symmetry algebra of these two equations were
found by Lou and Weng [9] (1995). Hong and Oh [4] (2000) got a class of soli-
tary wave solutions of (1.1) by generalizing the tanh method. Fan [3] (2003)
obtained a line solitary wave solution, a Jocobi doubly periodic solution and a
Weierstrass periodic solution by using modified tanh method. Abdou [1] (2008)
found some generalized solitary wave solutions and periodic solutions by the
exp-function method.
The equations
ut − uxxx − 6buux +
3
2
a2u2ux − 3vy + 3auxv = 0 (1.2a)
uy = vx (1.2b)
were introduced by Konopelchenko and Dubrovsky [7] (1984) in connection with
the nonlinear weaves with a weak dispersion, where a and b are real constants.
These equations can be represented as the commutativity [L, T ] = 0 of certain
differential operators L and T [7]. The system is the two dimensional generaliza-
tion of the well-known Gardner equation, KP equation (the first equation of the
KP hierarchy) and the modified KP equation. Maccari [10] (1999) derived an
integrable Davey-Stewartson-type equation from (1.2a) and (1.2b). H. Zhi [22]
(2008) found the symmetry group of this system. To solve the Konopelchenko-
Dubrovsky equations, various methods have been proposed, such as the stan-
dard truncated Painleve´ analysis [8], the tanh method and its generalizations
[19][21][22], the generalized F-expansion method [15][23][20], the extended Ric-
cati equation rational expansion method [12], exp-function method [1], the tanh-
sech method, the cosh-sinh method, the exponential functions method [14] and
the homotopy perturbation method [13].
Most of the above existing exact explicit solutions of the Jimbo-Miwa equa-
tion and the Konopelchenko-Dubrovsky equations are traveling-wave-type solu-
tions and their slightly generalizations. These solutions do not fully reflect the
features of these nonlinear partial differential equations. It is desirable to find
new exact explicit solutions that capture more features of these equations.
Using certain finite-dimensional stable range of the nonlinear term, Xu [16]
found a family of exact solutions with seven parameter functions for the equation
of nonstationary transonic gas flows, which blow up on a moving line. More-
over, he [17] solved the short wave equation and the Khokhlov-Zabolotskaya
equations by the same method and obtained certain interesting singular and
smooth explicit exact solutions with multiple parameter functions.
In this paper, we find two families of explicit exact solutions with multi-
ple parameter functions for the Jimbo-Miwa equation and the Konopelchenko-
Dubrovsky equations by using Xu’s stable-range method and our logarithmic
generalization of the stable-range method, motivated from the standard trun-
cated Painleve´ analysis, as in [8]. The first family of solutions are polynomial in
the variable x or y. The second family solutions are not polynomial in any vari-
able. They are logarithms of the functions that are polynomial either in x or in y.
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Our solutions in general are not traveling-wave-type solutions. Their multiple-
parameter-function feature makes them more applicable to related practical
models and boundary value problems.
In Section 2, we find exact solutions of the the Jimbo-Miwa equation. The
Konopelchenko-Dubrovsky equations are solved in Section 3.
2 Solutions of the Jimo-Miwa Equation
2.1 Stable-Range Approach
We assume that
W =
n∑
m=0
Am(y, z, t)x
m (2.1)
is a solution of the Jimbo-Miwa equation (1.1). First we consider the case n ≤ 2,
i.e.
W = A2x
2 + A1x+A0. (2.2)
Note that
Wx = 2A2x+A1, Wxx = 2A2, Wxxx = 0, (2.3)
Wy = A2yx
2 +A1yx+A0y, Wxy = 2A2yx+A1y, (2.4)
and
Wxz = 2A2zx+A1z, Wyt = A2ytx
2 +A1ytx+A0yt. (2.5)
Substituting (2.2)-(2.5) into (1.1), we get
3(2A2yx+A1y)(2A2x+A1) + 3(A2yx
2 +A1yx+A0y) · 2A2
+ 2(A2ytx
2 +A1ytx+ A0yt)− 3(2A2zx+A1z) = 0. (2.6)
Thus
9A2A2y +A2yt = 0, (2.7a)
3A1A2y + 6A1yA2 +A1yt − 3A2z = 0, (2.7b)
3A1A1y + 6A2A0y + 2A0yt − 3A1z = 0. (2.7c)
Observe that
A2 = αt(t, z) (2.8)
and
A2 = (
9
2
t+ β(y, z))−1 (2.9)
are solutions of (2.7a), where α and β are arbitrary differential functions.
Throughout this paper, the indefinite integration means an antiderivative of the
integrand with respect to the integral variable. Substituting (2.8) into (2.7b),
we get
6αtA1y +A1yt − 3αtz = 0. (2.10)
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It implies
A1 = e
−6α
(
γ(y, z) + 3y
∫
αtze
6αdt
)
+ ρ(z, t), (2.11)
where γ(y, z) and ρ(z, t) are arbitrary functions. Similarly, we get
A0 = e
−3α
(
η(y, z) +
3
2
∫∫
(A1z −A1A1y)e
3αdtdy
)
+ ζ(z, t), (2.12)
where η(y, z) and ζ(z, t) are arbitrary functions.
Theorem 2.1. For arbitrary functions α(t, z), η(y, z), γ(y, z), ρ(z, t) and ζ(z, t),
we have the solution
W = αt(t, z)x
2 +A1x+ e
−3α(η(y, z)
+
3
2
∫ ∫
(A1z −A1A1y)e
3αdtdy) + ζ(z, t) (2.13)
of the Jimbo-Miwa equation (1.1), where A1 is given in (2.11).
Next we deal with A2 = (
9
2 t+ β(y, z))
−1. Assume
A1 =
∑
n∈Z
Bn(y, z)(
9
2
t+ β(y, z))n. (2.14)
Then
A1y =
∑
n∈Z
(Bny + (n+ 1)Bn+1βy)(
9
2
t+ β(y, z))n (2.15)
and
A1yt =
∑
n∈Z
9
2
(n+ 1)(B(n+1)y + (n+ 2)Bn+2βy)(
9
2
t+ β(y, z))n. (2.16)
Thus by (2.7b), we have
∑
n∈Z
(
(n+ 3)(3n+ 4)
2
Bn+2βy +
3n+ 7
2
B(n+1)y)(
9
2
t+ β(y, z))n
=
−βz
(92 t+ β(y, z))
2
. (2.17)
Hence
−B0βy +
1
2
B(−1)y = −βz, n = −2 (2.18a)
(n+ 3)(3n+ 4)
2
Bn+2βy +
3n+ 7
2
B(n+1)y = 0. n 6= −2 (2.18b)
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Let n = −3 in (2.18b). We have B(−2)y = 0. Then
B−2 = γ−2(z), (2.19)
where γ−2 is an arbitrary function. Thus, by (2.19),
B−l−2 =
l∑
m=0
3l+ 5
3m+ 5
(
l
m
)
γ−2−m(z)β
l−m, (2.20)
where γ−2−m(z) are arbitrary functions.
If βy = 0, then
Bl−1 = γl−1(z), for l ≥ 1, (2.21)
and
B−1 = −2βzy + γ−1(z). (2.22)
It is not interesting. Thus, we assume that βy 6= 0. Let Bn = γn(z) for n ∈ N.
Then B(n+1) = 0, and we have that
Bm =
n−m∑
r=0
(−1)n−m+r
3m+ 1
3(n− r) + 1
(
n+ 1− r
m+ 1
)
βn−m−rγn−r(z) (2.23)
for 0 ≤ m ≤ n.
B−1 = 2
∫
B0βydy − 2
∫
βzdy + γ−1(z)
= 2
n∑
r=0
(−1)n+r
1
3(n− r) + 1
γn−r(z)β
n−r+1 − 2
∫
βzdy + γ−1(z).
(2.24)
Hence, we get that
A0 =
∫
(
9
2
t+ β)−
2
3 η(y, z)dy
+
∫
(
9
2
t+ β)−
2
3 (
∫
(
9
2
t+ β)
2
3 (A2z −A1A1y)dt)dy + ζ(z, t).
(2.25)
Theorem 2.2. For arbitrary functions β(y, z), γs(z), η(y, z) and ζ(z, t), the
function
W = (
9
2
t+ β(y, z))−1x2 +A1x+
∫
(
9
2
t+ β)−
2
3 η(y, z)dy
+
∫
(
9
2
t+ β)−
2
3 (
∫
(
9
2
t+ β)
2
3 (−βz(
9
2
t+ β)−2 −A1A1y)dt)dy
+ζ(z, t) (2.26)
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is a solution of the Jimbo-Miwa equation (1.1), where
A1 = (
n∑
r=0
(−1)n+r
2γn−r(z)
3(n− r) + 1
βn−r+1 − 2
∫
βzdy + γ−1(z))(
9
2
t+ β)−1
+
n∑
m=0
n−m∑
r=0
(−1)n−m+r
3m+ 1
3(n− r) + 1
(
n+ 1− r
m+ 1
)
×βn−m−rγn−r(z)(
9
2
t+ β)m.
(2.27)
Now we consider the case n ≥ 3 in (2.1). In this case,
Am = Am(z, t) for m = 2, . . . , n. (2.28)
We have
3
n−1∑
m=0
(m+ 1)2A1yAm+1x
m + 3
n−2∑
m=0
(m+ 2)(m+ 1)A0yAm+2x
m
− 3
n−1∑
m=0
(m+ 1)A(m+1)zx
m + 2A1ytx+ 2A0yt = 0, (2.29)
by (1.1). Note that
A1y =
Anz
nAn
, (2.30)
which implies
A1 =
Anz
nAn
y + η(z, t), (2.31)
and
A(m+1)z = (m+ 1)A1yAm+1 + (m+ 2)A0yAm+2, for m = 2, . . . , n, (2.32a)
A2z = 2A1yA2 + 3A0yA3 +
1
3
A1yt, (2.32b)
A1z = A1yA1 + 2A0yA2 +
2
3
A0yt, (2.32c)
where An+r = 0 for r > 0. Then
(
Anz
nAn
)2 − (
Anz
nAn
)z = 0. (2.33)
So, we get that
An = γn(t)(−z + g(t))
−n, (2.34)
where γn(t) and g(t) are arbitrary functions. By induction, we obtain that
An−m =
∏m−1
s=0 (n− s)
(−z + g)n−m
m∑
s=0
γn−s(t)
(
∫
ϕ
−z+gdz)
m−s
(m− s)!
(2.35)
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for m = 0, . . . , n − 3, where ϕ = A0y, and γn−s(t) are arbitrary functions. By
(2.32b),
A2 = (
n−3∏
s=0
(n− s))(−z + g)−2
n−2∑
s=0
γn−s
(
∫
ϕ
−z+gdz)
n−2−s
(n− 2− s)!
−
gtz
3
(−z + g)−2 (2.36)
Moreover, by (2.32c), we have
η =
1
−z + g
(2
∫
(ϕA2 +
ϕt
3
)(−z + g)dz + h(t)), (2.37)
where h(t) ia an arbitrary function. Then by (2.31), we can get the explicit
form of A1. Moreover, A0y = ϕ. Integrate the function ϕ(z, t), we obtain that
A0 = yϕ(z, t) + f(z, t), (2.38)
where f is an arbitrary function.
Theorem 2.3. Let The n > 2 be an integer, and let g(t), γs(t), ϕ(z, t), f(z, t)
and h(t) be arbitrary functions. Then the function
W =
n−2∑
m=0
(
∏m−1
s=0 (n− s)
(−z + g(t))n−m
m∑
s=0
γn−s(t)
(
∫
ϕ
−z+gdz)
m−s
(m− s)!
)xn−m
−
gt
3
(−z + g)−2x2 +
(y + h(t))x
−z + g
+
2x
−z + g
(
∫
(
ϕt
3
+ ϕ((
n−3∏
s=0
(n− s))(−z + g)−2
n−2∑
s=0
γn−s
×
(
∫
ϕ
−z+gdz)
n−2−s
(n− 2− s)!
−
gtzϕ
3
(−z + g)−2))(−z + g)dz)
+yϕ(z, t) + f(z, t) (2.39)
is a solution of the Jimbo-Miwa equation (1.1).
Suppose
W = A(x, z, t)y +B(x, z, t). (2.40)
Then
Wx = Axy +Bx, Wy = A, Wxx = Axxy +Bxx, Wxy = Ax, (2.41)
Wxz = Axzy +Bxz, Wyt = At, Wxxx = Axxxy +Bxxx, Wxxxy = Axxx. (2.42)
Substituting (2.40)-(2.42) into (1.1), we get
A2x +AAxx −Axz = 0, (2.43a)
Axxx + 3AxBx + 3ABxx + 2At − 3Bxz = 0. (2.43b)
7
Note that (2.43a) is the x-derivative inviscid Burgers equation [5]. A solution is
A = −
x− c(t)
z − d(t)
, (2.44)
where c(t) and d(t) are arbitrary functions.
Substituting (2.44) into (2.43b), we obtain
Theorem 2.4. The function
W = −
x− c(t)
z − d(t)
y + e(
x−c(t)
z−d(t)
)ϕ(t)−
1
3
d′(t)
(x − c(t))2
z − d(t)
+
2
3
c′(t)x+ f(t, z)
(2.45)
is a solution of the Jimbo-Miwa equation (1.1) for arbitrary functions c(t), d(t),
ϕ(t) and f(t, z).
Assume
W = A(x, z, t)y2 +B(x, z, t)y +D(x, z, t). (2.46)
Then
Wx = Axy
2 +Bxy +Dx, Wy = 2Ay +B, (2.47)
Wxx = 2Axxy
2 +Bxxy +Dxx, Wxy = 2Axy +Bx, (2.48)
Wxz = Axzy
2 +Bxzy +Dxz, Wyt = 2Aty +Bt, (2.49)
and
Wxxx = Axxxy
2 +Bxxxy +Dxxx, Wxxxy = 2Axxxy +Bxxx. (2.50)
Substituting (2.46)-(2.50) into (1.1), we get
A2x +AAxx = 0, (2.51a)
3AxBx + 2ABxx +AxxB −Axz = 0, (2.51b)
2Axxx + 3(2AxDx +B
2
x) + 3(2ADxx +BBxx) + 4At − 3Bxz = 0, (2.51c)
Bxxx + 3BxDx + 3BDxx + 2Bt − 3Dxz = 0. (2.51d)
Observe that
A = (bx+ c)
1
2 (2.52)
is a solution of (2.51a) for arbitrary functions b = b(z, t) and c = c(z, t). Suppose
B =
∑
n∈Z
an(z, t)(bx+ c)
n. (2.53)
By (2.51b), we have
B =
bz
5b2
(bx+ c) +
bcz − bzc
b2
. (2.54)
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Denote f = Dx. Then (2.51c) and (2.51d) become
2Axxx + 6(Af)x + 3(BBx)x + 4At − 3Bxz = 0, (2.55a)
3(Bf)x + 2Bt − 3fz = 0. (2.55b)
Let
ξ = bx+ c. (2.56)
We have
A = ξ
1
2 (2.57)
by (2.52), and
ξx = b, ξz =
bz
b
ξ + b(
c
b
)z, ξt =
bt
b
ξ + b(
c
b
)t. (2.58)
Note that
B =
bz
5b2
ξ + (
c
b
)z, Bx =
bz
5b
, Bxz =
1
5
(
bz
b
)z , (2.59)
and
At =
1
2
ξ−
1
2 (
bt
b
ξ + b(
c
b
)t)
=
bt
2b
ξ
1
2 +
b
2
(
c
b
)tξ
−
1
2 . (2.60)
Hence, by (2.55a),
f = −
1
6
(
4
3
bt
b2
ξ +
1
b
(−
3
5
(
bz
b
)z +
3
25
b2z
b2
)ξ
1
2 + 4(
c
b
)t −
b2
2
ξ−2) + gξ−
1
2 , (2.61)
where g = g(z, t). Substituting (2.61) into (2.55b) and checking the coefficients
of ξ−2, we get
bz = 0. (2.62)
Then
f = −
1
6
(
4
3
bt
b2
ξ + 4(
c
b
)t −
b2
2
ξ−2 − 6gξ−
1
2 ), (2.63)
and
B =
cz
b
. (2.64)
Comparing the coefficients of the polynomials with respect to ξ in the two sides
of (2.55b), we get
cztb = btcz , (2.65a)
gz = 0. (2.65b)
Moreover,
c = h(z)b(t) + η(t), g = g(t), (2.66)
and
D = −
1
6
(
bt
3b3
ξ2 + 2(
η
b
)t
ξ
b
− 3
g
b
ξ
1
2 +
b
2
ξ−1) + l(z, t). (2.67)
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Theorem 2.5. For arbitrary functions b(t), h(z), η(t), g(t) and l(z, t), the
function
W = (b(t)x + h(z)b(t) + η(t))
1
2 y2 + hzy
−
1
6
(
bt
3b3
(b(t)x+ h(z)b(t) + η(t))2 + 2(
η(t)
b(t)
)t
b(t)x+ h(z)b(t) + η(t)
b(t)
−3
g(t)
b(t)
(b(t)x + h(z)b(t) + η(t))
1
2 +
b(t)
2
(b(t)x+ h(z)b(t) + η(t))−1)
+l(z, t) (2.68)
is a solution of the Jimbo-Miwa equation (1.1).
Let
W = A(x, z, t)yn +B(x, z, t)y + C(x, z, t), (2.69)
where n ≥ 3. Then
Wx = Axy
n +Bxy + Cx, Wy = nAy
n−1 +B, (2.70)
Wxx = Axxy
n +Bxxy + Cxx, Wxy = nAxy
n−1 + Bx, (2.71)
Wxz = Axzy
n +Bxzy + Cxz, Wyt = nAty
n−1 +Bt, (2.72)
and
Wxxxy = nAxxxy
n−1 +Bxxx. (2.73)
Substituting (2.69)-(2.73) into (1.1), we get
nAxxxy
n−1 +Bxxx + 3n(A
2
x +AAxx)y
2n−1
+ 3((n+ 1)AxBx + nABxx +AxxB)y
n + 3n(AxCx +ACxx)y
n−1
+ 3(B2x +BBxx)y + 3(BxCx +BCxx) + 2nAty
n−1 + 2Bt
− 3Axzy
n − 3Bxzy − 3Cxz = 0. (2.74)
i.e.
A2x +AAxx = 0, (2.75a)
nABxx + (n+ 1)AxBx +AxxB −Axz = 0, (2.75b)
Axxx + 3(ACx)x + 2At = 0, (2.75c)
B2x +BBxx −Bxz = 0, (2.75d)
Bxxx + 3(BCx)x + 2Bt − 3Cxz = 0. (2.75e)
Hence
A = (φ(z, t)x+ ψ(z, t))
1
2 := ξ
1
2 . (2.76)
Note that
Ax =
1
2
φξ−
1
2 , Axx = −
φ2
4
ξ−
3
2 , Axxx =
3
8
φ3ξ−
5
2 , (2.77)
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At =
1
2
φt
φ
ξ
1
2 +
1
2
φψt − φtψ
φ
ξ−
1
2 , (2.78)
and
Axz =
1
4
φzξ
−
1
2 −
1
4
(φψz − φzψ)ξ
−
3
2 . (2.79)
Set
B =
∑
m∈Z
amξ
m. (2.80)
Then
Bx =
∑
m∈Z
mφamξ
m−1, Bxx =
∑
m∈Z
m(m− 1)φ2amξ
m−2. (2.81)
Thus
∑
m∈Z
(nm(m− 1) +
(n+ 1)
2
m−
1
4
)amφ
2ξm =
1
4
(φzψ − φψz), (2.82)
i.e.
2n+ 1
4
a1φ
2 =
1
4
φz , (2.83a)
−
1
4
a0φ
2 = −
1
4
(φψz − φzψ), (2.83b)
and
am = 0, if m 6= 0 or 1. (2.84)
It deduces to
B =
φz
(2n+ 1)φ2
ξ + (
ψ
φ
)z . (2.85)
By (2.75c), we get
(ACx)x = −
1
3
(Axxx + 2At)
= −
1
3
(
φt
φ
ξ
1
2 +
φψt − φtψ
φ
ξ−
1
2 +
3
8
φ3ξ−
5
2 ). (2.86)
Thus
Cx = −
1
3
(
2
3
φt
φ
ξ + 2(
ψ
φ
)t + fξ
−
1
2 −
1
4
φ2ξ−2). (2.87)
Moreover,
3BCx = −(
φzφt
(2n+ 1)φ4
ξ2 + (2(
ψ
φ
)t
φz
(2n+ 1)φ2
+
2
3
(
ψ
φ
)z
φt
φ2
)ξ +
fφz
(2n+ 1)φ2
ξ
1
2
+2(
ψ
φ
)z
ψ
φ
)t + f(
ψ
φ
)zξ
1
2 −
1
4(2n+ 1)
φzξ
−1 −
1
4
φ2(
ψ
φ
)zξ
−2), (2.88)
11
3(BCx)x = −(
2φzφt
(2n+ 1)φ3
ξ +
1
φ
(
2
2n+ 1
φz(
ψ
φ
)t +
2
3
(
ψ
φ
)zφt)
+
1
2
fφz
(2n+ 1)φ
ξ−
1
2 −
1
2
f(
ψ
φ
)zφξ
−
3
2 +
φzφ
4(2n+ 1)
ξ−2
+
1
2
φ3(
ψ
φ
)zξ
−3), (2.89)
2Bt =
2
2n+ 1
(
φz
φ2
)tξ +
2
2n+ 1
φz
φ2
ξt + 2(
ψ
φ
)zt
=
2
2n+ 1
φztφ− φzφt
φ3
ξ +
2
2n+ 1
φz(φψt − φtψ)
φ3
+ 2(
ψ
φ
)zt, (2.90)
− 3Cxz =
2
3
((
φt
φ2
)zξ +
φt
φ2
(
φz
φ
ξ +
φψz − φzψ
φ
)) + 2(
ψ
φ
)zt + fzξ
−
1
2
−
1
2
fξ−
3
2 (
φz
φ
ξ +
φψz − φzψ
φ
)
+
1
2
(−φφzξ
−2 + φ2ξ−3(
φz
φ
ξ +
φψz − φzψ
φ
))
=
2
3
φtzφ− φtφz
φ3
ξ +
2
3
φt
φ3
(φψz − φzψ) + 2(
ψ
φ
)zt + (fz −
1
2
fφz
φ
)ξ−
1
2
−
1
2
f(φψz − φzψ)
φ
ξ−
3
2 +
1
2
φ(φψz − φzψ)ξ
−3. (2.91)
Hence
φz = 0. (2.92)
Furthermore,
3(BCx)x = −
2
3
ψzφt
φ2
+
1
2
fψzξ
−
3
2 −
1
2
φ2ψzξ
−3, (2.93)
2Bt = 2(
ψz
φ
)t, (2.94)
and
− 3Cxz =
2
3
φtψz
φ2
+ 2(
ψz
φ
)t + fzξ
−
1
2 −
1
2
φ2fψξ−
3
2 . (2.95)
Thus
(
ψz
φ
)t = 0, fz = 0. (2.96)
We get
ψ = φ(t)h(z) + g(t), and f = f(t). (2.97)
So
A = (φx + φ(t)h(z) + g)
1
2 , and B = hz. (2.98)
C = −
1
6
(
φt
3φ3
ξ2 + 2(
g
φ
)t
ξ
φ
− 3
f
φ
ξ
1
2 +
φ
2
ξ−1) + η(z, t). (2.99)
Together with Theorem 2.5, we get that
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Theorem 2.6. Let φ(t), h(z), g(t), f(t) and η(z, t) are arbitrary functions,
and let n ≥ 2 be an integer. Then the function
W = (φx + φh+ g)
1
2 yn + hzy −
1
6
(
1
3
φt
φ3
(φx + φh+ g)2
+2(
g
φ
)t
φx+ φh+ g
φ
− 3
f
φ
(φx+ φh+ g)
1
2
+
1
2
φ(φx + φh+ g)−1) + η(z, t) (2.100)
is a solution of the Jimbo-Miwa equation (1.1).
2.2 Logarithmic Stable-Range Approach
Suppose
W = a(log f)x = a
fx
f
, (2.101)
for some constant a and some function f in t, x, y, z. Then
Wx = a
ffxx − f
2
x
f2
, Wxx = a
f2fxxx − 3ffxfxx + 2f
3
x
f3
, (2.102)
Wxxx = a
f3fxxxx − 4f
2fxfxxx − 3f
2f2xx + 12ff
2
xfxx − 6f
4
x
f4
, (2.103)
Wxxxxy =
a
f5
(f4fxxxxy − f
3(fxxxxfy + 4fxxxfxy + 6fxxfxxy + 4fxfxxxy)
+f2(8fxfxxxfy + 6f
2
xxfy + 24fxfxxfxy + 12f
2
xfxxy)
−f(36f2xfxxfy + 24f
3
xfxy) + 24f
4
xfy), (2.104)
Wxy =
a
f3
(f2fxxy − f(fxxfy + 2fxfxy) + 2f
2
xfy), (2.105)
Wxz =
a
f3
(f2fxxz − f(fxxfz + 2fxfxz) + 2f
2
xfz), (2.106)
Wy =
a
f2
(ffxy − fxfy), (2.107)
and
Wyt =
a
f3
(f2fxyt − f(fxyft + fxfyt + fyfxt) + 2fxfyft). (2.108)
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Substituting (2.101)-(2.108) into (1.1), we find
fxxxxyf
4 − (fxxxxfy + 4fxxxfxy + 6fxxfxxy + 4fxfxxxy)f
3
+ (8fxfxxxfy + 6f
2
xxfy + 24fxfxxfxy + 12f
2
xfxxy)f
2
− (36f2xfxxfy + 24f
3
xfxy)f + 24f
4
xfy
+ 3a(f2fxxy − f(fxxfy + 2fxfxy) + 2f
2
xfy)(ffxx − f
2
x)
+ 3a(ffxy − fxfy)(f
2fxxx − 3ffxfxx + 2f
3
x)
+ 2f2(f2fxyt − f(fxyft + fxfyt + fyfxt) + 2fxfyft)
− 3f2(f2fxxz − f(fxxfz + 2fxfxz) + 2f
2
xfz) = 0. (2.109)
Since the left side of (2.109) is a polynomial in f , we set the coefficients to be
0 and get
a = 2, (2.110)
and
fxxxxy + 2fxyt − 3fxxz = 0, (2.111a)
−fxxxxfy − 4fxfxxxy + 2fxxxfxy − 2fxyft
−2fxfxt + 3fxxfz + 6fxfxz = 0, (2.111b)
2fxfxxxfy + 6f
2
xfxxy − 6fxfxxfxy + 4fxfyft − 6f
2
xfz = 0. (2.111c)
Simplifying (2.111a)-(2.111c), we have
fxxxy + 2fyt − 3fxz = 0, (2.112a)
fxxxfy − 3fxxfxy + 3fxfxxy + 2fyft − 3fxfz = 0. (2.112b)
Let
f =
n∑
m=0
Am(y, z, t)x
m, (2.113)
where
An = 1 (2.114)
and
Am(y, z, t) = Am(t) (2.115)
for m = 1, . . . , n− 1. We set An+s = 0 for s > 0. Then
fx =
n∑
m=0
(m+ 1)Am+1x
m, fy = A0y , (2.116)
ft =
n∑
m=0
Amtx
m, fz = A0z , (2.117)
fxx =
n∑
m=0
(m+ 2)(m+ 1)Am+2x
m, (2.118)
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fxy = fxz = 0, fyt = A0yt, (2.119)
and
fxxx =
n∑
m=0
(m+ 3)(m+ 2)(m+ 1)Am+3x
m. (2.120)
Substituting (2.116)-(2.120) into (2.112a) and (2.112b), we get that
A0yt = 0, (2.121)
and
A0y((m+ 3)(m+ 2)(m+ 1)Am+3 + 2Amt) = 3(m+ 1)A0zAm+1. (2.122)
Thus we can assume that
A0z
A0y
= k, (2.123)
where k is an constant.
By induction, we get that
An−s =
s∑
r=0
J r2 K∑
p=0
(
s−1∏
l=0
(n− l))(−1)p
(
s− r
p
)
(
1
2
)p(
3
2
k)s−r−pkn−r+2p
ts−r
(s− r)!
(2.124)
for s = 0, 1, . . . , n − 1. Here kn = 1 and k1, . . . , kn−1 are arbitrary constants.
Moreover,
A0 = η(y + kz)
+
n∑
r=0
J r2 K∑
p=0
(
n−1∏
l=0
(n− l))(−1)p
(
n− r
p
)
(
1
2
)p(
3
2
k)n−r−pkn−r+2p
tn−r
(n− r)!
,
(2.125)
where η(y+kz) is an arbitrary function of y+kz, and k0 is an arbitrary constant.
In particular, we set
f = x+B(y, z, t). (2.126)
By (2.112a) and (2.112b),
Byt = 0, (2.127a)
2ByBt = 3Bz. (2.127b)
So, we have that
B = g(y, z) + h(t, z), (2.128)
and
2gyht = 3(gz + hz). (2.129)
Assume that g is a polynomial in variable y. If
g = C(z)y +D(z), (2.130)
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then by (2.129),
2Cht = 3Dz + 3hz, (2.131)
and C is a constant. Differentiating (2.131) with respect to t, we obtain
2
3
C =
(ht)z
(ht)t
. (2.132)
Thus
ht = φ(t +
2
3
Cz), (2.133a)
hz =
2
3
cφ(t+
2
3
Cz) + ψ′(z), (2.133b)
where φ and ψ are arbitrary functions. Since
2Cφ(t+
2
3
Cz)− 2Cφ(t+
2
3
Cz)− 3ψ′(z) = 3Dz, (2.134)
we have that
g = Cy − ψ(z) + k, h = ρ(t+
2
3
Cz) + ψ(z). (2.135)
where ρ and ψ are arbitrary functions.
If
g =
n∑
m=0
am(z)y
m, (n ≥ 2) (2.136)
then by (2.127b), we have
an−m =
m∑
r=0
(
m−1∏
s=0
(n− s))(
2b
3
)mkr
zm−r
(m− r)!
− δn,mF (z) (2.137)
for m = 0, 1, . . . , n− 1, and
h = bt+ F (z), (2.138)
where F (z) is an arbitrary function.
Take
f = Ay +B. (2.139)
According to (2.112a) and (2.112b),
AxAz = 0, (2.140a)
Axxx + 2At − 3Bxz = 0, (2.140b)
AAxxx + 2AAt − 3(AxBz +AzBx) = 0, (2.140c)
ABxxx − 3AxBxx + 3AxxBx + 2ABt − 3BxBz = 0. (2.140d)
If Ax = 0, the solution will be the same as the preceding case. Thus we suppose
Az = 0. (2.141)
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Moreover, we assume
A = eax+bt. (2.142)
Then by (2.140b) and (2.140c), we obtain
Bxz =
a3 + 2b
3
eax+bt and Bz =
a3 + 2b
3a
eax+bt. (2.143)
Thus
B =
a3 + 2b
3a
Az + φ(t, x). (2.144)
Substituting (2.144) into (2.140d), we get
φxxx − 3aφxx + 3a
2φx + 2φt −
a3 + 2b
a
φx = 0. (2.145)
It is a flag type equation [17]. We can get a basis of its polynomial solution
space as follows
φ(t, x) =
∞∑
r1,r2,r3=0
(−1)r1+r3
3r2ar2(a3 − b)r3
2r1+r2
3r1+2r2+r3+1∏
s=0
(n− s)
(r1 + r2 + r3)!
×xn−3r1−2r2−r3tr1+r2+r3 . (2.146)
We write the results in this subsection as follows
Theorem 2.7. The functions
W1 = 2(
n∑
s=1
s∑
r=0
J r2 K∑
p=0
(
s∏
l=0
(n− l))(−1)p
(
s− r
p
)
(
1
2
)p(
3
2
k)s−r−pkn−r+2p
×
ts−r
(s− r)!
xn−s)(
n∑
s=0
s∑
r=0
J r2 K∑
p=0
(
s−1∏
l=0
(n− l))(−1)p
(
s− r
p
)
(
1
2
)p(
3
2
k)s−r−p
×kn−r+2p
ts−r
(s− r)!
xn−s + η(y + kz))−1 (2.147)
W2 = 2(x+ Cy + k + ρ(t+
2
3
Cz))−1, (2.148)
W3 = 2(x+
n∑
m=0
m∑
r=0
(
m−1∏
s=0
(n− s))(
2b
3
)mkr
zm−r
(m− r)!
yn−m + bt)−1 (2.149)
and
W4 = 2
aeax+bty + a
3+2b
3 e
ax+btz + φx(t, x)
eax+bty + a
3+2b
3a e
ax+btz + φ(t, x)
(2.150)
are solutions of (1.1), where ρ(t + 23Cz) is an arbitrary function of t +
2
3Cz,
η(y + kz) is an arbitrary function of y + kz, the numbers C, k, kr, a and b are
constants, and the function φ is given by (2.146).
17
3 Konopelchenko-Dubrovsky Equations
3.1 Stable-Range Approach
By (1.2b), we take the potential form
u =Wx, v =Wy. (3.1)
Then the Konopelchenko-Dubrovsky equations (1.2a) and (1.2b) are equivalent
to
Wxt −Wxxxx − 6bWxWxx +
3
2
a2W 2xWxx − 3Wyy + 3aWxxWy = 0. (3.2)
Suppose
W = Ax2 +Bx+ C (3.3)
for some functions A, B and C in t and y. Note that
Wx = 2Ax+B, Wxx = 2A, Wy = Ayx
2 +Byx+ Cy, (3.4)
Wyy = Ayyx
2 +Byyx+ Cyy, Wxt = 2Atx+Bt. (3.5)
Substituting (3.3)-(3.5), we find
2Atx+Bt − 12Ab(2Ax+B) + 3a
2A(2Ax+B)2
− 3(Ayyx
2 + Byyx+ Cyy) + 6aA(Ayx
2 +Byx+ Cy) = 0. (3.6)
Hence
4a2A3 −Ayy + 2aAAy = 0, (3.7a)
2At − 24A
2b+ 12a2A2B − 3Byy + 6aABy = 0, (3.7b)
Bt − 12ABb+ 3a
2AB2 − 3Cyy + 6aACy = 0, (3.7c)
Observe that
A =
1
ay + ψ(t)
(3.8)
and
A =
1
−2ay + ψ(t)
(3.9)
are two of solutions of (3.7a), where ψ(t) is an arbitrary function. Substituting
these two solutions into (3.7b), we get that
B = f−1(t)(ay + ψ)
−1 + f0 + f4(t)(ay + ψ)
4 (3.10)
or
B = f−1(t)(−2ay + ψ)
−1 + f0 + f1(t)(−2ay + ψ), (3.11)
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where f0 = (ψt + 12b)/(6a
2). Thus we have
C =
f2
−1
4
(ay + ψ)−1 −
1
3a2
(−
1
3
f−1f4 − 4bf−1 + 2a
2f−1f0) log(ay + ψ)
−
1
2a2
(
1
3
f(−1)t − 4bf0 + a
2f20 )(ay + ψ) +
φ(z, t)
3a
(ay + ψ)3
+
f−1f4
2
(ay + ψ)4 +
1
10a2
(
4
3
f4ψt − 4bf4 + 2a
2f0f4)(ay + ψ)
5
+
f4t
54a2
(ay + ψ)6 +
f24
54
(ay + ψ)9 + ς(z, t) (3.12)
or
C =
1
4
f2
−1(−2ay + ψ)
−1 −
1
2a
φ(z, t) log(−2ay + ψ)
+
1
8a2
(−
1
3
f−1ψt − 4bf−1 + 2a
2f0f−1) log
2(−2ay + ψ)
+
1
4a2
(
f(−1)t
3
− 4bf0 + a
2(2f−1f1 + f
2
0 ))(−2ay + ψ)
+
1
16a2
(
1
3
(f0t + f1ψt)− 4bf1 + 2a
2f0f1)(−2ay + ψ)
2
+
1
36a2
(
1
3
f1t + a
2f21 )(−2ay + ψ)
3 + ς(z, t), (3.13)
where φ(z, t) and ς(z, t) are arbitrary functions.
Theorem 3.1. The functions
W1 = (ay + ψ(t))
−1x2 + (f−1(t)(ay + ψ)
−1 + f0 + f4(t)(ay + ψ)
4)x
−
f2
−1
4
(ay + ψ)−1 −
1
3a2
(−
1
3
f−1f4 − 4bf−1 + 2a
2f−1f0) log(ay + ψ)
−
1
2a2
(
1
3
f(−1)t − 4bf0 + a
2f20 )(ay + ψ) +
φ(z, t)
3a
(ay + ψ)3
+
f−1f4
2
(ay + ψ)4 +
1
10a2
(
4
3
f4ψt − 4bf4 + 2a
2f0f4)(ay + ψ)
5
+
f4t
54a2
(ay + ψ)6 +
f24
54
(ay + ψ)9 + ς(z, t) (3.14)
and
W2 = (ay + ψ(t))
−1x2 + (f−1(t)(−2ay + ψ)
−1 + f0 + f1(t)(−2ay + ψ))x
1
4
f2
−1(−2ay + ψ)
−1 −
1
2a
φ(z, t) log(−2ay + ψ)
+
1
8a2
(−
1
3
f−1ψt − 4bf−1 + 2a
2f0f−1) log
2(−2ay + ψ)
+
1
4a2
(
f(−1)t
3
− 4bf0 + a
2(2f−1f1 + f
2
0 ))(−2ay + ψ)
+
1
16a2
(
1
3
(f0t + f1ψt)− 4bf1 + 2a
2f0f1)(−2ay + ψ)
2
+
1
36a2
(
1
3
f1t + a
2f21 )(−2ay + ψ)
3 + ς(z, t) (3.15)
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are solutions of (3.2), where f0 = (ψt+12b)/(6a
2). The functions ψ(t), f−1(t),
f1(t), f4(t), φ(z, t) and ς(z, t) are arbitrary functions.
3.2 Logarithmic Stable-Range Approach
Assume
W = m log f (3.16)
for some real number m and function f in t, x and y. Then
u =Wx = m
fx
f
, v =Wy = m
fy
f
, (3.17)
Note that
(
fx
f
)t =
fxtf − fxft
f2
, (
fx
f
)x =
fxxf − f
2
x
f2
, (3.18)
(
fx
f
)xx =
f2fxxx − 3ffxfxx + 2f
3
x
f3
, (
fy
y
)y =
fyyf − f
2
y
f2
, (3.19)
and
(
fx
f
)xxx =
f3fxxxx − f
2(4fxfxxx + 3f
2
xx) + 12ff
2
xfxx − 6f
4
x
f4
. (3.20)
Substituting (3.16)-(3.20) into (3.2), we find
(ffxt − fxft)f
2 − (fxxxxf
3 − (4fxfxxx + 3f
2
xx)f
2 + 12f2xfxxf − 6f
4
x)
− 6mbffx(fxxf − f
2
x) +
3
2
a2m2f2x(fxxf − f
2
x)− 3f
2(fyyf − f
2
y )
+ 3amffy(fxxf − f
2
x) = 0. (3.21)
We assume that the coefficients of the polynomial with respect to f in the left
side of (3.21) are 0. Then we get
m = ±
2
a
, (3.22)
and
fxt − fxxxx − 3fyy = 0, (3.23a)
−afxft + 4afxfxxx + 3af
2
xx ∓ 12bfxfxx + 3af
2
y ± 6afyfxx = 0, (3.23b)
(−afxx ± 2bfx ∓ afy)f
2
x = 0. (3.23c)
Simplifying the above system, we obtain
fxt − fxxxx − 3fyy = 0, (3.24a)
−aft + 4afxxx ∓ 12bfxx +
12b2
a
fx = 0, (3.24b)
fxx ± fy ∓
2b
a
fx = 0. (3.24c)
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The equations (3.24b) and (3.24c) imply (3.24a). Note
fxxx =
4b2
a2
fx −
2b
a
fy ∓ fxy (3.25)
by (3.24c). Then
fxxxx = ±
2b
a
fxxx ∓ fxxy
= ±
8b3
a3
fx ∓
4b2
a2
fy −
4b
a
fxy + fyy. (3.26)
Moveover, by (3.24b), (3.25) and (3.26), we get
fxt = 4fxxxx ∓
12b
a
fxxx +
12b2
a2
fxx
= ±
8b3
a3
fx ∓
4b2
a2
fy −
4b
a
fxy + 4fyy
= fxxxx + 3fyy. (3.27)
Thus the system (3.24) can be written as
fxx ± fy = ±
2b
b
fx, (3.28a)
ft = 4fxxx ∓
12b
a
fxx +
12b2
a2
fx. (3.28b)
Let
m =
2
a
. (3.29)
Then the system (3.28) becomes
fxx + fy =
2b
b
fx, (3.30a)
ft = 4fxxx −
12b
a
fxx +
12b2
a2
fx. (3.30b)
Note that the case m = −2/a can be translated into the case m = 2/a if we set
h(x, y, t) = f(−x,−y,−t). Thus it is sufficiently to calculate the case m = 2/a.
We assume
f =
n∑
m=0
am(y, t)ξ
m, ξ = x+
2b
a
y +
12b2
a2
t. (3.31)
Then
fx =
n−1∑
m=0
(m+ 1)am+1ξ
m, fxx =
n−2∑
m=0
(m+ 2)(m+ 1)am+2ξ
m, (3.32)
fxxx =
n−3∑
m=0
(m+ 3)(m+ 2)(m+ 1)am+3ξ
m, (3.33)
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ft =
n−1∑
m=0
(
12b2
a2
(m+ 1)am+1 + amt)ξ
m. (3.34)
By (3.30a) and (3.30b), we find
amy = −(m+ 2)(m+ 1)am+2, (3.35a)
amt = 4(m+ 3)(m+ 2)(m+ 1)am+3 −
12b
a
(m+ 2)(m+ 1)am+2, (3.35b)
where we have supposed that an+l = 0 for l > 0. Hence
an = bn and an−1 = bn−1 (3.36)
are constants. Let 

η = y +
12b
a
t
t = t
(3.37)
Then we get that
amη = −(m+ 2)(m+ 1)am+2, (3.38a)
amt = 4(m+ 3)(m+ 2)(m+ 1)am+3 (3.38b)
by (3.35a) and (3.35b).
Denote
d(m, k) = Jk/mK, r(m, k) = k − Jk/mK (3.39)
for m, k ∈ Z+. Then by induction, we obtain
an−k(y, t) =
d(3,k)−1∑
p=0
d(2,3p+r(3,k))∑
q=0
(−1)d(2,3p+r(3,k))−q4d(3,k)−p
(d(3, k)− p)!(d(2, 3p+ r(3, k))− q)!
× (
l∏
l=3p+r(3,k)
(n− l))
× (
3p+r(3,k)−1∏
s=2q+r(2,3p+r(3,k))
(n− s))bn−2q−r(2,3p+r(3,k))η
d(2,3p+r(3,k))−ptd(3,k)−p
+
d(2,k)∑
q=0
(−1)d(2,k)−q
(d(2, k)− q)!
(
k−1∏
l=2q−r(2,k)
(n− l))bn−2q−r(2,k)η
d(2,k)−q, (3.40)
where bn−m are constants.
Theorem 3.2. For any positive integer n, the functions
W = ±
2
a
log(
n∑
m=0
am(±y,±t)(±(x+
2b
a
y +
12b2
a2
t))m) (3.41)
are solutions of (3.2), where am are given by (3.40).
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Next we assume
f =
n∑
m=0
Amy
m, (3.42)
where Am are functions in t and x. Then by (3.28a) and (3.28b),
Anxx =
2b
a
Anx, (3.43a)
Amxx =
2b
a
Amx − (m+ 1)Am+1, (3.43b)
Amt =
4b2
a2
Amx +
4b
a
(m+ 1)Am+1 − 4(m+ 1)A(m+1)x, (3.43c)
for m = 0, . . . , n− 1.
Write
Am = gm(x, t) exp(
2b
a
x+
8b3
a3
t) (3.44)
for m = 0, . . . , n. Then by (3.43a), (3.43b) and (3.43c),
gmxx = −
2b
a
gmx − (m+ 1)gm+1, (3.45a)
gmt =
12b2
a2
gmx +
12b
a
gmxx + 4gmxxx. (3.45b)
We assume
gn−m(x, t) =
m∑
s=0
Bn−ms (t)x
s (3.46)
for m = 0, . . . , n, where Bn−ms are functions in t. Thus
B0s,t =
12b2
a2
(s+ 1)B0s+1 +
12b
a
(s+ 2)(s+ 1)B0s+2
+ 4(s+ 3)(s+ 2)(s+ 1)B0s+3, (3.47a)
Bn−m+1s = −
(s+ 2)(s+ 1)
n−m+ 1
Bn−ms+2 −
2b
a
s+ 1
n−m+ 1
Bn−ms+1 (3.47b)
Firstly,
g0 =
n∑
s=0
B0sx
s. (3.48)
Note that we can write
B0n−m = (
m−1∏
l=0
(n− l))
m∑
p=0
cn−pdm−p, (3.49)
where cn−p are constants, and
d0 = 1, d1 =
12b2
a2
t. (3.50)
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Observe that
dm =
12b2
a2
∫
dm−1dt+
12b
a
∫
dm−2dt+ 4
∫
dm−3dt. (3.51)
Thus we can write
dm =
J 2m3 K∑
s=0
em,s12
m−s(
b
a
)2m−3s
tm−s
(m− s)!
. (3.52)
Then
e0,0 = 1, (3.53a)
e0,p = el,−p = e−l,p = 0 for p > 0 and l > 0. (3.53b)
and
em,k = em−1,k + em−2,k−1 +
1
3
em−3,k−2. (3.54)
for m > 0 and k > 0 again by (3.47a). Hence
em,k =
k∑
s=0
(
1
3
)s
(
k − s
s
)(
m− k
k − s
)
. (3.55)
Thus
dm =
J 2m3 K∑
k=0
k∑
s=0
12m−k(
1
3
)s
(
k − s
s
)(
m− k
k − s
)
(
b
a
)2m−3k
tm−k
(m− k)!
. (3.56)
So we have
B0n−m = (
m−1∏
l=0
(n− l))
m∑
p=0
J 2m−p3 K∑
k=0
k∑
s=0
cn−p12
m−p−k
× (
1
3
)s
(
k − s
s
)(
m− p− k
k − s
)
(
b
a
)2m−2p−3k
tm−p−k
(m− p− k)!
, (3.57)
g0 =
n∑
m=0
B0n−mx
n−m
=
n∑
m=0
(
m−1∏
l=0
(n− l))
m∑
p=0
J 2m−p3 K∑
k=0
k∑
s=0
cn−p12
m−p−k
× (
1
3
)s
(
k − s
s
)(
m− p− k
k − s
)
(
b
a
)2m−2p−3k
tm−p−k
(m− p− k)!
xn−m.(3.58)
Now we calculate
gn−q =
q∑
r=0
Bn−qr x
r (3.59)
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for q = 0, 1, . . . , n− 1,
Bn−qr = −
(r + 2)(r + 1)
n− q
Bn−q−1r+2 −
2b
a
r + 1
n− q
Bn−q−1r+1 (3.60)
for q = 0, 1, . . . , n− 1. Thus
Bmr =
2m∑
s=0
(
m+s∏
l=0
(r + l))
(
m
s
)
m!
(
2b
a
)sB0r+m+s (3.61)
where
B0n+l = 0 (3.62)
for l > 0.
Theorem 3.3. The functions
W = ±
2
a
log[
n∑
s=0
B0s (±t)(±x)
s exp(±(
2b
a
x+
8b3
a3
t))
+
n∑
m=1
n−m∑
r=0
2m∑
s=0
(
m+s∏
l=0
(r + l))
(
m
s
)
m!
(
2b
a
)s
×B0r+m+s(±t) exp(±(
2b
a
x+
8b3
a3
t))(±y)m] (3.63)
are solutions of (3.2), where B0s are given by (3.57) and (3.62).
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