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4.4. Conclusión . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
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Resumen
Esta tesis presenta los resultados principales siguientes:
El desarrollo de los algoritmos óptimos y robustos de la identificación simultánea de
parámetros y estados para varios sistemas estocásticos que se encuentran en el mundo re-
al: no lineales, con retardos, discontinuos. La investigación orientada a la solución de esta
clase de problemas pretende elaborar un método seguro para proporcionar la información
confiable sobre los estados de sistemas bajo influencia de ruidos blancos, con parámetros
desconocidos, en una situación de observaciones incompletas, aun en presencia de dis-
turbios determińısticos. Las ĺıneas auxiliares de esta tesis desarrollan el filtrado óptimo
para sistemas estocásticos polinomiales con ruidos multiplicativos y medidos parcialmente,
identificación de parámetros para sistemas lineales y filtro alternativo con retardo en el
estado. Finalmente, se presenta un controlador óptimo para sistemas lineales con múlti-
ples retardos en el estado y/o en la entrada, afectados por ruido blanco Gaussiano. Los




El problema de identificación simultanea de parámetros y estados para sistemas es-
tocásticos con parámetros desconocidos ha recibido un tratamiento sistemático a partir de
los años 70 [1], aplicando principalmente el principio de máxima verosimilitud (likelihood)
(ver por ejemplo, [2]). Sin embargo, el uso del principio de máxima verosimulitud ha revela-
do ciertas limitaciones en los resultados finales obtenidos:(a) los parámetros desconocidos
se asumen constantes para evitar las complicaciones relacionadas al problema general de
optimización, y (b) no se puede obtener ecuaciones directas dinámicas (o en diferencias)
para la dinámica de los estados y parámetros óptimos en la ”situación general”, sin poner
las restricciones especiales a la estructura del sistema. Otros métodos relevantes son los
algoritmos de la identificación de parámetros sin la estimación simultánea de estados. En-
tonces, se ve claramente que a pesar de un número significativo de los trabajos previos en
el área de la identificación simultánea de parámetros y estados, todav́ıa no existe el esti-
mador de estados e identificador de parámetros óptimo en la forma de un sistema cerrado
de un número finito de ecuaciones diferenciales ordinarias, aun para sistemas estocásticos
lineales.
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Los requerimientos debidos a las fuertes restricciones en las condiciones de operación,
costo, exactitud, durabilidad y confiabilidad en los procesos y sistemas en general, han
propiciado el desarrollo de sistemas de control cada vez mas versátiles y complejos. Lo
sofisticado de las operaciones en los procesos industriales, militares, sistemas de nave-
gación terrestre, aérea, maŕıtima y espacial, sistemas informáticos y de comunicación, son
ejemplos que lo confirman.
En sentido estricto, todo sistema de control presenta retardos, porque las tareas que
efectúa no son instantáneas. En muchos casos, el retardo es introducido al sistema con
el objetivo de mejorar su desempeño. Sistemas de mezclado de flúıdos con concentración
variable, procesos de rolado en fŕıo en láminas de acero en la industria siderúrgica, trans-
misión de señales de comunicación en sistemas satelitales y veh́ıculos espaciales, control de
tráfico urbano, modelos de producción de torque en el diseño de máquinas de combustión
interna, son ejemplos de esta clase de sistemas ([3, 4, 5, 6 y 7]).
Adicionalmente, los sistemas de control son afectados por perturbaciones externas, la
mayoŕıa de ellas de naturaleza aleatoria que provocan cambios en su desempeño y que en
casos particulares pueden conducirlo a situaciones de funcionamiento no deseable, siendo
necesario conocer el comportamiento estad́ıstico de las variables del sistema. Sistemas
de posicionamiento global, de comunicación satelital, redes eléctricas de todo tamaño,
problemas que implican ĺıneas de espera, son ejemplos de esta clase de sistemas ([8, 9, 10,
11, 12 y 13]).
Un sistema no lineal puede tener un complicado comportamiento de estado estable
que no es equilibrio, oscilación periódica o casi oscilación periódica. Tal comportamiento
es usualmente referido como caos. Algunos de esos movimientos caóticos son aleatorios, a
pesar de la naturaleza determińıstica del sistema. Esto no es raro para dos o más modelos
de comportamiento al ser representados por el mismo sistema no lineal. Un sistema no
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forzado puede tener más que un peŕıodo ĺımite. Un sistema forzado con exitación puede
presentar armónico, subarmónico o más complicados comportamientos de estado estable
dependiendo de la amplitud y frecuencia de la entrada. Esto puede aún presentar un
salto de discontinuidad en el modo del comportamiento cuando la amplitud o frecuencia
de la excitación es cambiada suavemente. Diseño de tales algoritmos permitirá organizar
correctamente el funcionamiento del sistema en las condiciones extraordinarias.
1.1. Antecedentes
1.- Aunque la solución óptima general al problema de filtrado para estados no lineales
y ecuaciones de observación mezcladas con ruido blanco Gaussiano dada por la ecuación
de Kushner, para la densidad condicional de un estado no observado con respecto a obser-
vaciones [14], hay muy pocos ejemplos conocidos de sistemas no lineales donde la ecuación
de Kushner puede ser reducida a un sistema cerrado dimensional finito de ecuaciones de
filtrado para un cierto número de momentos condicionales inferiores. El más famoso re-
sultado, el filtro de Kalman-Bucy [15], relacionado a el caso de estados y ecuaciones de
observación lineales, donde sólo dos momentos, el estimado en śı mismo y su varianza,
forman un sistema cerrado de ecuaciones de filtrado. De cualquier modo, el filtro no lineal
óptimo de dimensión finita puede ser obtenido en algunos otros casos, si, por ejemplo,
el vector de estado puede tomar sólo un número finito de valores admisibles [16] o si la
ecuación de observación es lineal y el término ”drift”, en la ecuación de estado satisface la
ecuación de Riccati df/dx + f 2 = x2 (ver [17]). La clasificación completa de la ”situación
general”, (esto significa que no hay suposición especial sobre la estructura de las ecuaciones
de estado y la observación y las condiciones iniciales), donde el filtro no lineal óptimo de
dimensión finita existe, es dado en [18]. También existe una bibliograf́ıa considerable sobre
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sistemas de filtrado robusto para la ”situación general”(ver, [19, 20, 21, 22]). Aparte de
la ”situación general”, los filtros óptimos de dimensión finita, que han sido recientemente
diseñados ([23, 24]) para ciertas clases de sistemas de estados polinomiales con condiciones
iniciales Gaussianas sobre observaciones lineales con una matriz de observación invertible.
2.- El problema de la estimación simultánea óptima de estados e identificación de
parámetros para sistemas estocásticos con parámetros desconocidos ha recibido tratamien-
to sistemático comenzando del art́ıculo [1]. El resultado óptimo fue obtenido en [1] para
un sistema lineal en el tiempo discreto con parámetros desconocidos constantes dentro de
un horizonte finito de filtrado, usando el principio de máxima verosimilitud (ver, [2]), en
vista de un conjunto finito de valores de estados y parámetros en instantes de tiempo. La
aplicación del concepto de máxima verosimilitud se realizó también para sistemas lineales
en el tiempo discreto [25] y sistemas lineales en el tiempo continuo en [26].
Sin embargo, el uso del principio de máxima verosimilitud revela ciertas limitaciones
en el resultado final: a) los parámetros desconocidos son asumidos constantes para evitar
complicaciones en el problema de optimizacion generado y b) las ecuaciones dinámicas (en
diferencias) directas no pueden ser obtenidas para seguir la dinámica del estado óptimo y
los parámetros estimados en la ”situación general”, sin imponer suposiciones especiales en
la estructura del sistema. Otros enfoques son presentados por los métodos de identificación
óptima de parámetros sin la estimación simultánea de estado, tal como diseñado en [27,
28, 29], las cuales son también aplicables a sistemas estocásticos no lineales. Por otro
lado, los algoritmos de filtrado robusto para sistemas estocásticos no lineales con entradas
determińısticas desconocidas son desarrollados en [19, 30, 31]. Otro enfoque, basado sobre
la optimización de filtros H∞ robustos, han sido recientemente introducido en [19, 30, 31],
para sistemas estocásticos lineales con incertidumbres acotadas en los coeficientes. El
comentario general es que, a pesar de un número significativo de trabajos en el área de
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identificación simultánea de parámetros y estimación de estados, el filtro óptimo y el
identificador óptimo de parámetros han sido obtenidos en forma de un sistema cerrado de
dimensión finita de ecuaciones diferenciales ordinarias estocásticas no han sido obtenidos
todav́ıa aun para sistemas lineales con retardo.
3.- El problema de filtrado óptimo para sistemas de estado lineal y observaciones sin
retardo fué resuelto en los 60’s [15], y esta solución en forma cerrada es conocida como el
filtro de Kalman-Bucy. De cualquier modo, el problema de filtrado óptimo referido para
estados lineales con retardo no ha sido resuelto en una forma cerrada, como una solución
de un sistema cerrado de un número finito de ecuaciones diferenciales ordinarias para
cualquier horizonte de filtrado finito. El problema de filtrado óptimo para sistemas con
retardo en el tiempo en śı mismo, no ha recibido, como tal, mucha atención, como su
contraparte del control, ya que la mayoŕıa de las investigaciones se han concentrado sobre
los problemas de filtrado con retardos de observación (los art́ıculos [32, 33, 34, 35] pueden
ser mencionados para hacer una referencia). Unos pocos casos particulares, los problemas
de filtrado óptimo para sistemas lineales con retardo de estado y/o retardos de observación
múltiples, han sido recientemente resueltos en [36, 37, 38]. El filtro óptimo para sistemas
lineales con retardo de estado, deducido en [36], tiene resuelto el mismo problema de
filtrado como el presente caṕıtulo. Sin embargo, ésa solución no es libre de desventajas
computacionales: esto incluye un número variable de ecuaciones de covarianza, el cual
crece ilimitadamente cuando el horizonte de filtrado tiende a infinito, y la estructura de las
ecuaciones de covarianza también varia con el número. Existe una considerable bibliograf́ıa
relacionada al control robusto y problemas de filtrado para sistemas con retardo de tiempo
(tal como [19, 20, 21, 22, 30, 31, 39, 40, 41, 42]). La revisión amplia de teoŕıa y algoritmos
para sistemas con retardo de tiempo es dada en [41, 43, 44, 45, 46, 47, 48, 49].
4.- Aunque el problema de control óptimo (regulador) para sistemas lineales con re-
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tardos fué resuelto en los 60’s (ver [50, 51]), el problema de control óptimo para sistemas
lineales sin retardos sigue siendo abierto, dependiendo sobre el tipo de retardo, sistemas de
ecuaciones espećıficas, criterios, etc. Varios problemas de control óptimo lineal-cuadrático
han sido estudiados en [52, 53, 54, 55]. Un comentario detallado sobre el estado moderno
de la teoŕıa de control para sistemas con retardo de tiempo es dado en [56, 57, 58, 59].
Muy amplio análisis de teoŕıa y algoritmos para sistemas con retardo en el tiempo puede
ser encontrado en [42, 43, 44, 45, 46, 47, 48, 49, 60, 61].
1.2. Objetivos y Metas
1.2.1. Objetivos
Desarrollar, probar teóricamente y verificar numéricamente los algoritmos para:
1.- Estimación óptima de estados de sistemas polinomiales estocásticos con ruidos
multiplicativos y con retardos.
2.- Identificación conjunta óptima de parámetros y estados para sistemas estocásticos
lineales.
3.- Control óptimo para sistemas lineales con retardos múltiples en el estado y/o en
la entrada de control.
1.2.2. Metas
De acuerdo con los objetivos, se planean las siguientes metas:
1.- Desarrollar, probar teóricamente y verificar numéricamente los algoritmos de filtra-
do óptimo para sistemas polinomiales con observaciones lineales y ruidos multiplicativos
dependientes del estado del sistema.
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2.- Desarrollar, probar teóricamente y verificar numéricamente los algoritmos de filtra-
do óptimo para sistemas polinomiales con ruidos multiplicativos dependientes del estado
del sistema para el caso de observaciones lineales incompletas con la parte polinomial del
estado completamente medible.
3.- Desarrollar, probar teóricamente y verificar numéricamente los algoritmos de fil-
trado óptimo para sistemas polinomiales con retardos en las observaciones lineales.
4.- En base a los algoritmos desarrollados en el inciso 1, desarrollar, probar teóri-
camente y verificar numéricamente los algoritmos de la identificación óptima conjunta
de parámetros y estados en sistemas estocásticos lineales, reduciendo este problema al
problema previamente resuelto.
5.- En base a los algoritmos desarrollados en el inciso 1, desarrollar, probar teóri-
camente y verificar numéricamente los algoritmos de filtrado óptimo para sistemas con
estados lineales en presencia de observaciones polinomiales, reduciendo este problema al
problema previamente resuelto.
6.- Desarrollar, probar teóricamente y verificar numéricamente los algoritmos de filtra-
do óptimo para sistemas lineales con retardos en el estado, tales que el sistema resultante
de ecuaciones de filtrado óptimo contiene un número finito de ecuaciones.
7.- Desarrollar, probar teóricamente y verificar numéricamente los algoritmos de con-
trol óptimo para sistemas lineales con retardos múltiples en el estado.
8.-Desarrollar, probar teóricamente y verificar numéricamente los algoritmos de control
óptimo para sistemas lineales con retardos múltiples en el estado y en la entrada de control.
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1.3. Aportaciones
Filtrado Óptimo para Sistemas de Estado Polinomial con Ruido Multiplica-
tivo Polinomial
Este caṕıtulo presenta el filtro óptimo de dimensión finita para sistema de estados
polinomiales con ruidos multiplicativos polinomiales sobre observaciones lineales con una
matriz de observación invertible, por lo tanto generalizando el resultado de ([23, 24, 62])
obtenido para un sistema de estado polinomial con ruido independiente de estado.
El problema de filtrado óptimo es tratado procediendo de la expresión general para
el diferencial estocástico de Ito del estimado óptimo y la varianza del error [63]. Como el
primer resultado, las diferenciales de Ito se obtienen para el estimado óptimo y la varianza
del error correspondientes al problema de filtrado establecido. Entonces, es demostrado
que un sistema cerrado dimensional finito de las ecuaciones de filtrado óptimo con respecto
a un número finito de variables de filtrado puede ser obtenido para una ecuación de
estado polinomial con ruido multiplicativo polinomial y observaciones lineales con una
matriz de observación invertible. En este caso, el procedimiento correspondiente para
calcular las ecuaciones de filtrado óptimo es establecido. Finalmente, el sistema cerrado
de las ecuaciones de filtrado óptimo con respecto a dos variables, el estimado óptimo y
la varianza del error, es obtenido en la forma expĺıcita para los casos de una ecuación de
estado lineal con ruido multiplicativo lineal y una ecuación de estado bilineal con ruido
multiplicativo bilineal.
En el ejemplo ilustrativo, el desempeño del filtro óptimo calculado es verificado para
un estado cuadrático con un ruido multiplicativo cuadrático sobre observaciones lineales
contra el filtro óptimo para un estado cuadrático con un ruido independiente de estado y
un filtro de Kalman-Bucy extendido convencional. Los resultados de simulación muestran
ventaja definitiva del filtro óptimo calculado en relación a cercańıa del estimado al valor
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de estado real. Por otra parte, esto puede ser visto que el error de estimación producido
por el filtro óptimo rápidamente alcanza y entonces mantiene el valor medio cero también
en una vecindad cercana al momento de tiempo asintótico, aunque el sistema de estado
en śı mismo es inestable y los componentes cuadrá ticos tienden a infinito para un tiempo
finito. Por el contrario, los errores de estimación dados por los otros dos filtros aplicados
divergen a infinito cerca al momento de tiempo asintótico.
Los resultados de este caṕıtulo son publicados en:
a.- International Journal of Robust and Nonlinear Control, Vol. 16, no. 6, pp. 303-314.
b.- Proceedings of the 2006 American Control Conference (Minneapolis, MN, June
14-16, 2006), pp. 1607-1612.
Filtrado Optimo para Sistemas Polinomiales Medidos Parcialmente con
Ruidos Multiplicativos
Este caṕıtulo presenta el filtro óptimo de dimensión finita para sistemas polinomiales
con ruido multiplicativo polinomial, donde la matriz de observación puede no ser invertible
y sólo los componentes no lineales del sistema de estado son tomados para ser completa-
mente medidos, considerando que la parte lineal del estado puede ser parcialmente medido
o aun no medido completamente, aśı generalizando el resultado de ([23, 24, 62]) obtenido
para sistemas de estado polinomial con ruido independiente de estado. Diseñando el filtro
óptimo para sistemas polinomiales con ruido multiplicativo polinomial sobre observaciones
con una matriz de observación no invertible, presenta una ventaja significante en la teoŕıa
de filtrado y en la práctica, ya que esto permite atacar a los problemas de filtrado óptimo
para estados polinomiales con no linealidades polinomiales de observación, tal como el
problema del sensor cúbico óptimo (ver [64]). El problema de filtrado óptimo es tratado
procediendo de la expresión general para la diferencial estocástica de Ito del estimado
óptimo y la varianza del error [63]. Como el primer resultado, las diferenciales de Ito
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para el estimado óptimo y la varianza del error correspondientes al problema de filtrado
establecido son derivadas. Es entonces demostrado que un sistema cerrado de dimensión
finita de las ecuaciones de filtrado óptimo con respecto a un número finito de variables de
filtrado puede ser obtenido si la ecuación de estado es polinomial con ruido multiplicativo
polinomial, las observaciones son lineales, y solo los componentes no lineales del estado son
tomadas para ser completamente medidas. En este caso, el procedimiento correspondiente
para diseñar las ecuaciones de filtrado óptimo es establecido.
Finalmente, el sistema cerrado de las ecuaciones de filtrado óptimo con respecto a dos
variables, el estimado óptimo y la varianza del error, es desarrollado en la forma expĺıcita
para el caso particular de una ecuación de estado bilineal con ruido multiplicativo bilineal.
Como un ejemplo ilustrativo, el filtro óptimo diseñado es aplicado para la solución
del problema de filtrado óptimo con el sensor cúbico, establecido en [64], asumiendo una
condición inicial Gaussiana para el estado extendido. El filtro resultante produce una
segura y rápida convergencia del estimado, a pesar de una diferencia significante en las
condiciones iniciales entre el estado y el estimado y mismas observaciones ruidosas, en la
situación donde el estado no medible en śı mismo es un proceso de Wiener y el filtro de
Kalman extendido (EKF) falla en la aproximación.
Los resultados de este caṕıtulo son publicados en:
a.- Proceedings of the 45th Conference on Decision and Control (San Diego, CA,
December 13-15, 2005), pp. 4169-4174.
Filtrado de Estado Óptimo e Identificación de Parámetros para Sistemas
Lineales
Este caṕıtulo presenta el filtro óptimo y el identificador óptimo de parámetros para
sistemas estocásticos lineales con parámetros multiplicativos y aditivos desconocidos so-
bre observaciones lineales con una matriz de obervación invertible, donde los parámetros
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desconocidos son considerados procesos de Wiener. El problema de filtrado es formalizado
considerando los parámetros desconocidos como sistemas de estado adicionales satisfacien-
do la ecuación lineal estocástica de Ito con ”drift cero y difusión unitaria”. Por lo tanto,
el problema es reducido al problema de filtrado para sistemas de estado polinomial (bi-
lineal) con parte lineal medida parcialmente sobre observaciones lineales, para la cual la
solución ha sido obtenida recientemente en el caṕıtulo 4 y basada sobre resultados previos
en el filtrado polinomial (ver [23, 24]). Esto presenta el algoritmo óptimo para estimación
de estado e identificación de parámetros simultáneas en sistemas lineales con parámetros
aditivos y multiplicativos desconocidos sobre observaciones lineales.
En el ejemplo ilustrativo, el desempeño del filtro óptimo diseñado es verificado para un
sistema lineal con un parámetro multiplicativo desconocido sobre observaciones lineales.
Las simulaciones son conducidas para ambos valores del parámetro, negativo y positivo,
por lo tanto considerando sistemas lineales estables e inestables. Los resultados de simu-
lación muestran confianza en el desempeño del filtro: en ambos casos, el estado estimado
converge al estado real y el parámetro estimado converge al valor del parámetro real
rapidamente.
Los resultados de este caṕıtulo son publicados en:
a.- Proceedings of the 2006 American Control Conference (Minneapolis, MN, June
14-16, 2006), pp. 987-990.
b.- (2008) Optimal state filtering and parameter identification for linear systems, Op-
timal Control Applications and Methods, DOI: 10.1002/oca.826.
Filtro Alternativo Óptimo para Sistemas Lineales con Retardo en el Estado
En este caṕıtulo, el problema de filtrado óptimo para sistemas lineales con retardo de
estado sobre observaciones lineales es tratado usando el estimado óptimo para la matriz de
transición de estado del momento de tiempo actual para uno retardado. Haciendo eso, el
11
método empleado parece al predictor de Smith [65] (ver [66] para más investigación sobre
esta semejanza). Como el resultado, el filtro óptimo es derivado en una forma similar al
filtro de Kalman-Bucy tradicional, i.e., consiste de sólo dos ecuaciones, para el estimado
óptimo y la varianza del error. Esto presenta una ventaja significante en comparación al
filtro óptimo obtenido previamente [36], que consiste de un número variable de ecuaciones
de covarianza, el cuál es especificado por la razón entre el horizonte de filtrado actual y
el valor del retardo en la ecuación de estado y crece ilimitadamente cuando el horizonte
de filtrado tiende a infinito.
Note que la aproximación basada sobre la estimación óptima de la matriz de transición
de estado será aplicable para cualquier sistema de estado y ecuaciones de observación con
retardos de tiempo, donde el estimado óptimo de la matriz de transición de estado es no
correlacionada con la varianza del error, incluyendo ciertas clases de sistemas no lineales.
Finalmente, el desempeño del filtro óptimo alternativo diseñado para sistemas lineales
con retardo de estado es comparado en el ejemplo ilustrativo con el desempeño del fil-
tro óptimo obtenido en [36]. Los resultados de simulación muestran una insignificante
diferencia en valores del estimado obtenido para ambos filtros.
Los resultados de este caṕıtulo son publicados en:
a.- International Journal of Adaptive Control and Signal Processing, Vol. 20, no. 10,
pp. 509-517.
b.- Proceedings of the 45th Conference on Decision and Control (San Diego, CA,
December 13-15, 2005), pp.4752-4756.
Un Regulador Óptimo para Sistemas Lineales con Retardos Múltiples en
el Estado y/0 en la Entrada
Estos caṕıtulos se concentran sobre la solución del problema de control óptimo para un
sistema lineal con múltiples retardos de estado y de entrada y un cŕıterio cuadrático. El
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problema original es reducido a un problema de regulador lineal cuadrático convencional
(LQR) para sistemas sin retardo, usando las matrices de transición de estado y de control
del momento de tiempo actual a uno retardado para el sistema con retardos de tiempo
original. Haciéndolo aśı, el método empleado cercanamente se parece al bien conocido
predicador de Smith [65] (ver [66] para más investigación sobre esta semejanza). Ya que
las matrices de transición de estado, tomadas al momento de tiempo actual, son conocidas
como funciones dependientes de tiempo, la solución es encontrada usando el regulador
lineal cuadrático óptimo [50]. Como un resultado, la solución al problema de control
óptimo original es obtenida en forma cerrada, i.e., esta es representada como una ley de
control de retroalimentación lineal, en la cual, la matriz de ganancia satisface una ecuación
diferencial ordinaria de Riccati. La última no contiene argumentos avanzados de tiempo,
pero sus coeficientes dependen de las variables de estado. El regulador óptimo obtenido,
representa un avance con respecto a los resultados de optimalidad general para sistemas
con retardo de tiempo (tal como dados en [45, 46, 47, 53]), ya que esto es realizable
usando solo dos ecuaciones diferenciales con retardo unidas: una para el estado y otra
para la matriz de ganancia. Tomando en cuenta que el espacio de estado de un sistema
retardado es de dimensión infinita [47], esto parece ser una ventaja significante. Ya que
la ecuación de Riccati obtenida no contiene argumentos avanzados de tiempo, esta puede
resolverse numéricamente usando métodos simples, tal como, ”shooting”, el cuál consiste
en variar las condiciones iniciales hasta que una final es satisfecha.
Finalmente, el desempeño del control óptimo obtenido para un sistema lineal con re-
tardos de estado y de entrada múltiples y un cŕıterio cuadrático es verificado en el ejemplo
ilustrativo contra el mejor regulador lineal disponible para un sistema lineal sin retardos.
Los resultados de simulación muestran una diferencia significativa en los valores de la
función de costo en favor del regulador óptimo obtenido. Además, el regulador óptimo
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obtenido es comparado a los mejores reguladores lineales basados sobre dos aproxima-
ciones racionales, lineal y cuadrática, del sistema de retardo de tiempo original. En am-
bos casos, las simulaciones muestran que los reguladores basados en las aproximaciones
producen valores no satisfactorios de la función de costo en comparación al regulador
óptimo. Además, la aproximación cuadrática produce un incremento en la dimensión del
problema, produciendo dificultades computacionales adicionales.
Los resultados de este caṕıtulo son publicados en:
a.- Optimal Control Applications and Methods, Vol. 28, no. 1, pp.45-57.
b.- (2007) Dynamics of Continuous, Discrete and Impulsive Systems, Vol. 14A, no. S2,
pp. 279-284.
c.- Proceedings of the 2007 American Control Conference (New York, NY, July 11-13,
2007), pp. 5625-5630.
1.4. Organización de la Tesis
En el caṕıtulo 2 se presentan los conceptos básicos de los sistemas continuos con
retardo, teoŕıa de probabilidad y procesos estocásticos, filtrado y control óptimo.
En el caṕıtulo 3 se presenta el problema de filtrado óptimo para sistemas de estado
polinomial con ruido multiplicativo polinomial.
El caṕıtulo 4 trata el problema de filtrado óptimo para sistemas polinomiales medidos
parcialmente con ruidos multiplicativos.
En el caṕıtulo 5 se presenta el problema de filtrado de estado óptimo e identificación
de parámetros para sistemas lineales.
El caṕıtulo 6 trata el problema del filtro alternativo óptimo para sistemas lineales con
retardo en el estado.
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El caṕıtulo 7 presenta el regulador óptimo para sistemas lineales con múltiples retardos
en el estado.
El caṕıtulo 8 presenta un regulador óptimo para sistemas lineales con retardos múlti-
ples en la entrada y el estado.




En este caṕıtulo se presentan los conceptos básicos necesarios para el estudio y análisis
de los temas expuestos en los caṕıtulos siguientes. Las fuentes consultadas principales son:
para sistemas con retardo ([43, 67, 68]); probabilidad y procesos estocásticos ([69, 70, 71,
72]); filtrado óptimo ([69, 71, 73, 74]); y control óptimo ([75, 76, 77, 78]).
2.1. Sistemas Continuos con Retardo
2.1.1. Definiciones y conceptos básicos de los sistemas
con retardo
Una clase de sistemas con retardo se describe por la ecuación
ẋ(t) = F (x(t), x(t− h)) (2.1)
donde x(t) ∈ Rn es el vector de estados del sistema, h ∈ R tal que h > 0 es el retardo
y F es una función continua que satisface la condición de Lipschitz con respecto a sus
argumentos.
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Definición 1: Una función f definida en [a, b], satisface la condición de Lipschitz en
ese intervalo si existe una constante K tal que
| f(t, x)− f(t, y) |≤ K | x− y | ∀ x, y ε [a, b] (2.2)
donde K es la constante de Lipschitz. Se dice entonces que f es Lipschitz en la variable
x.
Si Dxf(t, x) denota la derivada de f para t fija y | Dxf(t, x)y |≤ K ∀ y ∈ Rn,
entonces f es Lipschitz con constante de Lipschitz K.
Definición 2: El espacio de estados de un sistema de control continuo con retardo es
un espacio vectorial de dimensión infinita. Aśı, un conjunto de funciones vectoriales de
dimensión n en este espacio se define mediante
Σ = x(Θ), t−∆ ≤ Θ ≤ t (2.3)
donde ∆ es el retardo más grande del sistema.
En el caso general, la ecuación de estado para un sistema de control con retardo se
describe por
ẋ(t) = f(x(t),x(t−hx1),x(t−hx2), ...,x(t−hxN),u(t),u(t−hu1),u(t−hu2), ...u(t−huR), t)
(2.4)
donde f es una función no lineal, x(t) ∈ Rn es el vector de estados, hxi ∈ R son los
retardos en el estado tal que hxi > 0 con i = 1, 2, ..., N , x(t − hxN) ∈ Rn es el vector
de estados con retardo, u(t) ∈ Rp es el vector de entradas de control, hui ∈ R son los
retardos en las entradas de control tal que hui > 0 con i = 1, 2, ..., R y u(t− huR) ∈ Rp es
el vector de entradas de control con retardo.
Además, si el vector de salida y(t) está en función de los vectores de estado y de las
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entradas de control, se describe por
y(t) = g(x(t),x(t−hx1),x(t−hx2)...x(t−hxN),u(t),u(t−hu1),u(t−hu2)...u(t−huR), t)
(2.5)
en donde g en general es una función no lineal [68].
En sistemas de control lineales con retardo, la ecuación de estado se describe por
ẋ(t) = A(t)x(t) +
N∑
i=1




donde A(t) ∈ Rn×n, Ai(t) ∈ Rn×n, B(t) ∈ Rn×p y Bi(t) ∈ Rn×p .
La ecuación de salida se describe por
y(t) = C(t)x(t) +
N∑
i=1




donde C(t) ∈ Rq×n, Ci(t) ∈ Rq×n, D(t) ∈ Rq×p y Di(t) ∈ Rq×p.
En (2.6) si las entradas son idénticamente cero, la ecuación de estado se reduce a
ẋ(t) = A(t)x(t) +
N∑
i=1
Ai(t)x(t− hxi), t ≥ t0 (2.8)
que se conoce como la ecuación de estado homogénea en sistemas lineales con retardo [68].
El estado inicial es
x(t) = φ(t), t ∈ [t0 −∆x, t0] (2.9)
donde φ(t) es el estado inicial del sistema y ∆x denota al retardo de mayor tamaño [68].
Se puede demostrar que si A(.) y Ai(.), i = 1, 2, ..., N son matrices reales y continuas,
y además las constantes hxi son positivas, una solución x(t, t0, φ,0) de (2.8) existe y
depende únicamente del estado inicial φ(.) dada por x(t) = φ(t) [43]. Se supone que todas
las funciones son reales, continuas y definidas en t ∈ [t0 −∆x, t0].
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Teorema 2-1: Sean A(.) y Ai(.), i = 1, 2, ...N matrices continuas en t ≥ t0 − ∆x,
donde ∆x es el retardo de mayor tamaño entonces la solución de (2.8) es lineal con respecto
a la función inicial φ(t).
Prueba: Sean x(t, t0, φ1,0) y x(t, t0, φ2,0) soluciones de (2.8) correspondientes a las
funciones iniciales φ1 y φ2 respectivamente. Considerando la función
x(t) = c1x(t, t0, φ1,0) + c2x(t, t0, φ2,0) (2.10)
donde c1 y c2 son constantes escalares arbitrarias, se verifica que la función x(t) en (2.10)
satisface (2.8). Además, x(t) en (2.10) satisface la condición inicial
x(t) = c1φ1(t) + c2φ2(t), t ∈ [t0 −∆x, t0] (2.11)
luego
x(t) = x(t, t0, c1φ1 + c2φ2,0) = c1x(t, t0, φ1,0) + c2x(t, t0, φ2,0) (2.12)
que establece la linealidad de la solución respecto a la función inicial.
Si se considera retardo único, por ejemplo
hx1 = h, Ai(t) = 0, i = 2, 3, ..., N (2.13)
(2.8) se reduce a
ẋ(t) = A(t)x(t) + A1(t)x(t− h), t ≥ t0 (2.14)
donde se supone que la matriz A(t) ∈ Rn×n y la matriz A1(t) ∈ Rn×n. Además, el estado
inicial de (2.14) se describe mediante
x(t) = φ(t), t0 − h ≤ t ≤ t0 (2.15)
Aśı, el teorema ha sido probado.
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Definición 3: La matriz Φ(t, τ) ∈ Rn×n es llamada matriz fundamental de (2.14) si
satisface las condiciones siguientes
d
dt
Φ(t, τ) = A(t)Φ(t, τ) + A1(t)Φ(t− h, τ), t ≥ t0 (2.16)
y
Φ(t, τ) = Iδ(t− τ), t, τε[t0 − h, t0] (2.17)
donde I es la matriz identidad y δ(.) es la función delta de Dirac.
La solución de (2.14) puede expresarse en términos de la matriz fundamental Φ(t, τ).
Teorema 2-2: La solución de (2.14) con la condición inicial (2.15) es
x(t) = x(t, t0, φ,0) =
∫ t0
t0−h
Φ(t, τ)φ(τ)dτ , t ≥ t0 (2.18)













Φ(t, τ)φ(τ)dτ ] + A1(t)[
∫ t0
t0−h
Φ(t− h, τ)φ(τ)dτ ]
= A(t)x(t) + A1(t)x(t− h) (2.19)




Iδ(t− τ)φ(τ)dτ = φ(t) (2.20)
En el caso de retardo múltiple en la ecuación de estado, por extensión del teorema 2-2
se obtiene el teorema siguiente:
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Teorema 2-3: La solución del sistema (2.8) y (2.9) es
x(t) = x(t, t0, φ,0) =
∫ t0
t0−∆x
Φ(t, τ)φ(τ)dτ , t ≥ t0 (2.21)
donde la matriz fundamental Φ(t, τ) es la solución de la ecuación
d
dt
Φ(t, τ) = A(t)Φ(t, τ) + Σni=1Ai(t)Φ(t− hxi, t0), t ≥ t0 (2.22)
con la condición inicial
Φ(t, τ) = Iδ(t− τ), t, τ ∈ [t0 −∆x, t0] (2.23)
la prueba se realiza de manera análoga a la demostración del teorma 2-2. Por otra parte,
para los sistemas de control lineales con retardo cuya ecuación de estado se describe por
ẋ(t) = A(t)x(t) +
N∑
i=1
Ai(t)x(t− hxi) + B(t)u(t) (2.24)
y la ecuación de salida descrita por
y(t) = C(t)x(t) +
N∑
i=1
Ci(t)x(t− hxi) + D(t)u(t) (2.25)
son importantes los teoremas siguientes:
Teorema 2-4: El sistema (2.24) es controlable al origen si existe un tiempo finito





T (τ)ΨT (t1, τ)dτ (2.26)
tiene rango n, donde Ψ(t, τ) ∈ Rn×n es la matriz fundamental de (2.24) con u = 0.
Para el caso de sistemas de control lineales invariantes en el tiempo con retardo único





























Teorema 2-5: Los sistemas de control lineales con retardo, cuya ecuación de estado
se describe por
ẋ(t) = Ax(t) + A1x(t− h) + Bu(t) (2.28)
son controlables al origen si la matriz Q en (2.27) tiene rango n.
También, para los sistemas de control lineales con ecuación de estado (2.8), condición
inicial (2.9) y ecuación de salida descrita por y(t) = C(t)x(t) para t ≥ t0, se tiene el
teorema siguiente:






T (t)C(t)Ψ(t, t0)dt (2.29)
tiene rango n, donde Ψ(t, t0) ∈ Rn×n es la matriz fundamental de soluciones del sistema.
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La matriz fundamental de soluciones debe satisfacer las condiciones siguientes:
∂
∂τ
Ψ(t, τ) = −Ψ(t, τ)A(τ)−Ψ(t, τ + h)A1(τ + h), t0 ≤ τ < t− h
∂
∂τ
Ψ(t, τ) = −Ψ(t, τ)A(τ), t− h ≤ τ ≤ t
Ψ(t, t) = I
Ψ(t, τ) = 0, τ > t
donde I ∈ Rn×n es la matriz identidad.
2.2. Probabilidad y Procesos Estocásticos
2.2.1. Conceptos básicos de probabilidad
Definición 4: La observación de un fenómeno en determinadas condiciones, la cual
se realiza en un periodo de tiempo repitiendo un experimento es llamada una prueba.
Definición 5: El conjunto de todos los resultados posibles de una prueba es llamado
espacio muestral y usualmente es denotado por Ω.
Definición 6: Una caracteŕıstica cualitativa de una prueba consiste en registrar si los
resultados de un experimento presentan un efecto. Este efecto es llamado evento.
Definición 7: Una caracteŕıstica cuantitativa de una prueba consiste en determinar los
valores de las variables obtenidas como resultado de esa acción. Las variables pueden tener
valores diferentes que no son predecibles con certeza. A estas variables se les llama variables
aleatorias. Los valores espećıficos que toma una variable aleatoria son llamados valores
simples o realizaciones de la variable aleatoria. Formalizando, una va-riable aleatoria X
es una función que asigna un número real X(ξ) a cada evento ξ en el espacio muestral de
un experimento aleatorio.
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Definición 8: La razón del número de apariciones de un evento respecto al número
total de pruebas realizadas en condiciones similares, es llamada la frecuencia relativa del
evento. Aśı, cuando un evento aparece m veces en n pruebas su frecuencia relativa en la
serie de pruebas es m/n.
Definición 9: Con relación a la definición clásica de probabilidad, cuando se incre-
menta el número de pruebas realizadas en las mismas condiciones y los valores de la
frecuencia relativa de un evento convergen a un número (regularidad estad́ıstica), ese
número representa la probabilidad del evento. Por tanto, el número P (A) al cual tiende
la frecuencia relativa del evento A cuando el número de pruebas tiende a infinito es la
probabilidad del evento A.
Definición 10: Sean Ω un espacio muestral y σ un conjunto de subconjuntos de Ω, σ
es llamada una σ−álgebra si se satisfacen las condiciones siguientes:
Para toda Ai ∈ σ ↔ Aci ∈ σ, donde Aci es el evento complementario al evento Ai
Si A1, A2, ... An, ... ∈ σ, entonces
⋃∞
n=1 An ∈ σ
φ ∈ σ, aqúı φ denota al conjunto vaćıo
Definición 11: Sean Ω un espacio muestral y A un evento de una σ−álgebra definida
en Ω, la función P (A) es llamada probabilidad (o medida de probabilidad de A) si se
cumplen las condiciones siguientes:
P (A) = 0
P (Ω) = 1
Si A1, A2, ..., es una sucesión finita o infinita de eventos mutuamente excluyentes
Ai
⋂







P (A1) + P (A2) + P (A3) + ...
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Definición 12: Sea Ω un espacio muestral con determinada σ-álgebra y A ∈ σ un
evento con probabilidad P , la tŕıada (Ω, σ, P ) es llamada espacio de probabilidad. Aśı,
el espacio de probabilidad sirve como modelo matemático de fenómenos aleatorios en la
teoŕıa moderna de probabilidad.
Definición 13: Espacios contables. Sea Ω un espacio muestral que consiste de N
pruebas, siendo N un número entero positivo finito. Sus eventos elementales ζ i pueden
expresarse en términos de las probabilidades P{ζ i} = pi, que satisfacen a la ecuación
p1 + ... + pN = 1, donde pi son números reales no negativos.
Definición 14: Sea Ω un espacio muestral con una σ-álgebra definida y los eventos A
y B tal que B ∈ σ y P (B) 6= 0, entonces la probabilidad condicional de un evento A ∈ σ
relativo al evento B es determinada por la fórmula
P (A|B) = P (AB)
P (B)
El evento A es independiente de B si P (A|B) = P (A) y además
P (AB) = P (A)P (B|A) = P (B)P (A|B)
donde P (AB) denota la probabilidad de la intersección de los eventos A y B.
En general, si Ai ∈ σ, i = 1, 2, ..., n, los eventos A1, ..., An son independientes si ca-
da uno de ellos no depende de los otros ni de cualquier otra intersección. La igualdad
P (A1, ..., An) = P (A1) · · · P (An) sirve como condición necesaria y suficiente de la inde-
pendencia de los eventos A1, ..., An.
Definición 15: La función de distribución acumulativa de una variable aleatoria X
se define mediante FX = P [X ≤ x], −∞ < x < ∞
La función de distribución acumulativa tiene las propiedades siguientes:
0 ≤ FX(x) ≤ 1
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ĺımx−→∞ FX(x) = 1
ĺımx−→−∞ FX(x) = 0
FX(x) es una función no decreciente de x en el intervalo (a, b) si se cumple
FX(a) ≤ FX(b)
FX(x) es una función continua por la derecha si se cumple
FX(b) = ĺımh−→0 FX(b + h) = FX(b+) con h > 0
Las propiedades anteriores conducen a los teoremas siguientes:
Teorema 2-7: La probabilidad de los eventos correspondientes a los intervalos de la
forma a < X ≤ b, puede expresarse en términos de la función de distribución acumulativa
P [a < X ≤ b] = FX(b)− FX(a).
Prueba. Dado que {X ≤ a}⋃{a < x ≤ b} = {X ≤ b} y los dos eventos del miembro
izquierdo son mutuamente exclusivos, entonces se cumple FX(a)+P [a < X ≤ b] = FX(b),
por tanto, P [a < X ≤ b] = FX(b)− FX(a).
Teorema 2-8: La probabilidad en el extremo derecho del intervalo continuo (a, b] es
FX(b)− FX(b−).
Prueba. Sea a = b − ε con ε > 0, entonces P [b − ε < X] = FX(b) − FX(b − ε) y a
medida que ε −→ 0 entonces la probabilidad en el intervalo se aproxima a P [X = b]. Por
tanto P [X = b] = FX(b)− FX(b−).
De manera similar, es posible calcular la probabilidad de otros tipos de intervalos, por
ejemplo para a ≤ X ≤ b, se tiene
P [a ≤ X ≤ b] = P [X = a]+P [a < X ≤ b] = FX(a)−FX(a−)+FX(b)−FX(a) = FX(b)−FX(a−).
por tanto, si la función de distribución acumulativa es continua en los extremos de un
intervalo, estos tienen probabilidad cero y pueden ser incluidos o excluidos de ese intervalo.
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Se concluye que para distintos tipos de intervalos se cumple
P [a < X < b] = P [a ≤ X < b] = P [a < X ≤ b] = P [a ≤ X ≤ b].
Resumiendo, para toda variable aleatoria X se cumplen las condiciones siguientes:
FX(−∞) = 0
FX(∞) = 1
P [x1 < X ≤ x2] = FX(x2)− FX(x1)




Definición 17: La función de distribución condicional de la variable aleatoria X dado
el evento B se define como la probabilidad condicional del evento {X ≤ x}, luego
FX(x | B) = P{X ≤ x | B}
Definición 18: La función de densidad condicional de la variable aleatoria X en el
evento {X ≤ x} dado el evento B, es no negativa y su área es la unidad, se describe por
fX(x | B) = dFX(x | B)
dx





Definición 20: El n-ésimo momento de una variable aleatoria continua X se define






Definición 21: X es una variable aleatoria Gaussiana si su función de densidad de
probabilidad es fX(x) =
1√
2πσ2
e−(x−m)2/2σ2, para m ∈ R y σ ∈ R+.
Una propiedad importante, es que bajo cualquier transformación lineal de variables
Gaussianas se obtiene otra variable Gaussiana. Por ejemplo, si X es una variable aleatoria
Gaussiana con los parámetros m y σ, entonces Y = aX + b es otra variable aleatoria
Gaussiana con parámetros am + b y | a | σ.
Definición 22: El n-ésimo momento central de una variable aleatoria continua x con














2σ2 dx =m. La varianza es el segundo momento
central, es de particular interes y se calcula con var[x] = E(x− E[x])2 = E[x2]−E2[x] =
σ2.
Definición 23: La covarianza de dos variables aleatorias X y Y se calcula con
Cov[X, Y ] = E[(X −mX)(Y −mY )] = E[XY ]−mXmY
Definición 24: Las variables aleatorias X y Y son no correlacionadas si su covarianza
es cero.
Definición 25: El valor de la esperanza condicional de una variable aleatoria continua
g(X) dado un evento B se calcula con




Definición 26: La función caracteŕıstica de una variable aleatoria continua X se
define por





donde ejωx = cosωX + jsenωX y j es la unidad de los números imaginarios.
Definición 27: La secuencia de variables aleatorias Xn(ω) con n = 1, 2, ..., se dice
que converge en media cuadrática si se cumple
limn→∞E(Xn −X)2 = 0
2.2.2. Conceptos básicos de procesos estocásticos
Definición 28: Un proceso estocástico x(t) consiste de un experimento con medida
de probabilidad P [.] definida en un espacio Ω y una relación que asigna una función de
tiempo x(t, ζ) a cada realización ζ en Ω.
Un proceso estocástico representa:
una familia de funciones de tiempo si t y ζ son variables.
una función de tiempo si t es variable y ζ constante.
una variable aleatoria si t es constante y ζ variable.
un número si t es constante y ζ constante.
Definición 29: La media η(t) de un proceso estocástico x(t) es la función determinista




Definición 30: La autocorrelación R(t1, t2) de un proceso estocástico x(t) es el valor
esperado del producto x(t1)x(t2) y se describe por





x1x2f(x1, x2; t1, t2)dx1dx2
donde valor R(t, t) es la potencia promedio x(t) y equivale al valor esperado de x2(t).
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Definición 31: La autocovarianza C(t1, t2) de un proceso estocástico x(t) es la cova-
rianza de las variables aleatorias X(t1) y X(t2) y se determina con
C(t1, t2) = R(t1, t2)− η(t1)η(t2)
donde C(t, t) equivale al valor de la varianza de la variable aleatoria X(t).
Definición 32: Un proceso estocástico x(t) tiene incrementos independientes si
∀ n ∈ N , t0 < t1 < · · · < tn, las variables aleatorias xt0 , xt1 − xt0 , ..., xtn − xtn−1 son
independientes.
Definición 33: El proceso Wiener (W(t), t > 0) es un proceso estocástico real escalar
o vectorial con incrementos independientes que satisface las condiciones siguientes:
Todas las realizaciones w(t) del proceso W(t) son continuas y w(0) = 0.
La distribución en una dimensión del proceso W(t) es normal.





donde ν(t) es una función no negativa que representa la intensidad del proceso W(t).
Definición 34: El proceso aleatorio x(t) con media cero y función de covarianza que
contiene como multiplicador a la función delta de Dirac es llamado ruido blanco. Se
representa por las fórmulas mx(t) = 0 y Kx(t1, t2) = ν(t1)δ(t1 − t2), donde la función
delta de Dirac es la intensidad del ruido blanco. La varianza del ruido blanco es infinita
y sus valores en dos puntos diferentes son no correlacionados.
Definición 35: Un proceso estocástico x(t) se dice que es continuo en el tiempo t en
media cuadrática, si se cumple la condiciónE[(x(t + ε)− x(t)]2 → 0 a medida que ε → 0.
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Teorema 2-9: Un proceso estocástico x(t) es continuo en media cuadrática si su
autocorrelación es continua.
Prueba: Dado que
E[x(t + ε)− x(t)]2 = R(t + ε, t + ε)− 2R(t + ε, t) + R(t, t)
además, si la autocorrelación R(t1, t2) es continua, entonces el lado derecho de la ecuación
inmediata anterior tiende a cero a medida que ε tiende a cero. Esto prueba que el proceso
estocástico x(t) es continuo en media cuadrática.
Corolario 2-1: Si el proceso estocástico x(t) es continuo en media cuadrática, en-
tonces su media es continua, luego
η(t + ε) → η(t), ε → 0
Prueba: Dado que
E[x(t + ε)− x(t)]2 ≥ E2[x(t + ε)− x(t)]
entonces se cumple
limε→0E[x(t + ε)] = E[limε→0x(t + ε)] → η(t)
Definición 36: Un proceso estocástico x(t) es diferenciable en media cuadrática si se
cumple la condición
E{[x(t + ε)− x(t)
ε
− x′(t)]2} → 0, ε → 0
El criterio de Cauchy nos permite demostrar que un proceso estocástico tiene derivada sin
requerir el valor de la derivada x
′
(t0). Aśı, para que un proceso estocástico tenga derivada
en media cuadrática es necesario y suficiente que se cumpla la condición
E{[x(t + ε1)− x(t)
ε1
− x(t + ε2)− x(t)
ε2
]2} → 0
siempre que ε1 → 0 y también ε2 → 0.
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2.3. Filtro de Kalman-Bucy para Sistemas
en Tiempo Continuo
2.3.1. Conceptos básicos.
En sistemas de control lineales con medición de salida incompleta, el proceso de filtrado
para minimizar la varianza del error de estimación del estado es conocido como el filtro
de Kalman-Bucy.
En el diseño del filtro, es imperativo considerar la contribución de los ruidos asociados
al sistema debido a que afectan de forma significativa su desempeño. Luego, el diseño del
filtro concierne a los datos estad́ısticos de los ruidos.
El filtro de Kalman-Bucy entrega valores del estimado del estado cuya media converge
a la media de los valores reales del estado [73].
Sea x(t) un proceso aleatorio no medible completamente con dinámica de estado
descrita por la ecuación diferencial
dx(t) = A(t)x(t)dt + B(t)dW1(t), x(t0) = x0 (2.30)
y con la ecuación de salida descrita por
dy(t) = C(t)x(t)dt + D(t)dW2(t) (2.31)
donde los elementos de las matrices A(t) ∈ Rn×n, B(t) ∈ Rn×p1 , C(t) ∈ Rm×n y
D(t) ∈ Rm×p2 son funciones continuas en el tiempo, x(t) ∈ Rn es el vector de estados,
y(t) ∈ Rm es el vector de salida, los vectores W1(t) ∈ Rp1 y W2(t) ∈ Rp2 son ruidos
blancos. La condición inicial x0 ∈ Rm es un vector Gaussiano tal que x0, W1(t) y W2(t)
son procesos independientes. Todos los coeficientes de las ecuaciones (2.30) y (2.31) son
funciones deterministicas de dimensiones apropiadas.
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Se supone que la matriz C(t) es no nula y la matriz D(t)DT (t) es definida positiva.
La estimación óptima del estado respecto a la salida Y (t) = y(s) con s ∈ [0, t], se
obtiene al minimizar el ı́ndice de desempeño
J = E[(x(t)− x̂)T (x(t)− x̂) | F Yt ] (2.32)
en cada instante t, donde F Yt es la σ − álgebra generada por las mediciones y(s) en el
intervalo t0 ≤ s < t hasta el tiempo presente t.
Como se sabe ([71, 72]), el estimado óptimo del estado con relación a la σ−álgebra
F Yt generada por la salida Y (t) en el intervalo [t0, t], se obtiene con la ecuación
x̂ = m(t) = E(x(t) | F Yt ) (2.33)
Definición 37: En los sistemas de control con medición incompleta de estado, el error
de estimación es la diferencia entre el valor real del estado y su estimado. El estimado del
estado en cada instante t del horizonte de filtrado es proporcionado por un filtro acoplado
al sistema. El error de estimación se denota por ε = x(t)− x̂(t).
Si se toma la esperanza del segundo momento del error de estimación, se obtiene la
matriz de covarianza. Los elementos de la diagonal principal de la matriz de covarianza
son las varianzas de las variables de estado y los elementos restantes son las covarianzas
de las variables de estado.
La varianza condicional del error de estimación de estado respecto al proceso estocásti-
co F Yt [72], se define por
P (t) = E[(x(t)−m(t))(x(t)−m(t))T | F Yt ] (2.34)
Para el estimado óptimo del estado [72], se tiene
dm(t) = A(t)m(t)dt + P (t)CT (t)(D(t)DT (t))−1[dy(t)− C(t)m(t)dt] (2.35)
con la condición inicial m(t0) = E[x(t0) | F yt0 ].
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Para la varianza del error de estimación del estado [72], se tiene
Ṗ (t) = P (t)AT (t) + A(t)P (t) + B(t)BT (t)− P (t)CT (t)(D(t)DT (t))−1C(t)P (t) (2.36)
con la condición inicial P (t0) = E[[x(t0)−m(t0)][x(t0)−m(t0)]T | F Yt0 ].
Las condiciones para la existencia de la solución de (2.36) consideran que las matrices
B(t)BT (t) y CT (t)(D(t)DT (t))−1C(t) son simétricas definidas no negativas y además,
cuando la condición inicial P0 es no negativa la solución es única.
Los sistemas de ecuaciones (2.35) y (2.36) constituyen el filtro de Kalman-Bucy [73].
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2.4. Control Óptimo en Sistemas Lineales
2.4.1. Conceptos básicos
La teoŕıa moderna de control óptimo tiene sus ráıces en el cálculo de variaciones
[78]. El problema de control óptimo para sistemas en tiempo continuo se caracteriza por
determinar un objetivo, el cual consiste en encontrar la ley de control u(t) que actúe sobre
el sistema en cierto intervalo t ∈ [t0, tf ] y que optimice (minimice o maximice) un criterio
de desempeño considerado. La trayectoria de estado que satisface las limitaciones de la
variable de estado en el intervalo de control es llamada trayectoria admisible [78].
El ı́ndice de desempeño como expresión matemática de las cualidades deseadas del
sistema controlado, puede ser tan variado como plantas distintas y aplicaciones de diseño
existan.
Algunas categoŕıas de los problemas de control que se definen por el formato del ı́ndice
de desempeño son: el problema de tiempo mı́nimo, el problema de consumo mı́nimo de
combustible, el problema de seguimiento, el problema de consumo mı́nimo de enerǵıa [79].
Principio de Separación: En sistemas de control lineales afectados por perturba-
ciones estocásticas y con ı́ndice de desempeño cuadrático, el principio de separación puede
emplearse para desacoplar en dos secciones el sistema de control estocástico completo. Una
sección es el controlador óptimo determinista en el que se tiene el conocimiento exacto
y completo de todos los estados del sistema y la sección restante es el filtro óptimo que
procesa las mediciones incompletas y con ruido de los estados para obtener los estimados
del estado del sistema. Estos estimados son utilizados por el controlador óptimo en lugar
de los estados [77].
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Teorema 2-10: La solución óptima del problema del controlador con realimentación
de salida estocástica es la misma que la solución del problema del controlador con reali-
mentación de estado óptimo estocástico, excepto que en la ley de control u(t), el estado
x(t) del sistema es reemplazado por su estimado óptimo m(t). La entrada de control se
selecciona como u(t) = −F 0(t)m(t), donde F 0(t) es la matriz de ganancia del regulador
óptimo y m(t) es la salida del filtro óptimo.
2.4.2. El problema de control óptimo en sistemas lineales
En muchos sistemas de control se presentan problemas de optimización, por ejemplo
si se requiere llevar a cero el estado tan rápido como sea posible y a la vez acotar la
magnitud de las entradas. Sea un sistema lineal descrito por
ẋ(t) = A(t)x(t) + B(t)u(t) (2.37)
donde x(t) ∈ Rn es el vector de estados del sistema, u(t) ∈ Rm es la entrada de control,
A(t) ∈ Rn×n y B∈ Rn×m.















donde Rm×m es una matriz simétrica definida positiva, ψn×n y Ln×n son matrices simétri-
cas definidas no negativas. Se considera también que T1 > t0.
En la resolución del problema de control óptimo, es necesario encontrar la entrada de
control u∗(t) en t ∈ [t0, T1] que minimice la función de costo J a través de la trayectoria
x∗(t), generada en t ∈ [t0, T1] al sustituir u∗(t) en la ecuación de estado.
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2.4.3. Solución del problema de control óptimo en sistemas
lineales
El problema de control óptimo descrito por (2.37) y (2.38) se resuelve de manera
similar como aparece en [30]. Luego, la matriz de ganancia para el control óptimo es
Kc = (R(t))
−1BT (t)Q(t)
y la ley de control óptimo se determina por
u∗(t) = Kcx = (R(t))−1BT (t)Q(t)x(t) (2.39)
La función matricial Q(t) es la solución de la ecuación de Riccati
Q̇(t) = −AT (t)Q(t)−Q(t)A(t) + L(t)−Q(t)B(t)R−1(t)BT (t)Q(t) (2.40)
Al sustituir la ley de control óptimo (2.39) en (2.37), se obtiene la ecuación de estado
óptimamente controlado
ẋ(t) = [A(t) + B(t)(R(t))−1BT (t)Q(t)]x(t), x(t0) = x0 (2.41)
De esta forma, se resuelve el problema de control óptimo para el sistema lineal descrito
por (2.37), sujeto al criterio de minimización (2.38) y gobernado por el control (2.39).
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Caṕıtulo 3
Filtrado Óptimo para Sistemas de
Estado Polinomial con Ruido
Multiplicativo Polinomial
3.1. Problema de Filtrado para Estado Polinomial
con Ruido Multiplicativo sobre Observaciones
Lineales
Sea (Ω, F, P ) un espacio de probabilidad completo con una creciente familia real con-
tinua de σ-álgebras Ft, t ≥ t0, y sea (W1(t), Ft, t ≥ t0) y (W2(t), Ft, t ≥ t0) procesos de
Wiener independientes. Los procesos aleatorios Ft-medibles (x(t), y(t)) es descrito por una
ecuación diferencial no lineal con ambos términos ”drift y difusión”polinomiales para el
estado del sistema
dx(t) = f(x, t)dt + g(x, t)dW1(t), x(t0) = x0, (1)
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y una ecuación diferencial lineal para el proceso de observación
dy(t) = (A0(t) + A(t)x(t))dt + B(t)dW2(t). (2)
Aqúı, x(t) ∈ Rn es el vector de estado y y(t) ∈ Rn es el vector de observación lineal, tal
que la matriz A(t) ∈ Rn×n es invertible. La condición inicial x0 ∈ Rn es un vector Gaus-
siano tal que x0, W1(t), y W2(t) son independientes. Esto es supuesto que B(t)B
T (t) es
una matriz definida positiva. Todos los coeficientes en (1)–(2) son funciones determińısti-
cas de tiempo de dimensiones apropiadas. La función ”difusión”no lineal g(x, t) forma un
ruido multiplicativo dependiente de estado en la ecuación (1).
Las funciones no lineales f(x, t) y g(x, t) son considerados polinomiales de n variables,
componentes del vector de estado x(t) ∈ Rn, con coeficientes dependientes de tiempo.
Ya que x(t) ∈ Rn es un vector, esto requiere una definición especial de la polinomial
para n > 1; algunos de ellos pueden ser encontrados en [23, 24, 62]. En este caṕıtulo, un
polinomio de grado p de un vector x(t) ∈ Rn es considerado como una forma p-lineal de
n componentes de x(t)
f(x, t) = a0(t) + a1(t)x + a2(t)xx
T + . . . + ap(t)x . . .p times . . . x, (3)
donde a0(t) es un vector de dimensión n, a1 es una matriz de dimensión n × n, a2 es un
tensor 3D de dimensión n×n×n, ap es un tensor (p+1)D de dimensión n×. . .(p+1) times . . .×
n, y x× . . .p times . . .× x es un tensor pD de dimensión n× . . .p times . . .× n obtenido por
p veces la multiplicación de espacio del vector x(t) por si mismo. Tal polinomio puede ser
expresado en la forma de suma










ap ki1...ip(t)xi1(t) . . . xip(t), k, i, j, i1 . . . ıp = 1, . . . , n.
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El problema de estimación es encontrar el estimado óptimo x̂(t) para el estado x(t),
basado sobre los procesos de observación Y (t) = {y(s), 0 ≤ s ≤ t}, que minimiza la
norma-2 Euclideana
J = E[(x(t)− x̂(t))T (x(t)− x̂(t)) | F Yt ]
en cualquier momento de tiempo t. Aqúı, E[z(t) | F Yt ] significa la esperanza condicional
de un proceso estocástico z(t) = (x(t) − x̂(t))T (x(t) − x̂(t)) con respecto a la σ-álgebra
F Yt generada por el proceso de observación Y (t) en el intervalo [t0, t]. Como es conocido
en [63], este estimado óptimo es dado por la esperanza condicional
x̂(t) = m(t) = E(x(t) | F Yt )
del sistema de estado x(t) con respecto a la σ-álgebra F Yt generada por el proceso de
observación Y (t) en el intervalo [t0, t]. Como es usual, la función matricial
P (t) = E[(x(t)−m(t))(x(t)−m(t))T | F Yt ]
es el estimado de la varianza del error.
La solución propuesta a este problema de filtrado óptimo es basado sobre las fórmulas
para el diferencial de Ito de la esperanza condicional E(x(t) | F Yt ) y su varianza P (t)
(citada por [63]) y dada en la siguiente sección.
3.2. Filtro Óptimo para Estado Polinomial con Ruido
Multiplicativo sobre Observaciones Lineales
Las ecuaciones de filtrado óptimo serán obtenidas usando la fórmula para el diferencial
de Ito de la esperanza condicional m(t) = E(x(t) | F Yt ) (ver [63])





(dy(t)− E(ϕ1(x) | F Yt )dt),
donde f(x, t) es el término ”drift”polinomial en la ecuación de estado, y ϕ1(x) es el
término ”drift” lineal en la ecuación de observación igual a ϕ1(x) = A0(t) + A(t)x(t).
Bajo la sustitución del desempeño, la ecuación de estado toma la forma
dm(t) = E(f(x, t) | F Yt )dt + E(x(t)[A(t)(x(t)−m(t))]T | F Yt )×
(B(t)BT (t))−1(dy(t)− (A0(t) + A(t)m(t)) =
E(f(x, t) | F Yt )dt + E(x(t)(x(t)−m(t))T | F Yt )AT (t)×
(B(t)BT (t))−1(dy(t)− (A0(t) + A(t)m(t))dt) =
E(f(x, t) | F Yt )dt + P (t)AT (t)(B(t)BT (t))−1(dy(t)− (A0(t) + A(t)m(t))dt). (4)
La ecuación (4) será complementada con la condición inicial m(t0) = E(x(t0) | F Yt0 ).
Tratando de componer un sistema cerrado de las ecuaciones de filtrado, la ecuación (4)
será complementada con la ecuación para la varianza del error P (t). Para este propósito, la
fórmula para el diferencial de Ito de la varianza P (t) = E((x(t)−m(t))(x(t)−m(t))T | F Yt )
será usada (citada otra vez por [63]):
dP (t) = (E((x(t)−m(t))(f(x, t))T | F Yt ) + E(f(x, t)(x(t)−m(t))T ) | F Yt )+




E([ϕ1(x)− E(ϕ1(x) | F Yt )]xT (t) | F Yt ))dt+




(dy(t)− E(ϕ1(x) | F Yt )dt),
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donde el último término será entendido como un tensor 3D (bajo la esperanza de la
muestra) convolucionado con un vector, la cual produce una matriz. Bajo las sustituciones
las expresión para ϕ1, la última fórmula toma la forma
dP (t) = (E((x(t)−m(t))(f(x, t))T | F Yt ) + E(f(x, t)(x(t)−m(t))T ) | F Yt )+
E(g(x, t)gT (x, t) | F Yt )− (E(x(t)(x(t)−m(t))T | F Yt )AT (t)×
(B(t)BT (t))−1A(t)E((x(t)−m(t))xT (t)) | F Yt ))dt+
E((x(t)−m(t))(x(t)−m(t))(A(t)(x(t)−m(t)))T | F Yt )(B(t)BT (t))−1×
(dy(t)− A(t)m(t))dt).
Usando la fórmula de la varianza P (t) = E((x(t) − m(t))xT (t)) | F Yt ), la última
ecuación puede ser representada como
dP (t) = (E((x(t)−m(t))(f(x, t))T | F Yt ) + E(f(x, t)(x(t)−m(t))T ) | F Yt )+ (5)
E(g(x, t)gT (x, t) | F Yt )− P (t)AT (t)(B(t)BT (t))−1A(t)P (t))dt+
E(((x(t)−m(t))(x(t)−m(t))(x(t)−m(t))T | F Yt )×
AT (t)(B(t)BT (t))−1(dy(t)− A(t)m(t− h))dt).
La ecuación (5) será complementada con la condición inicial
P (t0) = E[(x(t0)−m(t0)(x(t0)−m(t0)T | F Yt0 ].
Las ecuaciones (4) y (5) para el estimado óptimo m(t) y la varianza del error P (t)
forman un sistema abierto de las ecuaciones de filtrado para el estado no lineal (1) sobre
observaciones lineales (2).
Probemos ahora que este sistema se convierte a un sistema cerrado de las ecuaciones
de filtrado en vista de las propiedades polinomiales de las funciones f(x, t) y g(x, t) en la
ecuación (1).
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Como es mostrado en [23, 24], un sistema cerrado de las ecuaciones de filtrado para
un sistema de estado con ”drift”polinomial y ”difusión”independiente de estado sobre
observaciones lineales puede ser obtenida si la matriz de observación A(t) es invertible para
cualquier t ≥ t0. La última condición, también asumida para el proceso de observación
(2), implica ([23, 24]) que la variable aleatoria x(t)−m(t) es condicionalmente Gaussiana
con respecto a los procesos de observación y(t) para cualquier t ≥ t0. Aqúı, las siguientes
consideraciones en [23, 24] son aplicables a las ecuaciones de filtrado (4),(5).
Primero, ya que la variable aleatoria x(t) − m(t) es condicionalmente Gaussiana, el
tercer momento condicional E((x(t)−m(t))(x(t)−m(t))(x(t)−m(t))T | F Yt ) de x(t)−m(t)
con respecto a observaciones, el cual perdura en el último término de la ecuación (5), es
igual a cero, porque el proceso x(t)−m(t) es condicionalmente Gaussiana. De este modo,
el último término completo en (5) es desaparecido y la siguiente ecuación de la varianza
es obtenida
dP (t) = (E((x(t)−m(t))(f(x, t))T | F Yt ) + E(f(x, t)(x(t)−m(t))T ) | F Yt )+ (6)
E(g(x, t)gT (x, t) | F Yt )− P (t)AT (t)(B(t)BT (t))−1A(t)P (t))dt,
con la condición inicial P (t0) = E[(x(t0)−m(t0)(x(t0)−m(t0)T | F Yt0 ].
Segundo, si las funciones f(x, t) y g(x, t) son funciones polinomiales del estado x
con coeficientes dependientes del tiempo, las expresiones de los términos E(f(x, t) |
F Yt ) en (4) y E((x(t) − m(t))fT (x, t)) | F Yt ) y E(g(x, t)gT (x, t) | F Yt ) en (6) pudiera
también incluir sólo términos polinomiales de x. Entonces, esos términos polinomiales
pueden ser representados como funciones de m(t) y P (t) usando la siguiente propiedad
de variable aleatoria Gaussiana x(t) −m(t): todos sus momentos condicionales impares,
m1 = E[(x(t)−m(t)) | Y (t)],m3 = E[(x(t)−m(t)3 | Y (t)], m5 = E[(x(t)−m(t))5 | Y (t)],
... son igual a 0, y todos sus momentos condicionales pares m2 = E[(x(t) − m(t))2 |
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Y (t)], m4 = E[(x(t) − m(t))4 | Y (t)], ... pueden ser representadas como funciones de la
varianza P (t). Por ejemplo, m2 = P, m4 = 3P
2,m6 = 15P
3, ... etc. Después de repre-
sentar todos los términos polinomiales (4) y (6), que son generados bajo la expresión
E(f(x, t) | F Yt ), E((x(t) − m(t))fT (x, t)) | F Yt ), y E(g(x, t)gT (x, t) | F Yt ), como fun-
ciones de m(t) y P (t), una forma cerrada de las ecuaciones de filtrado será obtenida. Las
correspondientes representaciones de E(f(x, t) | F Yt ) y E((x(t) − m(t))(f(x, t))T | F Yt )
han sido desarrolladas en [23, 24] para ciertas funciones polinomiales f(x, t).
En la siguiente subsección, una forma cerrada de las ecuaciones de filtrado serán
obtenidas de (4) y (6) para funciones lineal y bilineal f(x, t) y g(x, t) en la ecuación
(1). Esto será notado, de cualquier modo, que el uso del mismo procedimiento podŕıa
resultar en calcular un sistema cerrado de las ecuaciones de filtrado para cualesquiera
funciones polinomiales f(x, t) y g(x, t) en (1).
3.2.1. Filtro Óptimo para Estado Lineal con Ruido Multiplica-
tivo Lineal
En un caso particular, si las funciones f(x, t) = a0(t) + a1(t)x(t) y g(x, t) = b0(t) +
b1(t)x(t) son lineales, donde b1 es un tensor 3D de dimensión n×n×n, las representaciones
para E(f(x, t) | F Yt ), E((x(t) − m(t))(f(x, t))T | F Yt ), y E(g(x, t)gT (x, t) | F Yt ) como
funciones de m(t) y P (t) son desarrolladas como sigue
E(f(x, t) | F Yt ) = a0(t) + a1(t)m(t), (7)
E(f(x, t)(x(t)−m(t))T ) | F Yt ) + E((x(t)−m(t))(f(x, t))T | F Yt ) =
a1(t)P (t) + P (t)a
T
1 (t). (8)




0 (t) + b1(t)P (t)b
T
1 (t) + b1(t)m(t)m
T (t)bT1 (t),
donde bT1 (t) denota el tensor obtenido de b1(t) transponiendo sus dos ı́ndices derechos.
Sustituyendo la expresión (7) en (4) y las expresiones (8),(9) en (6), las ecuaciones de
filtrado para el estimado óptimo m(t) y la varianza del error P (t) son obtenidas
dm(t) = (a0(t) + a1(t)m(t))dt+ (10)
P (t)AT (t)(B(t)BT (t))−1[dy(t)− A(t)m(t)dt], m(t0) = E(x(t0) | F Yt )),





0 (t) + b0(t)(b1(t)m(t))
T + (b1(t)m(t))b
T




T (t)bT1 (t))dt− P (t)AT (t)(B(t)BT (t))−1A(t)P (t)dt.
P (t0) = E((x(t0)−m(t0))(x(t0)−m(t0))T | F Yt )).
Note que la matriz de observación A(t) también no debe ser necesariamente invertible
para obtener las ecuaciones de filtrado (10)–(11). Realmente, la única polinomial usada,
E(x(t)xT (t) | F Yt ) = P (t) + m(t)mT (t), es válida para cualquier variable aleatoria con
momentos segundo finito, no sólo en Gaussiana.
3.2.2. Filtro Óptimo para Estado Bilineal con Ruido Multiplica-
tivo Bilineal
Sean las funciones
f(x, t) = a0(t) + a1(t)x + a2(t)xx
T (12)
y
g(x, t) = b0(t) + b1(t)x + b2(t)xx
T (13)
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polinomiales bilineales, donde x es un vector n-dimensional, a0(t) es un vector n-dimen-
sional, a1(t) y b0(t) son matrices n×n, a2(t) y b1(t) son tensores 3D de dimensión n×n×n,
y b2(t) es un tensor 4D de dimensión n×n×n×n. En este caso, las representaciones para
E(f(x, t) | F Yt ), E((x(t)−m(t))(f(x, t))T | F Yt ), y E(g(x, t)gT (x, t) | F Yt ) como funciones
de m(t) y P (t) son desarrolladas como sigue (ver [23, 24])
E(f(x, t) | F Yt ) = a0(t) + a1(t)m(t) + a2(t)m(t)mT (t) + a2(t)P (t), (14)
E(f(x, t)(x(t)−m(t))T ) | F Yt ) + E((x(t)−m(t))(f(x, t))T | F Yt ) =
a1(t)P (t) + P (t)a
T
1 (t) + 2a2(t)m(t)P (t) + 2(a2(t)m(t)P (t))
T . (15)
E(g(x, t)gT (x, t) | F Yt ) = b0(t)bT0 (t) + b0(t)(b1(t)m(t))T +
(b1(t)m(t))b
T
0 (t) + b1(t)P (t)b
T
1 (t) + b1(t)m(t)m
T (t)bT1 (t)+
b0(t)(P (t) + m(t)m
T (t))bT2 (t) + b2(t)(P (t) + m(t)m
T (t))bT0 (t)+ (16)
b1(t)(3m(t)P (t) + m(t)(m(t)m
T (t)))bT2 (t) + b2(t)(3P (t)m
T (t) + (m(t)mT (t))mT (t))bT1 (t)+
3b2(t)P
2(t)bT2 (t)+3b2(t)(P (t)m(t)m
T (t)+m(t)mT (t)P (t))bT2 (t)+ b2(t)(m(t)m
T (t))2bT2 (t).
donde bT2 (t) denota el tensor obtenido de b2(t) transponiendo sus dos ı́ndices derechos.
Sustituyendo la expresión (14) en (4) y la expresión (15),(16) en (6), las ecuaciones de
filtrado para el estimado óptimo m(t) y la varianza del error P (t) son obtenidas
dm(t) = (a0(t) + a1(t)m(t) + a2(t)m(t)m
T (t) + a2(t)P (t))dt+ (17)
P (t)AT (t)(B(t)BT (t))−1[dy(t)− A(t)m(t)dt], m(t0) = E(x(t0) | F Yt )),
dP (t) = (a1(t)P (t) + P (t)a
T




0 (t) + b0(t)(b1(t)m(t))
T + (b1(t)m(t))b
T




T (t)bT1 (t) + b0(t)(P (t) + m(t)m
T (t))bT2 (t)+
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b2(t)(P (t) + m(t)m
T (t))bT0 (t) + b1(t)(3m(t)P (t) + m(t)(m(t)m
T (t)))bT2 (t)+
b2(t)(3P (t)m
T (t) + (m(t)mT (t))mT (t))bT1 (t) + 3b2(t)P
2(t)bT2 (t)+
3b2(t)(P (t)m(t)m
T (t) + m(t)mT (t)P (t))bT2 (t)+
b2(t)(m(t)m
T (t))2bT2 (t))dt− P (t)AT (t)(B(t)BT (t))−1A(t)P (t)dt.
P (t0) = E((x(t0)−m(t0))(x(t0)−m(t0))T | F Yt )).
Por medio de la derivación precedente, el siguiente resultado es demostrado.
Teorema 1. El filtro óptimo dimensión finita para el estado bilineal con ruido mul-
tiplicativo bilineal (1), donde los polinomios bilineales f(x, t) y g(x, t) son definidas por
(12),(13), sobre las observaciones lineales (2), es dado por la ecuación (17) para el esti-
mado óptimo m(t) = E(x(t) | F Yt ) y la ecuación (18) para el cálculo de la varianza del
error P (t) = E[(x(t)−m(t))(x(t)−m(t))T | F Yt ].
Aśı, basado sobre el sistema abierto general de las ecuaciones de filtrado (4),(6), esto
es probado que un sistema cerrado de las ecuaciones de filtrado pueden ser obtenidas para
cualquier estado polinomial con un ruido multiplicativo polinomial (1) sobre observaciones
lineales (2). Además, la forma espećıfica (17),(18) del sistema cerrado de las ecuaciones
de filtrado correspondiente a un estado bilineal con un ruido multiplicativo bilineal es
derivada. En la siguiente sección, el desempeño del filtro óptimo diseñado para un esta-
do bilineal con un ruido multiplicativo bilineal sobre observaciones lineales es verificado
contra el filtro óptimo para un estado bilineal con un ruido independiente de estado y un
filtro de Kalman-Bucy extendido convencional.
3.3. Ejemplo
Esta sección presenta un ejemplo de calcular el filtro óptimo para un estado cuadrático
con un ruido multiplicativo cuadrático sobre observaciones lineales, comparándolo con el
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filtro óptimo para un estado cuadrático con un ruido independiente de estado y un filtro
de Kalman-Bucy extendido convencional.
Sea el estado real x(t) que satisface la ecuación cuadrática
ẋ(t) = 0,1x2(t) + 0,1x2(t)ψ1(t), x(0) = x0, (19)
y el proceso de observación dado por la ecuación lineal
y(t) = x(t) + ψ2(t), (20)
donde ψ1(t) y ψ2(t) son ruidos blancos Gaussianos, las cuales son las derivadas débiles en
promedio cuadrático de procesos estandar de Wiener (ver [63]). Las ecuaciones (19),(20)
presentan la forma convencional para las ecuaciones (1),(2), la cual es actualmente usada
en práctica [80].
El problema de filtrado es encontrar el estimado óptimo para el estado cuadrático con
ruido cuadrático (19), usando observaciones lineales (20) mezcladas con perturbaciones
independientes e identicamente distribuidas modeladas como ruidos blancos Gaussianos.
Sea el tiempo de horizonte de filtrado a T = 9,2.
Las ecuaciones de filtrado (17),(18) toma la siguiente forma particular para el sistema
(19),(20)
ṁ(t) = 0,1(m2(t) + P (t)) + P (t)[y(t)−m(t)], (21)
con la condición inicial m(0) = E(x(0) | y(0)) = m0,
Ṗ (t) = 0,4P (t)m(t) + 0,03P 2(t) + 0,06P (t)m2(t) + 0,01m4(t)− P 2(t), (22)
con la condición inicial P (0) = E((x(0)−m(0))(x(0)−m(0))T | y(0)) = P0.
Los estimados obtenidos bajo la solución de las ecuaciones (21)–(22) son comparados
primero para los estimados satisfaciendo las ecuaciones de filtrado óptimo para un estado
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cuadrático con un ruido independiente de estado (ver [23]), basado sobre el sistema (19)
donde el ruido multiplicativo cuadrático x2(t)ψ1(t) es reemplazado por el ruido aditivo
estandar ψ1(t). Las ecuaciones de filtrado correspondiente son dadas por
ṁ1(t) = 0,1(m
2
1(t) + P1(t)) + P1(t)[y(t)−m1(t)], (23)
con la condición inicial m(0) = E(x(0) | y(0)) = m0,
Ṗ1(t) = 0,4P1(t)m(t) + 0,01− P 21 (t), (24)
con la condición inicial P (0) = E((x(0)−m(0))(x(0)−m(0))T | y(0)) = P0.
Los estimados obtenidos bajo la solución de las ecuaciones (21)–(22) son también com-
parados con los estimados satisfaciendo las siguientes ecuaciones de filtrado de Kalman-
Bucy extendido para un estado cuadrático (19) sobre observaciones lineales (20), obtenidas
por reemplazar el ruido multiplicativo cuadrático x2(t)ψ1(t) por el ruido aditivo estandar
ψ1(t), usando la copia directa de la de la dinámica del estado (19) en la ecuación estimada,
y asignando la ganancia del filtro como la solución de la ecuación de Riccati:
ṁK(t) = 0,1m
2
K(t) + PK(t)[y(t)−mK(t)], (25)
con la condición inicial mK(0) = E(x(0) | y(0)) = m0,
ṖK(t) = 0,4PK(t) + 0,01− P 2K(t), (26)
con la condición inicial PK(0) = E((x(0)−m(0))(x(0)−m(0))T | y(0)) = P0.
Los resultados de la simulación numérica son obtenidos resolviendo los sistemas de
ecuaciones de filtrado (21)–(22), (23)–(24), y (25)–(26). Los valores obtenidos de los esti-
mados m(t), m1(t), y mK(t) satisfacen las ecuaciones (21), (23), y (25), respectivamente,
son comparadas para los valores reales de las variables de estado x(t) en (19).
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Para cada uno de los tres filtros (21)–(22), (23)–(24), y (25)–(26) y el sistema de
referencia (19)–(20) involucrado en la simulación, los siguientes valores iniciales son asig-
nados: x0 = 1,1, m0 = 0,1, P0 = 1. Perturbaciones Gaussianas ψ1(t) en (19) y ψ2(t) en
(20) son realizadas usando la función de ruido blanco construida en MatLab.
Las siguientes gráficas son obtenidas: gráficas del error entre la variable de estado x(t)
satisfaciendo la ecuación (19) y el filtro óptimo estimado m(t) satisfaciendo la ecuación
(21); gráfica del error entre la variable de estado x(t) satisfaciendo la ecuación (19) y el
estimado m1(t) satisfaciendo la ecuación (23); gráfica del error entre la variable de estado
x(t) satisfaciendo la ecuación (19) y el estimado mK(t) satisfaciendo la ecuación (25). Las
gráficas de todos los errores de estimación son mostrados sobre el intervalo de simulación
de t0 = 0 a T = 7,3 (Fig. 1) y el intervalo de simulación completo de t0 = 0 a T = 9,2 (Fig.
2). Puede ser notado que el error dado por el filtro óptimo estimado (21) rápidamente
llega hasta y entonces mantiene el valor medio cero aun en una vecindad cerrada del
punto asintótico T = 9,205, donde la referencia de la variable de estado cuadrática (19)
se va a infinito. Por el contrario, los errores dados por los otros filtros considerados llegan
hasta cero más lentamente o no lo alcanzan en todo, tiene desviación sistemática (sesgada)
desde cero, y claramente diverge a infinito cerca del punto asintótico. Note que la varianza
del error del filtrado óptimo P (t) no converge a cero cuando el tiempo tiende al punto
asintótico, ya que la dinámica polinomial de cuarto orden es más fuerte que los términos
de Riccati cuadráticos en el lado derecho de la ecuación (22).
Aśı, esto puede ser concluido que el filtro óptimo obtenido (21)–(22) para un estado
cuadrático con un ruido multiplicativo cuadrático sobre observaciones lineales produce
definitivamente mejores estimados que el filtro óptimo para un estado cuadrático con un
ruido independiente de estado o un filtro de Kalman-Bucy extendido convencional.
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3.4. Conclusiones
Los resultados de simulación muestran que los valores del estimado calculado por usar
el filtro óptimo obtenido para un estado cuadrático con un ruido multiplicativo cuadrático
sobre observaciones lineales son notablemente cercanos a los valores reales de la variable
de referencia que los valores de los estimados dados por el filtro óptimo para un estado
con un ruido independiente de estado o un filtro de Kalman-Bucy extendido convencional.
Además, esto puede ser visto que el error de estimación producido por el filtro óptimo
rápidamente llega y entonces mantiene el valor medio cero aun en una vecindad cerrada
del tiempo asintótico fijo, donde la referencia de la variable de estado cuadrática (19)
tiende a infinito para un tiempo finito. Por el contrario, los errores de estimación dados
por los otros dos filtros aplicados diverge a infinito cerca del tiempo asintótico fijo. Este
significante mejoramiento en el comportamiento estimado es obtenido debido a la más
cuidadosa elección del filtro de la matriz de ganancia en las ecuaciones (21)–(22), como
esto seŕıa en el filtro óptimo. Aunque esta conclusión sigue de la teoŕıa desarrollada, la
simulación numérica ayuda como una ilustración convincente.
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Figura 3.1: Gráfica del error entre el estado real x(t) satisfaciendo la ecuación (19) y
el filtro óptimo estimado m(t) satisfaciendo la ecuación (21) (Error Estimado Óptimo),
gráfica del error entre el estado real x(t) satisfaciendo la ecuación (19) y el estimado m1(t)
satisfaciendo la ecuación (23) (Error Estimado 1), gráfica del error entre el estado real x(t)
satisfaciendo la ecuación (19) y el estimado mK(t) satisfaciendo la ecuación (25) (Error
Estimado 2), sobre el intervalo de simulación [0, 7,3].
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Figura 3.2: Gráfica del error entre el estado real x(t) satisfaciendo la ecuación (19) y
el filtro óptimo estimado m(t) satisfaciendo la ecuación (21) (Error Estimado Óptimo),
gráfica del error entre el estado real x(t) satisfaciendo la ecuación (19) y el estimado m1(t)
satisfaciendo la ecuacioón (23) (Error Estimado 1), gráfica del error entre el estado real
x(t) satisfaciendo la ecuacioón (19) y el estimado mK(t) satisfaciendo la ecuacioón (25)
(Error Estimado 2), sobre el intervalo de simulación completo [0, 9,2].
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Caṕıtulo 4
Filtrado Óptimo para Sistemas
Polinomiales Medidos Parcialmente
con Ruidos Multiplicativos
4.1. Establecimiento del Problema
Sea (Ω, F, P ) un espacio de probabilidad completo con una creciente familia real con-
tinua de σ-álgebras Ft, t ≥ t0, y sea (W1(t) = [W11(t),W12(t)], Ft, t ≥ t0) y (W2(t) =
[W21(t),W22(t)], Ft, t ≥ t0) procesos independientes de Wiener. El proceso aleatorio Ft-
medible (x(t) = [x1(t), x2(t)], y(t) = [y1(t), y2(t)]) es descrito por una ecuación diferencial
no lineal con ambos términos polinomiales, el drift y la difisión, para el estado del sistema
y una ecuación lineal con coeficientes independientes de estado
dx1(t) = f(x1, x2, t)dt + g(x1, x2, t)dW11(t), x1(t0) = x10, (1)
dx2(t) = (a20(t) + a21(t)x2(t))dt + b21(t)dW12(t), x2(t0) = x20, (2)
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y ecuaciones diferenciales lineales para los procesos de observación
dy1(t) = (A01(t) + A1(t)x1(t))dt + B1(t)dW21(t), (3)
dy2(t) = (A02(t) + A2(t)x2(t))dt + B2(t)dW22(t). (4)
Aqúı, x(t) = [x1(t), x2(t)] ∈ Rn es el vector de estado, x1(t) ∈ Rn1 es el componente
no lineal medido completamente, x2(t) ∈ Rn2 es uno lineal medido parcialmente, y(t) =
[y1(t), y2(t)] ∈ Rm es el vector de observación lineal, tal que el componente y1(t) ∈ Rn1
corresponde al componente de estado no lineal medido completamente x1(t) ∈ Rn1 , i.e.,
la matriz A1(t) ∈ Rn1×n1 es invertible, y y2(t) ∈ Rm2 corresponde al componente lineal
medido parcialmente x2(t) ∈ Rn2 , m2 ≤ n2, i.e., la dimensión de y2(t) puede ser menor
que la de x2(t). La condición inicial x0 ∈ Rn es un vector Gaussiano tal que x0, W1(t) =
[W11(t),W12(t)], y W2(t) = [W21(t), W22(t)] son independientes. Se asume que B(t)B
T (t),
donde B(t) = diag[B1(t), B2(t)], es una matriz definida positiva. Todos los coeficientes en
(1)–(4) son funciones deterministicas de tiempo de dimensiones apropiadas.
Sin pérdida de generalidad, los componentes del proceso de observación y1(t) y y2(t)
son tomadas para ser no correlacionadas. Realmente, si y1(t) y y2(t) son correlacionadas
a priori, su correlación mutua puede siempre ser colocar a cero ajustando los términos
A01(t) y A02(t) en las ecuaciones (3) y (4) (see [81]).
La función no lineal f(x1, x2, t) es considerada una polinomial de n variables, los
componentes del vector de estado x(t) = [x1(t), x2(t)] ∈ Rn, con coeficientes dependientes
del tiempo. Ya que x(t) ∈ Rn es un vector, esto requiere una definición especial de la
polinomial para n > 1; algunas de ellas pueden ser encontradas en [23, 24]. En este
caṕıtulo,un polinomio de grado p de un vector x(t) ∈ Rn es considerado como una forma
p lineal de n componentes de x(t)
f(x, t) = a10(t) + a11(t)x + a12(t)xx
T + . . . + a1p(t)x . . .p times . . . x, (5)
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donde a10(t) es un vector de dimensión n, a11 es una matriz de dimensión n×n, a12 es un
tensor 3D de dimensión n×n×n, ap es un tensor (p+1)D de dimensión n×. . .(p+1) times . . .×
n, y x× . . .p times . . .× x es un tensor pD de dimensión n× . . .p times . . .× n obtenido por
la multiplicación de espacio del vector x(t) por śı mismo p veces. Tal polinomio puede
también ser expresado en la forma de sumatoria










a1p ki1...ip(t)xi1(t) . . . xip(t), k, i, j, i1 . . . ip = 1, . . . , n.
El problema de estimación es encontrar el estimado óptimo x̂(t) = [x̂1(t), x̂2(t)] del
estado del sistema x(t) = [x1(t), x2(t)], basado sobre los procesos de observación Y (t) =
{y(s) = [y1(s), y2(s)], 0 ≤ s ≤ t}, que minimice la norma 2 Euclideana
J = E[(x(t)− x̂(t))T (x(t)− x̂(t)) | F Yt ]
en cualquier momento de tiempo t. Aqúı, E[z(t) | F Yt ] significa la esperanza condicional
de un proceso estocástico z(t) = (x(t) − x̂(t))T (x(t) − x̂(t)) con respecto a la σ-álgebra
F Yt generada por el proceso de observación Y (t) en el intervalo [t0, t]. Como conocido en
[63], este estimado óptimo es dado por la esperanza condicional
x̂(t) = [x̂1(t), x̂2(t)] = m(t) = [m1(t),m2(t)] = E(x(t) | F Yt )
del estado del sistema x(t) = [x1(t), x2(t)] con respecto a la σ-álgebra F
Y
t generada por el
proceso de observación Y (t) en el intervalo [t0, t].
Como es usual, la función matricial
P (t) = E[(x(t)−m(t))(x(t)−m(t))T | F Yt ]
es la estimación de la varianza del error.
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La solución propuesta para este problema de filtrado óptimo es basado sobre las fórmu-
las para la diferencial de Ito de la esperanza condicional E(x(t) | F Yt ) y su varianza P (t)
(mencionada antes [63]) y dada en la sección siguiente.
4.2. Diseño del Filtro Óptimo
Las ecuaciones de filtrado óptimo podŕıan ser obtenidas usando la fórmula para la
diferencial de Ito de la esperanza condicional m(t) = E(x(t) | F Yt ) (ver [63])




(dy(t)− E(ϕ1(x) | F Yt )dt),
donde f̄(x, t) = [f(x, t), a20(t) + a21(t)x2(t)] es el término drift polinomial en la ecuación
de estado completo, f(x, t) es el término drift polinomial en la ecuación (1), y ϕ1(x) es
el término drift lineal en la ecuación de observación completa igual a ϕ1(x) = A0(t) +
A(t)x(t),donde A0(t) = [A01(t), A02(t)] y A(t) = diag[A1(t), A2(t)]. Una vez sustituyendo
las expresiones para ϕ1, la ecuación del estimado toma la forma
dm(t) = E(f̄(x, t) | F Yt )dt + E(x(t)[A(t)(x(t)−m(t))]T | F Yt )×
(B(t)BT (t))−1(dy(t)− (A0(t) + A(t)m(t))dt) =
E(f̄(x, t) | F Yt )dt + E(x(t)(x(t)−m(t))T | F Yt )AT (t)×
(B(t)BT (t))−1(dy(t)− (A0(t) + A(t)m(t))dt) =
E(f̄(x, t) | F Yt )dt + P (t)AT (t)(B(t)BT (t))−1(dy(t)− (A0(t) + A(t)m(t))dt). (6)
La ecuación (6) será complementada con la condición inicial m(t0) = E(x(t0) | F Yt0 ).
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Para formar un sistema cerrado de las ecuaciones de filtrado, la ecuación (6) será com-
plementada con la ecuación para la varianza del error P (t). Para este propósito, la fórmu-
la para la diferencial de Ito de la varianza P (t) = E((x(t) −m(t))(x(t) −m(t))T | F Yt )
será usada (véase [63]):
dP (t) = (E((x(t)−m(t))(f̄(x, t))T | F Yt )+
E(f̄(x, t)(x(t)−m(t))T ) | F Yt ) + E(ḡ(x, t)ḡT (x, t) | F Yt )−




E([ϕ1(x)−E(ϕ1(x) | F Yt )]xT (t) | F Yt ))dt+




(dy(t)− E(ϕ1(x) | F Yt )dt),
donde ḡ(x, t) = [g(x, t), b21(t)] es el término difusión polinomial (ruido multiplicativo)
en la ecuación de estado completa, g(x, t) es el término difusión polinomial en la ecuación
(1), y el último término será entendido como un tensor 3D (bajo el signo de la esperanza)
convolucionada con un vector, el cual produce una matriz. Una vez sustituyendo las
expresiones para ϕ1, la última fórmula toma la forma
dP (t) = (E((x(t)−m(t))(f̄(x, t))T | F Yt )+
E(f̄(x, t)(x(t)−m(t))T ) | F Yt ) + E(ḡ(x, t)ḡT (x, t) | F Yt )−
(E(x(t)(x(t)−m(t))T | F Yt )AT (t)(B(t)BT (t))−1A(t)E((x(t)−m(t))xT (t)) | F Yt ))dt+
E((x(t)−m(t))(x(t)−m(t))(A(t)(x(t)−m(t)))T | F Yt )(B(t)BT (t))−1×
(dy(t)− (A0(t) + A(t)m(t))dt).
Usando la fórmula de la varianza P (t) = E((x(t) − m(t))xT (t)) | F Yt ), la última
ecuación puede ser representada como
dP (t) = (E((x(t)−m(t))(f̄(x, t))T | F Yt )+ (7)
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E(f̄(x, t)(x(t)−m(t))T ) | F Yt ) + E(ḡ(x, t)ḡT (x, t) | F Yt )−
P (t)AT (t)(B(t)BT (t))−1A(t)P (t))dt+E(((x(t)−m(t))(x(t)−m(t))(x(t)−m(t))T | F Yt )×
AT (t)(B(t)BT (t))−1(dy(t)− (A0(t) + A(t)m(t))dt).
La ecuación (7) será complementada con la condición inicial
P (t0) = E[(x(t0)−m(t0)(x(t0)−m(t0)T | F Yt0 ].
Las ecuaciones (6) y (7) para el estimado óptimo m(t) y la varianza del error P (t)
forma un sistema abierto de las ecuaciones de filtrado para el estado no lineal (1), (2)
sobre observaciones lineales (3), (4). Probaremos ahora que este sistema se convierte en
un sistema cerrado de las ecuaciones de filtrado en vista de las propiedades polinomiales
de las funciones f(x, t) y g(x, t) en la ecuación (1).
Como es mostrado en [23, 24], un sistema cerrado de las ecuaciones de filtrado para
un estado polinomial sobre observaciones lineales puede ser obtenida si la matriz de ob-
servación A(t) es invertible para cualquier t ≥ t0. Esta condición implica ([23, 24]) que la
variable aleatoria x(t) −m(t) es condicionalmente Gaussiana con respecto al proceso de
observación y(t) para cualquier t ≥ t0.
En las ecuaciones de observación consideradas (3), (4), sólo la matriz A1(t) en (3) es
invertible, considerando que la matriz A2(t) en (4) no lo es. Sin embargo, los componentes
de la variable del error x1(t)−m1(t), m1(t) = E[x1(t) | F Yt ], correspondiendo a A1(t) en
(3) forma un vector condicionalmente Gaussiano con respecto al proceso de observación
completo y(t) = [y1(t), y2(t)], ya que los componentes del proceso de observación y1(t) y




A1(s)m1(s))ds es condicionalmente Gaussiano con respecto a y1(t) ([23, 24, 62]). Los
componentes de la variable del error x2(t)−m2(t), m2(t) = E[x2(t) | F Yt ], correspondiendo
a A2(t) en (4) también forma un vector condicionalmente Gaussiano con respecto al
proceso de observación completo y(t) = [y1(t), y2(t)], ya que x2(t) es Gaussiano y los
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componentes del proceso de observación y1(t) y y2(t) son no correlacionados. Aśı, el vector
del estado completo x(t) − m(t) = [x1(t) − m1(t), x2(t) − m2(t)] es condicionalmente
Gaussiano con respecto al proceso de observación completo y(t) = [y1(t), y2(t)] (ver [81]),
y, por lo tanto, las siguientes consideraciones apuntadas en [23, 24, 62] son aplicables.
Primero, ya que la variable aleatoria x(t) − m(t) es condicionalmente Gaussiana, el
tercer momento condicional E((x(t)−m(t))(x(t)−m(t))(x(t)−m(t))T | F Yt ) de x(t)−m(t)
con respecto a observaciones, la cual se coloca en el último término de la ecuación (7), es
igual a cero, porque el proceso x(t)−m(t) es condicionalmente Gaussiano. Aśı, el último
término total en (7) es desaparecido y la siguiente ecuación de la varianza es obtenida
dP (t) = (E((x(t)−m(t))(f̄(x, t))T | F Yt ) + E(f̄(x, t)(x(t)−m(t))T ) | F Yt )+ (8)
+E(ḡ(x, t)ḡT (x, t) | F Yt )− P (t)AT (t)(B(t)BT (t))−1A(t)P (t))dt,
con la condición inicial P (t0) = E[(x(t0)−m(t0)(x(t0)−m(t0)T | F Yt0 ].
Segundo, si las funciones f̄(x, t) y ḡ(x, t) son funciones polinomiales del estado x con
coeficientes dependientes del tiempo, las expresiones de los términos E(f̄(x, t) | F Yt )
en (4) y E((x(t) − m(t))f̄T (x, t)) | F Yt ) y E(ḡ(x, t)ḡT (x, t) | F Yt ) en (6) podŕıa in-
cluir también sólo términos polinomiales de x. Entonces, esos términos polinomiales
pueden ser representados como funciones de m(t) y P (t) usando la propiedad siguiente
de variable aleatoria Gaussiana x(t) −m(t): todos sus momentos condicionales impares,
m1 = E[(x(t)−m(t)) | Y (t)],m3 = E[(x(t)−m(t))3 | Y (t)],m5 = E[(x(t)−m(t))5 | Y (t)],
... son iguales a cero 0, y todos sus momentos condicionales pares m2 = E[(x(t)−m(t))2 |
Y (t)], m4 = E[(x(t) − m(t))4 | Y (t)], ... pueden ser representados como funciones de la
varianza P (t). Por ejemplo, m2 = P, m4 = 3P
2,m6 = 15P
3, ... etc. Después de la repre-
sentación de todos los términos polinomiales en (4) y (6), que son generados al expresar
E(f̄(x, t) | F Yt ), E((x(t)−m(t))f̄T (x, t)) | F Yt ), y E(ḡ(x, t)ḡT (x, t) | F Yt ), como funciones
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de m(t) y P (t), una forma cerrada de las ecuaciones de filtrado podŕıa ser obtenida. Las
representaciones correspondientes de E(f(x, t) | F Yt ) y E((x(t) − m(t))(f(x, t))T | F Yt )
han sido desarrolladas en [23, 24] para ciertas funciones polinomiales f(x, t).
En las próximas subsecciones, una forma cerrada de las ecuaciones de filtrado será
obtenida de (4) y (6) para funciones bilineales f(x, t) y g(x, t) en la ecuación (1). Será no-
tado, sin embargo,que la aplicación del mismo procedimiento resultará en el diseño de
un sistema cerrado de las ecuaciones de filtrado para cualesquiera funciones polinomiales
f(x, t) y g(x, t) en (1).
4.2.1. Sistemas Bilineales
Sean las funciones
f(x, t) = a10(t) + a11(t)x + a12(t)xx
T (12)
y
g(x, t) = b10(t) + b11(t)x + b12(t)xx
T (13)
polinomiales bilineales, donde x es un vector n-dimensional, a10(t) es un vector n -
dimensional, a11(t) y b10(t) son matrices de dimensión n × n, a12(t) y b11(t) son ten-
sores 3D de dimensión n × n × n, y b12(t) es un tensor 4D de dimensión n × n × n × n.
En este caso, las representaciones para E(f̄(x, t) | F Yt ), E((x(t) −m(t))(f̄(x, t))T | F Yt ),
y E(ḡ(x, t)ḡT (x, t) | F Yt ) como funciones de m(t) y P (t) son derivadas como sigue(ver
[23, 24, 62])
E(f̄(x, t) | F Yt ) = a0(t) + a1(t)m(t) + a2(t)m(t)mT (t) + a2(t)P (t), (10)
E(f̄(x, t)(x(t)−m(t))T ) | F Yt ) + E((x(t)−m(t))(f̄(x, t))T | F Yt ) = (11)
a1(t)P (t) + P (t)a
T
1 (t) + 2a2(t)m(t)P (t) + 2(a2(t)m(t)P (t))
T .
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E(ḡ(x, t)ḡT (x, t) | F Yt ) = b0(t)bT0 (t) + b0(t)(b1(t)m(t))T + (12)
(b1(t)m(t))b
T
0 (t) + b1(t)P (t)b
T
1 (t) + b1(t)m(t)m
T (t)bT1 (t)+
b0(t)(P (t) + m(t)m
T (t))bT2 (t) + b2(t)(P (t) + m(t)m
T (t))bT0 (t)+
b1(t)(3m(t)P (t) + m(t)(m(t)m
T (t)))bT2 (t) + b2(t)(3P (t)m
T (t) + (m(t)mT (t))mT (t))bT1 (t)+
3b2(t)P
2(t)bT2 (t)+3b2(t)(P (t)m(t)m
T (t)+m(t)mT (t)P (t))bT2 (t)+ b2(t)(m(t)m
T (t))2bT2 (t).
donde a0(t) = [a10(t), a20(t)], a1(t) = diag[a11(t), a21(t)], b0(t) = diag[b10(t), b21(t)]; a2 es
un tensor 3D de dimensión n×n×n definida como a2 kij = a12 kij, si k ≤ n1, y a2 kij = 0,
de otro modo; b1 es un tensor 3D de dimensión n × n × n definida como b1 kij = b11 kij,
si k ≤ n1, y a2 kij = 0, de otro modo; b2 es un tensor 3D de dimensión n × n × n × n
definida como b2 mkij = b12 mkij, si m ≤ n1, y a2 mkij = 0, de otro modo; bT1 (t) denota el
tensor obtenido de b1(t) por transponer sus dos ı́ndices derechos.
Sustituyendo la expresión (10) en (6) y las expresiones (11),(12) en (8), las ecuaciones
de filtrado para el estimado óptimo m(t) = [m1(t), m2(t)] del estado bilineal x(t) =
[x1(t), x2(t)] y la varianza del error P (t) son obtenidas
dm(t) = (a0(t) + a1(t)m(t) + a2(t)m(t)m
T (t) + a2(t)P (t))dt+ (13)
P (t)AT (t)(B(t)BT (t))−1[dy(t)− (A0(t) + A(t)m(t))dt], m(t0) = E(x(t0) | F Yt )),
dP (t) = (a1(t)P (t) + P (t)a
T




0 (t) + b0(t)(b1(t)m(t))
T + (b1(t)m(t))b
T




T (t)bT1 (t) + b0(t)(P (t) + m(t)m
T (t))bT2 (t)+
b2(t)(P (t) + m(t)m
T (t))bT0 (t) + b1(t)(3m(t)P (t) + m(t)(m(t)m
T (t)))bT2 (t)+
b2(t)(3P (t)m




T (t) + m(t)mT (t)P (t))bT2 (t)+
(b2(t)(m(t)m
T (t)))(b2(t)(m(t)m
T (t)))T )dt− P (t)AT (t)(B(t)BT (t))−1A(t)P (t)dt.
P (t0) = E((x(t0)−m(t0))(x(t0)−m(t0))T | F Yt )).
Mediante la derivación precedente, el siguiente resultado es demostrado.
Teorema 1. El filtro óptimo de dimensión finita para el estado bilineal (1),(2) con
parte lineal medida parcialmente (2), donde el polinomio cuadrático f(x, t) es definido por
(9), sobre las observaciones lineales (3),(4), es dada por la ecuación (13) para el estimado
óptimo m(t) = E(x(t) | F Yt ) y la ecuación (14) para la varianza del error de estimación
P (t) = E[(x(t)−m(t))(x(t)−m(t))T | F Yt ].
Aśı, basada sobre el sistema general no cerrado de las ecuaciones de filtrado (6),(7),
es probado que el sistema cerrado de las ecuaciones de filtrado (6),(8) puede ser obtenida
para cualquier estado polinomial (1),(2) con parte lineal medida parcialmente (2) y ruido
polinomial multiplicativo sobre observaciones lineales (3),(4). Además, la forma espećıfica
(13),(14) del sistema cerrado de las ecuaciones de filtrado correspondiendo a un estado
bilineal es derivado. En la próxima sección, como un ejemplo, el filtro óptimo diseñado
para un estado bilineal con parte lineal medida parcialmente y ruido multiplicativo bilineal
sobre observaciones lineales es aplicado para resolver el problema de filtrado óptimo con
el sensor cúbico, establecido en [82], con una condición inicial de estado Gaussiana.
4.3. Problema de Filtrado Óptimo con el Sensor Cúbi-
co
Esta sección presenta un ejemplo de diseñar el filtro óptimo para el problema de filtrado
óptimo con el sensor cúbico, establecido en [82], donde una condición inicial de estado
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Gaussiana es asumida adicionalmente, reduciéndolo al problema de filtrado óptimo para
un estado bilineal con parte lineal medida parcialmente y ruido multiplicativo bilineal
sobre observaciones lineales.
Sea el estado escalar no medible x(t) satisfaciendo la ecuación lineal trivial
dx(t) = dw1(t), x(0) = x0, (15)
y el proceso de observación dado por la ecuación escalar del sensor cúbico
dy(t) = x3(t)dt + dw2(t), (16)
donde w1(t) y w2(t) son procesos de Wiener estandar independientes uno de otro y de una
variable aleatoria Gaussiana x0 que sirve como la condición inicial en (15). El problema de
filtrado es encontrar el estimado óptimo para el estado lineal (15), usando las observaciones
del sensor cúbico (16).
Reformularemos el problema, introduciendo el proceso estocástico z(t) = x3(t). Usando
la fórmula de Ito (ver [63]) para la diferencial estocástico de la función cúbica x3(t), donde
x(t) satisface la ecuación (15), la siguiente ecuación es obtenida para z(t)
dz(t) = 3x(t)dt + 3x2(t)dt + 3x2(t)dw1(t), z(0) = z0. (17)
Note que la adición 3x(t)dt aparece en vista de la segunda derivada en x en la fórmula
de Ito. La condición inicial z0 ∈ Rn es considerado un vector aleatorio Gaussiano. Esta
suposición es completamente aceptable en el sistema de filtrado, ya que las distribuciones
reales de x(t) y z(t) son en realidad desconocidas. En términos del proceso z(t), la ecuación
de observación (16) toma la forma
dy(t) = z(t)dt + dw2(t). (18)
El sistema de filtrado obtenido incluye dos ecuaciones, (17) y (15), para el estado
medido parcialmente [z(t), x(t)] y una ecuación (18) para las observaciones y(t), donde
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z(t) es un estado cuadrático medido completamente con ruido cuadrático multiplicativo,
x(t) es un estado lineal no medido, y y(t) es un proceso de observación lineal directamente
midiendo el estado z(t). De aqúı, el filtro óptimo diseñado puede ser aplicado para resolver
este problema. Las ecuaciones de filtrado (13), (14) toman la siguiente forma particular
para el sistema (17), (15), (18)
dm1(t) = (3m2(t) + 3m
2
2(t) + 3P22(t))dt + P11(t)[dy(t)−m1(t)dt], (19)
dm2(t) = P12(t)[dy(t)−m1(t)dt], (20)
con las condiciones iniciales m1(0) = E(x0 | y(0)) = m10 y m2(0) = E(x30 | y(0)) = m20,






2(t)− P 211(t), (21)
Ṗ12(t) = 6(P22(t)m2(t)) + 3P22(t) + 3(m
2
2(t) + P22(t))− P11(t)P12(t), (22)
Ṗ22(t) = 1− P 212(t), (23)
con la condición inicial P (0) = E(([x0, x
3
0]
T −m(0))([x0, x30]T −m(0))T | y(0)) = P0. Aqúı,
m1(t) es el estimado óptimo para el estado z(t) = x
3(t) y m2(t) es el estimado óptimo
para el estado x(t).
Los resultados de simulación numérica son obtenidos resolviendo los sistemas de ecua-
ciones de filtrado (19)–(23). Los valores obtenidos del estimado m2(t) satisfaciendo la
ecuación (20) son comparados con los valores reales de la variable de estado x(t) en (15).
Para el filtro (19)–(23) y el sistema de referencia (17), (15), (18) involucrados en la
simulación, los siguientes valores iniciales son asignados: x0 = 0, m20 = 10, m10 = 1000,
P011 = 15, P012 = 3, P022 = 1. Perturbaciones Gaussianas dw1(t) y dw2(t) son realizadas
usando las funciones de ruido blanco construidas en MatLab. El intervalo de simulación
es [0, 0,05].
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La Figura 1 muestra las gráficas de la variable de estado x(t) (15) y su estimado
óptimo m2(t) (20), tan bien como los procesos de observación y(t) (16), en el intervalo
de simulación total de t0 = 0 a T = 0,05. Puede ser observado que el estimado óptimo
dado por (19)–(23) converge al estado real (15) muy rápidamente, a pesar de un error
considerable en las condiciones iniciales, m20−x0 = 10, m10−z(0) = 1000, y observaciones
muy ruidosas las cuales no reproducen aún la forma de z(t) = x3(t). Además, la señal
estimada x(t) en śı mismo es un proceso de Wiener, i.e., la integral de un ruido blanco
Gaussiano, la cual hace el problema de filtrado aun más dif́ıcil. Será notado también que
el filtro de Kalman extendido (EKF) falla al aproximarse para el sistema (15), (16), ya
que el valor linealizado de x3(t) en cero es la constante valuada cero, por lo tanto, el
proceso de observación consistiŕıa de puros ruidos.
Aśı, puede ser concluido que el filtro óptimo obtenido (19)–(23) resuelve el problema
de filtrado óptimo del sensor cúbico ([82]) y produce un estimado realmente bueno del
estado no medido en presencia de condiciones de observación muy complicadas.
4.4. Conclusión
Este caṕıtulo presenta el filtro óptimo para sistemas de estado polinomial con ruido
multiplicativo polinomial y parte lineal medida parcialmente sobre observaciones lineales.
Es mostrado que el filtro óptimo puede ser obtenido en una forma cerrada para cualquier
estado polinomial y cualquier ruido multiplicativo polinomial; para estado bilineal y ruido
multiplicativo bilineal, el filtro óptimo en forma cerrada es expĺıcitamente derivado en el
Teorema 1. Basada sobre el filtro óptimo para un estado bilineal, la solución óptima es
obtenida para el problema de filtrado óptimo del sensor cúbico, asumiendo una condición
inicial Gaussiana para el estado extendido. El filtro resultante produce una convergencia
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rápida y segura, a pesar de una diferencia significante en las condiciones iniciales entre el
estado y el estimado y varias observaciones ruidosas, en la situación donde el estado no
medido en śı mismo es un proceso de Wiener y el filtro de Kalman extendido (EKF) al
aproximarse falla. Aunque esta conclusión sigue de la teoŕıa desarrollada, la simulación
numérica sirve como una ilustración convincente.































Figura 4.1: Arriba. Gráfica del proceso de observación y(t) en el intervalo [0, 0,05]. Aba-
jo. Gráficas del estado real x(t) (linea sólida) y su estimado óptimo m2(t) (linea punteada)
en el intervalo [0, 0,05].
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Caṕıtulo 5
Filtrado de Estado Óptimo e
Identificación de Parámetros para
Sistemas Lineales
5.1. Problema de Filtrado para Estado Lineal con
Parámetros Desconocidos sobre Observaciones
Lineales
Sea (Ω, F, P ) un espacio de probabilidad completo con una creciente familia real con-
tinua de σ-álgebras Ft, t ≥ t0, y sean (W1(t), Ft, t ≥ t0) y (W2(t), Ft, t ≥ t0) procesos
independientes de Wiener.
El proceso aleatorio Ft medible (x(t), y(t)) es descrito por una ecuación diferencial
lineal con un parámetro vectorial desconocido θ para el sistema de estado vectorial
dx(t) = (a0(θ, t) + a(θ, t)x(t))dt + b(t)dW1(t), x(t0) = x0, (1)
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y una ecuación diferencial lineal para los procesos de observación
dy(t) = (A0(t) + A(t)x(t))dt + B(t)dW2(t). (2)
Aqúı, x(t) ∈ Rn es el vector de estado, y(t) ∈ Rn es el vector de observación lineal,
tal que la matriz de observación A(t) ∈ Rn×n es invertible, y θ(t) ∈ Rp, p ≤ n × n + n,
es el vector entradas desconocidas de la matriz a(θ, t) y componentes desconocidos del
vector a0(θ, t). Esto significa que ambas estructuras contienen componentes desconocidos
a0i(t) = θk(t), k = 1, . . . , p1 ≤ n y aij(t) = θk(t), k = p1 + 1, . . . , p ≤ n× n + n, aśı como
componentes conocidos a0i(t) y aij(t), cuyos valores son funciones conocidas de tiempo.
La condición inicial x0 ∈ Rn es un vector Gaussiano tal que x0, W1(t), y W2(t) son
independientes. Es asumido que B(t)BT (t) es una matriz definida positiva (ver [63] para
más comentarios sobre esta condición). Todos los coeficientes en (1)–(2) son funciones
determińısticas de tiempo de dimensiones apropiadas.
Esto es considerado que no hay información útil sobre valores de los parámetros
desconocidos θk, k = 1, . . . , p, y este incertidumbre también crece cuando el tiempo tiende
a infinito. En otras palabras, los parámetros desconocidos pueden ser modelados como
procesos de Wiener Ft medibles
dθ(t) = dW3(t), (3)
con condiciones iniciales desconocidas θ(t0) = θ0 ∈ Rp, donde (W3(t), Ft, t ≥ t0) es un
proceso de Wiener independiente de x0, W1(t), y W2(t).
El problema de estimación es encontrar el estimado óptimo ẑ(t) = [x̂(t), θ̂(t)] del vector
combinado del sistema de estados y parámetros desconocidos z(t) = [x(t), θ(t)], basado
sobre los procesos de observación Y (t) = {y(s), 0 ≤ s ≤ t}. Como es conocido [63], este
estimado óptimo es dado por la esperanza condicional
ẑ(t) = m(t) = E(z(t) | F Yt )
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del sistema de estado z(t) = [x(t), θ(t)] con respecto a la σ-álgebra F Yt generada por el
proceso de observación Y (t) en el intervalo [t0, t]. Como es usual, la función matricial
P (t) = E[(z(t)−m(t))(z(t)−m(t))T | F Yt ]
es la varianza del error de estimación.
La solución propuesta para este problema de filtrado óptimo es basado sobre las ecua-
ciones de filtrado óptimo para estados polinomiales lineales con la parte lineal medida
parcialmente sobre observaciones lineales, las cuales han sido recientemente obtenidas en
[62]. Note que la invertibilidad de la matriz de observación A en (2) es una condición obli-
gatoria para aplicar los resultados de [62] y obtenener una solución cerrada de dimensión
finita al problema establecido, la cual no puede ser omitida.
5.2. Filtro Óptimo e Identificador para Estado Lineal
con Parámetros Vectoriales Desconocidos sobre
Observaciones Lineales
Para aplicar las ecuaciones de filtrado óptimo al vector de estado z(t) = [x(t), θ(t)],
gobernado por las ecuaciones (1) y (3), sobre las observaciones lineales (2) (ver [62]), la
ecuación de estado (1) será escrita en la forma polinomial. Para este propósito, la matriz
a1(t) ∈ R(n+p)×(n+p), un tensor cúbico a2(t) ∈ R(n+p)×(n+p)×(n+p), y un c0(t) ∈ R(n+p) son
introducidos como sigue.
La ecuación para la i-ésima componente del vector de estado es dada por






bij(t)dW1j(t), xi(t0) = x0i .
Entonces:
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1. Si la variable a0i(t) es una función conocida, entonces la i-ésima componente del
vector c0(t) es colocar esta función, c0i(t) = a0i(t); de otra manera, si la variable a0i(t) es
una función desconocida, entonces la (i, n + i)-ésima entrada de la matriz a1(t) es colocar
1.
2. Si la variable aij(t) es una función conocida, entonces la (i, j)-ésima componente de
la matriz a1(t) es colocar esta función, a1ij(t) = aij(t); de otra manera, si la variable aij(t)
es una función desconocida, entonces la (i, p1 +k, j)-ésima entrada del tensor cúbico a2(t)
es colocar 1, donde k es el número de esta actual entrada desconocida en la matriz aij(t),
contando las entradas desconocidas por consiguiente por filas de la primera a la n -ésima
entrada en cada fila.
3. Todas las otras entradas no asignadas de la matriz a1(t), tensor cúbico a2(t), y
vector c0(t) son colocadas 0.
Usando la notación introducida, las ecuaciones de estado (1),(3) para el vector z(t) =
[x(t), θ(t)] ∈ Rn+p pueden ser reescritas como
dz(t) = (c0(t) + a1(t)z(t) + a2(t)z(t)z




z(t0) = [x0, θ0],
donde la matriz a1(t), tensor cúbico a2(t), y vector c0(t) ya han sido definidos, e Ip×p es
la matriz identidad de dimensión p× p. La ecuación (4) es bilineal con respecto al vector
de estado extendido z(t) = [x(t), θ(t)].
De este modo, el problema de estimación es ahora reformulado como para encontrar
el estimado óptimo ẑ(t) = m(t) = [x̂(t), θ̂(t)] para el vector de estado z(t) = [x(t), θ(t)],
gobernado por la ecuación bilineal (4), basada sobre los procesos de observación Y (t) =
{y(s), 0 ≤ s ≤ t}, satisfaciendo la ecuación (2). La solución de este problema es obtenida
usando las ecuaciones de filtrado óptimo para estados lineales-bilineales con la parte lineal
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medida parcialmente sobre observaciones lineales, recientemente obtenida en [62], y es
dada por
dm(t) = (c0(t) + a1(t)m(t) + a2(t)m(t)m
T (t) + a2(t)P (t))dt+ (5)
P (t)[A(t), 0m×p]T (B(t)BT (t))−1[dy(t)− A(t)m(t)dt],
m(t0) = [E(x(t0) | F Yt ), E(θ(t0) | F Yt )],
dP (t) = (a1(t)P (t) + P (t)a
T




P (t)[A(t), 0m×p]T (B(t)BT (t))−1[A(t), 0m×p]P (t)dt,
P (t0) = E((z(t0)−m(t0))(z(t0)−m(t0))T | F Yt ),
donde 0m×p es la matriz cero de dimensión m×p; P (t) es la varianza condicional del error
de estimación z(t)−m(t) con respecto a las observaciones Y (t).
Por el significado de la deducción anterior, el siguiente resultado es demostrado.
Teorema 1. El filtro óptimo finito dimensional para el vector de estado extendido
z(t) = [x(t), θ(t)], gobernado por la ecuación (4), sobre las observaciones lineales (2) es da-
do por la ecuación (5) para el estimado óptimo ẑ(t) = m(t) = [x̂(t), θ̂(t)] = E([x(t), θ(t)] |
F Yt ) y la ecuación (6) para la varianza del error de estimación P (t) = E[(z(t)−m(t))(z(t)−
m(t))T | F Yt ]. Este filtro,aplicado al subvector θ(t), también sirve como el identificador
óptimo para el vector de parámetros desconocidos θ(t) en la ecuación (1), produciendo el
subvector estimado θ̂(t) como el estimado óptimo del vector de parámetros.
De este modo, basado sobre las ecuaciones de filtrado óptimo general para estados
lineales-bilineales con la parte lineal medida parcialmente sobre observaciones lineales,
el filtro óptimo de estado y el identificador óptimo de parámetros son obtenidos para el




Esta sección presenta un ejemplo de diseñar el filtro e identificador óptimo para un
sistema lineal con un parámetro multiplicativo desconocido, basado sobre el estado lineal
medible.
Sea el sistema de estado x(t) satisface la ecuación lineal con un parámetro desconocido
θ
ẋ(t) = θx(t) + ψ1(t), x(0) = x0, (7)
y el proceso de observación dado por la ecuación
y(t) = x(t) + ψ2(t), (8)
donde ψ1(t) y ψ2(t) son ruidos blancos Gaussianos, los cuales son las derivadas en prome-
dio cuadrático débiles de procesos de Wiener estandares (ver [63]). Las ecuaciones (7)–(8)
presentan la forma convencional para las ecuaciones (1)–(2), la cual es actualmente usada
en la práctica [80]. El parámetro θ es modelado como un proceso de Wiener estandar, i.e.,
satisface la ecuación
dθ(t) = dW3(t), θ(0) = θ0,
la cual puede también ser escrita como
θ̇(t) = ψ3(t), θ(0) = θ0, (9)
donde ψ3(t) es un ruido blanco Gaussiano.
El problema de filtrado es encontrar el estimado óptimo para el estado lineal-bilineal
(7),(9), usando observaciones lineales (8) mezclados con perturbaciones independientes e
identicamente distribuidas modeladas como ruidos blancos Gaussianos. Colocaremos el
tiempo de horizonte de filtrado a T = 10.
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Las ecuaciones de filtrado (5),(6) toman la siguiente forma particular para el sistema
(7)–(9)
ṁ1(t) = m1(t)m2(t) + P12(t) + P11(t)[y(t)−m1(t)], (10)
ṁ2(t) = P12(t)[y(t)−m1(t)], (11)
con la condición inicial m1(0) = E(x0 | y(0)) = m10 y m2(0) = E(θ0 | y(0)) = m20,
Ṗ11(t) = 1 + 2P11(t)m2(t)− P 211(t), (12)
Ṗ12(t) = 1 + 2P12(t)m2(t)− P11(t)P12(t),
Ṗ22(t) = 1− P 212(t),
con la condición inicial P (0) = E(([x0, θ0]−m(0))([x0, θ0]−m(0))T | y(0)) = P0.
Resultados de simulación numérica son obtenidos resolviendo el sistema de ecuaciones
de filtrado (10)–(12). Los valores obtenidos de los estimados m1(t), estimado para x(t), y
m2(t), estimado para θ(t), son comparados para los valores reales de la variable de estado
x(t) y el parámetro θ in (7)–(9).
Para el filtro (10)–(12) y el sistema de referencia (7)–(9) involucrados en la simulación,
los siguientes valores iniciales son asignados: x0 = 1000, m10 = 0,1, m20 = 0, P110 = P120 =
P220 = 100. El parámetro desconocido θ es asignado como θ = 0,1 en la primera simulación
y cuando θ = −0,1 en la segunda simulación, de este modo considerando el sistema (7)
estable e inestable, respectivamente.Perturbaciones Gaussianas ψ1(t) y ψ2(t) en (9) son
efectuadas usando las funciones de ruido blanco diseñadas en MatLab. Oscilaciones de
alta frecuencia en las gráficas de salida son suavizadas por un filtro Butterworth de paso
bajo construido en MatLab, con entrada de paso bajo ν = 30.
Las siguientes gráficas obtenidas son: gráfica de la variable de estado x(t), el estimado
óptimo del estado m1(t), y el estimado óptimo del parámetro m2(t) para el sistema in-
estable (7) (θ = 0,1); gráficas de la variable de estado x(t), el estimado óptimo del estado
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m1(t), y el estimado óptimo del parámetro m2(t) para el sistema estable (7) (θ = −0,1).
Las gráficas de todas esas variables son mostradas en el intervalo total de simulación de
t0 = 0 a T = 10 en las figuras 1 y 2, respectivamente.
Puede ser observado que, en ambos casos, el estado estimado m1(t) converge al estado
real x(t) y el parámetro estimado m2(t) converge al valor real (0,1o− 0,1) del parámetro
desconocido θ(t) rápidamente, en menos de 10 unidades de tiempo. Este comportamiento
puede ser clasificado como muy seguro, especialmente tomando en cuenta largas desvia-
ciones en los valores iniciales para el estado real y su estimado y largos valores de las
varianzas del error inicial. Note que las entradas de la matriz de ganancia P11(t) y P12(t)
converge a valores finitos cercanos a 1 cuando el tiempo tiende a infinito, los cuales son
esperados. Otra ventaja para ser mencionada es que el identificador de parámetros y
el filtro diseñados trabajan igualmente bien para sistemas estables e inestables, el cual
corresponde a operaciones de sistemas lineales en condiciones nominales y bajo perturba-
ciones externas, respectivamente.
5.4. Conclusiones
Este caṕıtulo presenta la solución óptima en promedio cuadrático para el problema
simultáneo de filtrado de estado e identificación de parámetros para sistemas estocásti-
cos lineales con parámetros aditivos y multiplicativos desconocidos sobre observaciones
lineales con una matriz de observación invertible, donde los parámetros desconocidos son
considerados procesos de Wiener. El filtro de estado e identificador de parámetros ópti-
mos son diseñados en la forma de un sistema cerrado de dimensión finita de Ecuaciones
Diferenciales Ordinarias Estocásticas. Este resultado es teóricamente demostrado basa-
do sobre el filtro óptimo obtenido previamente para sistemas de estado polinomial con la
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parte lineal medida parcialmente sobre observaciones lineales y numéricamente verificado.
Los resultados de simulación muestran muy confiable comportamiento del identificador de
parámetros y el filtro diseñados, los cuales trabajan igualmente bien para sistemas estables
e inestables. Esto debe ser notado que la técnica de identificación desarrollada, basada
sobre el filtro óptimo para sistemas polinomiales con ruido multiplicativo polinomial,
también será aplicable a sistemas con ecuación de estado polinomial (no necesariamente
lineal), sistemas con parámetros desconocidos en observaciones, y otras amplias clases de
sistemas.
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Figura 5.1: Gráfica de la variable de estado x(t) (ĺınea de arriba gruesa), el estimado ópti-
mo de estado m1(t) (ĺınea de arriba delgada), y gráfica del estimado óptimo del parámetro
m2(t) (ĺınea de abajo gruesa) para el sistema inestable (7) sobre el intervalo de simulación
[0, 10].
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Figura 5.2: Gráfica de la variable de estado x(t) (ĺınea de arriba gruesa), el estimado ópti-
mo de estado m1(t) (ĺınea de arriba delgada), y gráfica del estimado óptimo del parámetro




Filtro Alternativo Óptimo para
Sistemas Lineales con Retardo en el
Estado
6.1. Problema de Filtrado para Sistemas Lineales con
Retardo en el Estado
Sea (Ω, F, P ) un espacio de probabilidad completo con una creciente familia real con-
tinua de σ-álgebras Ft, t ≥ 0, y sea (W1(t), Ft, t ≥ 0) y (W2(t), Ft, t ≥ 0) procesos indepen-
dientes de Wiener. Los procesos aleatorios Ft-medibles observado parcialmente (x(t), y(t))
son descritos por una ecuación diferencial de retardo para el estado del sistema
dx(t) = (a0(t) + a(t)x(t− h))dt + b(t)dW1(t), x(t0) = x0, (1)
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con la condición inicial x(s) = φ(s), s ∈ [t0 − h, t0], y una ecuación diferencial para el
proceso de observación:
dy(t) = (A0(t) + A(t)x(t))dt + B(t)dW2(t), (2)
donde x(t) ∈ Rn es el vector de estado, y(t) ∈ Rm es el proceso de observación, φ(s) es un
proceso estocástico Gaussiano continuo a tramos en promedio cuadrático (ver [63] para
definición) dado en el intervalo [t0−h, t0] tal que φ(s), W1(t), y W2(t) son independientes.
El estado del sistema x(t) depende del estado de retardo x(t−h), donde h es la desviación
del retardo, la cuál actualmente hace el espacio de estado del sistema dimensional infinito
(ver, por ejemplo, [47]). La función vectorial valuada a0(s) describe los efectos de entradas
del sistema (controles y perturbaciones). Supuesto que A(t) es una matriz diferente de
cero y B(t)BT (t) es una matriz definida positiva. Todos los coeficientes en (1)–(2) son
funciones deterministicas de dimensiones apropiadas.
El problema de estimación es encontrar el estimado óptimo x̂(t) del estado del sistema
x(t), basado sobre los procesos de observación Y (t) = {y(s), 0 ≤ s ≤ t}, que minimiza la
norma-2 Euclideana
J = E[(x(t)− x̂(t))T (x(t)− x̂(t)) | F Yt ]
en cualquier momento de tiempo t. Aqúı, E[z(t) | F Yt ] significa la esperanza condicional
de un proceso estocástico z(t) = (x(t) − x̂(t))T (x(t) − x̂(t)) con respecto a la σ-álgebra
F Yt generado por el proceso de observación Y (t) en el intervalo [t0, t]. Como es conocido
en [63], este estimado óptimo es dado por la esperanza condicional
x̂(t) = m(t) = E(x(t) | F Yt )
del estado del sistema x(t) con respecto a la σ-álgebra F Yt generada por el proceso de
observación Y (t) en el intervalo [t0, t]. Como es usual, la función matricial
P (t) = E[(x(t)−m(t))(x(t)−m(t))T | F Yt ]
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es la varianza del error de estimación.
La solución propuesta para este problema de filtrado óptimo es basado sobre las fórmu-
las para el diferencial de Ito de la esperanza condicional E(x(t) | F Yt ) y su varianza P (t)
(citada en [63]) y dada en la siguiente Sección.
6.2. Filtro Óptimo para Sistemas Lineales con Retar-
do en el Estado
Las ecuaciones de filtrado óptimo serán obtenidas usando de la fórmula para el diferencial
de Ito de la esperanza condicional m(t) = E(x(t) | F Yt ) (ver [63])




(dy(t)− E(ϕ1(x) | F Yt )dt),
donde ϕ(x) es el término ”drift”, en la ecuación de estado igual a ϕ(x) = a0(t) +
a(t)x(t− h) y ϕ1(x) es el término ”drift”, en la ecuación de observación ϕ1(x) = A0(t) +
A(t)x(t).
Note que las igualdades de la esperanza condicional E(x(t− h) | F Yt ) = E(x(t− h) |
F Yt−h) = m(t − h) son válidas para cualquier h > 0, ya que, en vista de valor de retardo
positivo h > 0, el problema tratado (1),(2) es un problema de filtrado, no uno de suavidad,
y, por lo tanto, la fórmula (3) produce el estimado óptimo m(s) para cualquier tiempo s,
t0 < s ≤ t, si las observaciones (2) son obtenidas hasta el momento actual t (ver [63]).
Una vez sustituido el desempeño para ϕ(x) y ϕ1(x) y tomando en cuenta E(x(t− h) |
F Yt ) = E(x(t−h) | F Yt−h) = m(t−h) para cualquier h > 0, la ecuación del estimado toma
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la forma




(dy(t)− (A0(t) + A(t)m(t)dt) = (4)




(dy(t)− (A0(t) + A(t)m(t))dt).
La forma obtenida de la ecuación del estimado óptimo es similar a un filtro de Kalman,
excepto por el término a(t)m(t−h). Para formar un sistema cerrado de las ecuaciones de
filtrado, las ecuaciones para la matriz de varianza P (t) pueden ser obtenidas usando la
fórmula para el diferencial de Ito de la varianza P (t) = E((x(t)−m(t))(x(t)−m(t))T | F Yt )
(citada otra vez [63]):
dP (t) = (E((x(t)−m(t))ϕT (x) | F Yt ) + E(ϕ(x)(x(t)−m(t))T ) | F Yt ) + b(t)bT (t)−




E([ϕ1 −E(ϕ1(x) | F Yt )]xT (t) | F Yt ))dt+




(dy(t)−E(ϕ1(x) | F Yt )dt).
Aqúı, el último término será entendido como un tensor 3D (bajo el signo de la esperanza)
convolucionado con un vector, que resulta en matriz. Una vez sustituyendo las expresiones
para ϕ y ϕ1, la última fórmula toma la forma
dP (t) = (E((x(t)−m(t))xT (t− h)aT (t) | F Yt )+
E(a(t)x(t− h)(x(t)−m(t))T ) | F Yt ) + b(t)bT (t)−




[A(t)E((x(t)−m(t))xT (t)) | F Yt ))dt+




(dy(t)− (A0(t) + A(t)m(t))dt).
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El último término en esta fórmula contiene el tercer momento central condicional
E((x(t)−m(t))(x(t)−m(t))(x(t)−m(t)) | F Yt ) de x(t) con respecto a observaciones, el cual
es igual a cero, porque x(t) es condicionalmente Gaussiana, en vista de la Gaussianidad de
los ruidos y la condición inicial y la linealidad de las ecuaciones de estado y observación.
Aśı, el último término entero es desaparecido y la siguiente ecuación de la varianza es
obtenida
dP (t) = (E((x(t)−m(t))xT (t− h)aT (t) | F Yt ) + E(a(t)x(t− h)(x(t)−m(t))T ) | F Yt )+
b(t)bT (t)− P (t)AT (t)(B(t)BT (t))−1A(t)P (t))dt. (5)
Transformaremos el término E(x(t)(x(t−h)−m(t−h))T | F Yt ) en la última ecuación.
Denote como x1(t) la solución de la ecuación ẋ1(t) = a0(t)+a(t)x1(t−h) con la condición
inicial x1(t0) = x0. Entonces, la solución x(t) de la ecuación (1) puede ser representada
en la forma




Introduciremos ahora la matriz Φ(τ , t), la cual servirá como una análoga no lineal
para la matriz de transición de estados en el tiempo inverso. Realmente, defina Φ(τ , t)
como una matriz mencionada tal que la igualdad Φ(τ , t)x1(t) = x1(τ), τ ≤ t, se mantiene
para cualquier t, τ ≥ t0 y τ ≤ t. Naturalmente, Φ(τ , t) puede ser definida como la matriz
diagonal con elementos igual a x1i(τ)/x1i(t), donde x1i(t) son los componentes del vector
x1(t), si x1i(t) 6= 0 con probabilidad 1. La definición de Φ(τ , t) para el caso de x1i(t) = 0
será considerada separadamente abajo.
De aqúı, usando la representación (6) y la idea de la matriz Φ(τ , t), el término
E(x(t)(x(t− h)−m(t− h))T | F Yt ) puede ser transformado como sigue






T | F Yt ) =
E((x(t)−m(t))(x1(t− h))T | F Yt ) = E((x(t)−m(t))(Φ(t− h, t)x1(t))T | F Yt ) =





T | F Yt )(Φ∗(t− h, t))T =
E((x(t)−m(t))(x(t))T | F Yt )(Φ∗(t− h, t))T = P (t)(Φ∗(t− h, t))T , (7)
donde P (t) = E((x(t)−m(t))(x(t)−m(t))T | F Yt ) es la varianza del error y Φ∗(t− h, t)
es la matriz de transición de estados en el tiempo inverso para el proceso x∗1(t), que es la
solución de la ecuación ẋ∗1(t) = a0(t)+a(t)x
∗
1(t−h) con la condición inicial x∗1(t0) = m0 =
E(x(t0) | F Yt0 ). Note que la transición del tercero al cuarto renglón en (7) es válida en vista
de la independencia de la varianza del error P (t) de ambos, x(t) y m(t), en el momento
corriente, que sigue de las ecuaciones de filtrado en [36]. Esta es la misma situación que
toma lugar en el filtro de Kalman-Bucy [15].
Definamos ahora la matriz Φ(t − h, t) en el caso de x1i(t) = 0 con probabilidad 1
para uno de los componentes de x1(t). Entonces, la entrada diagonal correspondiente de
Φii(t − h, t) puede ser asignada a 0 para cualquier h > 0, porque, para el componente
xi(t),




(xj(t− h)−mj(t− h)) | F Yt ) = E(x1i(t)(xj(t− h)−mj(t− h)) | F Yt ) = 0,
con probabilidad 1 para cualquier j = 1, . . . , m. Entonces, la definición Φii(τ , t) = 0 para
cualquier τ < t, si x1i(t) = 0, lleva al mismo resultado como en la ecuación (7) y puede
ser empleada. El elemento diagonal Φ∗ii(τ , t) de la matriz Φ
∗(τ , t) es definido en efecto y
asignado a 0 para cualquier τ < t, si los componentes correspondientes del proceso x∗1(t)
son iguales a cero al momento t, x∗1i(t) = 0.
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Aśı, en vista de la transformación (7), la ecuación (4) para el estimado óptimo toma
la forma
dm(t) = (a0(t) + a(t)m(t− h))dt + P (t)AT (t)× (8)
(B(t)BT (t))−1(dy(t)− (A0(t) + A(t)m(t− h))dt),
con la condición inicial m(t0) = E(x(t0) | F Yt0 ).
Para formar un sistema de las ecuaciones de filtrado, la ecuación (8) será complemen-
tada con la ecuación para la varianza del error P (t). En vista de la transformación (7), la
ecuación (5) para la varianza del error toma la forma
dP (t) = P (t)(Φ∗(t− h, t))T aT (t) + a(t)(Φ∗(t− h, t))P (t)+ (9)
b(t)bT (t)− P (t)AT (t)(B(t)BT (t))−1A(t)P (t))dt.
La ecuación (9) será complementada con la condición inicial
P (t0) = E[(x(t0)−m(t0)(x(t0)−m(t0)T | F Yt0 ].
Por significado de la precedente derivación, el siguiente resultado es demostrado.
Teorema 1. El filtro óptimo de dimensión finita para el estado lineal con retardo
(1) sobre las observaciones lineales (2) es dado por la ecuación (8) para el estimado
óptimo m(t) = E(x(t) | F Yt ) y la ecuación (9) para la varianza del error de estimación
P (t) = E[(x(t)−m(t))(x(t)−m(t))T | F Yt ].
En la siguiente sección, el desempeño del filtro óptimo diseñado es verificado contra
el filtro óptimo para el estado lineal con retardo, que ha sido obtenido recientemente
en [36] en la forma de un conjunto de ecuaciones para el estimado de estado óptimo y la




Esta sección presenta un ejemplo de diseñar el filtro óptimo alternativo para un estado
lineal con retardo sobre observaciones lineales y comparandolo con el filtro óptimo para
el estado lineal con retardo, que ha sido recientemente obtenido en [36].
Sea el estado no observado x(t) con retardo dado por
ẋ(t) = x(t− 5), x(s) = φ(s), s ∈ [−5, 0], (10)
donde φ(s) = N(0, 1) para s ≤ 0, y N(0, 1) es una variable aleatoria Gaussiana con la
media cero y la varianza unitaria. El proceso de observación es dado por
y(t) = x(t) + ψ(t), (11)
donde ψ(t) es un ruido blanco Gaussiano, el cual es la derivada en promedio cuadrático
débil de un proceso de Wiener estandar (ver [63]). Las ecuaciones (10) y (11) presentan
la forma convencional para las ecuaciones (1) y (2), la cual es actualmente usada en la
práctica [80].
El problema de filtrado es encontrar el estimado óptimo para el estado lineal con retar-
do (10), usando observaciones directas (11) mezcladas con perturbaciones independientes
idénticamente distribuidas modeladas como ruidos blancos Gaussianos. Colocaremos el
tiempo de horizonte de filtrado a T = 10.
Las ecuaciones de filtrado (8),(9) toma la siguiente forma particular para el sistema
(10),(11)
ṁ(t) = m(t− 5) + P (t)[y(t)−m(t− 5)], (12)
con la condición inicial m(s) = E(φ(s)) = 0, s ∈ [−5, 0) y m(0) = E(φ(0) | y(0)) = m0,
s = 0; y
Ṗ (t) = 2P (t)− P 2(t)(Φ∗(t− 5, t))2, (13)
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con la condición inicial P (0) = E((x(0) − m(0))2 | y(0)) = P0. La variable auxiliar





con la condición inicial x∗1(0) = m0.
Los estimados obtenidos una vez resolviendo las ecuaciones (12),(13) son comparados
con los estimados satisfaciendo las ecuaciones de filtrado óptimo para estado lineal con
retardo sobre observaciones lineales, que han sido obtenidas recientemente en [36], la cual
toma la siguiente forma particular para el sistema (10),(11)
ṁA(t) = mA(t− 5) + PA(t)[y(t)−mA(t)], (14)
con la condición inicial mA(s) = E(φ(s)) = 0, s ∈ [−5, 0) y mA(0) = E(φ(0) | y(0)) = m0,
s = 0;
ṖA(t) = 2P1(t)− P 2(t), (15)
con la condición inicial P (0) = E((x(0)−m(0))2 | y(0)) = P0; y
Ṗ1(t) = 2PA(t− 5) + P2(t)− PA(t)PA(t− 5), (16)
con la condición inicial P1(s) = E((x(s) −m(s))(x(s − 5) −m(s − 5)) | F Ys ), s ∈ [0, 5];
finalmente, P2(s) = E((x(s)−m(s))(x(s− 10)−m(s− 10)) | F Ys ), s ∈ [5, 10). Las formas
particulares de las ecuaciones (12) y (14) y la condición inicial para x(t) implican que
P1(s) = P0 para s ∈ [0, 5] y P2(s) = P0 para s ∈ [5, 10).
Los resultados numéricos son obtenidos resolviendo los sistemas ecuaciones de filtrado
(12)–(13) y (14)–(16). Los valores obtenidos de los estimados m(t) y mA(t) satisfaciendo
las ecuaciones (12) y (14), respectivamente, son comparados con los valores reales de la
variable de estado x(t) en (10).
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Para cada uno de los dos filtros (12)–(13) y (14)–(16) y el sistema de referencia (10)
involucrados, los siguientes valores iniciales son asignados: x0 = 2, m0 = 10, P0 = 100.
Los resultados son obtenidos usando realizaciones de las perturbaciones Gaussianas ψ(t)
en (11) generadas por la función de ruido blanco construida en MatLab.
Los siguientes valores de la variable de estado x(t) y los estimados m(t) y mA(t) son
obtenidas y comparadas en los momentos del tiempo T = 8, 9, 10: para T = 8, x(8) = 17,5,
m(8) = 17,64, mA(8) = 17,55; para T = 9, x(9) = 23,0, m(9) = 23,08, mA(9) = 23,02;
para T = 10, x(10) = 29,5, m(10) = 29,5, mA(10) = 29,5.
Aśı, puede ser concluido que el filtro óptimo alternativo obtenido (12)–(13) produce
valores diferentes insignificativamente del estimado en comparación con el filtro óptimo
(14)–(16) obtenido en [36]. Además, esta pequeña diferencia se origina debido a realiza-
ciones diferentes del ruido blanco Gaussiano en (11). La solución ejercida proporciona sólo
una comparación numérica entre dos formas diferentes del filtro óptimo para el sistema
(10),(11), considerando que la comparación del filtro óptimo a otro filtro aproximado,
tal como un filtro de Kalman extendido (EKF), revelando un mejor desempeño del filtro
óptimo, puede ser encontrado en [36].
Note que el filtro óptimo alternativo consiste de sólo dos ecuaciones, cuyos número
y estructura no cambia cuando el horizonte de filtrado tiende a infinito. La discusión
subsecuente de los resultados obtenidos pueden ser encontrados en la Conclusión.
6.4. Conclusiones
Los resultados muestran que los valores del estimado calculados usando el filtro ópti-
mo alternativo obtenido para un sistema lineal con retardo de estado muestran sólo una
diferencia insignificativa de los valores estimados proporcionados por el filtro óptimo pre-
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viamente obtenido en [36]. Además, los estimados producidos por ambos filtros óptimos
convergen asintóticamente a los valores reales del estado del sistema cuando el tiempo
tiende a infinito. La ventaja significante del filtro alternativo es que consiste de solo dos
ecuaciones, para el estimado óptimo y la estimación de la varianza del error, cuyos número
y estructura no cambian cuando el horizonte de filtrado tiende a infinito. Por el contrario,
el filtro óptimo obtenido previamente de [36] incluye un número variable de las ecuaciones
de covarianza, el cual crece ilimitadamente cuando el horizonte de filtrado tiende a infini-
to, y la estructura de las ecuaciones de covarianza también varia con el número. El filtro
alternativo obtenido es libre de esas complicaciones y proporciona la adecuada calidad
buena de la estimación del estado.
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Caṕıtulo 7
Regulador Óptimo para Sistemas
Lineales con Múltiples Retardos en
el Estado
7.1. Planteamiento del Problema de Control Óptimo




ai(t)x(t− hi) + B(t)u(t), (1)
donde la condición inicial x(s) = φ(s), s ∈ [t0−h, t0], h0 = 0, h = máx (h1, . . . , hp), donde
x(·) ∈ C([t0 − h, t0]; Rn) es el estado del sistema, u(t) ∈ Rm es la variable de control,
y φ(s) es una función continua dada en el intervalo [t0 − h, t0]. Los coeficientes ai(t) y
B(t) son considerados funciones continuas de tiempo. Note que el estado de un sistema
retardado (1) de dimensión infinita [47]. La existencia de la solución hacia adelante única
de la ecuación (1) es asegurada por el teorema de Carathéodory (ver, por ejemplo, [83]),
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y la existencia de la única solución hacia atras sigue de la analiticidad del lado derecho
del funcional con respecto al estado del sistema (ver [49, 84])









(uT (s)R(s)u(s)ds + xT (s)L(s)x(s))ds, (2)
donde R es una función matricial simétrica positiva definida y ψ, L son funciones ma-
triciales simétricas continuas definidas no negativas, y T > t0 es un momento de tiempo
positivo.
El problema de control óptimo es encontrar el control u∗(t), t ∈ [t0, T ], que minimiza
el criterio J a lo largo de la trayectoria x∗(t), t ∈ [t0, T ], generada bajo la sustitución
u∗(t) dentro de la ecuación de estado (1). La solución del problema de control óptimo
establecido es dada en la siguiente Sección y entonces demostrada en el Apéndice.
7.2. Solución al Problema de Control Óptimo
La solución al problema de control óptimo para el sistema lineal con retardos de estado
múltiple (1) y un criterio cuadrático (2) es dada como sigue. La ley de control toma la
forma
u∗(t) = (R(t))−1BT (t)Q(t)x(t), (3)
donde la función matricial Q(t) satisface la ecuación de Riccati matricial con coeficientes












con la condición final Q(T ) = −ψ.
Cada una de las matrices auxiliares Ni(t), i = 0, . . . , p, es definida como una solución
de la ecuación algebraica Ni(t)x(t) = x(t−hi), la cuál puede siempre ser satisfecha, śı x(t)
no es el vector de ceros. Por otro lado, si la igualdad x(t) = 0 es satisfecha solo en un
conjunto de puntos de tiempo aislados t = τ k, k = 1, 2, . . ., donde el valor del control
óptimo (3) es también igual a cero, entonces los valores de Q(τ k) pueden ser asignados
como los ĺımites de los valores de Q(t) por la derecha, aśı asegurando la continuidad de
Q(t) como la solución de (4). Si la igualdad x(t) = 0 es satisfecha en un intervalo de
tiempo continuo [t1, t2], t2 ≤ T , donde el valor del control óptimo (3) es otra vez igual
a cero, entonces la matriz Q(t) en este intervalo puede ser encontrada como la solución
de (4) continuada del intervalo [t2, T ]. Además, ya que la velocidad del estado dx(t)/dt
es también igual a cero en [t1, t2], los valores de x(t− hi), i = 1, . . . , p serán igual a cero,
x(t− hi) = 0, en este intervalo. Aśı, las matrices Ni(t), i = 1, . . . , p, pueden ser asignadas
arbitrariamente para t ∈ [t1, t2], por ejemplo, como los ĺımites de los valores de Ni(t) desde
el intervalo [t2, T ], aśı asegurando la suavidad de Q(t) como la solución de (4). Detalles
de la demostración son dados en el Apéndice.
Note que las matrices Ni(t) son actualmente las matrices de transición de estado del
instante actual t al instante t−hi para el sistema con retardos original (1). La matriz N0(t)
correspondiendo al término sin retardo a0(t)x(t) es igual a la matriz identidad, N0(t) = I.
Al sustituir el control óptimo (3) a la ecuación de estado (1), la ecuación de estado




ai(t)x(t− hi) + B(t)R−1(t)BT (t)Q(t)x(t), (5)
con la condición inicial x(s) = φ(s), s ∈ [t0 − h, t0].
Note que el regulador óptimo obtenido hace una ventaja con respecto a resultados
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óptimos en general para sistemas con retardos del tiempo (tal como es dado en [46, 45,
47, 53]), ya que (a) la ley de control óptima es dada expĺıcitamente y no como una solución
de un sistema ecuaciones integrodiferenciales o diferenciales parciales, y (b) la ecuación de
Riccati para la matriz de ganancia no contiene argumentos avanzados en el tiempo y, por
consiguiente, resulta de dos puntos generados en el problema de valor en la frontera en el
problema de control óptimo con cŕıterio cuadrático y horizonte finito (ver, por ejemplo,
[50]). Aśı, el regulador óptimo obtenido es realizable usando dos ecuaciones diferenciales
con retardo.
Observación 1. A la primera mirada, las matrices Ni(t) parecen depender también
de los estados del sistema x(t) y x(t − hi). Sin embargo, esto no es aśı. Como sigue del
teorema 3.2.6 en [47], la fórmula x(t) = Φ(t, τ)x(τ), la cuál es convencional para sistemas
lineales sin retardos (ver [50]), también tiene lugar para los estados x(t), x(τ) y la matriz
fundamental Φ(t, τ) del sistema con retardos del tiempo lineal (1), donde el control u(t)
es dado por (3). Note que Φ(t, τ) no depende de x(t) o x(τ); en particular, Φ(t, t− hi) no
depende de x(t) o x(t−hi). Por lo tanto, cualquier matriz Ni(t) formando una combinación
lineal entre x(t) y x(t− hi) es independiente de los estados del sistema.
Observación 2. Esto puede ser observado que las funciones matriciales Ni(t) pueden
ser no acotadas en vecindades de los momentos del tiempo aislados t = τ k, k = 1, 2, . . .,





ai(t)Ni(t)x(t) + B(t)u(t), (6)
donde los coeficientes, que dependen de Ni(t), pueden también ser no acotados. La
respuesta afirmativa a esta pregunta sigue de la suposición general de la teoŕıa de sis-
temas de control óptimo (ver [85], caṕıtulo 2), donde sólo continuidad a pedazos del lado
derecho es requerido, si la solución de la ecuación del sistema existe. Ya que la solución de
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(6) coincide, por construcción, con la solución de la ecuación del sistema original (1), cuya
existencia es verificada en el párrafo después de (1), la teoŕıa LQR óptima se mantiene
aplicable al sistema (6).
Observación 3. En algunos art́ıculos (ver, por ejemplo, [53]), el control óptimo u∗(t)
es obtenido como una integral de los valores previos de x(t) sobre el intervalo [t − h, t].
Sin embargo, ya que la solución hacia atras de la ecuación (1) existe y es única, como
fue mencionado en la Sección 2, cualquier valor previo x(s), s ∈ [t − h, t] puede ser
representado únicamente como una función del valor actual x(t) (igual como de cualquier
valor retardado x(t− r), r > 0). Aśı, el control óptimo u∗(t) puede ser obtenido como una
función de x(t) en la forma (3). El valor actual x(t) es seleccionado para formar el control
de lazo cerrado (3), primero, porque la condición de tranversalidad (ver [85]) inducida por
la función de costo (2) puede fácilmente ser satisfecha y, segundo, debido a la aplicabilidad
practica del control del tiempo actual en problemas técnicos reales.
7.3. Ejemplo
Esta sección presenta un ejemplo de diseñar el regulador óptimo para un sistema (1)
con un cŕıterio (2), usando el esquema (3)–(5), y comparándolo con el regulador donde la
matriz Q es seleccionada como en el regulador lineal óptimo para un sistema sin retardos.
Además, el regulador óptimo (3)–(5) es comparado con dos reguladores lineales basado
sobre aproximaciones racionales del sistema con retardos del tiempo original.
Comenzaremos con un sistema lineal escalar
ẋ(t) = x(t) + 10x(t− 0,25) + u(t), (7)
con la condición inicial x(s) = 1 para s ∈ [−0,25, 0]. El problema de control es encontrar
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En otras palabras, el problema de control es para minimizar la enerǵıa total del estado x
usando la mı́nima enerǵıa total de control u.
Construiremos primero el regulador donde la ley de control y la matriz Q(t) son
calculadas en la misma manera como para el regulador lineal óptimo para un sistema
lineal sin retardos, que es u(t) = R−1(t)BT (t)Q(t)x(t) (ver [50] para referencia). Ya que
B(t) = 1 en (7) y R(t) = 1 en (8), el control óptimo es realmente igual a
u(t) = Q(t)x(t), (9)
donde Q(t) satisface la ecuación de Riccati
Q̇(t) = −(a0(t) + a1(t))T Q(t)−Q(t)(a0(t) + a1(t)) + L(t)−
Q(t)B(t)R−1(t)BT (t)Q(t),
con la condición final Q(T ) = −ψ. Ya que a0(t) = 1, a1(t) = 10, a0(t) + a1(t) = 11,
B(t) = 1 en (7), y L(t) = 1, ψ = 0 en (8), la última ecuación cambia a
Q̇(t) = 1− 22Q(t)−Q2(t), Q(0,5) = 0. (10)
Bajo la subtitución del control (9) dentro de (7), el sistema controlado toma la forma
ẋ(t) = x(t) + 10x(t− 0,25) + Q(t)x(t). (11)
Los resultados de aplicar el regulador (9)–(11) al sistema (7) son mostrados en la Fig.
1, la cuál presenta las gráficas del criterio (8) J(t) y el control (9) u(t) en el intervalo
[0, T ]. El valor del criterio (8) al momento final T = 0,5 es J(0,5) = 19,16.
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Aplicaremos ahora el regulador óptimo (3)–(5) para sistemas lineales con retardos de
estado múltiples para el sistema (7). La ley de control (3) toma la misma forma como (9)
u∗(t) = Q∗(t)x(t), (12)
donde Q∗(t) satisface la ecuación
Q̇∗(t) = 1− 2Q∗(t)− 20Q∗(t)N1(t)−Q∗2(t), Q∗(0,5) = 0, (13)
donde N0(t) = 1 y N1(t) = x(t− 0,25)/x(t) para t ∈ [0, 0,5].
Note que la ecuación obtenida (13) no contiene argumentos avanzados y, por lo tanto,
puede ser resuelta usando métodos numéricos simples, tal como ”shooting”. Este método
consiste en variar las condiciones iniciales (13), tomando en cuenta monotońıa de la solu-
ción de (13) con respecto a condiciones iniciales, hasta que la condición final es satisfecha.
En este ejemplo, la ecuación (13) ha sido resuelta con la aproximación de condición final
Q∗(0,5) = 0,05, para reducir el tiempo de cálculo.
Al sustituir el control (12) dentro de (7), el sistema controlado óptimamente toma la
misma forma como (11)
ẋ(t) = x(t) + 10x(t− 0,25) + Q∗(t)x(t). (14)
Los resultados de aplicar el regulador (12)–(14) al sistema (7) son mostrados en Fig.
2, en la cuál presenta las gráficas del criterio (8) J(t) y el control (12) u∗(t) en el intervalo
[0, T ]. El valor del criterio (8) al momento final T = 0,5 es J(0,5) = 6,56. Hay un
mejoramiento definitivo (a tres veces) en los valores de la función de costo en comparación
al caso precedente, debido a la óptimalidad del regulador (3)–(5) para sistemas lineales
con retardos de estado múltiples.
Comparemos también el regulador óptimo (3)–(5) con el mejor regulador lineal basa-
do sobre las aproximaciones racionales lineales y cuadráticas del sistema con retardos
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del tiempo (7). Primero, la función de transferencia entrada-estado, G(s) = (s − 1 −
10 exp (−sh))−1, h = 0,25, es aproximada por una función racional hasta el primer orden
de h: G−1(s) = s(1 + 10h) − 11 + O(h2), la cuál resulta en la siguiente realización en el
dominio del tiempo (h = 0,25)
ẋ(t) = (22/7)x(t) + (2/7)u(t), (15)
con la condición inicial x(0) = 1. La ley de control es calculado como el control óptimo
para el sistema lineal sin retardos (15):
u1(t) = (2/7)Q1(t)x(t), (16)
y Q1(t) satisface la ecuación de Riccati
Q̇1(t) = 1− (44/7)Q1(t)− (2/7)2Q21(t), (17)
con la condición final Q1(0,5) = 0. El control (16) es luego subtituido dentro del sistema
con retardos del tiempo original (7).
Los resultados de aplicar el regulador (15)–(17) al sistema (7) son mostrados en Fig.
3, la cuál presenta las gráficas del criterio (8) J(t) y el control (16) u1(t) en el intervalo
[0, T ]. El valor del criterio (8) al momento final T = 0,5 is J(0,5) = 7,39. Aśı, los re-
sultados de simulación muestran que la aplicación del regulador (15)–(17), basado sobre
aproximaciones racionales de primer orden, produce todav́ıa valores no satisfactorios de
la función de costo en comparación con el regulador óptimo (3)–(5).
Después, la función de transferencia G(s) es aproximada por una función racional hasta
el segundo orden de h: G−1(s) = s(1+10h)−11−10(h2/2)s2 +O(h3). Esta aproximación
resulta en la siguiente realización del dominio de tiempo (h = 0,25)
(10/32)(d2(x(t))/dt2) = (7/2)d(x(t))/dt− 11x(t)− u(t),
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la cuál es representada en la forma estandar de dos ecuaciones diferenciales de primer
orden
ẋ(t) = z(t), ż(t) = 11,2z(t)− 35,2x(t)− 3,2u(t), (18)
con las condiciones iniciales x(0) = 1, z(0) = 0. La ley de control es calculada como el





y la matriz Q2(t) bidimensional satisface la ecuaci’on de Riccati
Q̇2(t) = L2 − aT2 Q2(t)−Q2(t)a2 −Q2(t)B2BT2 Q2(t), (20)
con la condición final Q2(T ) = 0, donde B2 = [0 − 3,2]T , a2 = [0 1 | −35,2 11,2] y
L2 = diag[1 0]. El control (19) es luego subtituido dentro del sistema con retardos del
tiempo original (7).
Los resultados de aplicar el regulador (18)–(20) al sistema (7) son mostrados en Fig.
4, la cuál presenta las gráficas del criterio (8) J(t) y el control (19) u2(t) en el intervalo
[0, T ]. El valor del criterio (8) al momento final T = 0,5 es J(0,5) = 52,25, el cuál es mucho
peor que en cualquier caso precedente. Aśı, la aproximación racional del segundo orden
ocurre de ser practicamente inútil, ya que esto resulta en un incremento en la dimensión
del problema, produciendo dificultades computacionales adicionales y valores grandes de
la función de costo. El último fenómeno es explicado por el hecho que la función de trans-
ferencia polinomial del segundo orden G(s) = (s(1 + 10h) − 11 − 10(h2/2)s2)−1 tiene
dos polos complejos inestables con partes reales positivas, las cuales no se aproximan al
polo inestable real (s = 3,83). Esto produce dinámicas inestables adicionales en la aproxi-
mación del sistema, las cuales no estan presentes en el sistema original (7), aśı produciendo
deformaciones demasiado largas en el diseño del control.
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Finalmente note que la función de transferencia racional correspondiendo a la aproxima-
ción Pade exp (−sh) = (1− sh/2)/(1+ sh/2) no es considerada aqúı, ya que esta produce
un polo inestable grande s = 21,16, que aproxima al polo inestable real (el segundo polo es
negativo, i.e., estable), y también resulta en un incremento en la dimensión del problema.
7.4. Apéndice
Demostración de la solución del problema de control óptimo. Al introducir
las funciones auxiliares Ni(t), 0 = 1, . . . , p, as ı́ como definidas en la Sección 3 , la ecuación




ai(t)Ni(t)x(t) + B(t)u(t), (21)
con la condición inicial x(0) = φ(0). Ya que las matrices Ni(t) son funciones dependientes
del tiempo conocidas al momento de tiempo actual t, el problema de control óptimo
original para un sistema con retardos del tiempo es ahora reducido al problema LQR
óptimo convencional para el estado (21) y la misma función de costo cuadrática (2), en
donde la matriz de la dinámica del estado A es igual a A =
p∑
i=0
ai(t)Ni(t). La bien conocida
solución a este problema (ver, por ejemplo, [50]) produce directamente la ley de control
óptima (3) y la ecuación de la matriz de ganancia en la forma (4).
Sin embargo, hay que demostrar que el control óptimo puede ser definido consis-
tentemente en los momentos del tiempo donde x(t) = 0. Realmente, si el conjunto
{τ k : x(τ k) = 0, k = 1, 2, . . .} es un conjunto de puntos de tiempo aislados, entonces
el control óptimo u∗(τ k) es igual a cero en cualquier tiempo τ k, en vista de linealidad y
continuidad de la ley de control (3). Aśı, el valor de la matriz de ganancia Q(τ k) no par-
ticipa realmente en la formación del control óptimo y puede ser asignado como el ĺımite de
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los valores de Q(t) desde la derecha, Q(τ k) = ĺım
t→τk,t>τk
Q(t), aśı asignando la continuidad
de Q(t) como la solución de (4). Asuma ahora que el conjunto {t : x(t) = 0} contiene un
intervalo del tiempo continuo, [t1, t2], t2 ≤ T . Esto implica que el control óptimo (3) es
igual a cero en este intervalo, u∗(t) = 0, t ∈ [t1, t2]. Por lo tanto, los valores de la matriz
Q(t) para t ∈ [t1, t2] no participa en la formación del control óptimo en el intervalo [t1, t2]
y pueden ser asignados arbitrariamente. Por otro lado, el problema de control óptimo re-
ducido al intervalo [t0, t1] no induce ninguna otra condición de transversalidad adicional al
punto t1, ya que el valor del estado es fijo a cero t = t1, x(t1) = 0, (ver [85]). Por lo tanto,
cualquier función Q(t) satisfaciendo (4) en [t0, t2] podŕıa ser usada para formar la ley de
control óptima (3). Aśı, la matriz de ganancia Q(t) puede ser encontrada en el intervalo
[t0, t2] como la solución de (4) continuada del intervalo [t2, T ]. Además, la velocidad del
estado dx(t)/dt es también igual a cero en el intervalo [t1, t2], dx(t)/dt = 0, t ∈ [t1, t2], si
x(t) = 0 para t ∈ [t1, t2]. Análisis de la ecuación de estado (1) muestran que la igualdad
dx(t)/dt = 0 en un intervalo de tiempo continuo es valida si x(t− hi) = 0 para cualquier
i = 1, . . . , p en este intervalo. Aśı, las matrices Ni(t), i = 1, . . . , p, pueden ser también
asignadas arbitrariamente para t ∈ [t1, t2], por ejemplo, como los ĺımites de los valores de
Ni(t) del intervalo [t2, T ], aśı asignando la suavidad de Q(t) como la solución de (4).
Finalmente, hay que considerar el caso del valor del estado cero al punto inicial, x(t0) =
0, y verificar que ninguna situación especial es generada. Realmente, ya que todos los
coeficientes en (1),(2) y la función inicial φ(s) son continuos, la ley de control óptima
es tambien continua con respecto a condiciones iniciales. Al aproximar la función inicial
dada por funciones iniciales con valores diferentes de cero en t = t0 convergiendo a cero en
el ĺımite, las leyes de control óptima (3) son obtenidas para cada aproximación preĺımite.
Eso resulta en el valor ĺımite de control cero, u(t0) = 0, en vista del valor ĺımite de estado
cero, x(t0) = φ(t0) = 0, y la continuidad con respecto a condiciones iniciales. Aśı, el valor
100
inicial de la matriz Q(t0) no es importante para formar el valor del control u(t0) y puede
ser dejado tal como hab́ıa obtenido resolviendo la ecuación (4).
La solución del problema de control óptimo es demostrada.
























Figura 7.1: El mejor regulador disponible para sistemas lineales sin retardos. Gráficas del
criterio (8) J(t) y el control (9) u(t) en el intervalo [0, 0,5].
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Figura 7.2: Regulador óptimo obtenido para sistemas lineales con múltiples retardos en el
estado. Gráficas del criterio (8) J(t) y el control óptimo (12) u∗(t) en el intervalo [0, 0,5].
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Figura 7.3: Regulador basado en una aproximación de primer orden del sistema con retardo
original. Gráficas del criterio (8) J(t) y el control (16) u1(t) en el intervalo [0, 0,5].
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Figura 7.4: Regulador basado en una aproximación de segundo orden del sistema con
retardo. Gráficas del criterio (8) J(t) y el control (19) u2(t) en el intervalo [0, 0,5].
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Caṕıtulo 8
Un Regulador Óptimo para Sistemas
Lineales con Retardos Múltiples en
la Entrada y el Estado
8.1. Planteamiento del Problema de Control Óptimo








Bj(t)u(t− τ j), (1)
con las condiciones iniciales x(s) = φ(s), s ∈ [t0 − h, t0], h0 = 0, h = máx (h1, . . . , hp),
donde x(·) ∈ C([t0 − h, t0]; Rn) es el estado del sistema, y u(s) = φ1(s), s ∈ [t0 − τ , t0],
τ 0 = 0, τ = máx (τ 1, . . . , τ p), donde u(·) ∈ C([t0 − τ , t0]; Rm) es la variable de control,
y φ(s) y φ1(s) son funciones continuas dadas en los intervalos [t0 − h, t0] y [t0 − τ , t0],
respectivamente. Los coeficientes ai(t) y Bj(t) son consideradas funciones continuas del
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tiempo. Note que el estado de un sistema retardado (1) de dimensión infinita [47]. La
existencia de la solución única de la ecuación (1) es por el teorema de Carathéodory
(ver, por ejemplo, [83]), y existencia de la única solución sigue de la analiticidad del lado
derecho del funcional con respecto al estado del sistema (see [49, 84])









(uT (s)R(s)u(s)ds + xT (s)L(s)x(s))ds, (2)
donde R es positiva ψ, L son funciones matriciales simétricas continuas definidas no
negativas, y T > t0 es un momento de tiempo positivo.
El problema de control óptimo es encontrar el control u∗(t), t ∈ [t0, T ], que minimiza
el criterio J a lo largo de la trayectoria x∗(t), t ∈ [t0, T ], generada bajo la sustitución
u∗(t) dentro de la ecuación de estado (1). La solución del problema de control óptimo
establecido es dado en la siguiente Sección y entonces demostrada en el Apéndice.
8.2. Solución al Problema de Control Óptimo
La solución al problema de control óptimo para el sistema lineal con retardos de estado








donde la función matricial Q(t) satisface la ecuación de Riccati matricial con coeficientes





















con la condición final Q(T ) = −ψ.
Cada una de las matrices auxiliares Ni(t), i = 0, . . . , p, es definida como una solución
de la ecuación algebraica Ni(t)x(t) = x(t − hi), la cuál puede siempre ser satisfecha, si
x(t) no es el vector de ceros. Por otro lado, si la igualdad x(t) = 0 es satisfecha solo en
un conjunto de puntos de tiempo aislados t = τ k, k = 1, 2, . . ., donde el valor del control
óptimo (3) es también igual a cero, entonces los valores de Q(τ k) pueden ser asignados
como los ĺımites de los valores de Q(t), aśı asegurando la continuidad de Q(t) como la
solución de (4). Si la igualdad x(t) = 0 es satisfecha en un intervalo de tiempo continuo
[t1, t2], t2 ≤ T , donde el valor del control óptimo (3) es otra vez igual a cero, entonces la
matriz Q(t) en este intervalo puede ser encontrada como la solución de (4) del intervalo
[t2, T ]. Además, ya que la velocidad del estado dx(t)/dt es también igual a cero en [t1, t2],
los valores de x(t−hi), i = 1, . . . , p serán igual a cero, x(t−hi) = 0, en este intervalo. Aśı,
las matrices Ni(t), i = 1, . . . , p, pueden ser asignadas arbitrariamente para t ∈ [t1, t2], por
ejemplo, como los ĺımites de los valores de Ni(t) desde el intervalo [t2, T ], aśı asegurando
la suavidad de Q(t) como la solución de (4). Detalles de la demostración son dados en el
Apéndice.
Cada una de las matrices auxiliares Mj(t), j = 0, . . . , q, es definida como una solución
de la ecuación algebraica Mj(t)u
∗(t) = u∗(t− τ j), la cuál siempre puede ser satisfecha, si
u∗(t) no es el vector de ceros. La igualdad u∗(t) = 0 podŕıa ser satisfecha en inspección de





j (t) = 0. El primer caso,
x(t) = 0, ha sido ya discutido y los métodos para extender las definiciones de las matrices
correspondientes han sido apuntados. El segundo caso, Q(t) = 0, permite no definir las





j (t) = 0 , implica que el término cuadrático en la ecuación de Riccati (4) es
igual a cero (mientras que los otros términos no son cambiados) y , por lo tanto, también
107
permite no definir las matrices Mj(t).
Note que las matrices Ni(t) y Mj(t) son realmente las matrices de transición del
control y del estado del instante actual t a los instantes t−hi y t− τ j para el sistema con
retardos de tiempo original (1). Las matrices N0(t) y M0(t) correspondiendo a los términos
sin retardo a0(t)x(t) y B0(t)u
∗(t) son iguales a la matriz de identidad, N0(t) = M0(t) = I,
por todas partes.
El control óptimo (3) dentro de la ecuación de estado (1), la ecuación de estado










con las condiciones iniciales x(s) = φ(s), s ∈ [t0 − h, t0], y u(s) = φ1(s), s ∈ [t0 − τ , t0]
El regulador óptimo obtenido hace una mejora con respecto a resultados de óptimalidad
general para sistemas con retardos del tiempo (tal como dados en [45, 46, 47, 53]), ya que
(a) la ley de control óptima es dada expĺıcitamente y no como una solución de un sistema
de ecuaciones diferenciales parciales o integrodiferenciales, y (b) la ecuación de Riccati
para la matriz de ganancia no contiene argumentos avanzados de tiempo y,por lo tanto,
de control óptimo con cŕıterio cuadrático y horizonte finito (ver, por ejemplo, [50]). Aśı, el
regulador óptimo obtenido es realizable usando dos ecuaciones diferenciales con retardos.
Observación. En algunos art́ıculos (ver, por ejemplo, [53]), el control óptimo u∗(t) es
obtenido como una integral de los valores previos de x(t) sobre el intervalo [t− h, t]. Sin
embargo, ya que la solución retráıda de la ecuación (1) existe y es única, como mencionada
en la Sección 2, cualquier valor previo x(s), s ∈ [t−h, t] puede ser representado únicamente
como una función del valor actual x(t) (tan buena como de cualquier valor retardado
x(t− r), r > 0). Aśı, el control óptimo u∗(t) puede ser obtenido como una función de x(t)
en la forma (3). El valor actual x(t) es seleccionado para formar el control de lazo cerrado
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(3), primero, porque la condición de tranversalidad (ver [85]) inducida por la función de
costo (2) puede fácilmente ser satisfecha y, segundo, debido a aplicabilidad del causal
control de tiempo actual en problemas técnicos reales.
8.3. Ejemplo
Esta sección presenta un ejemplo de diseñar el regulador óptimo para un sistema (1)
con un cŕıterio (2), usando el esquema (3)–(5), y comparándolo con el regulador donde la
matriz Q es seleccionada como en el regulador lineal óptimo para un sistema sin retardos.
Además, el regulador óptimo (3)–(5) es comparado con dos reguladores lineales basados
sobre aproximaciones racionales del sistema con retardos de tiempo original.
Comenzaremos con un sistema lineal escalar
ẋ(t) = x(t) + 10x(t− 0,25) + u(t− 0,5), (6)
con la condición inicial x(s) = 0,1 para s ∈ [−0,25, 0] y u(s) = 10 para s ∈ [−0,5, 0]. El












En otras palabras, el problema de control es para minimizar la enerǵıa total del estado x
usando la mı́nima enerǵıa total de control u.
Construiremos primero el regulador donde la ley de control y la matriz Q(t) son
calculadas en la misma manera como para el regulador lineal óptimo para un sistema
lineal sin retardos, que es u(t) = R−1(t)BT (t)Q(t)x(t) (ver [50] para referencia). Ya que
B(t) = 1 en (6) y R(t) = 1 en (7), el control óptimo es realmente igual a
u(t) = Q(t)x(t), (8)
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donde Q(t) satisface la ecuación de Riccati
Q̇(t) = −(a0(t) + a1(t))T Q(t)−Q(t)(a0(t) + a1(t)) + L(t)−Q(t)B(t)R−1(t)BT (t)Q(t),
con la condición final Q(T ) = −ψ. Ya que a0(t) = 1, a1(t) = 10, a0(t) + a1(t) = 11,
B(t) = 1 en (6), y L(t) = 1, ψ = 0 en (7), la última ecuación cambia a
Q̇(t) = 1− 22Q(t)−Q2(t), Q(1) = 0. (9)
Al sustituir el control (8) dentro de (6), el sistema controlado toma la forma
ẋ(t) = x(t) + 10x(t− 0,25) + Q(t)x(t). (10)
Los resultados de aplicar el regulador (8)–(10) al sistema (6) son mostrados en la Fig.
1, la cuál presenta las gráficas del criterio (7) J(t) y el control (8) u(t) en el intervalo
[0, T ]. El valor del criterio (7) al momento final T = 1 es J(1) = 9113,63.
Aplicaremos ahora el regulador óptimo (3)–(5) para sistemas lineales con retardos de
estado múltiples al sistema (6). La ley de control (3) toma la misma forma como (8)
u∗(t) = Q∗(t)x(t), (11)
donde Q∗(t) satisface la ecuación
Q̇∗(t) = 1− 2Q∗(t)− 20Q∗(t)N1(t)−M21 (t)Q∗2(t), Q∗(1) = 0, (12)
donde N0(t) = 1, N1(t) = x(t− 0,25)/x(t), y M1(t) = u∗(t− 0,5)/u∗(t) para t ∈ [0, 1].
Note que la ecuación obtenida (12) no contiene argumentos avanzados y, por lo tanto,
puede ser resuelta usando métodos numéricos simples, tal como ”shooting”. Este método
consiste en variar las condiciones iniciales (12), tomando en cuenta monotońıa de la solu-
ción de (12) con respecto a condiciones iniciales, hasta que la condición final es satisfecha.
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Al sustituir el control (11) dentro de (6), el sistema controlado óptimamente toma la
misma forma
ẋ(t) = x(t) + 10x(t− 0,25) + M1(t)Q∗(t)x(t). (13)
Al resultado aplicar el regulador (11)–(13) al sistema (6) son mostrados en la Fig. 2, en
la cuál presenta las gráficas del critero (7) J(t) y el control (11) u∗(t) en el intervalo [0, T ].
Los valores del criterio (7) al momento final T = 1 es J(1) = 465,54. Hay un mejoramiento
definitivo (a veinte veces) en los valores de la función de costo en comparación al caso
precedente, debido a la óptimalidad (3)–(5) para sistemas lineales con retardos múltiples
en la entrada y el estado.
Comparemos también el regulador óptimo (3)–(5) con el mejor regulador basado sobre
las aproximaciones racionales lineal y cuadrática del sistema con retardo de tiempo (6).
Primero, la función de transferencia entrada-estado de (6), G(s) = (exp (−sτ))(s − 1 −
10 exp (−sh))−1, h = 0,25, τ = 0,5 es aproximada por una función racional hasta el primer
orden de h and τ : G−1(s) = s(1+10h)−11−11sτ+o(h+τ), la cual resulta en la realización
en el dominio del tiempo (h = 0,25, τ = 0,5)
ẋ(t) = −(11/2)x(t) + (1/2)u1(t), (14)
con la condición inicial x(0) = 1. La ley de control es calculada como el control óptimo





y Q1(t) satisface la ecuación de Riccati
Q̇1(t) = 1 + 11Q1(t)− (1/4)Q21(t), (16)
con la condición final Q1(1) = 0. El control (15) es entonces sustituido dentro del sistema
con retardos del tiempo original (6).
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Los resultados de aplicar el regulador (14)—(16) al sistema (6) son mostrados en
la Fig. 3, la cuál presenta las gráficas del criterio (7) J(t) y el control (15) u1(t) en el
intervalo [0, T ]. Los valores del criterio (7) al momento final T = 1 es J(1) = 544,44.
Aśı, los resultados de simulación muestran que la aplicación del regulador (14)—(16),
basado sobre la aproximación racional del primer orden, produce y mantiene valores no
satisfactorios de la función de costo en comparación al regulador óptimo (3)—(5).
Después, la función de transferencia G(s) es aproximada por una función racional hasta
el segundo orden de h y τ : G−1(s) = s(1+10h)−11−10(h2/2)s2−11sτ−(11/2)(τ 2/2)s2+
o(h2 + τ 2). Esta aproximación resulta en la realización en el dominio del tiempo, la cuál
es representada en la forma estandar de dos ecuaciones diferenciales de primer orden
(h = 0,25, τ = 0,5)
ẋ(t) = z(t), ż(t) = −(32/27)z(t)− (176/27)x(t)− (16/27)u2(t), (17)
con las condiciones iniciales x(0) = 1, z(0) = 0. La ley de control es calculada como el
control óptimo para el sistema lineal sin retardos (17):
u2(t) = B2Q2(t)[x(t)z(t)]
T , (18)
y la matriz bidimensional Q2(t) satisface la ecuación de Riccati
Q̇2(t) = L2 − aT2 Q2(t)−Q2(t)a2 −Q2(t)B2BT2 Q2(t), (19)
con la condición final Q2(T ) = 0, donde B2 = [0 − 16/27]T ,
a2 = [0 1 | −176/27 − 32/27] y L2 = diag[1 0]. El control (18) es entonces sustituido
dentro del sistema con retardo de tiempo original (6).
Los resultados de aplicar el regulador (17)—(19) al sistema (6) son mostrados en la
Fig. 4, la cuál presenta las gráficas del criterio (7) J(t) y el control (18) u2(t) en el intervalo
[0, T ]. El valor del criterio (7) al momento final T = 1 es J(1) = 539,68, el cuál es solo
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un poco mejor que en el caso precedente. Aśı, la aproximación racional de segundo orden
ocurre para estar prácticamente inútil, ya que esto gúıa a un incremento en la dimensión
del problema, produciendo dificultades computacionales adicionales, y valores mejorados
insignificantemente de la función de costo en comparación a una de primer orden.
Finalmente note que la función de transferencia racional correspondiente a la aproxi-
mación de Pade exp (−sh) = (1 − sh/2)/(1 + sh/2) no es considerada aqúı, ya que esto
produce un polo inestable s = 21,16, el cuál no se aproxima al polo inestable real, s = 3,83,
de la función de transferencia original de (6) (los otros dos polos producidos son negativos,
i.e., estables), y también gúıa a un incremento en la dimensión del problema hasta un sis-
tema de tercer orden. Esto tambié odŕıa ser fácilmente observado que el polo inestable
del sistema sin retardos dado por el diseño del regulador (8),(9) es igual a s = 22, el cuál
es similar a aquella aproximación de Pade.
8.4. Apéndice
Demostración de la solución del problema de control óptimo. Al introducir
las funciones Ni(t), 0 = 1, . . . , p , y Mj(t), 0 = 1, . . . , q, como son definidas en la Sección








con la condición inicial x(0) = φ(0). Ya que las matrices Ni(t) y Mj(t) son conocidas como
funciones dependientes del tiempo al momento de tiempo actual t, el problema de control
óptimo original para un sistema con retardo de tiempo es ahora reducido al problema
óptimo convencional LQR para el estado (20) y la misma función de costo cuadrática (2),
en donde la matriz de dinámica del estado A es igual a A(t) =
p∑
i=0
ai(t)Ni(t) y la matriz de
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control B es igual a B(t) =
q∑
j=0
Bj(t)Mj(t). La solución bien conocida para este problema
(ver, por ejemplo, [50]) directamente produce la ley de control óptima (3) y la ecuación
de la matriz de ganancia en la forma (4).
Esto de cualquier modo será demostrado que el control óptimo puede ser consistente-
mente definida en los momentos de tiempo donde x(t) = 0 o u∗(t) = 0. Considere el primer
caso x(t) = 0. Realmente, si el conjunto {τ k : x(τ k) = 0, k = 1, 2, . . .} es un conjunto de
puntos aislados, entonces el control óptimo u∗(τ k) es igual a cero en cualquier tiempo τ k,
en vista de linealidad y continuidad de la ley de control (3). Aśı, el valor de la matriz
de ganancia Q(τ k) en efecto no participa en la formación del control óptimo y puede ser
asignado cuando el ĺımite de los valores de Q(t) de la derecha, Q(τ k) = ĺım
t→τk,t>τk
Q(t),
aśı asegurando la continuidad de Q(t) como la solución de (4). Suponer ahora que el con-
junto {t : x(t) = 0} comprendido en un intervalo de tiempo continuo, [t1, t2], t2 ≤ T . Esto
implica que el control óptimo (3) es igual a cero en este intervalo, u∗(t) = 0, t ∈ [t1, t2].
De aqúı, los valores de la matriz Q(t) para t ∈ [t1, t2] no participa en la formación del
control óptimo en el intervalo [t1, t2] y puede ser asignado arbitrariamente. Por otro la-
do, el problema de control óptimo reducido para el intervalo [t0, t1] no induce cualquier
condición de transversalidad adicional en el punto t1, ya que el valor del estado es fijo a
cero en t = t1, x(t1) = 0, es dado en (ver [85]). Cualquier función Q(t) satisfaciendo (4) en
[t0, t2] será apropiado para formar la ley de control óptima (3). Aśı, la matriz de ganancia
Q(t) puede ser establecida en el intervalo [t0, t2] como la solución de (4) prolongado del
intervalo [t2, T ]. Además, la velocidad del estado dx(t)/dt es también igual a cero en el in-
tervalo [t1, t2], dx(t)/dt = 0, t ∈ [t1, t2], si x(t) = 0 para t ∈ [t1, t2]. Análisis de la ecuación
de estado (1) muestra que la igualdad dx(t)/dt = 0 en un intervalo de tiempo continuo
es obtenido si x(t − hi) = x(t − τ j) = 0 para cualquier i = 1, . . . , p, j = 1, . . . , q, en este
intervalo. Aśı, las matrices Ni(t), i = 1, . . . , p, y Mj(t), j = 1, . . . , q, pueden también ser
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asignadas arbitrariamente para t ∈ [t1, t2], por ejemplo, cuando el ĺımite de sus valores
del intervalo [t2, T ], aśı asegurando la suavidad de Q(t) como la solución de (4).
Considere ahora el caso u∗(t) = 0. Realmente, la igualdad u∗(t) = 0 será satisfecha





j (t) = 0. El
primer caso, x(t) = 0, ha sido ya discutido y los métodos para extender las definiciones de
las matrices correspondientes han sido apuntados. El segundo caso, Q(t) = 0, permite a






j (t) = 0, implica que el término cuadrático en la ecuación de
Riccati (4) es igual a cero (mientras que los otros términos son inalterados) y, por lo tanto,
también permite no definir las matrices Mj(t).
Finalmente, considere el caso del valor del estado cero en el punto inicial, x(t0) = 0,
y verificar que situación no especial es generada. Realmente, ya que todos los coeficientes
en (1),(2) y la función inicial φ(s) son continuos, la ley de control óptima es también
continua con respecto a condiciones iniciales. Al aproximar la función inicial dada por
funciones iniciales con valores diferentes de cero en t = t0 convergiendo a cero en el ĺımite,
las leyes de control óptimas (3) son obtenidas para cada aproximación pre-restrictiva, la
cuál produce los valores, u(t0) = 0, en vista del valor de estado, x(t0) = φ(t0) = 0, y la
continuidad con respecto a condiciones iniciales. Aśı, el valor inicial de la matriz Q(t0)
no es importante para formar el valor del control u(t0) y puede ser dejada tal como es
obtenida bajo la solución de la ecuación (4).
La solución del problema de control óptimo es demostrado.
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Figura 8.1: Mejor regulador lineal disponible para sistemas lineales sin retardos. Gráficas
del criterio (7) J(t) y el control (8) u(t) en el intervalo [0, 1]
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Figura 8.2: Regulador óptimo obtenido para sistemas lineales con múltiples retardos en
el estado. Gráfica del criterio (7) J(t) y el control óptimo (11) u∗(t) en el intervalo [0, 1].
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Figura 8.3: Regulador basado en una aproximación de primer orden del sistema con retardo
de tiempo original. Gráficas del criterio (7) J(t) y el control (15) u1(t) en el intervalo [0, 1]
y aumentada Gráfica del control u1(t) en el intervalo [0,5, 1]
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Figura 8.4: Regulador basado en una aproximación de segundo orden del sistema con
retardo de tiempo original. Gráfica del criterio (7) J(t) y el control (18) u2(t) en el
intervalo [0, 0,5] y aumentada Gráfica del control (18) u2(t) en el intervalo [0,5, 1].
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Caṕıtulo 9
Conclusiones y Trabajo Futuro
9.1. Conclusiones
La principal contribución de este trabajo es el desarrollo, análisis y verificación a
nivel simulación de la solución a problemas de a) filtrado óptimo en sistemas de estado
polinomial y lineal con retardo, afectados por perturbaciones de naturaleza estocástica,
utilizando las diferenciales de Ito, y b) control óptimo para sistemas lineales con retardos
múltiples en el estado y/o en la entrada de control. La solución propuesta a cada problema
estudiado en este trabajo fue obtenida considerando condiciones fáctibles y previamente
declaradas.
9.2. Trabajos Futuros
En el trabajo futuro se encuentra el estudio e investigación de los siguientes problemas:
1) Controlador Óptimo en Sistemas Lineales con Retardos Múltiples en el Estado y/o
en la Entrada de Control.
120
2)Controlador Óptimo en Sistemas No Lineales con Retardo en la Entrada de Control.
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