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Abstract. A system of PDOs(=Partial Differential Operators) has two non-commutativities, (i) one
from [∂q, q] = 1 (Heisenberg relation), (ii) the other from [A,B] 6= 0 for A,B being matrices in general.
Non-commutativity from Heisenberg relation is nicely controlled by using Fourier transformations (i.e.
the theory of ΨDOs=pseudo-differential operators).
Here, we give a new method of treating non-commutativity [A,B] 6= 0, and explain by taking
the Weyl equation with external electro-magnetic potentials as the simplest representative for a
system of PDOs. More precisely, we construct a Fourier Integral Operator with “matrix-like phase
and amplitude” which gives a parametrix for that Weyl equation. To do this, we first reduce the usual
matrix valued Weyl equation on the Euclidian space to the one on the superspace, called the super Weyl
equation. Using analysis on superspace, we may associate a function, called the super Hamiltonian
function, corresponding to that super Weyl equation. Starting from this super Hamiltonian function,
we define phase and amplitude functions which are solutions of the Hamilton-Jacobi equation and the
continuity equation on the superspace, respectively. Then, we define a Fourier integral operator with
these phase and amplitude functions which gives a good parametrix for the initial value problem of that
super Weyl equation. After taking the Lie-Trotter-Kato limit with respect to the time slicing, we get
the desired evolutional operator of the super Weyl equation. Bringing back this result to the matrix
formulation, we have the final result. Therefore, we get a quantum mechanics with spin from a classical
mechanics on the superspace which answers partly the problem of Feynman.
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1. Introduction and Result
1.1. The method of characteristics. It is well-known that the following initial value problem on the
region Ω in R1+m 
∂
∂t
u(t, q) +
m∑
j=1
aj(t, q)
∂
∂qj
u(t, q) = b(t, q)u(t, q) + f(t, q),
u(t, q) = u(q),
is solved by the method of characteristics. Denoting the solution of the characteristic equation
d
dt
qj(t) = aj(t, q(t)),
qj(t) = qj (j = 1, · · ·,m),
by
q(t) = q(t, t; q) = (q1(t), · · ·, qm(t)) ∈ Rm,
we get
Proposition 1.1. Let aj ∈ C1(Ω : R) and b, f ∈ C(Ω : R). For any point (t, q) ∈ Ω, we assume that u
is C1 in a neighbourhood of q.
Then, in a neighbourhood of (t, q), there exists uniquely a solution u(t, q). More precisely, putting
U(t, q) = e
∫
t
t
dτ B(τ,q)
{∫ t
t
ds e
−
∫
s
t
dτ B(τ,q)
F (s, q) + u(q)
}
,
that solution is represented by
u(t, q¯) = U(t, y(t, t; q¯))
where B(t, q) = b(t, q(t, t; q)), F (t, q) = f(t, q(t, t; q)) and q = y(t, t; q¯) is a inverse function derived from
q¯ = q(t, t; q).
Problem: Is it possible to extend the method of characteristics to the system of PDOs?
1.2. Weyl equation. We take the Weyl equation as the simplest representative of a system of
PDOs and we give an answer of the following problem.
Problem: Find if possible, an explicit representation of ψ(t, q) : R× R3 → C2 satisfyingi~
∂
∂t
ψ(t, q) = H(t)ψ(t, q),
ψ(t, q) = ψ(q),
(W)
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where, t is an arbitrarily fixed initial time and
H(t) = H
(
t, q,
~
i
∂
∂q
)
=
3∑
k=1
cσk
(~
i
∂
∂qk
− ε
c
Ak(t, q)
)
+ εA0(t, q). (1.1)
In the above, the Pauli matrices {σj} is represented by
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
, σ0 = I2 =
(
1 0
0 1
)
.
Remark. Though the meaning of explicit representation is not so clear, but it’s meaning will be
clarified in the sequel.
Claim: We define a good parametrix for the initial value problem for the Weyl equation with
a given external time-dependent electro-magnetic field (A0(t, q), A1(t, q), A2(t, q), A3(t, q)) by Super
Hamiltonian Path-Integral Method. Here, essential is to introduce “the Hamiltonian mechanics
corresponding to the Weyl equation”, and to define Fourier Integral Operators using quantities based on
the Hamilton-Jacobi equation.
1.3. Important Remark. In general, if one wants to study the precise properties of the solution of
PDO, one uses the properties of corresponding classical mechanics defined by the symbol of PDO to
mention the fine structure of the solution of PDOs. But this theory of ΨDOs isn’t applicable directly to a
system of PDOs. For example, one doesn’t know how one defines the Hamilton flow for a system
of PDOs. Therefore, one needs to apply the technique of ΨDOs after diagonalizing the given system.
In this paper, we treat the aforementioned two non-commutativities on equal footing by
introducing odd variables, therefore, we treat matrices as they are.
Our object of this paper is not to prove the well-posedness of (W) as a symmetric hyperbolic
system. Rather, we treat a system of PDOs as it is, in other word, we never concern with the properties
of characteristic roots of the given system, but we define the Hamilton flow for that system after
reformulating it on the superspace. (As is well-known, we may apply the so-called energy methods to a
symmetric hyperbolic system without regarding characteristic roots.)
1.4. Superspace setting and Result. By introducing odd variables to decompose the matrix
structure, we first reduce the usual matrix valued Weyl equation (W) on the Euclidian space R×R3 to
the one on the superspace R×R3|2, called the super Weyl equation (SW) on the superspace R×R3|2: i~
∂
∂t
u(t, x, θ) = H
(
t, x,
~
i
∂
∂x
, θ,
∂
∂θ
)
u(t, x, θ),
u(t, x, θ) = u(x, θ).
(SW)
Remark : The most important thing here is that every quantities appeared above (SW) are like
scalars though non-commutative!
Claim: There exists the classical mechanics corresponding to the (super) Weyl equation and that a
parametrix of it is constructed as a Fourier integral operator using phase and amplitude functions defined
by that classical mechanics. (We call this a good parametrix because not only it gives a parametrix
but also its dependence on the quantities from classical mechanics is explicit.)
Therefore, the (super) Weyl equation is regarded as to be obtained by quantizing that classical
mechanics after Feynman’s procedure. Because that (super) Weyl equation is “of first order” both
in “even and odd variables”, we need to modify Feynman’s argument from Lagrangian to Hamiltonian
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formulated “path-integral” (compare arguments between Fujiwara [7] and Inoue [15] for the Schro¨dinger
equation and see also Inoue and Maeda [19] for the heat equation with the scalar curvature term).
The precise meaning of the above claim is formulated as follows:
Theorem 1.2. Let {Aj(t, q)}3j=0 ∈ C∞(R× R3 : R) satisfy, for any k = 0, 1, 2, · · ·,
|||Aj |||k,∞ = sup
t,q,|γ|=k
|(1 + |q|)|γ|−1∂γqAj(t, q)| <∞ for j = 0, · · ·, 3. (1.2)
For |t− t| sufficiently small, we have a good parametrix for (SW) represented by
U(t, t)u(x, θ) = (2π~)−3/2~
∫
R3|2
dξ dπD1/2(t, t ;x, θ, ξ, π)ei~−1S(t,t ;x,θ,ξ,π)Fu(ξ, π),
for u(x, θ) ∈ /DSS,ev and is extended to /L2SS,ev(R3|2). Here, S(t, t ;x, θ, ξ, π) and D(t, t ;x, θ, ξ, π) satisfy
the Hamilton-Jacobi equation and the continuity equation, respectively:
(H−J)

∂
∂t
S +H
(
t, x,
∂S
∂x
, θ,
∂S
∂θ
)
= 0,
S(t, t ;x, θ, ξ, π) = 〈x|ξ〉 + 〈θ|π〉,
and (C)

∂
∂t
D + ∂
∂x
(
D∂H
∂ξ
)
+
∂
∂θ
(
D∂H
∂π
)
= 0,
D(t, t ;x, θ, ξ, π) = 1.
Remark. The assumption (1.2) garantees the suitable estimates for phase and amplitude functions.
Using the identification maps
♯ : L2(R3 : C2)→ /L2SS,ev(R3|2) and ♭ : /L2SS,ev(R3|2)→ L2(R3 : C2),
we get
Corollary 1.3. Let {Aj(t, q)}3j=0 ∈ C∞(R×R3 : R) satisfy (1.2). For |t− t| sufficiently small, we have
a good parametrix for (W) represented by
U(t, t)ψ(q) = ♭(2π~)−3/2~
∫
R3|2
dξ dπD1/2(t, t ;x, θ, ξ, π)ei~−1S(t,t ;x,θ,ξ,π)F(♯ψ)(ξ, π)
∣∣∣
xB=q
.
Remarks. (0) The result of this paper is announced in Inoue [18]. Though the notion of superanal-
ysis on Fre´chet-Grassmann algebra seems not so familiar even today, we have no space to present a part
of elements of superanalysis in this paper. If the reader is strange to the notion such as even and odd
variables, elementary and real analysis on super-smooth functions, please consult, [10, 13, 14, 18, 22].
We hope the procedure employed here will help to study the propagation of singularities of a system of
PDOs and others, after developping theories of ΨDOs and FIOs to those on superspaces.
(1) The problem how to regard the spin system following the Feynman’s principle, is posed
in p.355 of the book of Feynman & Hibbs [6]. J.L. Martin [30, 31] gave an idea of how to make the
correspondence from the Fermi oscillator to the classical objects on a non-commutative algebra. On the
other hand, without knowing Martin’s results, Berezin & Marinov [2] tried to construct the classical
mechanics which produces both boson and fermion equally by “quantization”.
We answer a part of the problem of Feynman using superanalysis, by taking the Weyl equation
as the typical and the simplest example of the spin system.
Feynman proposed that the solution of Schro¨dinger equation
i~
∂u
∂t
= − ~
2
2M2
m∑
i=1
∂2u
∂q2i
+ V (t, q)u
is represented by
u(t, q) =
∫
Rm
dq′F (t, q, q′)u(0, q′)
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with
F (t, q, q′) =
∫
Pt,q,q′
[dF γ] exp
[
i~−1
∫ t
0
dsL(s, γ(s), γ˙(s))
]
,
L(t, q, q˙) =
q˙2
2M2
+ V (t, q),
Pt,q,q′ = {γ ∈ AC([0, t] : Rm) | γ(0) = q′, γ(t) = q},
with dF γ = notorious Feynman measure on Pt,q,q′ .
Feynman-Hibbs [6] posed a question whether this derivation of quantum mechanics from
classical quantities is applicable to spin systems, such as Dirac and Pauli equations.
Since there exists no non-trivial Feynman measure [dF γ] on Pt,q,q′ , we try to give a
mathematical meaning to the above expression. Under certain condition on V , Fujiwara
[7] defines
F (t, 0)u(q) =
∫
Rm
dq′D(t, 0, q, q′)1/2ei~
−1S(t,0,q,q′)u(q′)
with
S(t, 0, q, q′) = inf
γ∈Pt,q,q′
∫ t
0
dsL(s, γ(s), γ˙(s)), D(t, 0, q, q′) = det
(
∂2S(t, 0, q, q′)
∂qi∂q′j
)
,
and he proves that F (t, 0) gives a good parametrix. Moreover, Fujiwara [8] gives a kernel
representation of the fundamental solution.
Since the above procedure is based on the Lagrangian formulation, we need to re-
formulate it in the Hamiltonian setting as Inoue [15], called Hamiltonian path-integral
method. After reformulating a certain first order system of PDOs in the superspace, we
claim to apply the above Hamiltonian path-integral procedure to that first order system
of PDOs. But this paper gives a partial answer to the Feynman’s problem, because we
have not yet constructed an “explicit integral representation” of the fundametal solution
itself. To do this, we need to prepare more elaborated composition formulas of FIOs as
in [8].
(2) We may extend our procedure to the case where the electro-magnetic potentials are valued in 2× 2-
matrices, if the quantity A˜0 defined below is real valued and the condition (1.2) is satisfied for all {A[∗]j }.
In fact, by decomposing
Aj(t, q) = A
[0]
j I2 +A
[1]
j σ1 +A
[2]
j σ2 +A
[3]
j σ3 for j = 0, · · · , 3, with A[∗]j = A[∗]j (t, q) ∈ R,
we have
σjAj(t, q) +A0(t, q)I2 = σjA˜j(t, q) + A˜0(t, q)I2,
where
A˜1 = A
[0]
1 +A
[1]
0 + i(A
[3]
2 −A[2]3 ), A˜2 = A[0]2 +A[2]0 + i(A[1]3 −A[3]1 ), A˜3 = A[0]3 +A[3]0 + i(A[2]1 −A[1]2 ),
A˜0 = A
[0]
0 +A
[1]
1 +A
[2]
2 +A
[3]
3 .
(3) Even if the electro-magnetic field is time-independent, that is, H(t) = H, and the existence of a
self-adjoint realization of H in L2(R3 : C2) is assured, our result above is new in the following sense. It is
well-known that e−i~
−1tHψ gives a solution of (W) by Stone’s theorem. Moreover, by the kernel theorem
of Schwartz, there exists a distribution E(t, q, q′) such that e−i~
−1tHψ(q) = 〈E(t, q, ·), ψ(·)〉, where 〈·, ·〉 is
the duality between D′ and D. Therefore, our result here answers partly the problem how one may
express the kernel of operator e−i~
−1tH using “classical quantities”.
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(4) Especially, in case ε = 0, U(t, 0) gives an explicit solution of (SW) with
γt = c~
−1t|ξ|, δt = |ξ| cos γt − iξ3 sin γt,
Sε=0(t, 0 ; x¯, ξ, θ¯, π) = 〈x¯|ξ〉+
|ξ|〈θ¯|π〉 − ~(ξ
1
+ iξ
2
) sin γt θ¯1θ¯2 − ~−1(ξ1 − iξ2) sin γt π1π2
δt
,
Dε=0(t, 0 ; x¯, ξ, θ¯, π) = |ξ|−2
[|ξ| cos γt − iξ3 sin γt]2.
It is worth remarking that “classical quantities” above contain the parameter ~. This means in a sense
that “a spinning particle has no classical counter-part” as Pauli claimed one day.
(5) We use Einstein’s convention to summing up repeated indeces unless there occurs confusion.
2. Outline of Proof
2.1. Interpretation of the method of characteristics. To explain the meaning of “explicit repre-
sentation”, we reconsider the method of characteristics by taking the simplest example: i~
∂
∂t
u(t, q) = a
~
i
∂
∂q
u(t, q) + bqu(t, q),
u(0, q) = u(q),
for a, b ∈ R. (2.1)
From the right-hand side of above, we define a Hamiltonian as follows (more precisely, the Weyl symbol
should be derived):
H(q, p) = e−i~
−1qp
(
a
~
i
∂
∂q
+ bq
)
ei~
−1qp = ap+ bq.
The classical mechanics (or bicharacteristic) associated to this Hamiltonian is given by{
q˙(t) = Hp = a,
p˙(t) = −Hq = −b
with the initial data
(
q(0)
p(0)
)
=
(
q
p
)
(2.2)
which is readily solved as
q(s) = q + as, p(s) = p− bs.
From above Proposition, putting t = 0, we get readily that
U(t, q) = u(q)e−i~
−1(bqt+2−1abt2).
As the inverse function of q = q(t, q) is given by q = y(t, q¯) = q¯ − at, we get
u(t, q) = U(t, q)|q=y(t,q¯) = u(q − at)e−i~
−1(bqt−2−1abt2).
We remark that there is no flavor of classical mechanics of this expression because we use only a part q(·)
of bicharacteristics (q(·), p(·)).
Another point of view from Hamiltonian path-integral method: Put
S0(t, q, p) =
∫ t
0
ds [q˙(s)p(s)−H(q(s), p(s))] = −bqt− 2−1abt2,
S(t, q, p) =
(
q p+ S0(t, q, p)
)∣∣∣∣
q=y(t,q)
= qp− apt− bqt+ 2−1abt2.
Then, the classical action S(t, q¯, p) satisfies the Hamilton-Jacobi equation.
∂
∂t
S +H(q¯, ∂q¯S) = 0,
S(0, q¯, p) = q¯ p.
On the other hand, the van Vleck determinant (though scalar in this case) is calculated as
D(t, q, p) =
∂2S(t, q, p)
∂q∂p
= 1.
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This quantity satisfies the continuity equation:
∂
∂t
D + ∂q¯(DHp) = 0 where Hp =
∂H
∂p
(
q¯,
∂S
∂q¯
)
,
D(0, q¯, p) = 1.
As an interpretation of Feynman’s idea, we regard that the transition from classical to quan-
tum mechanics is to study the following quantity or the one represented by this procedure (the term
“quantization” is not so well-defined mathematically):
u(t, q) = (2π~)−1/2
∫
R
dpD1/2(t, q, p)ei~
−1S(t,q,p)uˆ(p). (2.3)
That is, in our case at hand, we should study the quantity defined by
u(t, q) = (2π~)−1/2
∫
R
dp ei~
−1S(t,q,p)uˆ(p)
= (2π~)−1
∫∫
R2
dpdq ei~
−1(S(t,q,p)−q p)u(q) = u(q − at)ei~−1(−bqt+2−1abt2).
Therefore, we may say that this second construction (2.3) gives the explicit connection between the
solution (2.1) and the classical mechanics given by (2.2). We feel the above expression “good” because
there appear two classical quantities S(t, q, p) and D(t, q, p) explicitly and we regard this procedure as
an honest follower of Feynman’s spirit.
Claim: Applying superanalysis, we may extend the second argument above to a system of PDOs
e.g. quantum mechanical equations with spin such as Dirac, Weyl or Pauli equations, (and if possible,
any other system of PDOs), after interpreting these equations as those on superspaces.
2.2. Our procedure. (I) We identify a “spinor” ψ(t, q) = t(ψ1(t, q), ψ2(t, q)) : R×R3 → C2 with an even
supersmooth function u(t, x, θ) = u0(t, x) + u1(t, x)θ1θ2 : R ×R3|2 → Cev. Here, R3|2 is the superspace
and u0(t, x), u1(t, x) are the Grassmann continuation of ψ1(t, q), ψ2(t, q), respectively. (The reason why
we don’t identify ψ(t, q) with u(t, x, θ) = u0(t, x) + u1(t, x)θ for one odd variable θ, is clarified in [13].)
(II) We represent matrices {σj} as (even) operators acting on u(t, x, θ) such that
σ1
(
θ,
∂
∂θ
)
= θ1θ2 − ∂
2
∂θ1∂θ2
,
σ2
(
θ,
∂
∂θ
)
= i
(
θ1θ2 +
∂2
∂θ1∂θ2
)
,
σ3
(
θ,
∂
∂θ
)
= 1− θ1 ∂
∂θ1
− θ2 ∂
∂θ2
.
(2.4)
(III) Therefore, we may introduce the differential operator which corresponds to H(t, q,−i~∂q):
H
(
t, x,
~
i
∂
∂x
, θ,
∂
∂θ
)
=
3∑
j=1
cσj
(
θ,
∂
∂θ
)(~
i
∂
∂xj
− ε
c
Aj(t, x)
)
+ εA0(t, x). (2.5)
It yields the superspace version of the Weyl equation represented by i~
∂
∂t
u(t, x, θ) = H
(
t, x,
~
i
∂
∂x
, θ,
∂
∂θ
)
u(t, x, θ),
u(t, x, θ) = u(x, θ).
(2.6)
(IV) Using the Fourier transformation on superspace Rm|n, we have the “complete Weyl symbol”
of (2.5) as ordinary case. In our case, we put k¯ = ~, n = 2 and v(θ) = v0 + v1θ1θ2, w(π) = w0 +w1π1π2:
(Fov)(π) = ~
∫
R0|2
dθ e−i~
−1〈θ|π〉v(θ) = ~v1 + ~
−1v0π1π2,
(F¯ow)(θ) = ~
∫
R0|2
dπ ei~
−1〈θ|π〉w(π) = ~w1 + ~
−1w0θ1θ2.
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Therefore, the Weyl symbols of σj(θ, ∂θ) are given by
σ1(θ, π) = θ1θ2 + ~
−2π1π2,
σ2(θ, π) = i(θ1θ2 − ~−2π1π2),
σ3(θ, π) = −i~−1(θ1π1 + θ2π2).
(2.7)
Moreover, we put
H(t, x, ξ, θ, π) =
3∑
j=1
cσj(θ, π)
(
ξj − ε
c
Aj(t, x)
)
+ εA0(t, x). (2.8)
(V) As H is even, we may consider the classical mechanics corresponding to H(t, x, ξ, θ, π):
d
dt
xj =
∂H(t, x, ξ, θ, π)
∂ξj
= cσj(θ, π),
d
dt
ξj = −∂H(t, x, ξ, θ, π)
∂xj
=
3∑
k=1
εσk(θ, π)
∂Ak(t, x)
∂xj
− ε∂A0(t, x)
∂xj
,
(2.6)ev

d
dt
θ1 = −∂H(t, x, ξ, θ, π)
∂π1
= −c~−2(η1 − iη2)π2 − ic~−1η3θ1,
d
dt
θ2 = −∂H(t, x, ξ, θ, π)
∂π2
= c~−2(η1 − iη2)π1 − ic~−1η3θ2,
d
dt
π1 = −∂H(t, x, ξ, θ, π)
∂θ1
= −c(η1 + iη2)θ2 + ic~−1η3π1,
d
dt
π2 = −∂H(t, x, ξ, θ, π)
∂θ2
= c(η1 + iη2)θ1 + ic~
−1η3π2.
(2.6)od
In the above, we put
ηj(t) = ξj(t)− ε
c
Aj(t, x(t)) for j = 1, 2, 3, (2.10)
and at time t = t, the initial data are given by
(x(t), ξ(t), θ(t), π(t)) = (x, ξ, θ, π). (2.11)
Then, we have the following existence theorem.
Theorem 2.1. Let {Aj(t, q)}3j=0 ∈ C∞(R× R3 : R).
(0) For any T > 0 and any initial data (x, ξ, θ, π) ∈ R6|4 = T ∗R3|2, there exists a unique solution
(x(t), ξ(t), θ(t), π(t)) of (2.6)ev and (2.6)od on [−T, T ].
(1) The solution (x(t), ξ(t), θ(t), π(t)) of (2.6)ev and (2.6)od on [−T, T ] is “s-smooth” in (t, x, ξ, θ, π).
That is, smooth in t for fixed (x, ξ, θ, π) and supersmooth in (x, ξ, θ, π) for fixed t.
(2) Assume, moreover, that {Aj(t, q)}3j=0 satisfy (1.2).
(i) Then, we have, for t, t ∈ [−T, T ], and k = |α+ β| = 0, 1, 2, · · · , |πB∂
α
x ∂
β
ξ (x(t, t ;x, ξ, θ, π)− x)| = 0,
|πB∂αx ∂βξ (ξ(t, t ;x, ξ, θ, π)− ξ)| ≤ ε|t− t|δ0|β||||A0||||α|+1,∞.
(2.12)
(ii) Let |t − t| ≤ 1. If |a + b| = 1 and k = |α + β| = 0, 1, 2, · · · , there exist constants C(k)1 (with
C
(0)
1 = 0) independent of (t, ξ, θ) such that |πB∂
α
x ∂
β
ξ ∂
a
θ ∂
b
π(θ(t, t ;x, ξ, θ, π)− θ))| ≤ C(k)1 |t− t|(1/2)(1−(1−k)+),
|πB∂αx ∂βξ ∂aθ ∂bπ(π(t, t ;x, ξ, θ, π)− π))| ≤ C(k)1 |t− t|(1/2)(1−(1−k)+).
(2.13)
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(iii) Let |t−t| ≤ 1. If |a+b| = 2 and k = |α+β| = 0, 1, 2, · · · , there exist constants C(k)2 independent
of (t, ξ, θ) such that |πB∂
α
x ∂
β
ξ ∂
a
θ∂
b
π(x(t, t ;x, ξ, θ, π)− x)| ≤ C(k)2 |t− t|1+(1/2)(1−(1−k)+),
|πB∂αx ∂βξ ∂aθ∂bπ(ξ(t, t ;x, ξ, θ, π)− ξ)| ≤ C(k)2 |t− t|1+(1/2)(1−(1−k)+).
(2.14)
(iv) Let |t−t| ≤ 1. If |a+b| = 3 and k = |α+β| = 0, 1, 2, · · · , there exist constants C(k)3 independent
of (t, ξ, θ) such that |πB∂
α
x ∂
β
ξ ∂
a
θ ∂
b
π(θ(t, t ;x, ξ, θ, π)− θ))| ≤ C(k)3 |t− t|3/2+(1/2)(1−(1−k)+),
|πB∂αx ∂βξ ∂aθ ∂bπ(π(t, t ;x, ξ, θ, π)− π))| ≤ C(k)3 |t− t|3/2+(1/2)(1−(1−k)+).
(2.15)
(v) Let |t− t| ≤ 1. If |a+ b| = 4 and k = |α+β| = 0, 1, 2, · · · , there exist constants C(k)4 independent
of (t, ξ, θ) such that |πB∂
α
x ∂
β
ξ ∂
a
θ ∂
b
π(x(t, t ;x, ξ, θ, π)− x)| ≤ C(k)4 |t− t|5/2+(1/2)(1−(1−k)+),
|πB∂αx ∂βξ ∂aθ ∂bπ(ξ(t, t ;x, ξ, θ, π)− ξ)| ≤ C(k)4 |t− t|5/2+(1/2)(1−(1−k)+).
(2.16)
Remark. In the following, we denote the solution x(t) = (xj(t)) by x(t, t) = (xj(t, t)) with
xj(t) = xj(t, t) = xj(t, t ;x, ξ, θ, π), etc. if necessary.
On the other hand, we have
Theorem 2.2. Let {Aj(t, q)}3j=0 ∈ C∞(R× R3 : R) satisfy (1.2).
For x(t, t ;x, ξ, θ, π), θ(t, t ;x, ξ, θ, π), ξ(t, t ;x, ξ, θ, π), π(t, t ;x, ξ, θ, π) solutions of (2.6)ev and (2.6)od ob-
tained in Theorem 2.1, there exists a constant 0 < δ ≤ 1 such that the followings hold:
(i) For any fixed (t, t ; ξ, π), |t− t| < δ, the mapping
R
3|2 ∋ (x, θ) 7→ (x = x(t, t ;x, ξ, θ, π), θ = θ(t, t ;x, ξ, θ, π)) ∈ R3|2 (2.17)
gives a supersmooth diffeomorphism. We denote the inverse mapping defined by
R
3|2 ∋ (x¯, θ¯) 7→ (y = y(t, t ; x¯, ξ, θ¯, π), ω = ω(t, t ; x¯, ξ, θ¯, π)) ∈ R3|2, (2.18)
which is supersmooth in (x¯, ξ, θ¯, π) for fixed (t, t).
(ii) Let |a+ b| = 0. We have |πB∂
α
x¯ ∂
β
ξ (y(t, t ; x¯, ξ, θ¯, π)− x¯)| = 0,
|y[0](t, t ; x¯[0], ξ[0])− x¯[0]| ≤ C2|t− t|(1 + |x¯[0]|+ |ξ[0]|).
(2.19)
(iii) Let |a+ b| = 1. For k = |α+ β|, there exists a constant C˜(k)1 such that
|πB∂αx¯ ∂βξ ∂aθ¯ ∂bπ(ω(t, t ; x¯, ξ, θ¯, π)− θ¯)| ≤ C˜
(k)
1 |t− t|(1/2)(1−(1−k)+). (2.20)
(iv) Let |a+ b| = 2. For k = |α+ β|, there exists a constant C˜(k)2 such that
|πB∂αx¯ ∂βξ ∂aθ¯ ∂bπ(y(t, t ; x¯, ξ, θ¯, π)− x¯)| ≤ C˜
(k)
2 |t− t|1+(1/2)(1−(1−k)+). (2.21)
(v) Let |a+ b| = 3. For k = |α+ β|, there exists a constant C˜(k)3 such that
|πB∂αx¯ ∂βξ ∂aθ¯ ∂bπ(ω(t, t ; x¯, ξ, θ¯, π)− θ¯)| ≤ C˜(k)3 |t− t|3/2+(1/2)(1−(1−k)+). (2.22)
(vi) Let |a+ b| = 4. For k = |α+ β|, there exists a constant C˜(k)4 such that
|πB∂αx¯ ∂βξ ∂aθ¯ ∂bπ(y(t, t ; x¯, ξ, θ¯, π)− x¯)| ≤ C˜
(k)
4 |t− t|5/2+(1/2)(1−(1−k)+). (2.23)
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(VI) Now, we put
S0(t, t ;x, ξ, θ, π) =
∫ t
t
ds {〈x˙(s)|ξ(s)〉 + 〈θ˙(s)|π(s)〉 − H(s, x(s), ξ(s), θ(s), π(s))}, (2.24)
and
S(t, t ; x¯, ξ, θ¯, π) =
(
〈x|ξ〉+ 〈θ|π〉+ S0(t, t ;x, ξ, θ, π)
)∣∣∣∣x=y(t,t ;x¯,ξ,θ¯,π)
θ=ω(t,t ;x¯,ξ,θ¯,π)
. (2.25)
Theorem 2.3. S(t, t ; x¯, ξ, θ¯, π) satisfies the following Hamilton-Jacobi equation:
∂
∂t
S +H
(
t, x¯,
∂S
∂x¯
, θ¯,
∂S
∂θ¯
)
= 0,
S(t, t ; x¯, ξ, θ¯, π) = 〈x¯|ξ〉+ 〈θ¯|π〉.
(2.26)
Moreover, decomposing
S(t, s ;x, ξ, θ, π) = SB(t, s ;x, ξ) + SS(t, s ;x, ξ, θ, π) (2.27)
with
SB(t, s ;x, ξ) = S(t, s ;x, ξ, 0, 0) = S0¯0¯(t, s ;x, ξ),
SS(t, s ;x, θ, ξ, π) =
∑
|c|+|d|=even≥2
Scd(t, s ;x, ξ)θcπd
= S1¯0¯θ1θ2 +
2∑
j,k=1
Scjdkθcjπdk + S0¯1¯π1π2 + S1¯1¯θ1θ2π1π2,
where 0¯ = (0, 0), 1¯ = (1, 1), c1 = (1, 0) = d1, c2 = (0, 1) = d2 ∈ {0, 1}2,
(2.28)
we get the following estimates: For any α, β, there exist constants Cαβ > 0 such that
|∂αx ∂βξ (S0¯0¯(t, s ;x, ξ) − 〈x|ξ〉)| ≤ Cαβ(1 + |x|)(1−|α|)+δ0|β||t− s|
|∂αx ∂βξ S1¯0¯(t, s ;x, ξ)| ≤ Cαβ |t− s|,
|∂αx ∂βξ (Scjdj (t, s ;x, ξ)− 1)| ≤ Cαβ |t− s| for j = 1, 2,
|∂αx ∂βξ S0¯1¯(t, s ;x, ξ)| ≤ Cαβ |t− s|,
|∂αx ∂βξ S1¯1¯(t, s ;x, ξ)| ≤ Cαβ |t− s|.
(2.29)
Defining (sdet denotes the super-determinant)
D(t, t ; x¯, ξ, θ¯, π) = sdet
 ∂2S∂x¯ ∂ξ ∂2S∂x¯ ∂π
∂2S
∂θ¯ ∂ξ
∂2S
∂θ¯ ∂π
 = A2(t, t ; x¯, ξ, θ¯, π), (2.30)
we get
Theorem 2.4. D(t, t ; x¯, ξ, θ¯, π) or A(t, t ; x¯, ξ, θ¯, π) satisfies the following continuity equation:
∂
∂t
D + ∂
∂x¯
(
D∂H
∂ξ
)
+
∂
∂θ¯
(
D∂H
∂π
)
= 0,
D(t, t ; x¯, ξ, θ¯, π) = 1.
(2.31)
Or, we have At +
{AxjHξj +AθkHπk + 12A[∂xjHξj + ∂θkHπk ]} = 0,
A(s, s ;x, ξ, θ, π) = 1.
(2.32)
Here, the argument of D or A is (t, t ; x¯, ξ, θ¯, π), those of ∂ξH and ∂πH are (x¯, ∂x¯S, θ¯, ∂θ¯S), respectively.
Decomposing
A(t, s ;x, ξ, θ, π) =
∑
|c|+|d|=even≥0
Acd(t, s ;x, ξ)θcπd = AB(t, s ;x, ξ) +DS(t, s ;x, ξ, θ, π),
(2.33)
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as before, we get the following: If |t− s| is sufficiently small, we have
|∂αx ∂βξ (A0¯0¯(t, s ;x, ξ)− 1)| ≤ Cαβ |t− s|,
|∂αx ∂βξA1¯0¯(t, s ;x, ξ)| ≤ Cαβ |t− s|,
|∂αx ∂βξAcjdj (t, s ;x, ξ)| ≤ Cαβ |t− s| for j = 1, 2
|∂αx ∂βξA0¯1¯(t, s ;x, ξ)| ≤ Cαβ |t− s|,
|∂αx ∂βξA1¯1¯(t, s ;x, ξ)| ≤ Cαβ |t− s|.
(2.34)
In the following argument of this section, we change the order of variables and rewrite them from
(t, t ; x¯, ξ, θ¯, π) to (t, t ; x¯, θ¯, ξ, π), and then to (t, s ;x, θ, ξ, π).
(VII) We define an operator
(U(t, s)u)(x, θ) = c3,2
∫∫
R3|2×R3|2
dξdπA(t, s ;x, θ, ξ, π)ei~−1S(t,s ;x,θ,ξ,π)Fu(ξ, π).
(2.35)
On the other hand, we show readily
H
(
t, x,
~
i
∂
∂x
, θ,
∂
∂θ
)
= Hˆ(t) (2.36)
where Hˆ(t) is a (Weyl type) pseudo-differential operator with symbol H(t, x, θ, ξ, π), that is,
(Hˆ(t)u)(x, θ) = c23,2
∫∫
R3|2×R3|2
dξdπdydω ei~
−1(〈x−y|ξ〉+〈θ−ω|π〉)
×H
(
t,
x+ y
2
,
θ + ω
2
, ξ, π
)
u(y, ω). (2.37)
Claim: The operator (2.35) is a good parametrix for (2.6).
[good parametrix]: We call (2.35) as a good parametrix because it has the following properties:
(a) This (2.35) gives a parametrix of the probelm (2.6), which has the explicit dependence on the classical
quantities. That is, the Bohr correspondence is examplified even with spin structure.
(b) As the infinitesimal generator of that parametrix, we have an operator Hˆ(t) which corresponds to the
the Weyl quantization for the symbol H(t, x, ξ, θ, π), that is, a certain symmetry is preserved naturally.
(c) By Trotter-Kato’s time-slicing method, products of (2.35) yield a fundamental solution as is presented
in the following theorem.
Theorem 2.5. Let {Aj(t, q)}3j=0 ∈ C∞(R× R3 : R) satisfy (1.2).
(1) There exists a positive number δ such that if |t− s| < δ then U(t, s) is a well defined bounded operator
in /L2SS(R3|2). Moreover, if |t− r|+ |r − s| < δ, then there exists a constant C such that
‖U(t, r)U(r, s) − U(t, s)‖B( 6L2
SS
(R3|2), 6L2
SS
(R3|2)) ≤ C(|t− r|2 + |r − s|2). (2.38)
(2) Let ∆ be an arbitrary subdivision of the interval [s, t] or [t, s] for any t, s ∈ R, such that
∆ : s = t0 < t1 < · · · < tN = t or ∆ : s = t0 > t1 > · · · > tN = t
with |∆| = max1≤i≤N |ti − ti−1|. We put
U∆(t, s) = U(tN , tN−1)U(tN−1, tN−2) · · · U(t1, t0).
Then, U∆(t, s) converges when |∆| → 0 to an unitary operator E(t, s) in the uniform operator topology in
/L2SS(R3|2). More precisely, there exist constants γ1, γ2 such that
‖E(t, s)− U∆(t, s)‖B( 6L2
SS
(R3|2), 6L2
SS
(R3|2)) ≤ γ1|∆|eγ2|∆|. (2.39)
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(3) (i) R2 ∋ (t, s)→ E(t, s) ∈ B( /L2SS(R3|2), /L2SS(R3|2)) is continuous and satisfies E(t, r)E(r, s) = E(t, s).
(ii) For u ∈ /CSS,0(R3|2), we have  i~
d
dt
E(t, s)u = Hˆ(t) E(t, s)u,
E(s, s)u = u.
(2.40)
Remark: The reason for preparing complicated estimates in Theorems 2.1–2.4, is to apply the
known L2-bounded theorem to our FIO.
On the other hand, remarking that
♭Hˆ(t)♯ψ = H(t)ψ, (2.41)
and putting that
U(t, s)ψ = ♭U(t, s)♯ψ, U∆(t, s) = ♭U∆(t, s)♯, E(t, s)ψ = ♭ E(t, s)♯ψ, (2.42)
we have
Theorem 2.6. Let {Aj(t, q)}3j=0 ∈ C∞(R× R3 : R) sastisfy (1.2).
(1) There exists a positive number δ such that if |t− s| < δ then U(t, s) is well defined bounded operator
in L2(R3 : C2). Moreover, if |t− r|+ |r − s| < δ, then there exists a constant C such that
‖U(t, r)U(r, s)− U(t, s)‖B(L2(R3:C2),L2(R3:C2)) ≤ C(|t− r|2 + |r − s|2). (2.43)
(2) For any (t, s) ∈ R2, U∆(t, s) converges when |∆| → 0 to an unitary operator E(t, s) in the uniform
operator topology in L2(R3 : C2). More precisely, there exist constants γ1, γ2 such that
‖E(t, s)− U∆(t, s)‖B(L2(R3:C2),L2(R3:C2)) ≤ γ1|∆|eγ2|∆|. (2.44)
(3) (i) R2 ∋ (t, s) → E(t, s) ∈ B(L2(R3 : C2), L2(R3 : C2)) is continuous and satisfies E(t, r)E(r, s) =
E(t, s).
(ii) For ψ ∈ C∞0 (R3 : C2), we have  i~
d
dt
E(t, s)ψ = H(t)E(t, s)ψ,
E(s, s)ψ = ψ.
(2.45)
Problem: Construct a kernel representation of E(t, s) (i.e. a fundamental solution). If we could
do so properly, then we would give an answer of the problem posed by Feynman in p.355 of [6]. To do
so, we need to develop the theory of FIO on superspace more precisely. For example, we must extend
the #-product formula for two FIP with different phaases which is done for FIO on ordinary Euclidian
space.
3. Classical Mechanics: Proofs of Theorems 2.1–2.5.
3.1. Hamiltonian flows.
A NEW TREATISE ON A SYSTEM OF PDOS 13
3.1.1. Proof of Theorem 2.1(Existence). We rewrite (2.6)od as
d
dt

θ1
θ2
π1
π2
 = ic~−1X(t)

θ1
θ2
π1
π2
 with

θ1(t)
θ2(t)
π1(t)
π2(t)
 =

θ1
θ2
π1
π2
 , (3.1)
where
X(t) =

−η3(t) 0 0 i~−1(η1(t)− iη2(t))
0 −η3(t) −i~−1(η1(t)− iη2(t)) 0
0 i~(η1(t) + iη2(t)) η3(t) 0
−i~(η1(t) + iη2(t)) 0 0 η3(t)
 .
(3.2)
Moreover, defining σj(t) = σj(θ(t), π(t)), we have, by simple calculations,
d
dt
σ1σ2
σ3
 = 2c~−1Y(t)
σ1σ2
σ3
 with
σ1(t)σ2(t)
σ3(t)
 =
σ1σ2
σ3
 =
 θ1θ2 + ~−2π1π2i(θ1θ2 − ~−2π1π2)
−i~−1(θ1π1 + θ2π2)
 (3.3)
where
Y(t) =
 0 −η3(t) η2(t)η3(t) 0 −η1(t)
−η2(t) η1(t) 0
 . (3.4)
Now, we start our existence proof. We decompose variables, using degree, as follow:
xj(t) =
∞∑
ℓ=0
x
[2ℓ]
j (t), ξj(t) =
∞∑
ℓ=0
ξ
[2ℓ]
j (t), θk(t) =
∞∑
ℓ=0
θ
[2ℓ+1]
k (t), πk(t) =
∞∑
ℓ=0
π
[2ℓ+1]
k (t).
(3.5)
Then, we get, for m = 0, 1, 2, · · · ,
d
dt
x
[2m]
j = cσ
[2m]
j where σ
[0]
j = 0,
d
dt
ξ
[2m]
j = ε
m∑
ℓ=1
3∑
k=1
σ
[2ℓ]
k
∂A
[2m−2ℓ]
k
∂xj
− ε∂A
[2m]
0
∂xj
with
(
x[2m](t)
ξ[2m](t)
)
=
(
x[2m]
ξ[2m]
)
, (3.6)
d
dt

θ
[2m+1]
1
θ
[2m+1]
2
π
[2m+1]
1
π
[2m+1]
2
 = ic~−1
m∑
ℓ=0
X[2ℓ](t)

θ
[2m+1−2ℓ]
1
θ
[2m+1−2ℓ]
2
π
[2m+1−2ℓ]
1
π
[2m+1−2ℓ]
2
 with

θ
[2m+1]
1 (t)
θ
[2m+1]
2 (t)
π
[2m+1]
1 (t)
π
[2m+1]
2 (t)
 =

θ
[2m+1]
1
θ
[2m+1]
2
π
[2m+1]
1
π
[2m+1]
2
 ,
(3.7)
and
d
dt
σ
[2m]
1
σ
[2m]
2
σ
[2m]
3
 = m−1∑
ℓ=0
2c~−1Y[2ℓ](t)
σ
[2m−2ℓ]
1
σ
[2m−2ℓ]
2
σ
[2m−2ℓ]
3
 with
σ
[2m]
1 (t)
σ
[2m]
2 (t)
σ
[2m]
3 (t)
 =
σ
[2m]
1
σ
[2m]
2
σ
[2m]
3
 . (3.8)
Here, X[2ℓ](t), Y[2ℓ](t), σ[2ℓ](t) are the degree of 2ℓ parts of X(t), Y(t), σ(t), respectively:
η
[2ℓ]
k (t) = ξ
[2ℓ]
k (t)−
ε
c
A
[2ℓ]
k (t, x),
A
[2ℓ]
k (t, x) =
∑
|α|≤2ℓ
ℓ1+ℓ2+ℓ3=ℓ
1
α!
∂αq Ak(t, x
[0]) · (xα11 )[2ℓ1](xα22 )[2ℓ2](xα33 )[2ℓ3],
∂A
[2ℓ]
0 (t, x)
∂xj
=
∑
|α|≤2ℓ
ℓ1+ℓ2+ℓ3=ℓ
1
α!
∂αq ∂qjA0(t, x
[0]) · (xα11 )[2ℓ1](xα22 )[2ℓ2](xα33 )[2ℓ3]
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and 
σ
[2m]
1 =
m−1∑
ℓ=0
(
θ
[2ℓ+1]
1 θ
[2m−2ℓ−1]
2 + ~
−2π
[2ℓ+1]
1 π
[2m−2ℓ−1]
2
)
,
σ
[2m]
2 = i
m−1∑
ℓ=0
(
θ
[2ℓ+1]
1 θ
[2m−2ℓ−1]
2 − ~−2π[2ℓ+1]1 π[2m−2ℓ−1]2
)
,
σ
[2m]
3 = −i~−1
m−1∑
ℓ=0
(
θ
[2ℓ+1]
1 π
[2m−2ℓ−1]
1 + θ
[2ℓ+1]
2 π
[2m−2ℓ−1]
2
)
.
[0] From (3.6) with m = 0, we get
d
dt
x
[0]
j (t) = 0 and
d
dt
ξ
[0]
j (t) = −ε
∂A
[0]
0 (t, x
[0])
∂xj
= −ε∂qjA[0]0 (t, x[0]) for j = 1, 2, 3.
Therefore, for any t ∈ R,
x
[0]
j (t) = x
[0]
j and ξ
[0]
j (t) = ξ
[0]
j
− ε
∫ t
t
ds ∂qjA
[0]
0 (s, x
[0]) for j = 1, 2, 3.
[1] We put these into (3.7) with m = 0, to have
d
dt

θ
[1]
1
θ
[1]
2
π
[1]
1
π
[1]
2
 = ic~−1X[0](t)

θ
[1]
1
θ
[1]
2
π
[1]
1
π
[1]
2
 with

θ
[1]
1 (t)
θ
[1]
2 (t)
π
[1]
1 (t)
π
[1]
2 (t)
 =

θ
[1]
1
θ
[1]
2
π
[1]
1
π
[1]
2
 . (3.9)
Here, X[0](t) is a 4×4-matrix whose arguments depend on (t, t, x[0], ξ[0], ∂βq A0, ∂αq A ; |α| = 0, |β| ≤ 1) with
values in C. Or more precisely, X[0](t) has components given by
η
[0]
j (t) = ξ
[0]
j (t)−
ε
c
Aj(t, x
[0]) = ξ[0]
j
− ε
∫ t
t
ds ∂qjA
[0]
0 (s, x
[0])− ε
c
A
[0]
j (t, x
[0]).
As (3.9) is the linear ODE in (R0|1)4 with smooth coefficients in t, there exists a unique global (in time)
solution, which has the following dependence. Putting A = (A1, A2, A3), we have θ
[1]
j (t) = θ
[1]
j (t, x
[0], ξ[0], θ[1], π[1], ∂βqA0, ∂
α
q A ; |α| = 0, |β| ≤ 1), linear in θ[1], π[1],
π
[1]
j (t) = π
[1]
j (t, x
[0], ξ[0], θ[1], π[1], ∂βqA0, ∂
α
q A ; |α| = 0, |β| ≤ 1), linear in θ[1], π[1]. (3.10)
[2] For (3.6) with m = 1, we have
d
dt
x
[2]
j = cσ
[2]
j ,
d
dt
ξ
[2]
j = ε
3∑
k=1
σ
[2]
k
∂A
[0]
k
∂xj
− ε∂A
[2]
0
∂xj
with
(
x[2](t) = x[2]
ξ[2](t) = ξ[2]
)
.
Then, using (3.8) with m = 1 and (3.10), we have, for j = 1, 2, 3,

σ
[2]
1 = θ
[1]
1 θ
[1]
2 + ~
−2π
[1]
1 π
[1]
2 ,
σ
[2]
2 = i(θ
[1]
1 θ
[1]
2 − ~−2π[1]1 π[1]2 ),
σ
[2]
3 = −i~−1(θ[1]1 π[1]1 + θ[1]2 π[1]2 )
and

A
[2]
0 (x) =
3∑
k=1
∂qkA0(x
[0])x
[2]
k ,
∂A
[2]
0
∂xj
=
3∑
k=1
∂qkqjA0(x
[0])x
[2]
k .
Therefore, we have, for j = 1, 2, 3, x
[2]
j (t) = x
[2]
j (t, x
[2ℓ], ξ[0], θ[1], π[1], ∂βqA0, ∂
α
q A ; 0 ≤ ℓ ≤ 1, |α| = 0, |β| ≤ 1),
ξ
[2]
j (t) = ξ
[2]
j (t, x
[2ℓ], ξ[2ℓ], θ[1], π[1], ∂βq A0, ∂
α
q A ; 0 ≤ ℓ ≤ 1, |α| ≤ 1, |β| ≤ 2).
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[3] For (3.7) with m = 1, we get
d
dt

θ
[3]
1
θ
[3]
2
π
[3]
1
π
[3]
2
 = ic~−1X[0](t)

θ
[3]
1
θ
[3]
2
π
[3]
1
π
[3]
2
+ ic~−1X[2](t)

θ
[1]
1
θ
[1]
2
π
[1]
1
π
[1]
2
 with

θ
[3]
1 (t)
θ
[3]
2 (t)
π
[3]
1 (t)
π
[3]
2 (t)
 =

θ
[3]
1
θ
[3]
2
π
[3]
1
π
[3]
2
 .
Here, X[2](t) is a 4 × 4-matrix whose arguments depend on (t, x[2ℓ], ξ[2ℓ], θ[1], π[1], ∂βq A0, ∂αq A ; 0 ≤ ℓ ≤
1, |α| ≤ 1, |β| ≤ 2) with values in Cev.
Therefore, we get, for k = 1, 2, θ
[3]
k (t) = θ
[3]
k (t, x
[2ℓ], ξ[2ℓ], θ[2ℓ+1], π[2ℓ+1], ∂βqA0, ∂
α
q A ; 0 ≤ ℓ ≤ 1, |α| ≤ 1, |β| ≤ 2),
π
[3]
k (t) = π
[3]
k (t, x
[2ℓ], ξ[2ℓ], θ[2ℓ+1], π[2ℓ+1], ∂βqA0, ∂
α
q A ; 0 ≤ ℓ ≤ 1, |α| ≤ 1, |β| ≤ 2).
[4] Proceeding inductively, we get,
x[2m](t) = x[2m](t, x[2ℓ], ξ[2ℓ], θ[2ℓ−1], π[2ℓ−1], ∂βqA0, ∂
α
q A ; 0 ≤ ℓ ≤ m, |α| ≤ m− 1, |β| ≤ m),
ξ[2m](t) = ξ[2m](t, x[2ℓ], ξ[2ℓ], θ[2ℓ−1], π[2ℓ−1], ∂βq A0, ∂
α
q A ; 0 ≤ ℓ ≤ m, |α| ≤ m, |β| ≤ m+ 1),
θ[2m+1](t) = θ[2m+1](t, x[2ℓ], ξ[2ℓ], θ[2ℓ+1], π[2ℓ+1], ∂βqA0, ∂
α
q A ; 0 ≤ ℓ ≤ m, |α| ≤ m, |β| ≤ m+ 1),
π[2m+1](t) = π[2m+1](t, x[2ℓ], ξ[2ℓ], θ[2ℓ+1], π[2ℓ+1], ∂βqA0, ∂
α
q A ; 0 ≤ ℓ ≤ m, |α| ≤ m, |β| ≤ m+ 1).
This gives the existence proof (Proof of Theorem 2.1). Remarking that at each degree, the solution of
(3.6) and (3.7) is defined uniquely, we have the uniqueness of the solution of (2.6)ev and (2.6)od. 
Moreover, we have easily
Corollary 3.1. Let (x(t), ξ(t), θ(t), π(t)) ∈ C1(R : T ∗R3|2) be a solution of (2.6)ev and (2.6)od. Then,
it satisfies
d
dt
H(t, x(t), ξ(t), θ(t), π(t)) = ∂H
∂t
(t, x(t), ξ(t), θ(t), π(t)). (3.11)
Using (2.10) and putting
Bjk(t, x) =
∂Ak(t, x)
∂xj
− ∂Aj(t, x)
∂xk
,
we rewrite (2.6)ev as 
d
dt
xj = cσj(θ, π),
d
dt
ηj =
3∑
k=1
εσk(θ, π)Bjk(t, x)− ε∂A0(t, x)
∂xj
.
(3.6)′ev
Corollary 3.2. Let {Aj(t, q)}3j=0 ∈ C∞(R × R3 : R) satisfy (1.2). There exists a unique solution
(x˜(t), η˜(t), θ˜(t), π˜(t)) ∈ C1(R : T ∗R3|2) of (3.6)′ev and (2.6)od with initial data
(x˜(t), η˜(t), θ˜(t), π˜(t)) = (x, η, θ, π) where η
j
= ξ
j
− ε
c
Aj(t, x).
Moreover, they are related to (x(t), ξ(t), θ(t), π(t)) as
xj(t, t ;x, ξ, θ, π) = x˜j(t, t ;x, ξ − ε
c
A(t, x), θ, π),
ξj(t, t ;x, ξ, θ, π) = η˜j(t, t ;x, ξ − ε
c
A(t, x), θ, π) +
ε
c
Aj(t, x˜(t, t ;x, ξ − ε
c
A(t, x), θ, π)),
θk(t, t ;x, ξ, θ, π) = θ˜k(t, t ;x, ξ − ε
c
A(t, x), θ, π),
πk(t, t ;x, ξ, θ, π) = π˜k(t, t ;x, ξ − ε
c
A(t, x), θ, π).
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3.1.2. Smoothness: Proof of Theorem 2.1 continued. For notational simplicity, we represent x(t, t ;x, ξ, θ, π)
as x(t) or x, etc. We investigate the smoothness of (x(t), ξ(t), θ(t), π(t)) with respect to the initial data
(x, ξ, θ, π). In the following, we put (1− k)+ = max(0, 1− k) for k ≥ 0.
s-smoothness: In oder to prove the smoothness w.r.t. the initial data, we differentiate (2.6)ev and
(2.6)od formally w.r.t. (x, ξ, θ, π), which gives us the following differential equation:
d
dt
J 〈1〉(t) = H〈2〉(t)J 〈1〉(t) with J 〈1〉(0) = I. (3.12)
Here
J 〈1〉(t) =

∂xx ∂ξx ∂θx ∂πx
∂xξ ∂ξξ ∂θξ ∂πξ
∂xθ ∂ξθ ∂θθ ∂πθ
∂xπ ∂ξπ ∂θπ ∂ππ
 , ∂xx =
∂x1x1 ∂x2x1 ∂x3x1∂x
1
x2 ∂x
2
x2 ∂x
3
x2
∂x
1
x3 ∂x
2
x3 ∂x
3
x3
 , etc. (3.13)
with arguments (t, t ;x, ξ, θ, π) and
H〈2〉(t) =

∂x∂ξH ∂ξ∂ξH −∂θ∂ξH −∂π∂ξH
−∂x∂xH −∂ξ∂xH ∂θ∂xH ∂π∂xH
∂x∂πH ∂ξ∂πH −∂θ∂πH −∂π∂πH
∂x∂θH ∂ξ∂θH −∂θ∂θH −∂π∂θH
 (3.14)
where
∂x∂ξH =
∂x1∂ξ1H ∂x2∂ξ1H ∂x3∂ξ1H∂x1∂ξ2H ∂x2∂ξ2H ∂x3∂ξ2H
∂x1∂ξ3H ∂x2∂ξ3H ∂x3∂ξ3H
 , etc.
with arguments (t, x(t), ξ(t), θ(t), π(t)). Remarking that each component of H〈2〉(t) is differentiable w.r.t.
t for fixed (x, ξ, θ, π) and proceeding as in the proof of the first part of Theorem 2.1, we get the unique
global (in time) solution of (3.12). On the other hand, taking the difference quotient of (2.6)ev and (2.6)od
w.r.t. the small perturbation of the initial data, making that perturbation tends to 0 and remarking that
each component of H〈2〉(t) is continuous w.r.t. (x, ξ, θ, π), we may prove that the solution of (2.6)ev
and (2.6)od is in fact differentiable w.r.t. (x, ξ, θ, π) and satisfies (3.12). (This process is well-known for
proving the continuity of the solution of ODE w.r.t. the initial data.)
Furthermore, for each positive integer k ≥ 1 and ℓ ≥ 2, putting
J 〈k〉(t) =
∂αx ∂βξ ∂aθ ∂bπ

x
ξ
θ
π

 |α+β|+
|a+b|=k
and H〈ℓ〉(t) = (∂αx ∂βξ ∂aθ ∂bπH) |α+β|+
|a+b|=ℓ
(3.15)
respectively, we have the following differential equation for k ≥ 2:
d
dt
J 〈k〉(t) = H〈2〉(t)J 〈k〉(t) +R〈k〉(t) with J 〈k〉(0) = 0
where R(k)(t) =
k∑
p=2
∑
k=k1+···kp
cp,kH〈p+1〉(t)J 〈k1〉(t)⊗ · · · ⊗ J 〈kp〉(t).
(3.16)
Here, cp,k are suitable constants. It is inductively proved that the each component of R
(k)(t) is continuous
w.r.t. (x, ξ, θ, π) and differentiable w.r.t. t. As above, this equation has the unique solution and therefore
the solution of (2.6)ev and (2.6)od is in fact k-times differentiable w.r.t. (x, ξ, θ, π).
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Therefore, we get the s-smoothness of the solution of (2.6)ev and (2.6)od w.r.t. (t, t ;x, ξ, θ, π);
x(t) =
∑
|a|+|b|=0,2,4
xab(t)θ
aπb where xab(t) = ∂
b2
π
2
∂b1π
1
∂a2θ
2
∂a1θ
1
x(t, t ;x, ξ, 0, 0),
ξ(t) =
∑
|a|+|b|=0,2,4
ξab(t)θ
aπb where ξab(t) = ∂
b2
π
2
∂b1π
1
∂a2θ
2
∂a1θ
1
ξ(t, t ;x, ξ, 0, 0),
θ(t) =
∑
|a|+|b|=1,3
θab(t)θ
aπb where θab(t) = ∂
b2
π
2
∂b1π
1
∂a2θ
2
∂a1θ
1
θ(t, t ;x, ξ, 0, 0),
π(t) =
∑
|a|+|b|=1,3
πab(t)θ
aπb where πab(t) = ∂
b2
π
2
∂b1π
1
∂a2θ
2
∂a1θ
1
π(t, t ;x, ξ, 0, 0),
(3.17)
with a = (a1, a2), b = (b1, b2) ∈ {0, 1}2.
Estimates: We remark, by the structure of H(t, x, ξ, θ, π), the following:
∂xi∂ξjH = 0, ∂ξi∂ξjH = 0, (3.18)
∂xi∂xjH = ε∂xi∂xjA0 − ε
3∑
k=1
σk∂xi∂xjAk
= ε∂xi∂xjA0 − ε
∑
|a|+|b|=2
(linear combination of ∂xi∂xjA∗)θ
aπb,
(3.19)
∂θk∂ξjH = ε
∂σj
∂θk
= ε
∑
|a|+|b|=1
const∗θ
aπb, (3.20)
∂πk∂ξjH = ε
∂σj
∂πk
= ε
∑
|a|+|b|=1
const∗θ
aπb, (3.21)
∂θk∂xjH = −ε
3∑
ℓ=1
∂σℓ
∂θk
∂Aℓ
∂xj
= ε
∑
|a|+|b|=1
(linear combination of ∂xjA∗)θ
aπb, (3.22)
∂πk∂xjH = −ε
3∑
ℓ=1
∂σℓ
∂πk
∂Aℓ
∂xj
= ε
∑
|a|+|b|=1
(linear combination of ∂xjA∗)θ
aπb, (3.23)
∂θk∂πlH = −i~−1(cξ3 − εA3)δkl = −i~−1cη3δkl = −∂πl∂θkH, (3.24)
∂π1∂π2H = −~−2(c(ξ1 − iξ2)− ε(A1 − iA2)) = −~−2c(η1 − iη2) = −∂π2∂π1H, (3.25)
∂θ1∂θ2H = −c(ξ1 + iξ2) + ε(A1 + iA2) = −c(η1 + iη2) = −∂θ2∂θ1H (3.26)
for any i, j = 1, 2, 3 and k, l = 1, 2.
On the other hand, by (3.17), we must estimate, for any α, β,
πB∂
α
x ∂
β
ξ ∂
a
θ ∂
b
πxj , πB∂
α
x ∂
β
ξ ∂
a
θ ∂
b
πξj for |a+ b| = 0, 2, 4, (3.27)
and
πB∂
α
x ∂
β
ξ ∂
a
θ ∂
b
πθk, πB∂
α
x ∂
β
ξ ∂
a
θ ∂
b
ππk for |a+ b| = 1, 3. (3.28)
Since it is obvious that body parts of other terms are 0.
The case |a+b| = 0: From (2.12), we have πBx˙j = πBcσj(θ, π) = 0, which implies πB(xj−xj) = 0.
By (2.12), we have, for |α+ β| ≥ 1,
∂αx ∂
β
ξ x˙j(t) =
∑
|α−α′|+
|β−β′|≥1
(
α
α′
)(
β
β′
){
∂α−α
′
x ∂
β−β′
ξ xk(t) · ∂α
′
x ∂
β′
ξ Hxkξj + ∂α−α
′
x ∂
β−β′
ξ ξk(t) · ∂α
′
x ∂
β′
ξ Hξkξj
+ ∂α−α
′
x ∂
β−β′
ξ θℓ(t) · ∂α
′
x ∂
β′
ξ Hθℓξj + ∂α−α
′
x ∂
β−β′
ξ πℓ(t) · ∂α
′
x ∂
β′
ξ Hπℓξj
}
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with argument of Hxkξj , etc, being (x(t), ξ(t), θ(t), π(t)). On the other hand, as Hxkξj = 0 = Hξkξj and
body parts of ∂αx ∂
β
ξ θℓ(t) = 0 = ∂
α
x ∂
β
ξ πℓ(t), we have,
d
dt
∂αx ∂
β
ξ xj (t, t ;x
[0], ξ[0], 0, 0) = 0 and therefore πB∂
α
x ∂
β
ξ (xj − xj) = 0.
Analogously, as we get
d
dt
∂αx ∂
β
ξ ξj (t, t ;x
[0], ξ[0], 0, 0) = −ε∂αx ∂βξ ∂xjA0(x[0])
we have
|πB∂αx ∂βξ (ξj(t, t ;x, ξ, θ, π)− ξj)| ≤ ε|t− t|δ0|β||||A0||||α|+1,∞.
These give (2)-(i) of Theorem 2.1.
The case |a+ b| = 1: For notational simplicity, we denote by
∂π θ˙ = −∂πHπ = −∂πx · Hxπ − ∂πξ · Hξπ − ∂πθ · Hθπ − ∂ππ · Hππ, etc (3.29)
which is the abbreviation of
∂π
k
θ˙j = −∂π
k
Hπj = −∂πkxm · Hxmπj − ∂πkξm · Hξmπj − ∂πkθn · Hθnπj − ∂πkπn · Hπnπj , etc.
From above, we have,
d
dt
J 〈0|1〉1 (t) = H〈0|2〉(t)J 〈0|1〉1 (t) with J 〈0|1〉1 (0) = I (3.30)
where
J 〈0|1〉1 (t) =
(
∂θθ ∂πθ
∂θπ ∂ππ
)
(t, t ;x[0], ξ[0], 0, 0), H〈0|2〉(t) =
(−Hθπ −Hππ
−Hθθ −Hπθ
)
(x[0](t), ξ[0](t), 0, 0).
More explicitly, a part of (3.30) with the argument (t, t ;x[0], ξ[0], 0, 0) abbreviated, is rewritten as
d
dt
(
∂θ
k
θ1
∂θ
k
π2
)
=
( −ic~−1η3 −c~−2(η1 − iη2)
c(η1 + iη2) ic~
−1η3
)(
∂θ
k
θ1
∂θ
k
π2
)
. (3.31)
Applying
(
~ 0
0 1
)
to both sides of (3.31) and taking the body parts, we have
d
dt
Z12,θ
k
(t) = X12(t)Z
1
2,θ
k
(t) (3.32)
where
Z12,θ
k
(t) =
(
~∂θ
k
θ1
∂θ
k
π2
)
(t, t ;x[0], ξ[0], 0, 0), X12(t) = c~
−1
( −iη3 −η1 + iη2
η1 + iη2 iη3
)
(t, t ;x[0], ξ[0], 0, 0).
We prepare the following simple lemma:
Lemma 3.3. Let H be a Hilbert space over C with scalar product and norm denoted by (·, ·) and ‖ · ‖,
respectively. Let A(t) ∈ C([0, T ] : B(H)) with ℜ(A(t)v, v) = 0 for any v ∈ H. If u(t) ∈ C1([0, T ] : H)
satisfy
u˙(t) = A(t)u(t) + F (t),
then, we have
‖u(t)‖2 = ‖u(0)‖2 + 2
∫ t
0
dsℜ(F (s), u(s)).
Moreover, we get
‖u(t)‖2 ≤ et‖u(0)‖2 + et
∫ t
0
ds e−s‖F (s)‖2.
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Now, applying this lemma to (3.32) with H = C2, A(t) = X12(t), u(t) = Z
1
2,θ
k
(t) and F (t) = 0, we
have ∣∣∣∣~∂θ1∂θk (t, t ;x[0], ξ[0], 0, 0)
∣∣∣∣2 + ∣∣∣∣∂π2∂θk (t, t ;x[0], ξ[0], 0, 0)
∣∣∣∣2 = ~2δ1k for k = 1, 2. (3.33)
Analogously, as
d
dt
Z12,π
ℓ
(t) = X12(t)Z
1
2,π
ℓ
(t) with Z12,π
ℓ
(t) =
(
~∂π
ℓ
θ1
∂π
ℓ
π2
)
(t, t ;x[0], ξ[0], 0, 0), (3.34)
we have ∣∣∣∣~∂θ1∂πℓ (t, t ;x[0], ξ[0], 0, 0)
∣∣∣∣2 + ∣∣∣∣∂π2∂πℓ (t, t ;x[0], ξ[0], 0, 0)
∣∣∣∣2 = δ2ℓ for ℓ = 1, 2. (3.35)
By the same fashion, we have∣∣∣∣~∂θ2∂θk (t, t ;x[0], ξ[0], 0, 0)
∣∣∣∣2 + ∣∣∣∣∂π1∂θk (t, t ;x[0], ξ[0], 0, 0)
∣∣∣∣2 = ~2δ2k for k = 1, 2,∣∣∣∣~∂θ2∂πℓ (t, t ;x[0], ξ[0], 0, 0)
∣∣∣∣2 + ∣∣∣∣∂π1∂πℓ (t, t ;x[0], ξ[0], 0, 0)
∣∣∣∣2 = δ1ℓ for ℓ = 1, 2.
(3.36)
This gives the proof of (ii) with |a+ b| = 1, k = |α+ β| = 0 (here, we abbused the subscript k).
We put
J 〈k|1〉1 (t) =
∂αx ∂βξ ∂aθ ∂bπθ
∂αx ∂
β
ξ ∂
a
θ ∂
b
ππ
 (t, t ;x[0], ξ[0], 0, 0) with |a+ b| = 1 and |α+ β| = k,
and H〈ℓ|2〉(t) =
(−∂αx ∂βξHθπ −∂αx ∂βξHππ
−∂αx ∂βξHθθ −∂αx ∂βξHπθ
)
(t, x[0](t), ξ[0](t), 0, 0) with |α+ β| = ℓ.
Then, we have
d
dt
J 〈k|1〉1 (t) = H〈0|2〉(t)J 〈k|1〉1 (t) + F (k)1 (t) with J 〈k|1〉1 (0) = 0, (3.37)
where
F (k)1 (t) =
k∑
ℓ=1
H〈ℓ|2〉(t)J 〈k−ℓ|1〉1 (t) = H〈k|2〉(t)J 〈0|1〉1 (t) + · · · . (3.38)
For example, when k = 1, we have
∂x∂π θ˙ = −∂x∂πθ · Hθπ − ∂x∂ππ · Hππ − ∗ ∗ −∂πθ(∂xHθπ)− ∂ππ(∂xHππ) + ∗∗,
∂xHθπ = ∂xx · Hxθπ + ∂xξ · Hξθπ + ∗∗, ∂xHππ = ∂xx · Hxππ + ∂xξ · Hξππ + ∗∗
where terms ∗∗ represent whose body parts vanish. Therefore, a part of (3.37) is rewritten as
d
dt
Z12,x
j
θ
k
(t) = X12(t)Z
1
2,x
j
θ
k
(t) + Y12,x
j
(t)Z12,θ
k
(t) (3.39)
where
Z12,x
j
θ
k
(t) =
(
∂x
j
∂θ
k
θ1
∂x
j
∂θ
k
π2
)
(t, t ;x[0], ξ[0], 0, 0),
Y12,x
j
(t) = ~−1
(
~ 0
0 1
)(
∂x
j
Hθ1π1 ∂xjHπ2π1
∂x
j
Hθ1θ2 ∂xjHπ2θ2
)
(t, t ;x[0], ξ[0], 0, 0)
(
1 0
0 ~
)
.
Using above estimate, we have
|Y12,x
j
(t)Z12,θ
k
(t)| ≤ C˜(1)1 ,
where C˜
(1)
1 depending on |||A|||1,∞ = supj=1,2,3 |||Aj |||1,∞, |||A0|||2,∞ (dependence on ε, c, ~, T won’t be
clearly mentioned hereafter). By Lemma 3.4, we get
|Z12,x
j
θ
k
(t)| ≤ C(1)1 δ1k|t− t|1/2.
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Calculating analogously, we get
|F (1)1 (t)| ≤ C˜(1)1 and |J 〈1|1〉1 (t)| ≤ C(1)1 |t− t|1/2 for |t− t| ≤ 1.
By induction w.r.t. k, because of the first term of the rightest hand of (3.38) having the bounded
body part, there exists constant C˜
(k)
1 s.t.
|F (k)1 (t)| ≤ C˜(k)1 for |t− t| ≤ 1. (3.40)
Therefore, using Lemma 3.4, we have,
|J 〈k|1〉1 (t)| ≤ C(k)1 |t− t|1/2 for |t− t| ≤ 1, k ≥ 1.
In the above, constants C˜
(k)
1 and C
(k)
1 are independent of (t, ξ, θ) (this saying will be abbreviated if it is
no need to stress this).
We proved (ii) with |a+ b| = 1.
The case |a+ b| = 2: As before, using Hxξ = 0 = Hξξ, we get
∂θx˙ = ∂θθ · Hθξ + ∂θπ · Hπξ, ∂πx˙ = ∂πθ · Hθξ + ∂ππ · Hπξ. (3.41)
Moreover,
∂2θ x˙ = ∂
2
θθ · Hθξ + ∂θθ(∂θHθξ) + ∂2θπ · Hπξ + ∂θπ(∂θHπξ),
∂2πx˙ = ∂
2
πθ · Hθξ + ∂πθ(∂πHθξ) + ∂2ππ · Hπξ + ∂ππ(∂πHπξ), ∂θ∂πx˙ = · · · ,
with ∂θHθξ = ∂θθ · Hθθξ + ∂θπ · Hπθξ, ∂θHπξ = ∂θθ · Hθπξ + ∂θπ · Hππξ, etc. (3.42)
As we have
∂2θθ · Hθξ
∣∣∣∣
θ=π=0
= ∂2θπ · Hπξ
∣∣∣∣
θ=π=0
= 0,
|πB∂θθ(∂θHθξ)| ≤ C˜(0)2 , etc.,
using estimates already obtained, we get
|πB∂2θx|, |πB∂π∂θx| ≤ C(0)2 |t− t|.
Analogously,
∂θξ˙ = −∂θx · Hxx − ∂θθ · Hθx − ∂θπ · Hπx, ∂π ξ˙ = −∂πx · Hxx − ∂πθ · Hθx − ∂ππ · Hπx,
(3.43)
and
∂2θ ξ˙ = −∂2θx · Hxx − ∂θθ(∂θHθx)− ∂θπ(∂θHθπx)− ∂2θx · Hxx − ∂2θθ · Hθx − ∂2θπ · Hπx,
∂θ∂π ξ˙ = · · · , ∂2π ξ˙ = · · · , etc. (3.44)
which implies
|πB∂2θξ|, |πB∂θ∂πξ| ≤ C(0)2 |t− t|.
For k ≥ 1, putting
J 〈k|2〉0 (t) =
∂αx ∂βξ ∂aθ ∂bπx
∂αx ∂
β
ξ ∂
a
θ ∂
b
πξ
 (t, t ;x[0], ξ[0], 0, 0) with |a+ b| = 2 and |α+ β| = k,
we have
J˙ 〈k|2〉0 (t) = F (k)2 (t) with |F (k)2 (t)| ≤ C˜(k)2 |t− t|1/2 when |t− t| ≤ 1,
which yields
|J 〈k|2〉0 (t)| ≤ C(k)2 |t− t|3/2 when |t− t| ≤ 1.
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The case |a+ b| = 3:
J 〈k|3〉1 (t) =
(
∂αx ∂
β
ξ ∂
a
θ ∂
b
πθ
∂αx ∂
β
ξ ∂
a
θ ∂
b
ππ
)
(t, t ;x[0], ξ[0], 0, 0) with |a+ b| = 3 and |α+ β| = k
satisfies
J˙ 〈k|3〉1 (t) = H〈0|2〉(t)J 〈k|3〉1 (t) + F (k)3 (t), (3.45)
with
F (k)3 (t) =
k∑
ℓ=1
H〈ℓ|2〉(t)J 〈k−ℓ|3〉1 (t) = H〈k|2〉(t)J 〈0|3〉1 (t) + · · · .
For example, when k = 0, we have
∂2π θ˙ = −∂2πx·Hxπ+∂πx(∂πHxπ)−∂2πξ·Hξπ+∂πξ(∂πHξπ)−∂2πθ·Hθπ−∂πθ(∂πHθπ)−∂2ππ·Hππ−∂ππ(∂πHππ),
and
∂θ∂
2
π θ˙ = −∂2πx(∂θHxπ) + ∂θ∂πx(∂πHxπ)− ∂2πξ(∂θHξπ) + ∂θ∂πξ(∂πHξπ)
− ∂θ∂2πθ · Hθπ − ∂πθ(∂θ∂πHθπ)− ∂θ∂2ππ · Hππ − ∂ππ(∂θ∂πHππ) + {∗∗}, etc,
where {∗∗} has no body part, because
{∗∗} = −∂θ∂2πx · Hxπ − ∂πx(∂θ∂πHxπ)− ∂θ∂2πξ · Hξπ − ∂πξ(∂θ∂πHξπ)
− ∂2πθ(∂θHθπ)− ∂θ∂πθ(∂πHθπ)− ∂2ππ(∂θHππ)− ∂θ∂ππ(∂πHππ).
Then, the body part of a part of F (0)3 (t) is estimated by
|πB∂2πx∂θHxπ| ≤ C|t− t|, and therefore, |F (0)3 (t)| ≤ C˜|t− t|.
Using Lemma 3.4 and the inequality above, we have
|J 〈0|3〉1 (t)| ≤ C(0)3 |t− t|3/2.
Moreover, when k ≥ 1, we have
|F (k)3 (t)| ≤ C˜|t− t|3/2 and |J 〈k|3〉1 (t)| ≤ C(k)3 |t− t|2.
The case |a+ b| = 4: Let k = 0. From (3.41), we have
∂2πx˙ = ∂
2
πθ · Hθξ + ∂πθ(∂πHθξ) + ∂2ππ · Hπξ + ∂ππ(∂πHπξ),
with ∂πHθξ = ∂πθ · Hθθξ + ∂ππ · Hπθξ, ∂πHπξ = ∂πθ · Hθπξ + ∂ππ · Hππξ.
Remarking that ∂θHθθξ = ∂θHθπξ = ∂θHππξ = 0, we have
∂θ∂
2
π x˙ = ∂θ∂
2
πθ · Hθξ − ∂2πθ(∂θHθξ) + ∂θ∂πθ(∂πHθξ) + ∂πθ(∂θ∂πHθξ)
+ ∂θ∂
2
ππ · Hπξ − ∂2ππ(∂θHπξ) + ∂θ∂ππ(∂πHπξ) + ∂ππ(∂θ∂πHπξ),
with ∂θ∂πHθξ = ∂θ∂πθ · Hθθξ + ∂θ∂ππ · Hπθξ, ∂θ∂πHπξ = ∂θ∂πθ · Hθπξ + ∂θ∂ππ · Hππξ.
.
Finally, we have
∂2θ∂
2
π x˙ = ∂
2
θ∂πθ(∂πHθξ) + ∂πθ(∂2θ∂πHθξ) + ∂2θ∂ππ(∂πHπξ) + ∂ππ(∂2θ∂πHπξ)
+ ∂2θ∂
2
πθ · Hθξ + ∂2πθ(∂2θHθξ) + ∂2θ∂2ππ · Hπξ + ∂2ππ(∂2θHπξ)
with ∂2θ∂πHθξ = ∂2θ∂πθ · Hθθξ + ∂2θ∂ππ · Hπθξ + ∗∗, ∂2θ∂πHπξ = ∂2θ∂πθ · Hθπξ + ∂2θ∂ππ · Hππξ + ∗ ∗ .
Therefore, we get
|body part of the right hand side above| ≤ C˜(0)4 |t− t|3/2 and |πB∂2θ∂2πx| ≤ C(0)4 |t− t|5/2.
By the same talk, we get
|πB∂2θ∂2πξ| ≤ C(0)4 |t− t|5/2.
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Proceeding as before, we get
|πB∂αx ∂βξ ∂2θ∂2πx|, |πB∂αx ∂βξ ∂2θ∂2πξ| ≤ C(k)4 |t− t|3 for k = |α+ β| ≥ 1.
Therefore, Theorem 2.1 has been proved. 
3.1.3. Inverse map: Proof of Theorem 2.2. Supersmoothness of (2.17) is already proved.
Existence of the inverse map. For notational simplicity, we put
Xi(x, θ) = xi(t, t ;x, ξ, θ, π), Θℓ(x, θ) = θℓ(t, t ;x, ξ, θ, π),
Yj(x¯, θ¯) = yj(t, t ; x¯, ξ, θ¯, π), Ωm(x¯, θ¯) = ωm(t, t ; x¯, ξ, θ¯, π),
and we consider (t, t ; ξ, π) as parameters which will not be represented explicitly.
For any fixed (t, t ; ξ, π) and any given (x¯, θ¯), we want to find (x, θ) such that
x¯i = Xi(x, θ), θ¯ℓ = Θℓ(x, θ).
Denoting this (x, θ) as (Y (x, θ),Ω(x, θ)), then we should have
xi = Yi(X(x, θ),Θ(x, θ)), θℓ = Ωℓ(X(x, θ),Θ(x, θ)). (3.46)
By the supersmoothness proved in (1) of Theorem 2.1, we have
Xi(x, θ) = Xi,0(x) +Xi,1(x)θ1 +Xi,2(x)θ2 +Xi,3(x)θ1θ2 =
∑
|a|≤2
∂aθXi(x, 0)θ
a,
Θk(x, θ) = Θk,0(x) + Θk,1(x)θ1 +Θk,2(x)θ2 +Θk,3(x)θ1θ2 =
∑
|a|≤2
∂aθΘi(x, 0)θ
a.
We assume (and prove by construction) that we may put also
Yj(x¯, θ¯) = Yj,0(x¯) + Yj,1(x¯)θ¯1 + Yj,2(x¯)θ¯2 + Yj,3(x¯)θ¯1θ¯2 =
∑
|b|≤2
∂bθ¯Yj(x¯, 0)θ¯
b,
Ωℓ(x¯, θ¯) = Ωℓ,0(x¯) + Ωℓ,1(x¯)θ¯1 +Ωℓ,2(x¯)θ¯2 +Ωℓ,3(x¯)θ¯1θ¯2 =
∑
|b|≤2
∂bθ¯Ωj(x¯, 0)θ¯
b.
Denoting
X˜ = (X˜1, X˜2, X˜3), X˜B = (X˜1,B, X˜2,B, X˜3,B)
with X˜i = X˜i,B + X˜i,S = Xi,0,B(xB) +Xi,0,S(x) = Xi(x, 0) ∈ Rev,
Θ˜ = (Θ˜1, Θ˜2) with Θ˜ℓ = Θℓ,0(x) = Θℓ(x, 0) ∈ Rod,
we have
Yj(X˜, Θ˜) = Yj,0(X˜) + Yj,1(X˜)Θ˜1 + Yj,2(X˜)Θ˜2 + Yj,3(X˜)Θ˜1Θ˜2,
with Yj,0(X˜), Yj,3(X˜) ∈ Rev, Yj,1(X˜), Yj,2(X˜) ∈ Rod,
Ωℓ(X˜, Θ˜) = Ωℓ,0(X˜) + Ωℓ,1(X˜)Θ˜1 +Ωℓ,2(X˜)Θ˜2 +Ωℓ,3(X˜)Θ˜1Θ˜2,
with Ωℓ,0(X˜), Ωℓ,3(X˜) ∈ Rod, Ωℓ,1(X˜), Ωℓ,2(X˜) ∈ Rev.
Claim I: From the first equation of (3.46), we construct Yi,∗(X˜B) for each degree.
(I-0) Restricting (x, θ) to (x, 0) in (3.46), we have
xi = Yi,0(X˜) + Yi,1(X˜)Θ˜1 + Yi,2(X˜)Θ˜2 + Yi,3(X˜)Θ˜1Θ˜2.
Or more precisely, putting Y
[−1]
∗ (X˜) = 0, we have
Y
[2p]
i,0 (X˜) =x
[2p]
i −
p−1∑
q=0
Y
[2p−2q−1]
i,1 (X˜)Θ˜
[2q+1]
1 −
p−1∑
q=0
Y
[2p−2q−1]
i,2 (X˜)Θ˜
[2q+1]
2
−
p∑
q=0
Y
[2p−2q]
i,3 (X˜)
q−1∑
r=0
Θ˜
[2r+1]
1 Θ˜
[2q−2r−1]
2 for p = 0, 1, 2, · · · .
(3.47)
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(I-1) Differentiating (3.46) w.r.t. θ1 or θ2 and restricting as above, we have for each i = 1, 2, 3,(
Θ1,1(x) Θ2,1(x)
Θ1,2(x) Θ2,2(x)
)(
Yi,1(X˜)
Yi,2(X˜)
)
=
(−Xj,1(x)∂x¯jYi(X˜, Θ˜)
−Xj,2(x)∂x¯jYi(X˜, Θ˜)
)
.
Or, we have
p−1∑
q=0
(
Θ
[2q]
1,1 (x) Θ
[2q]
2,1 (x)
Θ
[2q]
1,2 (x) Θ
[2q]
2,2 (x)
)(
Y
[2p−2q−1]
i,1 (X˜)
Y
[2p−2q−1]
i,2 (X˜)
)
=
p−1∑
q=0
(
−X [2p−2q−1]j,1 (x)∂x¯jY [2q]i (X˜, Θ˜)
−X [2p−2q−1]j,2 (x)∂x¯jY [2q]i (X˜, Θ˜)
)
.
(3.48)
(I-2) Differentiating (3.46) w.r.t. θ1 and θ2, we have
−[Θ1,1(x)Θ2,2(x)−Θ2,1(x)Θ1,2(x)]Yi,3(X˜) =Xj,3(x)∂x¯jYi(X˜, Θ˜)−Xj,1(x)Xk,2(x)∂2x¯kx¯jYi(X˜, Θ˜)
+ [−Xj,1(x)Θ1,2(x) + Θ1,1(x)Xj,2(x)]∂x¯jYi,1(X˜)
+ [−Xj,1(x)Θ2,2(x) + Θ2,1(x)Xj,2(x)]∂x¯jYi,2(X˜).
Therefore, we have
−
p∑
q=0
q∑
r=0
[Θ
[2q−2r]
1,1 (x)Θ
[2r]
2,2 (x)−Θ[2q−2r]2,1 (x)Θ[2r]1,2 (x)]Y [2p−2q]i,3 (X˜)
=
p∑
q=0
X
[2q]
j,3 (x)∂x¯jY
[2p−2q]
i (X˜, Θ˜)−
p∑
q=0
q−1∑
r=0
X
[2q−2r−1]
j,1 (x)X
[2r+1]
k,2 (x)∂
2
x¯kx¯j
Y
[2p−2q]
i (X˜, Θ˜)
+
p−1∑
q=0
q∑
r=0
[−X [2q−2r+1]j,1 (x)Θ[2r]1,2 (x) + Θ[2r]1,1 (x)X [2q−2r+1]j,2 (x)]∂x¯jY [2p−2q−1]i,1 (X˜)
+
p−1∑
q=0
q∑
r=0
[−X [2q−2r+1]j,1 (x)Θ[2r]2,2 (x) + Θ[2r]2,1 (x)X [2q−2r+1]j,2 (x)]∂x¯jY [2p−2q−1]i,2 (X˜).
(3.49)
(1) For any fixed x¯B, we consider the map
xB → F (xB) = x¯B + xB −XB(xB),
which satisfies
F (xB)− F (x′B) = (xB − x′B)
∫ 1
0
dτ
(
I − ∂XB
∂x
(τxB + (1 − τ)x′B)
)
.
As ∂x
j
Xi,0(x)− δij = 0, F (xB) is the contraction map, therefore, there exists a unique xB such that
x¯B = XB(xB).
We denote this as xB = YB(x¯B), that is, Y
[0](X˜B), and therefore, Y
[0](X˜) is defined, which satisfies (3.47)
with p = 0.
(2) From (3.48) with p = 1, we have, for each i = 1, 2, 3,(
Θ
[0]
1,1(x) Θ
[0]
2,1(x)
Θ
[0]
1,2(x) Θ
[0]
2,2(x)
)(
Y
[1]
i,1 (X˜)
Y
[1]
i,2 (X˜)
)
=
(
−X [1]j,1(x)∂x¯jY [0]i (X˜, Θ˜)
−X [1]j,2(x)∂x¯jY [0]i (X˜, Θ˜)
)
. (3.50)
As ∂x¯jY
[0]
i (X˜, Θ˜) = ∂x¯jY
[0]
i,0 (X˜B), the right-hand side above is given by the step (1) above. On the other
hand, when |t− t| < δ, t, t ∈ [−T, T ], for any (ξ, π), we have
det
(
Θ
[0]
1,1(xB) Θ
[0]
2,1(xB)
Θ
[0]
1,2(xB) Θ
[0]
2,2(xB)
)
6= 0 because Θk,j(x) = ∂θ
j
θk(t, t ;x, ξ, 0, 0).
Solving (3.50), we get the degree 1 part of Y
[1]
i,∗ (X˜B), that is, Y
[1]
i,∗ (X˜) for i = 1, 2, 3, ∗ = 0, 1, 2, 3.
(3) Putting p = 0 in (3.49), we have
−[Θ[0]1,1(x)Θ[0]2,2(x)−Θ[0]2,1(x)Θ[0]1,2(x)]Y [0]i,3 (X˜) = X [0]j,3(x)∂x¯jY [0]i,0 (X˜).
Therefore, we get Y
[0]
i,3 (X˜).
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Returning back to (1) with p = 1 in (3.47) and then (2) with p = 2 in (3.48) and lastly (3) with
p = 2 in (3.49). This process determines Y
[2]
i,0 (X˜), Y
[3]
i,1 (X˜), Y
[3]
i,2 (X˜) and Y
[2]
i,3 (X˜). Proceeding recursively,
we determine Yi,∗(X˜).
Claim II: Analogously as above, we determine Ωℓ,∗(X˜) as follows.
(II-0) Restricting (x, θ) to (x, 0) in the second equation of (3.46), we have
0 = Ωℓ,0(X˜) + Ωℓ,1(X˜)Θ˜1 +Ωℓ,2(X˜)Θ˜2 +Ωℓ,3(X˜)Θ˜1Θ˜2.
In other word, we have
Ω
[2p+1]
ℓ,0 (X˜) =−
p∑
q=0
Ω
[2q]
ℓ,1 (X˜)Θ˜
[2p−2q+1]
1 −
p∑
q=0
Ω
[2q]
ℓ,2 (X˜)Θ˜
[2p−2q+1]
2
−
p∑
q=0
Ω
[2p−2q+1]
ℓ,3 (X˜)
q∑
r=0
Θ˜
[2q−2r−1]
1 Θ˜
[2r+1]
2 .
(3.51)
(II-1) Differentiating (3.46) w.r.t. θ1, we have,(
Θ1,1(x) Θ2,1(x)
Θ1,2(x) Θ2,2(x)
)(
Ω1,1(X˜)
Ω1,2(X˜)
)
=
(
1−Xj,1(x)∂x¯jΩ1(X˜)
−Xj,2(x)∂x¯jΩ1(X˜)
)
,
that is,
p∑
q=0
(
Θ
[2q]
1,1 (x) Θ
[2q]
2,1 (x)
Θ
[2q]
1,2 (x) Θ
[2q]
2,2 (x)
)(
Ω
[2p−2q]
1,1 (X˜)
Ω
[2p−2q]
1,2 (X˜)
)
=
(
1[2p] −∑pq=0X [2q−1]j,1 (x)∂x¯jΩ[2p−2q+1]1 (X˜)
−∑pq=0X [2q−1]j,2 (x)∂x¯jΩ[2p−2q+1]1 (X˜)
)
.
(3.52)
Analogously, differentiating (3.46) w.r.t. θ2,
p∑
q=0
(
Θ
[2q]
1,1 (x) Θ
[2q]
2,1 (x)
Θ
[2q]
1,2 (x) Θ
[2q]
2,2 (x)
)(
Ω
[2p−2q]
2,1 (X˜)
Ω
[2p−2q]
2,2 (X˜)
)
=
(
−∑pq=0X [2q−1]j,1 (x)∂x¯jΩ[2p−2q+1]2 (X˜)
1[2p] −∑pq=0X [2q−1]j,2 (x)∂x¯jΩ[2p−2q+1]2 (X˜)
)
.
(3.53)
(II-2) Differentiating (3.46) w.r.t. θ1 and θ2, we have, for ℓ = 1, 2,
0 =Xi,3(x)∂x¯iΩℓ(X˜, Θ˜)−Xi,1(x)Xj,2(x)∂2x¯j x¯iΩℓ(X˜, Θ˜)
+ Θ1,3(x)Ωℓ,1(X˜) + Θ2,3(x)Ωℓ,2(X˜) + [−Xi,1(x)Θ1,2(x) + Θ1,1(x)Xi,2(x)]Ωℓ,1(X˜)
+ [−Xi,1(x)Θ2,2(x) + Θ2,1(x)Xi,2(x)]Ωℓ,2(X˜) + [Θ1,1(x)Θ2,2(x)−Θ2,1(x)Θ1,2(x)]Ωℓ,3(X˜).
Rewriting above, we have, for each p = 0, 1, 2, · · · ,
−
p∑
q=0
q∑
r=0
[Θ
[2q−2r]
1,1 (x)Θ
[2r]
2,2 (x)−Θ[2q−2r]2,1 (x)Θ[2r]1,2 (x)]Ω[2p−2q+1]ℓ,3 (X˜)
=
p∑
q=0
X
[2q]
i,3 (x)∂x¯iΩ
[2p−2q+1]
ℓ (X˜, Θ˜)
−
p∑
q=0
q∑
r=0
X
[2r+1]
i,1 (x)X
[2q−2r−1]
j,2 (x)∂
2
x¯j x¯iΩ
[2p−2q+1]
ℓ (X˜, Θ˜)
+
p∑
q=0
Θ
[2q]
1,3 (x)Ω
[2p−2q+1]
ℓ,1 (X˜) +
p∑
q=0
Θ
[2q]
2,3 (x)Ω
[2p−2q+1]
ℓ,2 (X˜)
+
p∑
q=0
q∑
r=0
[−X [2r+1]i,1 (x)Θ[2q−2r]1,2 (x) + Θ[2q−2r]1,1 (x)X [2r+1]i,2 (x)]Ω[2p−2q+1]ℓ,1 (X˜)
+
p∑
q=0
q∑
r=0
[−X [2r+1]i,1 (x)Θ[2q−2r]2,2 (x) + Θ[2q−2r]2,1 (x)X [2r+1]i,2 (x)]Ω[2p−2q+1]ℓ,2 (X˜).
(3.54)
By the same procedure which we employed to determine Yi,∗(X˜), we may define Ωℓ,∗(X˜).
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Therefore, there exist a constant δ > 0 and functions y(t, t ; x¯, ξ, θ¯, π), ω(t, t ; x¯, ξ, θ¯, π) such that for
|t− t| < δ
x = y(t, t ;x(t, t ;x, ξ, θ, π), ξ, θ(t, t ;x, ξ, θ, π), π),
θ = ω(t, t ;x(t, t ;x, ξ, θ, π), ξ, θ(t, t ;x, ξ, θ, π), π),
(3.55)
and therefore
x¯ = x(t, t ; y(t, t ; x¯, ξ, θ¯, π), ξ, ω(t, t ; x¯, ξ, θ¯, π), π),
θ¯ = θ(t, t ; y(t, t ; x¯, ξ, θ¯, π), ξ, ω(t, t ; x¯, ξ, θ¯, π), π).
(3.56)
Estimates of the inverse mapping: When |a+ b| = 0, differentiating once the first equation of
(3.56) w.r.t. x¯ or ξ, we get
δjk =
∂x¯j
∂x¯k
=
∂yℓ
∂x¯k
∂xj
∂xℓ
+
∂ωm
∂x¯k
∂xj
∂θm
,
0 =
∂x¯j
∂ξ
k
=
∂yℓ
∂ξ
k
∂xj
∂xℓ
+
∂xj
∂ξ
k
+
∂ωm
∂ξ
k
∂xj
∂θm
.
Taking the body part and remarking (2.12), we get
|πB∂x¯(y(t, t ; x¯, ξ, θ¯, π)− x¯)| = 0 if |t− t| ≤ δ.
Here, we used the fact
πB
∂xj
∂xℓ
= πB
(
∂(xj − xj)
∂xℓ
+
∂xj
∂xℓ
)
= δjℓ if |t− t| ≤ δ, (3.57)
which follows from (2.12). Analogously, we have
|πB∂ξ(y(t, t ; x¯, ξ, θ¯, π)− x¯)| = 0 if |t− t| ≤ δ.
By the same procedure, we have
|πB∂αx¯ ∂βξ (y(t, t ; x¯, ξ, θ¯, π)− x¯)| = 0 if k = |α+ β| ≥ 2 and |t− t| ≤ δ.
The case when |a+ b| = 1, we have
δℓm =
∂θ¯ℓ
∂θ¯m
=
∂yj
∂θ¯m
∂θℓ
∂xj
+
∂ωk
∂θ¯m
∂θℓ
∂θk
,
0 =
∂θ¯ℓ
∂πm
=
∂yj
∂πm
∂θℓ
∂xj
+
∂ωk
∂πm
∂θℓ
∂θk
+
∂θℓ
∂πm
.
(3.58)
Taking the body part and using (2.13), we get
I = (δℓm) = XY, X =
(
πB
∂ωk
∂θ¯m
)
, Y =
(
πB
∂θℓ
∂θk
)
.
Since ∣∣∣∣πB ∂(θℓ − θℓ)∂θk
∣∣∣∣ ≤ C(1)1 |t− t|1/2, πB ∂θℓ∂θk = δkℓ, (3.59)
if we take |t− t| ≤ δ ≤ (4C(1)1 )−1, then we have, as operators
|X | = |Y −1| ≤ 2 if |t− t| ≤ δ.
Therefore, using (X − I)Y = I − Y , we have, as operators
|X − I| ≤ |I − Y | |Y −1| ≤ 2C|t− t|1/2,
that is,
|πB∂θ¯(ωk(t, t ; x¯, ξ, θ¯, π)− θ¯k)| ≤ C˜(0)1 |t− t|1/2.
From the second equality of (3.58) combined with (2.13),
|πB∂π(ωk(t, t ; x¯, ξ, θ¯, π)− θ¯k)| ≤ C˜(0)1 |t− t|1/2.
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Analogously, we get, when |a+ b| = 1,
|πB∂αx¯ ∂βξ ∂aθ¯ ∂bπ(ωk(t, t ; x¯, ξ, θ¯, π)− θ¯k)| ≤ C˜
(k)
1 |t− t|(1/2)(1−(1−k)+) if k = |α+ β|, |t− t| ≤ δ.
Proceeding analogously as we did in proving Theorem 2.1, we have the desired results for |a+b| ≥ 2,
which are abbreviated here. The second inequality in (2.19) is given in the next subsection. 
Analogously, we have
Proposition 3.4. (i) For any fixed (t, t ;x, θ), |t− t| < δ, the mapping
R
3|2 ∋ (ξ, π) 7→ (ξ = ξ(t, t ;x, ξ, θ, π), π = π(t, t ;x, ξ, θ, π)) ∈ R3|2 (3.60)
is supersmooth. The inverse mapping defined by
R
3|2 ∋ (ξ¯, π¯) 7→ (η = η(t, t ;x, ξ¯, θ, π¯), ρ = ρ(t, t ;x, ξ¯, θ, π¯)) ∈ R3|2, (3.61)
is supersmooth in (x, ξ¯, θ, π¯) for fixed (t, t).
(ii) Let |a+ b| = 0. We have{ |πB∂αx ∂βξ¯ (η(t, t ;x, ξ¯, θ, π¯)− ξ¯)| = 0,
|η[0](t, t ;x[0], ξ¯[0])− ξ¯[0]| ≤ C2|t− t|(1 + |x[0]|+ |ξ¯[0]|).
(3.62)
(iii) Let |a+ b| = 1. For k = |α+ β|, there exists a constant C˜(k)1 such that
|πB∂αx ∂βξ¯ ∂aθ ∂bπ¯(ρ(t, t ;x, ξ¯, θ, π¯)− π¯)| ≤ C˜
(k)
1 |t− t|(1/2)(1−(1−k)+). (3.63)
(iv) Let |a+ b| = 2. For k = |α+ β|, there exists a constant C˜(k)2 such that
|πB∂αx ∂βξ¯ ∂aθ ∂bπ¯(η(t, t ;x, ξ¯, θ, π¯)− ξ¯)| ≤ C˜
(k)
2 |t− t|1+(1/2)(1−(1−k)+). (3.64)
(v) Let |a+ b| = 3. For k = |α+ β|, there exists a constant C˜(k)3 such that
|πB∂αx ∂βξ¯ ∂aθ ∂bπ¯(ρ(t, t ;x, ξ¯, θ, π¯)− π¯)| ≤ C˜
(k)
3 |t− t|(3/2)+(1/2)(1−(1−k)+). (3.65)
(vi) Let |a+ b| = 4. For k = |α+ β|, there exists a constant C˜(k)4 such that
|πB∂αx ∂βξ¯ ∂aθ ∂bπ¯(η(t, t ;x, ξ¯, θ, π¯)− ξ¯)| ≤ C˜
(k)
4 |t− t|(5/2)+(1/2)(1−(1−k)+). (3.66)
3.1.4. Time reversing. As the Hamilton equation (2.6)ev and (2.6)od may be solved backward in time, we
denote, for t ≤ t ≤ t¯, that x(t, t¯ ; x¯, θ¯, ξ¯, π¯), ξ(t, t¯ ; x¯, θ¯, ξ¯, π¯), θ(t, t¯ ; x¯, θ¯, ξ¯, π¯), π(t, t¯ ; x¯, θ¯, ξ¯, π¯) are solutions
at time t of (2.6)ev and (2.6)od with the initial time t = t¯ and the initial data (x¯, θ¯, ξ¯, π¯).
Proceeding as in previous sections, we have the following:
x = x(t, t¯ ; x¯, θ¯, ξ¯, π¯), x¯ = x(t¯, t¯ ; x¯, θ¯, ξ¯, π¯),
θ = θ(t, t¯ ; x¯, θ¯, ξ¯, π¯), θ¯ = θ(t¯, t¯ ; x¯, θ¯, ξ¯, π¯),
ξ = ξ(t, t¯ ; x¯, θ¯, ξ¯, π¯), ξ¯ = ξ(t¯, t¯ ; x¯, θ¯, ξ¯, π¯),
π = π(t, t¯ ; x¯, θ¯, ξ¯, π¯), π¯ = π(t¯, t¯ ; x¯, θ¯, ξ¯, π¯)
(3.67)
For the inverse mappings, we have, if |t¯− t| < δ,
x¯ = y(t, t¯ ;x, ξ¯, θ, π¯), x = y(t¯, t¯ ;x, ξ¯, θ, π¯),
θ¯ = ω(t, t¯ ;x, ξ¯, θ, π¯), θ = ω(t¯, t¯ ;x, ξ¯, θ, π¯),
ξ¯ = η(t, t¯ ;x, ξ¯, θ, π¯), ξ = η(t¯, t¯ ;x, ξ¯, θ, π¯),
π¯ = ρ(t, t¯ ;x, ξ¯, θ, π¯), π = ρ(t¯, t¯ ;x, ξ¯, θ, π¯).
(3.68)
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Therefore, we get for |t¯− t| < δ,
y(t, t¯ ;x, ξ¯, θ, π¯) = x(t¯, t ;x, η(t¯, t ;x, ξ¯, θ, π¯), θ, ρ(t¯, t ;x, ξ¯, θ, π¯)),
ω(t, t¯ ;x, ξ¯, θ, π¯) = θ(t¯, t ;x, η(t¯, t ;x, ξ¯, θ, π¯), θ, ρ(t¯, t ;x, ξ¯, θ, π¯)),
η(t, t¯ ; x¯, ξ, θ¯, π) = ξ(t¯, t ; y(t¯, t ; x¯, ξ, θ¯, π), ξ, ω(t¯, t ; x¯, ξ, θ¯, π), π),
ρ(t, t¯ ; x¯, ξ, θ¯, π) = π(t¯, t ; y(t¯, t ; x¯, ξ, θ¯, π), ξ, ω(t¯, t ; x¯, ξ, θ¯, π), π).
(3.69)
Proof of Theorem 2.2 continued. The second inequality in (2.19) is proved using
y(t¯, t ; x¯, ξ, 0, 0)− x¯ =
∫ 1
0
dr ξ · ∂ξy(t¯, t ; x¯, rξ, 0, 0)
+
∫ 1
0
dr x¯ · ∂x¯(y(t¯, t ; rx¯, 0, 0, 0)− x¯) + y(t¯, t ; 0, 0, 0, 0).
In fact, from above and the first inequality in (2.19), we have
|y[0](t¯, t ; x¯[0], ξ[0])− x¯[0]| ≤ C|t¯− t|(|x¯[0]|+ |ξ[0]|) + |y[0](t¯, t ; 0, 0)|.
Replacing (t¯, t) in the first equality of (3.69) by (t, t¯) and using (2.14), we have
|y[0](t¯, t ; 0, 0)| = |x(t, t¯ ; 0, η[0](t, t¯ ; 0, 0), 0, 0)| ≤ C|t¯− t|,
since η[0](t, t¯ ; 0, 0) is continuous in t, t¯. Combining these, we get the desired inequality. 
3.2. Action integral. We prepare the following lemma in a slightly general situation:
Lemma 3.5. Let (x(x, θ), θ(x, θ), u(x, θ), ξ(x, θ), π(x, θ)) be supersmooth functions of (x, θ) ∈ Rm|n sat-
isfying 
∂u
∂xj
=
m∑
a=1
∂xa
∂xj
ξa(x, θ) +
n∑
b=1
∂θb
∂xj
πb(x, θ) for j = 1, 2, · · · ,m,
∂u
∂θℓ
=
m∑
a=1
∂xa
∂θℓ
ξa(x, θ) +
n∑
b=1
∂θb
∂θℓ
πb(x, θ) for ℓ = 1, 2, · · · , n.
Assuming that
sdet
(∂xa
∂x
j
∂xa
∂θ
ℓ
∂θb
∂x
j
∂θb
∂θ
ℓ
)
(xB, 0) 6= 0 and x¯ = x(x, θ), θ¯ = θ(x, θ),
we have:
(i) There exist inverse functions y(x¯, θ¯), ω(x¯, θ¯) such that
x(y(x¯, θ¯), ω(x¯, θ¯)) = x¯, θ(y(x¯, θ¯), ω(x¯, θ¯)) = θ¯.
(ii) Moreover, putting w(x¯, θ¯) = u(y(x¯, θ¯), ω(x¯, θ¯)), we have, for j = 1, 2, · · · ,m and ℓ = 1, 2, · · · , n,
∂w
∂x¯j
= ξj(y(x¯, θ¯), ω(x¯, θ¯)),
∂w
∂θ¯ℓ
= πℓ(y(x¯, θ¯), ω(x¯, θ¯)). (3.70)
Proof. By the inverse function theorem, we get (i). From this, we have
δak =
∂x¯a
∂x¯k
=
∂yj
∂x¯k
∂xa
∂xj
+
∂ωℓ
∂x¯k
∂xa
∂θℓ
, 0 =
∂x¯a
∂θ¯m
=
∂yj
∂θ¯m
∂xa
∂xj
+
∂ωℓ
∂θ¯m
∂xa
∂θℓ
,
0 =
∂θ¯b
∂x¯k
=
∂yj
∂x¯k
∂θ¯b
∂xj
+
∂ωℓ
∂x¯k
∂θ¯b
∂θℓ
, δbm =
∂θ¯b
∂θ¯m
=
∂yj
∂θ¯m
∂θ¯b
∂xj
+
∂ωℓ
∂θ¯m
∂θ¯b
∂θℓ
.
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Using these, we get readily that
∂w
∂x¯k
=
∂yj
∂x¯k
∂u
∂xj
+
∂ωℓ
∂x¯k
∂u
∂θℓ
=
∂yj
∂x¯k
(∂xa
∂xj
ξa(x, θ) +
∂θb
∂xj
πb(x, θ)
)
+
∂ωℓ
∂x¯k
(∂xa
∂θℓ
ξa(x, θ) +
∂θb
∂θℓ
πb(x, θ)
)∣∣∣∣∣x=y(x¯,θ¯),
θ=ω(x¯,θ¯)
=
( ∂yj
∂x¯k
∂xa
∂xj
+
∂ωℓ
∂x¯k
∂xa
∂θℓ
)
ξa(x, θ) +
( ∂yj
∂x¯k
∂θb
∂xj
+
∂ωℓ
∂x¯k
∂θb
∂θℓ
)
πb(x, θ)
∣∣∣∣∣x=y(x¯,θ¯),
θ=ω(x¯,θ¯)
= ξk(y(x¯, θ¯), ω(x¯, θ¯)).
Analogously, we get the second equality in (ii). 
Proof of Theorem 2.3. For fixed (ξ, π), we put
S˜(t¯, t ;x, ξ, θ, π) = 〈x|ξ〉+ 〈θ|π〉+ S0(t¯, t ;x, ξ, θ, π).
Then, we have, using integration by parts w.r.t. s in (2.25),
∂S˜
∂xj
= ξ
j
+
∫ t¯
t
ds
[∂x˙k
∂xj
ξk + x˙k
∂ξk
∂xj
+
∂θ˙m
∂xj
πm + θ˙m
∂πm
∂xj
−
(∂xk
∂xj
∂H
∂xk
+
∂ξk
∂xj
∂H
∂ξk
+
∂θm
∂xj
∂H
∂θm
+
∂πm
∂xj
∂H
∂πm
)]
= ξ
j
+
∂xk
∂xj
ξk
∣∣∣t
t
+
∂θm
∂xj
πm
∣∣∣t
t
=
∂xk
∂xj
ξk +
∂θm
∂xj
πm.
Analogously, we get
∂S˜
∂θℓ
=
∂xk
∂θℓ
ξk +
∂θm
∂θℓ
πm.
As we have already proved that if |t¯− t| ≤ δ, we have
πB sdet
∂x(t¯)∂x ∂x(t¯)∂θ
∂θ(t¯)
∂x
∂θ(t¯)
∂θ
 6= 0,
we may apply the above lemma. Therefore, putting
S(t¯, t ; x¯, ξ, θ¯, π) = S˜(t¯, t ; y(t¯, t ; x¯, ξ, θ¯, π), ξ, ω(t¯, t ; x¯, ξ, θ¯, π), π),
we have, by (3.70),
∂S
∂x¯j
= ξj(t¯, t ; y(t¯, t ; x¯, ξ, θ¯, π), ξ, ω(t¯, t ; x¯, ξ, θ¯, π), π),
∂S
∂θ¯ℓ
= πℓ(t¯, t ; y(t¯, t ; x¯, ξ, θ¯, π), ξ, ω(t¯, t ; x¯, ξ, θ¯, π), π),
(3.71)
and
∂S
∂t¯
=
∂S˜
∂t¯
+
∂yj
∂t¯
∂S˜
∂xj
+
∂ωℓ
∂t¯
∂S˜
∂θℓ
.
On the other hand,
∂
∂t¯
S˜(t¯, t ;x, ξ, θ, π) = 〈x˙(t¯)|ξ(t¯)〉+ 〈θ˙(t¯)|π(t¯)〉 − H(t¯, x(t¯), θ(t¯), ξ(t¯), π(t¯)).
Combining these with simple calculations, we get the desired Hamilton-Jacobi equation.
Moreover, using (3.71) and (3.69), we have
∂x¯jS(t¯, t ; x¯, ξ, θ¯, π) = ηj(t, t¯ ; x¯, ξ, θ¯, π), ∂θ¯ℓS(t¯, t ; x¯, ξ, θ¯, π) = ρℓ(t, t¯ ; x¯, ξ, θ¯, π),
∂ξ
k
S(t¯, t ; x¯, ξ, θ¯, π) = yk(t¯, t ; x¯, ξ, θ¯, π), ∂π
m
S(t¯, t ; x¯, ξ, θ¯, π) = ωm(t¯, t ; x¯, ξ, θ¯, π). 
(3.72)
From here on, we change the notation:
(t¯, t ; x¯, ξ, θ¯, π)→ (t, s ;x, ξ, θ, π).
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Then, putting
H˜∗ = H∗(t, x,Sx(t, s ;x, ξ, θ, π), θ,Sθ(t, s ;x, ξ, θ, π))
∣∣
θ=π=0
,
from the Hamilton-Jacobi equation and S(s, s ;x, ξ, θ, π) = 〈x|ξ〉 + 〈θ|π〉, we get
Lemma 3.6. Using the decomposition (2.28), we get
S0¯0¯,t + H˜ = 0 with S0¯0¯(s, s ;x, ξ) = 〈x|ξ〉, (3.73)
S1¯0¯,t + H˜π2π1S21¯0¯ + (H˜π1θ1 + H˜π2θ2)S1¯0¯ + H˜θ2θ1 = 0 with S1¯0¯(s, s ;x, ξ) = 0, (3.74)
Sc1d1,t + (H˜π1θ1 + S1¯0¯H˜π2π1)Sc1d1 = 0 with Sc1d1(s, s ;x, ξ) = 1, (3.75)
Sc2d2,t + (H˜π2θ2 + S1¯0¯H˜π2π1)Sc2d2 = 0 with Sc2d2(s, s ;x, ξ) = 1, (3.76)
Sc1d2,t + (H˜π1θ1 + S1¯0¯H˜π2π1)Sc1d2 = 0 with Sc1d2(s, s ;x, ξ) = 0, (3.77)
Sc2d1,t + (H˜π2θ2 + S1¯0¯H˜π2π1)Sc2d1 = 0 with Sc2d1(s, s ;x, ξ) = 0. (3.78)
Proof. (3.73) is obtained by restricting (H-J) to θ = π = 0. Integrating (H-J) w.r.t. dθ1dθ2, we get
(3.74). In fact, as we have
∂θ1H =
∂Sxj
∂θ1
Hξj +Hθ1 +
∂Sθ2
∂θ1
Hπ2 ,
∂θ2∂θ1H =
∂2Sxj
∂θ2∂θ1
Hξj −
∂Sxj
∂θ1
∂θ2Hξj + ∂θ2Hθ1 +
∂Sθ2
∂θ1
∂θ2Hπ2 ,
where
∂θ2Hξj = Hθ2ξj +
∂Sθ1
∂θ2
Hπ1ξj ,
∂θ2Hθ1 =
∂Sxj
∂θ2
Hξjθ1 +Hθ2θ1 +
∂Sθ1
∂θ2
Hπ1θ1 ,
∂θ2Hπ2 =
∂Sxj
∂θ2
Hξjπ2 +Hθ2π2 +
∂Sθ1
∂θ2
Hπ1π2 ,
remarking H˜ξj = 0, Hξjξk = 0, and restricting ∂θ2∂θ1H to θ = π = 0, we get the desired equality. Other
equalities are obtained in the same manner. 
Since H˜ = εA0(t, x), we get readily
S0¯0¯(t, s ;x, ξ) = 〈x|ξ〉 − ε
∫ t
s
drA0(r, x). (3.79)
Putting
w0(t, s ;x, ξ) = H˜π1θ1 + S1¯0¯H˜π2π1 = H˜π2θ2 + S1¯0¯H˜π2π1 , (3.80)
with
H˜π1θ1 = −i~−1(cξ3 − εA3 − cε
∫ t
s
dr∂x3A0) = H˜π2θ2
H˜π2π1 = ~−2[cξ1 − εA1 − cε
∫ t
s
dr∂x1A0 − i(cξ2 − εA2 − cε
∫ t
s
dr∂x2A0)],
we get
Lemma 3.7. For |t− s| ≤ δ,
Sc1d1(t, s ;x, ξ) = e−
∫
t
s
dr w0(r,s ;x,ξ) = Sc2d2(t, s ;x, ξ), (3.81)
Sc1d2(t, s ;x, ξ) = Sc2d1(t, s ;x, ξ) = 0. (3.82)
Remarking (3.82), we have
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Lemma 3.8.
S0¯1¯,t + Sc1d1Sc2d2H˜π2π1 = 0 with S0¯1¯(s, s ;x, ξ) = 0, (3.83)
S1¯1¯,t + 2w0S1¯1¯ + w1 = 0 with S1¯1¯(s, s ;x, ξ) = 0, (3.84)
where we put
w1(t, s ;x, ξ) = (S1¯0¯S0¯1¯,xj − Sc1d1Sc2d2,xj )H˜ξjπ1θ1 + (S1¯0¯S0¯1¯,xj − Sc1d1,xjSc2d2)H˜ξjπ2θ2
+ [(S21¯0¯ + Sc1d1Sc2d2)S0¯1¯,xj − S1¯0¯(Sc1d1Sc2d2)xj ]H˜ξjπ2π1 + S0¯1¯,xjH˜ξjθ2θ1
= c~−2
[S0¯1¯,x1 − iS0¯1¯,x2 + 2S1¯0¯ ∫ t
s
dτ(w0,x1 − iw0,x2)
]
e
−2
∫
t
s
dr w0(r,s ;x,ξ)
+ c~−2S21¯0¯(S0¯1¯,x1 − iS0¯1¯,x2)− 2ic~−1
(S1¯0¯S0¯1¯,x3 + ∫ t
s
dr w0,x3e
−2
∫
r
s
dτw0(τ,s ;x,ξ)
)
+ c(S0¯1¯,x1 + iS0¯1¯,x2).
Proof. To get (3.83), we used (3.82). Remarking
H˜π2π1ξ1 = c~−2, H˜π2π1ξ2 = −ic~−2, H˜θ2θ1ξ1 = c, H˜θ2θ1ξ2 = ic, H˜π1θ1ξ3 = H˜π2θ2ξ3 = −ic~−1,
and (3.81), we have (3.84). 
Therefore, we get the representation
S0¯1¯(t, s ;x, ξ) = −
∫ t
s
dr H˜π2π1(r, s ;x, ξ)e−2
∫
r
s
dτw0(τ,s ;x,ξ),
S1¯1¯(t, s ;x, ξ) = −
∫ t
s
dr w1(r, s ;x, ξ)e
−
∫
r
s
dτw0(τ,s ;x,ξ).
(3.85)
Combining estimates in Theorems 2.1, 2.2 and (3.72), we get
Lemma 3.9. For any α, β, there exist constants Cαβ > 0 such that
|∂αx ∂βξ (S0¯0¯(t, s ;x, ξ) − 〈x|ξ〉)| ≤ Cαβ(1 + |x|)(1−|α|)+δ0|β||t− s|
|∂αx ∂βξ S1¯0¯(t, s ;x, ξ)| ≤ Cαβ |t− s|,
|∂αx ∂βξ (Scjdj (t, s ;x, ξ)− 1)| ≤ Cαβ |t− s| for j = 1, 2,
|∂αx ∂βξ S0¯1¯(t, s ;x, ξ)| ≤ Cαβ |t− s|,
|∂αx ∂βξ S1¯1¯(t, s ;x, ξ)| ≤ Cαβ |t− s|.
(3.86)
Proof. As S1¯0¯(t, s ;x, ξ) = Sθ2θ1(t, s ;x, ξ, 0, 0) = ∂θ2ρ1(−t, s ;x, ξ, 0, 0), we have the desired one
from Proposition 3.4 and (3.72). Other terms are calculated similarly. 
3.3. Continuity equation. Defining D as in (2.30), we get Theorem 2.4 as in [13].
Using the notation introduced in Theorem 2.3, we may decompose
D(t, s ;x, ξ, θ, π) =
∑
|c|+|d|=even≥0
Dcd(t, s ;x, ξ)θcπd = DB(t, s ;x, ξ) +DS(t, s ;x, ξ, θ, π),
(3.87)
where
DB = D0¯0¯ = D[0],
DS(t, s ;x, ξ, θ, π) = D1¯0¯θ1θ2 +
∑
|c|+|d|=2
Dcd(t, s ;x, ξ)θcπd +D0¯1¯π1π2 +D1¯1¯θ1θ2π1π2.
(3.88)
From the continuity equation (2.31), we have
∂
∂t
D0¯0¯ +D0¯0¯ ∂˜θkHπk = 0 with D0¯0¯(s, s ;x, ξ) = 1.
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As
∂θ1Hπ1 = Hθ1π1 +
∂Sθ2
∂θ1
Hπ2π1 +
∂Sxj
∂θ1
Hξjπ1 ,
∂θ2Hπ2 = Hθ2π2 +
∂Sθ1
∂θ2
Hπ1π2 +
∂Sxj
∂θ2
Hξjπ2 ,
we have
∂˜θkHπk = ∂θkHπk
∣∣
θ=π=0
= −H˜π1θ1 − H˜π2θ2 − 2S1¯0¯H˜π2π1 = −2w0(t, s ;x, ξ),
and we get
D0¯0¯(t, s ;x, ξ) = e2
∫
t
s
dr w0(r,s ;x,ξ). (3.89)
Instead of D, we should study the properties of a function A = D1/2: Putting
A(t, s ;x, θ, ξ, π) =
∑
|c|+|d|=even≥0
Acd(t, s ;x, ξ)θcπd
= A0¯0¯ +A1¯0¯θ1θ2 +Ac1d1θ1π1 +Ac2d2θ2π2
+Ac1d2θ1π2 +Ac2d1θ2π1 +A0¯1¯π1π2 +A1¯1¯θ1θ2π1π2,
(3.90)
we define each coefficient Acd(t, s ;x, ξ) from A2 = D as
D0¯0¯ = A20¯0¯ with A0¯0¯(s, s ;x, ξ) = 1,
D1¯0¯ = 2A0¯0¯A1¯0¯, D0¯1¯ = 2A0¯0¯A0¯1¯,
Dc1d1 = 2A0¯0¯Ac1d1 , Dc2d2 = 2A0¯0¯Ac2d2 ,
Dc1d2 = 2A0¯0¯Ac1d2 , Dc2d1 = 2A0¯0¯Ac2d1 ,
D1¯1¯ = 2A0¯0¯A1¯1¯ + 2A1¯0¯A0¯1¯ − 2Ac1d1Ac2d2 + 2Ac1d2Ac2d1 .
(3.91)
More precisely, we define A0¯0¯(t, s ; q, p) =
√
D0¯0¯(t, s ; q, p) such that A0¯0¯(s, s ; q, p) = 1 and Acd(t, s ; q, p)
are defined from above, and then they are Grassmann continued to R3|0.
Using the continuity equation (2.31), we have the (2.32).
Remarking also
∂xjHξj =
∂Sθ1
∂xj
Hπ1ξj +
∂Sθ2
∂xj
Hπ2ξj ,
we have H˜ξj = 0 and ∂˜xjHξj = 0, from which we have
A0¯0¯,t − w0A0¯0¯ = 0 with A0¯0¯(s, s ;x, ξ) = 1. (3.92)
That is, as is desired, we have
A0¯0¯(t, s ;x, ξ) = e
∫
t
s
dr w0(r,s ;x,ξ). (3.93)
On the other hand, for {· · · } in (2.32), as
∂θ1{· · · } = Aθ1xjHξj +Axj∂θ1Hξj −Aθ1∂θ1Hπ1 +Aθ1θ2Hπ2 −Aθ2∂θ1Hπ2
+
1
2
Aθ1 [∂xjHξj + ∂θkHπk ] +
1
2
A∂θ1 [∂xjHξj + ∂θkHπk ],
we have
∂θ2∂θ1{· · · } = Aθ2θ1xjHξj −Aθ1xj∂θ2Hξj +Aθ2xj∂θ1Hξj +Axj∂θ2∂θ1Hξj
−Aθ2θ1∂θ1Hπ1 +Aθ1∂θ2∂θ1Hπ1 +Aθ1θ2∂θ2Hπ2 +Aθ2∂θ2∂θ1Hπ2
+
1
2
Aθ2θ1 [∂xjHξj + ∂θkHπk ]−
1
2
Aθ1∂θ2 [∂xjHξj + ∂θkHπk ]
+
1
2
Aθ2∂θ1 [∂xjHξj + ∂θkHπk ] +
1
2
A∂θ2∂θ1 [∂xjHξj + ∂θkHπk ].
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Using ∂θ2∂θ1 [∂θkHθk ] = 0 and
∂θ2∂θ1Hξj = Hθ2θ1ξj +
∂Sθ1
∂θ2
Hπ1θ1ξj +
∂Sθ2
∂θ1
(
∂Sθ1
∂θ2
Hπ1π2ξj +Hθ2π2ξj
)
,
∂θ2∂θ1 [∂xjHξj ] =
∂2Sθ1
∂θ2∂xj
(
Hθ1π1ξj +
∂Sθ2
∂θ1
Hπ2π1ξj
)
+
∂2Sθ2
∂θ1∂xj
(
Hθ2π2ξj +
∂Sθ1
∂θ2
Hπ1π2ξj
)
,
we have
∂θ2∂θ1{· · · }
∣∣
θ=π=0
= A0¯0¯,xj [H˜θ2θ1ξj + S1¯0¯(H˜π1θ1ξj + H˜π2θ2ξj ) + S21¯0¯H˜π2π1ξj ]
+A1¯0¯w0(t, s ;x, ξ) +
1
2
A0¯0¯S1¯0¯,xj (H˜π1θ1ξj + H˜π2θ2ξj + 2S1¯0¯H˜π2π1ξj ).
Therefore, we get
A1¯0¯,t + w0A1¯0¯ + w2 = 0 with A1¯0¯(s, s ;x, ξ) = 0, (3.94)
where
w2(t, s ;x, ξ) = A0¯0¯,xj [H˜θ2θ1ξj + S1¯0¯(H˜π1θ1ξj + H˜π2θ2ξj ) + S21¯0¯H˜π2π1ξj ]
+
1
2
A0¯0¯S1¯0¯,xj(H˜π1θ1ξj + H˜π2θ2ξj + 2S1¯0¯H˜π2π1ξj )
= c(A0¯0¯,x1 + iA0¯0¯,x2)− 2ic~−1A0¯0¯,x3S1¯0¯ + c~−2S1¯0¯(A0¯0¯,x1 − iA0¯0¯,x2)
+A0¯0¯[c~−2S1¯0¯(S1¯0¯,x1 − iS1¯0¯,x2)− ic~−1S1¯0¯,x3 ].
Simple but lengthy calculation yields
Proposition 3.10.
Ac1d1,t + Sc1d1 [A0¯0¯,xj(H˜π1θ1,ξj + S1¯0¯H˜π1π2,ξj ) +A1¯0¯H˜π2π1 +A0¯0¯S1¯0¯,xj H˜π1π2,ξj ] = 0,
(3.95)
Ac2d2,t + Sc2d2 [A0¯0¯,xj(H˜π2θ2,ξj + S1¯0¯H˜π1π2,ξj ) +A1¯0¯H˜π2π1 +A0¯0¯S1¯0¯,xj H˜π1π2,ξj ] = 0,
(3.96)
Ac1d2,t = 0 and Ac2d1,t = 0, i.e. Ac1d2 = 0 and Ac2d1 = 0. (3.97)
Analogously, we have
Proposition 3.11.
A0¯1¯,t − w0A0¯1¯ + w3 = 0 with A0¯1¯(s, s ;x, ξ) = 0, (3.98)
where
w3(t, s ;x, ξ) = (Ac1d1Sc2d2 +Ac2d2Sc1d1 −A0¯0¯S1¯1¯)H˜π2π1
+ [Sc1d1Sc2d2A0¯0¯,xj +A0¯0¯(Sc1d1Sc2d2)xj −A0¯0¯S1¯0¯S0¯1¯,xj ]H˜ξjπ2π1 .
Proposition 3.12.
A1¯1¯,t − w0A1¯1¯ + w4 = 0 with A1¯1¯(s, s ;x, ξ) = 0, (3.99)
where
w4(t, s ;x, ξ) = A0¯1¯,xjH˜ξjθ2θ1 + S1¯0¯A0¯1¯,xj(H˜ξjπ1θ1 + H˜ξjπ2θ2 + S1¯0¯H˜ξjπ2π1)
+ S1¯1¯A0¯0¯,xj (H˜ξjπ1θ1 + H˜ξjπ2θ2 + 2S1¯0¯H˜ξjπ2π1) + Sc1d1Sc2d2A1¯0¯,xjH˜ξjπ2π1
− Sc1d1Ac2d2,xj(H˜ξjπ1θ1 + S1¯0¯H˜ξjπ2π1)− Sc2d2Ac1d1,xj(H˜ξjπ2θ2 + S1¯0¯H˜ξjπ2π1)
+A1¯0¯S1¯0¯,xj (H˜π1θ1ξj + H˜π2θ2ξj + 2S1¯0¯H˜π2π1ξj )−A1¯0¯(Sc1d1Sc2d2)xj H˜π2π1ξj
+ (Ac1d1Sc2d2 +Ac2d2Sc1d1)S1¯0¯,xj H˜π2π1ξj −Ac1d1Sc2d2,xj (H˜ξjπ1θ1 + S1¯0¯H˜ξjπ2π1)
−Ac2d2Sc1d1,xj(H˜ξjπ2θ2 + S1¯0¯H˜ξjπ2π1)
+
1
2
(A0¯0¯S1¯1¯,xj +A0¯1¯S1¯0¯,xj −A1¯0¯S1¯0¯,xj )(H˜π1θ1ξj + H˜π2θ2ξj + 2S1¯0¯H˜π2π1ξj )
+ [A1¯0¯(Sc1d1Sc2d2)xj −Ac1d1Sc2d2S1¯0¯,xj −Ac2d2Sc1d1S1¯0¯,xj ]H˜π2π1ξj .
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Therefore, we get the estimates in (2.34).
4. Quantum part: Composition formulas of FIOs and ΨDOs
4.1. Super differential operators associated with H(X,Ξ). Given H(X,Ξ), we consider the super
(pseudo)-differential operator of Weyl type:
Hˆ(X,DX)u(X) = c23,2
∫∫
dΞdY ei~
−1〈X−Y |Ξ〉H
(
X + Y
2
,Ξ
)
u(Y ) (4.1)
for u ∈ /CSS,0(R3|2). Here, we use the abbreviation
cm,n = (2π~)
−m/2~n/2eiπn(n−2)/4, X = (x, θ), Y = (y, ω), Ξ = (ξ, π), DX = (−i~∂x, ∂θ).
Remark. We may give the definite meaning to above expression (4.1) as oscillatory integrals: As the
right-hand side of (4.1) is not necessarily ‘absolutely integrable’ with respect to dΞdY = dξdπdydθ, that
is, after integrating with respect to dπdθ, the integrated function is not necessarily absolutely integrable
with respect to dξdy. Therefore, it is necessary to give the definite meaning to the right hand side
of (4.1). Let {χε(q, p)}ε>0 be any bounded sequence of functions in B(R6) such that for each ε > 0,
χε(q, p) ∈ S(R6) and limε→0 χε(q, p) = 1 in E(R6). Instead of (4.1), we consider
(Hˆεu)(X) = c23,2
∫∫
dΞdY ei~
−1〈X−Y |Ξ〉χε(y, ξ)H
(X + Y
2
,Ξ
)
u(Y ). (4.2)
As is easily seen that Hˆεu ∈ /CSS(R3|2) if u ∈ /CSS,0(R3|2), we can write (4.2) as
(Hˆεu)(x, θ) =
∑
a
(Hˆεu)a(x)θa, (4.3)
where (Hˆεu)a(x) = ∂aθ (Hˆεu)(x, 0). So, applying the proof of bosonic case to (Hˆεu)a as in [26], we get
Hˆu(X) = s− lim Hˆεu(X) in a suitable sense.
Moreover, all integrals which appear hereafter should be considered in the above sense (called, super
oscillatory integral) if the integrand is not absolutely integrable. Moreover, if the calculas under the
integral sign is permitted using the above argument combined with Lax’ technique (of using integrations
by parts repeatedly with ∂ξj e
iφ(x,ξ) = i∂ξjφ(x, ξ)e
iφ(x,ξ)), we do it without mentioning it.
By simple calculation, we have
Lemma 4.1. For j = 1, 2, 3 and v(θ) = v0 + v1θ1θ2, putting
σˆj(θ, ∂θ)v(θ) = c
2
3,2
∫
dπdθ′ ei~
−1〈θ−θ′|π〉σj
(θ + θ′
2
, π
)
v(θ′),
we get
♭σˆj♯ = σj or σˆj = ♯σj♭,
σˆj(θ, ∂θ)v(θ) = c3,2
∫
dπ ei~
−1〈θ|π〉σj(θ, π)vˆ(π) for j = 1, 2,
σˆ3(θ, ∂θ)v(θ) = c3,2
∫
dπ ei~
−1〈θ|π〉(1− σ3(θ, π))vˆ(π).
(4.4)
Lemma 4.2. Let H(t,X,Ξ) be derived from H(t, q,−i~∂q) in (W). Then, we have
H
(
t, q,
~
i
∂
∂q
)
= ♭Hˆ♯ : C∞0 (R3 : C2)→ C∞(R3 : C2) for each t. (4.5)
We have also
Hˆ(t)u(X) = c3,2
∫
dΞ ei~
−1〈X|Ξ〉H0(t,X,Ξ)uˆ(Ξ), (4.6)
with
H0(t,X,Ξ) = H(t,X,Ξ) + cξ3 − εA3(t, x). (4.7)
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4.2. Fourier Integral Operators associated with H(t,X,Ξ). After reordering (x¯, ξ, θ¯, π) as (x¯, θ¯, ξ, π)
and denoting them by (x, θ, ξ, π), we consider an integral transformation U(t, s) on /CSS,0(R3|2) where
S(t, s ;x, θ, ξ, π) and A(t, s ;x, θ, ξ, π) are defined in §2:
U(t, s)u(x, θ) = (U(t, s)u)(x, θ) = c3,2
∫
dξdπA(t, s ;x, θ, ξ, π)ei~−1S(t,s ;x,θ,ξ,π)Fu(ξ, π)
or simply, we write it as
U(t, s)u(X) = (U(t, s)u)(X) = c3,2
∫
dΞA(t, s ;X,Ξ)ei~−1S(t,s ;X,Ξ)Fu(Ξ). (4.8)
Theorem 4.3. We have U(t, s)u ∈ /CSS(R3|2) for u ∈ /CSS,0(R3|2). Moreover, there exists a constant C
such that
‖U(t, s)u‖ ≤ 22(1 + C|t− s|)‖u‖ ≤ 22eC|t−s|‖u‖. (4.9)
Proof. Using Fu(ξ, π) = ~uˆ1¯(ξ) + ~−1uˆ0¯(ξ)π1π2, we rewrite (4.8) as
U(t, s)u(x, θ) = c3,2
∫
dξdπ (AB(t, x, ξ) +AS(t, s ;x, θ, ξ, π))ei~
−1SB(t,s ;x,ξ)
×
[ 2∑
ℓ=0
(i~−1)ℓ
ℓ!
SS(t, s ;x, θ, ξ, π)ℓ
](
~uˆ1¯(ξ) + ~
−1uˆ0¯(ξ)π1π2
)
. (4.10)
Here, we remark by (2.28) that
SS(t, s ;x, θ, ξ, π)ℓ =

1 when ℓ = 0,
S1¯0¯θ1θ2 +
∑
|c|=|d|=1 Scdθcπd + S0¯1¯π1π2 + S1¯1¯θ1θ2π1π2 when ℓ = 1,
2[S1¯0¯S0¯1¯ − Sc1d1Sc2d2 ]θ1θ2π1π2 when ℓ = 2,
0 when ℓ ≥ 3.
(4.11)
After integrating (4.10) with respect to dπ, we have
U(t, s)u(x, θ) =
∑
|b|=0,2
vb(t, s ;x)θ
b
=
∑
b
[∑
a
(2π~)−3/2
∫
dξ Bba(t, s ;x, ξ)ei~
−1SB(t,s ;x,ξ)uˆa(ξ)
]
θb,
(4.12)
where 
B1¯1¯ = ~2A1¯1¯ + i~(ABS1¯1¯ +A1¯0¯S0¯1¯ +A0¯1¯S1¯0¯ +Ac1d1Sc2d2 −Ac2d2Sc1d1)
−AB[S1¯0¯S0¯1¯ − Sc1d1Sc2d2 ],
B0¯1¯ = A0¯1¯ + i~−1ABS0¯1¯,
B1¯0¯ = A1¯0¯ + i~−1ABS1¯0¯,
B0¯0¯ = AB.
(4.13)
In the above, arguments of B∗∗, A∗∗ and S∗∗ are (t, s ;x, ξ).
By using (3.86) and (2.34), we have that ∂αx ∂
β
ξ Bba(t, s ;xB, ξB) ∈ C and{
|∂αx ∂βξ (Bba(t, s ;xB, ξB)− 1)| ≤ C|t− s| for b = a = 1¯ or b = q = 0¯,
|∂αx ∂βξ Bba(t, s ;xB, ξB)| ≤ C|t− s| for b 6= a.
(4.14)
Putting
(Eba(t, s)ua)(xB) = (2π~)−3/2
∫
dξB Bba(t, s ;xB, ξB)ei~
−1SB(t,s ;xB,ξB)uˆa(ξB), (4.15)
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we have
v0¯(t, s ;x) = E0¯0¯uˆ0¯(ξ) + E0¯1¯uˆ1¯(ξ)
= (2π~)−3/2
∫
dξ ei~
−1SB(t,s ;x,ξ)[B0¯0¯(t, s ;x, ξ)uˆ0¯(ξ) + B0¯1¯(t, s ;x, ξ)uˆ1¯(ξ)],
v1¯(t, s ;x) = E1¯0¯uˆ0¯(ξ) + E1¯1¯uˆ1¯(ξ)
= (2π~)−3/2
∫
dξ ei~
−1SB(t,s ;x,ξ)[B1¯0¯(t, s ;x, ξ)uˆ0¯(ξ) + B1¯1¯(t, s ;x, ξ)uˆ1¯(ξ)],
(4.16)
By applying Theorem 2.1 of [1] to (4.15), we have
‖E0¯0¯(t, s)u0¯‖ ≤ (1 + C|t− s|)‖u0‖, ‖E0¯1¯(t, s)u1¯‖ ≤ C|t− s|‖u1‖,
‖E1¯0¯(t, s)u0¯‖ ≤ C|t− s|‖u0‖, ‖E1¯1¯(t, s)u1¯‖ ≤ (1 + C|t− s|)‖u1‖,
(4.17)
which implies
‖U(t, s)u‖2 = ‖v0¯‖2 + ‖v1¯‖2 ≤ (1 +
√
2C|t− s|)2(‖u0¯‖2 + ‖u1¯‖2) = (1 +
√
2C|t− s|)2‖u‖2.
(4.18)
Moreover, πB(
∑
a Eba(t, s)ua(X)) ∈ C∞(R3), i.e. U(t, s)u ∈ /CSS(R3|2). 
Remark. For u ∈ /L2SS(R3|2), U(t, s)u is defined as the limit of a Cauchy sequence {U(t, s)uk} in
/L2SS(R3|2) where uk ∈ /CSS,0(R3|2) is a sequence converging to u in /L2SS(R3|2).
Proposition 4.4. (1) For each u ∈ /L2SS(R3|2), we have
s− lim
|t−s|→0
U(t, s)u = u in /L2SS(R3|2). (4.19)
(2) Define U(s, s) = I. For fixed s, the correspondence t→ U(t, s)u gives a strongly continuous function
with values in /L2SS(R3|2).
Proof. To prove (4.19), we need to claim
s− lim
|t−s|→0
v0¯ = u0¯ and s− lim
|t−s|→0
v1¯ = u1¯.
We get the desired results by the standard method applying to (4.16). 
Remark. In the above, Theorem 4.3 and Proposition 4.4 are proved after integrating w.r.t. dπ
and applying the standard method for pseudo-differential and Fourier integral operators on the Euclidian
space R3. But, this suggests us to the neccesity of developping those operator theories on the superspace
R
m|n.
4.3. Composition of FIOs with ΨDOs. As (t, s) is inessential in this subsection, we abbreviate it and
denote A(X,Ξ) = A(t, s ;x, ξ, θ, π), S(X,Ξ) = S(t, s ;x, ξ, θ, π), H(X,Ξ) = H(t,X,Ξ) and
U(A,S)u(X) = c3,2
∫
dΞA(X,Ξ)ei~−1S(X,Ξ)uˆ(Ξ),
Hˆu(X) = c23,2
∫∫
dΞdY ei~
−1〈X−Y |Ξ〉H
(X + Y
2
,Ξ
)
u(Y ).
(4.20)
Theorem 4.5. Let U(A,S) and Hˆ be given as above. There exists BL=BL(X,Υ) such that
Hˆ U(A,S) = U(BL,S). (4.21)
Moreover, BL has the following expansion
BL = HA− i~
{
∂ΞjH · ∂XjA+
1
2
(
∂2XjΞjH+ ∂2XjXkS · ∂2ΞkΞjH
)
A
}
+RL. (4.22)
Here, the argument of H is (X, ∂XS) and that of S and RL is (X,Υ), and RL ∈ /CSS(R3|2×R3|2) satisfies
sup |DαXDβΥRL(XB,ΥB)| ≤ Cαβ <∞. (4.23)
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Proof. By definition, we have
Hˆ U(A,S)u(X) = c33,2
∫
dΞ dY dΥH
(X + Y
2
,Ξ
)
A(Y,Υ)ei~−1(〈X−Y |Ξ〉+S(Y,Υ))uˆ(Υ)
= c3,2
∫
dΥBL(X,Υ)ei~
−1S(X,Υ)uˆ(Υ). (4.24)
Here, we put
BL(X,Υ) = c23,2
∫
dΞ dY Q(X,Ξ, Y,Υ)ei~−1ψ(X,Ξ,Y,Υ) (4.25)
with
ψ(X,Ξ, Y,Υ) = 〈X − Y |Ξ〉+ S(Y,Υ)− S(X,Υ), (4.26)
Q(X,Ξ, Y,Υ) = H
(X + Y
2
,Ξ
)
A(Y,Υ). (4.27)
(I) Before giving the full proof, we calculate rather formally which yields (4.22). As
S(Y,Υ)− S(X,Υ) = (Yj −Xj)∂˜XjS(X,Y −X,Υ) = 〈Y −X |∂˜XS(X,Y −X,Υ)〉
(4.28)
where
∂˜XjS(X,Y −X,Υ) =
∫ 1
0
dτ ∂XjS(X + τ(Y −X),Υ),
we introduce a change of variables by{
Y˜ = Y −X,
Ξ˜ = Ξ− ∂˜XS(X,Y −X,Υ),
←→
{
Y = Y˜ +X,
Ξ = Ξ˜ + ∂˜XS(X, Y˜ ,Υ).
(4.29)
As sdet
(
∂(Y,Ξ)
∂(Y˜ ,Ξ˜)
)
= 1, we may apply the formula of change of variables under integral sign, see, Theorem
3.8 of [22] or Theorem 1.14 of [10], to (4.25) getting
BL(X,Υ) = c23,2
∫
dΞ˜dY˜ e−i~
−1〈Y˜ |Ξ˜〉H
(
X +
Y˜
2
, Ξ˜ + ∂˜XS(X, Y˜ ,Υ)
)
A(X + Y˜ ,Υ).
(4.30)
By Taylor’s formula w.r.t. Ξ˜, we have
H
(
X +
Y˜
2
, Ξ˜ + ∂˜XS(X, Y˜ ,Υ)
)
= H
(
X +
Y˜
2
, ∂˜XS(X, Y˜ ,Υ)
)
+ Ξ˜j∂ΞjH
(
X +
Y˜
2
, ∂˜XS(X, Y˜ ,Υ)
)
+ Ξ˜jΞ˜k
∫ 1
0
dτ1(1− τ1)∂2ΞkΞjH
(
X +
Y˜
2
, τ1Ξ˜ + ∂˜XS(X, Y˜ ,Υ)
)
.
(4.31)
In the above, we abbreviate summation sign and j 6= k because ∂2ξjH = ∂2πkH = 0.
Now, we remark
c23,2
∫
R3|2
dΞ˜ e−i~
−1〈Y˜ |Ξ˜〉 = δ(Y˜ ), c23,2
∫
R3|2
dY˜ e−i~
−1〈Y˜ |Ξ˜〉 = δ(Ξ˜), (4.32)
and
Ξ˜j e
−i~−1〈Y˜ |Ξ˜〉 = i~∂Y˜je
−i~−1〈Y˜ |Ξ˜〉, Y˜j e
−i~−1〈Y˜ |Ξ˜〉 = i~(−1)p(Ξ˜j)∂Ξ˜je−i~
−1〈Y˜ |Ξ˜〉. (4.33)
From the first equality of (4.32), we get easily that
c23,2
∫
dY˜ dΞ˜ e−i~
−1〈Y˜ |Ξ˜〉H
(
X +
Y˜
2
, ∂˜XS(X, Y˜ ,Υ)
)
A(X + Y˜ ,Υ)
= H(X, ∂XS(X,Υ))A(X,Υ).
(4.34)
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Using the first equalty of (4.33) and applying the first equalty of (4.32) after integration by parts, we
have
c23,2
∫
dY˜ dΞ˜ e−i~
−1〈Y˜ |Ξ˜〉Ξ˜j∂ΞjH
(
X +
Y˜
2
, ∂˜XS(X, Y˜ ,Υ)
)
A(X + Y˜ ,Υ)
= −i~c23,2
∫
dY˜ dΞ˜ e−i~
−1〈Y˜ |Ξ˜〉∂Y˜j
[
∂ΞjH
(
X +
Y˜
2
, ∂˜XS(X, Y˜ ,Υ)
)
A(X + Y˜ ,Υ)
]
= −i~∂Y˜j
[
∂ΞjH
(
X +
Y˜
2
, ∂˜XS(X, Y˜ ,Υ)
)
A(X + Y˜ ,Υ)
]∣∣∣
Y˜=0
= −i~
{
∂XjA(∗) ∂ΞjH(∗∗) +
1
2
(
∂2XjΞjH(∗∗) + ∂2XjXkS(∗) ∂2ΞkΞjH(∗∗)
)
A(∗)
}
.
(4.35)
In the last line above, we put
(∗) = (X,Υ) and (∗∗) = (X, ∂XS(X,Υ)),
respectively. Thus, we get the main terms of (4.22) formally.
The remainder term is derived from
RL(X,Υ) =c23,2
∫
dY˜ dΞ˜ e−i~
−1〈Y˜ |Ξ˜〉Ξ˜jΞ˜k
×
[ ∫ 1
0
dτ1(1− τ1)∂2ΞkΞjH
(
X +
Y˜
2
, τ1Ξ˜ + ∂˜XS(X, Y˜ ,Υ)
)]
A(X + Y˜ ,Υ). (4.36)
As ∂4ΞmΞℓΞkΞjH = 0, we have, for any τ1 ∈ (0, 1), Ξ˜ ∈ R3|2,
∂2ΞjΞkH
(
X +
Y˜
2
, τ1Ξ˜ + ∂˜XS(X, Y˜ ,Υ)
)
=∂2ΞkΞjH
(
X +
Y˜
2
, ∂˜XS(X, Y˜ ,Υ)
)
+ τ1Ξ˜ℓ∂
3
ΞℓΞkΞj
H
(
X +
Y˜
2
, ∂˜XS(X, Y˜ ,Υ)
)
. (4.37)
Therefore,
RL(X,Υ) = RL1(X,Υ) +RL2(X,Υ) (4.38)
with
RL1(X,Υ) = c23,2
∫
dY˜ dΞ˜ e−i~
−1〈Y˜ |Ξ˜〉 Ξ˜jΞ˜k
1
2
∂2ΞkΞjH(∗˜∗)A(∗˜)
RL2(X,Υ) = c23,2
∫
dY˜ dΞ˜ e−i~
−1〈Y˜ |Ξ˜〉 Ξ˜jΞ˜k
1
6
Ξ˜ℓ∂
3
ΞℓΞkΞjH(∗˜∗)A(∗˜)
where we put (∗˜∗) = (X + Y˜2 , ∂˜XS(X, Y˜ ,Υ)) and (∗˜) = (X + Y˜ ,Υ), respectively. Using (4.33) and
integration by parts, we get
RL1(∗) =−i~
2
c23,2
∫
dY˜ dΞ˜ e−i~
−1〈Y˜ |Ξ˜〉Ξ˜k (−1)p(Y˜j)p(Ξ˜k)
×
[
∂XjA(∗˜) ∂2ΞkΞjH(∗˜∗) + ∂Y˜j ∂˜XℓS(X, Y˜ ,Υ)∂3ΞℓΞkΞjH(∗˜∗)A(∗˜)
]
=− ~
2
2
(−1)p(Y˜j)p(Ξ˜k)
[(1
3
A(∗)∂3XkXjXℓS(∗) + ∂XkA(∗)
1
2
∂2XjXℓS(∗)
)
∂3ΞℓΞkΞjH(∗∗)
+ ∂2XkXjA(∗)∂2ΞkΞjH(∗∗)
]
.
(4.39)
Here, we used
∂Y˜j ∂˜XℓS(X, Y˜ ,Υ)
∣∣∣
Y˜=0
=
∫ 1
0
dτ τ ∂2XjXℓS(X + τY˜ ,Υ)
∣∣∣
Y˜=0
=
1
2
∂2XjXℓS(X,Υ),
∂Y˜j∂Y˜k ∂˜XℓS(X, Y˜ ,Υ)
∣∣∣
Y˜=0
=
∫ 1
0
dτ τ2 ∂3XkXjXℓS(X + τY˜ ,Υ)
∣∣∣
Y˜=0
=
1
3
∂2XkXjXℓS(X,Υ),
Calculating analogously, we get
RL2(∗) = (−i~)
3
6
(−1)p(Y˜j)p(Ξ˜k)+p(Y˜j)p(Ξ˜ℓ)+p(Y˜k)p(Ξ˜ℓ)∂3XℓXkXjA(∗)∂3ΞℓΞkΞjH(∗∗). (4.40)
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(II) To make the above procedure rigorous, we need to justify the usages of the changing the order
of integration and those of delta functions. But, these are readily justified by using oscillatory integrals
(see, Kumano-go [27]). Moreover, the estimate (4.23) is obtained easily. For example, we consider the
first term of (4.39)
A(∗)∂3XkXjXℓS(∗)∂3ΞℓΞkΞjH(∗∗).
By the structure of H, we have terms as
A(X)∂3θ1θ2xjS(X)∂3π1π2ξjH(X, ∂XS(X,Υ)).
The derivatives ∂αX∂
β
Υ of these terms have clearly bounded body terms by (3.86) and (2.34). 
Remark. The main term is easily obtained from
1∑
|α|=0
(−i~)|α|
α!
∂α
Y˜
(
∂α
Ξ˜
H(X + 1
2
Y˜ , Ξ˜ + ∂˜XS(X, Y˜ ,Υ)) · A(X + Y˜ ,Υ)
)∣∣∣∣∣Y˜=0,
Ξ˜=0
. (4.41)
The following theorem is given for the future use.
Theorem 4.6. Let U(A,S), Hˆ be as above. Then, there exists BR = BR(X,Υ) such that
U(A,S)Hˆ = U(BR,S). (4.42)
Moreover, BR has the following expansion:
BR = AH − (−1)p(Υj)i~
{
∂ΥjA · ∂XjH+
1
2
(−1)p(Υk)A
(
∂2ΥjXjH + ∂2ΥjΥkS · ∂2XkXjH
)}
+RR
(4.43)
where arguments of BR, A and S are (X,Υ) and that of H is ((−1)p(Υ)∂ΥS(X,Υ),Υ). Furthermore,
RR(X,Υ) has the following from:
RR(X,Υ) = R(1)R,i(X,Υ)Υi +R(0)R (X,Υ). (4.44)
Proof. As before, it is enough to calculate formally which yields (4.43).
(i) Remarking Hˆ is represented as (4.5), we have
U(A,S)Hˆu(X) = c33,2
∫
dΞdY dΥA(X,Ξ)ei~−1(S(X,Ξ)+〈Y |Υ−Ξ〉)H0(Y,Υ)uˆ(Υ)
= c3,2
∫
dΥ ei~
−1S(X,Υ)BR(X,Υ)uˆ(Υ),
(4.45)
with
BR(X,Υ) = c23,2
∫
dΞdY A(X,Ξ)ei~−1(S(X,Ξ)−S(X,Υ)+〈Y |Υ−Ξ〉)H0(Y,Υ). (4.46)
Using
S(X,Ξ) − S(X,Υ) = (Ξj −Υj)∂˜ΥjS(X, Ξ˜,Υ) = 〈D˜ΥS(X, Ξ˜,Υ)|Ξ−Υ〉,
where
∂˜ΥjS(X,Ξ−Υ,Υ) =
∫ 1
0
dτ ∂ΥjS(X,Υ+ τ(Ξ −Υ)),
D˜ΥjS(X,Ξ −Υ,Υ) = (−1)p(Υj)
∫ 1
0
dτ ∂ΥjS(X,Υ + τ(Ξ −Υ)),
we define a change of variables as{
Ξ˜ = Ξ−Υ,
Y˜ = Y − D˜ΥS(X,Ξ−Υ,Υ)
←→
{
Ξ = Υ+ Ξ˜,
Y = Y˜ + D˜ΥS(X, Ξ˜,Υ).
(4.47)
Rewriting (4.45), we get
BR(X,Υ) = c23,2
∫
dΞ˜dY˜ e−i~
−1〈Y˜ |Ξ˜〉A(X, Ξ˜ + Υ)H0
(
Y˜ + D˜ΥS(X, Ξ˜,Υ),Υ
)
. (4.48)
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(ii) Using Taylor’s expansion for H0(· · · ) w.r.t. Y˜ , we decompose
H0(Y˜ + D˜ΥS(X, Ξ˜,Υ),Υ) = H0(D˜ΥS(X, Ξ˜,Υ),Υ) + Y˜j∂XjH0(D˜ΥS(X, Ξ˜,Υ),Υ)
+ Y˜j Y˜k ˜∂2XkXjH0(X, Ξ˜, Y˜ ,Υ)
where
˜∂2XkXjH0(X, Ξ˜, Y˜ ,Υ) =
∫ 1
0
dτ1(1− τ1)∂2XkXjH(τ1Y˜ + D˜ΥS(X, Ξ˜,Υ),Υ). (4.49)
So, we put
BR(X,Υ) = I1 + I2 + I3,
where
I1 = c
2
3,2
∫
dΞ˜dY˜ e−i~
−1〈Y˜ |Ξ˜〉A(X, Ξ˜ + Υ)H0
(
D˜ΥS(X, Ξ˜,Υ),Υ
)
, (4.50)
I2 = c
2
3,2
∫
dΞ˜dY˜ e−i~
−1〈Y˜ |Ξ˜〉A(X, Ξ˜ + Υ)Y˜j∂XjH0
(
D˜ΥS(X, Ξ˜,Υ),Υ
)
, (4.51)
and
I3 = c
2
3,2
∫
dΞ˜dY˜ e−i~
−1〈Y˜ |Ξ˜〉A(X, Ξ˜ + Υ)Y˜j Y˜k ˜∂2XkXjH0(X, Ξ˜, Y˜ ,Υ). (4.52)
(iii) Using (4.32), we get readily
I1 = A(X, Ξ˜ + Υ)H0(D˜ΥS(X, Ξ˜,Υ),Υ)
∣∣
Ξ˜=0
= A(X,Υ)H0(∂ΥS(X,Υ),Υ). (4.53)
Remarking the second equality of (4.33), integration by parts and applying (4.32), we get
I2 = (−1)1−p(Ξ˜j)i~∂Ξ˜j
[
A(X, Ξ˜ + Υ)∂XjH0(D˜ΥS(X, Ξ˜,Υ),Υ)
]∣∣∣
Ξ˜=0
= (−1)1−p(Ξ˜j)i~
[
∂ΥjA · ∂XjH0 +
1
2
(−1)p(Υk)A · ∂2ΥjΥkS · ∂2XkXjH0
] (4.54)
with arguments of A, S are (X,Υ) and that of H0 is (∂ΥS(X,Υ),Υ). Therefore, we have the main terms
of (4.43) by adding I1 + I2.
(iv) Using the second equality of (4.33) twice, we get
I3 = c
2
3,2
∫
dΞ˜dY˜ e−i~
−1〈Y˜ |Ξ˜〉A(X, Ξ˜ + Υ)Y˜j Y˜k ˜∂2XkXjH0(X, Ξ˜, Y˜ ,Υ)
= −(−1)p(Ξ˜j)(1+p(Υk))i~c23,2
∫
dΞ˜dY˜ e−i~
−1〈Y˜ |Ξ˜〉Y˜k
[
∂Ξ˜jA(X, Ξ˜ + Υ) ˜∂2XkXjH0(X, Ξ˜, Y˜ ,Υ)
+A(X, Ξ˜ + Υ)∂Ξ˜j [ ˜∂2XkXjH0(X, Ξ˜, Y˜ ,Υ)]
]
= (−1)(1+p(Ξ˜j)(1+p(Ξ˜k))~2c23,2
∫
dΞ˜dY˜ e−i~
−1〈Y˜ |Ξ˜〉
{
∂2
Ξ˜kΞ˜j
A · ˜∂2XkXjH0
+ 2∂Ξ˜jA · ∂Ξ˜k [ ˜∂2XkXjH0] +A ∂2Ξ˜j Ξ˜k [ ˜∂2XkXjH0]
}
(4.55)
where in the last equality, the argument of A is (X, Ξ˜ + Υ) and that of ˜∂2XkXjH0 is (X, Ξ˜, Y˜ ,Υ).
Remarking (4.32) once more, we have
∂Ξ˜j [
˜∂2XkXjH0(X, Ξ˜, Y˜ ,Υ)] = ∂Ξ˜j [D˜ΥℓS] ·
∫ 1
0
dτ1(1− τ1)∂3XℓXkXjH0
(
τ1Y˜ + D˜ΥS(X, Ξ˜,Υ),Υ
)
,
(4.56)
and
∂2
Ξ˜j Ξ˜k
[ ˜∂2XkXjH0(X, Ξ˜, Y˜ ,Υ)]
= ∂2
Ξ˜j Ξ˜k
[D˜ΥℓS]
∫ 1
0
dτ1(1 − τ1)∂3XℓXkXjH0
(
τ1Y˜ + D˜ΥS(X, Ξ˜,Υ),Υ
)
+ (−1)p(Ξ˜k)(p(Υℓ)+p(Ξ˜j))∂Ξ˜j [D˜ΥℓS] · ∂Ξ˜k [D˜ΥnS]
×
∫ 1
0
dτ1(1− τ1)∂4XnXℓXkXjH0
(
τ1Y˜ + D˜ΥS(X, Ξ˜,Υ),Υ
)
.
(4.57)
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Therefore, we get
BR = AH0 − (−1)p(Ξ˜j)i~
{
∂2ΥjXjH0 + (−1)p(Υ˜k)
1
2
A ·
(
∂2ΥjXjH0 + ∂2ΥjΥkS · ∂2XkXjH0
)}
+RR
(4.58)
with
RR(X,Υ) = I31 + I32 + I33
where
I31 = (−1)(1+p(Ξ˜j))(1+p(Ξ˜k))~2c23,2
∫
dΞ˜dY˜ e−i~
−1〈Y˜ |Ξ˜〉∂2
Ξ˜kΞ˜j
A · ˜∂2XkXjH0,
I32 = (−1)(1+p(Ξ˜j))(1+p(Ξ˜k))~2c23,2
∫
dΞ˜dY˜ e−i~
−1〈Y˜ |Ξ˜〉2∂Ξ˜jA · ∂Ξ˜k [ ˜∂2XkXjH0],
I33 = (−1)(1+p(Ξ˜j))(1+p(Ξ˜k))~2c23,2
∫
dΞ˜dY˜ e−i~
−1〈Y˜ |Ξ˜〉A ∂2
Ξ˜j Ξ˜k
[ ˜∂2XkXjH0].
(4.59)
Finally, we estimate RR(X,Υ) using the structure of H0. As
∂2X4X5H0(X,Ξ) = ∂2θ1θ2H0(X,Ξ) = −c(ξ1 + iξ2),
using (4.49), we get
˜∂2X4X5H0(X, Ξ˜, Y˜ ,Υ) = −
c
2
(η1 + iη2).
Therefore,
I31 = I311 + I312
with
I311 = ~
2c43,2
∫
dΞ˜dY˜ e−i~
−1〈Y˜ |Ξ˜〉∂2
Ξ˜kΞ˜j
A · Sijk(X, Ξ˜, Y˜ , Z˜,Υ)(Υ˜i + Ξ˜i +Υi),
I312 = ~
2c43,2
∫
dΞ˜dY˜ e−i~
−1〈Y˜ |Ξ˜〉∂2
Ξ˜kΞ˜j
A ·Ψjk(X, Ξ˜, Y˜ , Z˜,Υ).
By integration by parts, we get
I311 = − i~
3
2
c23,2
∫
dΞ˜dZ˜ e−i~
−1〈Z˜|Ξ˜〉∂2
Ξ˜kΞ˜j
A · S˜jk(X, Ξ˜, 0, Z˜,Υ)
+ ~2c23,2
∫
dΞ˜dZ˜ e−i~
−1〈Z˜|Ξ˜〉∂2
Ξ˜kΞ˜j
A · Sijk(X, Ξ˜, 0, Z˜,Υ)Υi
where
S˜jk(X, Ξ˜, 0, Z˜,Υ) =
∫ 1
0
dτ1τ1(1− τ1)∂3XiXkXjAi
(
τ1Z˜ + D˜ΥS(X, Ξ˜,Υ)
)
,
and also
I312 = ~
2c23,2
∫
dΞ˜dZ˜ e−i~
−1〈Z˜|Ξ˜〉∂2
Ξ˜kΞ˜j
A ·Ψjk(X, Ξ˜, 0, Z˜,Υ).
Therefore, applying the same procedures to I32 and I33, we get
R(1)R,i(X,Υ) = ~2c23,2
∫
dΞ˜dZ˜ e−i~
−1〈Z˜|Ξ˜〉∂2
Ξ˜kΞ˜j
A · Sijk(X, Ξ˜, 0, Z˜,Υ) + · · · ,
R(0)R (X,Υ) = −
i~3
2
c23,2
∫
dΞ˜dZ˜ e−i~
−1〈Z˜|Ξ˜〉∂2
Ξ˜kΞ˜j
A · S˜jk(X, Ξ˜, 0, Z˜,Υ) + I312 + · · · . 
5. Proofs of Theorem 2.6 and Theorem 2.7.
5.1. The infinitesimal generator. Let u ∈ /CSS,0(R3|2). As
i~
∂
∂t
(Aei~−1S) = (i~At − StA)ei~−1S ,
using the Hamilton-Jacobi equation, the continuity equation and the composition formula (4.22), we have
i~
∂
∂t
U(t, s)u(X) = c3,2
∫
R3|2
dΞ
{HA− i~[AXjHΞj + 12A(HXjΞj + SXjΞkHΞkΞj )]}ei~−1S uˆ(Ξ)
= Hˆ(X, ∂X)U(t, s)u(X)−RL(t, s)u(X) (5.1)
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with
RL(t, s)u = c3,2
∫
dΞRL(t, s ;X,Ξ)ei~
−1S(t,s ;X,Ξ)uˆ(Ξ).
Moreover, we have
Proposition 5.1.
‖RL(t, s)u‖ ≤ C|t− s|‖u‖. (5.2)
Proof. Using the estimates (3.86) and (2.34), we get
|πB∂ax∂bΞRL(t, s ;X,Ξ)| ≤ Ca,b|t− s|.
Therefore, we may proceed as we did in proving Theorem 3?.3 to have (5.2). 
5.2. Evolutional property. The following theorem gives one of the main estimate necessary to apply
Theorem A.1 of [15] to our case.
Theorem 5.2. Let u ∈ /CSS,0(R3|2). If |t− s|+ |s− r| is sufficiently small, we have
‖U(t, s)U(s, r)u − U(t, r)u‖ ≤ C(|t− s|2 + |s− r|2)‖u‖. (5.3)
By definition, we have
U(t, r)u(X) = c3,2
∫
R3|2
dΞD1/2(t, r ;X,Ξ)ei~−1S(t,r ;X,Ξ)Fu(Ξ),
and
U(t, s)U(s, r)u(X) = c3,2
∫
R3|2
dΥD1/2(t, s ;X,Υ)ei~−1S(t,s ;X,Υ)F(U(s, r)u)(Υ)
= c33,2
∫
R3|2×R3|2×R3|2
dΥ dY dΞD1/2(t, s ;X,Υ)D1/2(s, r ;Y,Ξ)
× ei~−1(S(t,s ;X,Υ)−〈Y |Υ〉+S(s,r ;Y,Ξ))Fu(Ξ)].
(5.4)
To prove Theorem 5.2, we follow the procedure of Taniguchi [45]. For the sake of notational sim-
plicity, we use the following abbreviation:
φ1(X,Ξ) = S(t, s ;X,Ξ), φ2(X,Ξ) = S(s, r ;X,Ξ), φ(X,Ξ) = S(t, r ;X,Ξ),
µ1(X,Ξ) = D1/2(t, s ;X,Ξ), µ2(X,Ξ) = D1/2(s, r ;X,Ξ), µ(X,Ξ) = D1/2(t, r ;X,Ξ),
λ1 = |t− s|, λ2 = |s− r|, λ = λ1 + λ2.
(5.5)
First of all, we prepare
Lemma 5.3. There exists a unique solution (X˜, Ξ˜), X˜ = (x˜, θ˜), Ξ˜ = (ξ˜, π˜) of{
X˜A = (−1)p(ΞA)∂ΞAφ1(X, Ξ˜),
Ξ˜A = ∂XAφ2(X˜,Ξ),
i.e.
{
x˜j = ∂ξjφ1(X, Ξ˜), θ˜k = −∂πkφ1(X, Ξ˜),
ξ˜j = ∂xjφ2(X˜,Ξ), π˜k = ∂θkφ2(X˜,Ξ).
(5.6)
Moreover, we have, for a = (α, a), b = (β, b),
|πB∂aX∂bΞ(X˜ −X)| ≤ Ca,bλ(1 + |xB|+ |ξB|)(1−|α+β|)+ ,
|πB∂aX∂bΞ(Ξ˜− Ξ)| ≤ Ca,bλ(1 + |xB|+ |ξB|)(1−|α+β|)+ .
(5.7)
Proof. Putting
Jα(X,Ξ) = φα(X,Ξ)− 〈X |Ξ〉 and X˜ = X + Y, Ξ˜ = Ξ + Υ,
with X = (x, θ), Y = (y, ω), Ξ = (ξ, π), Υ = (η, ρ),
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we rewrite (5.6) as
{
yj = ∂ξjJ1(X,Ξ+Υ), ωk = −∂πkJ1(X,Ξ+Υ),
ηj = ∂xjJ2(X + Y,Ξ), ρk = ∂θkJ2(X + Y,Ξ),
(5.8)
where
y =
∞∑
ℓ=0
y[2ℓ], y(2ℓ) =
ℓ∑
j=0
y[2j], ω =
∞∑
ℓ=0
ω[2ℓ+1], ω(2ℓ+1) =
ℓ∑
j=0
ω[2j+1], etc.
Defining the map T : (Y,Υ)→ ((−1)p(Ξ)∂ΞJ1(X,Ξ+Υ), ∂XJ2(X + Y,Ξ)), we claim that there exists δ0,
such that if λ ≤ δ0, then there exists a fixed point of the map T .
To prove this claim, we decompose, for α = 1, 2,
Jα(X,Ξ) = Jα,0¯0¯ + Jα,1¯0¯θ1θ2 +
2∑
j,k=1
Jα,cjdkθ
cjπdk + Jα,0¯1¯π1π2 + Jα,1¯1¯θ1θ2π1π2
where Jα,∗∗ = Jα,∗∗(x, ξ) and 0¯ = (0, 0), 1¯ = (1, 1), c1 = (1, 0) = d1, c2 = (0, 1) = d2 ∈ {0, 1}2.
Existence: We consider the body part of (5.8).
 y
[0]
j = ∂ξjJ1(x
[0], 0, ξ[0] + η[0], 0) = ∂ξjJ1,0¯0¯(x
[0], ξ[0] + η[0]), j = 1, 2, 3,
η
[0]
j = ∂xjJ2(x
[0] + y[0], 0, ξ[0], 0) = ∂xjJ2,0¯0¯(x
[0] + y[0], ξ[0]), j = 1, 2, 3,
with Jα,0¯0¯(x
[0], ξ[0]) = φαB(x
[0], ξ[0]) − x[0] · ξ[0] for (α = 1, 2). By Theorem 1.7 of [28], there exists δ0,
such that if |t− s|+ |s− r| ≤ δ0, the unique existence of solutions y[0], η[0] of this equation is garanteed.
Moreover, the estimate is also established in Theorem 1.7′ of [28].
Substituting these y[0], η[0] into (5.8), we get

ω
[1]
1 = −∂π1J1(x[0], θ[1], ξ[0] + η[0], π[1] + ρ[1])
=
2∑
j=1
J1,cjd1(x
[0], ξ[0] + η[0])(θcj )[1] − J1,0¯1¯(x[0], ξ[0] + η[0])(π[1]2 + ρ[1]2 ),
ω
[1]
2 = −∂π2J1(x[0], θ[1], ξ[0] + η[0], π[1] + ρ[1])
=
2∑
j=1
J1,cjd2(x
[0], ξ[0] + η[0])(θcj )[1] + J1,0¯1¯(x
[0], ξ[0] + η[0])(π
[1]
1 + ρ
[1]
1 ),
ρ
[1]
1 = ∂θ1J2(x
[0] + y[0], θ[1] + ω[1], ξ[0], π[1])
= J2,1¯0¯(x
[0] + y[0], ξ[0])(θ
[1]
2 + ω
[1]
2 ) +
2∑
k=1
J2,c1dk(x
[0] + y[0], ξ[0])(πdk)[1],
ρ
[1]
2 = ∂θ2J2(x
[0] + y[0], θ[1] + ω[1], ξ[0], π[1])
= −J2,1¯0¯(x[0] + y[0], ξ[0])(θ[1]1 + ω[1]1 ) +
2∑
k=1
J2,c2dk(x
[0] + y[0], ξ[0])(πdk)[1].
Clearly, the components of the right-hand side above are the given data.
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For the part of degree 2, we have
y
[2]
i = ∂ξiJ1(x
(2), θ[1], ξ(2) + η(2), π[1] + ρ[1])
= ∂ξiJ1,0¯0¯(x, ξ + η)
[2] + ∂ξiJ1,1¯0¯(x
[0], ξ[0] + η[0])θ
[1]
1 θ
[1]
2
+
2∑
j,k=1
∂ξiJ1,cjdk(x
[0], ξ[0] + η[0])(θcj (π + ρ)dk)[2] + ∂ξiJ1,0¯1¯(x
[0], ξ[0] + η[0])(π
[1]
1 + ρ
[1]
1 )(π
[1]
2 + ρ
[1]
2 ),
η
[2]
i = ∂xiJ2(x
(2) + y(2), θ[1] + ω[1], ξ(2), π[1])
= ∂xiJ2,0¯0¯(x+ y, ξ)
[2] + ∂xiJ2,1¯0¯(x
[0] + y[0], ξ[0])(θ
[1]
1 + ω
[1]
1 )(θ
[1]
2 + ω
[1]
2 )
+
2∑
j,k=1
∂xiJ2,cjdk(x
[0] + y[0], ξ[0])((θ + ω)cjπdk)[2] + ∂xiJ1,0¯1¯(x
[0] + y[0], ξ[0])π
[1]
1 π
[1]
2 .
Here, ∂ξjJ1,0¯0¯(x, ξ)
[2] =
∑m
i=1
[
∂ξj∂xiJ1,0¯0¯(x
[0], ξ[0])x
[2]
i +∂ξj∂ξiJ1,0¯0¯(x
[0], ξ[0])ξ
[2]
i
]
, etc, and the right-hand
sides are represented by the given data.
Then, analogously we have, for ℓ ≥ 1,{
ω[2ℓ+1] = ∂πJ1(x
(2ℓ), θ(2ℓ+1), ξ(2ℓ) + η(2ℓ), π(2ℓ+1) + ρ(2ℓ+1)),
ρ[2ℓ+1] = ∂θJ2(x
(2ℓ) + y(2ℓ), θ(2ℓ+1) + ω(2ℓ+1), ξ(2ℓ), π(2ℓ+1)),
and {
y[2ℓ+2] = ∂ξJ1(x
(2ℓ+2), θ(2ℓ+1), ξ(2ℓ+2) + η(2ℓ+2), π(2ℓ+1) + ρ(2ℓ+1)),
η[2ℓ+2] = ∂xJ2(x
(2ℓ+2) + y(2ℓ+2), θ(2ℓ+1) + ω(2ℓ+1), ξ(2ℓ+2), π(2ℓ+1)).
Estimate: We proceed as we did in proving Proposition 3?.3. 
Putting the #-product φ1#φ2 of φ1 and φ2 by
φ1#φ2(X,Ξ) = φ1(X, Ξ˜)− 〈X˜ |Ξ˜〉+ φ2(X˜,Ξ),
we have
Lemma 5.4. {
∂XAφ(X,Ξ) = ∂ΞAφ1(X, Ξ˜),
∂ΞAφ(X,Ξ) = ∂XAφ2(X˜,Ξ) for A = 1, · · · , 5.
(5.9)
Proof. By the above definition of φ1#φ2, we get
∂XAφ1#φ2(X,Ξ) = ∂XAφ1(X, Ξ˜) + ∂XA Ξ˜C ∂ΞCφ1(X, Ξ˜)− ∂XAX˜C Ξ˜C − ∂XA Ξ˜C (−1)p(ΞC)X˜C
+ ∂XAX˜C ∂XCφ2(X˜,Ξ)
= ∂XAφ1(X, Ξ˜) + ∂XA Ξ˜C (−1)p(ΞC)X˜C − ∂XAX˜C Ξ˜C − ∂XA Ξ˜C (−1)p(ΞC)X˜C
+ ∂XAX˜C Ξ˜C = ∂XAφ1(X, Ξ˜).
Same holds for ∂Ξφ(X,Ξ). 
Lemma 5.5.
φ1#φ2(X,Ξ) = S(t, r ;X,Ξ) = φ(X,Ξ) (5.10)
Proof. We differentiate φ1#φ2(X,Ξ) w.r.t. s to have
∂
∂s
φ1#φ2(X,Ξ) = 0.
As φ1#φ2(X,Ξ)|s=r = φ1#φ2(X,Ξ)|s=t = S(t, r,X,Ξ), we get the result. More precisely, repeat the
arguments in proving Lemma 5.2 of [15] with necessary modifications. 
Now, we have the following:
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Proposition 5.6. Under the same assumption as above, we have
|πB∂aX∂bΞ(µ1(X, Ξ˜)µ2(X˜,Ξ)− µ(X,Ξ))| ≤ Ca,bλ2. (5.11)
Notation: In the following, for a small parameter δ > 0, we denote by S00 [δ], the class of functions
p(X,Ξ) ∈ /CSS,0(R3|2) satisfying
|πB∂aX∂bΞp(X,Ξ)| ≤ Ca,bδ
with a constant Ca,b independent of δ.
Proof. Differentiate the first equation of (5.9) w.r.t. Ξ to have
∂Ξ∂Xφ(X,Ξ) = ∂ΞΞ˜∂Ξ∂Xφ1(X, Ξ˜).
On the other hand, from (5.6), we have{
∂ΞX˜ = (−1)p(Ξ)∂ΞΞ˜∂Ξ∂Ξφ1(X, Ξ˜),
∂ΞΞ˜ = ∂ΞX˜∂X∂Xφ2(X˜,Ξ) + ∂Ξ∂Xφ2(X˜,Ξ).
Substituting the first equation above into the second one, we get
∂ΞΞ˜[I − (−1)p(Ξ)∂Ξ∂Ξφ1(X, Ξ˜)∂X∂Xφ2(X˜,Ξ)] = ∂Ξ∂Xφ2(X˜,Ξ).
Because of
|πB(−1)p(Ξ)∂Ξ∂Ξφ1(X, Ξ˜)∂X∂Xφ2(X˜,Ξ)| ≤ δ0 < 1,
we have
∂Ξ∂Xφ(X,Ξ) = ∂Ξ∂Xφ2(X˜,Ξ)
× [I − (−1)p(Ξ)∂Ξ∂Ξφ1(X, Ξ˜)∂X∂Xφ2(X˜,Ξ)]−1∂Ξ∂Xφ1(X, Ξ˜).
We prove that there exists q1(X,Ξ) such that
sdet (I − (−1)p(Ξ)∂Ξ∂Ξφ1(X, Ξ˜)∂X∂Xφ2(X˜,Ξ)) = 1 + q1(X,Ξ).
Moreover, by the same argument of Proposition 1.5 of [28], we have
πB(1 + q1(X,Ξ)) ≥ (1− δ0)m > 0,
which yields
sdet ∂Ξ∂Xφ(X,Ξ) = sdet (∂Ξ∂Xφ2(X˜,Ξ)) · (1 + q1(X,Ξ))−1 · sdet (∂Ξ∂Xφ1(X, Ξ˜)).
Taking the square root of both sides, and remarking the elements of the right-hand side are even, we have
µ(X,Ξ) = µ1(X, Ξ˜)µ2(X˜,Ξ) + q2(X,Ξ)
with
q2(X,Ξ) = µ1(X, Ξ˜)µ2(X˜,Ξ)[(1 + q1(X,Ξ))
−1/2 − 1]
= −µ1(X, Ξ˜)µ2(X˜,Ξ) q1(X,Ξ)√
1 + q1(X,Ξ)(1 +
√
1 + q1(X,Ξ))
.
Then, we have readily that q2(X,Ξ) ∈ S00 [λ2]. 
Rewriting (5.6) by
Y = X˜ + Y¯ , Υ = Ξ˜ + Υ¯,
we have
φ1(X,Υ)− 〈Y |Υ〉+ φ2(Y,Ξ)− φ(X,Ξ) = −〈Y¯ |Υ˜〉+R(X,Ξ, Y¯ , Υ¯)
where
R(X,Ξ, Y¯ , Υ¯) = Ψ1(X,Ξ, Υ¯) + Ψ2(X,Ξ, Y¯ )
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with
Ψ1(X,Ξ, Υ¯) = Ψ1(Υ¯) = φ1(X, Ξ˜ + Υ¯)− φ1(X, Ξ˜)− 〈X˜|Υ¯〉,
Ψ2(X,Ξ, Y¯ ) = Ψ2(Y¯ ) = φ2(X˜ + Y¯ ,Ξ)− φ2(X˜,Ξ)− 〈Y¯ |Ξ˜〉.
Therefore, we may rewrite (5.6) as
U(t, s)U(s, r)u(X) = c3,2
∫
R3|2
dΞB(X,Ξ)ei~−1φ(X,Ξ)Fu(Ξ),
with
B(X,Ξ) = c23,2
∫
R3|2×R3|2
dΥ¯ dY¯ µ1(X, Ξ˜ + Υ¯)µ2(X˜ + Y¯ ,Ξ)e
i~−1(R(X,Ξ,Y¯ ,Υ¯)−〈Y¯ |Υ¯〉).
Now, we want to prove
Proposition 5.7.
|πB∂aX∂bΞ(B(X,Ξ)− µ1(X, Ξ˜)µ2(X˜,Ξ))| ≤ Ca,bλ2. (5.12)
To prove this Proposition, we remark
Lemma 5.8. Ψ1(X,Ξ, Υ¯) and Ψ2(X,Ξ, Y¯ ) satisfy
|πB∂aX∂bΞΨ1(X,Ξ, Υ¯)| ≤ Ca,b|πBΥ¯|2,
|πB∂aX∂bΞΨ2(X,Ξ, Y¯ )| ≤ Ca,b|πBY¯ |2,
(5.13)
|πB∂aX∂bΞ∂cΥ¯∂Υ¯Ψ1(X,Ξ, Υ¯)| ≤ Ca,b,c〈πBΥ¯〉,
|πB∂aX∂bΞ∂cΥ¯∂Y¯Ψ2(X,Ξ, Y¯ )| ≤ Ca,b,c〈πBY¯ 〉.
(5.14)
and for c 6= 1,
|πB∂cΥ¯∂Υ¯Ψ1(X,Ξ, Υ¯)| ≤ Cc,
|πB∂cΥ¯∂Y¯Ψ2(X,Ξ, Y¯ )| ≤ Cc.
(5.15)
Proof. As Ψ1(Υ¯) is represented by
Ψ1(Υ¯) = Υ¯Υ¯
∫ 1
0
dτ(1 − τ)φ1,ΞΞ(X, Ξ˜ + τΥ¯),
we get readily the first inequalities in (5.13). Rewriting
∂Υ¯Ψ1(Υ¯) = ∂Ξφ1 − (−1)p(Υ¯)X˜ = ∂Υ¯J1 − (X˜ −X)
= Υ¯
∫ 1
0
dτ∂Ξ∂Ξφ1(X, Ξ˜ + τΥ¯).
(5.16)
Then, we get the first inequality of (5.14) from the last expression of (5.16) and the first inequality of
(5.15) from the third expression of (5.16). Similar arguments work for other inequalities. 
Remarking
ei~
−1Ψ2 = 1 + i~−1Ψ2
∫ 1
0
dτeiτ~
−1Ψ2 ,
we rewrite
B(X,Ξ) = c23,2
∫
R3|2×R3|2
dΥ¯ dY¯ µ1(X, Ξ˜ + Υ¯)µ2(X˜ + Y¯ ,Ξ)e
i~−1(Ψ1(X,Ξ,Υ¯)−〈Y¯ |Υ¯〉)
+ i~−1
∫ 1
0
dτB1,τ (X,Ξ) (5.17)
where
B1,τ (X,Ξ) = c23,2
∫
R3|2×R3|2
dΥ¯ dY¯ Ψ2(X,Ξ, Y¯ )µ1(X, Ξ˜ + Υ¯)µ2(X˜ + Y¯ ,Ξ)
× ei~−1(Ψ1(X,Ξ,Υ¯)+τΨ2(X,Ξ,Y¯ )−〈Y¯ |Υ¯〉).
Lemma 5.9. The symbol B1,τ (X,Ξ) belongs to S00 [λ2] uniformly with respect to τ .
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Proof. Remarking
Ψ2(Y¯ ) =
∑
Y¯AΨ˜2,A(Y¯ ) with Ψ˜2,A(Y¯ ) =
∫ 1
0
dτ∂Y¯AΨ2(τY¯ ),
we have
B1,τ(X,Ξ) =
5∑
a=1
B1,τ,A(X,Ξ),
B1,τ,A(X,Ξ) = c23,2
∫
R3|2×R3|2
dΥ¯ dY¯ Y¯AΨ˜2,A(X,Ξ, Y¯ )µ1(X, Ξ˜ + Υ¯)µ2(X˜ + Y¯ ,Ξ)e
i~−1Ψτ
= c23,2
∫
R3|2×R3|2
dΥ¯ dY¯ B˜1,τ,A(X,Ξ, Y¯ , Υ¯)ei~
−1Ψτ .
Here, we put
Ψτ = Ψ1(X,Ξ, Υ¯) + τΨ2(X,Ξ, Y¯ )− 〈Y¯ |Υ¯〉,
B˜1,τ,A(Y¯ , Υ¯) = Ψ˜2,A(Y¯ ){∂Υ¯Ψ1(Υ¯) · µ1 + i∂Υ¯µ1}µ2,
and we used
∂Υ¯(µ1e
i~−1Ψτ ) = {∂Υ¯µ1 + i~−1(∂Υ¯Ψ1 − (−1)p(Υ¯)Y¯ )µ1}ei~
−1Ψτ .
Setting
Lτ = 1− i∂Υ¯Ψ
τ · ∂Υ¯ − i∂Y¯Ψτ · ∂Y¯
1 + ~−1|∂Υ¯Ψτ |2 + ~−1|∂Y¯Ψτ |2
,
we have
LτΨτ = Ψτ .
We apply the Lax’s technique. That is, we have
B1,τ (X,Ξ) = c23,2
∫
R3|2×R3|2
dΥ¯ dY¯ ei~
−1Ψτ
(L∗τ )2m+3B˜1,τ,A(Y¯ , Υ¯)
We have
|πB∂cY¯ ∂bΞ∂aXΨ2(X,Ξ, Y¯ )| ≤ Ca,b,cλ2〈πBY¯ 〉
On the other hand, from
1 + |πB∂Υ¯Ψτ |+ |πB∂Y¯Ψτ | ≥ C{1 + (|πBY¯ | − λ1|πBΥ¯|) + (|πBΥ¯| − λ2|πBY¯ |)}
≥ C(1 + |πBY¯ |+ |πBΥ¯|).
and
|πB∂cΥ¯{∂Υ¯AΨ1(Υ¯)µ1 + i∂Υ¯µ1}| ≤ Ccλ1〈πBΥ¯〉,
we get
|πB
(L∗τ)2m+3B1,τ(Y¯ , Υ¯)| ≤ Cλ2(1 + |πBY¯ |+ |πBΥ¯|)−(2m+1)
This proves
|πB∂aX∂bΞB1,τ,A(X,Ξ)| ≤ Ca,bλ2. 
Using the Taylor expansion, we may rewrite the first term of (5.17) as
c23,2
∫
R3|2×R3|2
dΥ¯ dY¯ µ1(X, Ξ˜ + Υ¯)µ2(X˜ + Y¯ ,Ξ)e
i~−1(Ψ1(X,Ξ,Υ¯)−〈Y¯ |Υ¯〉)
= c23,2
∫
R3|2×R3|2
dΥ¯ dY¯ µ1(X, Ξ˜ + Υ¯)µ2(X˜,Ξ)e
i~−1(Ψ1(X,Ξ,Υ¯)−〈Y¯ |Υ¯〉) + i~−1
∫ 1
0
dτ
5∑
A=1
B2,τ,A(X,Ξ)
with
B2,τ,A(X,Ξ) = c23,2
∫
R3|2×R3|2
dΥ¯ dY¯ µ1(X, Ξ˜ + Υ¯)Y¯A∂XAµ2(X˜ + τY¯ ,Ξ)e
i~−1(Ψ1(X,Ξ,Υ¯)−〈Y¯ |Υ¯〉)
= c23,2
∫
R3|2×R3|2
dΥ¯ dY¯ B˜2,τ,A(Y¯ , Υ¯)ei~
−1Ψ0 ,
.
and because of
∂Υ¯(µ1e
i~−1Ψ0) = {∂Υ¯µ1 + i~−1(∂Υ¯Ψ1 − (−1)p(Υ¯)Y¯ )µ1}ei~
−1Ψ0 ,
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B˜2,τ,A(Y¯ , Υ¯) = {∂Υ¯AΨ1 · µ1 + i~−1∂Υ¯Aµ1}∂XAµ2.
Lemma 5.10. The symbol B2,τ,A(X,Ξ) belongs to S00 [λ2] uniformly with respect to τ .
Proof. Set
L0 = 1− i∂Υ¯Ψ
0 · ∂Υ¯ − i∂Y¯Ψ0 · ∂Y¯
1 + ~−1|∂Υ¯Ψ0|2 + ~−1|∂Y¯Ψ0|2
, L0ei~
−1Ψ0 = ei~
−1Ψ0
and apply the Lax’s technique. We have
B2,τ (X,Ξ) = c23,2
∫
R3|2×R3|2
dΥ¯ dY¯ ei~
−1Ψ0
(L∗0)2m+2B˜2,τ,A(Y¯ , Υ¯).
As
|πB∂cY¯ {∂Ξ¯Aµ2(X˜ + τY¯ ,Ξ)}| ≤ Ccλ2
we get
|πB
(L∗0)2m+2B˜2,τ,A(Y¯ , Υ¯)| ≤ Cλ2(1 + |πBY¯ |+ |πBΥ¯|)−(2m+1)
This proves
|πB∂aX∂bΞB2,τ,A(X,Ξ)| ≤ Ca,bλ2. 
Corollary 5.11.
|πB∂aX∂bΞ(B(X,Ξ)− µ(X,Ξ))| ≤ Ca,bλ2. (5.18)
Proof. Combining (5.11) amd (5.12), we get the desired result.
Proof of Proposition 5.2. By (5.18), we get the desired result (5.3). 
5.3. Proof of Theorem 2.6. Using Theorem A.1 in [13], we have our Theorem 2.6 readily. 
5.4. Proof of Theorem 2.7. From Theorem 2.6, using identifications ♯ and ♭, we get the desired
results. 
6. Concluding remarks
Though in this paper, we answer one of several problems in Inoue [13], we give other problems which
should be solved:
(i) Propagation of singularity: How one can extend Egorov’s theorem to the system of PDE (see
[4])?
(ii) How does the Aharonov-Bohm effect and Berry’s phase appear when Schro¨dinger equation is
replaced by the Weyl equation (see [35])? This should be studied by constructing the fundamental solution
of (W) using #-product introduced in Kumano-go [26].
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