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Abstract
Measuring the effect of peers on individual outcomes is a challenging problem, in part because
individuals often select peers who are similar in both observable and unobservable ways. Group
formation experiments avoid this problem by randomly assigning individuals to groups and ob-
serving their responses; for example, do first-year students have better grades when they are
randomly assigned roommates who have stronger academic backgrounds? Standard approaches
for analyzing these experiments, however, are heavily model-dependent and generally fail to
exploit the randomized design. In this paper, we extend methods from randomization-based
testing under interference to group formation experiments. The proposed tests are justified
by the randomization itself, require relatively few assumptions, and are exact in finite sam-
ples. First, we develop procedures that yield valid tests for arbitrary group formation designs.
Second, we derive sufficient conditions on the design such that the randomization test can be
implemented via simple random permutations. We apply this approach to two recent group
formation experiments.
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1 Introduction
Peers influence a broad range of individual outcomes, from health to education to co-authoring
statistics papers.1 Studying these peer effects in practice, however, is challenging, in part because
individuals typically select peers who are similar in both observed and unobserved ways (Sacerdote,
2014). Randomized group formation, also known as exogenous link formation, avoids this problem
by randomly assigning individuals to groups and observing their responses. Among its many
applications, this approach has been used to assess the effect of dorm-room composition on student
grade point average (GPA) (Sacerdote, 2001; Bhattacharya, 2009; Li et al., 2019), the effect of
squadron composition on individual performance at military academies (Lyle, 2009; Carrell et al.,
2013), and the effect of business groups on the diffusion of management practices (Fafchamps and
Quinn, 2015; Cai and Szeidl, 2017).
A large literature analyzes these experiments using a regression-based approach, including the
so-called linear-in-means models (see Manski, 1993). Despite their popularity, these models have
major drawbacks, including an ill-defined causal estimand and heavy reliance on model specifi-
cation (Angrist, 2014; Vazquez-Bare, 2017). While randomization-based testing is an attractive
alternative (Rosenbaum, 2002b, 2007), standard randomization tests are generally invalid under
interference, that is, when units interact with each other (Hudgens and Halloran, 2008).
Our paper proposes valid, permutation-based tests for peer effects in randomized group forma-
tion experiments. These tests are exact in finite samples and are fully justified by the randomization
itself, without relying on modeling assumptions. Our approach combines two recent strands in the
literature on causal inference under interference. First, Basse et al. (2019) develop conditional ran-
domization tests that are valid under interference, building on prior work from Aronow (2012) and
Athey et al. (2018). In that setup, the groups are fixed and the intervention itself is randomized. By
contrast, Li et al. (2019) explicitly consider group formation designs and define peer effects using
the potential outcomes framework. Their paper largely focuses on (Neymanian) randomization-
based estimation and inference. We complement their results by instead focusing on (Fisherian)
randomization-based testing.
1All of the co-authors entered the same graduate statistics program in the same year.
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We make two main contributions. First, we propose a procedure that yields randomization-
based tests that are valid for arbitrary group formation designs. The key challenge here is that
many null hypotheses of interest, such as a contrast between two of multiple exposure levels, are
not sharp. Following Basse et al. (2019), the proposed procedure ensures validity by properly
conditioning on the subset of units who received an exposure of interest. While important for
developing theory, this result is of limited practical use in the context of group formation designs,
since the resulting procedures can be computationally intractable for arbitrary designs.
Our second main contribution therefore gives sufficient conditions on group formation designs
under which we can use permutations to implement these valid, randomization-based tests. These
conditions help identify a subset of group formation designs for which our theory leads to compu-
tationally tractable procedures. We prove this using results from algebraic group theory, including
the Orbit-Stabilizer theorem, which allow us to formalize key concepts and sufficient conditions
related to design symmetries. Importantly, we show that several common designs satisfy these con-
ditions. Finally, we apply our results to two recent studies based on randomized group formation
designs: freshmen randomly assigned to dorms (Li et al., 2019) and CEOs randomly assigned to
group meetings (Cai and Szeidl, 2017). We describe stylized versions of these examples in the next
section and discuss the applications in more detail in Section 6.
The paper proceeds as follows. Section 2 gives an overview of the problem and sets up notation.
Section 3 gives our first main result on validity, proposing randomization-based tests for arbitrary
group formation designs. Section 4 presents our second main result on permutation-based testing,
giving conditions under which randomization-based tests can be implemented via permutations.
Section 5 provides concrete examples of group formation designs that satisfy these sufficient condi-
tions, and shows how the associated testing procedures become computationally straightforward.
Section 6 applies our results to the two examples of interest. Section 7 offers some discussion
and possible directions for future work. The online supplementary material provides additional
technical details.
2
2 Setup and framework
To illustrate the notation and the key concepts, we introduce two running examples. Example 1
presents an idealized version of Sacerdote (2001) and Li et al. (2019), in which incoming college
freshmen are randomly assigned to dorm rooms. Example 2 presents an idealized version of Cai
and Szeidl (2017), in which CEOs of Chinese firms are randomly assigned to attend monthly group
meetings. We analyze the original data from Li et al. (2019) and Cai and Szeidl (2017) in Section 6.
Example 1. Suppose that N incoming freshmen are paired into N/2 dorm rooms of size 2. We
classify incoming freshmen as having high (A = 1) or low (A = 0) incoming level of academic
preparation (e.g., based on standardized test scores and high school grades). We want to understand
whether a freshman’s end-of-year GPA varies based on the academic preparation of his or her
roommate. Specifically, is there an effect on end-of-year grades of being assigned a roommate
with ‘high’ incoming preparation relative to being assigned to a roommate with ‘low’ incoming
preparation?
Example 2. Suppose that N firm CEOs are assigned to N/3 monthly meeting groups of size 3
where they discuss business and management practices. Each CEO is classified as leading a ‘large
firm’ (A = 1) or ‘small firm’ (A = 0). We want to assess whether the revenue of a CEO’s
company is affected by the composition of the meeting group. Specifically, is there an impact on the
firm’s revenue of assigning that firm’s CEO to a group with two CEOs from small firms relative to
assigning that firm’s CEO to a group with two CEOs from large firms?
These examples informally capture the notion of a peer effect as the idea that a given unit’s
outcome may be affected by its neighbors’ attributes. Making these informal statements precise,
however, requires additional technical setup. Specifically, we define a causal effect as a contrast
between potential outcomes (Neyman, 1923; Rubin, 1974). Unlike in standard no-interference
settings, however, we cannot invoke the Stable Unit Treatment Value Assumption (Rubin, 1980),
which complicates the setup. We formalize the key concepts next.
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2.1 Preliminaries
Consider N units to be assigned to K different groups; we will consider both numbers to be fixed.
For i ∈ U = {1, . . . , N}, define individual i’s treatment assignment as follows:
Zi = {j ∈ U\{i} : i and j in the same group} . (1)
Assignment Zi is therefore the set of individuals assigned to the same group as individual i. Let
Z = (Z1, . . . , ZN ) be the full assignment vector. We denote by Yi(Z) ∈ R the potential outcome of
unit i under assignment Z. Let pr(Z) denote the assignment mechanism, which we assume known.
A key feature of the peer effects setting is that each individual i exhibits a salient attribute, Ai; for
example, Ai = 1 if individual i has high academic preparation entering college. Attribute Ai takes
values in a set A, and is typically a transformation (or coarsened version) of covariates Xi. We let
A = (Ai)
N
i=1 and X = (Xi)
N
i=1 be the full vector of attributes and matrix of covariates, respectively.
The primary goal of the analysis is to estimate the causal effect of exposing a given unit to a
mix of peers with one set of attributes versus another. We formalize this idea through exposure
mappings (Toulis and Kao, 2013; Aronow et al., 2017), which capture the summary of Z that is
sufficient to define unit outcomes. Specifically, we define the exposure for each unit i as:
Wi = wi(Z) = {Aj : j ∈ Zi}, (2)
that is, the exposure of unit i is the multiset of attributes of its neighbors, where a multiset is a
set with possibly repeated values. Define W = w(Z) = (wi(Z))
N
i=1 as the full vector of exposures,
and denote by W = {w1, . . . , wm} the finite set of possible exposures in the experiment.
Assumption 1. For all i ∈ U and for all Z,Z ′,
wi(Z) = wi(Z
′)⇒ Yi(Z) = Yi(Z ′).
Assumption 1 requires that the exposure is properly specified (Aronow et al., 2017). When com-
bined with the exposure mapping of Equation (2), this assumption implies both a form of partial
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interference (Sobel, 2006) and a form of stratified interference (Hudgens and Halloran, 2008). It
is, however, stronger than both because it also implies that attribute A plays a special role. For
instance in Example 1, Assumption 1 implies that room assignment affects unit i’s freshman GPA
only by changing i’s roommate’s academic ability, excluding other possible channels of peer influ-
ence.2
The exposure mapping in Equation (2) is general and can be used for arbitrary A. It is often
useful, however, to define exposures as simple functions of A. For example, when A is binary a
natural choice is to define
wi(Z) =
∑
j∈Zi
Aj , (3)
where Wi = wi(Z) is simply the number of neighbors of unit i with attribute A = 1. All results
in the paper hold for general exposure mappings, as in Equation (2); we use the formulation in
Equation (3) in the running examples for simplicity.
Under Assumption 1, each unit i has |W| = m potential outcomes, one for each level of exposure,
and, with a slight abuse of notation, we may write
Yi(Z) ≡ Yi(wi(Z)) = Yi(Wi)
to indicate that potential outcomes depend only on the exposure and not the particular assignment.
Example 1 (continued). In the case with dorm rooms of size 2, the assignment Zi of unit i is the
index of its roommate j, and so the exposure Wi of student i is simply the attribute Aj of student
i’s roommate. More generally, under the exposure mapping of Equation (3), each unit has only
two possible exposures, since Wi ∈ W = {0, 1}, and thus each unit has two potential outcomes
{Yi(0), Yi(1)}.
Example 2 (continued). Here, each group has size 3 and the assignment Zi of unit i is the
unordered pair of indices of the other two CEOs in the group, and CEO i’s exposure is simply the
2The procedures we describe next remain valid without the assumption of a properly specified exposure mapping.
Invoking this assumption, however, aids interpretation of the corresponding tests. We discuss this point further in
the online supplementary material. See Savje (2019) for additional discussion of inference with misspecified exposure
mappings.
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number of the other CEOs from large firms. In this case, each unit has three possible exposures,
since Wi ∈ W = {0, 1, 2}, and thus each unit has three potential outcomes {Yi(0), Yi(1), Yi(2)}.
2.2 Null hypotheses
We are interested in both sharp and non-sharp hypotheses. Let Zobs, W obs = w(Zobs) and
Y obs = Y (W obs) be, respectively, the observed assignment, exposure, and outcome vectors. A
null hypothesis is sharp if, given the null and the observed data, the potential outcomes Yi(Wi) are
imputable for all possible exposures Wi ∈ W, for all units i ∈ U.
First, we consider the global null hypothesis:
H0 : Yi(w1) = Yi(w2) = · · · = Yi(wm), ∀i ∈ U. (4)
The null hypothesis in Equation (4) is sharp. As we show in Section 3.1, we can test this hypothesis
using standard randomization tests; Li et al. (2019) briefly consider this approach as well.
We also consider pairwise null hypotheses of the type:
Hw1,w20 : Yi(w1) = Yi(w2), ∀i ∈ U, (5)
where w1, w2 ∈ W. The null hypotheses in Equation (5) are generally not sharp. A central
challenge in the paper is developing procedures that are both theoretically valid (Section 3) and
computationally tractable (Section 4) for such hypotheses.
Example 1 (continued). There are only two possible exposures W = {0, 1}. Equation (5) corre-
sponds to a single null hypothesis,
H0,10 : Yi(0) = Yi(1), ∀i ∈ U,
which is identical to the hypothesis in Equation (4), and is therefore sharp.
Example 2 (continued). There are three possible exposures W = {0, 1, 2}. The sharp null hypoth-
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esis of Equation (4) can be written as:
H0 : Yi(0) = Yi(1) = Yi(2), ∀i ∈ U.
In addition, there are three possible pairwise null hypotheses of the type of Equation 5, namely H0,10 ,
H0,20 and H
1,2
0 . For instance, H
1,2
0 : Yi(1) = Yi(2), ∀i ∈ U.
Finally, we are often interested in null hypotheses for the subset of units with a given attribute
Ai = a; see Li et al. (2019). Specifically, we can modify both Equations (4) and (5) to only consider
units with Ai = a:
H0(a) : Yi(w1) = Yi(w2) = · · · = Yi(wm), ∀i ∈ U : Ai = a (6)
and
Hw1,w20 (a) : Yi(w1) = Yi(w2), ∀i ∈ U : Ai = a. (7)
The results below immediately carry over to these subgroup null hypotheses by conditioning on the
set of units with Ai = a. We therefore focus on the simpler null hypotheses of Equations (4) and
(5), returning to subgroup null hypotheses in Section 6.
2.3 Challenges for tests in group formation designs: validity and computation
Before turning to the theoretical results, we first illustrate the key issues through a toy example,
shown in Figure 1. For this example, individuals possess a binary attribute, represented by squares
(Ai = 1) and circles (Ai = 0), and are assigned to one of three dorm rooms, two with size 2
(“double”) and one with size 3 (“triple”), shown as large rectangles. The exposure mapping of
interest is the number of roommates with attribute Aj = 1: wi(Z) =
∑
j∈Zi Aj and W = {0, 1, 2}.
Figure 1 shows the observed assignment Zobs and induced exposure W obs. The null hypothesis
of interest is H0,10 : Yi(0) = Yi(1); that is, there is no difference in outcomes between having zero
versus one “square” roommate. Since H0,10 does not impose any restrictions on Yi(2), this null is
not sharp.
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Figure 1: Example of observed assignment, associated exposure vector, and permuted exposure
vector. Squares represent units with attribute Ai = 1 and circles units with attribute Ai = 0.
Red units have exposure Wi = 0, blue units have exposure Wi = 1 and green units have exposure
Wi = 2.
With this setup, our goal is to find a valid, permutation-based test for H0,10 . The key challenge
is that naively permuting the exposure vector can lead to exposures that are incompatible with
the original group formation design, and are therefore invalid. For example, one seemingly natural
approach to testing H0,10 is to permute W among the six units exposed to W
obs
i = 0 (i.e., units
4, 6, and 7) or W obsi = 1 (i.e., units 1, 2, and 5). The right-hand column in Figure 1 shows one
possible permutation W ′, switching the exposures of units 4 and 5. The issue is that there exists no
assignment Z ′ such that w(Z ′) = W ′, in other words there exists no group formation assignment
that leads to that particular exposure. To see this, notice that the only way for a square to be
blue is if it has exactly one square roommate; in Figure 1, W ′ has three blue squares, and so this
requires splitting the three squares into pairs, which is impossible.
Fortunately, we are able to propose valid, permutation-based tests in many settings. First, we
give a general procedure for constructing theoretically valid tests in Section 3. The toy example in
Figure 1 illustrates the key idea: in simple settings, we can enumerate all possible room assignments
and the corresponding exposures for the desired null hypothesis. While theoretically useful, this is
impractical in any real setting.
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Second, we can find valid, permutation-based tests, so long as the original design satisfies
restrictions that we formalize in Section 4. Again, the toy example in Figure 1 illustrates the
intuition: in the designs we consider, permutation tests will be valid so long as they permute units
with the same attribute. In Figure 1, this is the set of permutations that separately permute the
exposures for circles and squares; W ′ failed because it swapped the exposures of units with different
attributes. Section 4 formalizes these ideas and discusses several extensions.
3 Valid tests in arbitrary group formation designs
In this section, we introduce general procedures for constructing valid tests for sharp and non-sharp
null hypotheses for arbitrary group formation designs. For sharp null hypotheses, the procedure is a
straightforward application of standard Fisher Randomization Tests to our setting. For non-sharp
null hypotheses, however, the procedure requires greater care to ensure validity. Finally, while these
tests are guaranteed to be valid, they are not necessarily feasible to implement. We turn to this in
the next section.
3.1 Randomization test for the sharp null
We start with a brief review of randomization testing for sharp null hypotheses, as a stepping stone
to the more challenging non-sharp null hypotheses discussed in Section 3.2. Consider a test statistic
T (z;Y ) as a function of the observed treatment and outcome vectors; any choice will lead to a valid
test, but certain statistics will lead to more power. The sharp null hypothesis H0 can be tested
with Procedure 1 below, which is a direct application of the classical Fisher Randomization Test:
Procedure 1. Consider observed assignment Zobs ∼ pr(Zobs).
1. Observe outcomes, Y obs = Y (Zobs).
2. Compute test statistic T obs = T (Zobs;Y obs).
3. For Z ′ ∼ pr(Z ′), let T ′ = T (Z ′;Y obs) and define:
pval(Zobs) = pr(T ′ ≥ T obs).
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where T obs is fixed and the randomization distribution is with respect to pr(Z ′).
Proposition 1. The p-value obtained in Procedure 1 is valid, in the sense that if H0 is true, then
for any α ∈ [0, 1], pr{pval(Zobs) ≤ α} ≤ α.
Remark 1. In general it is difficult to compute pval(Zobs) exactly, and we must rely on Monte
Carlo approximation. This can be done by replacing the third step above by:
3. For l = 1, . . . L,
(a) Draw Z(l) ∼ pr(Z(l));
(b) Compute T (l) = T (Z(l);Y obs);
(c) Compute the approximation pval(Zobs) ≈ L−1∑Ll=1 1(T (l) ≥ T obs).
This procedure is computationally straightforward so long as the analyst has access to the
assignment mechanism pr(Z), which is necessary for Step 3. Finally, we can modify this procedure
to obtain a Hodges–Lehmann point estimate (Hodges and Lehmann, 1963) and confidence intervals
by inverting a sequence of tests. Rosenbaum (2002b) gives a textbook discussion; Basse et al. (2019)
describe both in the context of conditional randomization tests.
3.2 Randomization tests for non-sharp nulls
We now turn to the more challenging problem of testing pairwise hypotheses such as Hw1,w20 .
Procedure 1 is only valid if the test statistic is imputable under H0 (Basse et al., 2019); that is,
T (Z;Y (Z)) = T (Z;Y obs) under H0, for all Z ∼ pr(Z). This property holds because H0 is sharp,
which implies that Y (Z) = Y obs under H0. In contrast, pairwise null hypotheses like H
w1,w2
0 are
not sharp, and the Fisher Randomization Test methodology does not apply directly.
To address this problem, Basse et al. (2019) introduced a framework for conditional tests that
guarantee that the resulting test statistics are imputable. The intuition behind the approach is that
although Hw1,w20 is not sharp, the null hypothesis still contains some information about Yi(w1) and
Yi(w2). We can therefore ‘make the hypothesis sharp’ by focusing on a subset of units, generally
referred to as focal units (Athey et al., 2018). In the context of group formation experiments, we
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define the focal set for each assignment Z as:
U = u(Z) = {i ∈ U : wi(Z) = w1 or w2}, (8)
that is, the set of units that receive either exposure w1 or exposure w2 under assignment Z. The
set of focal units Uobs = u(Zobs) is therefore the set of all units with observed exposure w1 or w2.
So long as we restrict testing to this subset of units, and under some restrictions on the possible
assignment vectors, the null hypothesis Hw1,w20 behaves like a sharp null hypothesis. Basse et al.
(2019) formalize this intuition and develop a valid conditional testing procedure.
Applying this approach to the peer effects setting requires two changes to Procedure 1. First, we
need to resample assignments (Step 3 of Procedure 1) with respect to the conditional distribution
of treatment assignment, formally pr(Z ′ | u(Z ′) = Uobs) ∝ 1{u(Z ′) = Uobs}pr(Z ′), rather than
with respect to the unconditional distribution.3 Second, we need to restrict the test statistic to
the units in the focal set; we denote this new statistic as T (z;Y,U). For simplicity, we use the
restricted difference in means between units who are exposed to w1 and those exposed to w2:
T (z;Y,U) = ave(Yi | i ∈ U , wi(z) = w1)− ave(Yi | i ∈ U , wi(z) = w2), (9)
where ‘ave’ is the sample average. The following procedure leads to a valid test of Hw1,w20 .
Procedure 2. Consider observed assignment Zobs ∼ pr(Zobs).
1. Observe outcomes, Y obs = Y (Zobs).
2. Let Uobs = u(Zobs) and compute T obs = T (Zobs;Y obs,Uobs).
3. For Z ′ ∼ pr(Z ′ | Uobs), let T ′ = T (Z ′;Y obs,Uobs) and define:
pval(Zobs) = pr(T ′ ≥ T obs | Uobs), (10)
where T obs is fixed and the randomization distribution is with respect to pr(Z ′ | Uobs).
3In the terminology of Basse et al. (2019), Uobs is the conditioning event of the test, and its degenerate conditional
distribution pr(U | Z) = 1{u(Z) = U} is the conditioning mechanism.
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Proposition 2. Procedure 2 leads to a valid p-value conditionally and marginally for Hw1,w20 . That
is, if Hw1,w20 is true then for any Uobs and α ∈ [0, 1], pr{pval(Zobs) ≤ α | Uobs} ≤ α.
The conditional randomization test in Procedure 2 differs from standard conditional tests in
several important ways. First, the goal of standard conditional tests is typically to make the test
more relevant or powerful (Zheng et al., 2008; Hennessy et al., 2016), rather than to ensure validity.
The conditioning in Procedure 2, by contrast, is necessary to ensure that the test is valid. Second,
the procedure depends strongly on the non-sharp null hypothesis being tested. Indeed, only some
non-sharp null hypotheses can be tested with conditional randomization tests, and those that can,
such as Hw1,w20 as defined in this paper, usually dictate the conditioning mechanism. Finally, as
we discuss above, implementing Procedure 2 may be infeasible in practice. For example, sampling
from pr(Z | U) generally requires enumerating the set {Z : u(Z) = U}, which is computationally
intractable. We turn to this next.
4 Valid permutation tests in group formation designs
Once we develop tests that are guaranteed to be valid, the next question is whether we can develop
tests that are also computationally tractable. In particular, we are interested in tests that can be
implemented via random permutations, analogous to the classical Fisher Randomization Tests –
we will sometimes refer to these as permutation tests (the term is overloaded in statistics, but it is
a convenient term in our context). The main result in this section is that we can indeed develop
valid, permutation-based tests for group formation designs under some restrictions on the design.
To make those statements precise, we first need to introduce some key concepts from algebraic
group theory as well as other useful representations.
4.1 Elements of group theory
We briefly review relevant concepts from group theory that will be important for our main result;
the online supplement provides additional background on group theory. At a high level, group
theory provides a formal language for characterizing properties of certain special sets, such as
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permutations, and for making notions of symmetry more precise. See van der Waerden (1970) for
a textbook discussion.
We now define some key concepts. First, a permutation of {1, . . . , N} can be represented
as a one-to-one mapping from {1, . . . , N} to {1, . . . , N}. Let S be the symmetric group, the set
containing all permutations of {1, . . . , N}, and let Π ⊂ S denote a subgroup of S. Let X ⊂ RN
denote some finite set of N -length vectors, for example a set of exposure vectors. For a permutation
pi ∈ Π and a vector X ∈ X, let pi ·X = (Xpi−1(i))Ni=1 be the vector obtained by permuting the indices
of X according to pi; also, let Π · X = {pi · X : pi ∈ Π} denote the set of all permutations pi ∈ Π
applied to X.
Definition 1 (Transitivity). A subgroup Π ⊆ S of the symmetric group S acts transitively on X if
X = Π ·X, for any X ∈ X.
Definition 2 (Stabilizer). Fix some vector X ∈ X and Π ⊆ S a subgroup of the symmetric group.
The set ΠX = {pi ∈ Π : pi ·X = X} also forms a group and is called the stabilizer of X in Π.
The concept of transitivity captures the idea that all the elements of X play a “symmetric role”
with respect to the group Π, in the sense that one can transform any element X ∈ X into any other
element X ′ ∈ X by applying a permutation from Π. A stabilizer ΠX captures all the possible ways
of permuting the indices of X without changing X. For instance, if X is a binary vector, then a
permutation pi ∈ ΠX may permute only elements with Xi = 0. As in the example in Section 2.3,
this helps to ensure that the permuted exposure vector remains feasible given the original group
formation design. The proof of Theorem 1 below relies on the Orbit-Stabilizer Theorem, which
exploits the properties of stabilizer groups. Finally, transitivity is central to a property that is
crucial for permutable tests, which we call Π-symmetry.
Definition 3 (Π-symmetry). A distribution, pr(X) with domainX is called Π-symmetric if pr(X) =
Unif(X) and Π acts transitively on X.
Proposition 3. Suppose that pr(X) = Unif(X) is Π-symmetric in its domain X. Then, for any
X0 ∈ X,
X ∼ pr(X) ⇔ X = pi ·X0 where pi ∼ Unif(Π). (11)
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Proposition 3 is a representation result, and shows that a random variable from a Π-symmetric
distribution can be represented by a uniform random variable on Π. This result is an important
building block of Theorem 1 that follows.
4.2 Constructing permutation tests
We now turn to our key theoretical result, which guarantees permutation-based randomization tests
in group formation designs. We first introduce an analytically convenient representation of group
formation designs and then combine it with Proposition 3 to prove our main result.
4.2.1 Latent assignments
As we discuss above, group formation designs are distributions over ordered sets of sets, and are
therefore difficult objects to work with directly. It is analytically convenient to instead work on a
transformed scale. Specifically, assume there are K fixed and labeled groups. Let Li ∈ {1, . . . ,K}
denote the labeled group to which unit i is assigned, and L = (Li)
N
i=1 denote the group-label
assignment vector. For example, Li is the dorm room number for individual i and L is the vector
of dorm room numbers for all units. The original assignment Z is a function of L, where
Zi = Zi(L) = {j ∈ U\{i} : Lj = Li}. (12)
Since the particular labels do not matter, this representation is not unique: a vector Z can be
represented by different vectors L by relabelling the groups. However, a distribution pr(L) on
the group-label vectors induces a unique group formation design pr(Z). We can therefore develop
results using pr(L) rather than pr(Z).
4.2.2 Sufficient conditions for permutation tests
We now state sufficient conditions that guarantee permutation-based randomization tests for group
formation designs. Define SA as the stabilizer of the attribute vector A = (A1, . . . , AN ) in the
symmetric group S, that is, the set of all permutations that leave the attribute vector A unchanged,
i.e., SA = {pi ∈ S : pi ·A = A}.
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Theorem 1. Let pr(L) denote a distribution of the group labels with domain L ⊆ {1, . . . ,K}N .
Let pr(Z) and pr(W ) be the induced distributions of treatment and exposure, respectively, where
Z = (Z1(L), . . . , ZN (L)) is defined in Equation (12), and W = (w1(Z), . . . , wN (Z)) is defined in
Equation (2). Suppose that pr(L) is Π-symmetric, where Π is a subgroup of SA.
1. The marginal distribution of exposure, pr(W ), is also Π-symmetric in its domain.
2. Let U = u(Z) for some Z with pr(Z) > 0, and U = (U1, . . . , UN ), where Ui = 1(i ∈ U).
Then, the conditional distribution of exposure, pr(W | U), is ΠU -symmetric, where ΠU is the
stabilizer of U in Π.
Theorem 1 shows conditions under which our proposed randomization tests can be implemented
as permutation tests, and formalizes the intuition behind the example in Section 2.3. At a high level,
Π-symmetry for pr(L) implies that the probability of group label assignment does not change when
we swap the group assignments (Li, Lj) of any two units with the same attribute value Ai = Aj ;
such a swap is the simplest possible element of the stabilizer group SA. If Π-symmetry holds for
pr(L), Result 1 of Theorem 1 shows that Π-symmetry also holds for the exposure vector W . We
can then implement Procedure 1 by permuting the exposure vector W directly. Finally, Result 2
of Theorem 1 extends this idea to also include conditioning on a set of focal units U . The only
difference is that we now restrict swaps to units with the same attribute value that are also in U .
Proposition 3 and the sufficient conditions of Theorem 1 lay out a blueprint for construct-
ing group formation designs that allow for straightforward implementations of the procedures in
Section 3. In particular, a systematic way to construct subgroups of the symmetric group S is
to focus on stabilizers of length-N vectors. If we can find a vector C such that SC ⊆ SA, then
a SC-symmetric group-formation design will, by construction, satisfy the sufficient conditions of
Theorem 1. In the next section, we illustrate and develop this idea by considering concrete designs
that satisfy the conditions of Theorem 1.
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5 Practical permutation tests in group formation experiments
We now show how to apply our theoretical results in practice. First, we consider a practical
design, the stratified randomized design, that satisfies the requirements of Theorem 1 and that
therefore allows for permutation tests. We also present results for the completely randomized
design, which follows as a special case. Second, we consider design- and analysis-based approaches
for incorporating additional covariates, beyond the attribute of interest.
5.1 Stratified randomized designs
The stratified randomized design is an important special case of group formation design that satisfies
the conditions of Theorem 1. Specifically, we consider stratified randomized group formation designs
that, separately for each level of attribute A, assign K group-labels to N units completely at
random. In a trivial setting with a binary attribute and two students per room, this design randomly
assigns one student of each type to each room. More broadly, this design fixes the number na,k
of units with attribute a ∈ A that receive the group-label k ∈ {1, . . . ,K}, where the integers
nA ≡ (na,k) must satisfy the constraint that
∑K
k=1 na,k = |{i ∈ U : Ai = a}|.
Definition 4 (Stratified randomized design). Consider a distribution of group labels, pr(L), that
assigns equal probability to all vectors L such that for every a ∈ A and every group-label k ∈
{1, . . . ,K}, the number of units with attribute Ai = a assigned to group-label k is equal to na,k.
The design pr(Z) induced by such pr(L) is called stratified randomized group formation design, and
is denoted by SR(nA).
The stratified randomized design is a generalization of the design in Section 2.4.2 of Li et al.
(2019) that allows group sizes to vary. As an illustration, Figure 2 shows all possible assignments for
two stratified randomized designs in a setting in which we allocate students with a binary attribute,
A = {0, 1}, to their dorm rooms. On the left, we consider SR(nA) with (n0,1, n0,2) = (2, 0),
meaning that there are two units with attribute Ai = 0 assigned to room 1, and 0 to room 2; and
(n1,1, n1,2) = (1, 2), meaning that that there is one unit with attribute Ai = 1 assigned to room 1,
and two such units assigned to room 2. On the right, we consider SR(nA) with (n0,1, n0,2) = (1, 1)
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Figure 2: Example of supports for two latent distributions pr(L) inducing two stratified randomized
experiments, SR(nA) and SR(n
′
A). For both examples, there are N = 5 units, K = 2 rooms
labelled 1 and 2, and a binary attribute A. Left: (n0,1, n0,2) = (2, 0) and (n1,1, n1,2) = (1, 2). Right:
(n′0,1, n′0,2) = (1, 1) and (n′1,1, n′1,2) = (2, 1).
and (n1,1, n1,2) = (2, 1).
We now show that the stratified randomized design satisfies the conditions of Theorem 1.
Proposition 4. If pr(L) is SA-symmetric, then it induces a stratified randomized group-formation
design SR(nA).
Through Proposition 4 we can invoke Theorem 1, implying that that the induced distributions
pr(W ) and pr(W | U) are Π-symmetric and ΠU -symmetric respectively with Π = SA. Thus, we
can implement Step 3 of both Procedures 1 and 2 simply by permuting the exposure vector.
Procedure 3. To test the global sharp null H0 in a stratified randomized design, follow a variation
of Procedure 1, where in Step 3: (a) we permute the vector W obs = w(Z) only within subvectors
that correspond to units with the same attribute value; and (b) we calculate the test statistic using
the new permuted exposure vector.
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Procedure 4. To test a non-sharp null Hw1,w20 in a stratified randomized design, follow a variation
of Procedure 2, where in Step 3: (a) we permute the vector (wi(Z
obs) : i ∈ U) only within subvectors
that correspond to units with the same attribute value; and (b) we calculate the test statistic using
the new permuted exposure vector.
We can therefore implement the modified Procedures 3 and 4 entirely on the exposure scale.
Specifically, we can permute the subvector of W obs that corresponds to the set of focal units. This
completes the thread initiated in Section 2.3. There, we showed through an example that naively
permuting W obs does not work. Here, Procedures 3 and 4 show that, with appropriate conditioning,
valid permutation tests are possible in stratified designs.
Finally, we now see that the number of units with each exposure nA is the critical design element
of stratified randomized designs. This suggests that if we know which null hypotheses are of interest
a priori, we can choose the parameter nA to maximize power. We discuss this further in the online
supplement.
5.2 Completely randomized designs
Another common design is the completely randomized design, which fixes the overall number of
units nk that receive the group-label k ∈ {1, . . . ,K}, without stratifying on the attribute A.
Definition 5 (Completely randomized design). Consider a distribution of group labels, pr(L), that
assigns equal probability to all vectors L such that for every group-label k ∈ {1, . . . ,K}, the number
of units assigned to group-label k is equal to nk. The design pr(Z) induced by such pr(L) is a
completely randomized group formation design, and is denoted CR(n), with n = (n1, . . . , nK).
As before, the completely randomized design generalizes the design in Section 2.4.1 of Li et al.
(2019) by allowing the size of the groups to vary. Importantly, we can construct a stratified
randomized design from a completely randomized design by conditioning on the number of units
with each level of the attribute in each group. As a result, conditional on nA, we can analyze a
completely randomized group formation design exactly like a stratified randomized design.
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Corollary 1. Consider Zobs ∼ CR(n). The null hypotheses H0 (resp. Hw1,w20 ) can be tested with
Procedure 1 (resp. Procedure 2) as if the design were SR(nA), where nA is the observed number of
units with each value of the attribute A assigned to each group.
This connection is important in practice, since many practical designs are not stratified on
the attribute of interest. In particular, the application we analyze in Section 6.1 uses a complete
randomization design rather than a stratified randomization design.
5.3 Incorporating additional covariates
Finally, we can extend these procedures to incorporate additional covariates, which will generally
increase power. First, the results of Section 4 suggest that we can include covariate information in
the design by extending the stratified randomized design to also stratify on additional covariates.
For example, colleges assigning students to dorms might stratify room assignment on (dichotomized)
gender in addition to prior academic achievement. Specifically, let Ci = ψ(Xi) and for each unit i,
construct the variable Bi = (Ai, Ci). Consider SR(nB), defined as in Definition 4, except that the
design fixes nbk, the number of units with covariate Bi = b assigned to group k. The design SR(nB)
is then SB-symmetric, where SB is the stabilizer of B in the symmetric group S. The following
proposition establishes the connection between SB and SA:
Proposition 5. If B = (A,C) is constructed as above, then SB is a subgroup of SA; in particular,
any SB-symmetric design satisfies the conditions of Theorem 1.
The distributions pr(W ) and pr(W | U) induced are therefore Π-symmetric and ΠU symmetric
respectively, with Π = SB. As in Section 5.1, Step 3 of Procedures 1 and 2 become straightforward,
substituting the constructed covariate B in place of the attribute A.
Second, we can modify the test statistic and other features of the analysis. It is, for instance,
natural to consider a test statistic that stratifies on some discrete covariate of interest. Another
approach is to run our procedures on the residuals from an outcome model, such as linear regression,
rather than on the raw outcomes themselves (Tukey, 1993; Rosenbaum, 2002a). More broadly, we
can tailor the test statistic to the substantive question of interest. For example, in the context
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of testing with a fixed interference structure, Athey et al. (2018) propose using a test statistic
derived from the linear-in-means model (Manski, 1993). Importantly, this does not assume that
the linear-in-means model is correct, merely that this parameterization captures departures from
the null hypothesis.
Remark 2. Another natural approach to accounting for additional covariates in the design stage is
to adopt a form of restricted randomization, such as re-randomization (Morgan et al., 2012). For
instance, let ρX(Z) be a measure of covariate balance associated with assignment Z, and consider
the restricted randomization that samples uniformly among all assignments Z with ρX(Z) ≤ a. Ad-
hoc versions of this design have been used in the literature (Lyle, 2009; Shue, 2013). Such designs,
however, do not satisfy the conditions of Theorem 1 that allow for permutation-based tests because
the Zs satisfying ρX(Z) ≤ a do not form a permutation group in general.
6 Applications
We illustrate our approach by re-analyzing two randomized group formation experiments. The
first application is from Li et al. (2019), who assess the impact of randomly assigned roommates
on student GPA. Our conditional testing approach yields results that are consistent with their
randomization-based estimate. The second application is from Cai and Szeidl (2017), who conduct
a randomized experiment to estimate the effect of social connections on firm performance. As we
discuss, our approach yields qualitatively different results from the corresponding linear-in-means
model estimate.
6.1 Random roommate assignment
Li et al. (2019) explore the impact of the composition of randomly assigned roommates on student
academic performance among students at a top Chinese university. For ease of exposition, we
restrict our analysis to the N = 156 male students admitted to the Department of Informatics,
the largest department in the original data set. The attribute of interest is whether students are
admitted via a college entrance exam (Ai = 1), known as Gaokao, or via an external recommen-
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dation (Ai = 0). Students are assigned to dorm rooms of size 4 via complete randomization, as
described in Section 5.2; that is, the number of students of each background in each room is a
random quantity. The exposure of interest is the number of roommates admitted via the entrance
exam wi(Z) =
∑
j∈Zi Aj . We focus on the null hypothesis H
0,3
0 : Yi(0) = Yi(3), that is, a student’s
end-of-year GPA is the same if he’s randomly assigned to have zero Gaokao roommates versus
three Gaokao roommates. Moreover, following Li et al. (2019), we want to test this null hypoth-
esis separately for Gaokao and recommendation students, which we denote H0,30 (1) and H
0,3
0 (0)
respectively. Table 1 summarizes the observed exposures W obsi among students who are exposed to
either W obsi = 0 or W
obs
i = 3 Gaokao roommmates. Table 2 reports the p-value, Hodges–Lehmann
point estimate, and test inversion confidence interval for the overall null hypothesis H0,30 and the
subgroup null hypotheses H0,30 (1) and H
0,3
0 (0).
Table 1: Distribution of Gaokao (Ai = 1) versus recommendation (Ai = 0) students by observed
exposure, W obsi .
W obsi = 0 W
obs
i = 3
Ai = 0 13 4
Ai = 1 40 5
Table 2: p-values, Hodges–Lehmann point estimates and 95% confidence intervals
p-value estimate confidence interval
H0,30 0.03 −0.32 (−0.65,−0.05)
H0,30 (0) 0.058 −0.37 (−0.74, 0.005)
H0,30 (1) 0.22 −0.29 (−0.8, 0.1)
Our results are substantively close to those obtained by Li et al. (2019). First, our point
estimates are identical to those from Li et al. (2019) by symmetry: for completely randomized
designs, the Hodges–Lehmann estimator constructed from a difference-in-means statistic is the
difference in means. Our p-values and confidence intervals, however, are more conservative, in the
sense of showing weaker evidence against the null. Specifically, Li et al. (2019) find p-values ≤ 0.05
for all three null hypotheses, while we only reject H0,30 at that level. One possible explanation for
this discrepancy is that, while our p-values are exact, Li et al. (2019) instead use an asymptotic
approximation, which may be unwarranted given the small sample size. Finally, if desired we could
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also implement a multiple test correction, noting that the three hypotheses in Table 2 are nested.
6.2 Meeting groups among firm managers
We now turn to the experiment of Cai and Szeidl (2017), in which CEOs of Chinese firms were
randomly assigned to meetings where they discussed business and management practices, with 10
managers per group. Meeting groups were encouraged to meet monthly for a little under a year.
A key question is the sales impact of the quality of the peer firms — which Cai and Szeidl (2017)
measure by number of employees — represented in the meeting group.
The original experimental design was complex and was stratified by, among other things, firm
size (small or large) and firm sector (manufacturing or service) across 26 subregions. We restrict
our analysis to manufacturing firms that were randomly assigned to one of three meeting group
types: (1) all small manufacturing firms, (2) all large manufacturing firms, (3) a mix of small and
large manufacturing firms.4 Let Ai = 1 denote a large firm. We are interested in three exposures
5:
wi(Z) = S if firm i’s peer group is all small firms, wi(Z) = L if firm i’s peer group is all large firms,
and wi(Z) = SL if firm i’s peer group is a mix of small and large firms.
We focus on two null hypotheses of interest, both for subgroups. The first hypothesis is whether
large manufacturing firms benefit from having a mix of large and small manufacturing peers as op-
posed to having only large manufacturing peers, HL,SL0 (1). The second hypothesis is whether small
manufacturing firms benefit from having a mix of large and small manufacturing peers as opposed
to having only small manufacturing peers, HS,SL0 (0). In total, there are 185 small manufacturing
firms (Ai = 0) with an exposure of interest, 96 of which with observed exposure W
obs
i = S, and 89
with observed exposure W obsi = SL. Similarly, there are 143 large manufacturing firms (Ai = 1)
with an exposure of interest, 82 with observed exposure W obsi = SL and 61 with observed exposure
W obsi = L.
Table 3 summarizes the results. For large firms, we find no meaningful impact of having a
mixed size group relative to a group with all large firms. For small firms, we find evidence of a
4Two thirds of the groups had a 4-6 or 5-5 split. Fewer than 10% had a split more extreme than 7-3.
5More precisely, this is a coarsened version of an exposure mapping. We define this rigorously in the online
supplement, and show that the results carry through.
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Table 3: p-values, Hodges–Lehmann point estimates and 95% confidence intervals
Null hypothesis p-value estimate confidence interval
HS,SL0 (0) 0.03 −0.66 (−1.23,−0.1)
HL,SL0 (1) 0.36 −0.35 (−1.1, 0.36)
negative effect of a mixed size group relative to a group with all small firms. By contrast, Cai and
Szeidl (2017) find no overall effect of peer firm size on sales for this same subset of the data—and
in fact find positive effects when they also include service firms in the analysis.
There are several possible reasons for this discrepancy. First, Cai and Szeidl (2017) report the
results from a linear-in-means model, where the group mean of interest is the average (log) size of
peers, rather than the discretized version of size used in the original experimental design. Second,
the overall peer effect they report does not account for possible heterogenous effects on small and
large firms. Third, our exposure mapping ignores possible variation in the mix of small and large
firms under exposure W obsi = SL, though there are relatively few deviations from an even split.
Finally, the online supplement includes additional analyses, including an adjustment for baseline
sales and test statistics that include additional stratification. The results are substantively the same
as those reported here.
7 Discussion
The goal of our paper is to propose valid, permutation-based tests for group formation experiments;
it is one of the first attempts to extend randomization-based methods from causal inference under
interference to peer effects and group formation (see also Li et al., 2019). While a promising first
step, there are nonetheless many open questions.
First, our results motivate new considerations for the design of group formation experiments.
In particular, arbitrary designs do not necessarily satisfy the sufficient conditions we propose for
valid permutation tests. Therefore, researchers who want to use these methods should consider
experimental designs like the stratified and completely randomized designs we discuss in Section 5.
In the online supplement, we argue that there will be additional gains for tailoring the design for
a specific null hypothesis of interest. A more thorough investigation of design considerations is an
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important avenue for further work.
Second, the interpretation of results crucially depends on the exposure mapping. At present,
however, there is little guidance for applied researchers on specifying exposure mappings, in part
because these mappings can be highly context dependent. Thus, developing recommendations for
exposure mappings in practice, as well as assessing sensitivity to those choices, is a necessary next
step. See Savje (2019) for additional discussion of inference with a misspecified exposure mapping.
Third, we focus on null hypotheses that impose a constant effect, usually zero, for all units. A
natural question is how to extend our approach to average (or weak) null hypotheses. For example,
in the no-interference setting, Wu and Ding (2018) propose randomization-based tests for weak null
hypotheses using standardized test statistics. Their results for permutation-based tests suggest that
our testing procedures can also preserve the asymptotic type I error under weak null hypotheses
with appropriately chosen test statistics.
Fourth, our approach is limited to the setting where units are assigned to groups. However,
the group structure might be more elaborate in some situations. For example, we might assign
students to classrooms and then separately assign teachers to those classrooms. Alternatively,
we might be interested in multiple, possibly overlapping groups. One possibility is students nested
within classrooms nested within schools. Another is individuals assigned to multiple meeting groups
rather than just one.
Finally, we have focused entirely on randomized group formation experiments. Randomizing
peers, however, is often infeasible or unethical. Thus, extending these ideas to the observational
study setting, especially sensitivity analysis, is a promising avenue for future work.
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A Additional analyses
The fixed-effect model fit by Cai and Szeidl (2017) adjusts for a number of covariates – this could
explain why the results we obtain are different. To see if this is the case, we ran our test on
the increase in log sales between the endline survey and the baseline survey. If the log sales at
the baseline survey are predictive of the log sales at the endline survey, this should increase the
power of our test. The results are reported in Table 4. We see that the results are substantively
the same as those reported in the main text: adjusting for baseline log-sales does not modify the
results. In addition, we considered a different test statistic that stratifies on the region: that is, it
computes a difference in means within each region, and then compute a weighted sum (weighting
by the number of focal units in each region). The results are reported in Table 5, and are almost
identical to those in Table 4. Finally, we also checked whether the results were affected by using
the difference between log-sales at the midline survey (instead of endline) and the baseline survey.
The results, reported in Table 6, indicate that the p-value for the null hypothesis HS,SL0 (0) is this
time non-significant.
Table 4: p-values, estimates and 95% confidence intervals when outcomes are the increase in log
sales between the endline and baseline surveys.
Null hypothesis p-value estimate confidence interval
HS,SL0 (0) 0.009 −0.6 (−1,−0.18)
HL,SL0 (1) 0.4 0.19 (−0.24, 0.6)
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Table 5: p-values, estimates and 95% confidence intervals when outcomes are the increase in log
sales between the endline and baseline surveys, and the tests statistics stratifies by region.
Null hypothesis p-value estimate confidence interval
HS,SL0 (0) 0.005 −0.61 (−1,−0.19)
HL,SL0 (1) 0.39 0.19 (−0.24, 0.6)
Table 6: p-values, estimates and 95% confidence intervals when outcomes are the increase in log
sales between the midline and baseline surveys.
Null hypothesis p-value estimate confidence interval
HS,SL0 (0) 0.1 −0.3 (−0.64, 0.03)
HL,SL0 (1) 0.9 0.02 (−0.29, 0.34)
B Tailoring the design to specific hypotheses
In Section 5.1, we mentioned that one can increase the power of a test for a certain hypothesis by
specializing the design. For instance, suppose that we only wish to test the null hypothesis Hw1,w20 ,
to the exclusion of all other null hypotheses: that is, we are only interested in contrasting these two
exposures. As we have seen in Section 5.1, for a stratified completely randomized design SR(nA),
step 3 of Procedure 2 can be implemented by randomly permuting the exposures of the focal units
with the same value of the attribute A: in this case, this will be the units with observed exposure
W obsi ∈ {w1, w2}. One way to increase the power of the test for the specific hypothesis Hw1,w20 is
to pick the value of n that maximizes the number of units exposed to w1 or w2.
Consider for instance the setting of our first application in Section 6.1, and suppose that we only
wish to test the null hypothesis H0,30 . In the absence of additional covariate information, we should
consider a stratified randomized design SR(nA) with a value of the parameter nA that guarantees
that a large number of units will receive exposure Wi ∈ {0, 3}. This can be achieved by having, for
instance, the following room repartition:
• 3 rooms with (0, 0, 0, 0),
• 10 rooms with (1, 0, 0, 0),
• 16 rooms with (1, 1, 1, 1),
• 10 rooms with (1, 1, 1, 0).
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Now recall that nA = (na,k). The above room repartition is guaranteed by the following parameter
specification:
• n0,1 = · · · = n0,3 = 4 and n1,1 = · · · = n1,3 = 0,
• n0,4 = · · · = n0,13 = 3 and n1,4 = · · · = n1,13 = 1,
• n0,14 = · · · = n0,29 = 0 and n1,14 = · · · = n1,29 = 4,
• n0,30 = · · · = n0,39 = 1 and n1,30 = · · · = n1,39 = 3.
This leads to the repartition of attributes and exposures summarized in Table 7, which is to be
compared to the Table 1 in the main text. This design ensures a much larger number of units with
the relevant exposures, and will likely yield a more powerful test.
Table 7: Repartition of units by attribute and exposure
W obsi = 0 W
obs
i = 3
Ai = 0 12 10
Ai = 1 64 10
C Relaxing Assumption 1
Throughout this paper, we have operated under Assumption 1; in particular, the potential out-
comes notation used to state the null hypotheses in Equation (4) and Equation (5) relies on this
assumption. We can restate these hypotheses without relying on this notation:
H˜0 : Yi(Z) = Yi(Z
′), ∀Z,Z ′ : wi(Z), wi(Z ′) ∈ W, ∀i ∈ U (13)
and
H˜w1,w20 : Yi(Z) = Yi(Z
′), ∀Z,Z ′ : wi(Z), wi(Z ′) ∈ {w1, w2}, ∀i ∈ U (14)
If Assumption 1 holds, the null hypotheses H˜0 and H˜
w1,w2
0 are equivalent to the null hypotheses
H0 and H
w1,w2
0 ; if it does not hold, the null hypotheses H0 and H
w1,w2
0 are not well defined, while
H˜0 and H˜
w1,w2
0 can still be tested. In fact, the procedures in Section 3 used for testing H0 and
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Hw1,w20 can be used without any modification to test H˜0 and H˜
w1,w2
0 regardless of the validity of
Assumption 1.
The assumption does not affect the mechanics of the test but imposes restrictions on the alterna-
tive hypothesis, affecting the interpretation of rejecting the null hypothesis. In effect, Assumption 1
imposes two levels of exclusion restriction, on the relevant attribute and on the relevant group. In
its absence, failure of the null hypotheses (H0 or H
w1,w2
0 ) can be caused by a number of reasons.
For instance, it could be that the outcomes of unit depend on its group composition in terms of
an other attribute than A, or that A is the relevant attribute but that a unit’s outcome depends
on the composition of groups other than its own. Assumption 1 rules out both of these alternative
channels for peer effects, narrowing the interpretation of rejecting the null.
In summary, it is possible to test the null hypotheses H˜0 and H˜
w1,w2
0 using the procedures in
Section 3, regardless of the validity of Assumption 1. The price paid for the additional flexibility is
that rejecting the null becomes less informative, since the alternative hypothesis includes channels
of interference that were otherwise ruled out by Assumption 1.
D Background on group actions
Section 4 introduced some fundamentals of group theory necessary for the exposition of the method-
ology. The proofs of the results, most notably that of Theorem 1 requires additional concepts in
the theory of group actions. This section introduces the necessary concepts, and states a number
of well-known results that will be used in the proofs. Definitions and theorems are not stated in
full generality, but instead focus on the setting of interest to us.
Recall that S is the symmetric group of all permutations of [N ] ≡ {1, . . . , N}. The group Π we
consider will always be a permutation group, that is, a subgroup of the symmetric group S. The
sets of interest, usually denoted X and Y, will be finite sets of N -vectors. We emphasize that in our
setup, X will always be a finite set, and Π a finite group because it is a subgroup of the symmetric
group of N ! elements.
Definition 6 (Group action on a set). Consider a permutation group Π and a finite set of N -
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vectors, X. A group action of Π on X is a mapping φ : Π ×X → X (usually we will write pi ·X
instead of φ(pi,X)) satisfying the following:
1. for all X ∈ X, e ·X = X where e is the identity element of Π;
2. for all pi, pi′ ∈ Π, and all X ∈ X, pi′ · (pi ·X) = (pi′pi) ·X.
For pi ∈ Π and X ∈ X, the operation pi ·X = (Xpi−1(i))Ni=1 consisting in applying the permutation
pi to the indices of X defines a valid group action, and it is the one we will consider throughout.
Definition 7 (Π-set). A Π-set is a finite set of N -vectors X on which Π acts.
All the sets we consider throughout will be Π-sets.
Definition 8 (Orbits and stabilizers). Let Π be a permutation group, and X a finite Π-set of
N -vectors. If X ∈ X, the orbit of X under Π is defined as
Π ·X ≡ {pi ·X : pi ∈ Π} ⊂ X,
and the stabilizer of X in Π is defined as
ΠX ≡ {pi ∈ Π : pi ·X = X} ⊂ Π.
Recall the definition of a transitive group action in the main text.
Definition 9 (Transitive group action). A group action of Π on finite set X is called transitive if
X = Π ·X for all X ∈ X, i.e., X equals the orbit of any element in X under Π.
We will use is the following Orbit-Stabilizer Theorem. We state a version that is specific to our
setup:
Theorem 2 (Orbit-Stabilizer). Let Π be a permutation group acting transitively on a finite Π-set
of N -vectors X.
1. For all X,X ′ ∈ X, |ΠX | = |ΠX′ | = C a constant. In words, this means that all stabilizers
have the same size.
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2. We already know that for all X ∈ X, Π ·X = X. We also have:
|Π ·X| = |Π||ΠX | =
|Π|
C
.
Finally, a key idea of our manuscript is that certain symmetries in the design are propagated
in the exposure distribution. To formalize this idea, we need a notion of ‘symmetry preserving’
mappings. These are called equivariant mappings:
Definition 10 (Equivariant mapping). Consider a permutation group Π and two finite Π-sets X
and Y of N -vectors. A mapping f : X → Y is called equivariant if f(pi · X) = pi · f(X) for all
pi ∈ Π and all X ∈ X.
E Proof of main results
E.1 Results from Section 3: Proof of Proposition 2
Proposition 2. Procedure 2 leads to a valid p-value conditionally and marginally for Hw1,w20 . That
is, if Hw1,w20 is true and for any Uobs and α ∈ [0, 1], pr{pval(Zobs) ≤ α | Uobs} ≤ α.
Proof. Recall that in Section 3.2, we restrict the test statistic to the focal units. Define m(U | Z) =
1{u(Z) = U}, with u(Z) = {i ∈ U : wi(Z) = w1 or w2}. By definition, we have:
m(U | Z) > 0 ⇒ u(Z) = U ⇒ wi(Z) ∈ {w1, w2},∀i ∈ U
and so in particular, pr(Z | U) > 0 implies that wi(Z) ∈ {w1, w2},∀i ∈ U . So if pr(Z | U) > 0 and
pr(Z ′ | U) > 0, we have wi(Z), wi(Z ′) ∈ {w1, w2} for all i ∈ U , and under Hw1,w20 we then have
Yi(Z) = Yi(Z
′) = Yi(w1) = Yi(w2). This means that under H
w1,w2
0 the test statistic T is imputable.
The result then follows from Theorem 2.1 of Basse et al. (2019).
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E.2 Results from Section 4
E.2.1 Proof of Theorem 1
Lemma 1. Let Π be a subgroup of SA, the stabilizer of the attribute vector A in S, and let pr(L)
be Π-symmetric on its domain L ⊆ {1, . . . ,K}N . For L ∈ L, define w∗(L) = w(Z(L)), where w(·)
is as in Equation (2). Let W = {w∗(L) : L ∈ L}. Then
1. w∗ : L→W is equivariant with respect to Π;
2. Π is transitive on W.
Proof. We prove the two parts of the lemma in turn.
1. We will show that w∗(pi · L) = pi · w∗(L) for all L ∈ L and all pi ∈ Π.
Consider a fixed L ∈ L and pi ∈ Π. By definition, we have:
[w∗(L)]i = {Aj : j 6= i, Li = Lj}. (15)
Moreover, we have
[w∗(pi · L)]i = {Aj : j 6= i, [pi · L]i = [pi · L]j}
= {Aj : j 6= i, Lpi−1(i) = Lpi−1(j)}
= {Api(pi−1(j)) : pi(pi−1(j)) 6= i, Lpi−1(i) = Lpi−1(j)}
= {Api(j′) : pi(j′) 6= i, Lpi−1(i) = Lj′}, (16)
where the last equality holds because pi is a one-to-one mapping so pi(U) = U.
Now comes the crucial step. Because Π is a subgroup of SA, we have pi ∈ SA, then Api(j′) = Aj′ ,
and therefore:
{Api(j′) : pi(j′) 6= i, Lpi−1(i) = Lj′} = {Aj′ : pi(j′) 6= i, Lpi−1(i) = Lj′}. (17)
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Putting things together, we then have:
[w∗(pi · L)]i = {Aj′ : pi(j′) 6= i, Lpi−1(i) = Lj′} by (16) and (17)
= {Aj′ : j′ 6= pi−1(i), Lpi−1(i) = Lj′}
= [w∗(L)]pi−1(i) by (15)
= [pi · w∗(W )]i,
which concludes the first part of the proof.
2. Since pr(L) is Π-symmetric on its domain, it follows by definition that Π is transitive on L;
that is, for any L0 ∈ L, it holds that L = {pi · L0 : pi ∈ Π}. Define W0 = w∗(L0) ∈ W = w∗(L).
Moreover, we have:
{pi ·W0 : pi ∈ Π} = {pi · w∗(L0) : pi ∈ Π}
= {w∗(pi · L0) : pi ∈ Π} since w∗ : L→W is equivariant
= {w∗(L) : L ∈ L} since Π is transitive on L
= W,
that is, Π is transitive on W.
Theorem 1. Let pr(L) denote a distribution of the group labels with domain L ⊆ {1, . . . ,K}N .
Let pr(Z) and pr(W ) be the induced distributions of treatment and exposure, respectively, where
Z = (Z1(L), . . . , ZN (L)) as defined in Equation (12), and W = (w1(Z), . . . , wN (Z)) as defined in
Equation (2). Suppose that pr(L) is Π-symmetric where Π is a subgroup of SA.
1. The marginal distribution of exposure, pr(W ), is also Π-symmetric in its domain.
2. Let U = u(Z) for some Z with pr(Z) > 0, and U = (U1, . . . , UN ), where Ui = 1(i ∈ U).
Then, the conditional distribution of exposure, pr(W | U), is ΠU -symmetric, where ΠU is the
stabilizer of U in Π.
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Proof. For L ∈ L, define w∗(L) = w(Z(L)) where w is as in Equation (2). Define W = {w∗(L) :
L ∈ L}. Since pr(L) is Π-symmetric on its domain and Π is a subgroup of SA, then by Lemma 1,
the mapping w∗ : L→W is equivariant. We now prove the two claims of the theorem in turn.
1. We first show that pr(W ) is Π-symmetric on its domain.
Let L0 ∈ L and W0 = w∗(L0). Since pr(L) = Unif(L) and L = Π · L0, we have:
pr(W0) =
|{L ∈ L : w∗(L) = W0}|
|L|
=
|{pi · L0 : pi ∈ Π, w∗(pi · L0) = W0}|
|L| by transitivity of Π on L
=
|{pi · L0 : pi ∈ Π, pi · w∗(L0) = W0}|
|L| by equivariance of w
∗
=
|{pi · L0 : pi ∈ Π, pi ·W0 = W0}|
|L|
=
|ΠW0 · L0|
|Π · L0| . (18)
The numerator and the denominator of Equation (18) are both orbits, so by the Orbit-Stabilizer
Theorem, we have:
|ΠW0 · L0| =
|ΠW0 |
|(ΠW0)L0 |
and |Π · L0| = |Π||ΠL0 |
. (19)
Because W = w∗(L) and w∗ is equivariant, we have for all pi ∈ Π,
pi · L = L ⇒ pi ·W = pi · w∗(L) = w∗(pi · L) = w∗(L) = W. (20)
Therefore,
(ΠW0)L0 = {pi ∈ ΠW0 : pi · L0 = L0}
= {pi ∈ Π : pi ·W0 = W0 , pi · L0 = L0}
= {pi ∈ Π : pi · L0 = L0} by (20)
= ΠL0 . (21)
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From Equations (18)–(21), we have:
pr(W0) =
|ΠW0 · L0|
|Π · L0|
=
|ΠW0 |
|ΠL0 |
× |ΠL0 ||Π|
=
|ΠW0 |
|Π| .
Furthermore, the numerator of the last expression is a stabilizer, and so an additional application
of the Orbit-Stabilizer Theorem yields:
pr(W0) =
|ΠW0 |
|Π| =
|Π|/|Π ·W0|
|Π| =
1
|Π ·W0|
Finally, recall that by Lemma 1, Π is transitive on W, therefore Π ·W0 = W, and so in conclusion:
pr(W0) =
1
|W| = Unif(W).
Having already established the transitivity of Π on W, we conclude that pr(W ) is Π-symmetric on
W.
2. Second, we show that pr(W | U) is ΠU -symmetric on its domain.
Before the proof, we clarify our notation. As in the statement of Theorem 1, let U = (Ui)
N
i=1
be the N -vector such that Ui = 1(i ∈ U). There is a one-to-one mapping between U and U , so
they can be used interchangeably. In particular, overloading the notation slightly, we will write
U = u(Z), so as to not introduce more notation. The reason why U is a useful representation for U
is that as it is an N -vector, the groups we have been working with so far also act on U . Throughout,
we will replace U by U whenever convenient. Recall that for testing Hw1,w20 , we defined
U = u(Z) = {i ∈ U : wi(Z) = w1 or w2}.
Notice that the function u(·) depends on Z only through W = w(Z). This makes it possible to
define the function m(·) such that U = m(W ) = m(w(Z)) = u(Z). In order to not introduce more
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notation, we will also write U = m(W ).
We have:
pr(W | U) ∝ pr(U |W )pr(W )
∝ pr(U |W )× 1 since pr(W ) = Unif(W) ∝ 1
∝ 1{m(W ) = U},
which implies that pr(W | U) = Unif{W(U)} on the support
W(U) = {W ∈W : m(W ) = U}. (22)
Now notice that for all pi ∈ Π, we have
[m(pi ·W )]i = 1([pi ·W ]i ∈ {w1, w2})
= 1(Wpi−1(i) ∈ {w1, w2})
= [m(W )]pi−1(i)
= [pi ·m(W )]i,
that is, m(pi ·W ) = pi ·m(W ). We apply this result to Equation (22). Let W0 ∈W(U) such that
m(W0) = U . We have:
W(U) = {W ∈W : m(W ) = U}
= {pi ·W0 : pi ∈ Π,m(pi ·W0) = U} since Π is transitive on W
= {pi ·W0 : pi ∈ Π, pi ·m(W0) = U} since m(pi ·W0) = pi ·m(W0)
= {pi ·W0 : pi ∈ Π, pi · U = U} since m(W0) = U
= ΠU ·W0.
This shows that ΠU is transitive on W(U), the support of pr(W | U). Having shown earlier
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that pr(W | U) = Unif{W(U)}, we therefore conclude that pr(W | U) is ΠU -symmetric on its
support.
E.2.2 Proof of Proposition 3
Proposition 3. Suppose that pr(X) = Unif(X) is Π-symmetric in its domain X. Then, for any
X0 ∈ X, it holds:
X ∼ pr(X) ⇔ X = pi ·X0 where pi ∼ Unif(Π). (23)
Proof. Define prΠ(pi) = Unif(Π). Let X0 ∈ X, and denote by prΠ,X0(X) the distribution of X as
described on the right hand side: that is, the distribution of the random variable X obtained by
first sampling pi from prΠ(pi) and then applying pi ·X0.
By definition, since pr(X) is Π-symmetric, the permutation group Π acts transitively on X,
so for any X ∈ X, there exits pi0 ∈ Π such that X = pi0 · X0, which also implies pi−10 · X = X0.
Therefore,
prΠ,X0(X) =
∑
pi∈Π
1(pi ·X0 = X)prΠ(pi)
=
∑
pi∈Π
1(pi · (pi−10 ·X) = X)prΠ(pi)
=
∑
pi∈Π
1(pipi−10 ∈ ΠX)prΠ(pi)
=
∑
pi∈Π
1(pi ∈ ΠXpi0)prΠ(pi)
= prΠ(ΠXpi0),
where ΠX is the stabilizer of X in Π. Since prΠ(pi) = Unif(Π), we have:
prΠ,X0(X) = prΠ(ΠXpi0) =
|ΠXpi0|
|Π| . (24)
We quickly verify that |ΠXpi0| = |ΠX |. Clearly, |ΠX | ≥ |ΠXpi0|, so we only need to verify the other
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direction. Take pi1, pi2 ∈ ΠX such that pi1 6= pi2 but pi1pi0 = pi2pi0. Then this would imply:
pi1pi0 = pi2pi0 ⇒ pi1pi0pi−10 = pi2 ⇒ pi1 = pi2
which is a contradiction. So pi1 6= pi2 implies pi1pi0 6= pi2pi0, which further implies |ΠXpi0| ≥ |ΠX |.
Therefore, |ΠXpi0| = |ΠX |. Applying this to Equation (24), we have:
prΠ,X0(X) =
|ΠX |
|Π| .
By the Orbit-Stabilizer Theorem, |Π ·X| = |Π|/|ΠX |, and so
prΠ,X0(X) = |Π ·X|−1 = |X|−1 = Unif(X) = pr(X).
Note that this reasoning holds for any X0 ∈ X, so this concludes the proof.
E.2.3 Proof of Proposition 4
Proposition 4. If pr(L) is SA-symmetric, then it induces a stratified randomized group formation
design SR(nA).
Proof. Let pr(L) = Unif(L) be a SA-symmetric design. For a ∈ A and k ∈ {1, . . . ,K}, define
the function nak(L) = |{i ∈ U : Ai = a, Li = k}| and nA(L) = (nak(L))a,k. For a conformable
matrix n′A, denote by L(n
′
A) = {L : nA(L) = n′A}. We need to show that there exists n0A such that
L = L(n0A).
Let L0 ∈ L and n0A = nA(L0). We will show that L = SA · L0 = L(n0A).
1. We first show that SA · L0 ⊆ L(n0A).
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For any pi ∈ SA, we have:
nak(pi · L0) = |{i ∈ U : Ai = a, [pi · L0]i = k}|
= |{i ∈ U : Ai = a, [L0]pi−1(i) = k}|
= |{i ∈ U : Api−1(i) = a, [L0]pi−1(i) = k}| since pi ∈ SA
= |j ∈ U : Aj = a, [L0]j = k}| since pi : U→ U is one-to-one
= nak(L0).
So nA(pi · L0) = nA(L0) = n0A and therefore pi · L0 ∈ L(n0A). Therefore SA · L0 ⊆ L(n0A).
2. We then show that L(n0A) ⊆ SA · L0.
This part of the proof is constructive – that is, starting from L ∈ L(n0A), we will construct a
permutation pi ∈ SA such that L = pi · L0.
For L ∈ L(n0A), define Uak(L) = {i ∈ U : Ai = a, Li = k}, so that we have nak(L) = |Uak(L)|.
Since L ∈ L(n0A), we have:
nA(L) = n
0
A = nA(L0)
and so for all a and k we have nak(L) = nak(L0); that is, |Uak(L)| = |Uak(L0)|. This implies that
there exists a bijection piak between the sets Uak(L0) and Uak(L).
Denote by Ua = {i ∈ U : Ai = a}, and denote by p˜iak the natural extension of piak to Ua. That
is for all i ∈ Ua,
p˜iak(i) =

piak(i), if i ∈ Uak(L0),
i, if i ∈ Ua\Uak(L0).
Define pia = p˜ia1p˜ia2 · · · p˜iaK . We can show that:
∀i ∈ Ua, pia(i) =
K∑
k=1
1{i ∈ Uak(L0)}p˜iak(i)
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But since we have:
∀k = 1, . . . ,K, ∀i ∈ Uak(L0), p˜iak(i) = piak(i) ∈ Uak(L) ⊂ Ua
we conclude that pia is a bijection from Ua to Ua. We repeat the same process and extend pia to p˜ia
on U by defining, for all i ∈ U,
p˜ia(i) =

pia(i), if i ∈ Ua
i, if i 6∈ Ua.
Define pi = p˜ia1 p˜ia2 · · · p˜ia|A| . Reasoning as before we see that pi is a bijection from U to U. Moreover,
by construction we have:
pi · L0 = L and pi ·A = A.
So L ⊂ SA · L0. This completes the proof.
E.2.4 Proof of Proposition 5
Proposition 5. If B = (A,C) is constructed as above (in Section 5.3), then SB is a subgroup of
SA; in particular, any SB-symmetric design satisfies the conditions of Theorem 1.
Proof. Let Bi = (Ai, Ci). We have:
pi ∈ SB ⇒ pi ·B = B
⇒ Bpi−1(i) = Bi ∀i
⇒ (Api−1(i), Cpi−1(i)) = (Ai, Ci) ∀i
⇒ Api−1(i) = Ai ∀i
⇒ [pi ·A]i = Ai ∀i
⇒ pi ∈ SA
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which completes the proof.
E.2.5 Proof of Corollary 1
Corollary 1. Consider Zobs ∼ CR(n). The null hypotheses H0 (resp. Hw1,w20 ) can be tested with
Procedure 1 (resp. Procedure 2) as if the design was SR(nA), where nA is the observed number of
units with each value of the attribute A assigned to each group.
Proof. Let pr(L) ∼ Unif(L) inducing the CR(n) design. Let SA be the stabilizer of A in the
symmetric group S, and consider the equivalence relation on L defined by:
L1RL2 ⇔ ∃pi ∈ SA : L1 = pi · L2
which induces a partition {L(1), . . . ,L(Q)}. For any q ∈ {1, . . . , Q} and L(q)0 ∈ L(q), we can verify
that L(q) = SA · L(q)0 so pr(L | L ∈ L(q)) induces a distribution pr(Z) ∼ SR(nA), where n(q)A =
nA(L
(q)
0 ).
With this in mind, consider the function L(L) = ∑Qq=1 1(L ∈ L(q))L(q), and denote Lobs =
L(Lobs). Now define C(L) = (u∗(L),L(L)), where u∗(L) = u(Z(L)), and let Cobs = C(Lobs) =
(Uobs,Lobs). Theorem 2 applies exactly in this setting, using C instead of U , and the p-value:
pval(Zobs; Cobs) = pr
(
T ≥ T obs | Cobs
)
is valid, where the probability is with respect to pr(Z | Uobs,Lobs) which corresponds exactly to
pr(Z | Uobs) that would be obtained if pr(Z) ∼ SR(nobsA ). Moreover, since pr(L | Lobs) is SA-
symmetric, the simplifications of Section 5.1 apply. To conclude, we just need to notice that since
the p-value is valid conditionally, it is therefore valid marginally.
This concludes the proof.
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F Additional results
We state formally and prove additional results that we alluded to in the main text.
Lemma 2. Let Π be a permutation group, and let A and U be two N -vectors. Let Gi = (Ai, Ui)
and define the N -vector G = (Gi)
N
i=1. Then (ΠA)U = ΠG.
Proof. We have:
(ΠA)U = {pi ∈ ΠA : pi · U = U}
= {pi ∈ Π : pi ·A = A, pi · U = U}
= {pi ∈ Π : (Api−1(i))Ni=1 = (Ai)Ni=1, (Upi−1(i))Ni=1 = (Ui)Ni=1}
= {pi ∈ Π : (Api−1(i), Upi−1(i))Ni=1 = (Ai, Ui)Ni=1}
= {pi ∈ Π : (Gpi−1(i))Ni=1 = (Gi)Ni=1}
= {pi ∈ Π : pi ·G = G}
= ΠG.
Lemma 3. Let Π be a permutation group and A an N -vector. Let A = {a1, . . . , a|A|} be the set
of values taken by the elements of A. For all a ∈ A, we define [N ]a ≡ {i ∈ [N ] : Ai = a} with
|[N ]a| > 0. For a ∈ A, let S(a) denote the symmetric group on [N ]a.
1. For all a ∈ A, S(a) induces a permutation group on [N ]. Specifically, any pi ∈ S(a) can be
extended to a permutation p˜i ∈ S by defining:
∀i ∈ [N ], p˜i(i) =

pi(i) if i ∈ [N ]a,
i if i 6∈ [N ]a.
Furthermore, denoting by S˜(a) the extension of S(a) to [N ], the extension S˜(a) is a subgroup
of S.
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2. For a, a′ ∈ A, define S˜(a)S˜(a′) = {p˜ip˜i′ : p˜i ∈ S˜(a), p˜i′ ∈ S˜(a′)} where p˜ip˜i′ denotes the composition
of p˜i and p˜i′. Then S˜(a)S˜(a′) = S˜(a′)S˜(a), and S˜(a)S˜(a′) is a subgroup of S.
3. SA = S˜
(a1) · · · S˜(a|A|).
Proof. We prove the three parts of this lemma in turn.
1. For pi ∈ S(a), the extension p˜i as defined is an element of S and so S˜(a) ⊂ S. Proving that S˜(a) is
a group is straightforward because all the group properties of S˜(a) are directly inherited from S(a).
2. For all p˜i ∈ S˜(a), p˜i′ ∈ S˜(a′), and all i ∈ [N ], we have:
(p˜i′p˜i)(i) = (p˜ip˜i′)(i) =

pi(i) if i ∈ [N ]a,
pi′(i) if i ∈ [N ]a′ ,
i if i ∈ [N ]\([N ]a ∪ [N ]a′).
So S˜(a)S˜(a
′) = S˜(a
′)S˜(a). Then since S˜(a) and S˜(a
′) are both subgroups of S, and they commute, it is
a known result in group theory that S˜(a)S˜(a
′) is a subgroup of S.
3. We proceed in two steps.
First, we show S˜(a1) · · · S˜(a|A|) ⊆ SA.
Let pi = p˜i1 · · · p˜i|A| where p˜ia ∈ S˜(a) for all a ∈ A. We need show that pi ∈ SA. Following the
same reasoning as above, we have:
∀i ∈ [N ], pi(i) =
∑
a∈A
1{i ∈ [N ]a}p˜ia(i)
This implies
Ai = a ⇒ Api−1(i) = Ap˜i−1a (i) = a = Ai, (i ∈ [N ]; a ∈ A)
So in conclusion, pi ·A = A, and so pi ∈ SA.
Second, we show SA ⊆ S˜(a1) · · · S˜(a|A|).
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Let pi ∈ SA. For a ∈ A, define the restriction of pi to [N ]a as
p˜ia(i) =

pi(i) if i ∈ [N ]a,
i if i 6∈ [N ]a.
As above, we can verify that pi = p˜i1 · · · p˜i|A|. In addition, since pi ∈ SA, it holds that for all a ∈ A,
i ∈ [N ]a ⇒ pi(i) ∈ [N ]a,
and so the restriction of pia of pi to [N ]a is a bijection from [N ]a to [N ]a (the fact that it is a
bijection comes from the fact that pi is a permutation); that is, pia ∈ S(a). This, in turns, implies
that p˜ia ∈ S˜(a), which concludes the proof.
Definition 11 (Coarsened exposure mapping). Let w be the exposure mapping of Equation (2),
and define w∗(L) = w(Z(L)). A mapping w˜(Z) = (w˜i(Z))Ni=1 such that w˜i(Z) = g(wi(Z)), where g
is some function, is called a coarsened exposure mapping.
Proposition 6. All the results (theorems, propositions and corollaries) remain unchanged if the
exposure mapping w of Equation (2) is replaced by a coarsened exposure w˜ as defined in Defini-
tion 11.
Proof. For this result to hold, we need to verify a single property for w˜. Let pr(L) be a Π-symmetric
design on L, with Π a subgroup of SA. Define w˜(L) = w(Z(L)) as in Lemma 1 and define:
w˜∗i (L) = w˜i(Z(L)) = g(wi(Z(L))) = g(w
∗
i (L))
Let W˜ = {w˜∗(L) : L ∈ L}. We need to show that w˜∗ : L → W˜ is equivariant. By Lemma 1, we
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know that w∗ is equivariant, and so we have:
[w˜∗(pi · L)]i = g(w∗i (pi · L))
= g([pi · w∗(L)]i) since w∗ is equivariant
= g([w∗(L)]pi−1(i))
= [pi · w˜∗(L)]i
which concludes the proof.
47
