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In a numerical study, we investigate the steady-state generation of nonclassical states of light
from a coherently driven two-level atom in a one-dimensional waveguide. Specifically, we look for
states with a negative Wigner function, since such nonclassical states are a resource for quantum
information processing applications, including quantum computing. We find that a waveguide ter-
minated by a mirror at the position of the atom can provide Wigner-negative states, while an infinite
waveguide yields strictly positive Wigner functions. Moreover, our investigation reveals a connection
between the purity of a quantum state and its Wigner negativity. We also analyze the effects of
decoherence on the negativity of a state.
I. INTRODUCTION
Besides discrete-variable qubit-based setups,
continuous-variable systems have emerged as a promising
alternative for quantum information processing applica-
tions such as quantum cryptography, teleportation, and
quantum computing [1, 2]. While the first two applica-
tions can be performed with Gaussian quantum states,
quantum computing requires non-Gaussian states—or
more specifically, quantum states with a negative Wigner
function—in order to gain an advantage over classical
computing [3, 4]. Well-known Wigner-negative states
include Fock states and Schro¨dinger’s cat-states. These
can be created in cavities [5–8] and propagating modes
by controlled release [9–11]. Special effort has been put
into creation of the single-photon Fock state [12–14] due
to its usefulness for a multitude of quantum information
applications, including quantum computing [15, 16].
Single-photon sources have been engineered for a variety
of different platforms [17–21]. Moreover, propagating
pure superpositions of vacuum, single and two-photons
have been generated in superconducting circuits [22]
and with quantum dots [23]. All of these setups have in
common that they use pulsed excitation. We are instead
interested in steady-state generation of Wigner-negative
states that result from a continuous drive.
Although a method that generates steady-state
Wigner-negative states of light with the help of feedback
has been proposed [24], we wish to look at a much simpler
system that is already experimentally available: a coher-
ently driven two-level atom [25–27]. An excited two-level
system is the simplest model of a single-photon emitter.
However, single-photon states cannot be generated from
it in the continuous driving regime. Despite this, the
resonance fluorescence emitted by this simple system is
well known to exhibit nonclassical properties such as an-
tibunching and squeezing [28–30]. Nevertheless, a char-
acterization of the radiation field in terms of the Wigner
function had not been performed until recently. In a pre-
vious paper, we demonstrated numerically that for cer-
tain parameter regimes, the emission from the two-level
system in front of a mirror is characterized by a nega-
tive Wigner function [31]. Thus, this is a potential im-
plementation for continually generating possible resource
states for quantum computing. In this article, we study
two possible configurations of one-dimensional resonance
fluorescence: a two-level atom in a waveguide and a two-
level atom in front of a mirror. Here we elaborate on
the numerical methods that allow us to reconstruct the
state of the emitted field. In addition, we study the ef-
fects of additional decoherence channels on the two-level
system that are ubiquitous in experiments. In particular,
we discuss a possible circuit-QED implementation.
The article is structured as follows. In Section I A we
briefly introduce the Wigner function and the measure of
negativity. After this, we explain the setup in Section I B.
In Section II, we describe our numerical methods: quan-
tum trajectories and maximum-likelihood estimation for
state reconstruction. In part III we show the main re-
sult: conditions under which Wigner negativity is ob-
served. We then analyze the result in terms of coherent
reflection. We also investigate how decoherence affects
the negativity, and analyze the effect the purity of the
state. Lastly, in Section IV, we summarize and conclude.
A. Quantum phase space and the Wigner function
The phase space formulation of quantum mechanics
offers a framework where the equations of quantum me-
chanical systems can take the same form as classical equa-
tions of motion. As such, the phase space formulation
provides insights into the connection between classical
and quantum mechanics [32–34]. There is a correspon-
dence between quantum operators and classical functions
in phase space [35]; a c-number function in phase space
is related to an operator in Hilbert space by the so-called
Weyl correspondence, and the function is called the Weyl
symbol of the operator [36].
In the phase space formulation, a quantum state is rep-
resented by a quasiprobability distribution. It is referred
to as a quasiprobability distribution because according
to the Heisenberg uncertainty principle, it is not possi-
ble to define a joint probability distribution at a point
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2(x, p) in phase space, since the corresponding operators
xˆ, pˆ do not commute [32, 37]. Unlike true probability
distributions, which are always positive, quasiprobabil-
ity distributions can be negative in parts of phase space.
This is indicative of nonclassicality [37, 38]. The Wigner
function, which is the Weyl symbol of the density matrix,
is such a quasiprobability distribution. We will use it in
this work because its negativity has been shown to be a
resource for quantum computation [39–41]. In order to
quantify the resourcefulness of a particular state, Ref. [41]
defines a resource monotone W called the Wigner loga-
rithmic negativity (WLN)
W = log
(∫
|W (x, p)|dxdp
)
. (1)
It has the property W > 0 when the Wigner func-
tion W (x, p) has a negative part. In our previous
article [31], we used the integrated negativity N =∫ [|W (x, p)| −W (x, p)] dx dp, which is related to the
WLN by W = log(N + 1). While it is also a monotone,
the WLN has the advantage of being additive [41]. Al-
though additivity is not directly relevant for the purpose
of this paper (any metric of Wigner negativity would suf-
fice), we will use the WLN for the possibility to connect
it to the resource theory.
B. Setup
In this setup, a two-level atom is driven by a coherent
field. A coherent state is Gaussian and is thus char-
acterized by a positive Wigner function [42]. To get a
Wigner-negative state from a coherent input, a nonlinear
element is required [1]. Here the nonlinearity is provided
by the two-level atom. In order to utilize the nonlinearity
of the atom to create nonclassical states of light, strong
coupling between the electromagnetic field and the atom
is needed. One-dimensional waveguides facilitate strong
coupling by confining the radiation energy in a small vol-
ume, and also avoids spatial mode mismatch between
incident and scattered fields [26].
We look at two different setups: a two-level atom in an
infinite one-dimensional waveguide, and a semi-infinite
waveguide terminated by a mirror. In our case, the dis-
tance between the atom and the mirror is considered to
be negligible. This, in addition to neglecting effects from
the finite size of the atom, allows for a Markovian de-
scription [43, 44].
The master equation for the Markovian dynamics of
an open quantum system ρˆ is (with ~ = 1) [45–47]:
dρˆ
dt
= −i[Hˆ, ρˆ] +
K∑
k=1
γkD[Lˆk]ρˆ. (2)
The first term on the rhs of Eq. (2) corresponds to unitary
evolution according to the system Hamiltonian Hˆ, and
the second term describes dissipation of information into
the environment, with the superoperator D defined as
D[Lˆ]ρˆ = LˆρˆLˆ† − 1
2
Lˆ†Lˆρˆ− 1
2
ρˆLˆ†Lˆ. (3)
In Eq. (2) there are in total K decay channels, and each
channel k is represented by an operator Lˆk that describes
a decoherence process. We will first only look at photon
emission into the waveguide, represented by the atom
lowering operator σˆ− [see Eq. (5)]. Later in Section III D
we will also consider dephasing as well as nonradiative
losses.
The atom is driven on resonance by a coherent field
from one end of the waveguide. In the rotating frame of
the atom, the Hamiltonian then only consists of the drive
term
Hˆ = −i√γ1Ω(σˆ+ + σˆ−), (4)
where Ω is the drive strength, and
√
γ1 represents the
coupling to the waveguide via the channel k = 1. The
atom will emit radiation as a response to this drive.
1. Atom in an infinite one-dimensional waveguide
In our one-dimensional setup, the infinite waveguide
enables decay into left- and right-propagating modes,
corresponding to two independent decay channels. We
assign the left-going modes to channel k = 1, and right-
going to k = 2. Driving from the left (with a right-going
mode), we can consider the left-going photons as reflected
and the right-going photons as transmitted, see Fig. 1.
The master equation for a two-level atom in this setup
is
dρˆ
dt
= −i[Hˆ, ρˆ] + γ1D[σˆ−]ρˆ+ γ2D[σˆ−]ρˆ. (5)
We look at the case when the decay rates into left-going
and right-going modes are equal, that is, γ1 = γ2 = 0.5.
However, note that we only observe the left-going (re-
flected) field.
2. Atom in a semi-infinite one-dimensional waveguide
We also consider a semi-infinite waveguide, ending with
a reflecting boundary condition at the position of the
atom. This is effectively an atom in front of a mirror, and
consequently, there is only one decay channel—the same
as the driving channel. See Fig. 2. The master equation
is identical to Eq. (5) but with decay rates γ2 = 0 and
γ1 = 1.
C. Input-output formalism
The master equation (2) describes the state of the two-
level atom, but we are interested in the Wigner func-
tion of the state of the radiation field. The input-output
3FIG. 1. The two-level atom in the infinite waveguide is driven
from the left side of the waveguide with strength Ω. Photon
emission into the left occurs with rate γ1, and into the right
with rate γ2. Only the left-propagating radiation is detected.
FIG. 2. The two-level atom in the semi-infinite waveguide
is driven with strength Ω, and has a radiative decay rate γ.
This setup can also be seen as an atom in front of a mirror.
relation connects the two systems [47, 48]. In the in-
finite waveguide we have two output field modes: the
left-going aˆout,1 and the right-going aˆout,2, as shown in
Fig. 1. When driving from the left, the input-output
relations are
aˆout,1(t) =
√
γ1σˆ−(t),
aˆout,2(t) = aˆin(t) +
√
γ2σˆ−(t).
(6)
This gives a relation between the atomic lowering opera-
tor σˆ− and the field operators aˆout,i.
By placing a mirror at the position of the atom, the
left- and right-propagating modes are no longer indepen-
dent, but coupled to each other by the input-output re-
lation
aˆout(t) = aˆin(t) +
√
γσˆ−(t), (7)
where we have removed the subscript because there is
only one decay channel. The input field corresponds to
the coherent drive, with 〈aˆin〉 = Ω.
II. METHOD
We wish to construct the Wigner function of the re-
flected resonance fluorescence in steady-state (ρ˙ = 0) in
the above described setups. As stated in the previous
section, we have indirect information about the state of
the reflected field via the input-output equations. From
this, the state of the field can be inferred by calculat-
ing an infinite hierarchy of time-ordered field correlation
functions. This is clearly impractical; instead we follow a
different approach, and implement one of the commonly
used methods for experimental tomography. There are
several ways to perform experimental Wigner tomogra-
phy; the Wigner function can be directly calculated from
measurements of parity [49–51], field correlations [52–54],
or field quadratures [55–57]. In the optical regime, the
last example corresponds to homodyne tomography.
In this section, we first introduce quantum trajectories
which allow us to simulate quadrature measurements (ho-
modyne detection) of the resonance fluorescence to ob-
tain artificial measurement data. We then explain how
this data is used to reconstruct the density matrix of the
radiation field. Subsequently, the Wigner function is cal-
culated from the density matrix.
A. Quantum trajectories
A quantum trajectory is the path followed by the state
of a quantum system in time. If the state is continuously
monitored, its time evolution will be conditioned on the
measurement result due to backaction. Because quantum
mechanical measurements are inherently nondeterminis-
tic, the system evolution is stochastic. For this reason, a
stochastic master equation (SME) is used to model the
time evolution of a quantum system subject to measure-
ments [46].
1. Quadrature measurement simulations
In homodyne detection, the quadratures of an electro-
magnetic field represented by the bosonic creation (an-
nihilation) operator Aˆ† (Aˆ) are measured continuously.
For tomography purposes, the relevant observable is the
generalized quadrature [58]
Xˆθ =
1√
2
(Aˆ†eiθ + Aˆ e−iθ) = Xˆ cos θ + Pˆ sin θ, (8)
4where Xˆ and Pˆ are the canonically conjugate position
and momentum operators
Xˆ =
1√
2
(
Aˆ† + Aˆ
)
,
Pˆ =
i√
2
(
Aˆ† − Aˆ
)
,
(9)
whose corresponding Weyl symbols x, p span phase
space. The parameter θ selects which quadrature is mea-
sured, and in experimental realizations its value is set by
the phase of a local oscillator [59].
The most general setup considered here corresponds
to a two-level atom which decoheres through K channels
represented by operators Lˆk [see the master equation (2)].
However, only one channel is monitored in our setup.
The conditional state ρˆc which results when only the first
channel (k = 1) is observed is given by [46]
dρˆc =− i[Hˆ, ρˆc] dt+
K∑
k=1
γkD[Lˆk]ρˆc dt+
+
√
γ1H[e−iθLˆ1]ρˆc dW,
(10)
where the measurement superoperator H is [60]
H[Lˆ]ρˆ = Lˆρˆ+ ρˆLˆ† − 〈Lˆ+ Lˆ†〉 ρˆ. (11)
The stochastic nature of the measurement is provided by
the Gaussian random variable dW which has variance dt
and ensemble average E[dW ] = 0. Note that the lat-
ter property ensures that the ensemble average over tra-
jectories correspond to the nonconditional master equa-
tion (2), and the unconditional state ρ = E[ρˆc] is the
average of an ensemble of conditional states for different
trajectories. One solution of the SME (10) corresponds
to one quantum trajectory.
The simulated measurement signal associated
with (10) for Lˆ1 = σˆ−, corresponding to the photocur-
rent in optical homodyne detection, is
dj(t) dt =
1√
2
(√
γ1 〈σˆ+eiθ + σˆ−e−iθ〉dt+ dW
)
. (12)
The deterministic part of (12) is directly proportional to
the generalized quadrature of the continuous field aˆout
through the input-output relation. We now explain how
a bosonic mode Aˆ can be selected out of the continuum
of modes described by aˆout(t).
2. Mode selection
Because the output field is not confined to a cav-
ity, there are no discrete eigenmodes, instead we have
continuous-mode field operators aˆout,k(t) that obey the
commutation relation [aˆout,k(t), a
†
out,k′(t
′)] = δkk′δ(t −
t′) [61]. To get a well-defined state containing a finite
number of photons, a continuous mode must be filtered
to create a wavepacket [62]. A mode function f(t) defines
the temporal profile of the wavepacket [63]. The creation
operator for a photon wavepacket in a particular tempo-
ral mode f is
Aˆ†f =
∫ ∞
0
f(t)aˆ†out(t) dt. (13)
The mode function must be normalized, i.e.∫∞
0
|f(t)|2 dt = 1, for the bosonic mode Aˆf to ful-
fill the commutation relation [Aˆf , Aˆ
†
f ] = 1.
Our choice of mode function is based on the fact that
we monitor the steady-state output, and do not want to
introduce any time-dependence. For this reason, we use
a simple boxcar filter
f(t) =
1√
T
[
Θ(t− t0)−Θ(t− t0 − T )
]
, (14)
where Θ(t) is the Heaviside step function, T is the du-
ration of the measurement, and t0 is the time when the
measurement starts. The filter is constant 1/
√
T within
the time interval [t0, t0 +T ] and zero outside it. Because
the boxcar filter (14) is a real function, we can directly
filter the photocurrent j(t) to obtain the quadratures (8)
of Af . In the numerical implementation, the filtering
and integration simply amounts to to a summation over
a subset of the time steps in the simulation:
J =
∫
dj(t)f(t)→
n∑
i=n0
ji√
T
. (15)
We first let the system evolve without recording the sig-
nal ji from time t = 0 to t = t0 where it has reached
steady state. With a time discretization dt, this corre-
sponds to time step n0 = t0/ dt. After this, the system
evolves until time t = t0+T while the signal is integrated,
finishing at step n = (t0 + T )/ dt.
There is one integrated signal J per trajectory. To
reconstruct a quantum state, repeated measurements on
a large ensemble of identically prepared states must be
performed. This amounts to simulating multiple trajec-
tories. The many integrated photocurrents, which repre-
sent the quadrature values plus noise, are recorded and
sorted into equally sized bins to create a measurement
histogram for each value of θ. The histograms are then
used for the maximum likelihood reconstruction of the
density matrix.
B. Maximum likelihood state reconstruction
For a system in state ρˆ, the measurement histogram of
the observable Xˆθ approximates the probability
Pr(xθ) = 〈xθ|ρˆ|xθ〉 = Tr[Πˆθρˆ], (16)
of detecting the associated eigenvalue xθ, defined by
Xˆθ |xθ〉 = xθ |xθ〉 [46]. In the limit of an infinite number
5of measurements (trajectories) the histogram is identical
to (16). We have also defined Πˆθ = |xθ〉〈xθ|, which is the
projector onto the quadrature eigenstate |xθ〉.
Our aim is to reconstruct the density matrix ρˆ of the
radiation field in the Fock basis { |n〉}. In this basis, the
projector Πˆθ has matrix elements
Πθmn = 〈m|xθ〉 〈xθ|n〉 = ψ∗m(xθ)ψm(xθ), (17)
where ψn(xθ) is the nth harmonic oscillator eigenfunc-
tion in the position basis, multiplied by an additional
phase factor exp(−inθ) [64]. For each θ, the quadrature
Xˆθ is a continuous variable operator with eigenvalues on
the real axis (xθ ∈ R). In order to construct a measure-
ment histogram it is necessary to discretize a region of
the real axis into a finite number of bins. The probability
of observing xθ in bin j is given by
Pr(xθ, j) = Tr[Πˆ
θ,j ρˆ] (18)
where the projector Πˆθ,j has Fock basis matrix elements
obtained by integrating (17) over histogram bin j:
Πθ,jmn =
∫ xθ,j+1
xθ,j
ψm(xθ)
∗ψn(xθ) dxθ. (19)
A measurement histogram contains nθ,j counts per bin
j for a particular phase θ. The corresponding normal-
ized histogram is given by nθ,j/N , with N =
∑
j nθ,j the
total number of counts. As an example, in Fig. 3, we
plot the normalized histogram for a single-photon state
ρˆ = |1〉〈1|. This state is spherically symmetric in phase
space, which means that the histogram is independent
of θ. For a pure single-photon state, the probability to
observe quadrature xθ is Pr(xθ) = |ψ1(xθ)|2; the squared
amplitude of the first excited harmonic oscillator wave-
function. Fig. 3 shows that the normalized measurement
histogram indeed approaches |ψ1(xθ)|2.
Since the state ρˆ determines the measurement statis-
tics of Πˆθ, information about the underlying quantum
state can be extracted from quadrature measurement his-
tograms. A histogram is an approximation of Pr(xθ),
which is in fact a projection of the integrated Wigner
function on a plane in phase space orthogonal to the
measured quadrature. In other words, the integral of
the Wigner function over a certain quadrature xθ+pi/2
gives the probability distribution of measuring the conju-
gate quadrature xθ [65]. The Wigner function is the only
quasiprobability distribution with this property [66].
However, directly calculating the Wigner function from
the histograms is fraught with numerical difficulties; even
small errors can lead to inaccurate and even unphysical
features of the corresponding density matrix: its diag-
onal elements may be found to be negative, and it is
not guaranteed to have trace one [67]. A more robust
method is to use maximum-likelihood estimation [68] to
reconstruct the density matrix, from which the Wigner
function then can be calculated. Maximum-likelihood
estimation of a quantum state is a method of statistical
FIG. 3. Normalized histogram of the integrated signals from
1000 quantum trajectories of an initially excited two-level
atom by using Eq. (10) with zero drive. The dashed line
corresponds to the theoretical probability Pr(xθ) = |ψ1(xθ)|2
for a field in a single-photon state.
inference for finding the density matrix ρˆ that maximizes
the likelihood that, given a particular set of measurement
histograms represented by nθ,j , the system was prepared
in state ρˆ [69]. The likelihood functional to be maximized
is defined as
L(ρˆ) =
∏
j,θ
Tr[Πˆθ,j ρˆ]nθ,j . (20)
Maximizing the likelihood (20) is equivalent to minimiz-
ing the statistical distance between (normalized) mea-
surement data nθ,j and probabilities (18) predicted from
the quantum state ρˆ [69].
The matrix elements of the projectors Πˆθ,j were ob-
tained by evaluating the integrals (19) numerically with
the trapezoidal rule. These projectors, along with
the histogram data nθ,j , was used to reconstruct the
maximum-likelihood density matrix with the iterative
method presented in Ref. [64]. The initial density ma-
trix was chosen to be the normalized identity matrix,
and we stopped the iterations when the Frobenius norm
‖A‖F =
√
Tr(AˆAˆ†) of the difference between two con-
secutive density matrices was less than 10−6. To get
sufficient tomographic data, the phase angle θ was var-
ied between 0 and 90° [58], divided into 20 increments
of 4.5°. We ran between 500 and 1000 trajectories per
phase θ, and used histograms with 100 bins over the
range xθ ∈ [−5, 5], which was suitable for the explored
parameter regimes of drive strength Ω and integration
time T . A link to the code used for the trajectory simula-
tions and maximum-likelihood estimations can be found
in Ref. [70].
When the density matrix ρˆ of the radiation field in the
Fock basis has been obtained, the corresponding Wigner
6function is calculated numerically as
W (x, p) =
∑
mn
ρˆmnWmn(x, p), (21)
where the expression for Wmn is given in Appendix A.
III. RESULTS AND DISCUSSION
In this Section we present and explain the results of
the numerical study. First we present the main result—
the absence and presence of Wigner negativity in the
resonance fluorescence for the infinite and semi-infinite
waveguides, respectively. We find the optimal drive
strength Ω and integration time T to maximize the WLN,
and explain this value of Ω by minimizing the coherent
part of the resonance fluorescence. We then describe how
the purity of the state influences the Wigner negativity.
Finally, we look at the effects on the WLN that comes
from adding additional decoherence channels due to pure
dephasing and nonradiative decay through coupling be-
tween the atom and the environment.
A. Wigner negativity
1. Atom in an infinite one-dimensional waveguide
In this setup we observe no Wigner negativity for any
parameter settings. A way to understand this is that
the presence of an unobserved decay channel leads to an
additional admixture of vacuum into the state (the vac-
uum state is Gaussian and has a positive Wigner func-
tion). Imagine we place an excited two-level atom in
a 1D waveguide and let it decay. The atom relaxes to
the ground state by emitting a photon. If there is only
one decay channel, this spontaneous emission has a well-
defined temporal profile: exponential decay. Using this
profile as the temporal mode function for the homodyne
mode selection allows reconstruction of the single pho-
ton [54, 71].
However, in the infinite waveguide, there are two de-
cay channels with decay rates γ1 and γ2. The prob-
ability to observe a single photon in decay channel 1
is ρ1 = γ1/(γ1 + γ2). When monitoring only this end
of the waveguide, regardless of the choice of temporal
mode function, the single-photon state cannot be recon-
structed. The reason for this is loss of information due
to the nonzero probability of decay into the other end of
the waveguide. In other words, the possibility of decay
into channel 2 will make the observed state a statistical
mixture of a single photon and vacuum, the latter with
probability ρ0 = γ2/(γ1 + γ2).
The Wigner function for a statistical mixture in the
{|0〉 , |1〉} subspace is W = ρ0W0 + ρ1W1, where W0,
W1 are the Wigner functions for the vacuum and single
photon states, respectively. Its analytical form is [72]
W (x, p) =
1
pi
e−(x
2+p2)[ρ0 − ρ1 + 2ρ1(x2 + p2)] =
=
1
pi
e−(x
2+p2)[1 + 2ρ1(x
2 + p2 − 1)],
(22)
where ρ0 + ρ1 = 1 was used for the second equality. We
can see from Eq. (22) that the maximum negativity oc-
curs at the origin, and the condition for negativity to
be present is ρ1 > 0.5. In our setup, we have equal de-
cay rates γ1 = γ2, meaning there is an equal probability
for the excited atom to emit a photon into either end of
the waveguide. This gives gives ρ0 = ρ1 = 0.5 and the
strict inequality is unfulfilled, meaning that the Wigner
function will always be nonnegative for an excited atom
decaying into this infinite waveguide.
In the case of a continuous drive, in addition to the loss
of information into the unmonitored decay channel, there
is an additional vacuum contribution resulting from the
drive itself. An initially excited two-level atom emits a
single photon in a well-defined temporal profile (exponen-
tial decay). As mentioned, this allows for perfect mode
matching and thus reconstruction of the single-photon
state. However, when driven continuously, the atom is
repeatedly excited and deexcited through both sponta-
neous and stimulated emission. This adds uncertainty
in the time of photon emission such that there is no sin-
gle well-defined temporal mode function for emission into
the waveguide. Failure to exactly mode-match the single-
photon state leads to additional vacuum noise [67, 73],
suggesting that the case with a continuous drive will pro-
duce an observed quantum state with a larger vacuum
contribution than the case with the simply excited atom.
This hints toward only Wigner-positive states being at-
tainable from this setup.
2. Atom in a semi-infinite one-dimensional waveguide
With the atom in a in a semi-infinite one-dimensional
waveguide, we observe Wigner negativity for a range of
parameter combinations (Ω, T ). Fig. 4 shows a map of
the WLN as a function of (Ω, T ). The decay rate is fixed
to γ = 1.
The maximum WLN occurs for T around 4 and Ω =
1/
√
8 ' 0.35. The Wigner function for the correspond-
ing state is displayed in Fig. 5, where the negative part
is clearly visible. Why the particular integration time
T = 4 is favorable is not known to us, but the optimal
drive strength Ω can be understood in terms of coherent
reflectance: the highest WLN appears when the coher-
ent reflectance is zero. This is further explained in the
following section.
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FIG. 4. The WLN as a function of drive strength Ω and
integration time T . The distance between time points is 0.2,
and for Ω the spacing is 0.1. The unit is γ = 1. A Gaussian
interpolation is used to smoothen the data.
FIG. 5. Wigner function of the reconstructed state for T =
4, Ω = 1/
√
8 for the atom in a semi-infinite waveguide, with
unit γ = 1. This is the most negative state produced with
this setup. The density matrix populations of this state are
displayed in Fig 7.
B. Coherent reflectance
In classical radiation theory, when an atom is irradi-
ated, dipole oscillations are induced in the atom which in
turn reemits the light at the same frequency and phase as
the drive field. This is elastic and coherent scattering. In
the quantum theory, light scattered of a two-level atom
consists of two contributions: the first one is the coher-
ently scattered field, given by the average dipole moment
〈σˆ−〉, which is proportional to the scattered field ampli-
tude 〈aˆout〉. But quantum fluctuations also have to be
taken into account. The second contribution, which is in-
coherent in the sense that there is no fixed phase relation
between the drive and scattered field, comes from spon-
taneous emission which occurs when the excited atom in-
teracts with vacuum fluctuations of the surrounding elec-
tromagnetic field [74]. To alleviate the notation, we now
drop the subscript for the output field aˆout. The fluctu-
ating field can be written as δaˆ = aˆ−〈aˆ〉. The number of
incoherent photons ninc is then related to the fluctuations
by ninc = 〈δaˆ†δaˆ〉 = 〈aˆ†aˆ〉 − 〈aˆ†〉 〈aˆ〉. When ninc = 0, the
first-order correlation factorizes: 〈aˆ†aˆ〉 = 〈aˆ†〉 〈aˆ〉. This
is the definition of a first-order coherent field [62, 75].
With this definition we characterize the incoherent part
of the emission as the part of the emission which is not
first-order coherent. The coherent part of the system
response corresponds to the time-independent contribu-
tion from the steady-state two-time correlation function
〈aˆ†(t)aˆ(0)〉, as calculated in Ref. [31]. The same result
can also be achieved without having to calculate the two-
time correlation, the field expectation value 〈aˆ〉 will suf-
fice. To do this, we define the coherent reflectance r.
Since we have continuous modes, the quantity we will
look at is the photon flux nˆ(t) = aˆ†(t)aˆ(t), rather than
the photon number. But for simplicity, we omit the time
argument in the following.
The total reflected power R is the ratio between the
output and input flux. When the input is a coherent
field with mean intensity Ω2, we have
R =
〈aˆ†aˆ〉
〈aˆ†inaˆin〉
=
〈aˆ†aˆ〉
Ω2
. (23)
We can split the output photon flux 〈aˆ†aˆ〉 into its inco-
herent and coherent parts, as described above:
R =
ninc + ncoh
Ω2
=
ninc
Ω2
+
|〈aˆ〉|2
Ω2
=
ninc
Ω2
+ r2 (24)
where we define
r =
|〈aˆ〉|
Ω
(25)
as the coherent reflectance. If r = 0, which occurs when
〈aˆ〉 = 0, the reflected field is entirely incoherent. We call
the drive strength Ω for which r = 0 the incoherent drive
point. If r = 1, the reflection is instead fully coherent.
To calculate the coherent reflectance, we utilize the
input-output relation (7) to get
r =
|Ω +√γ 〈σˆ−〉|
Ω
. (26)
Since we are interested in the steady state, we solve
〈σˆ−〉ss from the equation 〈σ˙−〉 = Tr[σˆ−ρ˙] with ρ˙ = 0,
using the master equation (2). The result is
〈σˆ−〉 = −
2Ω/
√
γ
1 + 8Ω2γ
, (27)
and inserting this in Eq. (26) gives the coherent re-
flectance
r = |1− 2
8Ω2 + γ
|. (28)
8When r = 0, the coherent part of the reflected field is
zero due to destructive interference between the field re-
flected by the atom and the field reflected by the mir-
ror [76]. Solving for the driving power where r = 0
gives Ω = γ/
√
8. With γ = 1, this is approximately
Ω ' 0.35. This coincides with the point where we observe
the largest negativity (see Section III A 2). This means
that by canceling the coherent response from the system
emission, it is possible to maximize its negativity. Hav-
ing the largest negativity when the coherent reflectance
r is zero makes sense intuitively, since a coherent state
has a positive Wigner function.
In Appendix B you can find a comprehensive discussion
on what it means for the reconstructed state to be fully
incoherent as defined by 〈aˆ〉 = 0.
C. Purity
The states that are created in our setup are gener-
ally multiphoton states. For states of this kind, it is
difficult to determine under which conditions their cor-
responding Wigner functions become negative. To un-
derstand the origin of negativity, we can restrict to the
two-dimensional Fock space spanned by {|0〉 , |1〉} which
simplifies the analysis. For states in this subspace, it is
clear that the nonclassicality is due to the single-photon
contribution. Nevertheless, it should be noted that the
negativity of a state does not only depend on the popu-
lations but also on the coherences, i.e. the off-diagonal
elements in the density matrix. Here we show that the
amount of coherence determines the photon populations
required for the state to be Wigner-negative, and hence
the purity of the state strongly influences the negativity.
Both the populations and the coherences of a state
determine the purity. A general state in the subspace
{|0〉 , |1〉} is described by a density matrix of the form
ρ =
( |α|2 fα∗β
fαβ∗ |β|2
)
, (29)
where the populations are |α|2 = ρ0 and |β|2 = ρ1, and
ρ0 + ρ1 = 1. The parameter f ∈ [0, 1] modulates the
coherence between the states |0〉 and |1〉. For f = 1,
we have a pure superposition of |0〉 and |1〉, while for
0 ≤ f < 1 we have a mixed state. For f = 1, the purity
of the state is not affected by the populations. However,
this is not the case for f < 1 where the purity varies with
the photon content (see insert in Fig. 6). The minimum
purity of 0.5 is obtained by a maximally mixed state:
f = 0 and ρ0 = ρ1.
As an example of how coherences affect the photon
content needed to achieve Wigner negativity, we show
the WLN for different values of f in Fig. 6. In the figure
it can be seen that in order to get W > 0 with the sta-
tistical mixture given by f = 0, we are required to have
ρ1 > 0.5, which implies ρ1 > ρ0. This was already dis-
cussed in Section III A 1. On the other hand, for a pure
state there is no such restriction, and the Wigner function
becomes negative already with a minuscule single-photon
population. All other states with 0 < f < 1 lie between
the curves for the pure state and statistical mixture.
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FIG. 6. Integrated negativity of a pure state (dashed line)
and two different statistical mixtures of |0〉 and |1〉 (dotted
and solid line) as a function of the single-photon probability
ρ1. The negativities only coincide when the state is vacuum
or single-photon with purity 1. Larger values of f requires a
smaller single-photon population in order for the state to be
Wigner-negative. Insert: The purity of the same states as a
function of the single-photon probability ρ1.
We can use this to understand our results. With the
optimal drive strength Ω = 1/
√
8, consider T = 1.8
which is the integration time for which Wigner negativ-
ity starts to become noticeable (in the sense that the
WLN reaches a value over 0.0001). As can be seen in
Fig. 7, the two-photon contribution is negligible for this
state, which means our previous argument can be ap-
plied. For this state, the vacuum population is larger
than the single-photon population which is ρ1 = 0.4.
From the reconstructed density matrix elements we can
calculate f = |ρ01|/√ρ0ρ1 ≈ 0.76, which is consistent
with observing negativity for ρ1 < 0.5. However, for
this value of f negativity should start to be discernible
already for ρ1 = 0.3 according to the theoretical line in
Fig. 6. This discrepancy could be attributed to variations
in the reconstructed density matrices (see Appendix C).
In Fig. 7 we also plot the populations of the most
Wigner-negative state we observed, obtained with the
integration time T = 4. It is a multiphoton state; the
single-photon population is the dominant one, but there
is also a non-negligible two-photon population, demon-
strating that this setup can provide Wigner-negative
states outside of the {|0〉 , |1〉} subspace.
Purity is central for understanding the reduction in
negativity that occurs when a dephasing channel is
9FIG. 7. The diagonal elements of the density matrix for
the reconstructed states with Ω = 1/
√
8 in the semi-infinite
waveguide. T = 1.8 is the integration time for which negativ-
ity is no longer negligible. Integration time T = 4 gives the
state with maximum observed negativity. The unit is γ = 1.
Inset: Wigner function for T = 1.8. The Wigner function for
T = 4 is showed in Fig. 5.
added, as will be explained in the following section.
D. Additional decoherence channels
Since we only observe Wigner negativity in the semi-
infinite transmission like, we restrict to this setup from
here on. So far, the only decay channel in this system
has been decay into the monitored waveguide. However,
in realistic systems there are always other, unwanted loss
mechanisms that affect the emission into the monitored
channel. Since decoherence is the process that transforms
a quantum state into a classical state [77, 78], it can be
expected that it will reduce the Wigner negativity. In
this section we investigate the effects of two additional
unmonitored decoherence channels, pure dephasing and
nonradiative decay. We explore the effect these decay
channels have on the negativity at the drive strength Ω =
1/
√
8 that is optimal without decoherence, and relate the
results to decoherence rates in a realistic superconducting
device.
1. Pure dephasing
We calculate the coherent reflectance with dephasing
present in the system. Again solving for the steady-state,
but now with the master equation
ρ˙ = −i[H, ρ] + γD[σˆ−]ρ+ Γφ
2
D[σz]ρ, (30)
where Γφ is the pure dephasing rate, we get (setting
γ = 1)
〈σˆ−〉 = −2Ω
8Ω2 + 2Γφ + 1
. (31)
Using the input-output relation (7) we get
r =
|〈a〉|
Ω
= |1− 2
8Ω2 + 2Γφ + 1
|. (32)
Plotting Eq. (32) for different dephasing rates in Fig. 8,
we see that dephasing shifts the incoherent point towards
lower values of Ω.
FIG. 8. Coherent reflectance r as a function of drive strength
Ω for three different dephasing rates Γφ (in units of γ = 1),
from Eq. (32). The zoom-in shows that the coherent re-
flectance is zero at different drive strengths for different de-
phasing rates.
In our numerical experiments, the effect of pure de-
phasing is reduced negativity for the emitted field, as
can be seen in Fig. 9 for a fixed drive strength. Af-
ter the analysis in Section III B, it would seem natural
to assume that the reduction in negativity observed in
Fig. 9 is due to decreased incoherent emission, since the
incoherent point is shifted when dephasing is introduced.
However, this is not the case, as we did not see improve-
ment in negativity when driving at the new incoherent
points (not shown). The reason for this is that the intro-
duction of pure dephasing only affects the off-diagonal
elements (coherences) in the atom density matrix, de-
creasing the purity. This translates into reduced coher-
ences in the radiation field density matrix [see Fig. 10],
while the populations are kept intact. Again looking at
the example of the two-dimensional Fock subspace, loss
of coherence means that a larger single-photon popula-
tion is required for the state to be Wigner-negative, as
showed in Section III C. But with a fixed drive strength,
the single-photon population is fixed, so the negativity of
the state is diminished.
2. Decoherence in a superconducting device
To conclude, we will discuss a realistic implementation
in a circuit-QED setup [79, 80]. We consider a transmon
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FIG. 9. The WLN for different integration times and fixed
Ω = 1/
√
8, with different dephasing rates Γφ, in units of
γ = 1. It is clear the WLN decreases with increasing de-
phasing rate. In this plot, each data point is an average over
50 reconstructions. See Appendix C for a discussion of this.
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FIG. 10. Simulation results for fixed T = 4 (unit γ = 1).
The purity of the atom decreases with increased dephasing
rate Γφ, with subsequent reduction of purity for the emitted
radiation as well. The purity is also highly dependent on the
drive strength.
qubit coupled to the end of a 1D transmission line. Along
with pure dephasing, in an experimental setup there will
also be losses due to nonradiative decay. Nonradiative
losses correspond to an unmonitored decay channel, and
as we saw in Section III A 1, this results in a reduced
Wigner negativity in the monitored decay channel. Ad-
ditionally, as seen in the previous Section III D, the effect
of dephasing is also reduced negativity in the observed
state. Nevertheless, if the dephasing rate Γφ and decay
rate Γn of the unmonitored channel are small compared
to the radiative decay rate (Γφ, Γn  γ), Wigner nega-
tivity can still be preserved. Fortunately, in a supercon-
ducting device, the ratio of the dephasing and nonradia-
tive decay rates to the radiative decay rate can be very
small [81]. We consider a sample device with measured
decay rates
Γn + 2Γφ = 89 kHz, (33)
and radiative decay rate γ = 1 MHz. However, devices
can be manufactured with a radiative decay rate up to
20 MHz while keeping the relation (33); this would re-
sult in barely any reduction of negativity compared to
the ideal case with no unwanted decay channels. Fig-
ure 11 shows the WLN for different rates of both these
nonradiative decay processes, constrained to satisfy (33).
Even for the smaller value of γ, some negativity is still
present. This suggests that Wigner-negative states from
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FIG. 11. The WLN for different integration times and fixed
Ω = 1/
√
8 (in units of γ, see legend), with both nonradiative
decay and dephasing according to the relation (33). The solid
lines show radiative decay rate γ = 1 MHz, and the dashed
lines show γ = 20 MHz. The gray dotted line shows the
WLN without the additional decoherence. With γ = 20 MHz,
the decoherence decay rates are comparatively very small and
thus barely affect the WLN.
one-dimensional resonance fluorescence can possibly be
11
generated in an experimental circuit-QED setup.
IV. CONCLUSIONS
In this work, we have numerically studied the steady-
state resonance fluorescence from a resonantly driven
two-level system in a one-dimensional waveguide, with
the purpose of generating quantum states that are non-
classical in the sense that they have a negative Wigner
function.
The quantum state of the two-level system was evolved
in time by solving the stochastic master equation for ho-
modyne detection. After steady-state had been reached,
the homodyne measurement results of the output res-
onance fluorescence were recorded for a time T , and
maximum-likelihood estimation was used to reconstruct
the density matrix of the output field. From the den-
sity matrix, the Wigner function of the resonance flu-
orescence was calculated. Recently, an alternative for-
malism for the study of filtered propagating modes was
introduced [82]. We have confirmed our results with this
method.
Because quantum states with a negative Wigner func-
tion have been identified as a necessary resource to
achieve a quantum speedup for continuous variable quan-
tum computing [3, 4], we investigated in which parame-
ter regimes Wigner-negative states can be generated. For
our two setups, we found that producing states belonging
to this class is only possible with the semi-infinite waveg-
uide. In particular, maximum negativity is achieved
when the coherent response from the system is entirely
suppressed. On the other hand, with an infinite waveg-
uide we only observed positive Wigner functions, due to
the contribution of vacuum that appears when only mon-
itoring one side of the transmission line.
We showed that the purity of the state affects the neg-
ativity. A state with high purity can exhibit Wigner-
negativity even when having a large vacuum contribution
that would render a mixed state positive. Furthermore,
we examined the effects of decoherence—specifically,
pure dephasing and nonradiative decay. While decoher-
ence in general reduces the negativity, we found that if
the decoherence rates are much smaller than the radiative
decay rate, which is realistic for superconducting devices,
the impact on negativity can be negligible.
This setup is appealing due to its simplicity, with res-
onance fluorescence having already been observed exper-
imentally with trapped ions [25], superconducting cir-
cuits [26] and quantum dots [27]. However, while the
setup can generate Wigner-negative states, it is not yet
clear how to utilize them for quantum information pro-
cessing. Together with Gaussian operations which are
relatively easy to implement, an additional non-Gaussian
operation is required for universal quantum computa-
tion [1]. This type of operation can be created by non-
Gaussian, or Wigner-negative, states via gate teleporta-
tion. There are known protocols to implement the lowest
order non-Gaussian gate, the cubic phase gate, by pro-
ducing resource states such as the cubic phase state [83–
85]. The challenge remains to design a protocol that can
generate a useful non-Gaussian operation from our type
of state. Another possibility is that the states could be
used for resource concentration, where less resourceful
non-Gaussian states are used to produce more resource-
ful outputs by only Gaussian operations [41]. For further
work, it would also be of interest to investigate whether it
is possible to optimize the temporal mode filter function
to maximize the Wigner negativity.
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Appendix A: Wigner function in the Fock basis
For a state
ρ =
∑
nm
ρnm |n〉〈m| (A1)
where |n〉 is a Fock basis state, the corresponding Wigner
function can be expressed as
W (x, p) =
∑
mn
ρmnWmn(x, p), (A2)
with the matrix elements Wmn given by
Wmn =
1
pi e
−(x2+p2)(−1)m
√
2n−mm!n! (x− ip)n−mLn−mm (2x2 + 2p2), n ≥ m,
Wmn =
1
pi e
−(x2+p2)(−1)n
√
2m−n n!m! (x+ ip)
m−nLm−nn (2x
2 + 2p2), n < m.
(A3)
Appendix B: Coherence, incoherence and phase
space
We would like to clear up confusion than could poten-
tially arise from using the descriptions ”coherent” and
”incoherent” in different contexts. There are two prop-
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erties that are commonly referred to as ”quantum co-
herence”. For general quantum states, what is called
quantum coherence is phase information encoded by the
off-diagonal elements of the density matrix. In the field
of quantum optics, the concept of coherence introduced
by Glauber [86, 87] is related to the classical possibility of
producing interference fringes when two fields are super-
imposed [75]. There are different orders of this quantum
optical coherence: first-order coherence, second-order co-
herence, and so on. In particular, a state is nth-order
coherent when its nth-order correlation function factor-
izes. Quantum coherence of both kinds are linked to the
possibility of interference, but of probability amplitudes
instead of field amplitudes as in the classical setting. We
have used both definitions of coherence: in Section III B
we used first-order coherence of the resonance fluores-
cence, and in Section III C and forward we used quantum
coherence between Fock states.
For a state carrying no phase information, for instance
a Fock state, the Wigner function is symmetric in phase
space. With our setup at the incoherent drive point, all
of the emitted radiation is incoherent in the sense that
there is no phase relation between the average emitted
field and the drive. Despite this, the observed states
are not symmetric in phase space (as seen in Fig. 5).
This is because while there is no phase relation between
the average field and the drive, there can still be cor-
relations between subsequently emitted photons. The
second-order correlation function g(2)(τ) describes cor-
relations between photons. When g(2)(τ) = 1 the photon
emissions are uncorrelated. While the g(2)-function for
resonance fluorescence stabilizes at 1 for some τ∗ > 0,
resonance fluorescence exhibits antibunching of photons,
as indicated by g(2)(0) = 0 [28, 88]. Consequently, there
are correlations between photons emitted with a time dif-
ference shorter than τ∗, and thus it is natural that the
final state measured over a time T . τ∗ contains coher-
ences.
1. Coherent displacement
For the results so far, we have simulated detection of
the atomic emission only, i.e. ignored the reflected drive
field since it only shifts the Wigner function in phase
space without affecting the negativity (shown in [31]).
In this section we include the drive, and also allow it to
be complex by adding a phase: Ω = |Ω|eiϕ, such that
with γ = 1 the Hamiltonian in Eq. (4) becomes Hˆ =
−i(Ωσˆ+ + Ω∗σˆ−).
While the maximally negative state is not symmetric
in phase space, it is centered around the origin. This is
because 〈Aˆf 〉 = 0 at the incoherent drive point. In fact,
all states are displaced from the origin by
∆ =
√
2 〈Aˆf 〉 =
√
2T
(
|Ω| − 2|Ω|
1 + 8|Ω|2
)
, (B1)
where the
√
2 is due to the normalization chosen for the
quadratures in (9), and the factor of
√
T comes from in-
tegrating (13) over our choice of filter function (14). In
(a) Reconstructed state for T = 100 and Ω = 0.05. It has fidelity
0.95 with a coherent state with the same number of photons.
(b) Reconstructed state for T = 30 and Ω = 0.5. It has fidelity 0.18
with a coherent state with the same number of photons.
FIG. 12. States displaced from the origin on a line in phase
space given by the phase ϕ = 5pi/4 of the driving field, in the
direction given by the sign of 〈Aˆf 〉 in (B1). The lengths of
the arrows are given by ∆.
the very weak driving regime, the atom scatters essen-
tially all of the incoming field coherently (see Fig. 8). A
coherent state |α〉 has |α|2 photons and is displaced from
the origin by
√
2|α|. The number of photons sent by the
drive field to be reflected during a time T is TΩ2. When
reflected coherently, the observed state is expected to be
displaced by
√
2T |Ω|. This is confirmed by simulations,
and also by taking the limit of Ω 1 in Eq. (B1), which
gives ∆ = −√2TΩ. For a real drive Ω which we used be-
fore, the state is shifted in the negative x-direction. The
direction is determined by the phase ϕ of the driving field.
In Figs. 12, the phase is ϕ = 5pi/4. Figure 12a shows the
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displacement of a reflected approximately coherent state,
and Fig. 12b shows the same type of displacement for an
example state that is not coherent, visualizing that the
displacement of any type of state is given by Eq. (B1).
Appendix C: Precision of the maximum-likelihood
reconstruction
The fact that outcomes of quantum mechanical mea-
surements are inherently random, combined with only
having a finite number of measurements, induce a statis-
tical uncertainty in the result of the maximum-likelihood
state reconstruction. Quantifying the uncertainty for
quantum tomography is not straightforward and there
are many theoretical approaches [89–94]. In practice, the
simplest way is to use the bootstrapping method : gener-
ating an ensemble of simulation results with the same
parameter settings and report the variation of the recon-
structed density matrices [95]. Here we do this for the
maximally negative state at the incoherent point, recon-
structed 80 times. We also compare the spread in the
results for 500 vs. 1000 simulation trajectories, and 20
vs. 40 tomography angles.
Figure 13 shows a boxplot of the pairwise fidelities be-
tween all 80 states. Using 1000 trajectories in the simu-
lations clearly reduce the variance compared to 500 tra-
jectories. There is however no clear difference between
using 20 and 40 angles for the tomography.
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FIG. 13. Pairwise fidelitites between 80 reconstructions from
the atom in the semi-infinite waveguide at the incoherent
point. The box shows the quartiles of the dataset while the
whiskers extend to show the rest of the distribution. The
horizontal line indicates the median. The histogram of the
leftmost box (500 trajectories and 20 angles) can be seen in
Fig. 14.
The distribution of pairwise fidelities for the 80 simu-
lations with 500 trajectories and 20 angles can be seen in
Fig. 14. The pairs are composed of all 3160 combinations
of the 80 states.
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FIG. 14. Pairwise fidelities between reconstructed states from
80 simulation runs with the same parameters; 500 trajectories
and 20 tomography angles, with Ω = 1/
√
8 and T = 4.
The data of WLN for Figs. 9, 11 and 10 are averages of
the results from the 80 reconstructions. A single dataset
only produced a very noisy curve, and even with aver-
aging there are irregularities. The variation of the WLN
is displayed in Fig. 15. Since the mean WLN is very
small, the relative variance is large. In order to find
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FIG. 15. Wigner logarithmic negativity for 80 reconstructions
from the atom in the semi-infinite waveguide at the incoherent
point.
what creates the variation in the WLN we look at the
properties that have been established in Section III to
influence it: purity and single-photon population of the
state. Figure 16a shows a boxplot of the distribution of
purities, and Fig. 16b shows a scatterplot containing the
purity of the state and the corresponding WNL. There is
visually no clear correlation. The variation in the single-
photon population ρ1 is seen in Fig. 17a. There is an
obvious correlation between ρ1 and the WLN, shown in
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the scatterplot 17b, which is consistent with the results
in previous sections.
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(a) Variations in the purity of 80 reconstructed states. The box
shows the quartiles of the dataset while the whiskers extend to
show the rest of the distribution. The horizontal line indicates the
median.
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(b) Scatterplot of the Wigner logarithmic negativity and the purity
of the state, for 1000 trajectories and 20 angles. The Pearson
correlation coefficient is −0.2.
FIG. 16. Boxplot showing the variation in the purity of re-
constructed states, and a scatterplot that shows no clear cor-
relation between the purity and the WLN.
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(a) Variations in the single-photon population of 80 states
reconstructed with identical parameters.
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(b) Scatterplot of the Wigner logarithmic negativity and the
single-photon population, for 1000 trajectories and 20 angles. There
is a clear correlation. and the Pearson correlation coefficient is 0.85.
FIG. 17. Boxplot of the variation in single-photon content ρ1,
and a scatterplot that displays a linear correlation between ρ1
and the WLN.
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