Abstract A major aim of the biological sciences is to gain an understanding of human physiology and disease. One important step towards such a goal is the discovery of the function of genes that will lead to a better understanding of the physiology and pathophysiology of organisms, which will ultimately lead to better diagnosis and therapy. Our increasing ability to phenotypically characterise genetic variants of model organisms coupled with systematic and hypothesis-driven mutagenesis is resulting in a wealth of information that could potentially provide insight into the functions of all genes in an organism. The challenge we are now facing is to develop computational methods that can integrate and analyse such data. The introduction of formal ontologies that make their semantics explicit and accessible to automated reasoning provides the tantalizing possibility of standardizing biomedical knowledge allowing for novel, powerful queries that bridge multiple domains, disciplines, species, and levels of granularity. We review recent computational approaches that facilitate the integration of experimental data from model organisms with clinical observations in humans. These methods foster novel cross-species analysis approaches, thereby enabling comparative phenomics and leading to the potential of translating basic discoveries from the model systems into diagnostic and therapeutic advances at the clinical level.
Introduction
The discovery of gene function is one of the key aims of biomedical science in the twenty-first century. It is hoped that with this will provide an understanding not only of the normal biology of organisms, but also of their pathophysiology. The original promise of genome sequencing was that it would provide insights into gene function which would allow us to identify genes involved in human diseases and their predispositions (Lander 2011) . The full-genome sequence of humans and a wide variety of model organisms such as the mouse, fly, and worm are available today, but despite the development of innovative structural and homology-based approaches (Lee et al. 2007; Loewenstein et al. 2009 ), we have been largely unsuccessful in using sequence alone to reliably predict gene function in the context of the whole organism. Currently, in the mouse (http://www.informatics.jax.org/mgihome/homepages/stats/ all_stats.shtml/ accessed July 2011 and C. Smith, personal communication) we have only 13,000 genes (about half the protein-coding genes) with any experimentally based functional annotations in the Gene Ontology (GO) molecular function tree (Ashburner et al. 2000) . Of the 8,600 GO molecular function terms, most have very few associated gene products. Furthermore, only 7,000 genes have biological process annotations.
Candidate genotype-disease associations are being established at a rapid rate as a result of the proliferation of genome-wide associated studies (GWAS), and together with the accelerating phenotype characterisation of naturally occurring and engineered genetic variants of model organisms, we are accumulating a wealth of complementary information that is beginning to provide us with those promised insights into gene function.
Gathering the phenotype data for humans and model organisms is arguably a greater challenge than the genome sequencing projects as the range of phenotype measurements and the complexity of the data present major problems. Not only are the datasets extremely large for some data types, such as images, but they require the development of novel semantic approaches to enable computation and data integration. We face two major problems: the fragmentation of phenotype data across many sources (Gkoutos 2006; Groth and Weiss 2006) , and the inability to accurately integrate this data computationally due to semantic inconsistency (Smedley et al. 2008 ). The latter is a problem even within the same organism when data are coded using different formalisms or free text. However, trying to integrate and coanalyse datasets between organisms presents us with even more challenging problems resulting from different terminologies, different assays, and in many cases differing conceptualisations of phenotype over and above the obvious mismatches of species-specific anatomies, behaviour, and physiology. However, the rewards for enabling data gathering and integration between species are potentially enormous, and much effort has been expended in recent years to address these barriers (Bodenreider et al. 2005; Burgun et al. 2009; Chen et al. 2007; Chen et al. 2009; Gkoutos et al. 2005; Groth et al. 2007 ; Kitsios et al. 2010; Mungall et al. 2010; Sardana et al. 2010; van Driel et al. 2006; Washington et al. 2009 ).
The conservation of gene function and expression across species is remarkable (Zheng-Bradley et al. 2010) . The ability of orthologs to substitute for each other in different species is one example of this (Al-Hasani et al. 2005; Wallace et al. 2007) . While the phenotype manifestations of mutations in homologous genes might be expected to give rather diverse phenotypes in different organisms, it has been shown that in many cases, particularly between vertebrates, phenotypes are remarkably conserved, implying that the underlying physiological pathways in which these genes function are themselves highly conserved (Oti and Brunner 2007) . Correlating these pathways and interacting networks with disease is a first step on the road to systems pathobiology. This conservation is self-evident from the successes that phenotype comparisons using gene orthology have had in recent years (Espinosa and Hancock 2011; Groth et al. 2007; McGary et al. 2010) . However, orthology is useful only when good phenotype information is available for one or more species, and it does not permit the discovery of novel relationships between phenotypes and the pathways involved in normal physiology or disease, e.g., where a phenotype is associated with mutations in a series of unrelated genes in a pathway. Text mining has also been used to collect phenotype information (Groth et al. 2007; McGary et al. 2010; van Driel et al. 2006 ), but whilst useful within species, establishing relationships between phenotypes of different species is deeply problematic where there is semantic ambiguity, and in many cases a difference in the concepts underlying lexically identical terms and vice versa.
Ideally, we would have complete, semantically standardised datasets for the whole genome, underlying the complete genotype/phenotype map for humans and their model organisms. The phenotype landscape that we have for vertebrates, including mice, fish, and humans, is currently gathered mostly from the literature by skilled curators but lacking such semantic standardisation. Human data is in many ways more complete than that for model organisms, but it is much more scattered and difficult to access, being distributed across databases and repositories ranging in organisation and coverage from the locusspecific databases (LSDBs) to Online Mendelian Inheritance in Man (OMIM) and Orphanet (Amberger et al. 2011; Thorisson et al. 2009; Weinreich et al. 2008) . Integration and use of all of this gathered data provide a richness of genotype/phenotype relationships that data from one organism cannot provide (Oti et al. 2009 ).
While a complete view of the phenome of any metazoan organism is a long way off, recent developments in mouse biology and genetics have set us well on the way to having this ''encyclopedia for the mouse genome'' within 10 years (No Author 2010; Abbott 2010) . The International Knockout Mouse Consortium (IKMC) (http://www.knockoutmouse. org/) set out to generate a knockout embryonic stem (ES) cell for every protein-coding gene in the mouse genome (Skarnes et al. 2011) . The mice being generated from this resource are now being used by the International Mouse Phenotyping Consortium (IMPC) (http://www.mousephenotype.org/) (Brown and Moore 2012) to generate systematic phenotype information for each of the viable lines. This primary-line phenotyping includes a wide range of tests, e.g., behaviour, dysmorphology, blood chemistry, and immunology, with the aim of identifying abnormal phenotypes in organ systems or specific physiological processes that may be picked up for more detailed secondary investigation. The dataset produced by this large-scale international programme will, in principle, give us the best coverage of the phenome for any higher organism and will set the paradigm for standardising, recording, and archiving phenotype data. High-quality phenotype data are now available for many species, including Danio rerio [Zfin database (Bradford et al. 2011) ], Drosophila [FlyBase (Drysdale and FlyBase Consortium 2008) ], Caenorhabditis elegans [WormBase (Harris et al. 2010) ], and yeast [SGD (Engel et al. 2010)] .
If data from the IMPC and from hypothesis-driven experiments in model organisms are to be integrated with the data from humans, representation of these datasets must be semantically consistent across the various resources that store them; without such standardisation, the full value of these data cannot be realised . The integration strategy that has proved to be the most successful to date has been the use of biomedical ontologies to describe data and experiments (Smedley et al. 2008) , and the ontology-driven approach to integration and analysis of phenotype information is the focus in this review.
The promise of ontologies
The use of ontologies as an approach to semantic standardisation was proposed more than a decade ago (Ashburner et al. 2000; Gruber 1993 ) and since then has become the dominant methodology used to semantically categorise phenodeviance (Gkoutos et al. 2004 ). The biomedical research community has invested a considerable amount of effort and resources in the development and establishment of ontologies that are becoming increasingly successful as information management and integration tools in many disparate scientific fields, allowing interoperability and semantic information processing between diverse biomedical resources and domains (Goble and Stevens 2008; Smith et al. 2007 ).
Formal ontology
In computer science, an ontology is a specification of a conceptualization of a domain of knowledge (Gruber 1995; Guarino 1998) . Ontologies commonly distinguish between classes (also called concepts or categories or universals) and individuals within a domain of knowledge. A class is an entity that can have instances, while individuals are entities that cannot be instantiated (Herre et al. 2006 In addition to classes and individuals, ontologies often include relations. Relations hold between entities; they are the ''the glue that holds things together, the primary constituents of the facts that go to make up reality'' (Barwise 1989) .
In formal ontologies, the specification of classes and relations follows the axiomatic-deductive method. Given a set of terms that are used within a domain and whose meaning we wish to specify, we begin by providing explicit definitions for some terms, potentially introducing new terms. An explicit definition of a term t is a statement that can replace every occurrence of t in any sentence.
Eventually, a set of primitive terms remains that are not further defined. Following the axiomatic method (Hilbert 1918), using only the primitive terms we can construct complex sentences. Based on the intended meaning of the primitive terms, we consider some of these sentences true and some of them false in our domain. We select some of the true sentences as axioms which provide the core of our ontology. Ideally, the axioms are chosen so that all true sentences in the domain we intend to represent follow by means of logical deduction from the axioms. More commonly, however, only some aspects of the intended meaning are formally represented while other aspects are omitted either due to limitations in language expressivity or due to their irrelevance to the problem for which an ontology is developed.
Reasoning
Based on the axioms and definitions, we can use deduction to infer statements that logically follow from the axioms. The process of automatically deducing sentences from axioms is called automated reasoning. Automated reasoning allows users of an ontology to carry out key activities: verifying the ontology's consistency, inferring hidden knowledge and thereby performing powerful queries. An ontology is formally inconsistent if there is a statement u such that u and its negation =u can be inferred from the ontology's axioms. If an ontology is formally inconsistent, every statement can be inferred from the ontology (Barwise and Etchemendy 2002) .
Automated reasoning can further determine whether classes in an ontology are unsatisfiable: a class C is unsatisfiable if it is impossible for the class to have any instances. Unsatisfiable classes in an ontology are commonly the result of a contradictory class definition. Automated reasoning in the Web Ontology Language (OWL) can be employed to automatically compute the generalisation hierarchy underlying an ontology as well as to verify data consistency and complex queries (Hoehndorf et al. 2011; Hoehndorf et al. 2011; Ruttenberg et al. 2007; Wolstencroft et al. 2006) . Highly efficient automated reasoners are available to process OWL ontologies (Kazakov et al. 2011; Motik et al. 2009; Sirin and Parsia 2004; Tsarkov and Horrocks 2006) . To decrease the computational complexity of automated reasoning over OWL ontologies further, several OWL profiles were developed that define subsets of the OWL language and guarantee tractable (i.e., polynomial-time) automated reasoning (Motik et al. 2009 ). In particular, the OWL EL profile was found to provide the expressivity required for most biomedical ontologies (Baader et al. 2006; Hoehndorf et al. 2011; Schulz et al. 2009 ), and highly optimized OWL EL reasoners are available or under development to support reasoning over very large ontologies (Baader et al. 2006; Kazakov 2009; Kazakov et al. 2011) .
A high expressivity is required to accurately specify complex axioms that constrain the domain under investigation, and languages with higher expressivity than OWL are often required in the biomedical domain to achieve this goal (Hoehndorf et al. 2009; Hoehndorf et al. 2011 ). On the other hand, automated reasoning over large ontologies and associated datasets benefits from languages with a low complexity of inferences in which complex axioms cannot be formulated.
Interoperability between biomedical data sources
The combination of formal ontologies and automated reasoning can enable interoperability between biomedical databases, web services, and software tools (Goble and Stevens 2008; Hoehndorf et al. 2011) . Ontologies provide controlled vocabularies that can be shared across different data repositories and therefore facilitate the integration of these databases. Ontologies further provide a graph structure based on their taxonomy and axioms, and this structure can be used to enable data retrieval (Bada et al. 2004) , clustering (Xu et al. 2008) , and integrated data analysis (Subramanian et al. 2005) .
The recent addition of further axioms to some widely used biomedical ontologies has further enabled the use of automated reasoning for powerful queries and complex retrieval operations (Hoehndorf et al. 2011; Hoehndorf et al. 2011; Mungall et al. 2011 ). For example, in an ontology of disease, a class Arthritis could be defined as an Inflammation that occurs in a Joint. Such an axiom is a definition in which Arthritis is related to a process (Inflammation) and an anatomical location (Joint); the type of relation is specified as the occurs in relation. An automated reasoner could use this information together with the background information contained in an anatomy ontology to retrieve Arthritis as a disease that affects (occurs in) the skeletal system (of which a Joint is a part).
Key challenges for interoperability of phenotype resources
Formally representing the knowledge In order for ontologies to realize their potential, they must provide rich, explicit, and consistent descriptions for their terms so that automated systems are able to process and understand their meaning, thereby enabling their use to infer new information. For this purpose, such descriptions are currently being created for numerous ontologies within the biomedical domain. These descriptions are being increasingly expressed in formal languages such as OWL (Grau et al. 2008 ). However, in order to make use of these descriptions it is imperative that their semantics are explicit and accessible to automated reasoning. More precisely, it is imperative that their definitions need to include precise descriptions of the relationships that are employed as well as ensure the consistency of the knowledge represented.
OBO and OWL
While some ontologies are currently being developed directly in OWL, the majority of ontologies relevant for descriptions of phenotypes are available in the OBO Flatfile Format (Horrocks 2007) . The OBO Flatfile Format is a semiformal language of which a fragment has been embedded in OWL while other parts remain largely informal (Horrocks 2007; Mungall 2011) . Establishing an accurate representation of biomedical ontologies in a formal language such as OWL would decrease ambiguity in biomedical ontologies and improve their interoperability.
While several projects have proposed OWL as a representation language for biomedical ontologies and biomedical knowledge, two aspects are important to consider. On one hand, the representation language needs to be rich enough to express relevant distinctions in biomedical applications, and in many cases OWL does not provide sufficient expressivity to represent even basic biomedical or chemical facts (Hoehndorf et al. 2009; Hoehndorf et al. 2011 ). On the other hand, biomedical ontologies are often large so that efficient processing of the knowledge becomes important.
The first trade-off that must be considered in selecting a language are expressivity and decidability. For example, the logic underlying OWL 2 is designed to allow decidable subsumption: it is possible to design an algorithm which will always terminate and determine whether one class in an ontology is a subclass of another or not. The semantics of the OBO Flatfile Format 1.4 (draft, August 19 2011), on the other hand, extends OWL 2 and does not guarantee decidability. Similarly, the RNA Ontology (Hoehndorf et al. 2011 ) uses second-order logic to express some of its axioms, and second-order logic is undecidable. For example, while it is possible to express that molecules are maximally connected structures in second-order logic, it is not, in principle, possible to design an algorithm that can explore all the consequences of this statement. Instead, theorem provers for second-order logics often rely on incomplete algorithms that can infer some, but not all, consequences.
The second trade-off that must be considered is expressivity versus complexity of automated reasoning. A logic may be decidable, yet algorithms may require exponential (or doubly-exponential in the case of OWL 2) time to determine the answer to a problem. Weaker logics, such as EL?? (Baader et al. 2006) , may provide strongly reduced expressivity while supporting efficient, polynomial-time answers (Kazakov et al. 2011 ). For example, there has been significant debate about the use of negation to formalize phenotypes such as Absent appendix (Ceusters et al. 2006; Hoehndorf et al. 2007) , and while the use of negation generally leads to more flexibility and expressive inferences, it also requires a significant amount of time to perform these inferences and does not scale to large datasets (Hoehndorf et al. 2010b) . As a result, less expressive forms of formalizing absence are in use (Mungall et al. 2010 ) and can efficiently be applied to large volumes of data.
Finally, expressivity and usability is another trade-off Languages with higher expressivity often require specialized background knowledge, while the use of less expressive languages may be easier to learn and less likely to lead to errors. For example, the OBO Flatfile Format 1.2 specifies a basic graph-based representation of ontologies which provides ontology creators with visual feedback for structuring information (Golbreich and Horrocks 2007) , while formal languages such as OWL usually require the manipulation of axioms and the use of automated reasoning for provision of feedback. User interfaces, i.e., graphical or natural language representations of formal languages, may support the correct use of complex language features. For example, Common Logic (ISO 2007) allows for a syntactic representation of axioms based on conceptual graphs (Sowa 2000) , and similar methods can be used to improve the usability of complex languages.
Relations
Relations in biomedical ontologies are used to interrelate individual entities and classes. For example, a part-of relation may hold between an individual ear and a head, but also between the class Ear and the class Head. The latter relations are patterns that stand for complex axioms, and some of these axiom patterns are listed in the OBO Relation Ontology (Smith et al. 2005) . For example, according to the OBO Relation Ontology, the parthood relation between Ear and Head is translated as an axiom that states that all instances of Ear must be a part of (between individuals) some instance of Head. Such translation patterns can now be specified in the OBO Flatfile Format (Hoehndorf et al. 2010a), thereby allowing for flexible definitions of relations in a variety of ontologies.
Consistency
Once phenotype ontologies are integrated by aligning their content and standardizing their relations, contradictions may arise that make it impossible to use these ontologies for automated reasoning (Hoehndorf et al. 2007 ). Automated reasoners can be employed to verify the consistency of integrated ontologies, and some studies have shown that phenotype ontologies as well as anatomy ontologies may give rise to contradictory class definitions as a result of combining the axioms in two or more ontologies (Hoehndorf et al. 2011; Mungall et al. 2011; Mungall et al. 2011) . Consequently, methods are needed that allow not only the detection of such errors but also the explanation and subsequently the repair of them.
Making ontologies interoperable on a large scale
The explicit semantics of ontologies are rarely taken advantage of by software systems due to the issues of tractability arising from the high complexity of reasoning over formal ontologies. As a consequence, current ontology-based resources such as the various model organism databases, search engines, ontology repositories, ontology browsers, and interfaces make little or no use of the semantic power of the ontologies at all, which consequently diminishes their utility towards facilitating data integration and interoperability. Unless an ontology's semantics can be employed by ontology-based applications and methods, the original goal of ontologies to facilitate data integration and interoperability cannot be achieved, thereby diminishing the value of the efforts of ontology development and maintenance of the past decade.
The solution seems to arise from modularization methods (Hoehndorf et al. 2011; Kutz and Mossakowski 2011; Rector 2003) as well as recent progress in implementing highly optimized automated reasoners (Kazakov et al. 2011) . In particular, reasoners that are capable of processing the EL subset of OWL enable tractable automated reasoning and ensure that ontologies can now achieve their goal of data integration and interoperability, not only in a static sense that is applied in database annotations, but in the more important dynamic sense that is determined by how these ontologies are used (Baader et al. 2005; Baader et al. 2006; Hoehndorf et al. 2011; Schulz et al. 2009; Suntisrivaraporn 2008 ).
Bridging domains and levels of granularity to cross species
By eliminating inconsistencies and thereby enabling the formalisation of the relation and class definitions in biomedical ontologies, it becomes possible to employ the resulting ontologies for integrated data analysis across multiple domains and levels of granularity, across different types of knowledge, and between different species. To achieve these goals, it is necessary to formally express the connections between domains, granularity scales, species, and types of information in ontologies while at the same time increasing the coverage of information within each domain. For example, although ontologies can provide connections between processes on a cellular scale and how these cellular processes contribute to organ-scale physiological processes, such information is not widely included in current ontologies due to the complexity of the underlying phenomena. However, inclusion of such information in ontologies is important if they are to facilitate crossdomain and cross-species analyses. The generation of such connections between biomedical ontologies has the potential to make biomedical information retrieval a knowledge-driven discipline based on formalized ontologies that make their semantics explicit and accessible to automated reasoning, thus resulting in the capability to answer novel, powerful queries that bridge multiple domains, disciplines, species, and levels of granularity.
Computational analysis of phenotypes

Enabling comparative phenomics
Comparative phenomics exploits the evolutionarily conserved physiologic and pathophysiologic mechanisms to enable us to study human disease and its treatment. Our understanding of the function of a gene can be enhanced by our increasing ability to compare mutant and ''wild-type'' phenotypes associated with it both within a single organism and between species. This is the main reason that the biomedical community invested in numerous model organism databases (MODs) that organise and store, amongst other genetic information, phenotype information associated with specific mutations and genetics variants for a particular species.
However, the description of phenotypes presents a major conceptual and practical problem due to the complexity of the underlying domain and the need to compare and integrate phenotype knowledge across various domains and species to facilitate comparative phenomics (Gkoutos et al. 2004) . To address this issue, a formal species-and domainindependent method for describing phenotypes that requires combinations of orthogonal ontologies with the ability to correlate factors depending on experimental values has been developed: Phenotype and Trait Ontology (PATO) (Gkoutos et al. 2005) . PhenomeBlast PATO has the ability to unify species-specific phenotype statements and can be used to provide formal definitions for the species-specific phenotype ontologies that the various MODs utilise for the description of their data. It is now increasingly common for the various databases to either directly annotate their phenotype data based on this method or employ it in order to define the classes of the speciesand domain-specific phenotype ontologies they use for annotation in order to accurately express the meaning of their phenotype term, and to perform inferences over them (Drysdale and FlyBase Consortium 2008; Masuya et al. 2011; Robinson et al. 2008; Schindelman et al. 2011; Smith et al. 2004; Sprague et al. 2007; Yamazaki and Jaiswal 2005) .
PATO-based phenotype definitions can be formally represented in OWL, which can be formalised and combined with ontology modularization (Hoehndorf et al. 2011 ) that can be utilised for efficient automated reasoning. Such formalisation and modularization can be implemented by PhenomeBlast software, which aligns phenotypes across species and enables the generation of a single, unified, and logically consistent representation of phenotype data for multiple species. PhenomeBlast provides the foundation for the development of a comparative phenomics framework that scales across MODs and highthroughput phenotype experiments.
PhenomeNET
PhenomeNET ) utilises the PhenomeBlast approach and forms a cross-species network of phenotype similarity between genotypes and diseases. Based on the semantically and logically consistent crossspecies ontology created through PhenomeBlast, PhenomeNET incorporates phenotype annotations for mouse, zebrafish, fly, yeast, and worm available from five different MODs. PhenomeNET also includes human phenotypes associated with inherited diseases that are found in the OMIM database (Amberger et al. 2011) . The resulting ontology contains more than 500,000 classes and more than a 1.5 million axioms allowing for the generation of a phenotype network that contains more than 111,000 complex phenotype nodes, each of which represents a complex phenotype observed in an animal organism or the phenotype associated with a human disease.
PhenomeNET is amendable to efficient automated reasoning through ontology modularisation (Hoehndorf et al. 2011) and design patterns for the description of phenotype information associated with human diseases or with experimental data derived from model organisms. The resulting integration of phenotype ontologies allows for a direct comparison of phenotypes across species and domains of knowledge which can then be ranked, based on a measure of semantic similarity, with respect to diseases and other phenotype characterisations.
As a result, PhenomeNET can be utilized, with a high success rate (Hoehndorf et al. 2011) , for predicting genes that participate in the same pathway, orthologous genes as well as gene-disease associations. To measure the performance of PhenomeNET in these tasks, we analyse the receiver operating characteristic (ROC) curve (Fawcett 2006) . A ROC curve can be used to visualise the performance of a classifier and plots the classifier's true-positive rate as a function of the false-positive rate. The area under the ROC curve (AUC) is a quantifiable measure of the classifier's performance and is equivalent to the probability that the classifier ranks a randomly chosen positive example higher than a randomly chosen negative one (Fawcett 2006) . We use the mouse models that are associated with an OMIM disease in the MGI database (Blake et al. 2011) as positive examples of genotype-disease associations and the remaining as negative examples. The resulting ROC curve is displayed in Fig. 1 and achieves an AUC of 0.868.
PhenomeNET significantly outperforms any other phenotype-based approaches for predicting gene-disease associations, and, moreover its performance matches gene prioritisation methods that are based on prior information about molecular causes of the disease. The underlying difference between the PhenomeNET approach and other disease-gene prioritisation methods is that while the latter rely on additional sources of information other than the phenotype involved (e.g., functional, pathway, and literature annotations), PhenomeNET's predictions are based on information about phenotypes alone. As such, it can be applied to identify candidate genes for diseases with an unknown molecular basis.
PhenomeNET can further identify relevant animal models of a particular strain and within a certain environment and thereby improve the speed and reduce the cost required to test and validate novel candidate gene-disease associations. Therefore, it will allow the targeting of particular strains and genotypes and utilize the results from large-scale phenotyping projects such as the IMPC (Collins et al. 2007 ).
PhenomeBrowser
PhenomeBrowser (Hoehndorf et al. 2011 ) provides a web interface that allows users to access both the cross-species integration of phenotypes and a variety of similarity-based comparisons of sets of phenotypes across species. It includes all the data (experimental, genes, alleles, disease) and provides links to the databases from which the phenotypes originate. It allows users to perform queries based on diseases, genes, or genotypes using either their names or corresponding identifiers employed by MODs and explore them based on their phenotype annotations and their predicted associations to diseases.
PhenomeDrug
One of the major aims of pharmacological research lies with its potential ability to repurpose or reposition existing drugs for new indications. Identifying new targets for existing drugs and new indications for known mechanisms of actions is both a great challenge and an opportunity that the community faces today. Our understanding of the physiology and pathobiology that govern diseases and their phenotype manifestations will greatly facilitate our ability to find new targets for existing drugs. The pharmacogenomic community has long been aware of the value of in silico approaches for the analysis of the increasing amount of information available in both public and private databases, as well as their usefulness for proposing new potential drug indications and novel drug discovery. However, one of the areas that still remains to be fully exploited is the wealth of phenotype information that is increasingly becoming available from a variety of studies on animal models of human disease.
PhenomeDrug ) is a method for predicting novel associations between drugs and diseases based on the PhenomeNET method for comparing phenotypes Fig. 1 A plot of the true-positive rate versus the false-positive rate for the task of identifying associations between mouse models and diseases. The set of true-positive instances is taken from the MGI database while negative and unknown associations between a mouse model and a disease constitute negative instances. The area under the ROC curve (AUC) of PhenomeNet for this task is 0.868 across species. Currently, it utilises data from the Pharmacogenetics and Pharmacogenomics Knowledge Base (PharmGKB) (Hernandez-Boussard et al. 2008 ), a central repository containing a wealth of relationships between genetic data, genomic data, drug-response-related phenotype data, and clinical information. It then combines the predictions of disease-gene associations from PhenomeNET with the drug-gene associations available from the PharmGKB to suggest new diseases in which a drug may be active.
Since the PhenomeNET method performs a comparison of phenotypes directly, it can prioritise genes for orphan diseases of which the molecular basis is unknown and hence PhenomeDrug's predictions can suggest potential new drugs for rare and orphan diseases. The use of PhenomeNET further provides direct links to animal models that can be used to investigate the drug and disease mechanisms as well as the drug's role in the disease.
Outlook: methodological advances and viable areas of investigation
Our analysis of the success rate of phenotype-based approaches for revealing human gene-disease association based on experimental data from animal organisms reveals several areas where further research and development is urgently needed. In particular, novel methods need to focus on improving our computational ability to exploit the power of phenotype information for a better understanding of the function of a gene and its role in a disease. A key limiting factor in our ability to recover known and validated models is the completeness and quality of phenotype descriptions of human disease. A large number of current phenotype descriptions that are associated with OMIM diseases are either incomplete or completely lack explicit phenotype descriptions. In some cases particular areas of the phenotype are exhaustively described and annotated, while others, no less important to the clinical manifestation of the disease, are sparsely, though accurately, annotated. The result is a skewing in the significance of matches between human and model organism phenotypes.
Furthermore, OMIM diseases lack feature frequency data which, if present, would allow us to perform our analysis by applying different filters based on the frequency of the manifested observations in patients. Since our ability to map human disease phenotype manifestations to animal traits depends on the existence of such descriptions, it is vital that this issue be addressed where possible. Orphanet (http://www.orpha.net) does capture frequency data where it is reliably available and integration of this information into disease descriptions is highly desirable.
Tightly linked to this issue is the completeness of the animal data (both experimental and literature) characterisations. Skewing in the annotation of diseases in model organisms comes from the hypothesis-based investigation of mutants, where investigators may have examined only one aspect of the phenotype, either because of their research interests or their inability to carry out more comprehensive phenotyping. The systematic broad-based phenotyping underway in the IMPC produces the phenotype dataset nearest to ideal from this point of view, with standardised knockout strategy, background strains, and assays; it should eliminate much of the variation in the quality of the existing datasets. The areas currently not covered in the proposed primary pipeline, such as embryological or age-related phenotypes, are likely to be dealt with in targeted studies by some of the phenotyping centres involved.
Our ability to integrate experimental data from model organisms with clinical observations in humans depends on the power of the expressivity of our representation. As such, ontology-based integration approaches reveal that there are several biomedical knowledge domains that are underrepresented or not covered. One such area is the domain of behaviour. Behaviour and neurological disease is one the most challenging domains since it needs to account for both direct observations and inferences that are based on them. Furthermore, it needs to account for our interpretations and correlations of animal behaviour to human associations. However, it represents a vital area of research since animal models of behaviour and neurological disease have been shown to be highly successful for unveiling the genetic basis of many diseases such as Parkinson, Huntington, and Alzheimer disease.
Unifying and integrating phenotype data between animal models and humans in the domain of physiology presents another challenge due to the high complexity of the underlying domain. To address this issue, we have to be able to account for attributes of biological processes and relate them to the attributes of their parts and participants (Cook et al. 2011) . Furthermore, there is a need to establish a link between structural components of biological systems and the processes and interactions in which they participate. A consistent and comprehensive representation of the physiology domain would allow us to reveal the biological underpinnings of the phenotype manifestations we observe as well as account for the fact that the attributes of processes are often measured indirectly and are inferred from other attributes. Research in these areas may then lead to the potential of exploiting phenotype data for predicting novel associations between drugs and diseases, as the pioneering PhenomeDrug study has shown (Hoehndorf et al. 2011) , and are likely to be useful in drug repurposing and finding uses for orphan drugs Currently, such approaches are impaired by the distribution of pharmacological knowledge across multiple heterogeneous databases, and integrating the pharmacological and pharmacogenomics resources such as PharmGKB, DrugBank, and CTD will be a precondition for further large-scale integrative analyses.
Finally, the computational representation, integration, and analysis of phenotype information could be used not only to describe the large amount of phenotype information that will be generated from large-scale phenotype projects such as IMPC, but also to suggest and identify possible gene-disease associations based on the minimal information that is produced from the phenotype pipelines (designed for breadth in order to recover any potentially significant phenotype) such efforts employ. Potentially, such a task will revolutionise the results of such projects since, based on the minimal phenotype information generated from these screens, it can guide the prioritisation of secondary phenotype pipelines that are designed to reveal the phenotype depth of the mutation. Furthermore, it can be used to optimize the phenotype assays applied, their order, and their applicability, or even take into account other dimensions such as their cost effectiveness.
The approach described here works both within a single organism and between organisms, and since it is completely independent of any considerations of genetic orthology, it presents an entirely phenotype view of the relationships between diseases, pathways, and gene function. As human phenotype data become deeper, more standardized, and interoperable as part of the drive towards precision medicine, and more individuals are subjected to whole-genome or whole-exon sequencing, the power of a phenotype-based approach to determining pathogenicity of mutations and understanding the underlying pathobiology will be fully realized.
