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R·esum·e : Un CSP ou proble`me de satisfaction de
contraintes, consiste a` donner des valeurs a` des va-
riables en respectant les contraintes qui les lient. Mais le
proble`me de de´cision associe´ a` un CSP est NP-complet.
Dans [Je´gou, 1993], Je´gou propose une me´thode, base´e
sur la de´composition de la micro-structure du CSP et dans
[Chmeiss, 2003], une ge´ne´ralisation de cette me´thode est
pre´sente´e en utilisant une ge´ne´ralisation des graphes tri-
angule´s : les graphes CSGk.
Nous proposons une ame´lioration de la de´composition de
CSP base´e sur les graphes CSG2. Cela passe par un calcul
de 2-triangulation plus efficace tant au niveau de la com-
plexite´ qu’a` celui de la qualite´ de la de´composition, mais
aussi un algorithme de recherche de cliques maximales
dans les graphes 2-triangule´s, apportant de bons re´sultats
en pratique.
Mots-cl·es : Intelligence artificielle, satisfaction de
contraintes, algorithmique des graphes.
1 INTRODUCTION
Un CSP ou proble`me de satisfaction de contraintes,
consiste a` donner des valeurs a` des variables en res-
pectant les contraintes qui les lient. Il existe un grand
nombre d’applications a` cela, notamment en intelligence
artificielle avec la configuration, la planification, la co-
loration de graphe, par exemple et des proble`mes de
combinatoire comme celui des n-dames, etc. Mais le
proble`me de de´cision associe´ a` un CSP c’est-a`-dire de
l’existence d’une solution est NP-complet et la me´thode
de re´solution standard, le backtrack, provoque une explo-
sion combinatoire. C’est la raison pour laquelle de nom-
breuses e´tudes ont e´te´ faites pour l’ame´liorer et re´duire
ainsi sa complexite´. Dans [Je´gou, 1993], une me´thode
nouvelle, diffe´rente des approches proˆne´es jusque-la`,
nous est propose´e. Elle est base´e sur la de´composition
de la micro-structure du CSP qui est un graphe dont
les sommets sont des couples (variable, valeur) et les
areˆtes sont de´finies par les relations de compatibilite´ in-
duites par les contraintes entre ces couples. En recher-
chant les cliques maximales dans le graphe triangule´ de
la micro-structure, on divise le proble`me en plusieurs
sous-proble`mes inde´pendants avec une complexite´ de
re´solution au plus e´gale a` celle du proble`me initial. Dans
[Chmeiss, 2003], une ge´ne´ralisation de cette me´thode est
pre´sente´e en utilisant une ge´ne´ralisation des graphes tri-
angule´s : les graphes CSGk qui ont quelques proprie´te´s
inte´ressantes en commun avec les graphes triangule´s,
notamment des algorithmes polynomiaux de re´solution
de proble`mes NP-difficiles tel que la recherche des
cliques maximales. Elle permet de mieux de´composer le
proble`me et de controˆler cette de´composition avec le pa-
rame`tre k. Mais cette de´composition se heurte aux couˆts
tre`s e´leve´s des algorithmes de 2-triangulation et de re-
cherche des cliques maximales. Une ame´lioration de cette
de´composition passe donc par la mise en oeuvre d’algo-
rithmes de manipulations des graphes CSGk plus perfor-
mants. Dans cette optique, nous proposons dans le cadre
des graphes CSG2, un algorithme de 2-triangulation, plus
efficace tant au niveau de sa complexite´ qu’a` celui du
nombre d’areˆtes rajoute´es, de meˆme qu’un algorithme de
recherche des cliques maximales dans ces graphes qui
donne de tre`s bons re´sultats.
Cet article va commencer par un rappel du forma-
lisme CSP et de quelques me´thodes de re´solutions les
plus connues. Dans la deuxie`me partie, nous parlerons
des me´thodes de de´composition de CSP propose´e dans
[Je´gou, 1993] et [Chmeiss, 2003], avant de pre´senter
les ame´liorations que nous proposons et les re´sultats
expe´rimentaux obtenus dans les sections 3 et 4.
2 RAPPELS
2.1 Probleme de satisfaction de containtes : CSP
Un CSP est la donne´e d’un quadruplet (X, D, C, R) :
– X = {X1, . . . , Xn} est un ensemble de variables ;
– D = {D1, . . . , Dn} est un ensemble de domaines,
chaque domaine Di e´tant associe´ a` la variable Xi ;
– C = {C1, . . . , Cm} est un ensemble de contraintes,
chaque contrainte Ci portant sur un sous-ensemble de
X, {Xi1 , . . . , Xini } ;
– R = {R1, . . . , Rm} est un ensemble de relations,
chaque relation Ri e´tant des combinaisons de valeurs
satisfaisant Ci donc Ri est un sous-ensemble de Di1 ×
. . .×Dini .
Un CSP est dit binaire si les contraintes portent au plus
sur deux variables.
Un graphe est le couple (V, E) avec V , les sommets du
graphe, E, ses areˆtes qui relient deux sommets.
D·enition 2.1.1 : Le graphe de contraintes d’un CSP bi-
naire (X, D, C, R) est le graphe (X, C), X e´tant l’en-
semble des sommets et C l’ensemble des areˆtes.
Une solution d’un CSP est une affectation de toutes les
variables qui satisfait toutes les contraintes. Le proble`me
de de´cision est NP-complet, meˆme si on se restreint
aux CSP binaires. La me´thode standard de re´solution
d’un CSP est le backtrack. A chaque e´tape, on cherche
a` e´tendre l’instanciation partielle en affectant une va-
leur consistante avec l’instanciation partielle a` une nou-
velle variable. Cette approche est fortement combinatoire
avec une taille de l’espace de recherche en O(dn) ou` d
est la taille maximale des domaines et n, le nombre de
variables. Face a` l’inefficacite´ du backtrack, des algo-
rithmes tre`s performants ont e´te´ de´veloppe´s tels que le
Forward Checking [Haralick, 1980], MAC [Sabin, 1994].
Nous nous inte´ressons ici a` une me´thode base´e sur la
triangulation et la de´composition de la micro-structure
des CSP et une ge´ne´ralisation de cette me´thode : la k-
triangulation avec les graphes CSGk .
Dans [Je´gou, 1993], Je´gou nous donne une me´thode
alternative de re´solution de CSP qui se base sur la
de´composition de la micro-structure.
Dans toute la suite on va se restreindre aux CSP binaires.
En outre, on va noter une contrainte portant sur les va-
riables vi et vj par Cij . Nous allons e´galement utiliser
la notation G{vi,...,vn} pour G = (V, E) un graphe, qui
de´signe le graphe restreint aux sommets vi, . . . , vn de V ,
avec pour ensemble de sommets : V ′ = {vi, . . . , vn} et
pour ensemble d’areˆtes : E ′ = {Cij ∈ E/vi ∈ V ′ et
vj ∈ V ′}.
D·enition 2.1.2 : Soit P = (X, D, C, R) un CSP tel que
son graphe de contraintes (X, C) soit complet, on appelle
µ(P) la micro-structure de P le graphe n-parties de´fini
comme suit :
– XD = {(Xi, a)/Xi ∈ X, a ∈ Di} ;
– CR = {{(Xi, a), (Xj , b)}/(Xi, Xj) = Cij ∈
C, (a, b) ∈ Rij} ;
– µ(P) = (XD , CR).
La micro-structure est donc le graphe avec comme
sommets des couples (variable, valeur), valeur e´tant dans
le domaine de la variable, et il existe une areˆte entre deux
sommets si leurs valeurs respectives sont autorise´es par
la contrainte qui les lient.
Exemple : P = (X, D, C, R)
– X = {X1, X2, X3, X4} ;
– D = {D1, D2, D3, D4} D1 = {a, b} D2 =
{c, d} D3 = {e, f} D4 = {g, h} ;
– C = {C12, C13, C14, C23, C24, C34} ;
– R = {R12, R13, R14, R23, R24, R34} .
R12 R13 R14 R23 R24 R34
X1 X2 X1 X3 X1 X4 X2 X3 X2 X4 X3 X4
a c b e a h c e c g e g
b c b g d e e h
b d d f f g
Tableau 1 : Les relations d·enies par les contraintes.
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Figure 1 : Graphe de contraintes complet.
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Figure 2 : Micro-structure de P .
Ce graphe est ne´cessairement n-parties car il ne peut pas
exister d’areˆte entre deux sommets issus du domaine
d’une meˆme variable. Si (X, C) n’est pas complet, il faut
rajouter la contrainte universelle entre les variables qui
n’ont pas de contraintes entre elles. La relation associe´e
a` la contrainte universelle entre deux variables Xi et Xj
est Rij = Di × Dj c’est-a`-dire que tous les couples de
valeurs sont compatibles. On peut donc se contenter de
ne conside´rer que les graphes de contraintes complets.
Proposition 2.1.3 [J·egou, 1993] : Soit P =
(X, D, C, R) un CSP et µ(P) sa micro-structure :
(a1, . . . , an) est solution de P ⇐⇒
{(X1, a1), . . . , (Xn, an)} est une n-clique (clique
de taille n) de µ(P).
Une solution de P constitue donc un recouvrement
des n sommets (variables) du graphe des contraintes
(X, C). La re´solution d’un CSP se rame`ne ainsi a` la
recherche des n-cliques dans sa micro-structure. Mais
le proble`me de recherche des n-cliques dans un graphe
est NP-complet. L’ide´e est donc d’appliquer la me´thode
sur des micro-structures particulie`res pour lesquelles il
existe des algorithmes polynomiaux de recherche des
cliques maximales. Les graphes triangule´s en sont un
exemple.
2.2 Graphes triangul·es et CSGk
Dans [Golumbic, 1980], on trouve une pre´sentation assez
comple`te des graphes triangule´s et de leurs proprie´te´s.
Nous rappelons cependant ici quelques notions essen-
tielles.
D·enition 2.2.1 : Un graphe G est triangule´ si tout
cycle de longueur supe´rieure strictement a` 3 posse`de une
corde c’est-a`-dire une areˆte qui joint deux sommets non
conse´cutifs.
On peut aussi caracte´riser les graphes triangule´s par la
notion de sommet simplicial.
D·enition 2.2.2 : Un sommet v d’un graphe G est simpli-
cial si l’ensemble de ses voisins induit un graphe complet.
Un ordre σ = [v1, . . . , vn] est un sche´ma par-
fait d’e´limination si chaque vi est simplicial pour le
sous-graphe induit par G{vi,...,vn} c’est-a`-dire {vj ∈
Adj(vi)/j > i} est complet, Adj(vi) e´tant l’ensemble
des sommets voisins de vi.
Th·eoreme 2.2.3 [Fulkerson, 1965] : Soit G un graphe,
G est triangule´ ssi G posse`de un sche´ma parfait
d’e´limination.
Les graphes triangule´s ont quelques proprie´te´s tre`s utiles.
En effet, il existe des algorithmes polynomiaux pour la
re´solution de proble`mes NP-complets tels que : clique,
stable, coloriage, recouvrement par un ensemble de
cliques.
Proposition 2.2.4 [Fulkerson, 1965] : Un graphe
triangule´ avec n sommets a au plus n cliques maximales.
Cette proposition permet l’e´laboration d’un algorithme
qui e´tant donne´ un graphe triangule´, calcule ses cliques
maximales en un temps line´aire.
Proposition 2.2.5 [Gavril, 1972] : La recherche des
cliques maximales dans un graphe triangule´ G = (V, E)
est en O(n + m) avec n = |V | et m = |E|.
Dans la section pre´cedente, on a vu que la re´solution
d’un CSP revenait a` la recherche de n-cliques dans sa
micro-structure, un proble`me NP-difficile. Or il existe
un algorithme line´aire pour les graphes triangule´s. D’ou`
l’ide´e dans [Je´gou, 1993] de proce´der a` la triangula-
tion de cette micro-structure, c’est-a`-dire lui rajouter
des areˆtes pour la transformer en graphe triangule´.
Il existe des algorithmes de triangulation line´aires
[Kjaerulff, 1990]. Ne´anmoins, avoir une triangulation
optimale (qui minimise la taille de la plus grande clique
et donc des sous-proble`mes) est un proble`me NP-difficile
[Arnborg, 1987]. D’ou` la ne´cessite´ de se restreindre a`
une approximation de cette optimalite´. Vu les proprie´te´s
inte´ressantes des graphes triangule´s dans la me´thode
de re´solution des CSP base´e sur la micro-structure, on
voit rapidement l’apport que pourrait repre´senter une
ge´ne´ralisation de ces graphes avec les meˆmes proprie´te´s.
Cela permettrait de travailler sur un ensemble de graphes
de taille plus conside´rable, mais aussi d’e´viter la trop
grande restriction que constitue la triangulation. Dans
[Chmeiss, 1997], une ge´ne´ralisation est donne´e, les
graphes CSGk , qui sont de´finis de manie`re inductive.
D·enition 2.2.6 : Les graphes CSG0 forment la classe
des graphes complets. Pour k > 0, les graphes CSGk
sont la classe des graphes G = (V, E) tel qu’il
existe un ordre σ = [v1, . . . , vn] sur V tel que pour
i = 1, . . . , n le graphe G(N+(vi)) est CSGk-1 ou`
N+(vi) = {vj ∈ V/{vi, vj} ∈ E, i < j}.
G(N+(vi)) est le graphe restreint aux sommets de
N+(vi). L’ordre σ est appele´ sche´ma CSGk .
Proposition 2.2.7 [Chmeiss, 1997] : Les graphes CSG1
forment la classe des graphes triangule´s.
Proposition 2.2.8 [Chmeiss, 1997] : Pour tout k ≥ 0 ,
tout graphe CSGk est aussi CSGk + 1.
Th·eoreme 2.2.9 [Chmeiss, 1997] : Tout sous-graphe
d’un graphe CSGk est CSGk .
Th·eoreme 2.2.10 [Chmeiss, 1997] : Un graphe CSGk
avec n sommets a au plus nk cliques maximales.
Les graphes CSGk sont donc bien une ge´ne´ralisation des
graphes triangule´s.
Dans [Chmeiss, 1997], il est donne´ un algorithme de
recherche de la clique de taille maximale dans les graphes
CSGk avec une complexite´ en O(n2(k−1)(n + m)).
Pour le cas des graphes CSG2 nous avons un re´sultat
supple´mentaire.
Th·eoreme 2.2.11 [Chmeiss, 1997] : Un graphe CSG2
avec n sommets a au plus (n + m) cliques maximales.
Tous ces re´sultats sur les graphes CSGk montrent
l’inte´reˆt que pre´sente cette ge´ne´ralisation dans la mesure
ou` on retrouve plusieurs bonnes proprie´te´s notamment
un nombre de cliques maximales limite´ et un algorithme
polynomial de recherche de ces cliques.
2.3 La TRk-D·ecomposition
Etant donne´e la micro-structure d’un CSP, a priori elle
n’est pas CSGk d’ou` pour pouvoir utiliser un algorithme
polynomial de recherche de cliques maximales pour
les graphes CSGk, la ne´cessite´ de la rendre CSGk .
On appelle k-triangulation le processus qui consiste a`
rajouter des areˆtes pour rendre un graphe quelconque
CSGk. On note Γ(XD , CR) le graphe k-triangule´ de
µ(P). Γ(XD , CR) a au plus (n.d)k cliques maximales
et il existe un algorithme polynomial pour les calculer.
On sait que si des solutions existent, elles seront dans les
cliques maximales donc leur recherche peut se limiter
a` ces cliques. On a une de´composition du proble`me en
plusieurs sous-proble`mes. Soit Y une clique maximale
de Γ(XD, CR) :
– Si Y ne recouvre pas toutes les variables de P alors
elle ne contient pas de solution ;
– Si Y recouvre toutes les variables, on n’est pas suˆr de
tenir une solution car la k-triangulation a rajoute´ des
areˆtes entre des sommets qui sont incompatibles. On
cre´e donc un nouveau CSP en projetant les sommets
de Y dans chaque domaine de chaque variable. On
obtient de nouveaux domaines DY,i ⊂ Di avec
a ∈ DY,i si et seulement si (Xi, a) ∈ Y . Et on
garde les contraintes de P restreintes aux nouveaux
domaines des variables. La recherche de solution se
fait sur le nouveau CSP.
D·enition 2.3.1 : Soient P = (X, D, C, R) un CSP,
µ(P) = (XD , CR) sa micro-structure et Y un sous-
ensemble de XD. Le CSP induit par Y dans P , note´
P(Y ), est de´fini comme suit :
– DY = {DY,1, . . . , DY,n} tel que DY,i = {a ∈
Di/(Xi, a) ∈ Y }
– RY,ij = {(a, b) ∈ Rij/{(Xi, a), (Xj , b)} ∈ Y }
– P(Y ) = (X, DY , C, RY )
Exemple : Nous reprenons notre exemple et proce´dons a`
la triangulation (k = 1) de la micro-structure.
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Figure 3 : Triangulation de la micro-structure de P .
Cliques maximales :
Y1 = {(X1, a), (X2, c), (X4, h)}
Y2 = {(X1, b), (X2, c), (X3, e), (X4, g)}
Y3 = {(X1, b), (X2, d), (X3, e), (X4, g)}
Y4 = {(X2, c), (X3, e), (X4, h)}
Y5 = {(X2, d), (X3, e), (X3, f), (X4, g)}
De´composition des domaines :
DY1,1 = {a}, DY1,2 = {c}, DY1,3 = ∅, DY1,4 = {h}
DY2,1 = {b}, DY2,2 = {c}, DY2,3 = {e}, DY2,4 = {g}
DY3,1 = {b}, DY3,2 = {d}, DY3,3 = {e}, DY3,4 = {g}
DY4,1 = ∅, DY4,2 = {c}, DY4,3 = {e}, DY4,4 = {h}
DY5,1 = ∅, DY7,2 = {d}, DY7,3 = {e, f}, DY7,4 = {g}
Pour chaque clique maximale, on de´finit un nou-
veau CSP avec de nouveaux domaines issus de leur
de´composition. On voit que les cliques Y1, Y4, Y5 ne
recouvrent pas toutes les variables et les CSP induits
ont au moins un domaine vide, de ce fait ne peuvent
pas contenir une solution du CSP. Par contre Y2 et
Y3 recouvrent toutes les variables et le CSP induit a
des domaines de taille 1 et est consistant pour Y2, et
inconsistant pour Y3.
Th·eoreme 2.3.2 : Soient P un CSP, µ(P) sa micro-
structure, Γ(µ(P)) la k-triangulation de cette dernie`re et
Y = {Y1, . . . , Yp} l’ensemble des cliques maximales de
Γ(µ(P)) alors :
Solutions(P) =
⋃
1≤i≤p Solutions(P(Yi)).
Comme cela a e´te´ fait pour les graphes triangule´s, la
meˆme de´marche est utilise´e dans [Chmeiss, 2003]. Cette
de´marche reposant sur les cliques maximales de la
micro-structure du CSP, il est utile d’en avoir un nombre
qui ne soit pas exponentiel pour que la re´solution soit
re´alisable en pratique. Ce qui est le cas des graphes
CSGk. On reprend l’algorithme de re´solution de CSP par
de´composition des domaines
TRk-De´composition :
1. Construction de µ(P)
2. k-Triangulation de µ(P) : Γ(µ(P))
3. Recherche de toutes les cliques maximales de Γ(µ(P)) :
Y = {Y1, . . . , Yp}
4. Pour tout Yi ∈ Y faire
Si Yi recouvre toutes les variables
Alors Re´soudre P(Yi)
Sinon P(Yi) n’a pas de solution.
Soit p, le nombre de cliques maximales dans Γ(µ(P))
et soit δ tel que |DYj,i | ≤ δ pour i = 1, . . . , n
j = 1, . . . , p. La complexite´ de la TR1-De´composition
est en O(m.p.δn) contre O(mdn) pour le backtrack
standard.
Dans [Chmeiss, 2003], il est sugge´re´ un remplacement de
l’ite´ration de la ligne 4 par une exe´cution en paralle`le de
la re´solution des diffe´rents sous-proble`mes e´tant donne´
qu’ils sont tous inde´pendants. Dans [Habbas, 2000],
une telle imple´mentation est pre´sente´e pour la TR-
de´composition et le couˆt effectif de re´solution d’un CSP
consistant sera le couˆt de re´solution du proble`me le plus
simple et pour un CSP inconsistant celui du proble`me le
plus difficile. Donc cette meˆme re´solution en paralle`le
des sous-proble`mes peut eˆtre re´alise´e dans le cas de la
TR2-de´composition avec les graphes 2-triangule´s.
Pour avoir une bonne de´composition des domaines (
avec un petit nombre de valeurs dans chaque domaine
des sous-proble`mes), il est ne´cessaire d’avoir un bon
algorithme de k-triangulation. Chmeiss, Je´gou et Keddar
ont e´labore´ un algorithme de 2-triangulation et le fait de
se restreindre au cas k = 2 est duˆ au couˆt relativement
important de manipulation des graphes CSGk (recon-
naissance, recherche des cliques en O(n2(k−1)(n + m))
. Cet algorithme, avec une complexite´ the´orique en
O(nm(n + m)), n’a pas permis de traiter des jeux de
donne´es de taille satisfaisante.
Toutefois, dans [Chmeiss, 2003], une e´tude comparative
a e´te´ mene´e pour montrer l’utilite´ pratique de la me´thode
de de´composition ge´ne´ralise´e et par triangulation par
rapport a` MAC qui est avec FC l’un des meilleurs
algorithmes de re´solution de CSP. Pour la de´composition
ge´ne´ralise´e, seul le cas k = 2 est e´tudie´. Les re´sultats
obtenus montrent que TR1-De´composition et TR2-
De´composition ame´liorent de manie`re tre`s significative
les performances de MAC sur toutes les classes de CSP
traite´es et surtout pour des proble`mes a` taille de domaines
tre`s grande. On observe aussi que TR2 est beaucoup plus
efficace que TR1 avec un nombre de sous-proble`mes
plus important et une meilleure de´composition du
proble`me, ce qui conduit a` une re´solution plus rapide.
Mais ces re´sultats sont limite´s a` cause du couˆt de
la k-triangulation et de la recherche de ses cliques
maximales, qui sont rapidement prohibitifs. Pour rendre
effectivement ope´rationnelle la de´composition, il e´tait
ne´cessaire d’e´laborer des algorithmes de 2-triangulation
et de recherche de cliques maximales beaucoup plus
efficaces pour re´duire leur couˆt tout en ame´liorant la
qualite´ de la de´composition.
3 ALGORITHMES DE LA TR2-
D ·ECOMPOSITION
Ici, nous allons pre´senter essentiellement un algorithme
de 2-triangulation et un de recherche de cliques maxi-
males dans les graphes ainsi 2-triangule´s qui permettent
d’ame´liorer la TR2-de´composition. La 2-triangulation
d’un graphe G consiste principalement a` choisir un ordre
sur les sommets et a` rajouter des areˆtes tel que pour tout
vi sommet de G, G(N+(vi)) soit triangule´. On cherche
a` s’approcher de la 2-triangulation optimale qui induit
une taille de clique maximale la plus petite possible et
qui donnerait des sous-proble`mes avec des tailles de
domaines plus petites et donc plus faciles a` re´soudre.
Mais, l’efficacite´ est primordiale et nous impose donc de
faire un compromis avec l’optimalite´, d’ou` l’algorithme
de 2-triangulation en O(nm(n + m)) utilise´ dans
[Chmeiss, 2003] pour la TR2-De´composition. L’objectif
est donc d’e´laborer un algorithme qui va trouver un
bon compromis entre l’approximation de l’optimalite´
et une complexite´ raisonnable. Une proce´dure de re-
cherche de cliques maximales plus efficace dans la
TR2-De´composition devrait e´galement ame´liorer de
manie`re significative cette dernie`re. Le but de ce travail
est autant d’avoir une meilleure complexite´ the´orique que
d’avoir des performances chronome´triques qui prouvent
l’inte´reˆt pratique de cette approche.
3.1 Un algorithme de 2-triangulation
La principale difficulte´ dans l’e´laboration d’un algo-
rithme de 2-triangulation est la validite´ : est-ce que le
graphe obtenu est 2-triangule´ ?
La de´finition meˆme de la 2-triangulation nous donne
une premie`re approche qui va consister a` prendre un
ordre quelconque sur les sommets du graphe σ, et
pour i = 1 a` n, trianguler G(N+((vσ(i)))), et cette
triangulation n’impose pas d’ordre sur les sommets
de G(N+((vσ(i)))). On peut donc choisir un ordre
arbitraire σ′, pour l’effectuer. Mais la triangulation d’un
sous-graphe peut remettre en cause la triangulation d’un
sous-graphe ante´rieur, ce qui donne en sortie un graphe
qui n’est pas 2-triangule´.
Ce proble`me ne se pose pas pour la triangulation car
la comple´tion d’un sous-graphe induit ne remet pas en
cause la comple´tude des sous-graphes ante´rieurs. En
imposant le meˆme ordre pour la 2-triangulation et la
triangulation des sous-graphes induits, il est plus facile
de circonscrire la difficulte´ et ainsi de´finir un algorithme
efficace.
L’ordre de la 2-triangulation peut-eˆtre quelconque, une
fois choisie on se propose de la transformer en un ordre
CSG2,1 qui est de´fini comme suit :
D·enition 3.1.1 : Un ordre est dit CSG2,1 s’il est CSG2
et pour tout i = 1 a` n G(N+((vσ(i)))) est triangule´ sui-
vant l’ordre σ.
La deuxie`me condition n’est pas ne´cessaire dans la 2-
triangulation, mais en imposant cette restriction, il est
plus facile d’appre´hender les cas de remises en cause
d’une triangulation d’un sous-graphe induit a` une e´tape
ulte´rieure.
1
2
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Figure 4 : Cas de remise en cause.
La triangulation de G(N+(2)) rajoute une areˆte entre 4
et 5 et cre´e ainsi un cycle de longueur 4 dans G(N+(1)).
Il y a donc remise en cause de la triangulation de
G(N+(1)).
D·enition 3.1.2 : On appelle cas geˆnant CG, un graphe
a` 4 sommets formant un cycle de longueur 4 prive´ d’une
areˆte.
Le quadruplet {2, 3, 4, 5} constitue un cas geˆnant
qui me`ne a` une remise en cause d’une triangulation
ante´rieure.
Th·eoreme 3.1.3 : La triangulation d’un sous-graphe
G(N+((vj))) rajoute une areˆte a` un sous graphe
G(N+((vi))), vi pre´ce´dant vj dans l’ordre si et seule-
ment si on a la configuration de la figure 5 a` un
renommage des sommets pre`s.
preuve : Soient G un graphe et v2 un sommet tel que
la triangulation de G(N+((v2))) rajoute une areˆte a`
G(N+((v1))), v1 pre´ce`de v2 dans l’ordre. On note v4
et v5 les deux sommets entre lesquels cette areˆte est
rajoute´e. Et pour qu’elle soit rajoute´e, il faut l’existence
dans G(N+((v2))) d’un sommet v3 adjacent a` v4 et v5
et qui les pre´ce´de dans l’ordre. On retrouve exactement
la configuration de la figure 5. CQFD
L’ide´e de l’algorithme est base´e sur ce the´ore`me, elle
consiste a` repe´rer tous les quadruplets de sommets v2,
v3 , v4 , v5 et de rajouter l’areˆte entre v4 et v5 de fac¸on
pre´ventive, afin d’e´viter toute remise en cause.
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Figure 5 : Cas g

enant.
Nous proposons un algorithme appele´ Deuxtriang qui
e´limine tous les cas geˆnants en parcourant le graphe une
seule fois. Cet algorithme utilise un ordre quelconque
fourni en entre´e.
Deuxtriang (G)
Entre´es : graphe G, ordre σ
Sorties : graphe Ge=(V, E’)
Ge < − G
pour i=3 a n-1
pour j=i+1 a n si (vi non adjacent vj )
pour k=1 a i-1 si (vk adjacent vi et vk adjacent vj )
pour l=1 a i-1 si (k !=l et vl adjacent vi et vl adjacent vj)
si (vl adjacent vk)
rendre vi et vj adjacent
L’algorithme repe`re les cas geˆnants en partant des
sommets non adjacents et pour chaque paire de sommets
non adjacents, on regarde s’ils ont deux pre´de´cesseurs
adjacents en commun, dans quels cas il faut rajouter
l’areˆte manquante.
Th·eoreme 3.1.4 : Deuxtriang supprime tous les cas
geˆnants.
preuve : On note Ge le graphe a` la sortie de l’algorithme.
Evidemment ce dernier s’arreˆte, mais il faut ve´rifier qu’il
n’y a pas de cas geˆnants dans Ge.
On va faire une re´currence sur i. Pour i = 3, il n’y a
pas de cas geˆnants. Conside´rons un i donne´. On suppose
que les cas geˆnants ante´rieurs a` vi ont de´ja` e´te´ traite´s.
Conside´rons l’ajout d’areˆtes de la forme vi,vj . Il s’agit
d’areˆtes qui ne peuvent rajouter de cas geˆnant ante´rieur
a` vi. En effet, l’ajout d’une areˆte cre´e un nouveau cas
si une des areˆtes manquait et qu’elle est rajoute´e et
e´tant donne´ que les deux sommets non adjacents suivent
les autres dans l’ordre, donc ce cas n’a pas encore e´te´
examine´ et le sera force´ment.
A l’e´tape i = n, tous les cas ont e´te´ re´solus. CQFD
Th·eoreme 3.1.5 : deuxtriang calcule la 2-triangulation
du graphe G, donne´.
preuve : On prend dans Ge un sommet vi1 tel que le
sous-graphe induit posse`de deux sommets non adjacents
vi3 et vi4 , si la triangulation de G(N+(vi1)) ne´cessite
de rajouter une areˆte entre vi3 et vi4 , il existe donc un
sommet vi2 qui les pre´ce´de et qui est adjacent a` la fois
a` vi1 et a` vi3 et vi4 . Cette description correspond a` un
cas geˆnant, or il n’en existe pas dans Ge. Il n’est pas
ne´cessaire donc de rajouter des areˆtes pour qu’il soit
2-triangule´. CQFD
Corollaire 3.1.6 : Deuxtriang est correcte.
Ce corollaire de´coule directement du the´ore`me pre´ce´dent.
Th·eoreme 3.1.7 : La complexite´ de Deuxtriang est en
O(n4).
N=1000 Deuxtriang_MCS Deuxtriang_AB triang_ord triang_min
m durée clic ma durée clic ma durée clic ma durée clic ma
10,00% max 854 837 938 431641 912
moy 13s97 215 372582 6s06 151 354204 0s21 669 9s34 571 415756
nbcm 1143 1159 59 87
30,00% max 964 957 979 968
moy 13s65 473 338258 6s07 375 331707 0s18 790 345832 8s74 737 342019
nbcm 197 204 20 32
50,00% max 981 978 989 982
moy 11s05 606 246172 5s19 540 243451 0s13 847 248088 7s30 815 246475
nbcm 78 81 11 18
70,00% max 989 987 993 989
moy 7s92 755 147654 4s20 719 147654 0s09 889 149191 4s42 878 148636
nbcm 34 36 7 11
90,00% max 995 993 997 2s02 994
moy 4s81 897 49712 3s13 889 49509 0s05 954 49800 1s32 948 49668
nbcm 12 14 3 6
Tableau 2 : n = 1000 sommets.
Deuxtriang_MCS : Deuxtriang avec ordre MCS + cliquesmax
Deuxtriang_AB : Deuxtriang avec ordre Anne Berry + cliquesmax
triang_ord : triang avec ordre MCS + cliquemax1
triang_min : triang minimale Anne Berry + cliquemax1
ma :  nombre d'arêtes ajoutées
clic-max : taille clique maximale en moyenne
clic-moy : taille clique en moyenne
Sur un plan pratique cet algorithme a e´te´ compare´ a`
deux algorithmes de triangulation : MCS [Tarjan, 1984]
(triang-ordre qui est line´aire) et AB, une triangulation
minimale au sens de l’inclusion propose´e par Anne Berry
dans [Berry, 1999] (triang-min ) sur des graphes ge´ne´re´s
ale´atoirement. On a fait deux choix diffe´rents pour l’ordre
de la 2-triangulation, l’ordre MCS et celui issu de AB,
ce qui a conduit respectivement a` la TR2-De´composition
+ MCS et TR2-De´composition + AB. On a pu constater
que Deuxtriang a un temps d’exe´cution de meˆme ordre
de grandeur que la triang-min , et comme on pouvait
l’espe´rer, il ge´ne´re des cliques en moyenne beaucoup plus
petites que les triangulations(jusqu’a` deux fois plus pe-
tites).
3.2 Calcul des cliques maximales
Nous allons maintenant pre´senter un algorithme de
recherche de cliques maximales dans les graphes 2-
triangule´s avec le meˆme ordre pour la 2-triangulation et
la triangulation des sous-graphes induits.
Notations : Etant donne´s G un graphe CSG2 et σ un
ordre CSG2.1 sur G, on note Ci,u la clique avec i comme
premier e´le´ment et u second, selon l’ordre σ, tel que
Ci,u − {i} est une clique maximale du sous-graphe
G(N+[i]).
Dans toute la suite, on va uniquement conside´rer les
graphes 2-triangule´s munis d’un ordre CSG2.1.
Proposition 3.2.1 : Pour toute clique C de G, il existe i
et u tels que C ⊆ Ci,u .
preuve : Soient C une clique de G et i son premier
e´le´ment suivant l’ordre, C − {i} est une clique de
G(N+(i)) qui est un sous-graphe triangule´. Il existe une
clique maximale de G(N+(i)) contenant C − {i}, u
e´tant son premier e´le´ment suivant l’ordre, note´e Cmaxu .
On a : C−{i} ⊂ Cmax,u d’ou` C ⊂ Cmax,u∪{i} = Ci,u.
CQFD
Proposition 3.2.2 : Pour i et u fixe´s, Ci,u est unique.
preuve : G(N+(i)) e´tant triangule´, il existe une unique
clique maximale dans G(N+(i)) dont le premier e´le´ment
est u, d’ou` Ci,u est unique. CQFD
Proposition 3.2.3 : Si Ci,u n’est pas maximale dans G
alors il existe j tel que Ci,u ⊂ Cj,i.
preuve : On suppose Ci,u non maximale alors il
existe j et k tels que Ci,u ( Cj,k donc i ∈ Cj,k
dont le premier e´le´ment dans l’ordre est j. On a alors
j ≤ i, mais si i = j Ci,u − {i} ( Ci,k − {i}, or
Ci,u − {i} est une clique maximale dans G(N+(i)).
Donc i < j. On prend j0 = max{j/Ci,u ( Cj,k},
Ci,u ( Cj0,k0 =⇒ k0 ≤ i. Si k0 < i, on prend
k′0 = max{k
′/k′ ∈ Cj0 ,k0etk0 ≤ k
′ < i}
Cj0 ,k0 e´tant une clique contenant Ci,u et k′0 alors
Ci,u ⊂ N+(k′0) d’ou` l’existence de k”0 ∈ N
+(k′0) tel
que Ci,u ( Ck′
0
,k”0 avec j0 < k0 ≤ k
′
0 < i Contradic-
tion avec la minimalite´ de j0 donc k0 = i. CQFD
On note :
Cm(G) = { cliques maximales de G}
Cm(G, i) = {Ci,u/Ci,u − {i} cliques maximales de
G(N+(i))}
Proposition 3.2.4 : Cm(G) ⊂
⋃
1≤i≤n(Cm(G, i)).
preuve : Soit C ∈ Cm(G), soit i le premier e´le´ment de
C selon l’ordre et u, le second. C − {i} ⊂ N+(i) : est
une clique de G(N+(i)) Si C − {i} n’est pas maximale
alors il existe Cmax : clique maximale de G(N+(i))
telle que C − {i} ⊂ Cmax =⇒ C ⊂ Cmax ∪ {i}. Or
C est maximale donc C − {i} maximale et son premier
e´le´ment est u donc C = Ci,u ∈ Cm(G, i). CQFD
D’apre`s cette proposition, on peut se contenter, pour
calculer les cliques maximales de G, de les chercher
dans
⋃
1≤i≤n(Cm(G, i)). D’autre part, avec la proposi-
tion3.2.3, une clique Ci,u est maximale s’il n’existe pas
j tel que Ci,u  Cj,i.
Proposition 3.3.5 : S’il existe j tel que |Ci,u| ≤ |Cj,i|−1
et u ∈ Cj,i alors Ci,u  Cj,i
preuve : Cj,i−{i, j} ⊂ G(N+(i)) : clique de G(N+(i))
contenant u
Ci,u−{i} ⊂ G(N+(i)) : clique maximale de G(N+(i))
avec u comme premier e´le´ment.
Soit x ∈ Cj,i − {i} si x = u alors x ∈ Ci,u − {i} sinon
x adjacent a` i, j, u et x > i, j, u alors x ∈ Ci,u − {i} .
Donc Cj,i − {j} ⊂ Ci,u. Or |Ci,u| ≤ |Cj,i| − 1 donc
Ci,u = Cj,i − {j} d’ou` Ci,u ( Cj,i. CQFD
Inversement, si Ci,u ( Cj,i alors u ∈ Cj,i et |Ci,u| ≤
|Cj,i| − 1.
Proposition 3.3.6 : Ci,u est maximale ssi il n’existe pas
un j tel que u ∈ Cj,i et |Ci,u| ≤ |Cj,i| − 1.
Cette proposition nous permet d’e´laborer un algorithme
de calcul des cliques maximales de G. Notre algorithme
calcule toutes les Ci,u et parmi ces cliques, il ne garde
que celles pour qui il n’existe pas de j tel que u ∈ Cj,i et
|Ci,u| ≤ |Cj,i| − 1.
Cliquesmax (G, Cm)
Entre´es : graphe G 2-triangule´ avec le meˆme ordre pour la 2-
triangulation et la triangulation des sous-graphes induits.
Sorties : Cm ensemble des cliques maximales de G
/* Calcul des Ci,u */
pour i=1 a n
recherche des cliques maximales de G(N+[i])
Ci,u = chaque clique maximale de G(N+[i]) re´union i
/* Test de maximalite´ */
pour i=n a 1
pour tout Ci,u
si pour j=i-1 a 1
pour tout Cj,i u /∈ Cj,i ou |Ci,u| > |Cj,i| − 1
alors Ci,u est maximale
Th·eoreme 3.3.7 : cliquesmax calcule les cliques maxi-
males de G avec une complexite´ en O(nm).
Nous disposons maintenant de deux algorithmes qui vont
nous permettre de comparer la TR2-De´composition et les
autres algorithmes en tenant compte du couˆt re´el de la
me´thode.
4 EVALUATION EXP ·ERIMENTALE
Nous avons choisi de tester nos algorithmes de re´solution
sur des CSP ge´ne´re´s de manie`re ale´atoire en tenant
compte des dure´es d’exe´cution uniquement. Les algo-
rithmes utilise´s sont la TR2-De´composition + MCS,
la TR2-De´composition + AB et FC, l’un des meilleurs
algorithmes de re´solution avec MAC. Pour la re´solution
des sous-proble`mes ge´ne´re´s, on utilise aussi FC. Il est
a` noter que les expe´rimentations ont e´te´ aussi lance´es
avec MAC, et que les re´sultats obtenus e´taient similaires
a` ceux de FC. On s’est fixe´ sur des proble`mes avec 40
variables, en faisant varier la taille des domaines, le
nombre de contraintes et leur durete´. Il est ne´cessaire
de rester assez proche du seuil de difficulte´ pour les
proble`mes ge´ne´re´s. En effet cette me´thode est inutile
dans le cas ou` le proble`me est facile du fait du couˆt
non ne´gligeable des algorithmes de 2-triangulation et de
recherche de cliques maximales, et aussi qu’il faut tre`s
peu de temps a` FC pour le re´soudre. Pour chaque point
de cet espace des proble`mes, la re´solution est exe´cute´e
sur 30 instances. Pour mieux cerner le comportement des
algorithmes, on distingue les proble`mes consistants, des
inconsistants et les dure´es d’exe´cution des diffe´rentes
parties de la TR2-De´composition.
Dans la colonne CSP, n, d, c, t sont respectivement le
nombre de variables, la taille des domaines, le nombre
de contraintes et leur durete´ (le pourcentage de couples
interdits). SAT repre´sente le nombre de proble`mes
consistants et UN, celui des inconsistants. micro est
la dure´e d’exe´cution moyenne de l’algorithme de
ge´ne´ration de la micro-structure, 2-tri celle de Deux-
triang, clicm, Cliquesmax, et nbcm est le nombre de
cliques maximales. Ts est le temps minimum moyen
pour re´soudre un sous-proble`me consistant, Tu le temps
moyen de re´solution du sous-proble`me le plus difficile
pour les instances inconsistantes, T tot le temps moyen
de re´solution de l’ensemble des sous-proble`mes. Dans la
colonne FC, Tm repre´sente le temps moyen de re´solution
d’un CSP.
On observe donc une grande efficacite´ des algorithmes
pour la TR2-De´composition au niveau chronome´trique.
Au niveau de la re´solution, T tot semble ne pas le crite`re
le plus pertinent pour e´valuer la TR2-De´composition, du
fait qu’il ne tient pas compte du caracte`re inde´pendants
des sous-proble`mes. Il serait possible de s’arreˆter de`s
qu’une solution est trouve´e, ou meˆme mieux faire une pa-
ralle´lisation des re´solutions des sous-proble`mes. Dans ce
cas, la re´solution s’arreˆte de`s qu’une solution est trouve´e
sur l’ensemble des exe´cutions. Le temps de re´solution
pour les proble`mes consistants se limite donc au temps
du sous-proble`me consistant le plus facile(Ts), et pour
les inconsistants a` celui du plus dur(Tu), en rajoutant a`
cela les temps de ge´ne´ration de la micro-structure, de 2-
triangulation et de recherche des cliques maximales. Tu
et Ts te´moignent mieux de la qualite´ de cette me´thode
et montrent une ame´lioration tre`s significative des temps
de FC. De meˆme, comme on pouvait s’y attendre, la
TR2-De´composition + AB donne les meilleurs re´sultats
graˆce a` une meilleure de´composition avec un plus grand
nombre de sous-proble`mes mais de taille re´duite.
CSP
<n.d.c.t>
SAT UN TR2-Décomposition + MCS FC
micro 2-tri clicm nbcm Ts Tu Ttot Ts Tu Tm
<40.10.390.20> 27 3 0 0,03 0,08 15 0,01 2,74 5,19 1,09 3,3 1,31
<40.20.234.40> 3 27 0,01 0,42 0,89 44 0 10,63 61,8 4,47 15,28 14,2
<40.20.390.25> 30 0 0,01 0,58 0,88 29 0,66 - 550,17 27,17 - 27,17
<40.20.390.30> 0 30 0,01 0,55 0,79 35 - 12,18 77,1 - 16,39 16,39
<40.30.234.45> 0 30 0,01 1,68 2,72 103 - 50,44 396,47 - 86,56 86,56
<40.30.312.35> 28 2 0,01 2,18 2,79 59 0,6 1330,67 11526,62 1427,04 1549,22 1435,18
Tableau 3 : durées d'exécution en s des algorithmes de la TR2-Décomposition + MCS et de FC
CSP
<n.d.c.t>
SAT UN TR2-Décomposition + AB FC
micro 2-tri clicm nbcm Ts Tu Ttot Ts Tu Tm
<40.10.390.20> 27 3 0 0,06 0,05 53 0 0,66 8,32 1,09 3,3 1,31
<40.20.234.40> 3 27 0,01 0,55 0,43 216 0 3,2 109,14 4,47 15,28 14,2
<40.20.390.25> 30 0 0,01 0,57 0,43 147 0 - 2388,93 27,17 - 27,17
<40.20.390.30> 0 30 0,01 0,64 0,42 179 - 1,95 71,47 - 16,39 16,39
<40.30.234.45> 0 30 0,01 2,17 1,39 350 - 11,55 778,02 - 86,56 86,56
Tableau 4 : durées d'exécution en s des algorithmes de la TR2-Décomposition + AB et de FC
micro : génération de la micro-structure        Ts : durée sur les instances consistantes
2-tri : Deuxtriang                                            Tu : durée sur les instances inconsistantes
clicm : Cliquesmax                                        Ttot : durée pour la résolution de l'ensemble des sous-problèmes
nbcm : nombre de cliques maximales            Tm : durée moyenne
5 CONCLUSION
Dans [Je´gou, 1993], Je´gou nous propose une nou-
velle me´thode de re´solution de CSP, base´e sur la
de´composition de la micro-structure utilisant des pro-
prie´te´s des graphes triangule´s. Dans [Chmeiss, 2003],
une ge´ne´ralisation de cette me´thode est donne´e avec une
ge´ne´ralisation des graphes triangule´s, les graphes CSGk
ayant des proprie´te´s communes. Cette me´thode, malgre´
de bons re´sultats, souffrait de l’inefficacite´ des algo-
rithmes de manipulations des graphes CSG2 dont le couˆt
prohibitif empeˆchait son utilisation sur des proble`mes
de taille satisfaisante. Nous avons propose´ ici des al-
gorithmes de 2-triangulation et de recherche de cliques
maximales dans les graphes 2-triangule´s qui permettent
de s’affranchir de cette restriction. On a mene´ des
expe´rimentations qui nous ont montre´ un gain tre`s si-
gnificatif d’efficacite´ de la TR2-De´composition par rap-
port a` FC et MAC, dans le cas d’une re´solution en pa-
ralle`le des sous-proble`mes ge´ne´re´s. Des travaux futurs
devraient permettre de trouver un ordre CSG2 pour la 2-
triangulation qui approche plus l’optimalite´ au niveau de
la taille maximale des cliques ge´ne´re´es et ainsi conduire
a` une meilleure de´composition.
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