We present a multiphysics numerical technique for the characterization of high-frequency carrier dynamics in high-conductivity materials. The technique combines the ensemble Monte Carlo (EMC) simulation of carrier transport with the finite-difference time-domain (FDTD) solver of Maxwell's curl equations and the molecular dynamics (MD) technique for short-range Coulomb interactions (electron-electron and electron-ion) as well as the exchange interaction among indistinguishable electrons. We describe the combined solver and highlight three key issues for a successful integration of the constituent techniques: (1) satisfying Gauss's law in FDTD through proper field initialization and enforcement of the continuity equation, (2) avoiding double-counting of Coulomb fields in FDTD and MD, and (3) attributing finite radii to electrons and ions in MD for accurate calculation of the short-range Coulomb forces. We demonstrate the strength of the EMC=FDTD=MD technique by comparing the calculated terahertz conductivity of doped silicon with available experimental data for two doping densities and showing their excellent agreement.
I. INTRODUCTION
In doped semiconductors and metals, both the plasma frequency, x p , and the characteristic carrier scattering rate, s À1 , are typically in the terahertz (THz) frequency range. [1] [2] [3] [4] [5] Thus an electromagnetic excitation in this range has an angular frequency, x, on the order of s
À1
. Under these circumstances, the Drude model, which relates the frequency-dependent conductivity, r(x), to the dc conductivity, r 0 , as r(x) ¼ r 0 =(1Àixs), is not valid. Materials that are well described by the Drude model at the neighboring microwave frequencies require alternative descriptions at THz frequencies. The lack of inexpensive, convenient sources for THz radiation has left this frequency range relatively underexplored. 6 Even a technologically important material like silicon is not fully characterized in this range. 1, 7 This gap in our understanding of THz-frequency materials properties can be filled in part by the development and employment of a comprehensive simulation tool for carrier dynamics under THz-frequency stimulation in conducting materials. The central challenge of this work is to develop such a simulation tool: an electromagnetic, particle-based solver that maintains high accuracy over a broad frequency spectrum and a broad range of carrier densities.
Typical semiconductor device simulations describe a physical system of mobile charge carriers under electrical stimulation, where carrier motion is influenced both by local electric fields and by interactions with the crystal lattice. [8] [9] [10] The ensemble Monte Carlo (EMC) technique accurately describes carrier dynamics in the diffusive regime via a stochastic implementation of the Boltzmann transport equation. 9 The vast majority of EMC implementations describe carrier dynamics under either dc or low-frequency stimulation, where xs ( 1. 7 In this case, the stimulation period is very long compared to the time scale of relevant scattering processes, and electric fields may be assumed to be constant over a simulation time step. Most state-of-the-art EMC implementations use grid-based quasielectrostatic solvers (essentially solving Poisson's equation) to incorporate electric field effects. [8] [9] [10] At THz frequencies, xs % 1, and quasielectrostatic analyses are not accurate. 13, 14 A THz-frequency solver requires a fully electrodynamic description of the carrier-field interaction. Both the charge and current densities influence the electromagnetic field calculation. 7, [13] [14] [15] The particle-in-cell (PIC) technique is a powerful method for describing mobile charge interactions with time-varying electromagnetic fields. Early development of the PIC technique was prompted by interest in plasma fusion devices. [16] [17] [18] Buneman's 1968 report 19 detailed the advantages of integrating Maxwell's equations over time using the Yee cell 20 and demonstrated the incorporation of mobile charges into what is now known as the finite-difference time-domain (FDTD) method of solving the time-dependent Maxwell's curl equations. 21 FDTD is well suited for high-frequency analyses in which the quasielectrostatic assumption fails. 7, 22, 23 By combining EMC with FDTD, we may describe the carrier dynamics of a realistic ensemble under electromagnetic stimulation at THz frequencies. 7, 15, 22, 23 However, grid-based field solvers, such as FDTD and the quasielectrostatic Poisson's equation solvers mentioned above, cannot describe the strong forces among charges separated by distances smaller than the simulation grid cell. 12, 17 In PIC implementations, where n 0 is typically below 10 15 cm the average spacing among particles is large and the shortrange Coulomb interaction and correlation effect may be reasonably neglected. 17, 24 In metals and semiconductors with n 0 > 10 16 cm
À3
, the short-range Coulomb force among charged particles significantly affects materials properties. 25, 26 At carrier densities above 10 19 cm
, the exchange interaction among indistinguishable electrons, and the correlation effect between all electrons, can significantly affect bulk materials properties as well. 12, [27] [28] [29] [30] Molecular dynamics (MD) has the ability to capture Coulomb interactions on subgrid-cell length scales. 25, 27, [31] [32] [33] In this paper, we describe the EMC=FDTD=MD technique for THz-frequency materials characterization of semiconductors and metals. EMC=FDTD=MD captures collective carrier motion in highly conductive materials by using MD to describe the direct Coulomb interaction among electrons and ions separated by distances smaller than the FDTD grid cell. 25, 26 The standard MD implementation for Coulomb interaction is accurate for any carrier density where particle interactions may be described classically (namely, n 0 < 10 18 cm À3 ). [25] [26] [27] 31, 33 By using MD to describe interactions among particles, we accurately model the Coulomb force among electrons and between electrons and stationary ions, in the classical regime. We incorporate both the direct and the exchange interaction among indistinguishable electrons 27, 28, 30 to enable analyses for higher n 0 . Both electrons 27, 28, 30 and ions 34 are assigned finite radii, where the optimal radii are determined through a comparison of the known dc conductivity of the material of interest with the dc conductivities calculated by EMC=FDTD=MD over a range of particle radii. Thus EMC=FDTD=MD is a fully electrodynamic technique that describes the complex interplay of high-frequency electromagnetic waves with the carrier ensemble of a realistic conductor, where both the strong Coulomb interactions and the Pauli exclusion principle are described via MD. This paper is organized as follows. In Sec. II, we present an overview of the constituent techniques used in EMC=FDTD=MD, focusing on implementation details relevant to the combined solver. Section III describes the combined EMC=FDTD=MD solver and underscores the three pivotal factors for cohesive implementation of the combined technique: (1) ensuring that FDTD fields satisfy Gauss's law for EMC carriers, (2) avoiding double-counting Coulomb fields in FDTD and MD, and (3) attributing finite radii to electrons and ions in MD. In Sec. IV we examine the impact of MD on the calculated conductivity of doped silicon at dc, where the electronic properties of silicon are well established. This investigation serves as a calibration step for choosing the appropriate values for the particle radii. We then compare the EMC=FDTD=MD prediction for the THzfrequency conductivity of doped silicon 7, 15 with published experimental data at two available doping densities. 2 The numerical results are in excellent agreement with experiment. This validation establishes the accuracy of this technique for prediction of high-frequency phenomena. The Appendix provides additional EMC=FDTD=MD implementation details related to the accuracy and stability criteria that are specific to the combined technique.
II. CONSTITUENT TECHNIQUES
This section provides a brief overview of each of the three constituent techniques-EMC, FDTD, and MD-with details relevant to their coupling. We direct the interested reader to the references for further details.
A. Ensemble Monte Carlo (EMC) technique
The EMC method is a stochastic modeling technique that describes carrier dynamics in the diffusive regime, according to the Boltzmann transport equation, [8] [9] [10] @f @t þṽ Á rrf þF Á rpf ¼ @f @t
where f ðr;p; tÞ is the semiclassical distribution function,ṽ is the carrier velocity, andF is the total force acting on the carrier. f ðr;p; tÞ describes the probability that a carrier exists within d 3r of positionr and within d 3p of momentump at time t. f ðr;p; tÞ evolves in time according to Eq. (1) as a result of diffusion (included in the second term) and carrier drift due to external forces (described by the third term). The collision integral (described by the term on the right hand side of the equation) describes the impact of the materialspecific scattering mechanisms on the carrier ensemble.
The EMC simulates carrier dynamics in semiconductors by tracking the evolution of a large ensemble of particles [typically O (10 5 )] through time. Each carrier undergoes a series of scattering events and free flights. A random number generator is used to calculate the duration of each free flight, choose the mechanism for the next scattering event, and update the particle's momentum and energy as needed, according to the appropriate statistical probabilities. Momentum is updated during free flight according to the Lorentz force,F ¼ qðẼ þṽ ÂBÞ;
where q is the carrier charge, andẼ andB are the electric field intensity and magnetic flux density, respectively. Macroscopic quantities of interest (such as charge density and drift velocity) may be readily extracted via ensemble averages.
B. Finite-difference time-domain (FDTD) technique
FDTD models electromagnetic wave phenomena via a direct numerical solution of the time-dependent Maxwell's curl equations,
Here, and l are the permittivity and permeability of the medium, respectively;H ¼ l À1B is the magnetic field intensity; andJ andM are the electric and magnetic current densities. In FDTD, Eqs. (3a) and (3b) are discretized using centered differences on the partial derivatives in space and time. The result is a fully explicit scheme with second-order accuracy.
The FDTD formulation describes the time evolution ofẼ andH subject to domain boundary conditions and sourcing viaJ andM. 21 Perfectly matched layer (PML) absorbing boundary conditions are most commonly used for terminating the grid boundaries when simulating "open" problems. 35 This approach introduces an impedance-matched absorbing material region, typically 10-20 grid cells thick, at the boundaries of the FDTD computational grid. PML absorbing boundary conditions have been shown to have outer-boundary reflection coefficients on the order of À80 dB or better, 21 enabling finite-grid representation of an infinite space. Another boundary condition, transparent periodic boundaries, may be enforced in cases where translational invariance is needed. 21 The total-field=scattered-field (TFSF) formulation launches an electromagnetic plane wave into the total-field region of the FDTD grid via sourced equivalent current densities located at the TFSF interface. 21 This interface comprises a closed double layer of electric and magnetic current densities, given byJ TFSF ¼ Àn ÂH inc andM TFSF ¼n ÂẼ inc , wheren is the unit vector normal to the TFSF interface, and the incident fieldsẼ inc andH inc are known. 21, 36 Waves originating from within the total-field region, due to scattering or other current sources, pass through the transparent TFSF interface into the surrounding scattered-field region.
C. Molecular dynamics (MD)
The MD technique describes the behavior of collections of particles based on the particle-particle interactions. 37 For an ensemble of electrons and ions, MD calculates the pairwise electrostatic force among each carrier and all other carriers and stationary ions in the vicinity. In an ensemble of N electrons and N ions, the MD prediction for the net Coulomb force acting on the ith electron is
where Q is the ion charge,r i is the position of the ith particle, andr ij ¼ ðr i Àr j Þ=jr i Àr j j. In the particle solver, the MD forces describe the full electrostatic system. 27, 32, 33 The computational electronics community has favored the use of semiclassical scattering rates for charged particle interactions over the use of MD. Rates are computed individually for binary carrier-carrier scattering, collective carrier-carrier or plasmon scattering, and binary carrier-ion or ionized impurity scattering. 8, 10, 12, 34, [38] [39] [40] [41] The binary carrier-carrier rates have in some cases been extended to describe exchange interaction. 12, 39, 41 These semiclassical rates are attractive for their small computational burden (though not always; see Ref. 39) and their incorporation of the Pauli exclusion principle, but these rates present their own difficulties. Both of the binary scattering rates (carrier-carrier and carrier-ion) are usually formulated in the Born approximation, which overestimates scattering. 10, 12, 34 Additionally, these two rates assume that each Coulomb interaction involves only two particles, an assumption that is only valid at low particle densities. 32, 33, 42 Results based on the use of binary scattering rates as a means of accounting for short-range Coulomb interactions can be improved by carefully choosing the grid cell size on the order of the screening length in nondegenerate ensembles, or the inverse Landau damping parameter in degenerate ensembles, 12 thereby taking advantage of the fact that the grid-based field solvers suppress sub-grid-cell fields. 12 However, the binary scattering rates incorporate a certain amount of doublecounting within themselves: for instance, in the electron-ion scattering rates according to the Brooks-Herring model, the electron density is assumed to have a uniform spatial distribution, while simultaneously shielding dopant ions completely. 12 The Brooks-Herring model is appropriate at low doping densities, but should be replaced by the unscreened Coulomb (Conwell-Weisskopf) model at high densities. 12 In our tests, we find that the carrier-carrier and carrier-ion scattering rates overestimate the short-range interaction strength and lower the computed conductivity, r, even in the low-density regime, where the short-range Coulomb interaction should negligibly affect materials properties. Moreover, plasmon scattering is well described by the long range carrier-field interactions included in most grid-based solvers, so it need not be addressed with a semiclassical scattering rate in a simulation that also includes long-range fields. 39 The MD technique avoids assumptions about the screening length or the number of particles likely to participate in any particular interaction, and it naturally incorporates all collective ensemble behavior. 27, 33 In addition, MD has been extended to describe the exchange interaction among indistinguishable electrons. [28] [29] [30] Previous work combining classical MD with a quasielectrostatic grid-based field solver (such as an iterative solver of Poisson's equation) divides the Coulomb interaction into a short-range component, which describes interactions among particles separated by distances shorter than a couple of grid cells, and a long-range component. 25, 26, 32 The long-range part of the Coulomb interaction is quickly and accurately described by the field solver, and the short-range part is described by MD. The combination of a grid-based solver with MD limits the number of particles involved in each iteration of the MD calculation, thereby significantly reducing the MD computational load, which scales with N 2 , where N is the number of interacting particles. 8, 43 These quasielectrostatic solvers, combining grid-based solutions of Poisson's equation with MD, accurately represent low-frequency materials properties and semiconductor device characteristics. 25, 26, 32, 33 In this work, we extend these advances to the electrodynamic case appropriate for THz-frequency analysis. EMC=FDTD=MD calculates the long-range Coulomb force with electrodynamic FDTD calculations, as described in Sec. III A, and the short-range force with MD. Integration of these two field solvers is detailed in Sec. III B.
III. THE COMBINED SOLVER
In the EMC=FDTD=MD technique, the three solvers are coupled in every time step to describe carrier dynamics under applied time-varying electromagnetic fields with full Coulomb interaction among particles (Fig. 1) . FDTD electromagnetic fields and MD electrostatic fields accelerate EMC carriers through the Lorentz force,F, in Eq. (2). EMC carrier motion definesJ, thereby acting to source FDTD fields in Eq. (3), and instantaneous carrier positions define MD fields in Eq. (4) .
In this section, we describe the EMC=FDTD=MD solver in the context of examining carrier dynamics in a doped semiconductor under applied electromagnetic fields. We define a 3D FDTD computational domain with the semiconductor's dielectric constant, r , specified throughout. As shown in Fig. 2 , the coupled EMC=FDTD=MD region is embedded within the larger FDTD domain. This coupled region spans the full height of the larger FDTD domain.
We drive carrier motion in the coupled region by defining the incident electric field,Ẽ inc , to be z-invariant and z-polarized. As a result, the dominant force on the carriers is directed along z. We enforce periodic boundaries in the top and bottom (z-normal) faces of the EMC to allow unrestricted carrier motion in the direction of dominant force. To ensure continuity in the electromagnetic fields, we also impose periodic boundary conditions on the top and bottom boundaries of the FDTD and MD computational domains. In order to better represent bulk, EMC enforces specular reflection of carriers from the side (x-and y-normal) boundaries of the coupled region. The side FDTD domain boundaries are treated with convolutional PML (CPML), not shown in Fig.  2 . 21, 44 The distance between the coupled region and the CPML is chosen to be sufficiently large so that the diverging fields surrounding charges in the coupled region decay significantly before interacting with the CPML. This ensures that the coupled region is electromagnetically isolated from the domain boundaries.
The incident fields are sourced from the TFSF interface, which also spans the full height of the FDTD grid, as shown in Fig. 2 . In dc simulations, the sourcing field amplitude increases monotonically over time fromẼ inc ¼ 0 at t ¼ 0 tõ E inc ¼ 0:1 kV=cmẑ, and this final value is maintained for the duration of the simulation. The same source profile is used with a sinusoidal carrier wave, in ac simulations, to launch a uniform plane wave at the frequency of interest with propagation along x.
The FDTD space lattice is based on the Yee grid cell, which is defined by the arrows shown in Fig. 3 . The EMC=FDTD=MD computational cell builds on the FDTD grid cell (withẼ,H,J, andM as traditionally assigned) with the addition of charge density, q, at the grid cell corners. 17 We give the motivation for this choice of position for q in Sec. III A.
The following sections give details on three key issues necessary for a successful implementation of the EMC/ FDTD/MD technique. Section III A describes using FDTD to calculate the diverging fields surrounding EMC charges, so that Gauss's law is satisfied. We give details in Sec. III B on combining FDTD with MD, to accurately calculate the shortrange Coulomb interaction, without double-counting fields. MD is extended to describe the exchange interaction among indistinguishable electrons in Sec. III C. That section also presents a MD treatment of ions with finite radii.
A. EMC=FDTD, with enforcement of Gauss's law
Gauss's law describes the diverging electric fields associated with charges as follows: 
These fields define the Coulomb interaction among particles. A typical quasielectrostatic EMC implementation includes the numerical solution of Poisson's equation, which is derived from Gauss's law. 8, 45 In contrast, the standard FDTD formulation, which is typically employed for uniformly charge-neutral materials and structures, involves no explicit enforcement of Gauss's law, as evident in Eq. (3). However, FDTD can be extended to treat structures with nonuniform and time-varying charge density: FDTD fields satisfy Gauss's law in the presence of mobile charges if the initial field distribution satisfies Gauss's law, and if the continuity equation
is enforced. 7, 46 The placement of q at the grid nodes, as shown in Fig. 3 , streamlines the numerical implementation of Eq. (6) .
The fields must be properly initialized to be consistent with the presence of charges. To illustrate this necessity, we define a 3D EMC=FDTD=MD computational domain with a single electron moving from 0 to 25 lm with constant velocity.J is calculated to satisfy Eq. (6) . Figure 4 shows snapshots (in time) of the electrostatic potential, U, calculated from line integrals of the resulting FDTD electric fields. In Fig. 4(a) , the FDTD electric field is initialized to zero, as is usual for charge-neutral FDTD simulations. As the electron moves away from the starting position, electric fields develop in the computational domain so that the electron is surrounded by appropriate diverging fields, and the fields for an artificial hole are left behind. In Fig. 4(b) , FDTD electric fields are initialized to satisfy Gauss's law for the starting position of the electron. As the electron moves away, the diverging fields follow the electron and Gauss's law is always satisfied. Thus, accurate representation of diverging fields in FDTD requires that the initial fields satisfy Gauss's law.
An important advantage of the explicit enforcement of the continuity equation, and thereby the implicit satisfaction of Gauss's law, is that long-range Coulomb interactions among carriers are automatically included in the simulation. 15 
Charge assignment and initialization
EMC=FDTD=MD uses the cloud-in-cell (CIC) charge assignment scheme to assign EMC charges to the FDTD grid. The CIC technique represents d-function charges as finite-volume charge clouds. 47 This scheme provides an accurate representation of the Coulomb interaction among charged particles over length scales longer than a few grid cells. 26, 47 The assumption of a finite charge volume is valuable when dealing with d-function charges in a grid-based field solver. The nearest-grid-point scheme does not require this, and instead assigns each d-function of charge to whichever grid point is closest to the particle, but results in abrupt electron motion and very noisy fields. Consequently the CIC scheme is usually preferable. 47 We assume CIC charge assignment with cubic charge clouds of width Dx, so that the charge density of a cloud corresponding to a particle of charge q is q=Dx 3 . The CIC scheme assigns a portion of the particle's charge cloud to each of the eight q elements at the corners of the EMC=FDTD=MD grid cell shown in Fig. 3 . For a particle with position (x, y, z) within the grid cell, the portion of the total charge assigned to q on the nth grid cell corner with position (x n , y n , z n ) is given by w n , where
Initial electric fields that satisfy Gauss's law are calculated numerically as the gradient of the electrostatic potential U, where U is the solution to Poisson's equation 11 for the initial charge distribution q, with U and q collocated on the grid in Fig. 3 .
Current density calculation
The small approximations inherent in the staggered grid assignment ofJ and q in the EMC=FDTD=MD region can result in a violation of Eq. (6). We explicitly enforce Eq. (6) by calculating a carrier's contribution toJ from its change in position over a time step rather than from its known instantaneous velocity. The resultingJ is assigned to the grid according to the carrier's spatial charge profile in the CIC scheme, to maintain full consistency between the initial and subsequent field=charge calculations. 7, 15, 46 During one time step, Dt, the particle moves from (x, y, z) to (x', y', z'), where we assume starting and ending positions are within the same grid cell. There are four elements of J x in the grid cell shown in Fig. 3 
where y a ¼ y n À 0.5(y þ y'), z a ¼ z n À 0.5(z þ z'), and (x n , y n , z n ) is the position of J n x . The elements of J y and J z are similarly defined. 7 Motion into the neighboring grid cell is treated by dividing the path into sections, so that the motion in each cell is treated individually.
Field interpolation
The definition forJ described above is fully consistent with the CIC scheme. As a result, the fields may be calculated at the positions of the mobile carriers during the timestepping process via interpolation according to the CIC scheme. Since FDTD fields are offset from the grid nodes, we interpolate the electromagnetic fields at the grid nodes prior to CIC interpolation. This second interpolation finds the field at the location of the carrier usingẼ andH at the grid nodes, by interpolating with the weights w n defined in Eq. (7) . Because of the consistency between the CIC scheme and theJ calculation described above, self-force is minimized. 46 
B. FDTD=MD, without double-counting
The forces acting on a mobile carrier are caused both by the applied fields and by the Coulomb interaction between that carrier and the other carriers and ions in the system. The total force acting on the ith carrier is given bỹ
where the summation describes the Coulomb force on the ith carrier from all other (N À 1) carriers and all (N) ions in the system, andF i applied represents all other forces on the ith carrier from applied and induced fields. We calculate Both the applied fields and the Coulomb fields are contained in the FDTD computational grid. We define i grid to be the force on the ith carrier calculated from FDTD fields. 
Each term in Eq. (9) is numerically represented in Eq. (10), to varying degrees of accuracy. FDTD provides an accurate calculation of applied fields; thus we may equate applied tõ F applied . FDTD fields also accurately describe the Coulomb interaction among charges separated by distances longer than a few FDTD grid cells, so that we may equate~F Coulomb toF Coulomb for spatially separated particles. Grid-based field solvers like FDTD cannot resolve interactions among particles that are separated by distances shorter than a few grid cells. This point is illustrated in Fig.  5 , which shows the force experienced by an electron as it is swept through a grid cell that contains an ion at the center, where the entire force is calculated from the interpolated grid-based field and applied ¼ 0. Outside of the few grid cells surrounding the ion, grid includes an accurate representation ofF Coulomb . In the ion's close proximity grid is weak in comparison toF Coulomb , and the representation breaks down. Thus, grid is not a complete representation ofF total , but the only difference is in the terms of the summations in Eqs. (9) and (10) that describe the force from particles within a few cells of the ith particle. In EMC=FDTD=MD, these short-range forces are calculated by MD, where the MD force is MD . The long-range forces and the forces from applied fields are calculated by FDTD.
As shown in Fig. 5 , the short-range force calculated from the grid-based field is piecewise-linear and nonzero. If F Coulomb is combined with grid , then the fields are doublecounted and the resulting force is larger than the Coulomb force alone. 25, 26 The corrected-Coulomb scheme, defined in Refs. 25 and 26, avoids double-counting of fields by precalculating MD to produce MD þ grid ¼F Coulomb . grid is precalculated by sweeping a mobile electron past a stationary charge at a known location in the grid cell, as was done to produce Fig. 5 . 25, 26 The resulting correcting force, MD ¼F Coulomb À grid , can be used to describe interaction with electrons or ions during the time-stepping process as long as the appropriate sign is used. However, grid depends on the particle's position within the grid cell. 11 As a result, MD is not an accurate correcting term for interaction with any arbitrarily placed electron or ion.
The novel approach used in EMC=FDTD=MD accurately calculates the short-range force for interactions with any arbitrarily placed particle. The approach eliminates double-counted fields for any electron-ion interaction that is calculated with MD, by subtracting the ion's contribution to the grid-based field prior to interpolating the field at the electron's location. The Coulomb force is then described by MD alone, with no gridbased contribution. This is described in greater detail below.
EMC=FDTD=MD permits MD interactions among carriers and ions within the same cell and in neighboring cells. An ion interacts via MD with every carrier in the surrounding 3 Â 3 Â 3 block of cells, and no other carriers. In the 1D example shown in Fig. 5 , MD calculates the electron-ion interaction for the three consecutive grid cells bounded by grid indices i À 1 and i þ 2. In the new scheme, an ion's contribution to grid is calculated by solving Poisson's equation in the simulation initialization stage. We compute the gridbased electric field in the 27 grid cells surrounding the ion and store the resulting values, so that subsequent calculations may quickly determine the ion's local contribution to the grid-based force, When an EMC carrier enters one of the 27 cells surrounding an ion, we subtract local grid from grid and therefore eliminate the inaccurate representation of the short-range Coulomb force in the grid-based field. We further assume MD ¼F Coulomb . We combine MD with the remaining force from the grid-based field. The result is a complete description of the force on the carrier from applied and Coulomb fields, without double-counting. The Appendix gives further implementation details for this technique. Figure 6 shows the force acting on an electron that is swept past a stationary ion, where the ion is positioned at the center of a grid cell. The MD force for the correctedCoulomb scheme has been calculated using an ion positioned at the center of the grid cell. Both the corrected-Coulomb scheme [ Fig. 6(a) ] and the new scheme [ Fig. 6(b) ] accurately predict the Coulomb force the electron should experience. Figure 7 shows the force on an electron that is swept past a stationary ion, where the ion is positioned at the edge of the grid cell. The corrected-Coulomb scheme was initialized as in the previous example, and it now overestimates the combined force on the electron for this offset ion [ Fig. 7(a) ]. The new scheme accurately predicts the combined force, within the portion of the interaction that is calculated with MD.
The simplest implementation of this scheme has the potential to contribute substantially to the computational burden of the initialization stage, since Poisson's equation must be solved for each individual ion to produce the ions' local grid-based fields. We exploit the linearity of Poisson's equation to eliminate the bulk of the computational burden of the technique's initialization. Prior to calculating the solution to Poisson's equation, an ion's charge is divided among the grid points at the corners of the ion's cubic grid cell U ¼ P 8 n w n U n 0 ; with weights w n , n ¼ {1, 2, …, 8}, according to Eq. (7). We consider the mathematically equivalent case of eight individual particles with charges w n q, n ¼ {1, 2, …, 8}, positioned at each of the grid cell corners. Given the Poisson solution U 0 for a single charge located at a grid intersection, the ion's potential U is calculated as the weighted sum of shifted potentials U 0 , as follows: For each carrier-ion interaction the only computational burden this scheme adds during the main time-stepping loop results from subtracting off the grid-based field. We save significant computational labor in each time step by associating the stored arrays with all ions in a particular grid cell rather than with each ion individually. Instead of subtracting the grid-based fields for each ion in a cell, we subtract them all at once. This technique contributes more significantly to the computational burden in the electron-electron MD calculation, since electrons move continually and the weights and nearest fields would need frequent recalculation. At the same time, our tests have shown that the use of the exact shortrange electron potential has minimal impact on bulk material properties. Thus, for the electron-electron interaction, we choose the lighter computational load and larger approximation of the corrected-Coulomb scheme.
C. Finite electron and ion size
Exchange interaction
MD accurately describes the Coulomb interaction in bulk materials with n 0 < 10 18 cm
À3
, where the carrier interaction is well represented by a fully classical description. As n 0 increases, the exchange interaction among indistinguishable particles increasingly impacts materials properties. [28] [29] [30] 41 The exchange interaction is a geometric consequence of the Pauli exclusion principle that manifests itself as a reduction in the force among indistinguishable electrons. [28] [29] [30] 39 We adopt the formulation of Refs. 28-30 to describe this quantum-mechanical effect with molecular dynamics. Carriers are defined as Gaussian wave packets with a finite radius r c ; the wave function of the ith electron is
The wave packet amplitude is significant only within a few r c of the electron's assumed positionr i and a few h=2r c of the assumed momentump i ¼ hk i , wherek i is the electron's wave vector. The equations of motion for the ith electron in an ensemble of N electrons are then given by
where r i is the spin of the ith electron, d is the Kronecker delta symbol, the summations include all electrons j where j = i, andF 0 includes forces from applied fields and the electron-ion interaction. The new terms are given bỹ electrons defined by Eq. (12) . In this formulation,F D ij defines the direct force among all electrons, regardless of spin.F EX ij describes the "exchange force", which acts to reduce the interaction among indistinguishable electrons of the same spin as a function of the electrons' proximity in position and momentum.G ij describes a small increase in the carrier velocity, so it may be thought of as a small reduction in the effective mass. All three terms are calculated numerically at the start of the simulation and stored in lookup tables.
We determine the scale of r c from the Hartree-Fock approximation exchange hole profile,
where r 0 ¼ (3p
r, r is the radial distance from the center of the electron, and g(r 0 ) describes the probability that an identical electron can exist at r 0 . We fit the normalized Gaussian envelope of our electron wave function to 1 À g(r 0 ) to determine the Hartree-Fock prescribed electron radius r c,HF . This fit produces the following relationship:
where n 0 is carrier density in inverse centimeters cubed. For comparison we consider the average radius of the volume occupied by a single carrier electron of a particular spin,
as well as the carrier radius values for doped silicon, r c,MD , given by Ref. 28 . Table I lists r c,HF , r c,MD , and r s for each doping density of interest here. Both r c,HF and r s decrease monotonically with increasing n 0 , in contrast with the values given by Ref. 28 , which increase with increasing n 0 in the range provided. For each doping density, both r c,HF and r c,MD are smaller than the radius of the sphere occupied by a single electron where we only consider electrons of the same spin. Table I offers a direct comparison of the Hartree-Fock exchange hole radius r c,HF and the carrier radius r c,MD , but it is not clear that the two radii actually represent the same physical quantity. r c,HF is the predicted radius of the spherical volume surrounding an electron into which an identical electron cannot penetrate, while r c,MD is chosen as a compromise between the desire to maintain the classical Coulomb force for most carrier-carrier interactions, while permitting exchange for very short-range interactions. The question of how to choose the value of r c is discussed further below.
Finite ion radius
A typical MD implementation treats ions as d-functions of charge. 26 The bare Coulomb force acting on an electron in the vicinity of a d-function ion is strong enough that such electrons would reach relativistic speeds, which leads to simulation inaccuracy and instability. 49 Instead, we assume that the dopant ion has a finite radius. 34, 39 We model the dopant ion charge with a Gaussian profile of characteristic halfwidth r d , so that the Coulomb force experienced by an interacting electron is given by a modification of Eq. (15a) as
where we assume an ion of charge Q. The maximum force that may be applied to electrons is substantially reduced; see Fig. 8 . In the case of phosphorous-doped silicon, the approximate radius of the ion's outer orbitals is given by the effective Bohr radius as 13.8 Å . 50 This value gives a qualitative understanding of the scale of r d .
IV. APPLICATION TO DOPED SILICON: CALIBRATION USING DC DATA AND VALIDATION VIA COMPARISON TO AVAILABLE THZ DATA
In this section, we compare the effective conductivity calculated by EMC=FDTD=MD with published experimental results for doped silicon at THz frequencies, obtained via reflecting THz time-domain spectroscopy. 2 The complex conductivity was measured for two n-type silicon samples with dc resistivities of 8.15 X cm and 0.21 X cm, corresponding to n 0 ¼ 5.47 Â 10 14 cm À3 and n 0 ¼ 3.15 Â 10 16 cm À3 , respectively. 51 First, we calibrate EMC=FDTD=MD by calculatingr(0) as a function of r c and r d for each n 0 , as described in Sec. III C, and choosing particle radii that giverð0Þ=r 0 % 1. After 
whereẼðxÞ andJðxÞ are the electric-field and current-density phasors in the coupled region, after spatial averaging to reduce noise.
A. Calibration: Finding r c and r d
The EMC technique is used to describe carrier dynamics in n-type silicon at room temperature. We use the effective mass approximation with first-order nonparabolicity. 52 All material parameters and constants are taken from Ref. 53 . FDTD and MD calculations assume the relative permittivity of silicon, r ¼ 11.7, throughout the computational domain. The maximum applied electric field is 0.1 kV=cm; this excitation corresponds to the low-field regime. Figure 9 shows Re{rð0Þ}=r 0 , where r 0 is the known dc conductivity of the material, 51 as a function of r c and r d , for the two n 0 of interest (i.e., two n 0 for which THz conductivity data exist). 2 Our tests show that r c has little influence on rð0Þ regardless of doping density, provided that r d is of reasonable value. The influence of the carrier-carrier interaction is predominantly to relax the ensemble toward a drifted Maxwellian or drifted Fermi-Dirac distribution (depending on doping) without changing the average ensemble energy or momentum (i.e., the electron-electron interaction does not directly impact the conductivity of the material). The only situation in which we would expect r c to significantly affect bulk properties is at very high n 0 when electrons are forced to interact at short range. The only conclusion we can draw about the impact of r c on the conductivity is that any changes torðxÞ from r c occur below the level of the noise in our data, and the question of how to best choose r c remains open. In this work we use r c ¼ r c,HF , from Eq. (17 Figure 10 compares the EMC=FDTD=MD dopedsilicon complex conductivity to the experimental results for n 0 ¼ 5.47 Â 10 14 cm À3 . EMC=FDTD=MD results are indicated with solid circles and a dashed line. The numerical prediction for conductivity shows excellent agreement with experiment. The Drude-model conductivity, calculated by using the doping density and the corresponding low-field mobility, differs significantly from both numerical and experimental data. Figure 11 shows the complex conductivity calculated by EMC=FDTD=MD in comparison with the best fit to experimental results for silicon doped to n 0 ¼ 3.15 Â 10 16 cm
À3
. Again, EMC=FDTD=MD results forr show excellent agreement with experiment. This comparison validates the techniques described in this paper, and demonstrates the accuracy of EMC=FDTD=MD for THz-frequency characterization of doped semiconductors.
V. CONCLUSION
We have presented EMC=FDTD=MD, a comprehensive numerical technique for high-frequency characterization of semiconductors and metals. We first described the three constituent techniques, with details relevant to the combined solver. We highlighted three fundamental advances. The first was rigorous enforcement of Gauss's law in FDTD with mobile charges. We emphasized the necessity for accurate initialization of the diverging fields in FDTD, and calculation of current density according to the continuity equation. The second fundamental advance involved describing electromagnetic fields with FDTD and MD. We presented a new technique for avoiding double-counting fields, and highlighted several improvements to improve efficiency without sacrificing accuracy. Third, we described representing finitesize particles with MD. With this advance we include both the direct force among all charged particles, as well as the exchange interaction among indistinguishable electrons. In Sec. IV, we demonstrated the use of EMC=FDTD=MD to determine the dc and THz conductivity of doped silicon. To determine the appropriate electron and ion radii, we calculated the dc conductivity,rð0Þ, as a function of the radii and compared it with the known dc conductivity, r 0 , of silicon at a given doping density. We then applied THz-frequency propagating electromagnetic plane waves to the multiphysics region, and used the resulting stimulated currents in the coupled material to determine the conductivity. The calculation of THz conductivity of silicon from EMC=FDTD=MD shows excellent agreement with available experimental data (i.e., at two doping densities). EMC=FDTD=MD shows promise as a powerful technique for characterization of semiconductors and metals at THz frequencies. described in Sec. II. In order to begin the simulation with a realistic carrier ensemble, we ensure that no electron is initialized in a position of extremely high potential energy by reinitializing any electron that is within a few Angstroms of another electron or ion.
In EMC=FDTD=MD, MD calculates pairwise forces among particles in the same grid cell or in neighboring grid cells. We employ a linked-list scheme, which maintains lists of the particles close enough to interact through the shortrange component of the Coulomb force. Associated with each grid cell is a list of the particles contained by that grid cell, so that MD interactions may be calculated by iterating through the list, rather than by searching the ensemble for nearby particles.
Once the electron and ion positions are established, grid-based charge density is calculated according to the CIC scheme. Poisson's equation is solved for the initial charge density with an iterative successive over-relaxation scheme. The resulting electrostatic potential, U, is used to calculate the initial diverging electric fields, according toẼ ¼ ÀrU. Local grid-based fields for each ion are calculated as described in Sec. III B, and stored for later use.
EMC=FDTD=MD calculatesF D ,F EX , andG ij as functions ofr andk and tabulates the results for reference.F D is radially symmetric inr and independent ofk; we thus fully describeF D with a simple 1D array. The direct force among electrons is calculated by averaging solutions to the corrected-Coulomb scheme for many stationary electron positions, whereF D replaces the bare Coulomb force as the reference. In bothF EX andG ij , the computationally burdensome integrals and exponentials are radially symmetric in bothr andk. Rather than storing a full 2D array inr andk for each ofF EX andG ij , we exploit the separability of these functions and store ther andk terms in four 1D arrays. This permits very fine resolution in bothr andk without significant storage requirements. During a simulation time step, F D ,F EX , andG ij are calculated for any electron-electron interaction from knownr andk according to the tabulated arrays. Before starting the main time-stepping loop, the MD fields are calculated for the initial ensemble of electrons, as described in Sec. III B.
Time-stepping scheme
In our calculation updates,H,k, andJ are defined on the time step, andẼ and q are defined on the half time step. The nth time step begins withJ nÀ1 ,k nÀ1 ,Ẽ ;
where N cell is the number of carriers in a grid cell. Larger values of N cell lead to heavier computational burden. Our simulations typically use N cell ¼ 3. In essence, as long as the FDTD accuracy requirement is satisfied, the criterion for the largest permitted Dx is defined to ensure low MD computational burden by having few particles, on average, per grid cell. EMC=FDTD=MD accuracy also requires a lower bound on Dx that stems from the use of finite particle radii in the extended MD formulation. We require Dx > maxð4r c ; 4r d Þ
to ensure that the entire profiles of electrons and ions are described within the MD fields. Further restrictions on minimum Dx result from the strong forces involved in the carrierion interaction. Both FDTD and MD describe these rapidly varying fields: MD describes the strong forces within the 27 grid cells surrounding the ion with very high accuracy, and FDTD describes the weaker long-range force outside these cells via less accurate interpolation. As Dx decreases, more of the stronger force is interpolated from the FDTD grid, and less is calculated with MD. This interpolation introduces significant error into the force for the rapidly varying Coulomb fields close to the ion. To quantitatively determine an appropriate lower-bound on Dx based on this effect, we define a free thermal electron with initial velocity directed along the x-axis, and examine the electron interaction with a stationary ion located 1 nm above the axis. In this purely elastic interaction we expect Dv ¼ 0, where Dv is the change in the magnitude of the electron's velocity before and after the interaction. Our tests examine the dependence of Dv on Dx.
For the largest grid cell we examined, Dx % 70 nm, we observed Dv=v ¼ À0.5%, indicating a 0.5% drop in velocity. The magnitude of Dv increased monotonically with decreasing Dx. For Dx < 10 nm, the electron velocity decreases by a few percent with each interaction with the ion, and at given by Eq. (A5). In the short-range interaction of an electron with an ion, the electron experiences extremely strong forces, as shown for r d ¼ 0 in Fig. 8 . Under these circumstances, the mobile charge may briefly obtain very high velocities. If the electron approaches relativistic speeds, the electron motion is insufficiently sampled by Dt max , and the simulation loses accuracy. Certainly no electron in this room-temperature material should approach relativistic speeds. We may avoid creating such high-speed electrons by setting a minimum on r d , thereby reducing the maximum force an electron can experience upon interaction with an ion. This need for a minimum r d is illustrated with the following example. Rutherford scattering theory defines the scattering angle of an electron that interacts with a stationary ion with known impact parameter b and initial velocityṽ i , as shown in Fig. 12 . The Rutherford scattering angle h for the interaction is given by
for an electron of mass m* scattering from an ion of charge Q. EMC=FDTD=MD accuracy requires that the electron-ion interaction be well represented for arbitrarily small impact parameter b. We examine the impact of r d on h by launching a free electron along the x-axis with an ion at position b above the axis, and observing the angle of the electron's drift after the interaction. Table II 
