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ABSTRACT 
 The landscape of the Internet is continually evolving. This creates huge 
opportunities for different industries to optimize vital channels online, resulting in various-
forms of new Internet services. As a result, digital users are interacting with many digital 
systems and they are exhibiting dynamic behaviors. Their shopping behaviors are 
drastically different today than it used to be, with offline and online shopping interacting 
with each other. They have many channels to access online media but their consumption 
patterns on different channels are quite different. They do philanthropy online to help 
others but their heterogeneous motivations and different fundraising campaigns leads to 
distinct path-to-contribution. Understanding the digital user’s decision making process 
behind their dynamic behaviors is critical as they interact with various digital systems for 
the firms to improve user experience and improve their bottom line. In this thesis, I study 
digital users’ decision journeys and the corresponding digital technology firms’ strategies 
using inter-disciplinary approaches that combine econometrics, economic structural 
modeling and machine learning. The uncovered decision journey not only offer empirical 
managerial insights but also provide guideline for introducing intervention to better serve 
digital users.  
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INTRODUCTION 
For years, researchers have recognized the importance of understanding the consumer’s 
decision journey—from modeling the purchase funnel to following the path-to-purchase. 
As more and more activities, not just purchase, shift online, understanding the digital user’s 
decision making process is critical as they interact with various digital systems. My 
research seeks to understand digital users’ decision journeys and the corresponding digital 
technology firm strategies using inter-disciplinary approaches that combine econometrics, 
economic structural modeling and machine learning. I have studied such user-behavior in 
multi-channel retail, online media consumption, and crowdfunding platforms, where 
technology, people, and firm strategies interact. As a critical sector of the new economy, 
IT-enabled business models in these marketplaces are intellectually interesting as well as 
economically important. The availability of rich data in these settings also enables me to 
examine existing theories, develop new models, provide empirical managerial insights, and 
introduce interventions to maximize the utility for digital firms and users alike. 
In the first essay, “Uncovering Paths-to-Purchase of Heterogeneous Consumer Population 
using Clustered Multivariate Autoregression”, I investigate consumers’ path-to-purchase 
in multichannel marketplaces. The current literature has few published approaches for 
empirically extracting consumers’ paths-to-purchase—as a sequence of different types of 
activities leading to purchase. I propose one of the first methods to empirically identify 
consumers’ paths-to-purchase from commonly available CRM touch-point data. I propose 
a generalized multivariate autoregressive (GMAR) model to relate purchase volume to 
consumer activity sequences, or paths, from an initial marketing stimulus to the purchase 
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response. This model is then embedded into a clustering framework that endogenously 
identifies segments of consumers who exhibit similar paths-to-purchase. By applying this 
model to a dataset collected from a North American Specialty retailer, I find segments of 
consumers with distinct paths-to-purchase. I also demonstrate that this approach is more 
effective at predicting individual users’ future purchase than numerous alternatives. 
Additionally, I illustrate, via policy simulations, how managers can use uncovered paths to 
dynamically optimize marketing campaigns for each decision-journey segment.  
In the second essay ““When Diversity Becomes Relevant” A MultiCategory Utility Model 
of Consumer Response to Content Recommendations”, I investigate digital users’ journey 
within the short span of online media consumption sessions by following their sequential 
selection of multiple articles within a session. By understanding how online consumers 
form “baskets” of content to consume in a session by sequentially selecting various content, 
I design an algorithm that provide recommendations that match reader’s variety seeking 
behavior over the entire reading session by providing relevant recommendations in each 
reading occasion. I do this by developing a multi-category utility model that captures 
consumers’ preference towards different types of content, how quickly they satiate with 
one type and substitute it with another, and how they trade off potentially higher value 
from their own costly search efforts with the convenience of selecting from a recommended 
list to find new content. Taken together, these three elements enable us to characterize how 
utility-maximizing consumers seek diversity over the course of a session and how likely 
they are to click on content recommended to them. Applying the proposed approach to a 
clickstream dataset collected from the website of an international news and media publisher 
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I find that recommendations based on our approach are not only better at matching the 
variety individual consumers seek, but also 6%–14% more accurate than the state-of-the-
art approaches. I also show through policy simulations that using our approach could 
increase user engagement by 23%, which has significant revenue implication for the 
publishers.  
In the third essay, “An Empirical Study of Contribution Dynamics in Education 
Crowdfunding”, I study path-of-contribution within education crowdfunding platform, 
where donor-engagement is characterized by time-bound project-based interactions and is 
driven by heterogeneous motivations and preferences. I develop a model to understand 
donors’ behavior on cause-based education crowdfunding platforms. The model captures 
donors’ path-to-contribution, from receiving and processing donation requests, visiting the 
crowdfunding platform, to selecting a set of candidate projects, and to making donation 
decisions. Estimating this model from a donation related activity data collected from a large 
crowdfunding platform we find that donors are more likely to return to the platform when 
there is a new project associated with the teacher or school the donor has previously 
donated to and if their past donations have led to successful project funding. Moreover, I 
find that donors choose which projects to donate not only based on serving-others, but also 
based on their self-serving motivations—and donors vary quite a bit in the extent to which 
each of these factors motivate them, which leads to the differences in their donation 
patterns. I show that using the proposed model the platform can estimate the future return 
and donation behavior of their patrons. They can also use the model to provide diagnosis 
regarding how successful new projects might be. Finally, using a set of policy simulations, 
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I show that the platform can use our model to design optimal personalized promotion 
strategies—by suggesting projects to the donors that are likely to create higher utility for 
the donors—while maximizing realized funding by taking a global view of all available 
projects and existing donors’ interests. 
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CHAPTER ONE: Opening the ‘Black Box’ of Purchase Process Models: 
Uncovering Characteristic Paths to Purchase of Consumer Populations 
 
1.1 Introduction 
 How do consumers make purchase decisions? What sequence of activities do they 
perform leading up to purchase? Managers have been seeking answers to these questions 
so that they can develop effective business strategies around their consumers’ shopping 
behavior Strong Jr (1925), (Mullen 1956, Srinivasan 2015). When shopping was primarily 
done offline, the purchase funnel, wherein customers sequentially proceed through the 
stages of awareness, familiarity, consideration, and purchase, served as a useful conceptual 
model of this process (Barry 1987). However, in the era of online shopping consumers 
gather product information from a variety of readily accessible sources in a manner that 
best fits their unique needs. Therefore, one can no longer rely on a traditional “one-size-
fits-all”  model of purchase decision process (Hotchkiss 2012).  
 
Figure 1. From Purchase Funnel to Path to Purchase. 
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Nowadays, firms can observe each consumer’s online activities at a high resolution. This 
presents an opportunity to understand the unique shopping process of one’s own consumers 
from their activity level data instead of relying on a common conceptual model for all. To 
be truly competitive, a firm needs to identify the purchase decision processes of different 
segments of its consumers and develop custom strategies for them (Lovejoy 2014, Frost 
2015). Therefore, the concept of the purchase funnel has evolved to that of path to purchase 
to describe shopping behavior that is non-linear (Court, Elzinga et al. 2009, Wolfersberger 
and Monteleone 2013) and heterogeneous (MillwardBrown 2013, Google 2014) (see 
Figure 1). 
1.1.1 Marketing and Purchase: Two Ends of the Path 
Taking advantage of the now-available detailed consumer-activity data, two streams of 
research have made significant progress in studying the pre-purchase shopping behavior: 
attribution research and path modeling. The primary interests of these two streams of 
research are at the two conceptual ends of the shopping process (simplified for presentation 
in Figure 2): the marketing event that initiates the shopping and the purchase that is 
typically the outcome of interest.  
Research in attribution seeks to estimate the contribution of each marketing event to an 
eventual purchase or conversion so that managers can better allocate their budget to each 
marketing channel. To estimate these contributions, some use statistical models of 
consumer behavior (Shao and Li 2011, Abhishek, Fader et al. 2012, Dalessandro, Perlich 
et al. 2012, Li and Kannan 2014, Danaher and van Heerde 2015), others use quasi-
experimental settings (Ghose and Todri 2016). The attribution problem usually reduces to 
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measuring the marginal effect of one variable (a marketing event or an ad-exposure) in a 
model of purchase that has many such variables. 
Research in path-modeling learns statistical models of consumer’s behaviors from their 
clickstream data with a goal of predicting future purchases (Montgomery, Li et al. 2004, 
Sismeiro and Bucklin 2004) or customer browsing (Bucklin and Sismeiro 2003). For 
example, Montgomery, Li et al. (2004) have shown that after observing only six page views 
by a customer, eventual purchase can be predicted with 42% accuracy. The ability to 
predict is valuable: it can be used to identify the consumers who are more likely to purchase 
in response to specific marketing interventions such as dynamic site-redesigns and 
promotional offers (Montgomery, Li et al. 2004). However, the details of the shopping 
process that are learnt through such models are typically embedded in the parameters of 
the model. The explanation of how purchases occurs in response to a marketing event is 
not readily accessible to the manager from such models. Such explanation is important for 
two reasons: it builds credibility of the predictive model and it can reveal business 
strategies to a manager. 
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Figure 2 Map of the literature on consumer's path to purchase. 
 
1.1.2 Insight into Shopping Process: A Business Necessity 
Explanation of how a system works and justification for predictions allow a user to validate 
the suggestions of an intelligent system (Johnson and Johnson 1993). Understanding how 
the system arrived at a prediction and suggestion increases users’ trust in the system, 
perceived usefulness of the system, satisfaction with the system, and eventual acceptance 
of the system (Gregor and Benbasat 1999). As information systems, driven by recent 
developments in data-driven artificial intelligence have become more capable, it has also 
become increasingly essential for such systems to offer user-friendly explanations of their 
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predictions and suggestions in order to be adopted in increasingly critical application 
environments (Knight 2017). In recent years there has been a push to develop methods and 
models from which such explanations can be easily obtained.2  
In addition to gaining users’ trust, explanations that shed insight into a system’s inner 
workings help users build mental models of the underlying mechanisms of the system that 
are valuable in their own right (Tullio, Dey et al. 2007). A number of articles in trade 
publications have highlighted the value of such mental models in the context of online 
shopping. Uncovering consumers’ shopping process—in the form of activity sequences 
that lead to purchase—can help a manager make strategic business investment decisions 
(ACNielsen 2006, MillwardBrown 2013). For example, if it was found that consumers 
rarely purchase without consulting product reviews on the brand website, a manager might 
decide to invest in the review platform of the brand. On the other hand, knowing that 
consumers may extensively use the website for product research but afterwards primarily 
purchase at a physical store could suggest investing in in-store experience (Court, Elzinga 
et al. 2009). Visualization of these shopping processes in the form of paths makes it easier 
for managers to understand them and then use their domain knowledge to arrive at effective 
strategies (Kimelfeld 2013, Lovejoy 2014). 
There have been attempts in the industry to derive consumers’ paths in the form of 
sequences of activities. For example, “Top Conversion Paths” in the Google Multi-channel 
Funnel identifies the most frequent sequences of clicks that lead to conversion (Figure 3) 
                                                 
2 For example, DARPA has started a program in 2016 called Explainable Artificial Intelligence to 
create more explainable models while maintaining a high level of performance and to enable users to 
understand such models (http://www.darpa.mil/program/explainable-artificial-intelligence). 
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(Google 2016). Such frequent sequences can be identified by applying sequence mining 
algorithms on the clickstream data (Zaki 2001). However, how well such frequent 
sequences describe all of consumer’s shopping behavior has not yet been validated in any 
published research. A path representation in terms of frequency of entire sequences of 
clicks, without any statistical model to summarize them, is vulnerable to noise. Besides, a 
click may not be a complete step of shopping activity, therefore difficult to interpret. A 
review of practitioner’s opinion about the “Top Conversion Paths” reveals that such paths 
provide limited insight, partly due to the extreme granularity of representation (Coren 
2012, Kaushik 2013).  
 
Figure 3 One “Top Conversion Path” on Google Multi-Channel Funnel 
 
Start 
Conversion 
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1.1.3 Uncovering Paths to Purchase from a Statistical Model of Shopping 
Consumers often complete a purchase in several visits to, or sessions on, the retailer’s 
website. In each session, they may carry out more than one type of activity. We posit that 
over a series of such sessions consumers exhibit a characteristic path behavior, defined as 
a relatively small number of activity sequences leading to purchases, representing the 
consumer’s most common responses to a marketing stimulus (Figure 4).3 We show that 
using a model that has the structure of the popular Vector Autoregressive models (VAR) 
for describing shopping behavior (as a result, for attribution and prediction tasks), one can 
apportion the purchase response to a marketing impulse over all possible sequences of 
different types of activities in the sequence of sessions between the marketing impulse and 
the resulting purchases. This follows from our observation that due to the structure of such 
models, the calculation of the marginal effect of a marketing event, the purchase quantity 
attributable to a marketing event, decomposes across all possible sequences of activities 
starting from the marketing event leading to the purchase (Section 1.2.3). From the 
aforementioned apportioning one can identify and highlight the activity sequences that are 
most responsible for the purchase. 
                                                 
3  In fact, industry experts have stated that three to seven paths are usually sufficient to describe 
consumers progress towards conversion Kimelfeld, Y. (2013) "Marketers Can Map the Consumer’s 
Journey To Purchase." Compete Pulse. 
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Figure 4. Illustration of path to purchase of a consumer through sequence of activities. 
 
 
There are two empirical questions that must be addressed to establish the credibility of the 
paths identified using such an approach. First, how well does the underlying model 
represent the consumers’ behavior vis-à-vis other models, including the sequence mining 
approach mentioned in Section 1.1.2? Second, are there only a small number of activity 
sequences that explain most of the purchases, as the industry experts state, thus a few 
prominent paths to purchase can be considered to exist? Or are all activity sequences more 
or less equally responsible for the purchase, when no clear path can be identified? We 
answer both these questions by applying the proposed approach to an activity level dataset 
collected from a multi-channel North American Specialty Retailer.  
We start by proposing a necessary extension of the standard VAR model for it to be 
applicable to the multivariate time series of consumer activities over a series of sessions 
(Section 1.2.2). We embed the underlying model in a mixture model to segment the 
consumer population based on their distinct path behaviors (Section 1.2.4). We estimate 
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this model using a dataset from a multi-channel North American Specialty Retailer to 
examine if the segments exhibit characteristic path behavior (Section 1.3). We compare the 
out-of-sample predictive performance of the proposed model with that of a set of 
competing alternatives to evaluate how well the proposed model captures consumer 
behavior (Section 1.4.1). Finally, we demonstrate how dynamic optimization can be done 
using the path information in the model to optimize the marketing mix over time for each 
segment and how a manager can understand the derived marketing mix with the help of 
the extracted paths (Section 1.4.2). 
1.2 A Model-based Framework to Extract Paths to Purchase 
We propose a model-based framework to uncover consumers’ characteristic paths to 
purchase. It has three interdependent layers (Table 1). The bottom layer defines a data 
representation for capturing consumers’ activities in a sequence of steps. Each step is 
represented as a vector of a set of elementary activities performed by a consumer during 
the step, such as browsing, searching, reading online reviews, etc. The layer above that 
reduces the set of observed consumer activity sequences to a statistical model that captures 
how activities in one step lead to activities in the next. The top-most layer contains the key 
contribution of the paper: it uses the statistical model in the second layer to allocate 
observed purchase volumes to sequences of activities preceding the purchases. The purpose 
of this exercise is to identify activity sequences that are most responsible for a group of 
consumers’ purchases. We call those sequences the consumer’s characteristic paths.  
Although the layers are dependent on each other, there is flexibility within each layer so 
that a different choice could be made without drastically altering the entire framework for 
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extracting paths.  
Layers of the 
approach 
Details 
Path extraction 
 
Apportioning of response to each possible sequence of 
activities using the total derivative decomposition and chain 
rule of differentiation. 
Model 
 
Generalized VAR (GMAR) with arbitrary distribution for each 
component of the consumer activity as dictated by the data. 
Data representation Session-level volumes of activities for each consumer. 
Table 1 Path extraction framework 
 
1.2.1 Data Representation 
We have defined the path to purchase as a sequence of consumer activities between an 
initial marketing impulse and eventual purchases that result from it. So far, we have left 
the granularity of individual activities undefined. Although the raw data are usually 
available as clickstreams, describing a path in terms of click sequences is too fine-grained 
to be useful. The sequences of clicks are typically quite specific to each purchase—
reducing their utility for understanding the general consumer behavior. For example, 
consumers often browse and compare several products in an online session before selecting 
one. The number of possible orderings in which N products could be browsed is N!; each 
possible ordering could be a result of how the products appeared on the site or what the 
consumer became aware first due to random unobserved impulses. Differentiating among 
paths at such a fine-grained level does not appear to offer valuable insights. Therefore, it 
would be better to define consumer activities as, suitably aggregated, collections of clicks 
occurring in appropriately defined time intervals that become the “unit steps” of the path. 
Both academic researchers (Catledge and Pitkow 1995, Arlitt 2000, Spiliopoulou, 
Mobasher et al. 2003, Özpolat, Gao et al. 2013, Wu, Che et al. 2015) and web-analytics 
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practitioners (Moore 2014, Mostyn 2015, Google 2016) have widely used the online 
session—a set of web requests that represent collections of user actions during a single 
visit—as a unit of user activity. Accordingly, we use each session as the “unit step” in our 
data representation. Within each session, we define a set of elementary activities, such as 
“keyword search”, “browse a product page”, etc. We model each user session as a vector 
𝒙𝒕 whose components represent the levels of each type of activity observed in the t-th 
online session since the beginning of observation.  
Certain types of activities that require higher effort, e.g., search or purchase, may not occur 
in many sessions. This leads to zero-inflated measurements. The use of online sessions as 
the unit step of our representation reveals another important variable: the time between two 
sessions. It is a consumer’s decision that is influenced by the activities in the prior session 
and that can influence activities in the next session. Additionally, events occurring between 
two sessions, e.g., marketing emails, could be triggered by consumers’ activities in the 
previous session and could influence consumer’s activities in the next session. Such 
variables must be treated as inter-session variables and be endogenized in the model. 
1.2.2 Generalized Multivariate Autoregressive Model 
Consumers carry out different types of activities in the pre-purchase phase. The activities 
in one session could lead to activities in the next: browsing of some products could provide 
a consumer information about the general type and attributes of the products and could lead 
to searching for specific products using keywords in the next session. As there are many 
possible activities in each session, one needs a multi-variate time series model to capture 
this phenomenon. Vector Autoregressive (VAR) models (Sims 1980) have been used to 
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model parallel time series of aggregate data, ranging from the evolution of music sales, 
buzz and radio play to (Dewan and Ramaprasad 2014) to evolution of stock market indices 
(Tsay 2005). It is given as 
𝒙𝒕 = 𝑩𝟏𝒙
𝒕−𝟏 + 𝑩𝟐𝒙
𝒕−𝟐 +⋯+ 𝑩𝒑𝒙
𝒕−𝒑 + 𝑪𝒚𝒕 + 𝝐𝒕 (1) 
where 𝒙𝒕 is a 𝐽 × 1 vector of endogenous variables that contains the components of the 
time series observed in session 𝑡. 𝒚𝒕 is a 𝐽𝑥 × 1 vector of exogenous variables. 𝑝 is the 
number of lagged values of the endogenous variables, also known as the order of the 
autoregressive model. 𝑩𝒑 is a 𝐽 × 𝐽 matrix of coefficients for endogenous variables. 𝑪 is a 
𝐽 × 𝐽𝑥 matrix of coefficients for the exogenous variables, and 𝝐
𝒕~𝑁(𝟎, 𝜮) is a multivariate 
Gaussian error. Thus, VAR models can model the temporal dynamics among the 
endogenous variables (𝑩𝒑) and estimate contemporaneous correlation through the off-
diagonal elements of error covariance matrix (𝜮). Furthermore, there are a number of 
summary tools for VAR models, such as impulse response functions and error variance 
decompositions, to generate empirical insights (Lütkepohl 2007).  
However, the assumption of Gaussian error in the VAR makes it unsuitable when the data 
does not follow such a distribution (Heinen and Rengifo 2007, Stephen and Galak 2012), 
for example incidences of different types of consumer activities in a session which are zero 
inflated counts. Besides, as outlined in Section 1.2.1, the intersession time and intersession 
variables, which are important variables in this setting, by definition occur between two 
steps—something a standard VAR structure cannot accommodate. We extend the VAR, to 
a Generalized Multivariate Autoregressive (GMAR) Model, to incorporate these two 
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requirements of consumer activity time-series. We start by specifying a model for each 
component of the time series:  
𝑥𝑖𝑗
𝑡 ~𝑓(𝑴𝒊
𝒕;  𝜣𝒋) (2) 
where 𝑥𝑖𝑗
𝑡  is the level of the 𝑗′th activity of the 𝑖′th consumer in session 𝑡 . 𝑴𝒊
𝒕  is the 
(𝐽 × 𝑝 + 𝐽𝑥 + 𝐽𝑒) × 1 vector that consists of lagged values of 𝐽 endogenous variables over 
𝑝 previous sessions {𝒙𝒊
𝒕−𝟏′, 𝒙𝒊
𝒕−𝟐′, … , 𝒙𝒊
𝒕−𝒑′
}′, 𝐽𝑥 exogenous variables, 𝒚𝒊
𝒕′, hypothesized to 
affect the user 𝑖 at time session 𝑡, and 𝐽𝑒 inter-session variables including the time gap, 𝜏𝑡, 
between the session 𝑡 − 1 and 𝑡. 𝜣𝒋 is a (𝐽 × 𝑝 + 𝐽𝑥 + 𝐽𝑒) × 1 coefficient vector. Session-
level variables can be classified as endogenous or exogenous based on Granger causality 
test (Granger 1969). The structure of this multivariate time series model is shown in Figure 
5. 
 
Figure 5 Structure of the Generalized Multivariate Autoregressive Model 
 
To leverage existing estimation techniques we assume 𝑓(∙) to be a probability distribution 
in the exponential family, or a variant thereof, such as a zero-inflated version of the 
distribution. In particular, we let the mean consumer activity variable 𝜇𝑖𝑗
𝑡 = 𝐸(𝑥𝑖𝑗
𝑡 ) =
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𝑔−1(𝜣𝒋
′𝑴𝒊
𝒕) where 𝑔(∙) is the GLM link function that converts the linear combination of 
the predictors into the mean of the outcome variable. This component-specific model can 
be estimated using the Iteratively Reweighted Least Squares method (Nelder and 
Wedderburn 1972). The inter-session time is modeled as a log-Normal with mean given by 
a linear function of activities in prior sessions and any exogenous impulse. This is 
equivalent to an Accelerated Failure Time model—a type of survival analysis used to 
model the time to occurrence of an event influenced by a set of baseline factors (Kalbfleisch 
and Prentice 2011). In our case, the factors that affect the time to the occurrence of a session 
are consumer activities in the prior session and other impulses the consumer may have 
received since the prior session. 
This model captures the co-variation of the endogenous variables that are explained by the 
lagged endogenous and exogenous variables. However, there could be residual 
contemporaneous correlation among the endogenous variables not explained by the lags. 
To build a joint model of the multivariate time series from the marginal, shown in Equation 
(2), that captures such correlations, we use a Normal Copula (Trivedi and Zimmer 2005, 
Heinen and Rengifo 2007). This technique allows one to model the correlation between a 
set of arbitrary marginal distributions by transforming each component variable to a form 
that can be interpreted as Gaussian errors. The technical details of how we use copula to 
capture the contemporaneous correlation in a GMAR model is presented in Appendix A1.1.  
So far, there is a set of common parameters, 𝜣 = {𝜣𝒋}, for all consumers in the population. 
We relax this assumption to capture consumer heterogeneity by letting each consumer, 𝑖, 
have a random parameter 𝜣𝒊  drawn from a population level Normal distribution with 
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parameters 𝜣 and 𝜳 to be estimated from the data. We refer to this model as the rGMAR 
model and return to the estimation of it in Section 1.2.4.  
1.2.3 Extraction of Path to Purchase from GMAR/rGMAR model 
Many events can initiate a consumer on her path to purchase: receipt of a catalog or a 
marketing email, a holiday, or a personal reason such as an anniversary or a friend’s 
birthday. Given our focus on empirically identifying consumer-paths from available data, 
we consider events that are observable to the firm, such as the marketing communications 
(e.g. emails, catalogs) with the consumers. A consumer might visit the store in several 
sessions before a purchase in response to a marketing event. At a group level, this behavior 
would distribute the purchase response to a marketing event over several sessions. We use 
the purchases in the sessions following the impulse as the end points of the consumers’ 
path. We define the consumers’ path to purchase as a sequence of activities that start with 
the marketing impulse and end with a purchase response. Our goal in this section is to 
describe a method that allocates observed purchase volumes in response to a marketing 
event to all possible sequences of activities preceding the purchases. The ultimate objective 
is to identify those activity sequences that are most responsible for a consumer’s purchases. 
We call those sequences the consumer’s characteristic paths. 
The response to a marketing impulse is given by the following recursive function: 
𝝁𝒕 = 𝑚(𝓜𝒎𝒆𝒂𝒏
𝒕 ) = 𝑔−1(𝜣′𝓜𝒎𝒆𝒂𝒏
𝒕 ) (3) 
where 𝑚(∙) is the mean response function of the GMAR, 𝜣 = {𝜣𝒋} is a (𝐽 × 𝑝 + 𝐽𝑥 +
𝐽𝑒) × 𝐽  matrix of coefficients, 𝓜𝒎𝒆𝒂𝒏
𝒕 = {𝝁𝒕−𝟏
′
, 𝝁𝒕−𝟐
′
, … , 𝝁𝒕−𝒑
′
}′  is the mean of 
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endogenous variables in the 𝑝 previous sessions. In Appendix A1.2, we show how to 
compute the mean function when endogenous variables are correlated through a copula. 
We employ the bootstrap approach outlined in Sims and Zha (1999) to obtain confidence 
intervals of purchase responses following the impulse and use only sessions with 
statistically significant purchase responses as the end points (p-value < 0.01). When there 
is no significant purchase response to a marketing impulse, no meaningful path is 
considered to exist between the impulse and the purchase activity. 
Between the start point of marketing impulse (𝑦impulse 
0 ) and the end point of a purchase 
response 𝑚 steps after the impulse (𝜇𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒
𝑚 ), there are many possible paths that can be 
plotted among the activities in the intermediate sessions (Figure 4). However, not all of 
them contribute equally to the purchase response. When the link function, 𝑔(∙) in Equation 
(3), is the Identity function, the effects of the impulse on 𝜇𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒
𝑚  through each path 
linearly separate. However, in case of GLMs with non-identity link functions, such as Log 
or Logit, the contributions of each path are not linearly separable. We can still distribute 
the response over each path by noticing that 𝑚(⋅) is differentiable over real number space 
ℝ𝐽𝑃. Therefore, the response after 𝑚 sessions to a unit increase in impulse can be expressed 
as:  
𝛥𝜇𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒
𝑚 = ∫ 𝑑𝜇𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒
𝑚
1
0
= ∫
𝜕𝑚𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒(𝓜𝒎𝒆𝒂𝒏
𝒎 )
𝜕𝜇𝑖𝑚𝑝𝑢𝑙𝑠𝑒
0 𝑑𝜇𝑖𝑚𝑝𝑢𝑙𝑠𝑒
0
1
0
 (4) 
The integrand in Equation (4) is the change in response 𝜇𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒
𝑚  due to an infinitesimal 
change in impulse 𝜇impulse
0 . When 𝑝 = 1, it can be written for arbitrarily long activity 
sequences using the chain rule as: 
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𝑑(𝜇𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒
𝑚 )
=∑
𝜕𝑚𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒(𝓜𝒎𝒆𝒂𝒏
𝒎 )
𝜕𝜇𝑗
𝑚−1 ∑
𝜕𝑚𝑗(𝓜𝒎𝒆𝒂𝒏
𝒎−𝟏 )
𝜕𝜇𝑗′
𝑚−1
𝐽
𝑗′
…∑
𝜕𝑚𝑗′′(𝓜𝒎𝒆𝒂𝒏
𝟐 )
𝜕𝜇𝑗′′′
1
𝜕𝑚𝑗′′′(𝓜𝒎𝒆𝒂𝒏
𝟏 )
𝜕𝜇𝑖𝑚𝑝𝑢𝑙𝑠𝑒
0 𝑑𝜇𝑖𝑚𝑝𝑢𝑙𝑠𝑒
0
𝐽
𝑗′′′
𝐽
𝑗
+ ∑
𝜕𝑚𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒(𝓜𝒎𝒆𝒂𝒏
𝒎 )
𝜕𝜇𝑗𝑒
𝑚 ∑
𝜕𝑚𝑗𝑒(𝓜𝒎𝒆𝒂𝒏
𝒎 )
𝜕𝜇𝑗
𝑚
𝐽
𝑗=1
… ∑
𝜕𝑚𝑗′′(𝓜𝒎𝒆𝒂𝒏
𝟐 )
𝜕𝜇𝑗𝑒′′′
2 ∑
𝜕𝑚𝑗𝑒′′′(𝓜𝒎𝒆𝒂𝒏
𝟐 )
𝜕𝜇𝑗′′′
1
𝜕𝑚𝑗′′′(𝓜𝒎𝒆𝒂𝒏
𝟏 )
𝜕𝜇𝑖𝑚𝑝𝑢𝑙𝑠𝑒
0 𝑑𝜇𝑖𝑚𝑝𝑢𝑙𝑠𝑒
0
𝐽
𝑗′′′=1
𝐽𝑒
𝑗𝑒
′′′=1
𝐽𝑒
𝑗𝑒=1
 
(5) 
Each summand in Equation (5) corresponds to a single path from impulse to the purchase 
response in the 𝑚’th session. Each factor in each summand is a partial derivative, such as 
𝜕𝑚𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒(𝓜𝒎𝒆𝒂𝒏
𝒎 )
𝜕𝜇𝑗
𝑚−1 , that captures the change to purchase in the 𝑚’th session per unit change 
in the 𝑗 ’th endogenous variable, 𝜇𝑗 , in the 𝑚 − 1’th session after impulse. Thus, the 
summand corresponding to each path such as: 
𝜕𝑚(𝓜𝒎𝒆𝒂𝒏
𝒎 )
𝜕𝜇𝑗
𝑚−1
𝜕𝑚𝑗(𝓜𝒎𝒆𝒂𝒏
𝒎−𝟏 )
𝜕𝜇𝑗′
𝑚−2 …
𝜕𝑚𝑗′′(𝓜𝒎𝒆𝒂𝒏
𝟐 )
𝜕𝜇𝑗′′′
1
𝜕𝜇𝑗′′′
1
𝜕𝜇impulse 
0 𝑑𝜇impulse 
0  (6) 
captures the change in 𝜇𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒
𝑚 due to change in the previous endogenous variable in the 
sequence, 𝜇𝑗
𝑚−1, that is caused by the changes in variable before that, 𝜇𝑗′
𝑚−2, and so on up 
to the initial impulse, 𝜇impulse
0 . The summand therefore captures the total increase in 
𝜇𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒
𝑚  that is caused through changes in this particular sequence of activities resulting 
from the marketing impulse 𝜇impulse
0 .4 From the additively separable form of Equation (5) 
we can compute the weight of each path as a portion contributed to the purchase response. 
This allows us to identify and focus on the most important paths taken by the consumers. 
If the top few sequences starting from the impulse leading to purchase responses explain 
                                                 
4 The expression in Equation (9) corresponds to a path in an autoregressive model of order 1. But, the 
discussion readily extends to any arbitrary model of order 𝑝. 
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most of the purchase made in response to the marketing impulse (which is an empirical 
question), then jointly these few sequences would describe the consumers’ characteristic 
path behavior. We discuss how to interpret a path through an example in Section 1.3.2. 
1.2.4 Market Segmentation Using a Mixture Model 
We embed the GMAR in a mixture model to uncover segments of consumers with unique 
shopping behavior. The primary motivation for introducing the mixture model is to 
endogenously identify the segments of customers whose paths are similar so that segment-
specific strategies could be designed. Thus, the motivation is largely managerial. However, 
segmentation has some nice statistical properties as well. The mixture model strikes a 
balance between developing a separate model for each customer (which suffers from data 
sparsity from not having enough data for each customer to reliably estimate her model) and 
having one model for all customers (which trades off customer heterogeneity by assuming 
same parameters for all).   
The data generating process for the mixture of GMAR/rGMAR is as follows:  
1. For each consumer, 𝑖, draw a segment 𝑘 ∈ {1,… , 𝐾} from a categorical distribution 
𝑃(𝑧) 
2. Determine the parameters for consumer 𝑖 
a. (For GMAR) set the parameters of the consumer 𝑖 to the parameters of the 
segment 𝜣𝒊𝒌 = 𝜣𝒌  
b. (For rGMAR) draw one set of random coefficients 
𝜣𝒊𝒌 ~𝑵𝒐𝒓𝒎𝒂𝒍( 𝜣𝒌 , 𝜳𝒌 )  for user 𝑖  from the segment, 𝑘 , specific 
distribution 
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3. Generate the time-series data for the consumer as per the GMAR model of the 
assigned segment, parameterized by 𝜣𝒌 , 𝜮𝒌  
  
 
 
(a) Mixture of GMAR (CGMAR) (b) Mixture of rGMAR (rCGMAR) 
Figure 6. The Bayesian network of mixture models.  
𝑷(𝒛) is the probability of a consumer belonging to each segment. 𝒛 is the latent segment variable for 
user 𝒊 taking value from 𝟏…𝑲. 𝜣𝒌  is the collection of lagged auto and cross effect coefficients. 𝜮𝒌  is 
the copula covariance matrix. 𝜳𝒌  is the covariance matrix for the user specific random coefficients 
in segment 𝒌. 𝒙𝒊
𝒕 is the collection of endogenous variables for customer 𝒊 for the 𝒕’th step. 
 
We refer to these models as the Clustered Generalized Multivariate Auto-regressive model 
(CGMAR) and the Clustered Generalized Multivariate Auto-regressive model with 
Random User Parameters (rCGMAR). The Bayesian Network of the two mixture models 
are shown in Figure 6. CGMAR captures each user’s unique transition behavior through a 
potentially unique combination of common transition models of 𝐾 segments: the posterior 
probabilities of each user belonging to the 𝐾  segments is allowed to be unique. The 
rCGMAR model affords further flexibility in capturing each user’s unique behavior by 
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treating the coefficient of the user to be a random variable around the segment specific 
mean.  
The steps for estimating the CGMAR model in the Expectation Maximization (EM) 
framework, leveraging existing sub-routines for estimating Generalized Linear Models, is 
provided in Appendix A1.2. The model with random effects, rCGMAR, requires a Monte 
Carlo EM approach because of the difficulty in computing the posterior distribution over 
latent segment variables (provided in Appendix A1.2). Paths for each segment can be 
computed from the segment-level parameters as outlined in Section 1.2.3. Table 2 
summarizes the steps an analyst can take to uncover the consumer segments with unique 
paths to purchase. 
Step 1. Construct session-level variables from shopping-relevant activities performed by a 
consumer in each session, including time taken to initiate the session after the previous session. 
Step 2. Classify each time-series variable as endogenous or exogenous using Granger causality test. 
Step 3. Determine the appropriate model for each endogenous variable given its distribution. In 
case of zero-inflation, use a zero-inflated regression.  
Step 4. Estimate each consumer’s segment membership and the parameter of each segment using 
the estimation process for CGMAR, or rCGMAR, outlined in Appendix A1.2. 
Step 5. Determine the characteristic paths between a marketing impulse and purchase responses for 
each segment from the segment level parameters as outlined in Section 1.2.3.  
Table 2 Steps to uncover path to purchase segments 
1.2.5 Comparison to Existing Studies in the Literature 
A number of papers have proposed models of consumer behavior to predict future activities 
of the consumers on the website, including future purchases (Bucklin and Sismeiro 2003, 
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Montgomery, Li et al. 2004, Sismeiro and Bucklin 2004, Xu, Duan et al. 2014, Kannan, 
Reinartz et al. 2016). However, in this literature the consumer’s path to purchase is never 
defined in a manner that can be derived from data. We provide one of the first empirical 
definitions of the path—a sequence of different types of activities that explains most of the 
purchases in a subsequent session—and an approach to derive them from consumers’ 
activities. 
The objective and contribution of this research is different from that of the related 
attribution literature (Shao and Li 2011, Abhishek, Fader et al. 2012, Dalessandro, Perlich 
et al. 2012, Li and Kannan 2014, Danaher and van Heerde 2015, Ghose and Todri 2016, 
Kannan, Reinartz et al. 2016). In attribution research, the marginal contribution of one 
exposure in an advertisement channel, in the presence of exposures in many channels, 
towards conversion is computed. This is useful for allocating marketing budget to different 
channels of advertisement. A study of the path over which the effect is realized, which can 
provide insight into how different consumers can take shopping decisions, is typically not 
the objective of the attribution research. In this paper, the paths to purchase—the 
endogenous user activity sequences by which marketing impulses result in purchases—are 
the primary object of interest. We identify the most important such paths by computing 
contributions of complete sequences of consumer-activities between marketing impulse 
and purchase responses.  
Although it may appear similar, this decomposition is different in nature from the Forecast 
Error Variance Decomposition (FEVD) on VAR models. There again, the amount of 
information contributed by each endogenous variable to predict the value of other variables 
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in a later period is computed; the paths of contribution are not isolated in FEVD analysis. 
1.3 Empirical Application 
In this section, we empirically demonstrate the value of our method by applying it to a 
consumer activity level dataset at a multi-channel specialty retailer. This retailer sells 
women’s clothing & accessories, primarily from a homogenous product category, unlike 
retailers such as Walmart and Amazon where the heterogeneity of product categories is 
much larger. The retailer sells the products only through its offline and online stores. Its 
customers vary in their channel usage, their responses to emails and catalogs, and the nature 
of online research they conduct prior to purchase. These features make the setting a prime 
case for identifying consumers’ paths to purchase. 
The retailer conducts catalog and email campaigns; however, it does little mass media 
advertising and price promotions. Catalogs are mailed to customers approximately once a 
month. Emails are targeted to customers based on their purchase behavior and, 
occasionally, to promote new products. Unlike some online retailers (e.g. Newegg and 
TigerDirect), the retailer does not use other consumer activities, such as browsing, 
searching, or carting, to target emails. This setting therefore presents an opportunity for 
improving marketing communication strategy incorporating insights from the customers’ 
path to purchase. 
1.3.1 Data Description 
We collect a customer activity level dataset from the retailer through Wharton Customer 
Analytics Initiative spanning two-years from 7/1/2010 to 6/30/2012. The dataset used in 
this study includes a random sample of 9,805 active consumers from the largest brand of 
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the retailer. We have information on emails and catalogs received by each consumer with 
date of the mailing. We also have the online searches, product browses, and online and 
offline purchases made by a consumer in each session with the date for the session. Note 
that more than one of the aforementioned events can occur for a consumer in a given 
session. Several consumer characteristics such as age, gender, tenure with the brand, 
distance from the nearest store, and store loyalty card membership are also available. This 
is a specialty retailer: it sells products only through its own stores and website, not through 
popular stores such as Amazon or Walmart. So, when one of the observed customers buys 
a product by this retailer within the observation period, we observe the purchase and the 
relevant pre-purchase activities in our dataset. This reduces the concern that the paths taken 
by the customers could be taking them out of our scope of observation. 
We construct four variables representing each consumer’s activities in each session: 
number of products browsed, number of keyword searches performed, number of online 
purchases and offline purchases in each session. For each session, we also measure the 
number of emails sent to a customer, the number of catalogs sent to a consumer, and the 
time elapsed since the previous session. The offline purchases are considered to occur in 
their own sessions. We created a dummy variable indicating that the session occurs in a 
week that includes one of the ten major holidays to capture the increased shopping during 
holidays.5  Table 3 provides the variable definitions and summary statistics.  
  
                                                 
5  The ten major holidays we include are: New Year, Martin Luther King Day, President’s Day, 
Memorial Weekend, 4th of July, Labor Day, Columbus Day, Veterans Day, Thanksgiving, and 
Christmas. 
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Variables Definition Min Mean Median 
3rd 
quartile 
Max 
Browse 
Number of product browsed 
online 
0 8.04 2 9 664 
Search 
Number of searches on the 
web site 
0 0.09 0 0 58 
Online Purchase Number of online purchases 0 0.16 0 0 33 
Offline Purchase Number of offline purchases 0 0.95 0 1 94 
Email Number of emails received 0 0.31 0 0 16 
Catalog Number of catalogs received 0 0.06 0 0 1 
Inter-session time Days between two sessions 1 3.54 2 4 30 
Table 3. Descriptive statistics of individual customer’s session-level variables (based on 
9,805 customers and 355,503 sessions). 
 
We consider paths of customers through the activities outlined in Table 3. These variables 
are counts. For most of the variables the 3rd quartiles of the variables are 0—indicative of 
zero inflation. This renders a standard VAR model unsuitable. Accordingly, as a specific 
implementation of the (r)CGMAR described in Section 1.2.2, we develop a model to 
accommodate discreteness, sparseness and both auto and cross-correlation in the count data 
(Appendix A1.3).  
Before we can apply this model, we need to decide which of the session-level variables are 
endogenous and which are exogenous. Using the GMAR model in Granger Causality test 
(Granger 1969), the consumer activities—browse, search, online purchase, and offline 
purchase—are treated as endogenous variables. The time between two sessions and the 
number of emails received by a consumer within the interval are treated as endogenous 
variables occurring between two sessions—dependent on activities in the previous session 
and among the independent variables of the model determining the levels of activities in 
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the next session. Catalogs and holiday dummy are treated as exogenous variables. Treating 
the emails sent to the consumer, as an endogenous variable might seem surprising at first, 
but makes sense for the following reason. Many retailers, including our industry partner, 
send emails to customers based on their recent purchase activities. In contrast, the mailing 
of printed catalogs to individual consumers does not change based on their day-to-day 
activities. The Granger causality test confirms that emails are endogenous but catalogs are 
exogenous variables. Following Zantedeschi, Feit et al. (2013) we show the distribution of 
number of emails/catalogs each customer gets in a week to provide the visual clue to the 
categorization (Figure 7).  
 
 
Figure 7 Mailing patterns of Catalogs follows a schedule for nearly everyone (left) whereas 
for marketing Emails it depends on each user’s purchase related activities (right). 
 
Using the above mentioned endogenous and exogenous variables, we estimated the 
CGMAR and rCGMAR variables to obtain segments of the consumers with distinct path 
to purchase. The number of segments is set to 6 and the order of the autoregressive part is 
set to 1 based on Bayesian information criterion (BIC). Table 4 compares the 
CGMAR/rCGMAR model and a set of alternative models without zero-inflation and 
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segmentation. We also estimate and compare with the VAR Mixture model—the closest 
model to CGMAR available in the literature (Fong, Li et al. 2007). The proposed rCGMAR 
model (Model 4) has the highest log-likelihood and the lowest BIC in the compared set, 
suggesting that it best describes how the data is generated among the compared approaches. 
In Section 1.4.1 we apply these models to predict future purchases of individual consumers 
and compare with a set of existing approaches, which provides additional evidence that 
rCGMAR accurately model the consumers’ purchase behavior. 
 VAR GMAR rGMAR CVAR CGMAR rCGMAR 
Log likelihood -3,661,332 -3,494,286 -3,472,370 -3,501,787 -3,441,454 -3,429,798 
Bayesian Information 
Criteria 
7,322,883 6,988,959 6,947,849 7,004,891 6,885,231 6,878,250 
Table 4 Log likelihoods and BICs for different multivariate autoregressive models. 
 
1.3.2 Interpretation of an Example Path to Purchase  
We focus on the paths through the activity space that start from a marketing impulse such 
as email or catalog and end with a statistically significant online or offline purchase 
response, calculated using Equation 3. The maximal and cumulative purchase responses to 
the impulse of one email or catalog are shown in Table 5. For example, in the case of 
Segment 3, the row labeled Catalog-Offline in Table 5 reports that an additional catalog 
results in a 0.14 peak increase (+45% over average) in offline purchase in the third session. 
The third session is expected to occur 8.6 days after receiving the catalog. The cumulative 
increase in offline purchase due to one additional catalog received by the customer across 
all weeks is 0.23. 
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Impulse-
Response  
Response Type Segment 1 Segment 2 Segment 3 Segment 4 Segment 5 Segment 6 
Email-
Online 
Maximal Response 0.0014 0.0112* 0.0154*** 0.0103* 0.0264*** 0.0276*** 
p-Value 0.124 0.074 0.008 0.092 0.008 0.005 
% of the Session 
Puchase 
9.44% 16.25% 14.21% 7.40% 12.40% 9.37% 
Days of Maximal 
Response 
0.5 0.5 1.2 0.4 1.4 0.7 
Number of Session 1 1 1 1 1 1 
Cumulative Response 0.0026 0.0149 0.0262 0.0146 0.0417 0.0433 
Email-
Offline 
Maximal Response 0.0552*** 0.0213*** 0.0082** 0.0442*** 0.0094** 0.0306*** 
p-Value 0.003 0.005 0.016 0.001 0.015 0.005 
% of the Session 
Puchase 
3.52% 8.11% 8.28% 4.61% 7.47% 8.08% 
Days of Maximal 
Response 
0.6 2.2 2.6 1.2 3.4 5.7 
Number of Session 1 2 2 1 1 3 
Cumulative Response 0.0914 0.0429 0.0433 0.1178 0.0321 0.0452 
Catalog-
Online 
Maximal Response 0.0015 0.0377*** 0.0452*** 0.0108* 0.0734*** 0.1085*** 
p-Value 0.115 0.003 0.002 0.085 0.002 0.001 
% of the Session 
Puchase 
10.11% 54.70% 41.73% 7.76% 34.48% 36.84% 
Days of Maximal 
Response 
5.2 6.7 4.5 5.5 4.2 4.7 
Number of Session 2 3 2 1 1 1 
Cumulative Response 0.0058 0.0582 0.1147 0.0614 0.1303 0.1644 
Catalog-
Offline 
Maximal Response 0.1136*** 0.0912*** 0.1379*** 0.1632*** 0.1152*** 0.1942*** 
p-Value 0.001 0.001 0.001 0.001 0.001 0.001 
% of the Session 
Puchase 
7.25% 34.74% 44.67% 17.02% 55.26% 51.29% 
Days of Maximal 
Response 
5.4 5.6 8.6 6.9 14.2 10.6 
Number of Session 1 1 3 1 4 4 
Cumulative Response 0.2036 0.1733 0.2273 0.2847 0.2015 0.2988 
Table 5. Cumulative and maximal purchase response for each segment.  
“p-Value” shows the statistical significance of the maximal response. “% of the Session Purchase” 
shows the relative magnitude of the maximal purchase response with respect to the average session-
level purchase of a customer in the segment (see Table 8) in the corresponding purchase channel. 
Significance codes are 0 ‘***’ 0.01 ‘**’ 0.05 ‘*’ 0.1 
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Following the procedure outlined in Section 1.2.3 we extract all the paths following an 
impulse and leading to purchase responses in sessions following the impulse—separately 
for each segment. We rank them in the descending order of their weights and show only 
up to the top three paths (listed in Table 6 and drawn in Figure 8). A blank path indicates 
that there is no significant purchase response to the impulse (at p-value of 0.01) for the 
segment to draw a path to.  
Let us interpret the path “catalog—browse—email—browse—offline purchase” for the 
segment 3 in Figure 8 (numeric weights are in Table 6). It shows that when a consumer 
receives a catalog, her next online session occurs on average 4.1 days later when she 
browses a higher number of products. When a catalog is followed by email from the firm, 
it leads to more product browsing, often within the same day. Finally, purchases occur at 
an offline store about 4 days later. The weight of the path is 0.0435, i.e. receiving one 
catalog leads to a 0.0435 increase in offline purchases in the third session via this path. 
Based on the weights shown in Tables 5 and 6, the path contributes 19.1% (or 
0.0435/0.2273) of the cumulative increase in offline purchase as a response to a single 
catalog. Comparing this to the second most important path, “catalog—browse—email—
search—offline purchase”, we see that the occurrences of both browse and search in the 
second session increase, when the consumer receives the email after the first session. 
However, the increase in offline purchase due to the increase in browse in the second 
session (through the first path) is higher than that due to the increase in the search in that 
session (only 14.3% through the second path). Although, these two paths end at the 
maximal offline purchase in the third session, not all the paths need have the same length. 
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As we see in Figure 8, the third dominant path for this segment starts with a purchase in 
the first session and leads the consumer to offline purchase in the second session. This path 
explains 13.8% of the entire offline purchase response to a catalog for the third segment.  
Start 
(Impulse) 
Segment 1 
50% 
Segment 2 
16% 
Segment 3 
13% 
Segment 4 
9% 
Segment 5 
6% 
Segment 6 
3% 
End 
(Purchase) 
Email 
  (0.0154, 
58.77%) 
 (0.0264, 63.30%) (0.0276, 63.73%) 
Online 
Purchase 
  
Browse 
 (0.0055, 
20.99%) 
 Browse  
(0.0072, 17.26%) 
Browse(Email)  
 (0.0115, 
26.55%) 
  
Search  
(0.0027, 
10.30%) 
 Search 
 (0.0043, 10.31%) 
Search  
(0.0034, 7.85%) 
Email 
(0.0552, 
60.39%) 
 (0.0112, 
26.10%) 
 
(0.0442, 
37.52%) 
 
Browse-Search 
 (0.0115, 
25.44%) 
Offline 
Purchase 
Offline 
(0.0197, 
21.55%) 
Search 
(Email) 
(0.0067, 
15.61%) 
 
Browse 
(0.0126, 
10.69%) 
 
Online(Email) 
(0.0098, 21.68%) 
Browse 
(0.0122, 
13.34%) 
Online 
 (0.0057, 
13.28%) 
 
Search 
(0.0103, 
8.74%) 
 
Browse-Browse 
 (0.0074, 
16.37%) 
Catalog 
 
Search 
(Email) 
 (0.0158, 
27.14%) 
(0.0203, 
17.69%) 
 (0.0734, 56.33%) (0.1085, 100%) 
Online 
Purchase 
  (0.0139, 
23.88%) 
Browse(Email) 
 (0.0136, 
11.85%) 
 Browse(Email)  
(0.0136, 10.43%) 
Browse 
(0.0124, 7.5%) 
 
Search-
Browse 
(0.0104, 
17.86%) 
Browse  
(0.0121, 
10.54%) 
 Search(Email) 
 (0.0073, 5.60%) 
Online 
(0.0105, 6.3%) 
Catalog 
(0.1136, 
55.79%) 
(0.0912, 
52.62%) 
Browse(Email)-
Browse 
 (0.0435, 
19.13%) 
(0.1632, 
57.32%) 
Browse(Email)- 
Browse (0.0245, 
12.15%) 
Browse-Browse-
Browse 
(0.0457, 15.29%) 
Offline 
Purchase 
Search 
(Email) 
(0.0211, 
10.36%) 
Search  
(0.0127, 
7.32%) 
Browse(Email)-
Search 
 (0.0326, 
14.34%) 
Browse 
 (0.0326, 
11.45%) 
Online- Browse–
Browse 
(0.0228, 11.31%) 
Online-
Browse(Email) 
(0.0446, 14.92%) 
Browse 
 (0.0107, 
5.25%) 
Browse  
(0.0113, 
6.52%) 
Online 
(0.0313, 
13.77%) 
Search 
(0.0313, 
10.99%) 
Browse(Email)-
Search 
(0.0220, 10.91%) 
Online-Browse-
Search(Email) 
(0.0424, 14.19%) 
Table 6. Path-To-Purchase comparison for the six segments.  
There are two numbers associated with each path, the first number is the weight of the path and second 
number is the percentage of the path contributing to the maximal purchase response. When there are 
more than 3 significant paths, only the top 3 are shown. Therefore, the percentage attributed to the 
three paths may not add up to 100%. 
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1.3.3 Descriptions of the Path to Purchase Segments 
The characteristic paths of the six segments are shown in Figure 8. The demographics and 
average behavioral characteristics of the segments are shown in Table 8 as an aid to their 
interpretation. Different sequences of activities leading to purchase response in a session, 
following the marketing impulse, explain the eventual purchase to a varying degree. The 
width of the paths in Figure 8 is approximately proportional to the fraction of the 
cumulative purchase response they explain. The percentages of the cumulative purchase 
response explained by each possible path are shown as a set of histograms in Table 7. As 
we can see, typically, the majority of the purchases can be attributed to a small number of 
paths, indicating that consumers have a small number of characteristic paths from 
marketing impulse to eventual purchase. The combination of these small number of paths 
describe the consumers’ characteristic path-to-purchase behavior in response to a 
marketing impulse. Next, we discuss the characteristic paths in each of the six identified 
segments. 
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Figure 8.  Visualization of the characteristic paths for each segment.  
Each row corresponds to a segment. Each column corresponds to a marketing impulse and purchase 
 
 Catalog Catalog Email Email 
Se
gm
en
t 
1
 
 
 
 
 
Se
gm
en
t 
2
 
   
 
Se
gm
en
t 
3
 
  
 
 
Se
gm
en
t 
4
 
 
 
 
 
Se
gm
en
t 
5
 
  
 
 
Se
gm
en
t 
6
 
    
 Offline purchase Online purchase Offline purchase Online purchase 
  
36 
response pair between which the paths are drawn. Width of each path is proportional to the fraction 
of the increase in purchase attributed to the path. Empty cells represent that there was no significant 
purchase response for the impulse; hence there was no path. 
 
 
 
 
 
Table 7. Weight distribution over all possible paths.  
The Y-axis shows the % of the cumulative purchase explained by the path whose index is shown on 
the X-axis. If there is no statistically significant response to an impulse, no path to purchase is 
identified. 
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Table 8. Demographics and Weekly Behavior of Consumers in Six Segments 
 
 
Fully Engaged Shoppers. This highly engaged group (Segment #3) represents 14% of all 
consumers. They receive many more emails than the average consumer: 215 vs. 149 per 
consumer over two years. Their path to purchase triggered by an email typically leads 
directly to online purchase, and sometimes after a session of online research. This group 
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3 0.14 12.95 5.77 38.66 775.12 0.9 0.24 214.85 15.26 
4 0.10 10.88 5.14 41.64 707.45 0.9 0.17 160.43 15.44 
5 0.06 13.14 6.61 40.52 839.65 0.88 0.2 201.15 14.53 
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also engages in considerable online research—the number of sessions for this highly 
engaged group of customers is more than twice the average number of sessions across all 
customers. These customers exhibit several paths initiated by catalogs that lead to online 
and offline purchases. But half of these paths require receiving an email after consumers 
have done initial research to move them to purchase. When these consumers do online 
purchases in response to an email, most often they do it quickly, in less than 2 days. In 
contrast, in response to catalogs their online purchases occur about 4 days later while 
offline purchases occur about 8.6 days later. 
Digitally Driven Shoppers. This group of consumers (Segment #2) is the second largest 
segment (16%). A characteristic feature of this group is that they exhibit significant cross 
channel activity: they purchase online and offline after receiving a marketing email or a 
catalog—but only after conducting significant online research. Another key feature of this 
segment is that many of their paths to purchase involve significant use of keyword search 
on the brand website. It is not surprising that this group has the highest number of search 
activity compared to all other groups. When these digitally driven customers receive an 
email, their response is quick and online purchases even occur within the same day, while 
purchase responses to catalog take longer and occur 6 to 8 days later. Finally, even though 
all segments do not differ much in age, this group of digitally engaged consumers 
represents the youngest customer group.  
Research Online-Purchase Offline (ROPO) Shoppers. This group of consumers 
(Segment #4) represents 10% of all consumers. They primarily purchase offline in general 
(Table 8) and in response to email and catalog (Figure 8). When they receive an email, they 
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purchase offline in about 1 to 2 days. In contrast, when they receive a catalog, it takes about 
7 to 8 days to offline purchase. In fact, their offline purchases are the highest among all 
customer groups (Table 8). Although their level of online purchase is one of the lowest, 
their level of online product browse is one of the highest. This suggests that this segment 
of consumers stay engaged with the brand online whether they are purchasing or not. Upon 
receiving any marketing impulse, they convert on the offline channel. Customers in this 
group receive the highest number of catalogs among all customer segments. We do not 
observe any significant online purchase response to marketing communication for this 
segment. 
Highly Targeted Loyal Shoppers. This is the smallest segment with only 5% of all the 
consumers (Segment #6). Yet, the combined online and offline purchases for a consumer 
in this segment is nearly the highest amongst all segments (Table 8). They are the most 
loyal group of consumers, with highest proportion of consumers among all groups using a 
store loyalty card. They also have higher than average tenure with the brand. Given that 
they are high value customers, it is not surprising to see that they are most heavily marketed 
to via emails. They are also engaged heavily with the brand in terms of online research—
they browse at least three times as many products as the average customer does. Their paths 
to purchase initiated by both emails and catalogs resulting in online purchase are relatively 
straightforward. In contrast, their paths to offline purchase involve significant online 
activities and takes longer to play out than for the average customer (Figure 8). When this 
group receives a catalog, their offline purchases occur about 11 days later. This is perhaps 
explained by the fact that they live farthest from a physical store among all segments (16 
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miles, Table 8). A noteworthy feature of their path to offline purchase from catalog is that 
many of them require an encouragement by emails, which are heavily targeted at them, to 
ultimately result in purchase.  
Holiday Shoppers. This segment (Segment #5) consists of 6% of all consumers. Among 
all the segments these tend to shop during the holidays most—at least twice as much as the 
average. This group’s average number of online sessions is 90—highest of all groups and 
well above the average of 36 across all groups. These customers also have the longest 
tenure with the brand amongst all groups.  Their paths to online purchase are relatively 
straightforward: both emails and catalogs lead directly to online purchase. However, their 
paths to offline purchase involve several sessions of online activities. Similar to segment 
#6, this group takes more time to offline purchase, which occurs about 12 to 14 days upon 
receipt of a catalog. Their distance from the physical store (13 miles) is also higher than 
the average (10 miles), which perhaps explains why they conduct several sessions of online 
research before taking a trip to the physical store to make purchases.  A main distinguishing 
feature of this group is that these customers are highly active shoppers during the holidays.  
Disengaged Offline Shoppers. This is the largest segment, with 48% of all consumers 
(Segment #1). Their online and offline purchases are both below the average for all 
segments. The majority of this group’s purchases occur offline. Based on the date of the 
first contact, these consumers are the newest to the brand. The proportion of consumers 
having the store loyalty card is the least among all segments. Consumers in this group 
receive the least emails, and the level of online engagement with the retailer (sessions or 
purchases) is the lowest of all segments. When they receive emails or catalogs they directly 
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go to a store, sometimes more than once, to purchase. This is perhaps facilitated by their 
relative proximity to the retail stores (≈8 miles on average).  
 These uncovered segments and their paths suggest specific managerial strategies. 
Since many valuable segments such as Segment #4, Segment #5, and Segment #6, carry 
out extensive online research before doing most of their purchases offline, either due to 
their distance from the store or because of their familiarity with online shopping, the retailer 
should try and make online product research as easy as possible. For many segments such 
as, Segment #1, Segment #3, and Segment #5, the most important paths often require 
getting marketing emails after catalogs, instead of only one type of promotion. Therefore, 
the firm should target them with both catalogs and emails. One of the high value segments, 
Segment #6, does most of their shopping during holidays. This suggests this group is most 
accessible during holidays. Since they do extensive online research, perhaps the firm can 
reach them through online promotions with holiday themes.  
For all the segments we find that the top three paths to purchase lead them to purchases in 
the session with maximal purchase response or one adjacent to it. This suggests that 
although the top paths lead to purchases with approximately the same time lag since the 
marketing impulse, there could be some variation within the segment in how many 
sessions, and as a result which paths, the consumers take to make that purchase. 
Understanding these characteristic paths could allow a manager to forecast when a segment 
of consumers will make their purchase as well as when to schedule their marketing 
communication to maximize the purchase response. We explore these two applications 
next.  
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1.4 Managerial Applications 
We explore two applications where the proposed CGMAR/rCGMAR model is helpful for 
guiding managerial decisions. The first application predicts individual customer’s purchase 
in a future testing period. The second application derives the optimal marketing mix over 
a planning horizon using the customers’ paths via dynamic programming. 
1.4.1 Prediction of Purchase Behavior based on Path to Purchase Segments 
From a managerial perspective, it will be helpful to establish if the proposed approaches 
can be used to forecast purchases given consumers’ activities and marketing activities. Out-
of-sample prediction performance would also provide another set of evidences for how 
well the proposed models describe the consumer behavior (Montgomery, Li et al. 2004, 
Abhishek, Fader et al. 2012, Li and Kannan 2014). To evaluate the ability of the proposed 
models to predict out-of-sample future purchases made by individual customers, we 
longitudinally divide the dataset into training set (first 96 weeks) and test set (last 10 
weeks). We first estimate the models using the training data. Then, using the estimated 
models, we predict the number of online and offline purchases for each consumer in each 
session of the testing period. Next, we compute the Mean Absolute Errors by comparing 
the predictions to the observed purchases. We use the observed exogenous variables in the 
testing period to make predictions, but do not use the observed endogenous variables. 
Instead, we use the estimated values of the endogenous variables to predict the endogenous 
variables in the subsequent periods. This allows us to evaluate the accuracy of each model 
in predicting the response to the marketing events in the presence of the other exogenous 
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variables. We compare the proposed CGMAR/rCGMAR algorithms to the following 
alternatives.  
1.4.1.1 Approaches that do not take advantage of the sequence information  
1. The average of the training data: For each consumer, we compute the average 
number of online and average number of offline purchases per session during the 
training period. These average values are used as the predictions for each session in the 
testing period. 
2. Purchases at the last training period: For each consumer, we record the number of 
online and number of offline purchases made during the last training session. These 
numbers for each consumer are used as the predictions for the online and offline 
purchases in each session of the testing period. 
3. Random selection: For each consumer, for each session in the testing period we 
randomly select the online and offline purchases made in one of the sessions in the 
training period and use them as the prediction. 
4. Regression on RFM: Recency-frequency-monetary values of consumers are often 
used to estimate the value of a consumer for a firm (Peter S. Fader, Bruce G.S. Hardie 
et al. 2005). We used these to predict the number of purchases she will make in the test 
period. For all the user and session pairs in the second year of the training period we 
compute the recency (r), frequency (f), and monetary value (m) of the consumer based 
on her purchases.6 We also compute the recency and frequency of the search and 
                                                 
6 We focus on the second year in order to be able compute reliable estimates of recency, frequency, 
and monetary values using data from the preceding one year. 
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browse activities of the consumer to provide a comparison using the same type of data 
available to the CGMAR/rCGMAR approach. Then a Zero-Inflated-Negative Binomial 
regression, as it provided a better fit than other linear models, of the following form is 
estimated 𝑜𝑛𝑙𝑖𝑛𝑒𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒(𝑖, 𝑡)~𝑟𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒(𝑖, 𝑡) + 𝑓𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒(𝑖, 𝑡) + 𝑚𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒(𝑖, 𝑡) +
𝑟𝑠𝑒𝑎𝑟𝑐ℎ(𝑖, 𝑡) + 𝑓𝑠𝑒𝑎𝑟𝑐ℎ(𝑖, 𝑡) + 𝑟𝑏𝑟𝑜𝑤𝑠𝑒(𝑖, 𝑡) + 𝑓𝑏𝑟𝑜𝑤𝑠𝑒(𝑖, 𝑡) , where recency, 
𝑟𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒(𝑖, 𝑡) is the negative of number of days before the session 𝑡 the user 𝑖 made a 
purchase. Frequency, 𝑓𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒(𝑖, 𝑡), is the number of purchases the user 𝑖 has made in 
one year before 𝑡 . Recency and frequency for search and browse activities are 
computed in a similar manner. 𝑚𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒(𝑖, 𝑡) is the dollars spent by the user 𝑖 in the 
one year before 𝑡. These variables summarize all the activities of the user that are used 
by CGMAR/rCGMAR, but ignores the sequence information—consistent with the 
popular RFM metrics. We estimate a similar equation for the offline purchase. After 
estimating the eight coefficients for each model, including one for the intercepts, we 
use the explanatory variables computed in the last session of the training period to 
predict the online and offline purchases for each user in each session of the testing 
period. 
1.4.1.2 Approaches that use sequence information in consumer activities 
These approaches are categorized by the clustering algorithms used for segmentation and 
the specifications used for the sequence of individual customer’s activities. 
1. No-segmentation: We estimate the parameters of individual-level models with all 
consumers in one group. 
  
45 
2. Demographics segmentation: We use the customer demographic variables (age, 
gender, tenure with the brand, distance from the nearest store, and store loyalty card 
membership) to create six customer segments using the k-means clustering algorithm. 
3. Segmentation by short-term response: We follow Reimer et al. (2014) to segment 
customers based on their short-term response to marketing communication using a 
mixture of logistic regressions. The number of segments is set to eight following BIC 
criteria as it is the optimum number for this model. 
4. Recency-Frequency-and-Monetary value (RFM) segmentation: We classify each 
customer using the quintiles of their Recency, Frequency, and Monetary value 
computed from their purchase activities (Hughes 2006). The sorted set of 125 segments 
is then divided into 5 groups again by their quintiles to create final customer segments. 
5. VAR Mixture (Fong et al. 2007). We estimate a mixture of VAR model, where 
segments and segment-specific parameters of the time series are simultaneously 
determined. The difference is that the customer’s time series are modeled using a VAR 
instead of a GMAR. We extended the original VAR mixture model to accommodate 
both intra-session and inter-session variables using the structure outlined in the Section 
1.2.2 (which improves the fit and out of sample prediction over the original model). 
However, unlike rCGMAR, this model does not use random coefficients for individual 
users. 
6. Sequence Mining. This approach is inspired by the “Top Conversion Paths” tool in the 
Multi-Channel Funnel reports in Google Analytics (Google 2016). This tool identifies 
the most frequent sequence of online activities, called the conversion paths, which 
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consumers engage in before purchase. However, the effectiveness of this tool has not 
been tested in any published research. We evaluate how well such a frequent sequence-
based approach captures consumer behavior vis-à-vis the statistical model-based 
approach we propose in this paper. We first mine the frequent sequences from different 
types of activities in ordered sessions using SPADE—the popular sequence mining 
algorithms (Zaki 2001). Then we use those mined sequences to predict purchases in the 
testing period (Wright, Wright et al. 2015). The support and lengths of the mined 
sequences were calibrated to maximize the prediction performance on our dataset. 
We estimate segment-level GMAR, rGMAR and VAR models for individual consumer’s 
activities for strategies 1 to 4 above. For strategy 3 (i.e. short-term response based 
segmentation) we also estimate a VAR model from the average level of activity for each 
segment, as done by Reimer, Rutz et al. (2014). The Mean Absolute Errors of all these 
approaches, per customer per session in the testing period, are listed in Table 9. 
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 Approaches using no sequence information 
The average of the 
training data 
0.8684 
Purchases at the last 
training period 
0.9306 
Random selection 0.9427 
Regression on RFM 0.8932 
 Approaches using sequence information 
Segmentation 
framework 
Autoregressive specification 
Sequence Mining 
(Zaki 2001, Wright et 
al. 2015) 
VAR GMAR rGMAR 
No segmentation 0.6626 0.5835 0.4316 0.3348 
Demographics 
segmentation 
0.6247 0.5042 0.3849 0.2580 
Segmentation by short 
term response  
0.6258 
0.4254 
0.6026 (average VAR, 
Reimer, Rutz et al. 
(2014)) 
0.3277 0.2346 
RFM 0.5944 0.3688 0.2638 0.2377 
Mixture model  0.2854  0.2318 0.2108 
Table 9. Mean absolute error of out of sample prediction performance for individual 
purchase. Average number of purchases per customer per session is 1.18. 
 
The proposed rCGMAR model outperforms all other alternatives. Among the methods that 
do not use sequence information, the Zero Inflated Negative Binomial regression using 
RFM scores as explanatory variables performs best. However, using sequence information 
substantially improves prediction performance. This suggests that there is considerable 
information in consumers’ activity sequence that can be exploited to more accurately 
predict purchase activities. 
Among the methods that use sequence information, a large improvement is obtained when 
we move from using one model for all customers to segmenting customers and using 
different models for each segment. Segmenting by behavioral attributes, such as RFM and 
short-term response, leads to better forecasts than segmenting based on demographic 
attributes. The last row in Table 9 shows that segmenting consumers endogenously based 
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on the evolution of their behavior leads to further improvements. Within each segmentation 
strategy, statistical model-based approaches (VAR, GMAR, rGMAR) predict purchases 
significantly more accurately than the frequent sequence-based approach. Since, out-of-
sample prediction accuracy is used to assess how well the model describes the underlying 
behavior, this suggests that mined frequent sequences of activities do not capture 
customers’ shopping behavior as well as the statistical models of customer behavior do. 
And finally, rGMAR (the proposed GMAR model with random coefficients) most 
accurately predicts individual customers’ purchase behavior in the testing period across all 
the segmentation strategies (see column titled “rGMAR” in Table 9). The superior ability 
of rCGMAR to model consumer activities, as observed from its statistical fit (log 
likelihood, BIC) and out of sample prediction performance (lowest MAE) suggests that 
rCGMAR better describes consumer behavior than any other model we evaluated. 
Therefore, we use the rCGMAR model to optimize the marketing mix in the next 
subsection. 
1.4.2 Resource Allocation based on Path to Purchase Segments  
Knowing the customers’ paths, a manager can optimally sequence the marketing messages 
to achieve a predefined sales objective. To illustrate this, we perform a policy simulation 
to achieve 10% increase in sales over a planning horizon by sending emails and catalogs 
at the “right” times to consumers. This is often how sales targets are set in practice (Saghafi 
1987) and has been used as a planning scenario in the literature (Roy, Hanssens et al. 1994, 
Hanssens, Pauwels et al. 2014). Using the same planning scenario, we compute the average 
weekly online and offline purchase for each customer during the training period and 
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increase it by 10% to get the targets for each customer in the testing period, i.e., period 97 
to 106. The objective is to derive the optimal marketing communication sequence for each 
of the six segments to reach the target as closely as possible. We use the following squared 
deviations from the target as our loss function for each customer and each testing period: 
𝐿(𝑥𝑜𝑛𝑙𝑖𝑛𝑒
𝑡 , 𝑥𝑜𝑓𝑓𝑙𝑖𝑛𝑒
𝑡 ) = (𝑥𝑜𝑛𝑙𝑖𝑛𝑒
𝑡∗ − 𝑥𝑜𝑛𝑙𝑖𝑛𝑒
𝑡 )2 + (𝑥𝑜𝑓𝑓𝑙𝑖𝑛𝑒
𝑡∗ − 𝑥𝑜𝑓𝑓𝑙𝑖𝑛𝑒
𝑡 )2 (7) 
where 𝑥𝑜𝑛𝑙𝑖𝑛𝑒
𝑡∗  and 𝑥𝑜𝑓𝑓𝑙𝑖𝑛𝑒
𝑡∗  are the target values for online and offline purchase in week 𝑡 
and 𝑥𝑜𝑛𝑙𝑖𝑛𝑒
𝑡 and 𝑥𝑜𝑓𝑓𝑙𝑖𝑛𝑒
𝑡  are the realized online and offline purchase in week 𝑡. The loss 
over the entire planning horizon is: 
𝐿𝑜𝑠𝑠 =∑𝜃𝑡[𝐿(𝑥𝑜𝑛𝑙𝑖𝑛𝑒
𝑡 , 𝑥𝑜𝑓𝑓𝑙𝑖𝑛𝑒
𝑡 )]
10
𝑡=1
 (8) 
where the discount factor 𝜃 is set to 0.9 following Hanssens, Pauwels et al. (2014). After 
obtaining the rCGMAR parameters using the training data, we find the optimal marketing 
sequence for each segment using the estimated parameters for that segment via Dynamic 
Programming. Here we minimize the 𝐿𝑜𝑠𝑠 by choosing the number of emails and number 
of catalogs to send (optimal marketing decision or 𝑂𝑀𝐷𝑡) after each session in the testing 
period. The optimization problem can be written as the following finite horizon Bellman 
equation: 
𝑉𝑡(𝑥𝑜𝑛𝑙𝑖𝑛𝑒
𝑡 , 𝑥𝑜𝑓𝑓𝑙𝑖𝑛𝑒
𝑡 ) = min
OMD𝑡 
{𝐿(𝑥𝑜𝑛𝑙𝑖𝑛𝑒
𝑡 , 𝑥𝑜𝑓𝑓𝑙𝑖𝑛𝑒
𝑡 ) + 𝜃𝑉𝑡+1(𝑥𝑜𝑛𝑙𝑖𝑛𝑒
𝑡+1 , 𝑥𝑜𝑓𝑓𝑙𝑖𝑛𝑒
𝑡+1 )} (9) 
This equation can be solved by backward recursion to obtain optimal level of emails and 
catalogs to send after each session (Miranda and Fackler 2002). The pseudo-code is 
provided in Appendix A1.4. 
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The catalog and email decisions pair [𝑦𝑒𝑚𝑎𝑖𝑙
𝑡 , 𝑦𝑐𝑎𝑡𝑎𝑙𝑜𝑔
𝑡 ] in each week is defined in a feasible 
set as 𝑦𝑐𝑎𝑡𝑎𝑙𝑜𝑔
𝑡 ∈ [0,1], 𝑦𝑒𝑚𝑎𝑖𝑙
𝑡 ∈  [0,3]. The state space consists of five consumer behaviors 
[𝑥𝑏𝑟𝑜𝑤𝑠𝑒
𝑡 , 𝑥𝑠𝑒𝑎𝑟𝑐ℎ
𝑡 , 𝑥𝑜𝑛𝑙𝑖𝑛𝑒
𝑡 , 𝑥𝑜𝑓𝑓𝑙𝑖𝑛𝑒
𝑡 , 𝜏𝑡 ]. Each state variable is discretized into six intervals 
for using the backward recursion. Figure 9 shows the optimal email and catalog sequences 
over 10 weeks to achieve the targeted +10% sales for the six segments. Note that despite 
the same improvement targets, the optimal marketing policies vary across segments.  
Some insight into the optimal marketing sequences can be obtained through the 
characteristic path behavior of each segment (Figure 8). For example, for the Segment 5, 
which has some of the longest paths to purchase, it takes over two weeks to realize the 
maximum effect of catalogs. Therefore, the optimal policy involves not sending catalogs, 
at times for up to three weeks, when the effects of previous catalogs are yet to be realized. 
On the other hand, for Segment 1, which responds to catalogs in about five days, the 
optimal strategy would be to send catalogs every other week. Knowledge of different 
segments of consumers’ entire path behavior, embedded in the model, enables an optimizer 
to anticipate the response to a marketing communication over several future weeks and 
adjust the next marketing stimulus to achieve as close to the sales objective of each week 
as possible. Extracted characteristic paths of the consumers, when presented visually, helps 
a manager understand how the optimizer arrive at the schedule of emails and catalogs. 
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Figure 9. Optimal email and catalog policies for the six segments 
 
We compare the optimal marketing mix policy and the loss for the six segments with the 
scenario without segmentation. The optimal policy without segmentation is shown in the 
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last panel of Figure 9 and the loss is given in Table 11. The much larger loss (0.52) in the 
no segmentation scenario compared to the rCGMAR (0.31) indicates that segmenting and 
designing separate marketing strategies for different groups based on their path to purchase 
will meet the purchase target more precisely than treating all customers as one group. 
Finally, we apply CVAR (Fong, Li et al. 2007), after extending it to accommodate inter 
session time and other variables, to perform the same analysis. We find that with the paths 
uncovered using the CVAR, even after the outlined extension, the loss is higher, which can 
be attributed to the poor fit of the model to the individual consumer activity data. 
 
Average target (per 
customer for the entire 10 
weeks) 
√𝑳𝒐𝒔𝒔 
Segment 1 3.87 0.27 
Segment 2 4.68 0.46 
Segment 3 4.75 0.30 
Segment 4 4.92 0.24 
Segment 5 5.05 0.38 
Segment 6 5.82 0.25 
Table 10. The average loss of optimal marketing 
policy 
Segmentation strategy √𝑳𝒐𝒔𝒔 
rGMAR (No Segmentation) 0.52 
CVAR 0.36 
rCGMAR 0.31 
Table 11. The average loss with the 
optimal marketing policy based on 
the three mixture models. Average 
sales target (per customer for the 10 
weeks) = 4.44 
 
1.5 Conclusion 
We define consumers’ characteristic paths to purchase as the sequences of different types 
of activities that originate from a marketing impulse and explain most of the resulting 
purchases. We propose a statistical model based approach to identify such characteristic 
paths from consumers’ activity level datasets. Embedding the underlying multivariate 
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time-series model in a mixture model we uncover segments of consumers that have similar 
paths. Our empirical application to a customer touch-point dataset collected from a large 
multi-channel retailer finds six consumer segments with distinct shopping behaviors and 
demonstrates how our method can be used to offer increased managerial insights into 
consumer populations. 
Beyond providing insight, we demonstrate the value of our method in two managerial 
applications. First, we show that our proposed CGMAR/rCGMAR models are superior 
predictors of future customer purchases than several alternative approaches. Second, 
through policy simulations we show that the knowledge of the paths to purchase of the 
customer segments can help a manager design optimal marketing mix over time for each 
segment of customers to achieve a predefined sales target. 
The proposed approach complements existing work in the literature in the general area of 
multi-channel shopping behavior. A large body of work has discussed approaches to 
accurately attribute marketing events to eventual purchases. Another set of works has 
proposed models of consumer shopping behavior to predict the future purchases. However, 
neither of these streams of research try to reveal how, the characteristic paths through 
which, the marketing events result in purchase. Managers can use such characteristic paths 
to purchases to better understand and communicate their customer’s shopping behavior—
this need is highlighted in trade publication articles. We offer one of the first approaches 
to extract such paths.  
The proposed approach first attributes credits for purchases to marketing events and then 
apportions those credits over all the activity sequences from marketing event to resulting 
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purchases. Thus, the underlying model is, and can be, used for attribution. On the other 
hand, the higher out of sample prediction accuracy of the proposed rCGMAR model shows 
that it can also be used to predict future purchases of individual consumers. Therefore, the 
proposed model can be used to attribute purchases to marketing events and predict 
purchases of individual customers; but more importantly, can be used to identify and 
visualize the primary consumer activity sequences through which the marketing events 
lead to purchases by following the path extraction technique proposed in this paper. 
The proposed general methodology can be applied to other settings where users engaging 
in activities that lead to outcomes of interest are measured over time. Provided a path of 
interest can be conceptually defined through the user’s attribute values over time, the 
proposed approach can be used to extract significant paths between an impulse and an 
outcome of interest. One such setting is healthcare where our approach can be applied to 
medical records that contain patients’ vital statistics, any behavioral data, and hospital 
visits over time to uncover the paths of different groups of patients from a particular 
intervention (e.g., a consultation or a treatment) to a health outcome of interest through the 
space of observed attributes about the patients. 
The CGMAR approach can be extended in numbers of ways. Future research could 
incorporate non-linearity to model saturation in response to exogenous variables. 
Interactions between exogenous and endogenous variables could also be incorporated to 
model the state-dependent response to exogenous impulses.  One can also relate the 
uncovered paths to purchase to the demographics of consumers to understand the role that 
demographics play in explaining their shopping activities. Finally, a consumer’s path 
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through endogenously identified states that govern her shopping activities can also be 
modeled using a hidden Markov model. This will allow us to empirically identify paths 
through what resemble the cognitive states of shoppers. 
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CHAPTER TWO: When and How to Diversify—A Multi-Category Utility Model of 
Consumer Response to Content Recommendations 
 
2.1 Introduction 
2.1.1 Online News and Content Marketing 
Over half of adults in United States under the age of fifty get their news predominantly 
online; and this fraction has been growing for several years. Therefore, online news is a 
significant growth area for publishers who have been struggling due to a decline in print 
circulation (Mitchell and Holcomb 2016). These publishers compete to attract online 
readers and keep them engaged with their site because their profitability hinges on doing 
so effectively. The more articles visitors read on a site, the more opportunities there are for 
serving them online ads—a revenue source that has grown amidst the general decline in ad 
revenue for newspapers and magazines.8 Engaged readers are also more likely to pay a 
subscription fee to access articles behind a paywall—a business model increasingly 
adopted by publishers (Edmonds, Guskin et al. 2013). 
At the same time, online consumers are experiencing a golden-era of news 
availability/access (Yglesias 2013). With most publishers maintaining a comprehensive 
online presence, content in a wide range of topics—from the mainstream to the obscure, 
                                                 
8 While revenues from all types of advertisements decreased by 52% for news publishers, revenues from 
digital advertising increased by 177% between 2003 and 2012 Edmonds, R., E. Guskin, A. Mitchell and 
M. Jurkowitz. (2013, July 18, 2013). "Newspapers: Stabilizing, but Still Threatened."   Retrieved July 
18, 2016, from http://www.stateofthemedia.org/2013/newspapers-stabilizing-but-still-threatened/. and 
continues to grow.  For example, digital advertising revenues for the New York Times Group increased 
by 31% from 2013–2016 (while total advertising for the Group decreased by 13% over the same time 
period; per the company’s SEC 10K filing). 
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from politics to sports to leisure—is accessible to anyone with a browser and internet 
connection. However, this has led to an information overload problem where a reader must 
find interesting content from a vast number of options. Top news sites publish over a 
thousand pieces of content everyday (Marshall and Alpert 2015). Due to the difficulty of 
identifying potentially interesting content from these large volumes of material, a 
significant portion of relevant content goes undiscovered, which can lower engagement 
with the site. 
Readers’ challenge in discovering content of interest to them and publishers’ need to 
engage their readers have led to the rise of several intermediaries called “content discovery 
platforms”. These third-party companies offer a solution by providing a recommendation 
tool that publishers can use to help their readers discover interesting content. The top two 
content discovery platforms, Outbrain and Taboola, are used by more than 66,000 sites, 
including most of the top news publishers such as BBC, CNN, NBC News, ESPN, The 
Huffington Post, Fox News, etc. (SimilarTech 2016). Despite early successes, these 
practices have run into some challenges in keeping their recommendations relevant for 
readers (Griffith 2014). In many instances, recommendations are determined based on their 
similarity to the content currently being consumed and on a combination of factors 
including popularity among all readers, recency, and ad-hoc heuristics established by the 
site owner to promote certain parts of the website, some of which can make the 
recommendations less appealing to consumers. 
To keep readers engaged on the site by recommending content that is relevant— that is, 
likely to satisfy their information needs or provide them with positive utility (Murthi and 
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Sarkar 2003, Adomavicius and Tuzhilin 2005, Manning, Raghavan et al. 2009)—one must 
understand readers’ preferences. There has been much progress in the personalized 
recommender systems literature to understand individuals’ unique preferences and 
recommend products that are personally relevant to each consumer. However, there are 
certain noteworthy differences between the consumption of products, such as travel 
packages or computers, and the consumption of content, such as news articles and videos, 
which present an opportunity for improving relevance. In the case of travel or electronic 
hardware, a consumer typically chooses only one of several offered products on a given 
consumption occasion. But when reading news, a reader is rarely “done” after consuming 
one news item, nor does she feel limited in a given session to selecting from only one of 
the numerous categories available. Indeed, a reader could have a breadth of interests and a 
general news/media site offers content on a host of categories, which provides an 
opportunity to fulfill those interests. Such a reader may want to consume multiple items 
from a diverse set of categories while she is on the site. 
While one may wish to consume a diverse set of items over the entire session, at each 
selection a utility maximizing reader selects the category of content that brings her the 
highest utility, i.e., the most relevant from all items available to her. And what is most 
relevant at that stage of the session could change with her prior consumptions. For example, 
after consuming several articles in one category (e.g., US politics) a reader might satiate 
on that category and seek content in her next preferred category (e.g., Business), leading 
to variety seeking behavior (McAlister 1982, Singh, Sahoo et al. 2014). Alternatively, after 
consuming an article in a category the reader might get further interested and wish to read 
  
59 
a few more articles in the same category. Such local behaviors could therefore lead to 
diverse or narrow consumption patterns over the session, depending on whether the reader 
seeks variety or focus, respectively, while each consumed item remains optimal for the 
reader (in the sense of maximizing utility) at the time of selection. Hence, by uncovering 
how a reader’s preferences evolve within each online session and how she makes sequential 
selections in response, a system could recommend the content that is most relevant at each 
stage of the session. By contrast, learning only the static preference structure of a reader 
over the various news categories would miss these sequential interdependencies in online 
content consumption (see Figure 10 for an illustration). 
 
Figure 10. The intuition of the proposed recommendation strategy  
Notes: In the proposed approach (per the lower panel) the recommendation is most accurate for the 
consumer at each stage of the session, while exhibiting diversity over the entire session.  
 
 
2.1.2 Diversity in Personalized Recommendation 
Many online retailers use personalized recommender systems to help their consumers find 
items relevant to their unique preferences (Linden, Smith et al. 2003). Such systems have 
Personalized recommendation 
without accounting for 
consumption interdependency
Variety seeking user
Proposed strategy: 
personalized recommendation 
accounting for consumption 
interdependency
Recommendations over one session
Article Number → 1 2 3 4 5 6 7
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been actively developed, often with the goal of improving their ability to accurately predict 
the products a consumer would like and ultimately choose (Goldberg, Nichols et al. 1992, 
Resnick, Iacovou et al. 1994, Murthi and Sarkar 2003, Huang, Zeng et al. 2007). However, 
this has often been done without considering the interdependence among consumptions, 
which can lead to recommendations that are focused on a small number of generally most 
desired category of products. Such a narrow set of recommendations tends to serve only a 
few aspects of consumers’ interests, potentially losing relevance in practice (McNee, Riedl 
et al. 2006, Bennett and Lanning 2007). Catering to multiple aspects of a user’s preference, 
by introducing more diversity into recommendations, has been recognized as an important 
characteristic by practitioners (Gomez-Uribe and Hunt 2015).  
In recent years, several papers in the Management Sciences literature have studied the 
effect of personalized recommender systems on the resultant diversity (or lack thereof) in 
sales (Fleder and Hosanagar 2009, Adomavicius and Kwon 2014, Lee and Hosanagar 
2014). Fleder and Hosanagar (2009) have shown that commonly used personalized 
recommender systems may concentrate the overall sales of a firm—a concentration bias—
by frequently recommending from a small pool of popular products. Notwithstanding, 
consumption could be broadened at the individual consumer level because products 
recommended to any one consumer may introduce her to some products she would not 
have otherwise found on her own. However, this need not match each consumer’s most 
desired type of diversity since it is based on recommending from a common set of popular 
items. 
Several papers have proposed approaches to explicitly introduce diversity into 
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recommendations (Bradley and Smyth 2001, Ziegler, McNee et al. 2005, Adomavicius and 
Kwon 2009, Zhou, Kuscsik et al. 2010), often with the goal of fulfilling different aspects 
of a consumer’s needs (Zhang and Hurley 2008 , Vargas and Castells 2011, Vargas, 
Castells et al. 2011, Vargas and Castells 2013, Parambath, Usunier et al. 2016, Wasilewski 
and Hurley 2016). Typically, a list of products, as opposed to a single product, is presented 
in one recommendation. A common strategy for diversifying is to select from the products 
predicted to be most relevant by a static personalization system, such as a Collaborative 
Filter, a small subset that maximizes a combined metric of expected accuracy and intra-list 
diversity. By choosing the weight of the combination, a practitioner can trade-off one for 
the other. A diversified list has several advantages. For the firm, it reduces the risk 
associated with trying to predict a consumer’s uncertain desires by spanning multiple 
aspects of the consumer’s preference structure. For consumers, recommendations are 
possibly more useful if they allow choosing from many different types of products as 
opposed to when all recommendations are of one type. 
Despite these outlined potential advantages, extant list diversification strategies face 
certain challenges. First, as the scope of diversification is limited to generating one list for 
one consumption occasion, there is a need to balance the list’s diversity with its overall 
expected accuracy (which is typically based on an assumption that the individual has a 
time-invariant rank ordering over all options). Furthermore, while personalized 
recommender systems have always tried to learn what type of product is most relevant for 
each consumer from her past choices, the extant diversification strategies do not learn how 
diversity (in terms of its type and timing) can lead to greater relevance, which governs 
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consumers’ choices and ratings in the observed data. This creates a disconnect between the 
attempt to diversify on the one hand and the desire to improve accuracy on the other.  
These observations have motivated us to seek answers to the following research questions: 
both accuracy and diversity are desired traits of recommender systems—must we sacrifice 
the accuracy to offer the readers the diversity they want? Are there scenarios where we can 
make more accurate recommendations by introducing diversity? Can we learn to uniquely 
diversify recommendations for each consumer based on her past choices, such that the type 
and timing of the diversification contributes to accuracy rather than detracting from it, in 
keeping with the spirit of personalized recommender systems? 
The answers to these questions might lie in the observed diversity patterns in readers’ 
natural consumption. If these patterns are the result of their utility maximizing behavior, 
then characterizing the underlying utility function might offer a way to dynamically 
diversify without sacrificing accuracy. To explore this idea, we develop a multi-category 
utility model of how readers select a set of content within a session. Like many 
personalization strategies, the proposed approach learns each reader’s preference towards 
different categories of content; yet unlike most, it also learns how quickly the reader 
satiates with a category of content and how likely she is to wish to substitute it with her 
next preferred category—thus capturing variety seeking. Instead of preparing a single static 
diversified list of recommended items for a reader, the proposed approach makes a 
sequence of path dependent recommendations, adapting the items suggested based on the 
content consumed so far in the session. The proposed multi-category utility model enables 
a sequential personalized recommendation strategy within a session that introduces 
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diversity at the right time and with the right type of content for those who seek variety, 
while continuing to recommend within the same category for those who seek focus. This 
approach allows maximizing each reader’s utility at all stages of consumption within a 
session. 
2.2 Problem Setup 
2.2.1 Application Context 
We partnered with Outbrain, a leading content discovery platform, for this research. 
Outbrain provides online publishers a set of widgets to place on their webpages. When a 
visitor to the site loads a webpage containing the widgets, a request is sent to the server of 
the content discovery platform. The server responds with links to various contents that 
populate the widgets. Figure 11 shows an example of a news article (on top-left) along with 
content recommendations (on the right and at the bottom) from a typical publisher using a 
content discovery platform. Three types of recommendations are shown: links with 
thumbnails highlighting a story, text links to stories, and text links to promoted content 
from external sites, which could be about news or about promoted products. Similar 
presentation of content and recommendations to the one shown in Figure 11 is adopted by 
most news websites that use a content discovery platform. 
We collected the clickstreams of a random sample of visitors to one of the clients of the 
platform—a large international news website. We also collected the full text and metadata 
of the articles published, recommended, or visited on this website during the data collection 
period. Initial evidence suggests that indeed readers are interested in several different 
categories (Figure 12c). In addition, a sizeable fraction of their online sessions includes 
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content consumption from more than one categories (Figure 12d), indicating that readers 
often seek a variety of content during an online session. These observations reinforce our 
motivation to develop a personalized recommender system that meets the needs of online 
news providers by incorporating variety seeking as a core part of the recommendation. 
 
Figure 11. Example layout of content recommendations. 
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Figure 12. Summary of content produced and consumed over the data collection period.  
 
2.2.2 Diversity and Related Concepts 
The definition of diversity requires a set of items. And the value of diversity to the 
consumer depends on how the items that form the set are selected. A consumer is expected 
to seek more diversity when she selects multiple items within a short time span than when 
she selects each item separately with long time gaps between selections, potentially at 
different consumption occasions (Simonson 1990, Read and Loewenstein 1995, Read, 
Antonides et al. 2001, Fox, Ratner et al. 2005).9 Online news consumption is characterized 
by a reader visiting her preferred news source at periodic intervals and typically reading 
                                                 
9 Please see  Adomavicius, G., J. Bockstedt and S. P. Curley (2015). "Bundling Effects on Variety 
Seeking for Digital Information Goods." Journal of Management Information Systems 31(4): 182–212. 
for a survey and a nuanced discussion of the idea. 
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multiple articles during each visit. Therefore, each visit, or online session, denotes a single 
consumption session within which variety seeking, driven by satiation, is likely to be the 
clearest. However, as preferences return to the baseline level soon after each consumption 
session (Read and Loewenstein 1995), the variety seeking behavior may get masked in the 
aggregated consumption behavior of a reader over a long period of time that includes 
multiple sessions. Therefore, in this study we focus on diversity within sets of content 
consumed during each online session. In this regard, the boundary of our set differs from 
that in recent studies where diversity across all the products consumed by a consumer, over 
all consumption occasions, has been examined (Fleder and Hosanagar 2009, Lee and 
Hosanagar 2014).  
2.3 Model Development 
Table 12 shows some example sessions indicating the sequences of categories consumed. 
Besides the consumption in multiple categories in each session, there are some patterns 
worth noting. In most sessions, after starting by reading several articles in a particular 
category the readers move to a different category. This suggests that they could be satiating 
on the first category after repeated reading, and switching to a different category afterwards. 
In addition, we do not observe many cases where readers switch between different 
categories on successive consumptions. Often, they continue in a single category for 
several consecutive consumptions before shifting to a different category—suggesting they 
could be avoiding the cognitive costs associated with switching between categories. We 
incorporate some of these intuitions in our proposed model. 
The relevance of a recommended item is the utility it provides a consumer by fulfilling her 
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needs (Murthi and Sarkar 2003, Adomavicius and Tuzhilin 2005, Manning, Raghavan et 
al. 2009). Meanwhile, models of utility maximization have been used to understand 
consumer behavior and infer preferences, e.g., a consumer’s selection from a set of 
alternatives is interpreted as providing her the maximum utility. Therefore, one may cast 
the task of producing relevant personalized recommendations as learning a consumer’s 
utility function from her historical choices and recommending the items that provide her 
the maximum utility at present. Taking a utility theoretic approach to learn consumer’s 
preferences makes it easier to borrow from the theoretical advances in Behavioral 
Economics over the last few decades. 
Session 
Sequence of categories consumed  
(Each index represents a different category) 
1  3  3   15  3  3   13  10  10  10    
2  1  1  1   13  7  9       
3   13   13   13   13   13   15       
4  7  7  1  7  7        
5   15  1   13  1  1        
6   13   13  8  8  8  8  8      
7   15   15   11          
8   13   13  1  2  2  2  2  2  3  3   13   13 
Table 12．Example sessions with consumption sequences from the clickstream data used in 
the study.  
Notes: The sessions could belong to different readers. Category labels are given in Table 1 in the 
Appendix A2.1. 
 
We model each reader as maximizing her expected utility at each step of a session by 
choosing a category to read in. When the reader is on a page, she can choose one of the 
recommended articles on the page as the next item to consume, or find an article on her 
own elsewhere on the site, potentially incurring a higher search cost. Since the reader 
decides to seek an article from one of these two sources before seeing the content of the 
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next article, she would have to rely on her belief about the quality of articles from the two 
types of sources: recommendation vs self-guided search. A reader’s belief about a 
recommender system is shaped by the quality of the prior recommendations she has 
received from it (Komiak and Benbasat 2006, Harman, O'Donovan et al. 2014). Therefore, 
we model the reader’s belief as evolving with her experiences with the recommended 
content. Lastly, at any stage the reader may no longer derive positive utility from continued 
news consumption on the site and elect to leave. At every step, the reader chooses a path 
based on the net expected utility it offers using a Multinomial Logit model—following the 
practice in the discrete choice modeling literature (McFadden 1980). The decision tree 
within each session is illustrated in Figure 13. The edges are the reader’s actions, which 
lead the reader to one of three possible types of locations: an article, a list of 
recommendations to consider, or an option outside the site. The data representation we use 
is a sequence of chosen categories in a session as shown in Table 12.  
Although, we do not model all the different modes of self-guided search, we distinguish 
the use of the site’s homepage (referred to as the Homepage channel) as it plays an 
important role in content discovery. 29.3% of the sessions in our dataset start with a visit 
to the homepage and 42.5% of the article views originate from the homepage. One could 
consider the stories presented on the homepage as a form of recommendation by the site to 
the readers; it is easier to select interesting content on current events from the homepage 
than to attempt to find such content elsewhere on the site. We do not individually model 
the reader’s use of other means for discovering content in the self-guided mode, e.g., the 
search engine on the site or following hyperlinks on the category index pages on the site to 
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find content. These types of actions are summarized in the search cost incurred, something 
that our model estimates, when using the channel. This subset of the self-guided mode that 
does not include consumption from the homepage is referred to as the Site-browsing 
channel.
 
Figure 13. Intra-session decision tree of a reader. 
 
The utility derived from consuming content in one session is modeled as independent of 
any content the reader may have consumed in other sessions, conditional on her baseline 
preference parameters.10 However, the utility derived from consuming content in one 
                                                 
10 Any correlation in consumer’s selection behavior from session to session is captured in the baseline 
preference parameters, which are assumed to remain constant for the consumer over the observation 
period. However, the independence assumption conditional on these parameters is justified as the 
preference of a consumer generally returns to the baseline level soon after the consumption session 
Read, D. and G. Loewenstein (1995). "Diversification bias: Explaining the discrepancy in variety 
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category could depend on content she has consumed so far in other categories within the 
current session, and is modeled using a Multi-Category Utility function. 
In the rest of this section we present the components of our model: the utility function, 
readers’ process for updating beliefs about the quality of recommendations, the effect of 
article position on the recommended list, and how these elements affect the expected value 
of the recommender system vs. self-guided search to find the next article to consume.  
2.3.1 Utility from Consuming Content 
Utility functions play a fundamental role in capturing a consumer’s preferences (Varian 
2010) and in explaining their choices (McFadden 1986, Ben-Akiva, McFadden et al. 1999). 
Those describing multiple aspects of preference (Huber 1974, Erdem and Keane 1996, Kim, 
Allenby et al. 2002) are particularly relevant to our application. When the utility generated 
from each attribute of a product exhibits decreasing marginal utility, a utility maximizing 
consumer shows variety seeking by consuming more along attributes that have been 
consumed less so far. A type of multi-category utility function, known as Constant 
Elasticity of Substitution (CES), captures how a utility maximizing agent may substitute 
one type of product with another in addition to the decreasing marginal utility property 
(Arrow, Chenery et al. 1961, Dixit and Stiglitz 1977, Baltas 2001). Because of its flexibility 
in representing a range of consumer behaviors we use the CES function to model the utility 
from online content consumption.  
                                                 
seeking between combined and separated choices." Journal of Experimental Psychology: Applied 1(1): 
34–49.. 
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Specifically, a reader is assumed to gather utility according to the CES utility function, as 
shown in Equation (10), by consuming in some of 𝐾 content categories. 
𝑈(𝒙𝒖
𝒕 ) = (∑𝑎𝑘𝑢 𝑥𝑘𝑢
𝑡
𝑠𝑢−1
𝑠𝑢
𝐾
𝑘=1
)
𝑠𝑢
𝑠𝑢−1
 (10) 
Where, 𝒂𝒖 = {𝑎𝑘𝑢} is a 𝐾 × 1 vector of utility coefficients from different categories of 
content for reader 𝑢; 𝑠𝑢 is the Elasticity of Substitution among categories, taking a value 
in (0,∞); and 𝑥𝑘𝑢
𝑡  is the number of items in category k consumed by reader 𝑢 by the 𝑡’th 
article in the current session.  
We model 𝒂𝒖 as a random parameter that follows a multivariate log-Normal distribution, 
i.e., log (𝒂𝒖)~𝑁𝑜𝑟𝑚𝑎𝑙(𝝁
𝒂, 𝛴𝑎). It captures reader 𝑢’s unique baseline preferences for 
content in different categories and is assumed to be constant over the observation period. 
The covariance matrix 𝛴𝑎, estimated from the readers’ choices, measures the correlation 
in preferences towards different categories. This covariance captures the idea that 
“consumers who like this category also like these other categories”, which is often used to 
convey the intuition behind collaborative filtering for generating personalized 
recommendations (Thompson 2008). Some of this could also be caused by the overlap 
among the topics in the articles published in different categories.  
We model 𝑠𝑢  as a random parameter that follows a log-Normal distribution, i.e., 
log(𝑠𝑢)~𝑁𝑜𝑟𝑚𝑎𝑙(𝜃𝑠, 𝜎𝑠). There is a decreasing marginal return to additional consumption 
in a given category because 
𝑠𝑢−1
𝑠𝑢
< 1. When 𝑠𝑢 → 0, the right-hand side of Equation (10) 
reduces to min {𝑥𝑘𝑢
𝑡 }, and the total utility is limited by the least consumed category up to 
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that point. A reader needs to consume in all categories to be able to increase utility; in other 
words, categories are perfect complements for the reader, which leads to more variety 
seeking. When 𝑠𝑢 →∞, the total utility is ∑ 𝑎𝑘𝑢 𝑥𝑘𝑢
𝑡
𝑘 , i.e., low utility contribution due to 
less consumption in one category can be compensated for by increasing consumption in 
another category; in other words, categories are perfect substitutes. The indifference curves 
of these utility functions are shown in Figure 14. 
 
Figure 14. Indifference curves for different values of 𝒔𝒖. Notes: Utility is derived from the 
consumption of products x and y. We have 𝑼𝟎 < 𝑼𝟏 < 𝑼𝟐. 
 
Equation (1) provides the total utility in a session from reading 𝒙𝒖
𝒕 = {𝑥𝑘𝑢
𝑡 } articles across 
the 𝐾 categories. To model the decision regarding what to read next we need the marginal 
utility from a category given the articles read in each category so far in the session. Taking 
the partial derivative of Equation (10) with respect to 𝑥𝑘𝑢
𝑡 , the additional utility from one 
more article in category 𝑘 for reader 𝑢, given the reader has already consumed 𝒙𝒖
𝒕  articles, 
is given by: 
𝛥𝑈(𝑘; 𝒙𝒖
𝒕 ) = (∑ 𝑎𝑘′𝑢𝑥𝑘′𝑢
𝑡
𝑠𝑢−1
𝑠𝑢
𝐾
𝑘′=1
)
1
𝑠𝑢−1
𝑎𝑘𝑢𝑥𝑘𝑢
𝑡 −
1
𝑠𝑢 (11) 
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Here, we are approximating the marginal utility at 𝒙𝒖
𝒕  over one additional unit of content 
in category 𝑘 by a linear function with a slope given by the derivative of Equation (10). 
Equation (4) relates the marginal utility from each category to all the consumptions made 
so far in the session. However, there could also be shorter term dependencies, such as 
inertia, among consecutive consumptions (Roy, Chintagunta et al. 1996). We allow for this 
possibility by including a switching cost into the marginal utility equation whenever the 
reader changes the consumption category. The cost of switching between categories could 
vary with the dissimilarities between categories. After evaluating several dissimilarity 
measures, we used the following dissimilarity matrix 𝑫:  
𝑫(𝑘′, 𝑘) = 1 − 𝑻(𝑘′, 𝑘) and 𝑫(𝑘, 𝑘) = 0 
where 𝑻(𝑘′, 𝑘) is the transition probability from category 𝑘′ to category 𝑘 in the entire 
population. This captures how easy readers in the population find switching from category 
𝑘′ to 𝑘. Since 𝑻 is measured based on the actual consumptions, it captures the ease of 
switching not only because of content similarity among categories, but also other site 
related factors, e.g., some categories may be displayed in close proximity on the website, 
making it easier to switch between them. Putting these together, the marginal utility from 
the consumption of category 𝑘 in the next step is:  
𝛥𝑈(𝑘; 𝒙𝒖
𝒕 ) = ( ∑ 𝑎𝑘′′𝑢𝑥𝑘′𝑢
𝑡
𝑠𝑢−1
𝑠𝑢
𝐾
𝑘′′=1
)
1
𝑠𝑢−1
𝑎𝑘𝑢𝑥𝑘𝑢
𝑡 −
1
𝑠𝑢 − 𝐶𝑢
𝑠𝑤𝑖𝑡𝑐ℎ𝑫(𝑘′, 𝑘) (12) 
Where 𝑘′  is the current category of consumption, and 
𝐶𝑢
𝑠𝑤𝑖𝑡𝑐ℎ~𝐿𝑜𝑔𝑁𝑜𝑟𝑚𝑎𝑙(𝜃𝑠𝑤𝑖𝑡𝑐ℎ, 𝜎𝑠𝑤𝑖𝑡𝑐ℎ) is the category switching cost for reader 𝑢. The 
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two distribution-parameters, 𝜃𝑠𝑤𝑖𝑡𝑐ℎ and 𝜎𝑠𝑤𝑖𝑡𝑐ℎ, are shared by all readers for parsimony 
and allow pooling data across readers for more robust estimation. The reader is modeled to 
choose the next category following a Multinomial Logit using the net marginal utility given 
by Equation (12). 
2.3.2 Readers’ Belief about Content Quality from Different Channels 
If the quality of all articles were the same, a reader could fully evaluate the prospect of 
reading the next article, either recommended by the platform or found by a self-guided 
search, in each of the 𝐾 categories by using Equation (4). However, articles from different 
sources might differ in their quality and some links that appear interesting at first may lead 
to poor quality content (Thompson 2013, Fandrey, Link et al. 2015, Waldman 2016). Since 
the reader has not yet seen the content of the article, she would have to rely on her current 
belief about its quality. 
We assume that content pages provide different values to readers based on their quality 
level. For simplicity, we model two levels of quality: ‘good’ articles provide one unit of 
content value and ‘bad’ articles provide zero units of content value. Therefore, a good 
article provides the reader utility as given in Equation (4) , whereas a bad article contributes 
zero utility. Only upon clicking on an article does the reader observe its true quality and 
proceeds to read it if it is good, while skipping it otherwise.11 The quality of an article 
recommended to reader 𝑢, since binary, is assumed to follow a Bernoulli distribution with 
                                                 
11 We classify certain page visits as “reads” or “skips” based on the dwell-time on the page, and use an 
empirically determined threshold from the distribution of the intervals between consecutive clicks. An 
alternative model that treats quality as a continuous variable is discussed in Appendix III. The binary 
treatment provides a superior fit to the data. 
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parameter 𝑝𝑟𝑢. The reader’s uncertainty about the quality of the recommended articles is 
captured by a distribution over 𝑝𝑟𝑢. We assume that 𝑝𝑟𝑢 follows a Beta distribution—the 
conjugate prior of the Bernoulli. 
𝑝𝑟𝑢
𝜏 ~𝐵𝑒𝑡𝑎(𝛼𝑟𝑢
𝜏 , 𝛽𝑟𝑢
𝜏 ) (13) 
The superscript 𝜏 is the index of an article consumed by reader 𝑢 since the start of data 
collection period. We assume that the reader updates her belief over time in a Bayesian 
manner based on the quality of the articles accessed from the recommender system. If the 
starting belief of the reader is described by the parameters (𝛼𝑟𝑢
0 , 𝛽𝑟𝑢
0 ), then the updated 
belief after reading 𝑛𝑟𝑢
𝜏  recommended documents of which 𝑛𝑟𝑢𝑔
𝜏  were good is captured by 
the posterior Beta distribution with parameters (𝛼𝑟𝑢
𝜏 , 𝛽𝑟𝑢
𝜏 ) calculated as: 
𝛼𝑟𝑢
𝜏 = 𝛼𝑟𝑢
0 + 𝑛𝑟𝑢𝑔
𝜏  
𝛽𝑟𝑢
𝜏 = 𝛽𝑢
0 + 𝑛𝑟𝑢
𝜏 − 𝑛𝑟𝑢𝑔
𝜏  
(14) 
Based on this belief, the reader’s expected probability that a recommended article will be 
good, is the mean of this distribution: 
𝑝𝑟𝑢
𝜏̅̅ ̅̅ =
𝛼𝑟𝑢
𝜏
𝛼𝑟𝑢
𝜏 + 𝛽𝑟𝑢
𝜏  (15) 
The two parameters of the distribution determine both the mean belief, as specified in 
Equation (5), and the uncertainty, as the variance of the distribution is 𝑉𝑎𝑟(𝑝𝑟𝑢
𝜏 ) =
𝛼𝑟𝑢
𝜏 𝛽𝑟𝑢
𝜏
(𝛼𝑟𝑢
𝜏 +𝛽𝑟𝑢
𝜏 )2(𝛼𝑟𝑢
𝜏 +𝛽𝑟𝑢
𝜏 +1)
. 𝛼𝑟𝑢
0  and 𝛽𝑟𝑢
0  are assumed to be unique per reader, allowing each 
reader to have an inherently different belief level about the quality of recommended links. 
These are treated as random parameters drawn from two known Log Normal distributions 
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common for all the readers. 
We represent a reader’s belief about the quality of articles found in a self-guided manner, 
i.e., not through the recommendation engine, using two separate distributions: one for the 
Site-browsing channel and one for the Homepage channel.  
𝑝𝑠𝑢
𝜏 ~𝐵𝑒𝑡𝑎(𝛼𝑠𝑢
𝜏 , 𝛽𝑠𝑢
𝜏 ) Quality belief from site-browsing channel 
(16) 
𝑝ℎ𝑢
𝜏 ~𝐵𝑒𝑡𝑎(𝛼ℎ𝑢
𝜏 , 𝛽ℎ𝑢
𝜏 ) Quality belief from Homepage channel 
Unlike the belief about the recommendation engine, a tool whose properties may be 
unfamiliar to readers at the outset, the belief in their own abilities to find good articles from 
the website is assumed to be stable and known to readers over the data collection period; 
hence these beliefs are not updated. 
The selection of an article from a category depends on the net expected utility from the 
category. For a recommended article, this is computed by taking the expectation of 
Equation (12) over the quality of the article: 
𝛥𝑉𝑟(𝑘; 𝒙𝒖
𝒕 ) = 〈𝛥𝑈(𝑘; 𝒙𝒖
𝒕 )〉𝑝𝑟𝑢𝜏
= {(∑ 𝑎𝑘′𝑢𝑥𝑘′𝑢
𝑡
𝑠𝑢−1
𝑠𝑢
𝐾
𝑘′=1
)
1
𝑠𝑢−1
𝑎𝑘𝑢𝑥𝑘𝑢
𝑡 −
1
𝑠𝑢} 𝑝𝑟𝑢
𝜏̅̅ ̅̅ − 𝐶𝑢
𝑠𝑤𝑖𝑡𝑐ℎ𝑫(𝑘′, 𝑘) 
(17) 
The expected value the reader gets from an article she found herself, 〈𝛥𝑈(𝑘; 𝒙𝒖
𝒕 )〉𝑝𝑠𝑢𝜏 , is 
computed in an analogous manner replacing 𝑝𝑟𝑢
𝜏̅̅ ̅̅  in Equation (17) with the mean of the 
distributions in Equation (16). 
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2.3.3 Position Bias 
The position of an item in a list has been known to affect the probability of the item being 
selected (Day 1969, Blunch 1984). In online settings, consumers click on items higher in a 
list more often (Pan, Hembrooke et al. 2007, Ursu 2015). We find evidence of this behavior 
in our dataset (Figure 15). This is known as the position bias and needs to be corrected to 
learn the true preferences of consumers from their selections (Chapelle and Zhang 2009). 
 
Figure 15. Frequency of clicks at different positions of a recommendation list in our dataset. 
 
We use a model, known as the Cascade Model, to capture this bias because it is relatively 
simple and has been shown to accurately capture this phenomenon (Craswell, Zoeter et al. 
2008, Chapelle and Zhang 2009). According to this model, a reader inspects links on a list 
from top to bottom and clicks on the first link she finds satisfactory. The reader does not 
inspect any link positioned lower in the list than the one clicked, but inspects every link 
above it and is interpreted to have chosen to not click on them. We model each click 
decision using a Binary Logit model using the expected utility from the articles on the list. 
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The probability of the decision not to click on a link at 𝑖’th position, where 1 ≤ 𝑖 ≤ 𝑛 − 1 
and 𝑛 is the position of the link that is clicked, is given by: 
𝑃(𝛥𝑉𝑖
𝑟(𝑘; 𝒙𝒖
𝒕 ) + 𝜖 < 0) =
1
1 + 𝑒𝛥𝑉𝑖
𝑟(𝑘; 𝒙𝒖
𝒕 )
 (18) 
where 𝛥𝑉𝑖
𝑟(𝑘; 𝒙𝒖
𝒕 ), given by Equation (17), is the net expected utility of the reader, as 
estimated by the econometrician, from a recommended article at position 𝑖 based on: a) the 
reader’s current belief about the quality of recommendations, b) the category of the article 
at this position, and c) the total number of articles the reader has read in different categories. 
𝜖 is the Type I extreme value error capturing factors affecting the expected utility of the 
reader, observed by the reader but unobserved to the econometrician. Because of this 
unobserved error term, the probability of a reader not clicking on the link in the 𝑖’th 
position can be positive even when the expected utility as calculated by the econometrician 
is non-negative.  
The observation that the reader clicked on an article ranked at the 𝑛’th position is a 
conjunction of 𝑛 − 1 binary decisions not to click on the links before it and one binary 
decision to click on the 𝑛’th link. The probability of this joint event is:  
1
1 + 𝑒−𝛥𝑉𝑛
𝑟(𝑘;𝒙𝒖
𝒕 )
∏
1
1+ 𝑒𝛥𝑉𝑖
𝑟(𝑘; 𝒙𝒖
𝒕 )
𝑛−1
𝑖
 (19) 
3.2.4 Channel Choices 
At the start of the session, a reader chooses a category to read in using the self-guided mode 
according to a Multinomial Logit model. Since 𝑥𝑘𝑢
0 = 0 ∀𝑘, the utility for the first article 
in each category is: 
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𝛥𝑈(𝑘; 𝟎) = 𝑎𝑘𝑢
𝑠𝑢
𝑠𝑢−1 (20) 
After visiting the first page, the reader could pursue one of four possible channels: inspect 
the recommended links on the page and click on one if found satisfactory, visit an article 
found by herself outside the set of recommended links either from the Homepage or 
through Site-browsing, or leave the site. The choice of the channel would depend on the 
expected value from each. 
The expected value from a recommended article in category 𝑘 is: 
〈𝛥𝑉𝑟(𝒙𝒖
𝒕 )〉𝑘 =∑𝑃𝑢
𝑟(𝑘)〈𝛥𝑈(𝒙𝒖
𝒕 )〉𝑝𝑟𝑢𝜏 ,
𝑘
 (21) 
where 𝑃𝑢
𝑟(𝑘) is the probability that an article in the recommended set will be in category 
𝑘. This is the probability distribution of the categories in all the articles recommended to 
the reader so far. 
According to the cascade model there is a probability that the reader does not click on any 
of the recommended articles after inspecting the list. Therefore, the expected value of 
choosing to inspect the recommendation list is: 
〈〈𝛥𝑉𝑟(𝒙𝒖
𝒕 )〉𝑘〉    =  𝑃(𝑐𝑙𝑖𝑐𝑘 𝑜𝑛 𝑎𝑛𝑦 𝑟𝑒𝑐𝑜𝑚𝑚𝑒𝑛𝑑𝑒𝑑 𝑙𝑖𝑛𝑘)〈𝛥𝑉
𝑟(𝒙𝒖
𝒕 )〉𝑘 − 𝐶𝑢
𝑟
= {1 − 𝑃(𝑛𝑜 𝑐𝑙𝑖𝑐𝑘 𝑜𝑛 𝑟𝑒𝑐𝑜𝑚𝑚𝑒𝑛𝑑𝑒𝑑 𝑙𝑖𝑛𝑘𝑠)}〈𝛥𝑉𝑟(𝒙𝒖
𝒕 )〉𝑘 − 𝐶𝑢
𝑟
= (1 −∏
1
1 + 𝑒〈𝛥𝑉
𝑟(𝒙𝒖
𝒕 )〉𝑘
𝑟
𝑖
) 〈𝛥𝑉𝑟(𝒙𝒖
𝒕 )〉𝑘  − 𝐶𝑢
𝑟 
(22) 
where 𝐶𝑢
𝑟 is the cost of inspecting articles in the list. Conceptually, this cost includes the 
effort of scrolling down to the box containing the recommendations (often at the bottom of 
the page), evaluating the potential value of the links based on their image and/or text, and 
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deciding whether to click on any one of them. This cost is modeled as a reader specific 
random variable following a log-Normal distribution with parameters (𝜃𝑟 , 𝜎𝑟). 
Alternatively, the expected values of a reader finding an article on her own from the 
Homepage and the Site-browsing channel are: 
〈𝛥𝑉ℎ(𝒙𝒖
𝒕 )〉𝑘 = 〈〈𝛥𝑈(𝒙𝒖
𝒕 )〉𝑝ℎ𝑢
𝜏 〉𝑘 − 𝐶𝑢
ℎ =∑𝑃ℎ(𝑘)〈𝛥𝑈(𝒙𝒖
𝒕 )〉𝑝ℎ𝑢
𝜏
𝑘
− 𝐶𝑢
ℎ Homepage 
(23) 
〈𝛥𝑉𝑠(𝒙𝒖
𝒕 )〉𝑘 = 〈〈𝛥𝑈(𝒙𝒖
𝒕 )〉𝑝𝑠𝑢𝜏 〉𝑘 − 𝐶𝑢
𝑠 =∑𝑃𝑠(𝑘)〈𝛥𝑈(𝒙𝒖
𝒕 )〉𝑝𝑠𝑢𝜏
𝑘
− 𝐶𝑢
𝑠 Site-browsing 
𝑃ℎ(𝑘) is the distribution of categories on the homepage at the time of the session. 𝑃𝑠(𝑘) 
is the frequency of categories on the entire site. 𝐶𝑢
ℎ is the cost of finding an interesting 
article on the homepage and is modeled as a reader specific random variable following a 
log-Normal distribution with parameters (𝜃ℎ, σℎ) . 𝐶𝑢
𝑠  is the cost of finding an article 
through Site-browsing and is set to one for identification. The expected value of the outside 
option, i.e., of ending the session, is assumed to be constant and is set to zero without loss 
of generality. 
Equations (22) and (23) give the expected value of the three channels as estimated by the 
econometrician. On any selection occasion, other factors, which are available to the reader 
but unobservable to the econometrician, could affect the reader’s expected utility. These 
factors include, but are not limited to, any increase in interest in a category due to details 
read in an article, any specific details of a recommended article other than the category that 
might attract a reader to it, or any presentation related factors that may affect the search 
cost, etc. Following the practice in Discrete Choice modeling, we model these as random 
error terms from the Type I extreme value distribution added to the expected utilities. Thus, 
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the reader’s expected utilities from recommendation, Homepage, Site-browsing, and 
Outside option are: 〈〈𝛥𝑉𝑟(𝒙𝒖
𝒕 )〉𝑘〉 + 𝜖𝑟, 〈𝛥𝑉
ℎ(𝒙𝒖
𝒕 )〉𝑘 + 𝜖ℎ, 〈𝛥𝑉
𝑠(𝒙𝒖
𝒕 )〉𝑘 + 𝜖𝑠, and 𝜖𝑜. The 
reader selects the channel that she expects will provide the maximum utility. The 
probability of this selection is given by the Multinomial Logit model. The data generation 
process within a session is given in Table 13. The inter-session interval is treated as 
exogenous. We name the proposed model the Multi-Category Utility with CES (MCUwCES). 
1. For the first article of the session choose a category in 1…𝐾 using a Multinomial 
Logit model where the expected value of each category is given in Equation (3).  
2. Choose one of the four possible channels: inspect Recommendation, find an article 
on her own in a self-guided manner from the Homepage or Site-browsing channel, 
or Leave-the-site, using a Multinomial Logit model with the values of the choices 
given by Equations (3), (5), and zero respectively. 
3. If the reader inspects Recommendations, the probability of clicking on an article at 
rank 𝑛 is given by Equation (19) 
a. If the reader does not choose any recommended link, she chooses one of 
Homepage, Site-browsing, or Leave-the-site channels using a Multinomial 
Logit model. The value of these channels are given by Equation (5) and zero. 
4. If the reader chooses either the Homepage or the Site-browsing channel, the 
probability of her choosing category 𝑘 is given by a Multinomial Logit model, 
where the value of choosing each category is provided by Equation (4) 
5. If the reader chooses to leave the site, end the session. 
Table 13 Data generating process in a session. 
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2.3.5 Discussion 
The underlying explanation of the diversity observed in consumption during a session is 
that as one consumes different types of content the marginal utilities in all categories 
change (as per Equation (4)). This affects the reader’s preference for different types of 
content as she progresses through the session, which manifests itself in a diverse selection 
of content as she seeks to maximize her utility in each selection. Other site- or context-
specific- factors, such as the belief about the quality of articles from the recommender 
system and the search costs, could affect a reader’s navigational behavior on the site. By 
accounting for these factors in our model we obtain a more accurate estimate of the reader’s 
preference towards different content and her elasticity of substitution. These two elements 
of our model are key in generating relevant recommendations for a reader as her 
consumption status changes through the session.  
By contrast, most approaches in the literature to the issue of diversification do not capitalize 
on the information from recent consumptions. Among the few that consider a relation 
among consecutive recommendations, Lathia, Hailes et al. (2010) show that switching 
between algorithms over time can increase diversity because the top recommendations of 
various algorithms sometimes differ. Our methodology also has some similarity with the 
context-sensitive recommendation literature (Adomavicius, Sankaranarayanan et al. 2005, 
Chen 2005, Adomavicius and Tuzhilin 2011, Aggarwal 2016). However, the key difference 
is that in context-sensitive approaches the extrinsic attributes of the context, such as day of 
the week, location, whether consumption occurs with other individuals, etc. are considered 
in generating recommendations. In our approach, the intrinsic state of the reader, based on 
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the observed consumptions in the session, is used for generating the most relevant next 
recommendation. In one of the few published approaches that take into account 
consumptions in current sessions, Zheleva, Guiver et al. (2013) learn a consumer’s current 
mood for certain types of music from her first few music selections. Based on this inferred 
mood they make the remaining recommendations in the current session to serve one aspect 
of a consumer’s preference. Our approach instead focuses on how a consumer’s preference 
shifts from one type of content to another over the course of a session. Lastly, since our 
approach relies on the category labels, it has some similarity with content based filters that 
learn the readers’ preference towards various content-attributes of the documents to make 
recommendations (Billsus and Pazzani 2000, Lops, De Gemmis et al. 2011). However, our 
approach is unique in its inference of how quickly a consumer satiates with one category 
and how likely she is to replace it with her next preferred category. 
2.4 Empirical Evaluation 
2.4.1 Data Description 
We collect a clickstream dataset generated by a random subset of anonymous visitors to a 
large international news website over a period of three months (3/1/15–5/31/15). Each 
visitor was tracked across her visits via web cookies. Upon a visit to any page on the 
website, a set of recommended links are generated and presented using the widgets as 
described in Section 2.2. We focus on the two widgets containing links to content within 
the site. Each widget on the article page contains six links. The rank of links within each 
widget, as well as any page visits via clicks on any of the recommendations, is recorded. If 
a reader visits the homepage of the site, followed by a click on a link present at that time 
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on the homepage, this is recorded as a selection from the Homepage channel. If the reader 
visits any link outside the Homepage and the Recommendation channel, it is treated as a 
selection from the Site-browsing channel. Separately, we collect the full text, category, and 
publication date of every article on this website either published, recommended, or visited 
during the observation period.  
If the duration of a page visit is less than a certain threshold—empirically determined for 
each reader separately from the distribution of the time gaps between consecutive clicks—
we assume that the page was skipped.12 The average threshold is 31 seconds and is less 
than 55 seconds for 95% of the readers. If we do not observe a click for 20 mins, we assume 
that the reader has ended the session—following a similar heuristic as in Montgomery, Li 
et al. (2004). 
Recommendations in the widgets containing image thumbnails could have a different click 
through rate (in our dataset there is a 45% higher click through rate on links with images). 
We model this difference by allowing readers to have different beliefs about the quality of 
links with and without an image in the manner described in in Section 2.3.2. To be able to 
estimate the belief parameters and the cost of following recommendations we include only 
readers who have clicked on at least one recommendation in the entire data collection 
period. Since our model relies on clicks over time by each reader, we further limited our 
analysis to readers who visited at least one hundred articles during the data collection 
                                                 
12 We use k-means clustering on inter-click durations of each reader separately to identify time spent on 
different types of page-views Hartigan, J. A. and M. A. Wong (1979). "Algorithm AS 136: A k-means 
clustering algorithm." Journal of the Royal Statistical Society. Series C (Applied Statistics) 28(1): 100–
108. The mid-point between the centers of two shortest clusters is used as the threshold.  
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period. Table 14 presents some descriptive statistics of the used dataset. 
 
Entities Counts 
Readers 173,662 
Webpage Visits 60,320,240 
Sessions 17,680,572 
Unique Webpages 211,968 
Categories 16 
Table 14 Descriptive statistics 
2.4.2 Estimation 
We estimate the proposed model from the aforementioned dataset. As closed form 
expressions do not exist for the estimates of the parameters in the model, we use an 
algorithm in the Markov Chain Monte Carlo (MCMC) framework (Appendix A2.2). The 
variations in choices of categories at different stages of the session help identify category 
coefficients (𝒂𝒖 ) and the elasticity of substitution (𝑠𝑢 ) for each reader. Most readers 
consume only in a subset of categories even over the entire data collection period. Since 
the category coefficients are modeled in a hierarchical Bayesian framework, the coefficient 
estimates for categories that a reader never consumes in are based primarily on the prior 
distributions that are estimated from the selections of all the readers. The frequency of 
category switching of each reader helps identify the category switching cost (𝐶𝑢
𝑠𝑤𝑖𝑡𝑐ℎ). 
Using one category switching cost per reader, instead of separate ones for each channel, 
led to best fit to the data—after accounting for complexity. All the cost and utility 
parameters are treated as heterogeneous as it led to the best fit, after accounting for model 
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complexity (resulting in the lowest BIC score). This suggests that there is heterogeneity in 
readers’ preference for various categories of content and in how they acquire content in 
those categories, which is not described well by a common model for all readers.13  
Examining the reader level parameters, we find considerable heterogeneity across 
individuals in the elasticities of substitution and cost of following recommendations 
(Figure 16). The median elasticity of substitution of 21.4 suggests that most readers could 
at some point substitute their preferred category for another in any one session. The cost 
of following recommendations for all the readers was lower than their cost of finding an 
article from the Homepage or Site-browsing (set to one for identification). This indicates 
that, indeed, readers find it easier to select one of the recommended articles than to identify 
another article via either of the two self-guided modes. 
 
                                                 
13 An ANOVA examining the effect of number of articles published in a category on the homepage and 
the day- and the reader-effects on the number of articles read in different categories revealed that while 
the supply of articles in a category and the day effect explain less than 0.5% of the variation in reading, 
the reader effect, on average, explains 22% of the variation. While the day effect explains additional 
variance only for two categories (technology and U.S.), the reader effect does so for all the categories. 
This suggests that there is considerable reader-level heterogeneity in the reading behavior that is not 
explained by daily popularity of the categories of news. 
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(a) (b) 
Figure 16. Distribution of (a) Elasticity of Substitution and (b) Cost of following 
recommendations. 
 
2.4.3 Alternative Model Specifications 
We summarize alternative model specifications below and present their details in Appendix 
A2.3. 
First we evaluated three alternative utility functions: the CES function where elasticity of 
substitution was set to ∞, the utility function from Erdem and Keane (1996) which exhibits 
decreasing marginal utility using a quadratic form, and the utility function proposed by 
Kim, Allenby et al. (2002) that allows each category to have a different rate of decreasing 
marginal utility.  
In a second set of models, we considered three alternative recommendation consideration 
structures: a one-stage model in which the reader jointly selects from all the recommended 
links and all the other channels; a two-stage model in which the reader, upon considering 
Mean = 22.5
Sdev = 27.5
Median = 21.4
0 50 100 150
Elasticity of substitution (s) 
0
1000
2000
3000
4000
5000
6000
7000
8000
N
u
m
b
e
r 
o
f 
v
is
it
o
rs
 
C
u
s
 
Mean C
u
r
 = .57, C
u
h
 = .65
Sdev C
u
r
 = .14, C
u
h
 = .12
-0.2 0 0.2 0.4 0.6 0.8 1
Cost of using a channel 
0
1
2
3
4
5
6
7
8
N
u
m
b
e
r 
o
f 
v
is
it
o
rs
 
10
4
Recommender System
HomePage
  
88 
the recommendation list, always selects one of the recommended links using a Multinomial 
Logit; and an alternative to the Cascade model that allows the reader to not select a 
recommended link if its utility (even if positive) is lower than the expected utilities from 
other channels.  
In a third set of models, we separately considered three different mechanisms to account 
for the effect of day-to-day variation in supply and demand. Specifically, we allowed:  
readers’ preference towards a category to additionally depend on the number of stories 
published in the category on a given day; readers’ search cost of finding an article in a 
category on the Homepage to decrease with the frequency of the stories in the category on 
the homepage on a given day; and for time specific shocks to affect the demand for different 
categories by adding a day-specific effect—unique for each category but common to all 
readers—to each reader’s preference parameters. 
The first two sets of models lead to lower likelihood and higher BIC than the proposed 
MCUwCES model, indicating that the proposed model provides a better fit to the data. The 
third set of models, which have more parameters, lead to a higher likelihood but higher 
BIC, i.e., they do not improve model fit after accounting for model complexity. 
Collectively, these results suggest that the proposed MCUwCES model provides a good 
approximation of the readers’ content consumption behavior at the studied site. Therefore, 
we evaluate the accuracy and diversity of the recommendations made using the 
MCUwCES model. 
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2.4.4 Evaluation 
First, we examine the algorithm for the task of recommending a category of content. Later, 
we apply the proposed model to recommend specific articles, keeping in line with prior 
work in personalized recommender systems.  
2.4.4.1 Recommending a category of content 
For each reader, we use the complete data over the first 90% of sessions to estimate the 
model and the data over the final 10% of sessions to predict the category selections. The 
data included in both the subset contains the complete sessions of the readers, including 
any article they might have chosen from the recommendations or in one of the two self-
guided modes. The marginal utilities of the categories are computed before each page visit 
in the holdout sessions using Equation (4). The category with the highest marginal utility, 
net any switching cost, is predicted as the most likely to be chosen by the reader. We 
compare the proposed algorithm to the following alternative approaches (More details on 
the implementation are provided in Appendix A2.3): 
1. Random Category. We randomly select a category and use this category as 
prediction. This establishes a baseline level of performance in this dataset. 
2. Most Frequently Read Category. We select the most frequently read category for 
each reader from the training period and use this category as prediction.  
3. Recommend Current Category. We predict that the category currently being read 
will be read in the next step of the session. The motivation is that one often sees 
readers continuing to read several articles in a category before switching to another 
category. 
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4. Content Based News Filter. Since our proposed approach leverages content features 
of the articles, namely the category labels, we compare it to another content based 
filter developed for News recommendation called DailyLearner (Billsus and 
Pazzani 2000). DailyLearner considers both the long-term interests of the reader as 
well as the short-term interests that could be shaped by recent readings to 
recommend specific articles. Since we are predicting categories, we use the 
category labels on the articles recommended by DailyLearner for predictions. 
5. Utility Weighted Coverage Based Approach. This approach seeks to recommend 
a subset of items that maximize the coverage of the interest profile of each reader 
while minimizing redundancy in the selected subset (Parambath, Usunier et al. 
2016). The category label on the articles recommended by this approach is used for 
prediction.  
6. Similarity Based Collaborative Filter. We employ a user-user similarity based 
Collaborative Filter, computed using Pearson’s correlation, to find the most 
relevant category for a reader.  
Each prediction is deemed correct if the reader clicked on an article from the predicted 
category in the next click. We only used readers’ clicks in the self-guided mode, 95.7% of 
all clicks, for this evaluation.14 The average accuracy of each approach is computed over 
the test period (Table 15). 
                                                 
14 The clicks on currently recommended links are constrained by the categories the content discovery 
platform had already chosen to present. Therefore, the accuracy of category prediction for clicks in the 
recommendation channel is not directly comparable to that in the self-guided mode. When the former 
data points are also included in the evaluation, we find that the measured accuracies are slightly lower, 
but the relative performances of the different methods are similar to what is presented in Table 15. 
Clicks on recommended links are separately analyzed in the policy simulation in Section 2.5. 
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Recommendation Approach Average Accuracy 
Random Category 6.25% 
Most frequently read Category 20.85% 
Recommend Current Category 22.04% 
DailyLearner (Billsus and Pazzani 2000) 25.19% 
Coverage Based (Parambath, Usunier et al. 2016) 26.94% 
Similarity Based Collaborative Filter 31.74% 
MCUwCES (proposed approach) 40.90% 
 
Table 15 Average accuracies of category-level predictions.  
Notes: The standard errors for each average is less than 0.01%. 
 
First note that our proposed model, MCUwCES, which uses a multi-category utility 
function with diminishing marginal utility over the course of the session, outperforms all 
other approaches.15 Second, as can be seen in Figure 17, the accuracy of the Similarity 
Based Collaborative Filter declines as the session progresses, presumably as the reader 
moves from her most preferred category to her second, or third most preferred categories 
due to satiation. The Collaborative Filter constructs a fixed ranking of the categories 
according to their relevance to a reader (as averaged over the entire data period); it does 
not consider her prior consumption in the current session. Therefore, it cannot adapt as the 
reader satiates on her preferred categories and moves to other categories. By contrast, 
MCUwCES uses the past consumption in each category at each stage of the session to re-
                                                 
15 In a follow-up evaluation, we find that using the most-likely topic of an article, derived through topic-
modeling of the text, instead of the category labels, leads to similar relative accuracies for the 
approaches. 
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compute the marginal utilities and determine the most relevant category for the next 
reading. Because the diversification is to the right content at the right time within the 
session, the accuracy of MCUwCES is higher and stable across all stages of the session. 
 
Figure 17. Performance of MCUwCES vs Collaborative Filter as the session progresses 
 
Furthermore, it is difficult to ignore the higher accuracy of the MCUwCES approach even 
at the beginning of the sessions. This could be attributed to the more precise interpretation 
of readers’ selections of content throughout the session, by accounting for the effect of 
satiation and elasticity of substitution. For example, if a session consists of three readings 
in the Politics category first followed by three readings in the Sports category, a 
Collaborative Filter would conclude that the reader is equally interested in both, whereas 
MCUwCES would allow for the possibility that the reader prefers Politics over Sports 
because it was chosen first. And that only after several consumptions in Politics, when the 
marginal utility has sufficiently diminished, the reader decided to move to Sports. This 
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expansive interpretation of selections contributes to a more accurate prediction of what the 
reader selects to read even at the start of the session.  
2.4.4.2 Recommending an article 
The analysis in the previous subsection focused on recommending the most relevant 
category. However, personalized recommender systems are often used to recommend 
specific items to a consumer. To achieve this, while benefiting from the estimated category 
relevance, one may further order the items within the most relevant category according to 
an item-relevance metric such as recency, popularity, or even the personalized ranking 
produced by another item-level recommender system. In this section, we take such an 
approach to make personalized article recommendations. 
Keeping the same 90% training and 10% test data split as described in Section 2.4.4.1, we 
evaluated six different item-level recommendation strategies chosen based on their 
prevalence and performance in recent academic publications: 
1. Popularity based recommendation: Using the most popular articles in the last 12 
hours—a window chosen to maximize the performance of this simple strategy.  
2. Daily Learner: The article recommendations from this content based filtering 
approach, described in Section 2.4.4.1, are used. 
3. Similarity based Collaborative Filter: We evaluate both user-user and item-item 
similarity based Collaborative Filters—using Pearson’s correlation and cosine 
similarity metrics (Breese, Heckerman et al. 1998). We present the results of the user-
user similarity based approach with Pearson’s correlation as it performs the best on 
this dataset.  
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4. Utility Weighted Coverage Based Approach: The article recommendations from this 
redundancy minimizing graph coverage algorithm, described in Section 2.4.4.1, are 
used. 
5. Spreading algorithm: Zhou, Kuscsik et al. (2010) has proposed an algorithm inspired 
by the heat diffusion mechanism from physics. We choose to evaluate this method 
because it has been shown to combine two specific algorithms—one favoring accuracy 
and the other favoring diversity—to achieve higher accuracy and diversity than either 
of the two algorithms. 
6. Link prediction: We have implicit ratings in this study, in the form of whether someone 
selected an article, not how much they rated an article on a scale of say 1–5. For implicit 
rating datasets, link prediction approaches have been shown to be effective (Dunlavy, 
Kolda et al. 2011, Sahoo, Singh et al. 2012). We selected the best performing link 
prediction method, called Katz-CWT, to predict which article a user will select in the 
next step within a session.16 
As news content loses its value quickly with time, training the four abovementioned 
Collaborative Filters using only the articles published in the one-week window before each 
prediction leads to the best performances. The parameters of each algorithm are tuned to 
maximize their performance on our dataset. Then we overlay the proposed category-based 
                                                 
16  Matrix Factorization based Collaborative Filters have performed well in the Netflix prize 
competition—a three year long event where teams worldwide competed to be the first to predict Netflix 
movie ratings 10% more accurately than the Cinematch algorithm used by Netflix at the time Koren, Y. 
(2008). Factorization meets the neighborhood: a multifaceted collaborative filtering model. Proceedings 
of the 14th ACM SIGKDD international conference on Knowledge discovery and data mining. Las 
Vegas, Nevada, USA, ACM: 426–434.. However, they did not perform well in our application—
perhaps because they were designed for settings with explicit ratings. Our application context, as many 
other settings where only transactions are available, has only implicit ratings. 
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diversification strategy (MCUwCES) on the rankings produced by these algorithms, 
thereby selecting the most relevant articles from each ranking that belong to the most 
relevant category. Separately, we implement a well-performing method that diversifies a 
list produced by each of the six item-level recommendation methods, choosing the 
diversification factor to give equal weight to accuracy and diversity (Ziegler, McNee et al. 
2005). This method alters the order of items ranked second and lower in the list to 
maximize a combined score of accuracy and diversity. The top one and top six (current 
recommendation widgets contain six links) items with highest score for each reader on a 
given page in a session in the test period are predicted; if the reader clicks on one of the 
predicted articles on the next click, it is taken as an accurate prediction. These accuracies, 
shown in Table 16, can be interpreted as the fraction of recommended sets that contains 
the link a reader clicked on.  
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Item-level recommendation No additional 
Diversification 
List Diversification 
(Ziegler, McNee et al. 
2005) 
Multi-Category 
Diversification  
 Top 1 Top 6 Top 1 Top 6 Top 1 Top 6 
Popularity 2.42% 5.81% 
S
am
e 
as
 n
o
 d
iv
er
si
fi
ca
ti
o
n
 
5.10% 2.80% 6.51% 
DailyLearner (Billsus and 
Pazzani 2000) 
2.14% 5.87% 4.83% 2.24% 6.10% 
User-User 2.51% 6.00% 5.25% 2.84% 6.52% 
Coverage Based 
(Parambath, Usunier et al. 
2016) 
2.23% 6.06% 5.84% 2.26% 6.15% 
Spreading algorithms  
(Zhou, Kuscsik et al. 
2010) 
2.76% 6.14% 5.42% 3.12% 6.73% 
Katz-CWT 
 (Dunlavy, Kolda et al. 
2011) 
2.85% 6.31% 5.46% 3.16% 6.80% 
Table 16 Average accuracies of article-level predictions17.  Notes: The standard errors are 
less than 0.01%. 
 
The Multi-Category Utility model and the Collaborative Filters learn preferences at two 
different levels. The former learns readers’ preference towards, satiation with, and 
elasticity of substitution between different types of content with the help of category labels. 
A significant focus is on intra-session preference evolution. Collaborative Filters, on the 
other hand, do not rely on attributes such as category labels. They capture from readers’ 
selections the aspects of the content that are hard to attributize, such as certain styles in 
writing or topics that are not fully described by the category of the article or the words in 
it. The primary focus is on learning only the stable preference of each user—not on how 
preferences could be changing within a consumption session. Unlike MCUwCES, they do 
                                                 
17 It is harder to predict the article a visitor will read than the category she will read from because the 
former requires more precision (one of thousands of articles vs one of twenty-four categories). Besides, 
the categories are stable, whereas new articles are introduced everyday whose consumption generally 
declines with time. Therefore, we expect a lower accuracy when predicting a visitor’s article selection 
than when predicting her category selection. 
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not have the advantage of the knowledge of how readers transition within a session among 
the categories they are interested in. Because of such differences in emphases, by 
combining the category level and item level approaches we see an 8%–11% improvement 
in prediction over the best performing Collaborative Filter. The strength of this simple 
strategy for combining the multi-category utility-based and the item-based approaches is 
that it can take advantage of the latest advancements in collaborative filtering for 
recommending the most accurate items to a reader, yet doing so within the category that 
brings the highest utility at a given stage of the session. In contrast, the list diversification 
strategy reduces the accuracies—by 4%–18% for all compared alternatives and by 12% for 
the best performing one. These results show our intended contribution: by learning how 
readers themselves diversify their consumption and by using it to diversify with the right 
type of content at the right time, personalized recommender systems can improve relevance 
that is measurable in the form of a higher accuracy in predicting what the readers will select 
next. 
We can gain insight into the diversity seeking properties of the algorithms by plotting the 
average number of categories, a measure of diversity that has been used in the literature 
(Lee and Hosanagar 2014),  recommended by each algorithm against the number of 
categories consumed by a reader in the test period.18 Figure 18(a) shows that the diversity 
of the content recommended by MCUwCES closely mirrors the diversity of the content 
read by each reader in the self-guided mode: it recommends in a small number of categories 
                                                 
18 For clarity, the best performing Collaborative Filter and its diversification (last line of Table 17), 
Coverage-based diverse recommender system, and the content-based filter (DailyLearner) are plotted. 
The results are qualitatively similar for other recommendation strategies.  
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to those who consume in a narrow set of categories and in an appropriately larger number 
of categories to those who consume a more diverse set of content. On the other hand, the 
Katz-CWT Collaborative Filter recommendations are too diverse at the low end and too 
narrow at the high end. The list diversification strategy increases the diversity further—
recommending an even greater number of categories to readers with narrow preferences.  
The coverage-based approach adapts better to the diversity of readers’ interest, as it is 
designed to make recommendations that cover most of a reader’s preference space. 
However, it does not diversify enough for those with the most diverse consumption pattern. 
A plausible reason could be that it still operates in a one-shot mode, not using the recent 
consumptions, and attempts to produce the most diverse recommendations for a reader’s 
baseline preference every time. Therefore, it loses an opportunity to vary the 
recommendations later in the session and cover a broader space of the reader’s interest, 
which particularly matters for readers with very diverse interests. The content-based filter, 
DailyLearner, demonstrates a steady increase in diversity for readers who consume in a 
diverse set of categories. This could be attributed to its continued use of recent consumption 
to identify other similar articles a reader might be interested in: later in the session when 
the readers with diverse interests explore categories outside their most preferred ones, 
DailyLearner is designed to identify other articles in those categories and recommend them. 
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Figure 18. Recommendation-diversity in the test period for different readers and for 
different sessions.  
Notes: A straight line is fitted to each plot, and the linear equation is shown, to help assess the 
closeness of the recommendation diversity to the diversity of an ideal recommendation. 
Similar superior diversity seeking properties of the MCUwCES approach at the session 
level are evident from the plot of the average number of categories recommended against 
the number of categories consumed during a session in the testing period (Figure 18(b)). 
Although all the algorithms recommend a progressively larger number of categories in 
sessions where individuals consume a more diverse set of categories, we again see a 
tendency among the compared alternatives to over-diversify in sessions that have a small 
number of categories and, in some cases, under-diversify in those that have a broader set 
of categories. By comparison, the number of categories recommended by MCUwCES more 
closely matches the number of categories sought by the readers in the session. 
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Although Collaborative Filters are not specifically designed to make diverse 
recommendations, a general trend in Figure 9(b) is that they make increasingly diverse 
recommendations in sessions where readers consume more categories. This primarily 
occurs in longer sessions because when a reader consumes an article, it is removed from 
consideration for future recommendations—readers rarely re-read articles in the same 
session. However, by explicitly considering the changes in the marginal utilities of the 
categories, the MCUwCES can more closely track the actual categories read. 
To examine any diversification or concentration bias in the recommended content, 
following Fleder and Hosanagar (2009), we first measure the diversity sought by readers 
in their natural readings from their self-guided selections (as these are not a direct result of 
what was recommended to them by the platform). Since our unit of diversification is a 
session, we measure the intra-session diversity by measuring the average number of 
categories and topics consumed in a session in the self-guided mode (from Homepage or 
Site-browsing); whereby categories are provided by the publisher while topics are 
separately identified by the Content Discovery Platform through Latent Dirichlet 
Allocation (Blei, Ng et al. 2003),. We then measure the average number of categories and 
topics recommended by the different algorithms during each session in the test period. In 
a second set of diversity measures, inspired by the intra-list distance measure used in 
Parambath, Usunier et al. (2016), we compute the average Hamming distance between all 
pairs of the recommended articles in a session where each article is represented by its 
category label and most likely topic label. 
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Self-
guided 
reading 
Recommended content 
Katz-
CWT with 
top 6 
Coverage 
based 
diversification 
Daily 
Learner 
Katz-CWT 
with list 
diversification 
MCUwCES 
Average Number 
of Categories 
1.5702 
(0.00132) 
2.3422 
(0.00157) 
1.7782 
(0.00126) 
1.3232 
(0.00146) 
2.9426 
(0.00163) 
1.4327 
(0.00141) 
Average Number 
of Topics 
3.2537 
(0.00235) 
3.8214 
(0.00237) 
3.5036 
(0.00223) 
2.8914 
(0.00258) 
5.1362 
(0.00261) 
3.0523 
(0.00236) 
Intra-session 
distance (category) 
0.2617 
(0.00007) 
0.3334 
(0.00011) 
0.2952 
(0.00012) 
0.2015 
(0.00008) 
0.4066 
(0.00014) 
0.2486 
(0.00009) 
Intra-session 
distance (topic) 
0.4736 
(0.00014) 
0.5832 
(0.00015) 
0.3935 
(0.00012) 
0.4237 
(0.00014) 
0.6417 
(0.00015) 
0.4483 
(0.00013) 
Table 17 Average intra-session diversity in self-guided mode vs the recommended content. 
 
We find that the diversity of the content recommended by the proposed MCUwCES 
approach comes closest to the diversity of consumption when readers are not choosing 
from recommendations (Table 17). Therefore, it shows the least diversification-
concentration bias—an issue that many commonly used Collaborative Filters suffer from 
(Fleder and Hosanagar 2009). 
2.5 Potential Impact on Utility and Reader Retention 
The utility of an article selected in self-guided modes, either Homepage or Site-browsing, 
could be higher than the utility of an article selected from recommendations due to the 
much larger number of choices available in the former route. On the other hand, 
personalized recommender systems reduce the search cost: it is easier to select one of the 
links presented in the current webpage than to try and find another interesting article 
elsewhere on the website. The lower search cost could narrow the gap between the net 
utilities of articles from the two channels.  
Average estimated gross and net utilities derived from articles selected from the three 
channels under the current recommendation policy at the news site confirm this hypothesis 
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(Table 18 (a)). For all the readers, the cost of finding an article from the recommendations 
is lower than the cost of finding an article through both self-guided modes. Although this 
lower cost narrows the gap, the net utility from an article found through either self-guided 
mode is still higher under the current recommendation policy employed by the website. 
This may not be surprising since at the time of data collection, the recommendations made 
were not personalized for each reader using the entire consumption history hence the 
categories of content recommended might not be optimal. As such, readers click on the 
recommended content only in 4.3% of the page visits in our dataset.  
 
(a) 
Current recommendation policy 
(b) 
Proposed MCUwCES policy 
Site-
browsing 
Homepage Recommended 
Site-
browsing 
Homepage Recommended 
Gross 
Utility 
6.433 (0.004) 
4.963 
(0.004) 
4.243 
(0.004) 
6.527  
(0.004) 
5.023 
(0.004) 
7.326 
(0.004) 
Cost 1 
0.654 
(0.003) 
0.572 
(0.003) 
1 
0.654 
(0.003) 
0.572 
(0.003) 
Net Utility 
5.433  
(0.004) 
4.309 
(0.004) 
3.671 
(0.004) 
5.527  
(0.004) 
4.369 
(0.004) 
6.754 
(0.004) 
 
Table 18 Average estimated utilities from the selected articles under (a) the current 
recommendation policy, (b) the proposed MCUwCES policy. Notes: Standard errors are 
given in parentheses. 
 
Given the better performance of the proposed multi-category approach, one might be able 
to use it to increase the net utility from the recommended links through better 
personalization and thus close the gap. To explore this, we carry out the following policy 
simulation. After estimating the model, for each reader we simulate one additional session 
with up to ten articles consumed in it. The readers start by visiting an article in the self-
guided mode from a category selected according to the expected utilities, as given in 
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Equation (20). In place of the links recommended by the content discovery platform, each 
widget on each page visit was populated with links to articles from the category with the 
highest marginal utility as per the MCUwCES model. Each reader’s belief about the quality 
of articles from the self-guided mode and from different types of recommendation widgets 
were set to be at the estimated levels at the end of the training period. Readers’ behavior in 
the simulated session follows the proposed model, which was found to best fit the data 
among the many alternative models evaluated (Section 2.4.3, Appendix A2.3). Therefore, 
stochastic channel choice, selection of an article, and decision to exit were simulated by 
following the decision tree in 13, and each stochastic selection was simulated using a 
Multinomial Logit model based on the expected utility from the choices available.  
The estimated average net utility of the articles selected from the recommendations under 
the proposed approach is about twice as high as that achieved under the current policy 
employed by the website. In fact, it is higher than the net utility from articles found by 
either of the self-guided channels (Table 18 (b)). This is a result of recommending articles 
from the category that yields the highest utility for the reader at each stage of the session. 
As an aside, it might be puzzling to see that the utility from articles found by both the self-
guided channels are slightly higher under the simulation than they were in the data 
collection period, as only the recommendation policy is changed after all. This is because 
the new policy increases the average expected utility from recommended articles, 
prompting users to (stochastically) select the self-guided channels only when the expected 
utility from them is even higher. 
Although the ex-post utility of an article selected from the MCUwCES recommendations 
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is higher than that from the self-guided channel (Table 18 (b)), before selection the reader 
must choose a channel based on the net ex-ante utility of the next article from each 
channel.19 The marginal utility from articles declines with consumption, and readers leave 
the site when the net ex-ante utility is not attractive compared to the outside option. By 
improving this expected utility from the recommendations, one should be able to retain 
readers longer. Figure 19 shows the average net ex-ante utility at various stages of an online 
session—under the current policy on the left and under the proposed MCUwCES policy 
on the right. We also plot the probability of a session containing a certain number of article 
views, i.e., the distribution of session lengths. 
 
Figure 19. The reader’s probability of exiting the site and her average net ex-ante utility 
from the next article from each channel at different stages of the session under (left) the 
currently implemented recommendation policy and (right) the proposed MCUwCES 
approach.  
                                                 
19 This ex-ante utility could be lower than the ex-post utility due to the belief that the probability of 
obtaining a good article is less than one. Additionally, as the reader (stochastically) selects the channel 
with higher expected utility, the mean utility of a channel conditional on its selection, reported in Table 
18, is higher than the unconditional mean. 
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Under the proposed strategy, the average net ex-ante utility from a recommended article is 
significantly higher than what it is under the currently implemented strategy. This results 
in the proposed Recommendation channel outperforming the Homepage and being 
competitive with Site-browsing in terms of the net ex-ante utility of articles to be found 
through these channels. Consequently, we estimate that more page-views would lead to 
clicks on recommended content—21.6% instead of 4.3% currently observed, if we replace 
the current recommendations with content from categories suggested by MCUwCES. The 
distribution of session lengths shifts to the right as well, meaning that visitors will read 
more articles in a session. We estimate that, on average, 23% more articles will be read in 
a session (2.49 vs. 2.02). 
To gain insight into the potential changes in consumption due to the recommendations 
made by the proposed approach vis-à-vis other benchmarks, we conducted a second policy 
simulation where we replaced the current recommendations in the test data with 
recommendations generated by each of the algorithms evaluated in Section 2.4.4.2 (details 
are provided in Appendix A2.3).20 We also simulated a scenario where the reader could 
acquire the content with the highest utility without incurring any search or inspection cost 
(the “Ideal” consumption for the reader). We found that the proposed MCUwCES approach 
offers higher utility than other strategies and comes closest to the user’s ideal consumption. 
                                                 
20 Simulation studies have been used in the literature to assess the impact of personalized recommender 
systems on the diversity of consumptions Fleder, D. and K. Hosanagar (2009). "Blockbuster culture's 
next rise or fall: The impact of recommender systems on sales diversity." Management Science 55(5): 
697–712.. Since the proposed model is based on the utility maximizing behavior of the reader, and better 
describes the observations than several alternative models we explored, the model provides a good 
approximation of reader behavior at the site; thus lending credibility to the estimates from the 
simulation. 
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That said, it does not make the most diverse recommendations as, for example, Katz with 
list diversification embodies much greater diversity on average. This is entirely consistent 
with our objective, which is not to increase the diversity of recommendations per se, but 
rather to introduce the right type of diversity at the right time to those readers who seek 
diversity, while refraining from offering diverse content to those readers who seek 
continued focus, so that each reader’s utility is maximized at each consumption stage. 
2.6 Conclusion 
Many Personalized Recommender systems strive to fulfill a dual objective: make diverse 
recommendations while maintaining the expected accuracy in terms of what consumers are 
likely to select or rate highly. These two objectives often conflict when a list of products 
recommended for a single consumption occasion is diversified without considering 
temporal dependence of consumption. We identify a popular scenario, consumption of 
multiple pieces of content within online sessions at news websites, where these two goals 
could be complementary when the entire session is considered. The premise is that by 
learning how a reader selects content from different categories over time in a session, and 
using this knowledge to make sequential recommendations in a path dependent manner, 
we can improve accuracy by adaptively diversifying recommendations during the session 
for those who seek variety. This renders the recommendations more relevant at all stages 
of the session. 
To implement this idea, we develop a utility theoretic model of online reader behavior. By 
choosing an appropriate Multi-Category Utility function, namely the Constant Elasticity of 
Substitution, we capture the decreasing marginal utility of a category as consumption in 
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that category continues. Decreasing marginal utility prompts the reader to seek different 
types of content, which results in the observed diversity in consumption. The understanding 
that by seeking diversity readers are selecting the content that is most relevant—
measurable by a higher accuracy when incorporated into a recommender system—in 
response to the changing marginal utilities of all categories, theoretically reconciles, at least 
in the context of sessions of online media consumption, the diversity–accuracy tradeoff. 
We evaluate the proposed approach on a clickstream dataset from a large international 
news website and find that the Multi-Category Utility based approach makes more accurate 
content category recommendations than Collaborative Filter alternatives. Moreover, by 
combining the proposed approach, which finds the most relevant category at each stage of 
a session, with Collaborative Filters, which help identify the most relevant items within 
that category, we are able to recommend specific articles 8%–11% more accurately than 
using only the Collaborative Filters and about 25% more accurately than the Collaborative 
Filters diversified by the existing list-diversification strategy. At the same time, the 
proposed approach matches the diversity of observed consumption more closely than 
Collaborative Filters do—exhibiting a lower concentration or diversification bias. Finally, 
using a policy simulation we estimate that under the proposed recommendation strategy 
readers would consume 23% more articles on the website than they do under the currently 
employed strategy. This increased engagement has direct revenue implications for the 
publishers. 
Most personalized recommender systems learn consumers’ preferences for different types 
of items from their choices; few learn consumers’ preference for diversity. We augment 
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the literature in recommendation diversification by offering a way to learn consumers’ 
preference for diversity, as it is derived from their utility maximizing behavior, i.e., from 
the items they sequentially select within a consumption occasion. As a result, the level and 
type of diversity is personalized to each consumer and each consumption occasion. The 
utility theoretic approach taken in this paper allows one to borrow and incorporate various 
theories of consumption—satiation and variety seeking, inertia, cost of search vs. following 
recommendations, consumer learning, etc.—that have been developed in the Consumer 
Behavior literature. Yet such approaches have thus far been relatively rare in the 
personalized recommender systems literature. We believe that modeling these factors in a 
utility theoretic framework, as illustrated in the present study, offers a systematic way to 
accurately interpret consumer choices and design better personalized recommender 
systems. 
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CHAPTER THREE: An Empirical Study of Contribution Dynamics in Education 
Crowdfunding 
 
3.1 Introduction 
The Philanthropy Outlook projects a 3.6 percent rise in overall giving in 2017, and another 
3.8 percent in 2018 (Bivin, Osili et al. 2017). Among all types of philanthropy, Education 
comes in second, with 291,282 contributions giving a total of $47,520,107 in 2016. 
However, despite this growth, the recipients in this subsection are quite unevenly 
distributed. Giving to institutions of higher education and private schools has been 
particularly strong, while much smaller proportion goes to public K–12 education, even 
though it is the subsection that is in dire need of help. A NY Times report has shown that 
many teachers, especially in urban K–12 public schools, are working with at-risk students 
with very few of the necessary resources to support them (Amato 2015). On the other hand, 
technology has deeply reshaped the donor-recipient relationship through peer-to-peer 
fundraising by easing both donation and philanthropic campaigns. Donors are increasingly 
turning to crowdfunding to support people and causes. DonorsChoose, the philanthropic 
crowdfunding platform that focus on public K–12 education, allows individuals to donate 
to classroom projects, has helped public school teachers raise over $554 million from 2.7 
million supporters since 2000, benefiting over 23 million students in the United States 
(Donors Choose 2017). 
The growth of crowdfunding in the last decade has lead researchers to study the dynamics 
of these crowdfunding platforms (Burtch, Ghose et al. 2013, Mollick 2014). Cause-based 
crowdfunding platforms are characterized by low donor stickiness to the platform (Althoff 
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and Leskovec 2015), diverse donor motivation and heterogeneous preferences (Gerber and 
Hui 2013), and fragmented communities within the broader platform (Inbar and Barzilay 
2014). These characteristics have important implications for fundraising success and the 
viability of the crowdfunding platform. The philanthropic education crowdfunding 
platform we studied, DonorsChoose, shares many similar features with cause-based 
crowdfunding mentioned above but also have its unique features that are not well studied. 
First, potential donors on cause-based crowdfunding platforms have low stickiness to these 
online communities. Unlike other online marketplaces or platforms where participants use 
the websites regularly, most fundraisers and donors on charity-based crowdfunding do not 
return to the websites regularly. Instead, user activities on these platforms are very often 
characterized by one-shot participation. For instances, teachers on DonorsChoose on 
average post 2.79 projects and 73% of donors only donate once since the inception of the 
platform. Even for repeated donors, the timing that these donors return to the website is 
also highly random. Donors’ low stickiness to the community and their stochastic returning 
behavior pose significant uncertainty on the amount of funding a teacher can raise from the 
crowdfunding platform by the pre-set deadline.  
Second, potential donors on crowdfunding platforms are driven by different motivations 
and their utilities from donating to crowdfunding projects are multifold (Gerber, Hui et al. 
2012, Gerber and Hui 2013). Essentially, there are two kinds of motivations that donors 
will involve in the charitable donation: serving-others and self-serving. Instead purely 
concern about the needs of the recipients to serving-others, donors also exhibit self-serving. 
One well known self-serving is warm-glow giving (Andreoni 1990), when they give to 
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charity. In addition to their interest in the welfare of the recipients, “warm-glow givers” 
also receive utility from the act of giving in the form of warm glow—the positive emotional 
feeling from helping others. Moreover, another self-serving is the Image Motivation 
(Ariely, Bracha et al. 2009, DellaVigna, List et al. 2012) that desire to be liked and 
respected by others and by one’s self. The donor will contribute to a project if this is the 
request from her friends or she couldn’t say no to this teacher to break the tie. Meanwhile, 
donors usually have specific preferences for what types of projects to contribute, some are 
needs-driven and thus choose projects that are in urgent needs, whereas others are 
preference-driven and consistently donate to projects in specific categories (math, sciences, 
or music & arts, etc.) or only contribute to projects from specific teachers, schools, or cities. 
For instance, some donors may prefer to contribute to projects from teachers they 
personally know or from schools that they graduated from or their kids are attending. While 
the platform enables the teachers to access a broader donor base, such heterogeneous, and 
typically latent, preferences of donors creates a number of smaller sub-communities within 
the broader platform that creates certain degree of friction for the teachers who are seeking 
funding for their classroom projects. By systematically studying the motivations of the 
donors, a platform might help the teachers to identify those donors who are likely to 
contribute. 
Third, philanthropic crowdfunding platform like DonorsChoose normally host thousands 
of projects that are actively seeking for donations at the same time. However, donors 
always have limited budget to donate. Picking a few projects from a large number of 
alternatives can be cognitively demanding. Meanwhile, donors are also restricted by the 
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amount of information they can gather and process and may not want to conduct a 
comprehensive search due to information overload (Breeze 2010). Given the voluntary 
nature of charitable giving and the large number of projects that are seeking funding, 
donors tend to only consider donation opportunities they have been made aware of rather 
than actively exploring new projects available on the crowdfunding platform. 
Understanding donors’ unique decision-making process is critical for fundraisers and the 
crowdfunding platform to design effective fundraising campaigns. 
The uncertainty and complexity of cause-based philanthropic crowdfunding platforms 
discussed above suggest that fundraisers may benefit from better understanding of donor 
behavior. In this research, we build a model of donors’ return to the crowdfunding website 
in response to various philanthropic requests and how they decide which projects and how 
much to donate. We estimate the model using a comprehensive dataset from DonorsChoose 
supplemented with additional data from various social media channels. Our experiments 
with the model reveal the particular importance of modeling donors’ search behavior, i.e., 
how they become aware of the projects and process relevant information about these 
projects. Taking into account of such search process significantly increases model fit and 
the model’s prediction power, whereas ignoring this part leads to biased model estimation 
and low prediction performance. 
The estimated model yields a number of interesting insight into donor behavior. We find 
that donors are more likely to return to the platform to donate again if their previous 
donated projects have a high funding success rate or when there is a new project associated 
with the teacher or school the donor has previously donated to. Moreover, we observe that 
  
113 
donors choose which projects to donate not only based on serving-others, but also based 
on their self-serving motivation—and donors vary quite a bit in the extent to which each 
of these factors motivate them, which leads to the vastly difference in their donation 
pattern. Self-serving driven donations are more likely contribute to the teachers that are 
socially connected with the donors, while serving-others driven donations are more open 
to support those projects that are in most urgent needs, even though they don't have direct 
connection. Via empirical evaluation, we shown that the proposed model outperformances 
many baseline approaches on the tasks of when the donor will back to the platform and 
which/how much they will donate on each project. Based on the estimated model that takes 
these various motivations of the donors into account, we build a diagnostic tool to help 
teachers accurately predict how much donations they will receive from existing donors. 
Lastly, through a policy simulation we demonstrate how the crowdfunding platform may 
use the model to design optimal fundraising campaigns to match campaigns to potential 
donors, to maximize the funds raised. 
Our study contributes to two broad streams of literature. First, our study adds to the broad 
research on charitable giving literature. Analyzing the donation motivation is the key topics 
in charitable giving literature (Bekkers and Wiepking 2011). A straightforward reason why 
donors will contribute to charity projects is because they care about the other’s welfare, or 
the consequences of donations for beneficiaries (Trivers 1971). They are trying to help 
others because they believe their contribution may make the world a better place. After 
that, researchers have found donor’s motivations are not pure altruism, in fact, much of the 
donations are better explained by a self-serving motivation. A study has shown that helping 
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behavior produces positive psychological consequences for the helper Batson and Shaw 
(1991) and economist name this positive feeling as “warm glow” (Andreoni 1990). 
Moreover, researcher also found image motivation such as social image (Meier and Stutzer 
2008, DellaVigna, List et al. 2012) and self-image (Ariely, Bracha et al. 2009) will 
motivate the donors to contribute because this will help them gain reputation, maintain 
relationship and generate positive personal norms. These set of researches show that the 
philanthropic donations may not be a simple matter of helping others, but a result of many 
other more selfish motivations.   
The philanthropy literature survey summarize several limitations of current researches 
(Bekkers and Wiepking 2011). The first one is that the abovementioned incentive theories 
are incomplete when applied to philanthropy decision making. Previous researches assume 
purposeful actors who make deliberate choices if and to what extent they will participate. 
However, many donors do not actively seek opportunities to donate, but simply respond to 
fundraising campaigns. Another limitation is that the different donation motivations may 
have interactive effects (e.g., that awareness of need may promote giving more strongly 
when donor can make a different to the cause). Therefore, they proposed that one of the 
important tasks for future research is identifying systematic patterns in the mix of the 
mechanisms and interactions among them.  
In this paper, we integrate the awareness model into the donations decision process to 
model how donors become aware of the projects and process relevant fundraising request 
information to form a complete path-to-contribution. We also consider both serving-others 
and self-serving motivations and donors’ preference heterogeneity in these two types of 
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motivations, which not only enables the model to fit the data better but also unveil the 
distinctive donation patterns when they are driven by different motivations. These 
modeling choices significantly improves the ability to explain observed behavior. Such a 
holistic view of donors’ path to contribution will also help us understand donors’ path-to-
contribute and enables us to test platform-level policies to derive optimal strategy for the 
funding platform to maximize the funds raised. To the best of our knowledge, this is the 
first paper to systematically modeling awareness components with different donation 
motivations in philanthropy studies. 
Second, our study contributes to the emerging literature on individual contribution 
dynamics on the crowdfunding platforms. Burtch, Ghose et al. (2013) test substitution and 
reinforcement theory on individual behavior from crowdfunding platform, where they 
found evidence for effect substitution that contribution to a project decreases as previous 
contributions increase. Burtch, Ghose et al. (2014) analyze how culture and geography 
factors impact the lending behavior on crowdfunding and conclude that lenders prefer 
culturally similar and geographically proximate borrowers. Agrawal, Catalini et al. (2015) 
and Lin and Viswanathan (2015) find that donors to have a strong preference for projects 
that are located close to them physically, which is consistent to our finding of geographical 
preferences. Althoff and Leskovec (2015) find that donors are more likely to return if they 
had a positive interaction with the receiver of the donation. This prior research has studied 
contribution behavior and user engagement on various crowdfunding platforms, exploring 
from a variety of perspectives why users contribute to the communities. The findings from 
the literature are highly contextual, depending on the specific type of platforms studied. 
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Our research adds to this stream of literature by exploring the unique characteristics of 
educational charitable crowdfunding communities. We find out that donation patterns in 
this scenario is quite different from previous findings on other platforms: 1) Donations 
driven by self-serving motivations are more like to be impacted by social and geographic 
distances and are more likely to go to the nearby projects because they have social 
connections. But for those donors, they are more willing to be initial donor of the project 
even though the uncertainly of is relatively high at the initial stage. 2) For those donations 
driven by serving-others, they are more open to project far away and they are more likely 
to contribute to the projects when they already gain certain initial donations.  
The rest of the paper is structured as follows. Section 3.2 introduces DonorChoose.org, our 
research context. Then, we model donor’s decision-making process in Section 3.3. We 
provide model validation and empirical results (Section 3.4) before demonstrating via 
policy simulation that we can improve the funding success rate and funding amount 
(Section 3.5). We conclude with a discussion and future work in Section 3.6. 
3.2 Problem Setup 
3.2.1 Application Context  
Our empirical context is DonorsChoose.org, the largest philanthropic crowdfunding 
platform that allows individuals to donate to classroom projects. Up to July 2017, 
DonorsChoose has helped public school teachers raise over $554 million from 2.7 million 
supporters since 2000, benefiting over 23 million students in the United States. More than 
60% of all public schools in the U.S. have raised money for their classrooms through 
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DonorsChoose to date. Our data contains a complete donor footprint and project activities 
from the inception of DonorsChoose.org in March 2000 to Aug 2016.  
The crowdfunding process works as follows (see an illustrated example of a crowdfunding 
project is shown in Figure 20). First, teachers post their funding request on the website, 
specifying the amount of funding they need, outlining the purpose of their class project, 
providing a detailed project plan and a list of itemized materials to be purchased. Teachers 
also compose a short essay explaining how their students will benefit from the project. 
Normally the funding period is 180 days, during which donors may contribute a certain 
amount towards the funding target. If the total amount of donations hit the funding target 
by the end of the funding period, the project is considered successfully funded and 
DonorsChoose will purchase the materials and mail them to the teacher’s school address. 
The teacher and students typically keep engaging with donors by sending out a Thank You 
letters after get fully funded and Impact letters, showing how they use the received 
materials. However, if a project does not raise the full requested amount within the funding 
deadline, the project is considered unsuccessful and will not be funded. Donations made 
towards the project are returned to donors’ account in the form of credit, which can be used 
for other purposes on the website.   
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Figure 20. DonorsChoose Project Example 
 
3.2.2 Donors’ Motivations for Charitable Giving 
Prior researches on charitable giving have shown donors’ giving behaviors are influenced 
by numbers of factors, we split them into two categories: serving-others and self-serving: 
Serving-Others 
Altruism. People donate to philanthropic projects because of altruism, i.e., they care about 
the needs of others and would like to help (Fenton, Golding et al. 1993). Previous studies 
have found that charities primarily focus on those in need, and that most donations are 
made with the recipients’ needs in mind ((Trivers 1971)Breeze 2013). 
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Self- Serving 
Warm-Glow Giving. Warm-glow giving is an economic phenomenon that attempts to 
explain why people give to charity by proposing that people engage in impure altruism. 
Instead of being motivated solely by an interest in the welfare of the recipients (altruism), 
"warm-glow givers" also receive utility from the act of giving—whether or not the recipient 
actually benefited from the donation (Andreoni 1990).  
Image-Motivation, refers to an individual’s tendency to be motivated partly by others’ 
perceptions (Ariely, Bracha et al. 2009). Image motivation therefore captures the rule of 
opinion/relationship in utility, i.e., the desire to maintain the good relationship with others, 
be liked and respected by others and by one’s self. 
Meanwhile，donors exhibit heterogeneous preference towards philanthropy donations. 
Researchers have found that donor contributions can be motivated by their individual 
propensities preferences. People choose to donate to charitable causes that mean something 
to them, rather than always supporting those that are in most urgent needs (Breeze 2013, 
Milkman and Kessler 2014, Sudhir, Roy et al. 2016). For example, Breeze (2010)) finds 
that charitable choices are largely driven by donors’ own propensities and preferences, a 
desire to help people they feel some affinity with, and a partiality for certain causes as a 
result of personal experiences. This suggest much heterogeneity in charitable giving driven 
by personal preferences. 
In this paper, we consider both donors’ Serving-Others and self-Serving giving motivation 
and our model capture donors’ preference heterogeneity in these two types of motivation.  
  
120 
3.2.3 Promotion Channels and Campaigns 
Donors are not only restricted by the amount of money they have available to donate. 
Charitable decision-making is also restricted by the amount of information that people can 
gather, an individual’s ability to cognitively process alternative projects, and the amount 
of time that someone is willing to devote to this decision‑making process. Given the 
voluntary nature of charitable activities, and due to the fact that giving and philanthropy 
have always been supply-driven rather than demand-driven (Breeze 2010, Bekkers and 
Wiepking 2011). In the charity field, the donors rarely actively explore available-project 
information but mostly passively receive fundraising information. Meanwhile, different 
from purchasing a product, where the buyer will collect relatively rich information and 
make informed decision, the donors are usually bounded rational and just use the received 
information to make decision.  Researchers found that individual donor’s rationality is 
limited by the finite amount of information donor possess, the cognitive limitations of 
minds, and the amount of time user are willing and able to devote to making decisions 
(Simon 1982). This hinder the researchers to assume that the donor will aware all available 
projects and make informed donation decision.  Therefore, we need to construct the donor’s 
awareness set and we can use various fundraising campaigns data on this task (Liang, 
Charlin et al. 2016).  
Previous research has shown that fundraising campaigns has direct effect on donations 
(Wiepking 2008, Einolf, Philbrick et al. 2013). Donors on this platform receive different 
kinds of promotions about ongoing campaigns seeking funding, some are initiated by the 
platform itself, others by the teachers and other supporters. We describe each of them 
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below to provide some understanding of the intervention channels available to the platform 
and teachers. 
1) Homepage Promotion on DonorsChoose. DonorsChoose recommends two lists of 
projects, Most Urgent Projects and Nearby Projects, to potential donors when they land on 
the homepage of the website. DonorsChoose computes the urgency of a project based on 
three criteria. A project is considered most urgent if the project has the highest economic 
need (e.g., poverty level of the school), is closest to finish line, and has fewest days left 
before the funding deadline. The list of nearby projects is determined based on the 
geography distance between donors and the school.  
2) Email Promotion from DonorsChoose. DonorsChoose also send promotion emails to 
potential donors for various reasons: one’s favorite teacher just launched a new project on 
DonorsChoose, a nearby/urgent project might need help, a particular teacher the donor has 
interacted with before might need help, new project needs at certain times of the year, such 
as the start of a new semester, and special days such as “Join us for Giving Tuesday”. 
3) Promotion by Teachers and Supporters. Teachers will promote their projects and seek 
for funds from previous donors, alumni, friends, or students’ parents. Donors or other 
supporters may build a “Giving Page” that contains selected projects, usually in a certain 
theme (e.g. help STEM education in Washington County) and promote the Giving Page 
through their personal website or social networks.  
Since teachers and their supporters may post project links on their social media channels 
to ask for donations, we collected these social media referral data from sources: 1) Tweets 
Data. We extracted tweets related to DonorsChoose using Twitter API. We conducted this 
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using three-step approach. First, we collect followers of DonorsChoose official account. 
Then, for each follower, we collect his tweets contain DonorsChoose project URL and 
match the URL with projects in DonorsChoose archive dataset. Lastly, we get tweets from 
DonorsChoose official account. If tweets contain DonorsChoose project URL, we will 
match this URL with projects in DonorsChoose archive dataset too. 2) Reddit Data. We 
use keyword “DonorsChoose” to get posts related to DonorsChoose Reddit API. If this 
post contains DonorsChoose project URL, we will match this URL with projects in 
DonorsChoose archive dataset. 3) Instagram Data. We use keyword “DonorsChoose” to 
get posts related to DonorsChoose using Instagram API. If this post contains 
DonorsChoose project URL, we match this URL with projects in DonorsChoose archive 
dataset. 
3.2.4 Descriptive Statistics 
As we discussed above, donors are motivated not only by recipients’ needs but also their 
personal preferences and connections with the recipients. In Table 19, we identify a set of 
project characteristics that capture the recipients’ needs and personal preferences. As we 
will see in this section, both project needs and donor-project connections may affect a 
donor’s contribution decisions.  
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 Variables Min Mean Max 
Project 
Characteristics 
and Needs 
xth project of the teacher 1 2.79 352 
Number of Student will be impacted 1 91.13 1424 
Poverty Level (1 represents lowest and 4 
highest poverty) 
1 3.39 4 
Amount already donated 0 295.49 9924 
Amount still needed 2 558.89 9980 
Remaining time to expiration 1 97.12 180 
$ per student 0.008 33.66 12389 
Donor-Project 
Connections 
Same State 0 0.5554 1 
New Project (Teacher Donated Before) 1 2.83 1601 
New Project (School Donated Before) 1 3.22 2467 
New Project (Referral Teacher) 1 1.35 279 
New Project (Associate with donated giving 
page) 
12 42.68 15832 
Table 19. Project Needs and Donor-Project Relations 
 
As some donors can be motivated by personal preferences and connections with the 
recipients, we suspect that donors’ repeated donations are highly likely to go to the donors’ 
previous recipients. As shown in Table 20, 26.43% of subsequent donations indeed go to 
the same teacher a donor supported in her first donation, while 64.77% of the donations go 
to the same state the donor backed in her first donation. Such pattern of the repeated 
donations indicates that donors indeed have their own preferences, which can be captured 
by their donation history. 
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3.3 Model Development 
An overview of a donor’s activities on the crowdfunding platform is demonstrated in 
Figure 21. There are three main key questions in a donor’s decision-making process: 1) 
when will the donor return to the platform, 2) how is the donor aware of particular projects, 
and 3) how does she donate her available budget to different projects. In this section, we 
first introduce these three individual components, followed by in-depth discussion of the 
unified model and its estimation procedure. 
 
Figure 21. Illustrative Donor Decision-Making Process 
 
3.3.1 Donors’ Visit to the Platform 
We start by modeling the donor’s time to revisit the platform as a function of various 
impulses they might have been exposed to and other donor specific factors. We define a 
donation session as a set of donations by the donor that are each separated by less than 24 
hours. Let the start time for session 𝑡 be 𝑠(𝑡) and end time for 𝑡 be 𝑒(𝑡). The time gap 
between session 𝑡 − 1  and 𝑡  is: 𝑔𝑎𝑝(𝑡, 𝑖) = 𝑠(𝑡, 𝑖) − 𝑒(𝑡 − 1, 𝑖) . We use the survival 
model to model the time gap (Cox and Oakes 1984): 
𝑃(𝑔𝑎𝑝) = 𝑃(𝑡𝑟𝑒𝑡𝑢𝑟𝑛 ≥ 𝑔𝑎𝑝)                                                   (24) 
Donation Session 1 Donation Session 2 Donation Session 3
$80 $20 $45$20 $35$20
…   Session Gap   … …   Session Gap   …
Fundraising 
Campaign
Awareness Set 1
Fundraising 
Campaign
Awareness Set 2 Awareness Set 3
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where 𝑃(𝑡𝑟𝑒𝑡𝑢𝑟𝑛 ≥ 𝑔𝑎𝑝) = exp (−∫ 𝜆(𝜓)𝑑𝜓
𝑔𝑎𝑝
𝜓=0
) is the survival function and 𝜆(𝜓) is the 
hazard rate at time 𝜓  measured from the last donation session. We approximate the 
integration with a sum over piecewise constant function: ∫ 𝜆(𝜓)𝑑𝜓
𝑔𝑎𝑝
𝜓=0
= ∑𝜆(𝜓). Thus, 
we need to have a vector Η = [𝜆(0), 𝜆(Δ𝜓), 𝜆(2 ∙ Δ𝜓),… , 𝜆(𝑔𝑎𝑝)]. Specifically, the 
hazard function for donor 𝑢 at time 𝜓 is modeled as:  
𝜆𝑢(𝜓) = 𝜆𝑢,0(𝜓) exp(𝜶𝒖,𝒄𝒂𝒎𝒑
𝝀 ∗ 𝐶𝑎𝑚𝑝𝑢
𝜓
+ 𝜶𝒖,𝒕𝒇
𝝀 ∗ 𝑇𝑓𝑢
𝜓
+ 𝜶𝒖,𝒉𝒊𝒔
𝝀 ∗ 𝐻𝑖𝑠𝑢
𝜓
)     (25) 
where 𝜆𝑢,0(𝜓) = 𝛽𝑢,0
𝜆 + 𝛼𝑢,0
𝜆 𝜓  is the baseline hazard rate, 𝐶𝑎𝑚𝑝𝑢
𝜓
 is the fundraising 
Campaigns (platform/teacher/social network) available at time 𝜓. 𝑇𝑓𝑢
𝜓
 is the teacher’s 
feedback (impact letter/thank you letter) at time 𝜓. Prior studies have found that a donor’s 
previous funding experience influence the donor’s behavior in the future (Althoff and 
Leskovec 2015, Zvilichovsky, Inbar et al. 2015). Therefore, we also include a donor’s 
donation history, 𝐻𝑖𝑠𝑢
𝜓
 = (number of donations, amount of donations, donated projects 
funding rate) till to time 𝜓. 𝜶𝒖,𝒄𝒂𝒎𝒑
𝝀 , 𝜶𝒖,𝒕𝒇
𝝀 , 𝜶𝒖,𝒉𝒊𝒔
𝝀  and 𝛽𝑢
𝜆 are parameters to be estimated. 
3.3.2 Awareness Model 
Classical choice models treat unselected items as those a consumer does not like. This 
assumption can be misleading because the consumer actually might not be aware of such 
alternatives. Therefore, several researchers have proposed the idea of an intermediate 
consideration set, smaller than the entire set of available items, from which the consumer 
actively selects only one or two. This is particularly true in the charitable giving scenario 
where philanthropic platform like DonorsChoose hosts thousands of projects that are 
seeking donations at the same time, whereas donors do not actively collect information for 
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all available projects. Many of these projects in such a large-scale setting are unselected 
because the donor was not aware of them, rather than because she chose not to donate to 
them. This is the crux of the problem of analyzing implicit opinion from the selections—
we know users select projects they like, but we do not know if a project is unselected 
because the user did not like it or if it is unselected because she was not aware of it. In this 
paper, we adopt a probabilistic model from personalized recommender systems literature 
that considers the effect of awareness on the choices to obtain a precise estimate of a user’s 
preference (Liang, Charlin et al. 2016).  
The key element of the model is that since whether the user was aware of a project is a 
latent variable we can only model the probability of it as a function of events and factors 
that might have introduced the project to a donor’s awareness. The intuition is that by using 
the parameters of the model that are responsible for donation once a user is aware of a 
project, one can infer based on all the donation decisions of a donor in our dataset, the 
probability that a donor was in a given session was in fact aware of a certain project. We 
model the probability that a user 𝑢 was aware of a project 𝑖 in the session 𝑡 as a sigmoid 
function: 
𝜈𝑢𝑖
𝑡 = 𝜎(𝜶𝒖
𝒄𝒂𝒎𝒑
∗ 𝐶𝑎𝑚𝑝𝑢𝑖
𝑡 + 𝛽𝑢𝑜)                                          (26) 
where 𝐶𝑎𝑚𝑝𝑢𝑖
𝑡  is a vector contains various fundraising campaigns for project 𝑖 happened 
during the inter-session gap before the 𝑡’th session, 𝜎 is a sigmoid function, and 𝜶𝒖
𝒄𝒂𝒎𝒑
 and 
𝛽𝑢𝑜 are parameters to be estimated for the donor. Following prior studies (Rossi et al. 
2005), we model 𝜶𝒖
𝒄𝒂𝒎𝒑
 as a vector of random coefficients that follow a multivariate 
Normal distribution, i.e., 𝜶𝒖
𝒄𝒂𝒎𝒑
 ~𝑀𝑉𝑁(𝝁𝒂,𝒄𝒂𝒎𝒑 , 𝛴𝒂,𝒄𝒂𝒎𝒑) and 𝛽𝑢𝑜~𝑁𝑜𝑟𝑚𝑎𝑙(𝜃𝛽𝑜 , 𝜎𝛽0). 
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3.3.3 Donor Budget Allocation 
We aim to develop a model that approximates how individual donor allocate the budget 
across different projects. Because each donor donates only to a subset of all projects 
available on the crowdfunding platform, the observed donations are sparse. Thus, we need 
a flexible demand system that can accommodate both interior solutions and corner 
solutions (a donor does not contribute a positive amount to a project). Let 𝐼  be the 
cardinalities of the set of projects a donor is aware of. We assume that donor 𝑢 maximizes 
a utility function over a set of 𝐼 nonnegative quantities 𝒅𝒖
𝒕 = [𝑑𝑢1
𝑡 , 𝑑𝑢2
𝑡 , … , 𝑑𝑢𝐼
𝑡 , 𝑑𝑢,𝑜𝑢𝑡
𝑡 ] at 
each donation session, subject to a budget constraint ∑ 𝑑𝑢𝑖
𝑡
𝑖 + 𝑑𝑢,𝑜𝑢𝑡
𝑡 = 𝑖𝑢
𝑡 , where 𝑑𝑢𝑖
𝑡  is the 
amount of money donor 𝑢 donates to project 𝑖 at session 𝑡, 𝑑𝑢,𝑜𝑢𝑡
𝑡  is the is the amount of 
money donor 𝑢 spends for outside option, and 𝑖𝑢
𝑡  is donor 𝑢’s income.  
Next, we construct the donor’s utility from donating to a project. Our utility function is 
built base on impure-altruism Utility function from Andreoni (1990), which combines the 
utility of altruism and utility of warm-glow giving. Similarly, there are also two compoents 
in our utility function, the first compoent captures the utility form serving-others and 
second compoent model the utility from self-serving. The proposed utility is different from 
impure-altruism utility on two main aspects: 
1) The utility of altruism from Andreoni 1990 model the utility derived from public 
goods, where the public goods is the sum donations from all donors. In our research 
setting, the porjects are the public goods but there is no gurenttee that finally a 
project will reach its targets before the deadline. Therefore, there are uncertainty 
that whether this public good will finally be realized. Moreover, the hetergenity of 
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the projects and donor and project relationships should also be considered. Is the 
utility derived from a project that will help 200 students in the poorest area the same 
as the utility derived from a project that only impacts 20 students in more affluent 
area? Is the utility of supporting a local project the same as a project far-away? 
Based on these difference, we need to revise the original utility corresponding to 
altruism or serving-others. 
2) Utility of warm-glow giving from Andreoni (1990) model the utility the donor will 
gain from the donation behavior, it is the positive feelings that the donors get when 
helping others, no matter if the recipients finally benefits from his donation. Other 
motivations such as social- or personal-image motivations also plays a role here. A 
donor might need to donate because her kids are in the school, or she couldn’t say 
no to the teacher to break the tie. Therefore, besides the warm-glow utility that 
doesn’t distinguish from different recipients, we also need to take the hetergenity 
of the projects and donor and project relationships into considerration to form self-
serving utility. 
Specifically, we model the utility the donor obtains from donating to have two parts: 1) 
Utility of serving-others: welfare of the recipients if their projects are successfully funded; 
2) Utility of serving herself. Thus, the utility donor 𝑢 obtains from donating an amount of 
𝑑𝑢𝑖
𝑡  to project 𝑖 at session 𝑡 is given as: 
𝜇𝑢𝑖
𝑡 = 𝜇𝑢𝑖
𝑜𝑡ℎ𝑒𝑟𝑠 + 𝜇𝑢𝑖
𝑠𝑒𝑙𝑓 = 𝛼𝑢𝑖
𝑜𝑡ℎ𝑒𝑟𝑠 ∗ 𝑃(𝐹𝑢𝑙𝑙𝐹𝑢𝑛𝑑|𝑠𝑡𝑎𝑡𝑢𝑠𝑖
𝑡 , 𝑑𝑢𝑖
𝑡 )⏟                      
𝑠𝑒𝑟𝑣𝑖𝑛𝑔−𝑜𝑡ℎ𝑒𝑟𝑠
 +   𝛼𝑢𝑖
𝑠𝑒𝑙𝑓 ∗ 𝑙𝑜𝑔(𝑑𝑢𝑖
𝑡 + 1)⏟            
𝑠𝑒𝑙𝑓−𝑠𝑒𝑟𝑣𝑖𝑛𝑔
     (27) 
where 𝑃(𝐹𝑢𝑙𝑙𝐹𝑢𝑛𝑑|𝑠𝑡𝑎𝑡𝑢𝑠𝑖
𝑡 , 𝑑𝑢𝑖
𝑡 ) is the donor’s estimate of the probability that the project 
𝑖 will get successfully-funded before the end of the campaign, given the current status of 
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the project 𝒔𝒕𝒂𝒕𝒖𝒔𝒊
𝒕 (includes the total amount the project 𝑖 already attached at time 𝑡, the 
amount still needed for project 𝑖 at time 𝑡, and the time left until the funding deadline) as a 
function of amount 𝑑𝑢𝑖
𝑡  donated by the donor 𝑢  to project 𝑖  in the current period. We 
approximate the probability of funding success by  
𝑃(𝐹𝑢𝑙𝑙𝐹𝑢𝑛𝑑|𝑠𝑡𝑎𝑡𝑢𝑠𝑖
𝑡 , 𝑑𝑢𝑖
𝑡 ) = 𝜎(𝛂𝑠
′ ∗ 𝒔𝒕𝒂𝒕𝒖𝒔𝒊
𝒕 + α𝑑 ∗ 𝑑𝑢𝑖
𝑡 + 𝛽𝑑)            (28) 
where the parameter 𝛂𝑠, α𝑑  𝑎𝑛𝑑 𝛽𝑑 are estimated from data on donations to all completed 
projects and their eventual funding outcomes. These parameters are used as known 
parameters to the donor.  
The logarithmic form used for the self-serving utility corresponds to the utility from a 
Cobb-Douglas utility function—consistent with how warm-glow utility has been modeled 
in the literature (Andreoni 1990). 𝛼𝑢𝑖
𝑜𝑡ℎ𝑒𝑟𝑠 and 𝛼𝑢𝑖
𝑠𝑒𝑙𝑓
 are personalized preference and their 
values depend on project 𝑖’s characteristics/needs and donor 𝑢’s relations with the project. 
We will specify how to construct  𝛼𝑢𝑖
𝑜𝑡ℎ𝑒𝑟𝑠 and 𝛼𝑢𝑖
𝑠𝑒𝑙𝑓
 later in this section. The magnitude of 
the parameters 𝛼𝑢𝑖
𝑎𝑙𝑡𝑟𝑢 and 𝛼𝑢𝑖
𝑠𝑒𝑙𝑓
 also reflects the type of the donor: the larger the value of 
𝛼𝑢𝑖
𝑜𝑡ℎ𝑒𝑟𝑠, the higher utility the donor obtains from self-serving giving, i.e., the donor is more 
self-serving oriented. In contrast, a larger the value of 𝛼𝑢𝑖
𝑠𝑒𝑙𝑓
 suggests that the donor is more 
self-serving oriented. 
Following Du and Kamakura (2008), the utility maximizing problem for donor 𝑢 with a 
project pool 𝐼 can be modeled as: 
max
𝒅𝒖
𝒕
𝜇𝑢
𝑡 = max
𝒅𝒖
𝒕
∑𝜇𝑢𝑖
𝑡
𝐼
𝑖=1
+ 𝜇𝑢,𝑜𝑢𝑡
𝑡                                            (29) 
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where 𝜇𝑢,𝑜𝑢𝑡
𝑡 = 𝛼𝑢
𝑜𝑢𝑡 ∗ 𝑙𝑜𝑔(𝑑𝑢,𝑜𝑢𝑡
𝑡 + 1) is the outside option utility, the log-from is chosen 
to make it comparable with self-serving utility, 𝛼𝑢
𝑜𝑢𝑡 set to 1 for identification purpose. The 
above maximizing function is subject to following constraints: 
∑𝑑𝑢𝑖
𝑡
𝑖
+ 𝑑𝑢,𝑜𝑢𝑡
𝑡 − 𝐼𝑛𝑐𝑜𝑚𝑒𝑢
𝑡 = 0                                             (30) 
(−𝑑𝑢𝑖
𝑡 ) ≤ 0 ∀ 𝑖 and 𝑜𝑢𝑡𝑠𝑖𝑑𝑒 𝑜𝑝𝑡𝑖𝑜𝑛                                       (31) 
Since data on an individual donor’s income is not available, we refer to 2009–2013 
American Community Survey 5-Year Estimates conducted by U.S. Census Bureau and use 
the family median income of all the households in the donor’s county to approximate donor 
𝑢’s income. Thus, the Lagrangian of the optimization objective is: 
ℒ(𝑑𝑢
𝑡 , 𝜉, 𝛾) = 𝜇𝑢
𝑡 − 𝜉 (∑𝑑𝑢𝑖
𝑡
𝑖
+ 𝑑𝑢,𝑜𝑢𝑡
𝑡 − 𝐼𝑛𝑐𝑜𝑚𝑒𝑢
𝑡) − 𝛾′(−𝑑𝑢
𝑡 )              (32) 
To maximize this constrained optimization ℒ(𝑑𝑢
𝑡 , 𝜉, 𝜇), we take the partial derivatives with 
respect to 𝑑𝑢𝑖
𝑡  to obtain:  
𝜕𝜇𝑢
𝑡
𝜕𝑑𝑢𝑖
𝑡 − 𝜉 + 𝛾𝑖 = 0                                                   (33) 
Based on Karush–Kuhn–Tucker complementary slackness conditions: 
𝛾𝑖 ≥ 0 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑖                                                       (34) 
𝛾𝑖(−𝑑𝑢𝑖
𝑡 ) = 0 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑖                                              (35) 
When 𝑑𝑢𝑖
𝑡 = 0 ⇒ 𝛾𝑖 ≥ 0 and 𝑑𝑢𝑖
𝑡 > 0 ⇒ 𝛾𝑖 = 0. Thus, 
𝜕𝜇𝑢
𝑡
𝜕𝑑𝑢𝑖
𝑡 − 𝜉 = −𝛾𝑖 ≤ 0 𝑓𝑜𝑟 𝑑𝑢𝑖
𝑡 = 0                                        (36) 
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𝜕𝜇𝑢
𝑡
𝜕𝑑𝑢𝑖
𝑡 − 𝜉 = 0 𝑓𝑜𝑟 𝑑𝑢𝑖
𝑡 > 0                                            (37) 
Therefore, we have 
𝜕𝜇𝑢
𝑡
𝜕𝑑𝑢𝑖
𝑡 =
𝛼𝑢𝑖
𝑠𝑒𝑙𝑓
𝑑𝑢𝑖
𝑡 + 1
+ 𝛼𝑢𝑖
𝑜𝑡ℎ𝑒𝑟𝑠 α𝑑 ∗ exp(−𝛂𝑠 ∗ 𝑠𝑡𝑎𝑡𝑢𝑠𝑖
𝑡 − α𝑑 ∗ 𝑑𝑢𝑖
𝑡 − 𝛽𝑑)
(1 + exp (−𝛂𝑠 ∗ 𝑠𝑡𝑎𝑡𝑢𝑠𝑖
𝑡 − α𝑑 ∗ 𝑑𝑢𝑖
𝑡 − 𝛽𝑑))2
≤ 𝜉 𝑓𝑜𝑟 𝑑𝑢𝑖
𝑡 = 0    (38) 
𝜕𝜇𝑢
𝑡
𝜕𝑑𝑢𝑖
𝑡 =
𝛼𝑢𝑖
𝑠𝑒𝑙𝑓
𝑑𝑢𝑖
𝑡 + 1
+ 𝛼𝑢𝑖
𝑜𝑡ℎ𝑒𝑟𝑠 α𝑑 ∗ exp(−𝛂𝑠 ∗ 𝑠𝑡𝑎𝑡𝑢𝑠𝑖
𝑡 − α𝑑 ∗ 𝑑𝑢𝑖
𝑡 − 𝛽𝑑)
(1 + exp (−𝛂𝑠 ∗ 𝑠𝑡𝑎𝑡𝑢𝑠𝑖
𝑡 − α𝑑 ∗ 𝑑𝑢𝑖
𝑡 − 𝛽𝑑))2
= 𝜉 𝑓𝑜𝑟 𝑑𝑢𝑖
𝑡 > 0   (39) 
To solve this optimization problem, we have the following expenditure system. Every 
donor in our model is assumed to have strictly positive outside option and we have: 
𝜕𝜇𝑢
𝑡
𝜕𝑑𝑢,𝑜𝑢𝑡
𝑡 =
𝛼𝑢
𝑜𝑢𝑡
𝑑𝑢,𝑜𝑢𝑡
𝑡 + 1
= 𝜉                                             (40) 
Therefore, the donor always allocates her budget to projects to ensure that the marginal 
utilities from the projects are each equal to the marginal utility of the outside option. As 
the marginal utility for any project always decreases as 𝑑𝑢𝑖
𝑡  increases, the budget allocation 
problem we describe here implies that the donor incrementally allocates her discretionary 
income to projects that produces the highest marginal utility per dollar, 
𝜕𝜇𝑢
𝑡
𝜕𝑑𝑢𝑖
𝑡 , given the 
current donation amount 𝑑𝑢
𝑡 , as long as the marginal utility is higher than what she could 
get from outside option. 
Let 𝜐1𝑢𝑖
𝑡 =
1
𝑑𝑢𝑖
𝑡 +1
, 𝜐2𝑢𝑖
𝑡 =
α𝑑∗exp(−𝛂𝑠∗𝑠𝑡𝑎𝑡𝑢𝑠𝑖
𝑇−α𝑑∗𝑑𝑢𝑖
𝑡 −𝛽𝑑)
(1+exp (−𝛂𝑠∗𝑠𝑡𝑎𝑡𝑢𝑠𝑖
𝑇−α𝑑∗𝑑𝑢𝑖
𝑡 −𝛽𝑑))2
 and 𝜐3𝑢𝑖
𝑡 =
𝛼𝑢
𝑜𝑢𝑡
𝑑𝑢,𝑜𝑢𝑡
𝑡 +1
. All of 
𝜐1𝑢𝑖
𝑡 , 𝜐2𝑢𝑖
𝑡 , 𝜐3𝑢𝑖
𝑡  are known (recall that parameters 𝛂𝑠, α𝑑 , and 𝛽𝑑 are pre-estimated). We 
use Equation (40) to cancel the LaGrange multiplier in Equations (38) and (39) and we 
have the following equation: 
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𝜐1𝑢𝑖
𝑡 ∗ 𝛼𝑢𝑖
𝑠𝑒𝑙𝑓 + 𝜐2𝑢𝑖
𝑡 ∗ 𝛼𝑢𝑖
𝑜𝑡ℎ𝑒𝑟𝑠 ≤ 𝜐3𝑢𝑖
𝑡   𝑓𝑜𝑟 𝑑𝑢𝑖
𝑡 = 0                            (41) 
𝜐1𝑢𝑖
𝑡 ∗ 𝛼𝑢𝑖
𝑠𝑒𝑙𝑓 + 𝜐2𝑢𝑖
𝑡 ∗ 𝛼𝑢𝑖
𝑜𝑡ℎ𝑒𝑟𝑠 = 𝜐3𝑢𝑖
𝑡    𝑓𝑜𝑟 𝑑𝑢𝑖
𝑡 > 0                           (42) 
We model the parameter 𝛼𝑢𝑖
𝑠𝑒𝑙𝑓
 and 𝛼𝑢𝑖
𝑜𝑡ℎ𝑒𝑟𝑠 as:  
   𝛼𝑢𝑖
𝑠𝑒𝑙𝑓 = 𝛽𝑢1 + 𝜶𝑢1′𝑋𝑢𝑖 + 𝜀𝑢1, where 𝜀𝑢1~𝑁(0, 𝜎1
2)                  (43) 
   𝛼𝑢𝑖
𝑜𝑡ℎ𝑒𝑟𝑠 = 𝛽𝑢2 + 𝜶𝑢2′𝑋𝑢𝑖 + 𝜀𝑢2, where 𝜀𝑢2~𝑁(0, 𝜎2
2)                 (44) 
𝑋𝑢𝑖 is a vector that includes the following metadata of the donor 𝑢 and project 𝑖 and their 
relationships:  
1) whether the project and donor are in the same state 
2) whether the donor has donated to this teacher before 
3) whether the donor was introduced to the platform by this teacher  
4) whether the donor has donated to the projects associated with other projects on the 
Giving Page containing this project 
5) how many previous projects the teacher behind this project has got funded. The 
platform will emphasize on the project page if this teacher never fore funded. 
Meanwhile, the teacher’s profile will also show how many projects this teach has 
been get funded. We want to know if these experienced teachers are more likely to 
keep the existing engage or the donors are more like to help those teachers that 
never been fund before. 
6) number of students this project will reach,  
7) the poverty level of the area where school is located obtained from DonorsChoose 
directly. The poverty level rang from 1 to 4, where 1 is low poverty and 4 is the 
highest poverty.  
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Therefore, we have 
𝜐1𝑢𝑖
𝑡 ∗ 𝜀𝑢1 + 𝜐2𝑢𝑖
𝑡 ∗ 𝜀𝑢2 = 𝜀𝑢𝑖 ≤ 𝜏𝑢𝑖
𝑡      𝑓𝑜𝑟 𝑑𝑢𝑖
𝑡 = 0                                     (45) 
𝜐1𝑢𝑖
𝑡 ∗ 𝜀𝑢1 + 𝜐2𝑢𝑖
𝑡 ∗ 𝜀𝑢2 = 𝜀𝑢𝑖 = 𝜏𝑢𝑖
𝑡      𝑓𝑜𝑟 𝑑𝑢𝑖
𝑡 > 0                                     (46) 
where 
𝜏𝑢𝑖
𝑡 = 𝜐3𝑢𝑖
𝑡 − 𝜐1𝑢𝑖
𝑡 ∗ 𝜶𝑢1
′𝑋𝑢𝑖 − 𝜐2𝑢𝑖
𝑇 ∗ 𝜶𝑢2
′𝑋𝑢𝑖 − 𝜐1𝑢𝑖
𝑡 ∗ 𝛽𝑢1 − 𝜐2𝑢𝑖
𝑡 ∗ 𝛽𝑢2                      (47) 
and 𝜀𝑢𝑖~𝑁(0, 𝜎
2), where 𝜎2 = 𝜐1𝑢𝑖
𝑡 2𝜎1
2 + 𝜐2𝑢𝑖
𝑡 2𝜎2
2. The likelihood of observing 𝑑𝑢
𝑡 =
[𝑑𝑢1
𝑡 , … , 𝑑𝑢𝐼
𝑡 ] is: 
𝑃(𝑑𝑢
𝑡 |Θ) =∏𝑝(𝑑𝑢𝑖
𝑡 > 0)
𝐼ℎ
𝑖=1
∏ 𝑝(𝑑𝑢𝑖
𝑡 = 0)
𝐼
𝑖=𝐼ℎ+1
                                            (48) 
where 𝑑𝑢𝑖
𝑡 > 0  for ∀𝑖 ∈ (1, 𝐼ℎ) , and  𝑑𝑢𝑖
𝑡 = 0  for ∀𝑖 ∈ (𝐼ℎ + 1, 𝐼) ,  𝑝(𝑑𝑢𝑖
𝑡 > 0) =
1
√𝜎2
𝜙 (
𝜏𝑢𝑖
𝑡
√𝜎2
) × |
𝜕𝜏𝑢,1…𝐼ℎ
𝑡
𝜕𝑑𝑢,1…
𝑡 𝐼ℎ
| and 𝑝(𝑑𝑢𝑖
𝑡 = 0) = Φ(
𝜏𝑢𝑖
𝑡
√𝜎2
),  𝜙 is the pdf and Φ is the cdf of the 
standard normal mean, |
𝜕𝜏𝑢,1…𝐼ℎ
𝑡
𝜕𝑑𝑢,1…
𝑡 𝐼ℎ
|  is the determinant of the 𝐼ℎ × 𝐼ℎ  Jacobian of the 
transformation from 𝑑𝑢,1…
𝑡 𝐼ℎ to 𝜕𝜏𝑢,1…𝐼ℎ
𝑡  (this is a continuous one to one mapping).  
This approach allows for zero donation as a corner solution to a constrained utility 
maximization problem. It also ensures that predicted expenditures will always be 
nonnegative and sum to the budget. Given the model we described, the researcher’s 
problem is to infer individual donor’s utility function parameters 
( 𝜶𝑢1, 𝜶𝑢2, 𝛽𝑢1, 𝛽𝑢2, 𝜎1, 𝜎2 ) given the observed budget allocations. We build these 
parameters in a Bayesian-Hieratical way: we model 𝜶𝑢1  as a random parameter that 
follows a multivariate Normal distribution, i.e., 𝜶𝑢1~𝑀𝑉𝑁(𝝁𝒂𝟏 , 𝛴𝒂𝟏). It captures donor 
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𝑢’s unique preferences towards different attributes of the project. The covariance matrix 
𝛴𝒂𝟏 , measures the correlation in preferences towards different attributes of the project. 
Similarly, we model 𝜶𝑢2~𝑀𝑉𝑁(𝝁𝒂𝟐 , 𝛴𝒂𝟐) , 𝛽𝑢1~𝑁𝑜𝑟𝑚𝑎𝑙(𝜃𝛽1 , 𝜎𝛽1)  and 
𝛽𝑢2~𝑁𝑜𝑟𝑚𝑎𝑙(𝜃𝛽2 , 𝜎𝛽2). The two variance parameters, 𝜎1~𝐼𝑛𝑣_𝐺𝑎𝑚𝑚𝑎(𝛼𝜎1,, 𝛽𝜎1,) and 
𝜎2~𝐼𝑛𝑣_𝐺𝑎𝑚𝑚𝑎(𝛼𝜎2,, 𝛽𝜎2)are shared by all donors for parsimony and allow pooling data 
across donors for more robust estimation. 
3.3.4 Integrate Awareness into Donor Budget Allocation 
In section 3.3.3, we assume the donor to be aware of all the 𝐼 available projects. In this 
section, we relax this assumption by integrating the awareness model into the budget 
allocation model. Whether a donor is exposed to a project, 𝑎𝑢𝑖
𝑡 , is hidden variable. Based 
on the discussion in Section 3.3.3, we model 𝑎𝑢𝑖
𝑡  using a Bernoulli distribution 
𝑎𝑢𝑖
𝑡  ~ 𝐵𝑒𝑟𝑛𝑜𝑢𝑙𝑙𝑖(𝜈𝑢𝑖
𝑡 ). The presence of  𝑑𝑢𝑖
𝑡 > 0 leads to 𝑎𝑢𝑖
𝑡 = 1—we assume that the 
donor was certainly aware of the project she donated to. For 𝑑𝑢𝑖
𝑡 = 0, we estimate the value 
of the exposure latent variable 𝑎𝑢𝑖
𝑡  as: 
𝐸[𝑎𝑢𝑖
𝑡 |𝛼𝑢𝑖
𝑔𝑖𝑣𝑖𝑛𝑔, 𝛼𝑢𝑖
𝑎𝑙𝑡𝑟𝑎, 𝛼𝑢
𝑜𝑢𝑡, 𝑑𝑢𝑖
𝑡 = 0] =
𝜈𝑢𝑖
𝑡 ∙ 𝑝(𝑑𝑢𝑖
𝑡 = 0|Θ)
𝜈𝑢𝑖
𝑡 ∙ 𝑝(𝑑𝑢𝑖
𝑡 = 0|Θ) + (1 − 𝜈𝑢𝑖
𝑡 )
                      (49) 
For notational convenience, we define 𝑝𝑢𝑖
𝑡 = 𝐸[𝑎𝑢𝑖
𝑡 |𝛼𝑢𝑖
𝑔𝑖𝑣𝑖𝑛𝑔, 𝛼𝑢𝑖
𝑎𝑙𝑡𝑟𝑎, 𝛼𝑢
𝑜𝑢𝑡, 𝑑𝑢𝑖
𝑡 = 0]. The 
probability of observing each  𝑑𝑢1
𝑡 , 𝑑𝑢2
𝑡 , … , 𝑑𝑢𝐼
𝑡  is: 
𝑝′(𝑑𝑢𝑖
𝑡 ) =
{
 
 
 
 
1
√𝜎2
𝜙 (
𝜏𝑢𝑖
𝑡
√𝜎2
) × |
𝜕𝜏𝑢,1…𝐼ℎ
𝑡
𝜕𝑑𝑢,1…
𝑡 𝐼ℎ
|                          𝑤ℎ𝑒𝑛 𝑑𝑢𝑖
𝑡 > 0
Φ(
𝜏𝑢𝑖
𝑡
√𝜎2
)𝑝𝑢𝑖
𝑡 + (1 − 𝑝𝑢𝑖
𝑡 )                             𝑤ℎ𝑒𝑛 𝑑𝑢𝑖
𝑡 = 0
                          (50) 
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Thus, the likelihood of observing 𝑑𝑢
𝑡 = [𝑑𝑢1
𝑡 , … , 𝑑𝑢𝐼
𝑡 ] is 
∏𝑝′(𝑑𝑢𝑖
𝑡 > 0)
𝐼ℎ
𝑖=1
∏ 𝑝′(𝑑𝑢𝑖
𝑡 = 0)
𝐼
𝑖=𝐼ℎ+1
                                                    (51) 
We adopt Gibbs-EM (Expectation Maximization) framework (Bishop 2006) to estimate 
this likelihood with hidden variables. This algorithm that iterates between estimating the 
donor’s allocation model and awareness model parameters (the Maximization step) and 
estimating whether the donor was aware of the projects she did not donate to (the 
Expectation step). Refer to Appendix A3.2 for more details. 
The three components in this paper model: 1) when will the donor return to the platform, 
2) how is the donor aware of particular project, and 3) how does she donate her available 
budget to different projects. These enables us to better understand donors’ path-to-
contribution (Section 3.4) and to derive optimal strategies for the funding platform and do 
platform level analysis and policy simulation (Section 3.5).  
3.4 Empirical Evaluation 
3.4.1 Data Description 
We obtain a unique dataset with all projects and donation records from DonorsChoose.org 
from the platform’s inception in March 2000 to Aug 2016. We restrict our analysis to 
projects launched after Jan 1, 2009 because before that the platform was relatively small—
it started operating nationwide only in 2008. To focus on contribution behavior of 
individual donors, we filter out donations from organization accounts held by 
DonorsChoose’s partners (e.g. Bill and Melinda Gates foundation) and exclude donations 
  
136 
paid through gift card (17.81% of the total donation) to make sure donors are spend real 
money.  Table 20 presents some of the descriptive statistics of the final dataset. 
Entities Counts 
Projects 992,037 
Teachers 361,564 
Donors 1,929,614 
Number of Donation 3,765,795 
Amount of Donation $187,890,645 
Donation Sessions 2,017,856 
Email Campaign 47,031,885 
Tweets 46,336 
Reddit Posts 407 
Instagram Posts 725 
Table 20. Descriptive Statistics of the DonorsChoose Dataset. 
 
3.4.2 Estimation Results 
We discuss some of the interesting findings from the parameter estimates in this section. 
The survival model results are shown in Table 21, the awareness model results are listed 
in Table 22, and the allocation model results are given in Table 23. First, we examine 
factors affecting the donors’ return to the platform. We observe that the effect of teachers’ 
Thank You letter is significant while the impact letters have somewhat weaker effect. 
Among the donor’s donation history variables, we find that if the prior donations of the 
donor led to successful funding of the projects (the “Sponsored-Project Success Rate”), the 
donors are more likely to return to the platform to donate again. Among the fundraising 
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campaign variables, the new notification regarding the new projects by the teacher to who 
a donor has donated before or a school to which the donor has donated before has a stronger 
effect than platform emails (both camping and system email). Among the social media 
campaigns, we detect that tweets have significant impact, while Reddit and Instagram posts 
do not, perhaps due to the broader reach of the former.  
 Parameters Mean P Value 
Teacher 
Feedback 
Thank You Letter 0.0086 0.004 
Impact Letter 0.0032 0.041 
Donation 
History of the 
Donor 
Already Donated Amount -0.0013 0.102 
Already Donated Number -0.0052 0.027 
Sponsored-Project Success Rate 0.0114 0.005 
Fundraising 
Campaign 
Platform Campaign Email  0.0015 0.105 
Platform System Email 0.0002 0.623 
New Project (Teacher Donated to Before) 0.0312 0.004 
New Project (School Donated to Before) 0.0108 0.006 
New Project (by Teacher who Introduced) 0.0515 0.002 
New Project (Associate with donated Giving Page) 0.0109 0.007 
Tweets 0.0054 0.034 
Reddit  0.0001 0.858 
Instagram 0.0001 0.824 
Table 21. Survival Model estimation results. 
 
Among the factors that are responsible for introducing a project into a donor’s awareness, 
we find that when there are new projects that associate with teacher/school/Giving Page 
the donor has previously donated, the donors are more likely to include them into their 
consideration set. But new project listed on the volunteer’s Giving Page that donor has 
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donated before have much weaker effect. For social media channels, we observe that both 
tweets on Twitter and posts on Reddit significantly impact donor’s awareness set but the 
impact of Instagram posts is not significant. One reason could be that Instagram is a picture 
sharing website while Reddit is focusing on topic discussion; it is the nature of different 
website leads to the different funding results. For platform-level promotions, the most 
urgent and nearby promotion on the homepage is much more effective comparing with 
email promotions when constructing awareness set. 
Factors that could introduce a project into a 
donor’s awareness 
Estimate p-value 
Platform Campaign Email 0.0835 0.001 
Most Urgent Promotion 0.1447 0.001 
Nearby Promotion 0.1276 0.001 
New Project (Teacher Donated Before) 0.1358 0.001 
New Project (School Donated Before) 0.0452 0.004 
New Project (Referral Teacher) 0.2035 0.001 
New Project (Associate with donated Giving Page) 0.0026 0.113 
Tweets 0.0925 0.001 
Reddit  0.0631 0.002 
Instagram 0.0002 0.452 
Table 22. The awareness model estimation results. 
 
 
Lastly, we examine the estimation results of donation allocation problem. Interestingly, the 
needs-driven attributes (e.g. number of students who will be impacted, poverty level) are 
not significant in self-serving utility part but they are significant in serving-others part. 
Meanwhile, the magnitude of their coefficients in self-serving part is higher than that of 
taste-driven attributes (same state, new projects from known teachers and schools, etc.). 
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Therefore, we can conclude that needs-driven attributes mainly affect serving-others utility 
part while taste-driven attributes affect both self-serving and serving-others utility. 
 Parameters Estimate p-value 
Factors affecting self-
serving utility 
Same State 0.0135 0.003 
New Project (Teacher Donated Before) 0.0186 0.001 
New Project (School Donated Before) 0.0164 0.002 
New Project (Referral Teacher) 0.0243 0.001 
New Project (Associate with donated Giving Page) 0.0142 0.003 
xth project of the teacher -0.0082 0.008 
Number of Student who will be impacted 0.0011 0.135 
Poverty Level  0.0041 0.028 
Factors affecting 
serving-others utility 
Same State 0.0163 0.001 
New Project (Teacher Donated Before) 0.0229 0.001 
New Project (School Donated Before) 0.0195 0.001 
New Project (Referral Teacher) 0.0253 0.001 
New Project (Associate with donated Giving Page) 0.0004 0.243 
xth project of the teacher -0.0084 0.007 
Number of Student who will be impacted 0.0105 0.002 
Poverty Level  0.0413 0.001 
 
 
Table 23. Allocation Model Parameter Estimation. 
 
 
To better interpret how each project attribute contributes to the donations raised, we 
calculate their marginal effects for each donation. The details of marginal effects 
calculations are provided in Appendix A3.1. The average marginal effect is shown in Table 
24.  
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Project Attribute Marginal Effect 
Same State $2.04 
New Project (Teacher Donated Before) $1.52 
New Project (School Donated Before) $0.57 
New Project (Referral Teacher) $3.56 
New Project (Associate with donated Giving Page) $0.82 
xth project of the teacher -$0.27 
Number of Student will impacted $0.03 
Poverty Level  $0.68 
Table 24.  Marginal effect of all project attribute for money allocation. 
 
We find out that New Project (Referral Teacher) has the highest marginal effect, indicates 
that donors are more willing to donate to those teachers who introduce them to the platform, 
which is in accordance with the finding from (Breeze 2010) that donors feel unable to alter 
previous decisions appear to be the emotional weight of revoking support for a charity: 
‘One problem with giving to charity is that once you start then it’s difficult to stop. I’m less 
enthusiastic about supporting some of my charities but one feels obliged to do it again’. On 
the other side, xth project of the teacher has negative effect, reveals that if the teacher 
already has several funded projects, the donors will donate less to her.  
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Figure 22. (left) Utility ratio histogram. (right) Different donation pattern based on the 
utility ratio between the utility from serving-others and the utility from self-serving. 
Next, we examine how heterogeneity of donors’ utility function affects their donation 
pattern. 
• To examine the relative effect of the self-serving vs the serving-others in the donation 
decisions, we first estimate the utility a donor received from each of these components 
for each donation in the dataset. The histogram of 𝑢𝑡𝑖𝑙𝑖𝑡𝑦_𝑟𝑎𝑡𝑖𝑜𝑢𝑖 =
𝜇𝑢𝑖
𝑠𝑒𝑙𝑓
𝜇𝑢𝑖
𝑜𝑡ℎ𝑒𝑟𝑠 is shown 
in Figure 22 (a). We find out that self-serving is a more important reason of donations 
(where 𝑢𝑡𝑖𝑙𝑖𝑡𝑦_𝑟𝑎𝑡𝑖𝑜 > 1) for 71.38% of the donations. 
• We are also interested in how the difference in 𝑢𝑡𝑖𝑙𝑖𝑡𝑦_𝑟𝑎𝑡𝑖𝑜  leads to different 
donation pattern. In Figure 22 (b), the x axis is 𝑢𝑡𝑖𝑙𝑖𝑡𝑦_𝑟𝑎𝑡𝑖𝑜 and we plot: 1) average 
geography distance between donor and school which the project is belong to.  2) 
average already fund rate of the project when the donor is trying to make a donation. 
We find out that 𝑢𝑡𝑖𝑙𝑖𝑡𝑦_𝑟𝑎𝑡𝑖𝑜  is negatively correlate with geography distance. 
According to (Agrawal, Catalini et al. 2015), this distance effect appears to proxy for a 
social effect: it is largely explained by funders who likely have an offline social 
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relationship with the teacher, their  friends and family that support teacher’s project. 
This explains that the donations driven by the self-serving are more likely to go the 
nearby projects because they have social connections. While donations driven by the 
serving-others are more open to projects even they are far away. We also notice that 
𝑢𝑡𝑖𝑙𝑖𝑡𝑦_𝑟𝑎𝑡𝑖𝑜 is also negative correlate with already_fund_rate, which indicates that 
the donations driven by self-serving are more likely to be the initial donations of the 
projects where donations driven by serving-others are more likely to go to the project 
that have already gained some donations. 
3.4.3 Model Evaluation 
We split the data into training/testing set by selecting the end time point of the training 
period (Aug 2015). This mimics the real-world situation where one observes users’ 
behavior from the past up to the current time, and the model is asked to predict the future 
given all the available data at hand. First, we evaluate the algorithms for donor return 
problem, or the survival model. Then in the second set of evaluations, assuming that the 
donor is present on the site, we apply the proposed allocation model to predict donor’s 
choice of project and donation amount. Finally, we integrate donors’ return and budget 
allocation problem to build a tool for teachers to help them predict how much donations 
they can gain from existing donors for a given project.  
3.4.3.1 Donors’ Visit to the Platform 
We first evaluate the performance of survival model on donor’s return problem. The 
confusion matrix of whether we can accurately predict the donor will return to the platform 
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to donate again is shown in Table 25. We observed the over prediction accuracy reaches 
97.72%. When the donor indeed back to the platform to donate, our prediction accuracy is 
94.51% and the accuracy reaches 97.73% when the donor doesn’t return. But this 
evaluation is not telling the full story and we don’t know how accurate the model can be 
when performing “when the donor will return”.  Therefore, for the case of we predict the 
donor will return and the donor indeed return prediction, we use mean absolute error 
(MAE), measured in weeks, to assess the model performance for return time prediction 
task in Table 26. To predict a single donor-return behavior, we search for a time point 
where the survival function 𝑃(𝑡𝑟𝑒𝑡𝑢𝑟𝑛 ≥ 𝑔𝑎𝑝) = 0.5. That is, we predict the median of the 
survival distribution. If at the end of the testing period, survival function still did not 
decrease to 0.5, we predict that the donor will not return. Only for those donors who return 
to the platform during the testing period, we compute the MAE of the predicted return week 
with the ground truth return week. 
 
Figure 23. Survival Model Prediction Example. 
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A sample outcome survival is depicted in Figure 23. The horizontal axis represents weeks 
after the previous donation session, and the vertical axis shows the probability of 
𝑃(𝑡𝑟𝑒𝑡𝑢𝑟𝑛 ≥ 𝑔𝑎𝑝) . The survival function is decreasing over time. At time zero, the 
probability 𝑃(𝑡𝑟𝑒𝑡𝑢𝑟𝑛 ≥ 0) is 1.0 (or 100% probability that the return time is larger than 
0). At 11 weeks, the probability is approximately half and therefore we predict that the 
donor will return to the platform after 11 weeks. 
               Groundtruth 
Prediction 
Not Return 
 
Return 
Not Return 1,976,476 56,461 
Return 12,097 972,819 
Table 25. Confusion matrix of survival model prediction. 
 
Model BIC MAE MAPE 
Proposed Model 427,875 2.28 16.28% 
Hawkes Process 638,254 3.27 24.49% 
Poisson Process 978,347 4.64 35.57% 
Table 26. Return time prediction results measured in MAE and MAPE for different models. 
 
 
We compare our model with two baseline methods (Jing and Smola 2017) that do not use 
fundraising campaign information, as described below. We find out that the proposed 
survival model would fit the data better (low BIC) and better prediction performance (low 
MAE and MAPE) than baselines. 
Poisson Process is a baseline predictor for survival analysis where the rate 𝜆𝑢(𝜓)  is 
assumed to be a simple donor-specific constant parameter.  
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Hawkes Process superposes on the Poisson process with a self-exciting recurrence. We 
use the following intensity function in our experiments, 
𝜆𝑢(𝜓) = 𝜆 + 𝜆𝑢 + ∑ 𝛼𝑢exp (−𝛽𝑢(𝜓
′ − 𝜓))
𝜓′<𝜓
                              (52) 
where 𝜆 is a shared rate across all users and 𝜆𝑢, 𝛼𝑢, 𝛽𝑢 are parameters to be learned for 
each user. 
3.4.3.2 Donation Allocation 
 
Table 27.  BICs, SMAPE (donation level) and predicted Donated Amount of alternate 
models.  
The average total donation amount during the testing period per donor is $97.38, total donation per 
donor is $ 98.25 and average number of donation is 1.04. 
 
 
In this section, we want to evaluate the performance of the awareness + allocation model. 
Based on the fact that if the donor will back to the platform to donate again, we evaluate 
our awareness + allocation model on the task of which project/how much to donate. Table 
27 compares the proposed model and a set of partial models: with/without awareness 
 Aware 
Model 
Reduced-
form 
allocation 
Self-
serving 
Serving-
others 
BIC SMAPE  Predicted 
Average 
Donation 
Predicted 
Total 
Donation 
Predicted  
Donation 
Number 
Setting 1  √   27,827,635 12.48%  $176.95 $976.24 5.47 
Setting 2 √ √   25,214,275 6.23%  $84.25 $161.43 1.82 
Setting 3    √ 22,135,382 6.48%  $55.45 $285.47 5.33 
Setting 4 √   √ 21,350,417 4.11%  $69.12 $151.63 2.25 
Setting 5   √  23,551,875 5.46%  $80.69 $129.48 1.54 
Setting 6 √  √  22,923,833 3.03%  $65.15 $73.01 1.05 
Setting 7   √ √ 22,651,778 4.14%  $73.31 $237.14 3.23 
Setting 8 √  √ √ 20,336,132 2.83%  $83.14 $101.26 1.24 
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model, its combination with different forms of allocation model. The full model uses utility 
function with two components: utility of self-serving feeling and utility of serving-others. 
Here we use each of its practical utility. Meanwhile, we also compare the utility 
maximizing allocation model with its reduced-form version where donated amount is 
modeled as a log-Normal distribution: 𝑑𝑢𝑖
𝑡 + 1 ~ 𝐿𝑜𝑔𝑁(𝛽𝑢3 + 𝜶𝑢3
′ 𝑋𝑢𝑖). We can integrate 
this reduced form allocation model with awareness model as well using a zero-inflated 
model (Lambert 1992): 
𝑑𝑢𝑖
𝑡 + 1 ~ 𝐿𝑜𝑔𝑁(𝛽𝑢3 + 𝜶𝑢3
′ 𝑋𝑢𝑖)  𝑓𝑜𝑟 𝑎𝑢𝑖
𝑡  = 1                                         (53) 
𝑑𝑢𝑖
𝑡 + 1 = 1  𝑓𝑜𝑟 𝑎𝑢𝑖
𝑡 = 0                                                          (54) 
The full model (Setting 8) has the lowest BIC in the compared set. This indicates that the 
full model better represents the data generated.  
From prediction perspective, for the donors in our sample, we predict their budget 
allocation decisions by solving the constrained utility maximization problem, using the 
estimated parameters (𝜶𝑢1, 𝜶𝑢2, 𝛽𝑢1, 𝛽𝑢2 ), and budget (𝑖𝑢
𝑡 ) for each donor. First note that 
the proposed model outperforms all other approaches on SMAPE (Symmetric Mean 
Absolute Percentage Error =
1
𝑇∗𝑈∗𝐼
∑ ∑ ∑
|𝑑𝑢𝑖
𝑡 −?̃?𝑢𝑖
𝑡 |
(|𝑑𝑢𝑖
𝑡 |+|?̃?𝑢𝑖
𝑡 |)/2
𝐼
𝑖=1
𝑈
𝑢=1
𝑇
𝑡=1 ), indicating that the 
proposed model can better predict the donors’ future behavior. Second, we find out that 
without the awareness model, the trained model overestimates the donation amount and the 
number of projects the donors will donate to, while it underestimates the donation per 
project is smaller comparing with groundtruth. We call this the “average effect”. The 
reason is that without the awareness model in training period, the allocation model will 
take all available projects into consideration while the donor just donates to a few projects. 
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With such a large choice pool, there will be projects that share many similar attributes to 
the donated project and they did not get donations from the donor. Therefore, when we 
train the model without awareness model, it is hard for the model to clearly separate 
donated/unchosen projects. The result is that in the testing period, the trained model will 
predict the donor will donate to much more projects while the donation amount to each 
project is much smaller.  
We also evaluate the performance of predicting donate/not donate of the proposed model, 
the confusion matrix is shown in Table 28. The proposed model can accurately predict the 
donation behavior: when the donor indeed donates, our prediction accuracy is 95.24% and 
the accuracy reaches 99.99% when the donor doesn’t donate. 
               Groundtruth 
Prediction 
not donate donate 
not donate (𝑑𝑢𝑖
𝑡 = 0) 261,174,458 4,968 
donate (𝑑𝑢𝑖
𝑡 > 0) 51,170 99,522 
Table 28. Confusion matrix of the allocation prediction. 
3.4.4 Teachers’ Diagnostic Tool 
We separately evaluate the survival model and allocation model in previous sections. In 
this section, we jointly evaluate two models to measure how well they can represent the 
donors’ behaviors in the testing period. We build this evaluation from teacher’s 
perspective. As a teacher who is launching a project on this platform, she is eager to know 
how much donation she can gain from the existing donors on the platform, then she can 
strategically plan her promotion, perhaps using her social network to recruit new donors to 
the platform to support the rest.  
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In this experiment, we do the predictions week by week in the testing period. At the 
beginning of each week, we treat all fundraising campaigns before that as known and 
predict 1) whether the donor will return to the platform, 2) which project she will donate 
to, and 3) how much they will donate. Specifically, the prediction MAE (mean absolute 
error) and MAPE (mean absolute percentage error) for all new projects in the testing period 
is shown in Table 29. Compared to other alternative model combinations, the proposed 
approach could more accurately predict the amount of money raised from existing donors. 
This shows that the model can be used as a diagnostic tool by the teachers to help them 
form a precise expectation of how much donation a project will receive. 
 MAE MAPE 
Hawkes Process + Setting 2 $122.34 23.13% 
Survival Model + Setting 2 $82.14 15.52% 
Hawkes Process + Setting 4 $96.25 18.21% 
Survival Model + Setting 4 $64.53 12.63% 
Hawkes Process + Setting 6 $86.14 16.68% 
Survival Model + Setting 6 $42.22 7.73% 
Hawkes Process + Setting 8 $55.36 10.61% 
Survival Model + Setting 8 $28.54 5.82% 
Table 29.  Project level donation prediction, MAE and MAPE comparison of different 
model combinations. 
 
We can gain insight into the teacher’s diagnostic tool by plotting the amount of donation, 
predicted by each approach against the groundtruth amount of donations gain by the project 
in the test period. Figure 24 shows that the predicted amount of donations by proposed 
approach closely mirrors the groundtruth donation amount from existing donors in the 
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testing period:  it predicts a small amount of donation to those projects who gain few 
donations from existing donors and in an appropriately larger amount of donations to those 
who are more successful at raising funds from existing donors. On the other hand, the 
model without awareness model are too ambitious at the low end and too cautious at the 
high end due to the “average effect”. For the utility function choice, if we only use the 
serving-others components, the predicted amount is biased to the project who can gain 
more donations, because donors are more likely to donate to the project that will get fully-
funded. Only use of self-serving in the utility function leads to the predicted amount being 
much lower than the ground truth, because the social connection and geography plays a 
bigger role in the utility function and donor are only likely to donate to the projects with 
such social connections.   
 
Figure 24.  Amount of predicted donations for different projects based on their observed 
donations. 
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Although we can accurately predict the amount of money raised from existing donors, the 
donation amount is still relatively small (average $158.49 per project and the average 
38.42% of donation from existing donors). Based on our understanding of donor’s donation 
dynamics, can we design fundraising campaign policy to better use of existing donor 
resource to maximize the fund raised and get more donations? We will do a policy 
simulation in next section. 
3.5 Policy Simulation 
Better understanding donor’s path-to-contribution will help the platform design optimal 
fundraising campaign policy to increase the realized fund amount. To achieve this goal, we 
start with three intuitive policies. The first two policies are designed from donor’s 
perspective to recommend their favored project to them, the third one is built from project 
perspective to recommend the project to its favored donors. Details of these policies are 
listed below: 
Policy 1 (donor’s most favored project). For each donor 𝑢 , calculate all projects’ 
marginal utilities at zero expenditure 𝜕𝜇𝑢𝑖
𝑡′ (0). Rank all projects from the highest to the 
lowest by 𝜕𝜇𝑢𝑖
𝑡′ (0), and denote the highest with 1′ and the lowest with 𝐼′ (i.e.,  1′, 2′, … , 𝐼′). 
For each donor, we design fundraising campaign to expose donor 𝑢 to project 1′. 
Policy 2 (donor’s rational decision when aware all available projects). Each donor is 
trying to maximizing her own utility. Therefore, the optimization objective and constrains 
are the same as that in section 3.3, the difference is we assume the donors will aware all 
available projects at that moment. The donors will donate to the projects that maximize her 
utility or don’t donate at all. 
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Policy 3 (project’s top 30 favored donors). For each project 𝑖, calculate its marginal 
utilities to all donors at zero expenditure 𝜕𝜇𝑢𝑖
𝑡′ (0). Rank all donors from the highest to the 
lowest by 𝜕𝜇𝑢𝑖
𝑡′ (0) , and denote the highest with 1′  and the lowest with 𝑈′  (i.e., 
 1′, 2′, … , 𝑈′). For each project, we design fundraising campaign to expose it to top 30 
donors in the list. 
Above policies are designed from donor or project angle. Can we design a fundraising 
campaign policy at platform perspective to maximize the realized donation amount on the 
whole platform? Whether the platform-level policy outperformance the above policies? In 
the rest of this section, we utilize the estimated model to help the platform design 
fundraising campaign policy to maximize realized funding amount, by constructing 
donor’s awareness set such that when they take utility maximizing donation decisions 
within this awareness set it will maximize the realized funding amount on the platform. 
For the policy simulation, we still use the projects in the testing period to simulate donors’ 
response. The policy is designed at weekly level. From platform perspective, we assume 
that donor 𝑢  will allocate her budget to 𝐼  possible projects at week 𝑡′ : 𝑑𝑢
𝑡′ =
[𝑑𝑢1
𝑡′ , 𝑑𝑢2
𝑡′ , … , 𝑑𝑢𝐼
𝑡′ ]. This policy simulation is trying to maximize the realized fund at each 
week 𝑡′: 
∑∑𝑃(𝐹𝑢𝑙𝑙𝐹𝑢𝑛𝑑|𝑠𝑡𝑎𝑡𝑢𝑠𝑖
𝑡′ , 𝑑𝑢𝑖
𝑡′ )𝑑𝑢𝑖
𝑡′
𝐼
𝑖=1
𝑈
𝑢=1
                                         (55) 
with the following constrains: 
∑𝑑𝑢𝑖
𝑡′
𝑖
+ 𝑑𝑢,𝑜𝑢𝑡
𝑡′ − 𝐼𝑛𝑐𝑜𝑚𝑒𝑢
𝑡′ = 0 𝑓𝑜𝑟 𝑎𝑙𝑙  𝑢 
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(−𝑑𝑢𝑖
𝑡′ ) ≤ 0 𝑓𝑜𝑟 𝑓𝑜𝑟 𝑎𝑙𝑙  𝑖 𝑎𝑛𝑑 𝑢 
∑𝑑𝑢′𝑖
𝑡′
𝑢′
≤ 𝑁𝑒𝑒𝑑𝑖
𝑡′  𝑓𝑜𝑟 𝑎𝑙𝑙  𝑖 
(
𝜕𝜇𝑢
𝑡′
𝜕𝑑𝑢,𝑜𝑢𝑡
𝑡′
−
𝜕𝜇𝑢
𝑡′
𝜕𝑑𝑢,𝑖
𝑡′
)𝑑𝑢𝑖
𝑡′ = 0   𝑓𝑜𝑟 𝑎𝑙𝑙  𝑖 𝑎𝑛𝑑 𝑢 
The reason we have 𝑃(𝐹𝑢𝑙𝑙𝐹𝑢𝑛𝑑|𝑠𝑡𝑎𝑡𝑢𝑠𝑖
𝑡′ , 𝑑𝑢𝑖
𝑡′ )  along with the donation 𝑑𝑢𝑖
𝑡′  in the 
optimization objective is because only those money contribute to the fully-funded project 
are considered as realized donation and we just want to maximize the realized donation 
amount on the platform. Meanwhile, for those projects at their initial stage but still don't 
attraction too much donations, 𝑃(𝐹𝑢𝑙𝑙𝐹𝑢𝑛𝑑|𝑠𝑡𝑎𝑡𝑢𝑠𝑖
𝑡′ , 𝑑𝑢𝑖
𝑡′ )  is still high and this 
optimization object will try to help those projects to get fully funded.  Solving this 
constrained optimization will ensure the platform to reach the maximal amount of realized 
funding over the simulation period. The first constraint will allow the donor to make full 
use of his income, the second constraint makes sure the donations are none-negative, the 
third constraint will limit the total donations to a project will not exceed its need, and the 
fourth constraint derives the donation amounts of the utility maximizing donor within the 
given choice pool. We use the learnt individual preference parameters for this constraint. 
Based on the optimal allocation results 𝑑𝑢
𝑡′
∗
= [𝑑𝑢1
𝑡′
∗
, 𝑑𝑢2
𝑡′
∗
, … , 𝑑𝑢𝐼
𝑡′
∗
] , if 𝑑𝑢𝑖
𝑡′
∗
> 0 , we 
design fundraising campaigns to expose donor 𝑢 to project 𝑖 at the beginning of week 𝑡′ 
via fundraising campaign email, once the donor returns to the platform, the home page 
promotion will also show this project. Otherwise, if 𝑑𝑢𝑖
𝑡′
∗
= 0, we do not expose this project 
to the donor. Here we only simulate the behavior of existing donors, new donors/special 
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partners and their donations are treated as exogenous and same as that in the testing period. 
When implementing above policies, we also add two more constrains: 1) In order to avoid 
to send too much donation request to the donors.  If the donor already donates at least once, 
the platform will not send any fundraising campaign to her within one month. 2) Each 
email campaign includes at most 6 projects and at most 6 projects promotion on the 
homepage (current system has 6 homepage promotions for each visit).  
Once exposed to the projects, we simulate the donors’ return to the platform behavior via 
the survival model and donation behavior via allocate model and awareness model. For the 
simulated donation results, when ∑ 𝑑𝑢′𝑖
𝑡′
𝑢′ > 𝑁𝑒𝑒𝑑𝑖
𝑡′ , the excess amount is returned to 
donors proportionally based on their donation amount. But if the project still didn't get 
enough funds after the expiration date, the donations will return to donors. The simulated 
donation results of all policies are listed in Table 30. 
Model 
Average Fund 
Rate from 
existing donor 
Realized Utility per 
Donor 
# of Full-
funded 
Projects 
Realized 
Donation 
Amount 
# of 
Donation Donation Outside 
Current System 38.42% 0.576 8.342 86,117 $ 13,648,719 183,223 
Policy 1 38.78% 0.582 8.341 87,015 $13,787,187 185,231 
Policy 2 41.53% 0.623 8.335 93,163 $14,775,745 198,144 
Policy 3  41.33% 0.615 8.339 92,718 $14,692,745 197,225 
Proposed Policy 46.83% 0.641 8.328 103,786 $16,815,286 224,084 
Table 30. Simulated donation results from existing donor under different fundraising 
campaign policies. 
 
First, we calculate the fund rate from existing donors as  
𝑚𝑜𝑛𝑒𝑦 𝑓𝑟𝑜𝑚 𝑒𝑥𝑖𝑠𝑡𝑖𝑛𝑔 𝑑𝑜𝑛𝑜𝑟
𝑟𝑒𝑞𝑢𝑒𝑠𝑡𝑒𝑑 𝑎𝑚𝑜𝑢𝑛𝑡 𝑚𝑜𝑛𝑒𝑦
 for each 
project. We estimate that under the proposed strategy the funding rate will increase by 
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21.83% or $3,164,859 more donations from the existing donors. It will also result in 
successfully funding 17,708 more projects (+20.51%) compared to the current system. We 
can gain some additional insights from the policy simulations comparisons: 
1. Policy 1 is slight better than current system, which demonstrate that designing 
optimal policy for each donor to better match donor-project pair could attract more 
donors to donate to improve the fundraising amount. 
2. Comparing with policy 1, policy 2 is trying to maximize donor’s utility by 
optimally allocating each donor’s budget when they aware all available projects. 
For those donors who are willing to donate to more than one projects, this policy 
will allow them to donate more. 
3. Surprisingly, we find out that policy 2 is slight better than policy 3. Even though 
policy 3 is designed from project prospective, but after expose to those projects 
assigned by policy 3, the donor is still making utility maximizing decision. 
Therefore, policy 2 and policy 3 have similar performance. The reason policy 2 is 
slightly better is because some donors might be top donors to a project, but from 
donor perspective, this project might be still not attractive enough comparing with 
other projects and finally he will not donate. 
4. Basically, policy 1 and policy 2 are designed from donor-perspective, while 
proposed policy are designed from platform perspective. The simulation results 
show that platform based policies are better and will bring out more donations. The 
advantage of the proposed model comes from two parts: 1) The proposed model 
will dynamically allocate the budget into assigned projects. While some projects 
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are very popular but don't need so many donations, the proposed approach will only 
show those relatively less-popular but still attractive projects to the donors (with 
the fourth constrain, those relatively less-popular projects are still attractive to the 
donor and will still get donations), which will dynamically allocate the donations 
to less-favorable projects. 2). Once those less- popular projects gain some initial 
donations, the other donors will interpret that these projects are more likely to get 
fully-funded and their utility of donating this project will increase correspondingly. 
Therefore, these projects are more likely to attract donations in next period, which 
will form positive feedback.  
5. The utility of donations per donor increases with the amount of money they give to 
the charitable platform, while the utility from outside option decrease because they 
spend less money there. However, under this optimal matching scheme the increase 
in utility gain from donations exceeds the utility lost from outside option. This 
increases and maximized the overall welfare (utility from donation+ utility from 
outside option) per donor when adopting the proposed policy. 
3.6 Conclusion 
We develop a model of utility maximizing donor based on self-serving and serving-others 
motivations to understand heterogeneous donor-behavior on cause-based crowdfunding 
platforms. The model captures donors’ return to the crowdfunding website in response to 
various philanthropic requests and how they decide which projects and how much to 
donate. Our experiments with the model reveal the particular importance of modeling 
donors’ search behavior, i.e., how they become aware of the projects and process relevant 
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information about these projects. Taking into account such search process significantly 
increases model fit and the model’s prediction power, whereas ignoring this part leads to 
biased model estimation and low prediction performance. The empirical results 
demonstrate that donors are more likely to return to the platform when there is a new project 
associated with the teacher or school the donor has previously donated to and if their 
previous donations have led to successful project-funding.  
Our research complements the literature in online communities in general, and cause-based 
crowdfunding in particular, by exploring the unique characteristics of charitable 
crowdfunding communities. On the digital platforms studied in the literature, user 
participation is characterized by continuous engagement and interactions with other users 
(e.g., users visit the website and contributes to the platform on a daily basis). In the unique 
charitable crowdfunding context we study, however, donor engagement is characterized by 
time-bounded, project-based interactions. It is often unclear whether donors will continue 
to contribute to the crowdfunding platform when their preferred teachers/schools are not 
seeking funding support. In fact, our empirical result shows that donors turn less active on 
the platform after making a contribution but become active again when there is a new 
project associated with the teacher or school the donor has previously donated to.  
Our study takes a more holistic view of donors’ path to contribution, from collecting and 
processing donation requests, visiting the crowdfunding platform, to selecting a set of 
candidate projects, and to making donation decisions. This helps us understand donors’ 
path-to-contribution. We demonstrate that using the estimated model the platform can 
forecast the future donations from their patrons and diagnose the potential for new projects 
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to be successful. Finally, we show through a set of policy simulations that using the 
estimated model, the platform could design a personalized project recommender system to 
maximize total revenue raised, leveraging the global knowledge of all donors and projects, 
while improving the donor’s utility by matching them with the projects they care about, 
leveraging the micro-model of donor’s preference. 
This study has a few limitations, which present opportunities for future work. First, we 
extend prior models of donor behavior by incorporating awareness sets into donors’ 
decision-making process. Since clickstream data about each donor are not available in our 
setting, we have to rely on a latent approach to construct a donor’s awareness sets, which 
already significantly increases the model’s predictive power—indicating that it better 
approximates the donor’s actual behavior. Future research, provided the donors’ 
clickstreams were available, could more accurately measure a donor’s awareness sets from 
the donor’s click activities. It is possible such direct observation will further improve the 
model’s predictive performance. Second, due to lack of donor level economic data, we rely 
on county level averages of the donor’s socio-economic status to approximate donors’ 
status. If a future study can collect donor-level economic data it might be able to more 
precisely estimate the donors’ utility function leading to a more accurate model for 
prediction and diagnosis. 
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SUMMARY 
 
This thesis focuses on the understanding user’s decision journey on various online 
environments: multi-channel retailing, online media consumption, and crowdfunding 
platforms, where technology, people, and firm strategies interact.   
The first chapter propose a statistical model based approach to identify characteristic paths 
lead to purchase from consumers’ activity level datasets. Most digital sellers are faced with 
these kinds of data but there are few practical and academic approach available to address 
this problem. Specifically, neither of these streams of research try to reveal how, the 
characteristic paths through which, the marketing events result in purchase. Managers can 
use such characteristic paths to purchases to better understand and communicate their 
customer’s shopping behavior—this need is highlighted in trade publication articles. I offer 
one of the first approaches to extract such paths. I demonstrate that this approach is more 
effective at predicting individual users’ future purchase than numerous alternatives. 
Additionally, I illustrate, via policy simulations, how managers can use uncovered paths to 
dynamically optimize marketing campaigns for each decision-journey segment. 
The second chapter focuses on user’s decision journey within the short span of online 
media consumption sessions by following their sequential selection of multiple articles 
within a session. The unique feature of online media consumption is that a reader is rarely 
“done” after consuming one news item, nor does she feel limited in a given session to 
selecting from only one of the numerous categories available, which is quite different from 
the scenario where a consumer typically chooses only one of several offered physical 
products on a given consumption occasion. A reader could have a breadth of interests and 
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a general news/media site offers content on a host of categories, which provides an 
opportunity to fulfill those interests. Such a reader may want to consume multiple items 
from a diverse set of categories and what is most relevant at each stage of the session could 
change with her prior consumptions due to the satiation, leading to the variety seeking 
behavior. I developing a multi-category utility model that captures consumers’ preference 
towards different types of content, how quickly they satiate with one type and substitute it 
with another, and how they trade off potentially higher value from their own costly search 
efforts with the convenience of selecting from a recommended list to find new content. 
Taken together, these three elements enable us to characterize how utility-maximizing 
consumers seek diversity over the course of a session and how likely they are to click on 
content recommended to them. Empirical results have that the proposed model could better 
predict reader’s variety seeking behavior and I also show through policy simulations that 
using this approach could increase user engagement by 23%.  
First two chapters model the process of how digital user use their resources (e.g. money 
and time) to fulfill their own interests. In the third chapter, I turn to the scenario to model 
decision journey of digital users to help others, where the contributors are both budget and 
time bound. I develop a model to understand donors’ path-of-contribution on education 
crowdfunding platforms based on various theories: from receiving and processing donation 
requests, visiting the crowdfunding platform, to selecting a set of candidate projects, and 
to making donation decisions, which enable proposed model to accurately estimate the 
donor’s future return and their donation behaviors. Finally, using a set of policy 
simulations, I show that the platform can use our model to design optimal personalized 
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promotion strategies—by suggesting projects to the donors that are likely to create higher 
utility for the donors—while maximizing realized funding by taking a global view of all 
available projects and existing donors’ interests. 
Future Directions 
The fast development of various digital systems and availability of the data makes this field 
rife with research opportunities. There are several logical extensions of the presented work. 
The multi-category utility based approach can be applied to scenarios where readers visit 
different websites to consume online media, which allows us not only to capture how reader 
selects content from different categories over time in a session but also model how reader 
choose article from different websites, based on their reading experience and the article 
promotion strategies from different websites. In such an application, we can analyze the 
competition and co-operation strategies of different websites to attract readership based on 
their news supplies and different promotion strategies. Another promising extension is to 
integrate clickstream data with the donor’s path-to-contribution. With donors’ clickstreams 
data, one could more accurately construct donors’ awareness set from the donor’s click 
activities using different fundraising campaign data. It is possible such direct observation 
will further improve the model’s predictive performance and more accurately measure the 
effectiveness of different fundraising campaigns. 
All of the above researches use time-series data with different granularity to understand 
digital user’s decision journey; recurrent neural network such as LSTM (Long Short Term 
Memory networks) is natural extensions of these models for representing and analyzing 
such data. However, several interesting open research problems still remain. First, neural 
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network is flexible enough to approximate continuous functions on compact subset of 𝑅𝑛, 
which make it a powerful tool to predict future events. But the connectivity nature of neural 
network makes it a black box and it is hard to interpret the causal effect from the input to 
the output. Linking the neural state with the input and give explanations to the neural state 
will get both practical and academic values. Second, LSTM will automatically forget/ keep 
information in the memory for different tasks. It would be very interesting to rigorously 
study the “memory length” of for different tasks and link the “memory length” with 
existing theories or develop new theories on this aspect.  
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APPENDIX for Chapter 1 
A1.1 Copula to capture the contemporaneous correlation 
To model the contemporaneous correlation among the component time series first the 
Normal quantiles of the probability integral transform (PITs) of each endogenous variable 
is calculated using the formula: 
𝑥𝑖𝑗
∗𝑡 = 𝛷−1 (𝐹(𝑥𝑖𝑗
𝑡 |𝑴𝒊
𝒕; 𝜣𝒋))                                                     (56) 
where, 𝐹 is the cumulative density function (CDF) of 𝑓 and 𝛷−1 is the inverse function of 
the CDF, or Quantile function, of a standard Normal distribution. It can be readily verified 
that 𝑥𝑖𝑗
∗𝑡  is zero when 𝑥𝑖𝑗
𝑡  is equal to the median of 𝑓(𝑥𝑖𝑗
𝑡 |𝑴𝒊
𝒕; 𝜣𝒋), positive when 𝑥𝑖𝑗
𝑡  is 
higher than the median, and negative when it is lower than the median. By construction, 
𝑥𝑖𝑗
∗𝑡 follows a Normal distribution. Therefore, 𝑥𝑖𝑗
∗𝑡 corresponds to the part of the endogenous 
variable that is not explained by the autoregressive part, similar to the error term in Eq. (1). 
Under Normal copula the vector 𝒙𝒊
∗𝒕 follows the copula density (Song 2000):  
𝑐(𝒙𝒊
∗𝒕, 𝜮) = |𝜮|−
1
2 exp(
1
2
(𝒙𝒊
∗𝒕′(𝐼 − 𝜮−1) 𝒙𝒊
∗𝒕)) = 𝑐(𝒙𝒊
𝒕; 𝜮, 𝜣)                     (57) 
The covariance matrix 𝜮 captures the covariance of the endogenous variables that are not 
explained by the lagged endogenous variables and exogenous variables. The density 
assigned by the copula to the dependence of the original variables 𝑥𝑖𝑗
𝑡  is a function of the 
parameter 𝜣𝒋 because according to Equation (60), 𝑥𝑖𝑗
∗𝑡 is a function of model parameter 𝜣𝒋. 
The copula density is defined as shown in Equation (61) when the 𝑥𝑖𝑗
𝑡  are continuous 
variables. When they are not, such as counts of consumer activities, continued extensions 
of discrete variables proposed by Heinen and Rengifo (2007) could be used to first 
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transform the 𝑥𝑖𝑗
𝑡  to continuous variables before using the Equation (61). Using Equation 
(2) and (4), the joint density for all 𝐼 consumers can be written as the product of marginal 
densities and the multivariate Normal copula: 
𝑃(𝑋|𝜣, 𝜮) =∏𝑃(𝑿𝒊; 𝜣, 𝜮)
𝐼
𝑖=1
=∏ ∏ 𝑐(𝒙𝒊
∗𝒕; 𝜮)∏𝑓(𝑥𝑖𝑗
𝑡 |𝑴𝒊
𝒕; 𝜣𝒋)
𝐽
𝑗=1
𝑇𝑖
𝑡=𝑝+1
𝐼
𝑖=1
          (58) 
The parameters (𝜣,𝜮) can be estimated using maximum likelihood estimation. These 
parameters determine the evolution of the consumer’s time series. Specifically, dynamic 
interactions between activities are captured through the cross/own variable lagged effects 
(𝜣) and the contemporaneous effects (𝜮). 
A1.1.1 Continued Extension of Discrete Variables for Copula 
The copula model works under the assumption of all marginal distributions being 
continuous. But when dealing with the with count data, the assumption does not hold. To 
overcome the problem, we use the continued extension of a discrete variable by adding a 
continuous variable 𝑈 to each discrete variable. Based on Heinen and Rengifo (2007), we 
add a random variable 𝑈𝑖,𝑗
𝑡  ~ 𝑈𝑛𝑖𝑓𝑜𝑟𝑚(0,1)  to the discrete variable 𝑥𝑖,𝑗
𝑡  to create its 
continued extension:  
𝑥𝑖𝑗
𝑡 ∗ = 𝑥𝑖𝑗
𝑡  +  (𝑈𝑖,𝑗
𝑡  –  1)                                                         (59) 
Then, we calculate 𝑧𝑖,𝑗
𝑡 , the CDF of generating 𝑥𝑖𝑗
𝑡 ∗ based on ZIP, by the following formula: 
𝑧𝑖,𝑗
𝑡 = 𝐹𝑧𝑖𝑝(𝑥𝑖𝑗
𝑡 ∗ ) = 𝐹𝑧𝑖𝑝(𝑥𝑖,𝑗
𝑡 − 1) + 𝑓𝑧𝑖𝑝(𝑥𝑖,𝑗
𝑡 ) × 𝑈𝑖,𝑗
𝑡                                (60) 
Then, we calculate 𝑢𝑖,𝑗
𝑡 , the Normal quantiles of the probability integral transforms of 𝑋𝑖,𝑗
𝑡  
under the marginal densities ZIP from 𝑧𝑖,𝑗
𝑡 : 
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𝑢𝑖,𝑗
𝑡 = Φ−1(𝑧𝑖,𝑗
𝑡 )                                                                   (61) 
where Φ−1 is the inverse standard Normal distribution function. 
A1.1.2 Copula Correlated Endogenous Variables and the Mean Function 
Given the estimated copula correlation 𝛴  a vector of endogenous variables with 
contemporaneous correlation can be drawn from the marginal count data distribution DIST 
(ZINB or ZIP in our application) according to the following process (Barbiero and Ferrari 
2015).  
1. 𝒙𝒕~𝑀𝑉𝑁(0, 𝛴) 
2. 𝒑𝒕~𝐶𝐷𝐹𝑁𝑜𝑟𝑚𝑎𝑙(0,1)(𝒙
𝒕) 
3. 𝒅𝒕~𝐶𝐷𝐹𝐷𝐼𝑆𝑇
−1 (𝒑𝒕;  𝑀𝑚𝑒𝑎𝑛
𝑡 , 𝛩) 
where, 𝒅𝒕  is a draw from the ZIP marginal distributions with parameters 𝛩  and 
contemporaneous correlation captured by the copula covariance matrix 𝛴, when the lagged 
values of the endogenous variables are 𝑀𝑚𝑒𝑎𝑛
𝑡 . Therefore, the mean of 𝒅𝒕 is given by the 
following function: 
𝝁𝒕 = 𝑚(𝓜𝒎𝒆𝒂𝒏
𝒕 )
= ∫ …∫ 𝜑(𝒙𝒕, 0, Σ)
∞
−∞
𝐶𝐷𝐹𝐷𝐼𝑆𝑇
−1 (𝐶𝐷𝐹𝑁𝑜𝑟𝑚𝑎𝑙(𝒙
𝒕);𝓜𝒎𝒆𝒂𝒏
𝒕 , 𝛩)
∞
−∞
𝑑𝑥1
𝑡 …𝑑𝑥𝐽
𝑡 
where 𝜑(𝒙𝒕; 0, Σ) is the probability of generating 𝒙𝒕 based on the multivariable Normal 
distribution, whose  mean is 0 and variance is 𝛴. For the 𝑗th element of 𝝁𝒕 we get the 
following expression: 
  
165 
𝜇𝑗
𝑡 = ∫ …∫ 𝜑(𝑋𝑡; 0, Σ)
∞
−∞
𝐶𝐷𝐹𝐷𝐼𝑆𝑇
−1 (𝐶𝐷𝐹𝑁𝑜𝑟𝑚𝑎𝑙(𝑥𝑗
𝑡);𝓜𝒎𝒆𝒂𝒏
𝒕 , 𝛩𝑗)
∞
−∞
𝑑𝑥1
𝑡 …𝑑𝑥𝐽
𝑡
= ∫ 𝐶𝐷𝐹𝐷𝐼𝑆𝑇
−1 (𝐶𝐷𝐹𝑁𝑜𝑟𝑚𝑎𝑙(𝑥𝑗
𝑡);𝓜𝒎𝒆𝒂𝒏
𝒕 , 𝛩𝑗)𝑑𝑥𝑗
𝑡∫ …∫ 𝜑(𝑋𝑡; 0, Σ)𝑑𝑥1
𝑡 …𝑑𝑥𝐽
𝑡
∞
−∞
∞
−∞
∞
−∞
= ∫ 𝐶𝐷𝐹𝐷𝐼𝑆𝑇
−1 (𝐶𝐷𝐹𝑁𝑜𝑟𝑚𝑎𝑙(𝑥𝑗
𝑡);𝓜𝒎𝒆𝒂𝒏
𝒕 , 𝛩𝑗)𝜑(𝑥𝑗
𝑡; 0, Σ𝑗𝑗)𝑑𝑥𝑗
𝑡
∞
−∞
 
where 𝐶𝐷𝐹𝑁𝑜𝑟𝑚𝑎𝑙  is the standard normal CDF. Based on the above derivative, the off-
diagonal elements of the copula covariance matrix are not involved in the mean calculation. 
If inverse of marginal CDF was continuous, we can get the differential of this mean 
function directly. But since  𝐶𝐷𝐹𝐷𝐼𝑆𝑇
−1  is discrete, we need to transform the above equation 
in the following manner to calculate the differential. Set 
𝑧𝑖 = 𝑧𝑖(𝓜𝒎𝒆𝒂𝒏
𝒕 ; 𝛩) = 𝐶𝐷𝐹𝑁(0,1)
−1 (𝐶𝐷𝐹𝐷𝐼𝑆𝑇(𝑖;𝓜𝒎𝒆𝒂𝒏
𝒕 , 𝛩)) 
Note 𝑧𝑖(𝓜𝒎𝒆𝒂𝒏
𝒕 ; 𝛩)  is continuous and differentiable with respect to the continuous 
variable 𝓜𝒎𝒆𝒂𝒏
𝒕 . Using the result  
lim
𝑁→∞
𝑧𝑁 =∞, because lim
𝑁→∞
𝐶𝐷𝐹𝐷𝐼𝑆𝑇(𝑁;𝓜𝒎𝒆𝒂𝒏
𝒕 , 𝛩) = 1 
𝜇𝑗
𝑡 can be written as 
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𝜇𝑗
𝑡 = ∫ 𝐶𝐷𝐹𝐷𝐼𝑆𝑇
−1 (𝐶𝐷𝐹𝑁𝑜𝑟𝑚𝑎𝑙(𝑥𝑗
𝑡);𝓜𝒎𝒆𝒂𝒏
𝒕 , 𝛩𝑗)𝜑(𝑥𝑗
𝑡; 0, Σ𝑗𝑗)𝑑𝑥𝑗
𝑡
∞
−∞
= lim
𝑁→∞
∑𝑖∫ 𝜑(𝑥𝑗
𝑡; 0, Σ𝑗𝑗)𝑑𝑥𝑗
𝑡
𝑧𝑖
𝑧𝑖−1
𝑁
𝑖=0
= lim
𝑁→∞
∑𝑖 × (Φ(𝑧𝑖; 0, Σ𝑗𝑗) − Φ(𝑧𝑖−1; 0, Σ𝑗𝑗))
𝑁
𝑖=0
= lim
𝑁→∞
∑(Φ(𝑧𝑁; 0, Σ𝑗𝑗) − Φ(𝑧𝑖; 0, Σ𝑗𝑗))
𝑁−1
𝑖=0
= lim
𝑁→∞
∑(1 −Φ(𝑧𝑖; 0, Σ𝑗𝑗))
𝑁−1
𝑖=0
 
Last step uses the result lim
𝑁→∞
𝑧𝑁 =∞ ⇒ lim
𝑁→∞
Φ(𝑧𝑁; 0, Σ𝑗𝑗) = 1.  
In our empirical observation 𝜇𝑗
𝑡 = lim
𝑁→∞
∑ (1 − Φ(𝑧𝑖(𝓜𝒎𝒆𝒂𝒏
𝒕 ; 𝛩); 0, Σ𝑗𝑗))
𝑁−1
𝑖=0  converges 
quickly as 𝑁 increases and in our application context above 𝑁 = 20 mean doesn’t increase 
significantly. Each term in the sum is differentiable with respect to 𝓜𝒎𝒆𝒂𝒏
𝒕 . Using this 
formulation differential of 𝜇𝑗
𝑡  can be computed even for discrete marginal distributions 
such as Zero Inflated Poisson or Zero Inflated Negative Binomial distribution. 
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A1.2 Estimation of the Mixture Models 
A1.2.1 Expectation Maximization Algorithm to Estimate CGMAR 
The log likelihood of the CGMAR is: 
∑log {∑𝑃(𝑧𝑘)𝑃(𝑿𝒊| 𝜣𝒌 , 𝜮𝒌 )
𝐾
𝑘=1
}
𝐼
𝑖=1
                                            (62) 
where 𝜣𝒌  and 𝜮𝒌  are the parameters of the GMAR model for cluster 𝑘 . 𝑃(𝑧𝑘) is the 
probability of a random user belonging to cluster 𝑘. 𝑃(𝑿𝒊| 𝜣𝒌 , 𝜮𝒌 ) is the probability of 
generating time series data 𝑿𝒊 based on parameter 𝜣𝒌  and 𝜮𝒌 . Because the sum is within 
the log function in Equation (63), the parameters ( 𝜣𝒌 , 𝜮𝒌 ) for different clusters are 
dependent on each other, thus must be jointly estimated. We develop an algorithm under 
the Expectation Maximization framework to estimate these parameters. This has two 
iterative steps. In the E-step, we calculate the membership of each consumer to each cluster 
using the current estimate of the parameters: 
𝑟𝑖𝑘 = 𝑃(𝑧𝑘 = 1|𝑿𝒊) =
𝑃(𝑧𝑘)𝑃(𝑿𝒊|𝑧𝑘 = 1)
∑ 𝑃(𝑧𝑘′)𝑃(𝑿𝒊|𝑧𝑘′ = 1)
𝐾
𝑘′=1
=
𝑃(𝑧𝑘)𝑃(𝑿𝒊| 𝜣𝒌 , 𝜮𝒌 )
∑ 𝑃(𝑧𝑘′)𝑃(𝑿𝒊| 𝜣𝒌′ , 𝜮𝒌′ )
𝐾
𝑘′=1
      (63) 
where 𝑟𝑖𝑘 represents the probability of assigning consumer 𝑖 to cluster 𝑘. In the M-step, 
we estimate the values of the cluster specific parameters ( 𝜣𝒌 , 𝜮𝒌 ) that maximize the 
following expectation of the complete data log likelihood. 
∑∑𝑟𝑖𝑘log (𝑓(𝑿𝒊; 𝜣𝒌 ))
𝐾
𝑘=1
𝐼
𝑖=1
+∑∑𝑟𝑖𝑘 log (𝑐(𝑿𝒊
∗; 𝜮𝒌 )) 
𝐾
𝑘=1
𝐼
𝑖=1
+∑∑𝑟𝑖𝑘 log 𝑃(𝑧𝑘)
𝐾
𝑘=1
𝐼
𝑖=1
 (64) 
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where, 𝑿𝒊
∗  is the entire set of Normal quantiles of PITs for the user 𝑖 . 𝑓(𝑿𝒊; 𝜣𝒌 ), the 
probability of the user 𝑖’s data according to the marginal distributions of the time series 
components under the cluster 𝑘, is given as: 
𝑓(𝑿𝒊; 𝜣𝒌 ) = ∏ ∏𝑓(𝑥𝑖𝑗
𝑡 |𝑴𝒊
𝒕; 𝜣𝒌 )
𝐽
𝑗=1
𝑇𝑖
𝑡=𝑝+1
                                          (65) 
𝜣𝒌  can be estimated by maximizing ∑ 𝑟𝑖𝑘log (𝑓(𝑿𝒊; 𝜣𝒌 ))
𝐼
𝑖=1  from Equation (65) for each 
𝑘, which is equivalent to estimating 𝐾 separate weighted GLM with 𝑟𝑖𝑘 as the weight. 𝜮𝒌  
can be estimated via maximizing ∑ 𝑟𝑖𝑘 log (𝑐(𝑿𝒊
∗, 𝜮𝒌 ))
𝐼
𝑖=1  separately for each 𝑘, which is 
equivalent to solving the Gaussian Mixture Model.22 According to Bishop (2006), the 
maximum likelihood estimation of covariance matrix for the Gaussian Mixture Model is: 
𝜮𝒌
̂ =
∑ 𝑟𝑖𝑘 ∑ 𝒙𝒊
∗𝒕𝒙𝒊
∗𝒕′𝑇
𝑡=𝑝+1
𝐼
𝑖=1
∑ 𝑟𝑖𝑘
𝐼
𝑖=1 × (𝑇 − 𝑝)
                                                   (66) 
Finally, the third summand ∑ ∑ 𝑟𝑖𝑘 log 𝑃(𝑧𝑘)
𝐾
𝑘=1
𝐼
𝑖=1  is maximized by ?̂?(𝑧𝑘) =  ∑ 𝑟𝑖𝑘
𝐼
𝑖=1 𝐼⁄ . 
This is the relative weight of each cluster. The EM algorithm executes the E- and M-steps 
iteratively until the parameters converge. It has two outcomes: assignment of consumers to 
the clusters, 𝑟𝑖𝑘, or a segmentation, and the parameters 𝜣𝒌 , 𝜮𝒌  for each cluster that will be 
used to obtain the path to purchase for each cluster. An advantage of estimating the 𝜣𝒌  
                                                 
22 𝑿𝒊
∗ is a function of 𝜣. Hence the second summand is not strictly separable from the first. However, 
Patton, A. J. (2006). "Estimation of multivariate models for time series of possibly different lengths." 
Journal of Applied Econometrics 21(2): 147–173. has shown that a 2-step procedure that separately 
estimates 𝜣 and 𝜮𝒌 leads to consistent estimates of the parameters. The first step estimates the 
coefficient 𝜣 only on the basis of the marginal data, or the first summand in Eq. (7). In the second step 
the estimated 𝜣 is used to compute the 𝒙𝒊
∗𝒕, which is used to estimate 𝜮𝒌. It is same as the process we 
follow in each M-step. 
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and 𝜮𝒌  at the group level in an endogenous manner, as opposed to estimating the 
parameters separately for each consumer and then clustering them based on the similarity 
between the parameters, is the ability to use more data in estimating the parameters. In 
maximizing the first summand of Equation (65) we estimate the parameters of each cluster 
using the data from all the consumers—each consumer gets a weight equal to the 
probability of belonging to a cluster. Although the cluster level parameters are estimated 
from the data on all the consumers, as each consumer’s degree of membership to the 
clusters is unique, we capture their unique activity-to-activity progression as a combination 
of typical behavior of consumers in 𝐾 clusters. Thus, the algorithm mitigates the sparsity 
problem while capturing the uniqueness of each consumer’s path. 
A1.2.2 Monte Carlo EM to Estimate rCGMAR 
The log likelihood of the rCGMAR is: 
∑log {∑𝑃(𝑧𝑘)𝑃(𝑋𝑖| 𝛩
𝑖
𝑘 , 𝛴𝑘 )𝑃( 𝛩
𝑖
𝑘 | 𝛩𝑘 , Ψ𝑘 )
𝐾
𝑘=1
}
𝐼
𝑖=1
                               (67) 
where 𝛩𝑖𝑘  is the of random coefficients for user 𝑖  from the cluster 𝑘 . This random 
coefficient is generated from the prior Normal distribution, 𝛩𝑖𝑘 ~𝑁𝑜𝑟𝑚𝑎𝑙( 𝛩𝑘 , 𝛹𝑘 ) , 
where 𝛩𝑘  is the mean and 𝛹𝑘  is the covariance for generating random coefficients for 
cluster k. 𝛴𝑘  is the copula covariance parameter—a parameter shared by everyone in the 
cluster 𝑘. The full hierarchical Bayesian model is presented below: 
1. 𝛩𝑖𝑘 ~𝑁𝑜𝑟𝑚𝑎𝑙( 𝛩𝑘 , 𝛹𝑘 ) 
2. 𝛩𝑘 ~𝑁𝑜𝑟𝑚𝑎𝑙(𝛩𝛩, Σ𝛩) 
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3. 𝛹𝑘 ~𝐼𝑊(𝑆
−1, 𝜐) 
𝐼𝑊() is the inverse Wishart distribution. We estimate the model using Monte Carlo EM 
algorithm (Bishop 2006). In each iteration, we estimate 𝑃(𝑧𝑘 = 1|𝑿𝒊)  in E step and 
estimate parameters 𝛩𝑖𝑘  , 𝛩𝑘 , Ψ𝑘 , 𝛴𝑘  in the M step. The details of the algorithm as 
implemented is given below.  
E step 
𝑟𝑖𝑘 = 𝑃(𝑧𝑘 = 1|𝑿𝒊) =
𝑃(𝑧𝑘)𝑃(𝑿𝒊|𝑧𝑘 = 1)
∑ 𝑃(𝑧𝑘′)𝑃(𝑿𝒊|𝑧𝑘′ = 1)
𝐾
𝑘′=1
=
𝑃(𝑧𝑘)𝑃(𝑿𝒊| 𝛩
𝑖
𝑘 , 𝜮𝒌 )𝑃( 𝛩
𝑖
𝑘 | 𝛩𝑘 , Ψ𝑘 )𝑃( 𝛩𝑘 |𝛩𝛩, Σ𝛩)𝑃( 𝛹𝑘 |𝑆
−1, 𝜐)
∑ 𝑃(𝑧𝑘′)𝑃(𝑿𝒊| 𝛩
𝑖
𝑘′ , 𝜮𝒌′ )𝑃( 𝛩
𝑖
𝑘′ | 𝛩𝑘′ , Ψ𝑘′ )𝑃( 𝛩𝑘′ |𝛩𝛩, Σ𝛩)𝑃( 𝛹𝑘′ |𝑆
−1, 𝜐)𝐾𝑘′=1
 
M step 
Unlike the M step for the CGMAR model, direct maximization of the expected log 
likelihood is difficult due to the random parameter. Therefore, we approximate the 
posterior distribution of the parameters by drawing samples from it using Metropolis-
within-Gibbs algorithm. We use the following four steps to draw one random value of the 
parameter in each M-step.  
Step 1: Sample 𝛩𝑖𝑘  . A sample of the parameter, 𝛩
𝑖
𝑘 , is drawn from a Normal proposal 
distribution centered on the current value of the parameter, i.e., 𝛩𝑖𝑘
∗
~𝑁(log( 𝛩𝑖𝑘 ) , σ̅𝛩
2). 
The sampled 𝛩𝑖𝑘
∗
 is accepted with the probability: 
𝑚𝑖𝑛 {
𝑃 (𝑋𝑖| 𝛩
𝑖
𝑘
∗
, 𝛴𝑘 )𝑁 ( 𝛩
𝑖
𝑘
∗
| 𝛩𝑘 , Ψ𝑘 )
𝑃(𝑋𝑖| 𝛩
𝑖
𝑘 , 𝛴𝑘 )𝑁( 𝛩
𝑖
𝑘 | 𝛩𝑘 , Ψ𝑘 )
, 1} 
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all the other parameter values are taken from their latest sample. From the sampled 𝛩𝑖𝑘   
for all users from all clusters in this iteration, we estimate the parameters 𝛩𝑘  and Ψ𝑘  of 
the posterior distribution. 
Step 2: Sample 𝛩𝑘 ~𝑁(𝛩𝛩, Σ𝛩), where ΘΘ, ΣΘ will update in the following way 
𝛩𝛩 = Σ𝛩
′ ((∑𝑟𝑖𝑘 ∗ 𝛩
𝑖
𝑘
𝐼
𝑖=1
)
′
𝛹𝑘
−1 + ?̅?𝛩Σ̅𝛩
−1
)
′
 
Σ𝛩 = (𝐼 𝛹𝑘
−1 + Σ̅𝛩
−1
)
−1
 
where ?̅?𝛩 = 0 and Σ̅𝛩 = 𝐼𝜂 are initial values of the distribution. 
Step 3 Sample Ψ𝑘 ~𝐼𝑊(𝑆
−1, 𝜐), where S and υ update in the following way 
S =∑𝑟𝑖𝑘( 𝛩
𝑖
𝑘 − 𝛩𝛩)( 𝛩
𝑖
𝑘 − 𝛩𝛩)
′
𝐼
𝑖=1
+ S̅ 
𝜐 = 𝐼 + ?̅? 
where S̅ = 𝐼𝜂 and ?̅? = 1 + 𝜂 are initial values of the distribution. 
Step 4: Calculate Σk  based on Equation (10). 
 
We adjust the variance or step size of each proposal distributions adaptively over iterations 
such that the average acceptance rate of the corresponding parameter is between 0.1 and 
0.4 (Haario, Laine et al. 2006). We initialized 𝛩𝑘 , 𝛹𝑘  with the result from CGMAR, 
which improves the estimation/convergence a lot. The outlined steps are run for 10,000 
iterations. The first 5,000 samples were discarded to ensure that the samples are not 
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dependent on initialization. Mean and the variance of the parameters were computed from 
the last 5,000 samples. 
A1.3 A Specific Implementation of CGMAR/rCGMAR 
The implemented (r)CGMAR model on the dataset collected from the specialty retailer has 
three parts: 
(1) Zero-Inflated-Count Distribution for the marginal distributions of the components to 
explicitly accommodate excessive occurrence of zeros (Mullahy 1986). The probability of 
generating 𝑥𝑖𝑗
𝑡 , the 𝑗’th endogenous variable for 𝑖’th consumer at 𝑡’th session, is  
𝑓𝑍𝐼𝐶(𝑥𝑖𝑗
𝑡 ) = {
𝜌𝑖𝑗
𝑡 + (1 − 𝜌𝑖𝑗
𝑡 )𝐷𝑖𝑠𝑡(0|𝜆𝑗
𝑡), 𝑥𝑖𝑗
𝑡 = 0
(1 − 𝜌𝑖𝑗
𝑡 )𝐷𝑖𝑠𝑡(𝑥𝑖𝑗
𝑡 |𝜆𝑗
𝑡), 𝑥𝑖𝑗
𝑡 > 0
                            (68) 
Where, 𝑓𝑍𝐼𝐶() is the probability distribution of a zero inflated count distribution, where 
𝜌𝑖𝑗
𝑡 ∈ [0,1] is the mixture probability of the zero-inflated model and 𝜆𝑖𝑗
𝑡  is the parameter of 
the 𝐷𝑖𝑠𝑡 count distribution for 𝑥𝑖𝑗
𝑡 . We used the zero-inflated Negative Binomial (ZINB) 
for the number of browse, online, and offline purchase and zero-inflated Poisson (ZIP) for 
number of search and emails received by the consumers based on the BIC score of the 
distributions in the model given the data. 
(2) Autoregression for the occurrence of the zero values and the mean of the count 
distributions to capture own and cross variable lagged effects. Specifically,  
𝐿𝑜𝑔(𝜆𝑖𝑗
𝑡 ) = 𝐵𝑗𝑴𝒊
𝒕
𝐿𝑜𝑔𝑖𝑡(𝜌𝑖𝑗
𝑡 ) = 𝐺𝑗𝑴𝒊
𝒕
                                                             (69) 
where 𝑴𝒊
𝒕 is the data vector containing the lagged endogenous and exogenous variables as 
defined in Section 1.3.2.1. The parameters 𝜣 = ({𝐵𝑗}, {𝐺𝑗}) capture the relationship of 
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endogenous variable 𝒙𝒊
𝒕  with its lag {𝒙𝒊
𝒕−𝟏, 𝒙𝒊
𝒕−𝟐, . . . , 𝒙𝒊
𝒕−𝒑
}  and exogenous variable 
vector 𝒚𝒊
𝒕. 
(3) Multivariate Normal Copula to connect the marginal distributions of endogenous 
variables and capture the contemporaneous correlations between them that are not captured 
by the autoregressive specification in Equations (69). Since the endogenous variables are 
integers, we follow Heinen and Rengifo (2007)’s continued extension of the discrete 
random variables to obtain the PITs for the Zero Inflated Count model that are uniform 
random variables in [0,1] as required of the copulas (See Appendix A.1).  
  
A1.4 Deriving the optimal marketing mix 
Algorithm: Backward Recursion 
1) 𝑡 = 𝑡𝑒𝑛𝑑 
2) 𝑉𝑒𝑛𝑑(𝑥𝑜𝑛𝑙𝑖𝑛𝑒
𝑒𝑛𝑑+1, 𝑥𝑜𝑓𝑓𝑙𝑖𝑛𝑒
𝑒𝑛𝑑+1 ) = 0 
3) While 𝑡 ≥ 𝑡𝑠𝑡𝑎𝑟𝑡 
a. 𝑉𝑡(𝑥𝑜𝑛𝑙𝑖𝑛𝑒
𝑡 , 𝑥𝑜𝑓𝑓𝑙𝑖𝑛𝑒
𝑡 ) = min
OMD𝑡
{𝐿(𝑥𝑜𝑛𝑙𝑖𝑛𝑒
𝑡 , 𝑥𝑜𝑓𝑓𝑙𝑖𝑛𝑒
𝑡 ) +
𝜃𝑉𝑡+1(𝑥𝑜𝑛𝑙𝑖𝑛𝑒
𝑡+1 , 𝑥𝑜𝑓𝑓𝑙𝑖𝑛𝑒
𝑡+1 )} 
b. OMD𝑡 = argmin
OMD𝑡
{𝐿(𝑥𝑜𝑛𝑙𝑖𝑛𝑒
𝑡 , 𝑥𝑜𝑓𝑓𝑙𝑖𝑛𝑒
𝑡 ) + 𝜃𝑉𝑡+1(𝑥𝑜𝑛𝑙𝑖𝑛𝑒
𝑡+1 , 𝑥𝑜𝑓𝑓𝑙𝑖𝑛𝑒
𝑡+1 )} 
c. 𝑡 = 𝑡 − 1 
4) End While 
5) Return 𝑉𝑡𝑠𝑡𝑎𝑟𝑡(𝑥𝑜𝑛𝑙𝑖𝑛𝑒
𝑡𝑠𝑡𝑎𝑟𝑡 , 𝑥𝑜𝑓𝑓𝑙𝑖𝑛𝑒
𝑡𝑠𝑡𝑎𝑟𝑡 ) 
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APPENDIX for Chapter 2 
A2.1 Data Description 
Index Category 
1 entertainment 
2 health 
3 leisure 
4 lifestyle 
5 onair 
6 opinion 
7 politics 
8 science 
9 sports 
10 tech 
11 transcript 
12 travel 
13 us 
14 weather 
15 world 
16 business 
Table 1 The list of categories. 
 
A2.2 Model Estimation 
A2.2.1 Likelihood Function 
The likelihood function for individual 𝑢 can be written as: 
𝐿(𝐷𝑎𝑡𝑎𝑢|𝑎𝑢, 𝑠𝑢, 𝐶𝑢
ℎ , 𝐶𝑢
𝑠, 𝐶𝑢
𝑟 , 𝐶𝑢
𝑠𝑤𝑖𝑡𝑐ℎ , 𝛼𝑟𝑢
0 )
=∏𝑃(𝐷𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑡
𝑢|𝑎𝑢, 𝑠𝑢, 𝐶𝑢
ℎ , 𝐶𝑢
𝑠 , 𝐶𝑢
𝑟 , 𝐶𝑢
𝑠𝑤𝑖𝑡𝑐ℎ, 𝛼𝑟𝑢
0 )
𝑁𝑢
𝑡=1
 
Reader 𝑢 makes the set of 𝑁𝑢 decisions within the data collection period. The probability 
of observing 𝐷𝑎𝑡𝑎𝑢 is the product of the probability of observing all 𝑁𝑢 decisions for this 
reader. Each decision 𝐷𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑡
𝑢 results in one of three types of observations: selection of 
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a recommended article, selection of an article in the self-guided mode, exit from the site. 
Probability of each outcome can be computed in the following manner.  
1. The probability of reader 𝑢 selecting an article at the 𝑛th rank in the recommendation 
list is 
𝑃(𝐶ℎ𝑎𝑛𝑛𝑒𝑙 = 𝑅, 𝑅𝑎𝑛𝑘 = 𝑛|𝑎𝑢, 𝑠𝑢, 𝐶𝑢
ℎ , 𝐶𝑢
𝑠 , 𝐶𝑢
𝑟 , 𝐶𝑢
𝑠𝑤𝑖𝑡𝑐ℎ, 𝛼𝑟𝑢
0 )
= 𝑃(𝑅𝑎𝑛𝑘 = 𝑛|𝑎𝑢, 𝑠𝑢, 𝐶𝑢
𝑟 , 𝐶ℎ𝑎𝑛𝑛𝑒𝑙 = 𝑅)
× 𝑃(𝐶ℎ𝑎𝑛𝑛𝑒𝑙 = 𝑅|𝑎𝑢, 𝑠𝑢, 𝐶𝑢
ℎ, 𝐶𝑢
𝑠 , 𝐶𝑢
𝑟 , 𝐶𝑢
𝑠𝑤𝑖𝑡𝑐ℎ , 𝛼𝑟𝑢
0 ) 
2. There are two paths for reader 𝑢 to select an article from category 𝑘 via self-guided 
channel (Homepage and Site-browsing) when she is within a session: she may directly 
opt for self-guided channel after reading the previous article, or she may consider 
recommendations first after reading the article but deeming no article in the list to bring 
positive net utility opt for the self-guide channel to find an article by herself. Therefore, 
the probability of observing a reader to select an article in category 𝑘  in the Site-
browsing mode is sum of the probability of two mutually exclusive outcomes, the 
counterpart probability from Homepage can be constructed in the same way. 
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𝑃(𝐶ℎ𝑎𝑛𝑛𝑒𝑙 = 𝑆, 𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦 = 𝑘|𝑎𝑢, 𝑠𝑢, 𝐶𝑢
ℎ , 𝐶𝑢
𝑠 , 𝐶𝑢
𝑟 , 𝐶𝑢
𝑠𝑤𝑖𝑡𝑐ℎ , 𝛼𝑟𝑢
0 )
= 𝑃(𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦1 = 𝑘|𝐶ℎ𝑎𝑛𝑛𝑒𝑙1 = 𝑆, 𝑎𝑢, 𝑠𝑢, 𝐶𝑢
𝑠𝑤𝑖𝑡𝑐ℎ)
× 𝑃(𝐶ℎ𝑎𝑛𝑛𝑒𝑙1 = 𝑆|𝑎𝑢, 𝑠𝑢, 𝐶𝑢
ℎ , 𝐶𝑢
𝑠, 𝐶𝑢
𝑟 , 𝐶𝑢
𝑠𝑤𝑖𝑡𝑐ℎ , 𝛼𝑟𝑢
0 )
+ 𝑃(𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦2 = 𝑘|𝐶ℎ𝑎𝑛𝑛𝑒𝑙2 = 𝑆, 𝑅𝑎𝑛𝑘1 = 𝑁𝑜𝑛𝑒, 𝐶ℎ𝑎𝑛𝑛𝑒𝑙1 = 𝑅, 𝑎𝑢, 𝑠𝑢, 𝐶𝑢
𝑠𝑤𝑖𝑡𝑐ℎ)
× 𝑃(𝐶ℎ𝑎𝑛𝑛𝑒𝑙2 = 𝑆|𝑅𝑎𝑛𝑘1 = 𝑁𝑜𝑛𝑒, 𝐶ℎ𝑎𝑛𝑛𝑒𝑙1 = 𝑅, 𝑎𝑢, 𝑠𝑢, 𝐶𝑢
ℎ , 𝐶𝑢
𝑠, 𝐶𝑢
𝑠𝑤𝑖𝑡𝑐ℎ, 𝛼𝑟𝑢
0 )
× 𝑃(𝑅𝑎𝑛𝑘1 = 𝑁𝑜𝑛𝑒|𝐶ℎ𝑎𝑛𝑛𝑒𝑙1 = 𝑅, 𝑎𝑢, 𝑠𝑢, 𝐶𝑢
𝑟 , 𝐶𝑢
𝑠𝑤𝑖𝑡𝑐ℎ)
× 𝑃(𝐶ℎ𝑎𝑛𝑛𝑒𝑙1 = 𝑅|𝑎𝑢, 𝑠𝑢, 𝐶𝑢
ℎ, 𝐶𝑢
𝑠 , 𝐶𝑢
𝑟 , 𝐶𝑢
𝑠𝑤𝑖𝑡𝑐ℎ , 𝛼𝑟𝑢
0 ) 
3. The first article of the session is always obtained through the self-guided channel. So, 
the probability of the selected category is 𝑃(𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦1 = 𝑘|𝐶ℎ𝑎𝑛𝑛𝑒𝑙1 = 𝑆, 𝑎𝑢, 𝑠𝑢). 
4. There are three paths for reader 𝑢 to exit the website: she may choose to exit directly 
after reading any article from Homepage/Site-browsing channel or after considering 
recommendations first but not clicking on any link deeming that no articles in the list 
will bring the positive net utility. Therefore, the probability of an exit observation is 
the sum of the probability for these two mutually exclusive outcomes:  
𝑃(𝐶ℎ𝑎𝑛𝑛𝑒𝑙 = 𝐸|𝑎𝑢, 𝑠𝑢, 𝐶𝑢
ℎ , 𝐶𝑢
𝑠 , 𝐶𝑢
𝑟 , 𝐶𝑢
𝑠𝑤𝑖𝑡𝑐ℎ, 𝛼𝑟𝑢
0 )
= 𝑃(𝐶ℎ𝑎𝑛𝑛𝑒𝑙1 = 𝐸|𝑎𝑢, 𝑠𝑢, 𝐶𝑢
ℎ, 𝐶𝑢
𝑠 , 𝐶𝑢
𝑟 , 𝐶𝑢
𝑠𝑤𝑖𝑡𝑐ℎ, 𝛼𝑟𝑢
0 )
+ 𝑃(𝐶ℎ𝑎𝑛𝑛𝑒𝑙2 = 𝐸|𝑅𝑎𝑛𝑘 = 𝑁𝑜𝑛𝑒, 𝐶ℎ𝑎𝑛𝑛𝑒𝑙1 = 𝑅, 𝑎𝑢, 𝑠𝑢, 𝐶𝑢
𝑠𝑤𝑖𝑡𝑐ℎ , 𝛼𝑟𝑢
0 )
× 𝑃(𝑅𝑎𝑛𝑘1 = 𝑁𝑜𝑛𝑒|𝐶ℎ𝑎𝑛𝑛𝑒𝑙1 = 𝑅, 𝑎𝑢, 𝑠𝑢, 𝐶𝑢
𝑟 , 𝐶𝑢
𝑠𝑤𝑖𝑡𝑐ℎ)
× 𝑃(𝐶ℎ𝑎𝑛𝑛𝑒𝑙1 = 𝑅|𝑎𝑢, 𝑠𝑢, 𝐶𝑢
ℎ , 𝐶𝑢
𝑠, 𝐶𝑢
𝑟 , 𝐶𝑢
𝑠𝑤𝑖𝑡𝑐ℎ , 𝛼𝑟𝑢
0 ) 
The expressions for computing the probabilities of choosing channel/category/position 
within the recommendation list are specified in Section 2.3. 
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A2.2.2 MCMC Algorithm 
The six reader specific parameters of interest—𝑎𝑢, 𝑠𝑢, 𝐶𝑢
𝑟 , 𝐶𝑢
𝑠𝑤𝑖𝑡𝑐ℎ, and 𝛼𝑟𝑢
0 —are treated as 
random variables. The full hierarchical Bayesian model is presented below: 
1. 𝒂𝒖~𝐿𝑜𝑔𝑁𝑜𝑟𝑚𝑎𝑙(𝜽𝒂, Σ𝑎) 
2. 𝜽𝒂~𝑁𝑜𝑟𝑚𝑎𝑙(𝜽𝜽𝒂 , Σ𝜃𝑎) 
3. Σ𝑎~𝐼𝑛𝑣𝑒𝑟𝑠𝑒𝑊𝑖𝑠ℎ𝑎𝑟𝑡(𝑆𝑎
−1, 𝑣𝑎) 
 
4. 𝑠𝑢~𝐿𝑜𝑔𝑁𝑜𝑟𝑚𝑎𝑙(𝜃𝑠, σ𝑠) 
 
5. 𝐶𝑢
ℎ~𝐿𝑜𝑔𝑁𝑜𝑟𝑚𝑎𝑙(𝜃ℎ, σℎ) 
6. 𝜃ℎ~𝑁𝑜𝑟𝑚𝑎𝑙(𝜃𝜃ℎ , σ𝜃ℎ) 
7. σℎ~𝐼𝑛𝑣𝑒𝑟𝑠𝑒𝑊𝑖𝑠ℎ𝑎𝑟𝑡(𝑠ℎ
−1, 𝑣ℎ). 
 
8. 𝐶𝑢
𝑟~𝐿𝑜𝑔𝑁𝑜𝑟𝑚𝑎𝑙(𝜃𝑟 , σ𝑟) 
9. 𝜃𝑟~𝑁(𝜃𝜃𝑟 , σ𝜃𝑟) 
10. σ𝑟~𝐼𝑛𝑣𝑒𝑟𝑠𝑒𝑊𝑖𝑠ℎ𝑎𝑟𝑡(𝑠𝑟
−1, 𝑣𝑟) 
 
11. 𝐶𝑢
𝑠𝑤𝑖𝑡𝑐ℎ~𝐿𝑜𝑔𝑁𝑜𝑟𝑚𝑎𝑙(𝜃𝑠𝑤𝑖𝑡𝑐ℎ, σ𝑠𝑤𝑖𝑡𝑐ℎ) 
12. 𝜃𝑠𝑤𝑖~𝑁𝑜𝑟𝑚𝑎𝑙(𝜃𝜃𝑠𝑤𝑖 , σ𝜃𝑠𝑤𝑖) 
13. σ𝑠𝑤𝑖~𝐼𝑛𝑣𝑒𝑟𝑠𝑒𝑊𝑖𝑠ℎ𝑎𝑟𝑡(𝑠𝑠𝑤𝑖
−1, 𝑣𝑠𝑤𝑖) 
 
14. 𝛼𝑟𝑢
0 ~𝐿𝑜𝑔𝑁(𝜃𝑟𝑢, σ𝑟𝑢),  
The lower case regular weight symbols are used for scalar variables, lower case bold 
symbols are used for vector variables, and upper case Greek alphabets are used for matrix 
parameters.  
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𝐿𝑜𝑔𝑁𝑜𝑟𝑚𝑎𝑙()  is the log-Normal distribution taking multivariate form when its mean 
parameter is a vector. 𝑁𝑜𝑟𝑚𝑎𝑙() is the Normal distribution taking the multivariate form 
when the mean parameter is a vector. 𝐼𝑊() is the inverse Wishart distribution. 
The parameters of the distribution of 𝒂𝒖, 𝐶𝑢
ℎ , 𝐶𝑢
𝑟 , and 𝐶𝑢
𝑠𝑤𝑖𝑡𝑐ℎ are estimated. The parameters 
of the distributions of 𝑠𝑢 and 𝛼𝑟𝑢
0  are constants and specified in advance; thus, these two 
distributions provide regularization for the two estimates.  
No closed form expressions exist for maximum a-posteriori estimates of the reader-specific 
parameters. Therefore, following the popular practice for estimation of hierarchical 
Bayesian models we use a Markov Chain Monte Carlo (MCMC) algorithm. We sample 
each of the six blocks of the parameters sequentially in a Gibbs way, i.e., each block of 
variables is drawn from a distribution conditional on the latest values of other five blocks 
of parameters and the data. However, as it is intractable to directly draw from this 
conditional distribution we sample each parameter using Metropolis-Hasting algorithm. 
This procedure is also referred to as “Metropolis within Gibbs” (Rossi, Allenby et al. 2005). 
The details of the algorithm as implemented is given below.  
In each iteration of the algorithm following six steps are repeated to draw one sample of 
all the parameters. 
Step 1: Sample 𝒂𝒖  
A sample of the parameter, 𝒂𝒖
∗ , is drawn from a log-Normal proposal distribution centered 
on the current value of the parameter, i.e., 𝒂𝒖
∗~𝐿𝑜𝑔𝑁(log(𝒂𝒖) , σ̅𝑎
2). The sampled 𝒂𝒖
∗  is 
accepted with the probability: 
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𝑚𝑖𝑛 {
𝐿(𝐷𝑎𝑡𝑎𝑢|𝒂𝒖
∗ , 𝑠𝑢, 𝐶𝑢
ℎ , 𝐶𝑢
𝑠 , 𝐶𝑢
𝑟 , 𝐶𝑢
𝑠𝑤𝑖𝑡𝑐ℎ , 𝛼𝑟𝑢
0 )𝐿𝑜𝑔𝑁(𝒂𝒖
∗ |𝜽𝒂, Σ𝑎)∏ 𝑎𝑘𝑢
∗
𝑘
𝐿(𝐷𝑎𝑡𝑎𝑢|𝒂𝒖, 𝑠𝑢, 𝐶𝑢
ℎ , 𝐶𝑢
𝑠 , 𝐶𝑢
𝑟 , 𝐶𝑢
𝑠𝑤𝑖𝑡𝑐ℎ , 𝛼𝑟𝑢
0 )𝐿𝑜𝑔𝑁(𝒂𝒖|𝜽𝒂, Σ𝑎)∏ 𝑎𝑘𝑢𝑘
, 1} 
where the last terms in the numerator and denominator come from the Jacobian of the log-
Normal proposal distribution—necessary due to the log transformation of the variable in 
the proposal distribution (Xu, Duan et al. 2014). All the other parameter values are taken 
from their latest sample. The parameters 𝜽𝜽𝒂 , Σ𝜃𝑎 , 𝑆𝑎, 𝑣𝑎 of the distribution of 𝜃𝑎 and 𝛴𝑎 
are initiated with  ?̅?𝜽𝒂 = 0, Σ̅𝜃𝑎 = 10
5𝐼𝑘, 𝑆?̅? = 𝐼𝑘, ?̅?𝑎 = 1  at the start of the estimation. 
From the sampled 𝒂𝒖 for all readers in this iteration, we estimate the parameters of the 
posterior distribution  𝜽𝜽𝒂 (Normal mean),  Σ𝜃𝑎 (Normal variance), 𝑆𝑎  (inverse Wishart 
scale matrix) and 𝑣𝑎  (inverse Wishart degree of freedom) using the following update 
formulae for conjugate priors: 
𝜽𝜽𝒂 = Σ𝜃𝑎
′ ((∑ log(𝒂𝒖)
𝑈
𝑢=1
)
′
Σ𝑎
−1 + ?̅?𝜽𝒂Σ̅𝜃𝑎
−1
)
′
 
Σ𝜃𝑎 = (𝑈Σ𝑎
−1 + Σ̅𝜃𝑎
−1
)
−1
 
𝑆𝑎 = ∑(log(𝒂𝒖) − 𝜽𝒂)(log(𝒂𝒖) − 𝜽𝒂)
′
𝑈
𝑢=1
+ 𝑆?̅? 
𝑣𝑎 = 𝑈 + ?̅?𝑎 
Based on the updated values of 𝜽𝜽𝒂 , Σ𝜃𝑎 , 𝑆𝑎, 𝑣𝑎 , we draw a new sample of 
𝜽𝒂~𝑀𝑉𝑁(𝜽𝜽𝒂 , Σ𝜃𝑎) and Σ𝑎~𝐼𝑊(𝑆𝑎
−1, 𝑣𝑎).  
Step 2: Sample 𝑠𝑢 
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We set the parameters of the prior over 𝑠𝑢  to 𝜃𝑠 = 5 and σ𝑠 = 1. The next draw of 𝑠𝑢 
comes from a log-Normal proposal distribution centered on the current value of 𝑠𝑢, i.e., 
𝑠𝑢
∗~𝑙𝑜𝑔𝑁(log(𝑠𝑢) , σs2̅̅ ̅). The accepting probability for 𝑠𝑢
∗  is given as: 
𝑚𝑖𝑛 {
𝐿(𝐷𝑎𝑡𝑎𝑢|𝑎𝑢, 𝑠𝑢
∗ , 𝐶𝑢
ℎ , 𝐶𝑢
𝑠 , 𝐶𝑢
𝑟 , 𝐶𝑢
𝑠𝑤𝑖𝑡𝑐ℎ, 𝛼𝑟𝑢
0 )𝐿𝑜𝑔𝑁(𝑠𝑢
∗|𝜃𝑠, σ𝑠)𝑠𝑢
∗
𝐿(𝐷𝑎𝑡𝑎𝑢|𝑎𝑢, 𝑠𝑢, 𝐶𝑢
ℎ , 𝐶𝑢
𝑠 , 𝐶𝑢
𝑟 , 𝐶𝑢
𝑠𝑤𝑖𝑡𝑐ℎ, 𝛼𝑟𝑢
0 )𝐿𝑜𝑔𝑁(𝑠𝑢|𝜃𝑠, σ𝑠)𝑠𝑢
, 1} 
𝑠𝑢  is modeled as a random variable following a log Normal distribution with known 
parameters, thus there is no need to update 𝜃𝑠 and σ𝑠. 
Step 3: Sample 𝐶𝑢
ℎ. 
The next draw of 𝐶𝑢
ℎ∗  comes from a log-Normal proposal distribution centered on the 
current value of the parameter, i.e., 𝐶𝑢
ℎ∗~𝐿𝑜𝑔𝑁(log (𝐶𝑢
ℎ), σ̅ℎ
2). The accepting probability 
is: 
𝑚𝑖𝑛 {
𝐿(𝐷𝑎𝑡𝑎𝑢|𝑎𝑢, 𝑠𝑢, 𝐶𝑢
ℎ∗, 𝐶𝑢
𝑠 , 𝐶𝑢
𝑟 , 𝐶𝑢
𝑠𝑤𝑖𝑡𝑐ℎ, 𝛼𝑟𝑢
0 )𝐿𝑜𝑔𝑁(𝐶𝑢
ℎ∗|𝜃ℎ, σℎ)𝐶𝑢
ℎ∗
𝐿(𝐷𝑎𝑡𝑎𝑢|𝑎𝑢, 𝑠𝑢, 𝐶𝑢
ℎ, 𝐶𝑢
𝑠 , 𝐶𝑢
𝑟 , 𝐶𝑢
𝑠𝑤𝑖𝑡𝑐ℎ , 𝛼𝑟𝑢
0 )𝐿𝑜𝑔𝑁(𝐶𝑢
ℎ|𝜃ℎ, σℎ)𝐶𝑢
ℎ
, 1} 
The parameters 𝜃𝜃ℎ , σ𝜃ℎ , 𝑠ℎ, 𝑣ℎ  of the distribution of 𝜃ℎ  and 𝜎ℎ  are initiated as ?̅?𝜃ℎ =
0, σ̅𝜃ℎ = 10
5, ?̅?ℎ = 1, ?̅?ℎ = 1  at the start of the estimation. After sampling  𝐶𝑢
ℎ  for all 
readers, we estimate the posterior parameters  𝜃𝜃ℎ(Normal mean), σ𝜃ℎ(Normal variance), 
𝑠ℎ (Inverse Wishart scale matrix) and 𝑣ℎ (Inverse Wishart degree of freedom) using the 
update formula for conjugate priors: 
𝜃𝜃ℎ = Σ𝜃ℎ
′ ((∑ log(𝐶𝑢
ℎ)
𝑈
𝑢=1
)
′
σℎ
−1 + ?̅?𝜃ℎσ̅𝜃ℎ
−1)
′
 
σ𝜃ℎ = (𝑈σℎ
−1 + σ̅𝜃ℎ
−1)
−1
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𝑠ℎ = ∑(log(𝐶𝑢
ℎ) − 𝜃ℎ)(log(𝐶𝑢
ℎ) − 𝜃ℎ)
′
𝑈
𝑢=1
+ ?̅?ℎ 
𝑣ℎ = 𝑈 + ?̅?ℎ 
Based on the updated 𝜃𝜃ℎ , σ𝜃ℎ , 𝑠ℎ, 𝑣ℎ , we draw a new sample of 𝜃ℎ~𝑁(𝜃𝜃ℎ , σ𝜃ℎ) and 
Σℎ~𝐼𝑊(𝑠ℎ
−1, 𝑣ℎ). 
Step 4: Sample 𝐶𝑢
𝑟. 
The next draw of 𝐶𝑢
𝑟  comes from a log-Normal proposal distribution centered on the 
current value of the parameter, i.e., 𝐶𝑢
𝑟∗~𝐿𝑜𝑔𝑁(log(𝐶𝑢
𝑟) , σ̅𝑟
2). This sample is accepted with 
the probability  
𝑚𝑖𝑛 {
𝐿(𝐷𝑎𝑡𝑎𝑢|𝑎𝑢, 𝑠𝑢, 𝐶𝑢
ℎ, 𝐶𝑢
𝑠 , 𝐶𝑢
𝑟∗, 𝐶𝑢
𝑠𝑤𝑖𝑡𝑐ℎ , 𝛼𝑟𝑢
0 )𝐿𝑜𝑔𝑁(𝐶𝑢
𝑟∗|𝜃𝑟 , σ𝑟)𝐶𝑢
𝑟∗
𝐿(𝐷𝑎𝑡𝑎𝑢|𝑎𝑢, 𝑠𝑢, 𝐶𝑢
ℎ, 𝐶𝑢
𝑠, 𝐶𝑢
𝑟 , 𝐶𝑢
𝑠𝑤𝑖𝑡𝑐ℎ , 𝛼𝑟𝑢
0 )𝐿𝑜𝑔𝑁𝐶𝑢𝑟|𝜃𝑟 , σ𝑟)𝐶𝑢𝑟
, 1} 
The parameters 𝜃𝜃𝑟 , σ𝜃𝑟 , 𝑠𝑟 , 𝑣𝑟  of the distribution of 𝜃𝑟  and σ𝑟  are initiated as ?̅?𝜃𝑟 =
0, σ̅𝜃𝑟 = 10
5, ?̅?𝑟 = 1, ?̅?𝑟 = 1  at the start of the estimation. After sampling  𝐶𝑢
𝑟  for all 
readers, we estimate the posterior parameters:  𝜃𝜃𝑟(Normal mean), σ𝜃𝑟(Normal variance), 
𝑠𝑟(Inverse Wishart scale matrix) and 𝑣𝑟  (Inverse Wishart degree of freedom) using the 
update formula for conjugate priors: 
𝜃𝜃𝑟 = Σ𝜃𝑟
′ ((∑ log(𝐶𝑢,𝑟
𝑟 )
𝑈
𝑢=1
)
′
σ𝑟
−1 + ?̅?𝜃𝑟σ̅𝜃𝑟
−1)
′
 
σ𝜃𝑟 = (𝑈σ𝑟
−1 + σ̅𝜃𝑟
−1)
−1
 
𝑠𝑟 = ∑(log(𝐶𝑢,𝑟
𝑟 ) − 𝜃𝑟)(log(𝐶𝑢,𝑟
𝑟 ) − 𝜃𝑟)
′
𝑈
𝑢=1
+ ?̅?𝑟 
𝑣𝑟 = 𝑈 + ?̅?𝑟 
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Based on the updated 𝜃𝜃𝑟 , σ𝜃𝑟 , 𝑠𝑟 , 𝑣𝑟 , we draw a new sample of 𝜃𝑟~𝑁(𝜃𝜃𝑟 , σ𝜃𝑟)  and 
Σ𝑟~𝐼𝑊(𝑠𝑟
−1, 𝑣𝑟). 
Step 5: Sample 𝐶𝑢
𝑠𝑤𝑖𝑡𝑐ℎ 
The next draw of 𝐶𝑢
𝑠𝑤𝑖𝑡𝑐ℎ comes from a log-Normal proposal distribution centered on the 
current value of the parameter, i.e., 𝐶𝑢
𝑠𝑤𝑖𝑡𝑐ℎ∗~𝐿𝑜𝑔𝑁(log (𝐶𝑢
𝑠𝑤𝑖𝑡𝑐ℎ), σ̅𝑠𝑤𝑖
2 ). The acceptance 
probability is: 
𝑚𝑖𝑛 {
𝐿(𝐷𝑎𝑡𝑎𝑢|𝑎𝑢, 𝑠𝑢, 𝐶𝑢
ℎ , 𝐶𝑢
𝑠 , 𝐶𝑢
𝑟 , 𝐶𝑢
𝑠𝑤𝑖𝑡𝑐ℎ∗, 𝛼𝑟𝑢
0 )𝐿𝑜𝑔𝑁(𝐶𝑢
𝑠𝑤𝑖𝑡𝑐ℎ∗|𝜃𝑠𝑤𝑖 , σ𝑠𝑤𝑖)𝐶𝑢
𝑠𝑤𝑖𝑡𝑐ℎ∗ 
𝐿(𝐷𝑎𝑡𝑎𝑢|𝑎𝑢, 𝑠𝑢, 𝐶𝑢
ℎ, 𝐶𝑢
𝑠 , 𝐶𝑢
𝑟 , 𝐶𝑢
𝑠𝑤𝑖𝑡𝑐ℎ , 𝛼𝑟𝑢
0 )𝐿𝑜𝑔𝑁(𝐶𝑢
𝑠𝑤𝑖𝑡𝑐ℎ|𝜃𝑠𝑤𝑖 , σ𝑠𝑤𝑖)𝐶𝑢
𝑠𝑤𝑖𝑡𝑐ℎ
, 1} 
The parameters 𝜃𝜃𝑠𝑤𝑖 , σ𝜃𝑠𝑤𝑖 , 𝑠𝑠𝑤𝑖 , 𝑣𝑠𝑤𝑖 of the distribution of 𝜃𝑠𝑤𝑖 and σ𝑠𝑤𝑖 are initiated as: 
?̅?𝜃𝑠𝑤𝑖 = 0, σ̅𝜃𝑠𝑤𝑖 = 10
5, ?̅?𝑠𝑤𝑖 = 1, ?̅?𝑠𝑤𝑖 = 1  at the start of the estimation. After 
sampling  𝐶𝑢
𝑠𝑤𝑖𝑡𝑐ℎ  for all readers, we estimate the posterior parameters  𝜃𝜃𝑠𝑤𝑖 ( normal 
mean),  σ𝜃𝑠𝑤𝑖 (normal variance), 𝑠𝑠𝑤𝑖  (inverse Wishart scale matrix) and 𝑣𝑠𝑤𝑖  (inverse 
Wishart degree of freedom) using the update formula for conjugate priors:  
𝜃𝜃𝑠𝑤𝑖 = Σ𝜃𝑠𝑤𝑖
′ ((∑ log(𝐶𝑢
𝑠𝑤𝑖𝑡𝑐ℎ )
𝑈
𝑢=1
)
′
σ𝑠𝑤𝑖
−1 + ?̅?𝜃𝑠𝑤𝑖σ̅𝜃𝑠𝑤𝑖
−1)
′
 
σ𝜃𝑠𝑤𝑖 = (𝑈σ𝑠𝑤𝑖
−1 + σ̅𝜃𝑠𝑤𝑖
−1)−1 
𝑠𝑠𝑤𝑖 =∑(log(𝐶𝑢
𝑠𝑤𝑖𝑡𝑐ℎ  ) − 𝜃𝑠𝑤𝑖)(log(𝐶𝑢
𝑠𝑤𝑖𝑡𝑐ℎ  ) − 𝜃𝑠𝑤𝑖)
′
𝑈
𝑢=1
+ 𝑠?̅?𝑤𝑖 
𝑣𝑠𝑤𝑖 = 𝑈 + ?̅?𝑠𝑤𝑖 
Based on the updated 𝜃𝜃𝑠𝑤𝑖 , σ𝜃𝑠𝑤𝑖 , 𝑠𝑠𝑤𝑖 , 𝑣𝑠𝑤𝑖  we draw a new sample of  
𝜃𝑠𝑤𝑖~𝑁(𝜃𝜃𝑠𝑤𝑖 , σ𝜃𝑠𝑤𝑖) and σ𝑠𝑤𝑖~𝐼𝑊(𝑠𝑠𝑤𝑖
−1, 𝑣𝑠𝑤𝑖).  
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Step 6: Sample 𝛼𝑟𝑢
0 .  
The next draw of 𝛼𝑟𝑢
0  comes from a log-Normal proposal distribution centered on the latest 
value of the parameter, i.e., 𝛼𝑟𝑢
0 ∗~𝐿𝑜𝑔𝑁(log (𝛼𝑟𝑢
0 ), σ̅𝑟𝑢
2 ). This draw is accepted with the 
following probability 
𝑚𝑖𝑛 {
𝐿(𝐷𝑎𝑡𝑎𝑢|𝑎𝑢, 𝑠𝑢, 𝐶𝑢
ℎ , 𝐶𝑢
𝑠 , 𝐶𝑢
𝑟 , 𝐶𝑢
𝑠𝑤𝑖𝑡𝑐ℎ , 𝛼𝑟𝑢
0 ∗)𝐿𝑜𝑔𝑁( 𝛼𝑟𝑢
0 ∗|𝜃𝑟𝑢, σ𝑟𝑢)𝛼𝑟𝑢
0 ∗
𝐿(𝐷𝑎𝑡𝑎𝑢|𝑎𝑢, 𝑠𝑢, 𝐶𝑢
ℎ, 𝐶𝑢
𝑠 , 𝐶𝑢
𝑟 , 𝐶𝑢
𝑠𝑤𝑖𝑡𝑐ℎ , 𝛼𝑟𝑢
0 )𝐿𝑜𝑔𝑁(𝛼𝑟𝑢
0 |𝜃𝑟𝑢, σ𝑟𝑢)𝛼𝑟𝑢
0
, 1} 
𝛼𝑟𝑢
0   is modeled to be random variable following log-Normal distribution with fixed 
parameters (𝜃𝑟𝑢 = 5 and σ𝑟𝑢 = 1). Thus, there is no need to update 𝜃𝑟𝑢 and σ𝑟𝑢. 
We adjust the variance or step size of each proposal distributions adaptively over iterations 
such that the average acceptance rate of the corresponding parameter is between 0.1 and 
0.4 (Haario, Laine et al. 2006). The outlined steps are run for 50,000 iterations. The first 
30,000 samples were discarded to ensure that the samples are not dependent on 
initialization. Mean and the variance of the parameters were computed from the last 20,000 
samples. 
A2.3 Alternative Model Specifications 
We evaluate several alternative model specifications. All the evaluations are done using a 
random sample of 5,000 readers. The model with the lowest BIC is estimated from the 
entire dataset. The evaluations reported in the manuscript are based on this final estimated 
model. 
a. We start with the base model with three channels for content discovery within the site: 
Recommendations, Homepage, and Site-browsing. Starting from this model we 
explored a set of additional changes. 
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b. Day specific supply or demand shocks: It can be argued that reader’s preferences are 
largely determined by the events of the day, what is the primary news of the day and 
occupies the homepage of the site. We separately consider three changes to the model 
to account for factors that can change the demand for a category on a given day. 
i. A reader’s preference towards category 𝑐 is modeled to additionally depend on the 
number of stories published in the category on a given day, i.e., the new preference 
parameter is modeled as: 𝑎𝑢𝑐𝑑
′ = 𝑎𝑢𝑐 + 𝛼𝑢 × 𝑓𝑐𝑑
ℎ , where 𝑎𝑢𝑐  is the reader 𝑢 ’s 
preference towards category 𝑐  (as presented in the base model) and 𝛼𝑢  is an 
estimated parameter that describes the extent to which the frequency of a category 
on the homepage on a given day affects the readers’ preference.  
ii. The more articles published in a category on a given day, the easier it should be to 
find articles from that category on that day. This could reduce the search cost, 
therefore, boost demand for the category. To capture this, each reader’s search cost 
(𝐶𝑢𝑐
𝑠𝑒𝑎𝑟𝑐ℎ) in category 𝑐, in a channel, is modeled to reduce with the frequency of 
category on the channel on a given day. For example, for the Homepage channel 
the search cost is modeled as 𝐶𝑢𝑐𝑑
ℎ = 𝐶𝑢
ℎ ×
1
𝑓𝑐𝑑
ℎ +1
, where 𝐶𝑢
ℎ  is a reader specific 
search cost parameter and 𝑓𝑐𝑑
ℎ  is the frequency of category 𝑐 in on Homepage on 
day 𝑑.  
iii. There could be day to day changes in demand, common across the population, that 
is unexplained by the number of articles published in the categories. To capture 
this, the preference parameters for reader 𝑢  for all the categories on date 𝑑  is 
modeled as 𝒂𝒖𝒅
′ = 𝒂𝒖 + 𝒂𝒅, where 𝒂𝒅~𝑁𝑜𝑟𝑚𝑎𝑙(𝜽, 𝜮) is a vector of shocks for 
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date 𝑑 with one element for each category. Note this captures the effect of any day-
to-day change in supply across different categories as well. 
c. Alternative switching costs: In the base model the reader is assumed to have only one 
switching cost, a scalar random parameter ( 𝐶𝑢
𝑠𝑤𝑖𝑡𝑐ℎ ) drawn from a LogNormal 
distribution that is estimated, anytime she switches category in any channel of 
consumption. We explored two alternative switching costs:  
i. Switching cost varying across category pairs: Different pairs of categories could 
have a different switching cost either due to their topical similarity or due to how 
they are presented on the site. If two categories are easy to switch between, then we 
should observe the readers, on average, to switch more often between these 
categories. We estimate the ease of switching between categories by measuring the 
transition probability matrix (𝜯) between a pair categories in the entire population 
of readers we study. The switching cost between all possible pairs of categories for 
reader 𝑢 is modeled as by 𝐶𝑢
𝑠𝑤𝑖𝑡𝑐ℎ(1 − 𝜯). The diagonal elements do not affect 
reader behavior in the model as the switching cost takes effect only when there is a 
change in reading category. The random reader-specific parameter (𝐶𝑢
𝑠𝑤𝑖𝑡𝑐ℎ ), 
captures how easy or difficult it is for the user 𝑢 to switch categories. As 𝜯 is data, 
this formulation does not add any new parameters.  
There are other ways to measure the dissimilarity between a pair of categories, e.g. using 
the keyword based or topical similarity between the categories. In our experiments, 
dissimilarity based on category transition probability better captured the category specific 
switching costs than those derived from the text in the categories. 
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ii. Channel specific switching cost: In the base model, we have used only one 
switching cost parameter per reader, 𝐶𝑢
𝑠𝑤𝑖𝑡𝑐ℎ , across the self-guided and 
recommendation channels. However, category switching could be easier in some 
channels, e.g., in recommendation, than others, e.g., in Site-browsing channel, 
where the reader might have to locate the content from a different category at a 
different part of the site. To explore this, we allowed the category switching costs 
for every reader to be different in each channel by using a different parameter for 
Homepages, Site-browsing, and the Recommendation channel drawn from three 
separate distributions.  
d. Alternative consideration structures: In the proposed model, we have used a two-
stage model of consideration: the first selects a channel, and if the recommendation 
channel is selected then in the second stage the reader evaluates each item on the list 
for possible selection using the Cascade model. This consideration structure allows for 
the possibility that in the reader may not find any article on the recommendation list to 
provide positive utility, as a result, she may not click on any of them and at the end of 
second stage select one of the self-guided channels or leave the site (Figure 1 (a)). We 
evaluate the following additional consideration structures:  
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Figure 25. Two stage (left) vs one stage (right) model of consideration. The “Self-identified 
article in Category k” node consists of both the Homepage and Site-browse channel. 
 
i. The reader jointly considers the recommended links and the three other 
channels (Homepage, Site-browsing, and outside) and chooses either the link or 
the channel that is expected to provide highest utility following a Multinomial Logit 
model (Figure 25 (b)). This makes the selection of self-guided channel or the 
outside option directly dependent on the individual recommended articles. 
However, the drawback of this structure is that it assumes that the reader evaluates 
each of the recommended articles on before deciding the next step after reading 
every article. This might be unrealistic when the click through rates on the 
recommendations is as low as 4.3%.  
ii. In this simpler consideration structure, if the reader considers the recommendation 
channel, she always selects one of the recommended articles using the Multinomial 
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Logit model (Cascade model does not guarantee the selection of one article from 
the list). In other words, if the reader did not select the next article from the 
recommendation channel, she is assumed to not consider the recommendation 
channel (Figure 26 (b)).  
 
Figure 26. Alternate consideration structure when there is no cost of consuming the 
recommended content. The “Self-identified article in Category k” node consists of both the 
Homepage and Site-browse channel. 
 
iii. In the Cascade model, each lack of click on a link is interpreted as the reader 
expecting negative utility from the link, therefore choosing the alternative to not 
click and get 0 utility. In the scenario of online news consumption, it may make 
sense to use the expected utility from the three other channels the reader has access 
to—homepage, self-guided channel, and outside option—as the alternatives. 
Therefore, a lack of click might be interpreted as the reader considering the utility 
from the link to not necessarily less than 0, but only less than alternatives she has 
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access to. The probability of this non-click event is given by the Multinomial Logit 
using the negative of the expected values of the alternatives. 
 
e. Alternative Utility Functions: The utility function we use in our model is the Constant 
Elasticity of Substitution (CES): 𝑈(𝒙𝒖
𝒕 ) = (∑ 𝑎𝑘𝑢 𝑥𝑘𝑢
𝑡
𝑠𝑢−1
𝑠𝑢𝐾𝑘=1 )
𝑠𝑢
𝑠𝑢−1
, or 
(∑ 𝑎𝑘𝑢 𝑥𝑘𝑢
𝑡 𝛽𝑢𝐾
𝑘=1 )
𝛽𝑢
 after re-parameterization. We explore the following additional 
utility function:  
i. CES function with perfect substitution, obtained by setting 𝑠𝑢 → ∞ : 𝑈(𝒙𝒖
𝒕 ) =
∑ 𝑎𝑘𝑢𝑥𝑘𝑢
𝑡
𝑘 . Since the marginal utility for each category is 𝑎𝑘𝑢, a reader simply 
selects the next category to read following a Multinomial Logit model based on her 
relative preference towards the categories. 
ii. The utility function proposed in Erdem and Keane (1996) that uses a quadratic form 
to model decreasing marginal utility: 𝑈(𝒙𝒖
𝒕 ) = ∑ (𝑎𝑘𝑢𝑥𝑘𝑢
𝑡 − 𝑎𝑘𝑢𝑟𝑢𝑥𝑘𝑢
𝑡 2)𝑘 , where 
𝑟𝑢  is the risk aversion parameter of reader 𝑢. When 𝑟𝑢 > 0, the utility function 
exhibits decreasing marginal utility of consumption in a category. 
iii. The utility function that has been proposed to model the demand for variety (Kim, 
Allenby et al. 2002): 𝑈(𝒙𝒖
𝒕 ) = ∑ 𝑎𝑘𝑢 (1 + 𝑥𝑘𝑢
𝑡 )𝛽𝑘𝑢𝑘 , after extending from the 
original version to allow for heterogeneity in satiation parameters 𝛽𝑘𝑢 . One 
difference between this function and the CES is that it allows each category to have 
a different rate of satiation. 
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One common characteristic of these models, and one in which they differ from the CES 
function, is that the consumption in one category does not affect the marginal utility of 
another, i.e., the category consumptions are independent of each other. This can be verified 
by taking the derivative of each of these utility function with respect to 𝑥𝑘𝑢
𝑡 .  
We compare the alternative models arrived at by making these changes using the Bayesian 
Information Criterion (BIC). The changes are organized in a chart in Figure 27. 
 
Figure 27. Various alternative model specifications. Each node contains a change that is 
applied to the model in the parent node. The BIC scores are given in parentheses. The 
changes that led to higher BIC (poorer fit) are shown in red. The changes that led to lower 
BIC (improvements) are shown in green. The Base model after changes in node c are used 
for prediction and policy simulations. 
 
We find that the category-pair dependent switching cost improves the model fit. However, 
the rest of the changes do not. Alternative utility functions and consideration structures 
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lead to lower likelihood and higher BIC. Changes to the model that allow for day to day 
change in preference or search cost lead to higher likelihood, but higher BIC, i.e., they do 
not improve model fit after accounting for the model complexity.  
There are other possible combinations of these changes. However, we found that if a 
change did not improve BIC, it combined with other changes did not lead to an 
improvement either. We also found by evaluating a few candidate models that their relative 
BIC score generally tracked their out-of-sample prediction accuracy (whereas, their 
relative likelihoods did not). To avoid choosing model configuration based on the test-data 
prediction accuracy, which could lead to overfitting, we used only the BIC scores, 
computed only based on the training data, to determine the best model configuration. And 
finally, by evaluating a handful of alternative models on the full dataset, we found that the 
relative BIC scores of the models on the random sample of 5,000 readers closely tracked 
the relative BIC scores of the models on the entire dataset; the out-of-sample predictive 
performances were not too different in two datasets either. 
Using time spent on an article as an indicator of quality 
In the analysis presented in the manuscript each visit to an article is interpreted to be either 
a read (if the time spent on an article is more than a threshold) or skip by a reader. The 
threshold was obtained by clustering the dwell times of each reader separately and treating 
the cluster with shortest dwell-times as the skips. Using five clusters led to best separation 
of the skips from the rest of the dwell times. Such use of clustering to identify clusters of 
time allows for different amount of time spent by a reader on different types of articles. If 
the reader read an article, i.e., spent more time on it than the threshold, then it was 
  
192 
interpreted that she encountered a good article. On the other hand, if it was a skip, then it 
was interpreted that she encountered a bad article. 
We used only two levels of quality, good (1) or bad (0), to keep the model relatively simple. 
Besides, using a relatively short time threshold (20–46 seconds for 98% readers) to 
determine whether someone read or skipped an article keeps the constructed variables 
relatively robust to random noises that can increase the amount of spent on an article, such 
as, interruptions, momentarily switching to a different task before returning to the article, 
etc. However, the underlying variable out of which this is constructed, the time spent on 
an article, is continuous. Therefore, one might be able to learn the article quality more 
accurately by treating the quality to increase with the time spent as a continuous variable. 
We explore this alternative.  
The time spent on articles in our dataset is modelled well by a log-Normal distribution. 
Therefore, we start by treating the log of time spent by reader 𝑢 on 𝑖’th occasion as a 
random variable from a reader-specific Normal distribution:  
log 𝑡𝑖
𝑢 ~𝑁𝑜𝑟𝑚𝑎𝑙(𝜇𝑢, 𝜎𝑢) 
We treat the quality of the article read on 𝑖’the occasion by the reader 𝑢 to be proportional 
to the time spent, i.e., 𝑞𝑖
𝑢 ∝ 𝑡𝑖
𝑢, thus also a random variable following Normal distribution. 
The quality used here is an individual specific measure: only the comparison of time spent 
by the same reader on two different articles to infer the relative quality of the two articles 
for that specific reader is meaningful. Therefore, without loss of generality we standardize 
the log 𝑡𝑖
𝑢  variable using the data for each reader and use it as the measure of quality 
encountered by the reader 𝑢 on occasion 𝑖.  
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log 𝑞𝑖
𝑢 =
log 𝑡𝑖
𝑢 − 𝜇?̂?
𝜎?̂?
 
Where, 𝜇?̂? and 𝜎?̂? are the sample mean and standard deviations of log 𝑡𝑖
𝑢’s for the reader 
𝑢. As log 𝑡𝑖
𝑢 follows a Normal distribution, log 𝑞𝑖
𝑢 follows a standard Normal distribution. 
This reader level standardization also controls for the different reading speed of different 
readers. 
We model the reader’s belief about article quality at the 𝑖’th occasion as a distribution over 
the quality. We use a Normal distribution to be able to use the convenient update rules of 
conjugate priors (replacement for Equation (13) in the manuscript):  
log 𝑞𝑢 ~𝑁𝑜𝑟𝑚𝑎𝑙(𝜇𝑖
𝑢, 𝜎𝑖
𝑢) 
The mean and standard deviation parameters of this prior captures the belief of the reader 
𝑢 at occasion 𝑖. If the reader in the next visit to an article observes a quality 𝑞𝑖
𝑢, she uses it 
to form a posterior distribution. This amount to updating the parameters according to the 
conjugate update formula for Normal distributions (replaces Equation (14) in the 
manuscript):  
𝜇𝑖+1
𝑢 =
𝜎𝑖
𝑢2
𝜎𝑖
𝑢2 + 1
log 𝑞𝑖
𝑢 +
1
𝜎𝑖
𝑢2 + 1
𝜇𝑖
𝑢 
𝜎𝑖+1
𝑢 2 =
𝜎𝑖
𝑢2
𝜎𝑖
𝑢2 + 1
 
As in the base version, we update the parameters only for the recommendation channel—
not the self-guided channels. Although, the reader is modeled to have a believe about the 
quality of the article she can find from the self-guided channels it was assumed to be 
constant throughout the data collection period—with unknown parameters that are 
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estimated. At any point when the reader has a belief about quality captured in a log-Normal 
distribution with parameters (𝜇𝑖
𝑢, 𝜎𝑖
𝑢), the expected quality of an article is given by the 
mean of the log-Normal distribution (replaces Equation (15) in the manuscript):  
𝐸(𝑞𝑢; 𝜇𝑖
𝑢, 𝜎𝑖
𝑢) = 𝑒𝜇𝑖
𝑢+
𝜎𝑖
𝑢2
2  
This is used to compute the expected value of an article from a channel given the 
parameters of the reader’s belief about the quality of article from that channel. The rest of 
the model does not change.  
We estimated the model with this new continuous indicator of quality. In the test period, 
we compute the marginal utilities of the categories—as we have done in the original 
version, and use these marginal utilities with the multinomial choice model to predict 
which category to read in next step. However, this marginal utility here is approximate to 
the utility of spending a unite time on reading an article from a category, we found that by 
multiplying the marginal utility of a category by the average time the reader spends on an 
article in the category in training period we are able to fit the data better and do the same 
in the testing period allows us to better estimate the expected value of the category for the 
reader in the next step in the test data, which improves the predictive performance of the 
algorithm.  
The likelihood and the BIC of this continuous time model is not directly comparable with 
the rest of the alternative models since it models a different the data variable (binary 
read/skip observation vs continuous time). So, we compare the model to the alternatives 
using their out-of-sample prediction performance. As it turns out the accuracy of this model 
in predicting the category of consumption is only 28.63%, whereas that of the model using 
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binary quality level is 40.90%. This suggests that the model with the continuous quality 
variable does not capture the reader behavior as well as the simpler binary treatment of the 
variable. One of the reasons could be that the continuous time model imposes a stronger 
assumption: a one to one mapping between exact time spent and the quality of the article. 
Due to simpler model formulation, potentially weaker assumption, and more accurate out 
of sample prediction we retain the model with binary quality variable in the manuscript. 
Implementation Details 
We present some additional implementation details of the proposed method and the 
evaluated benchmarks in this Appendix.  
1. MCUwCES: The CES function in Equation (10) is not defined when 𝑥𝑘𝑢
𝑡  is 0 and 𝑠𝑢 <
1. Therefore, following a strategy similar to that used in Kim, Allenby et al. (2002) we 
add one to each count. This is equivalent to assuming that the readers start the session 
with a minimum level of consumption in each category.  
2. DailyLearner (Billsus and Pazzani 2000): This content based filtering benchmark 
designed for news recommendation integrates readers’ short-term interests with their 
long-term interests. The implemented algorithm, summarized below, is taken from 
Section 2.4.3.3 (page 164) of the original article.  
To determine the recommendation score of a previously unseen article, first a short-term 
interest model is used. If the cosine similarity between the tf-idf representation of a 
previously unseen article and that of any one of the last thirty read articles (number chosen 
to maximize accuracy) by the reader is greater than 0.2 the unseen article is considered for 
recommendation. The recommendation score for the unseen article is predicted via nearest 
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neighbor method. Those among the recent stories that are similar to the unseen article by a 
cosine measure of 0.2 or higher are used as nearest neighbors. In our dataset, if the reader 
read the article it was counted as a rating of 1; if she skipped it, it was counted as a rating 
of 0. If the similarity is higher than 0.7, we assume that the reader is likely already aware 
of the news event; therefore, the predicted score is discounted by multiplying with 0.1.  
If the unseen article is not similar to any of the thirty recently read articles, a long-term 
interest model is used. This is implemented as a naïve-Bayes classifier trained on all the 
articles read by the reader in the training period with read/skip measurements as the ratings.  
All the thresholds and parameter values are taken from the original paper. Sensitivity 
analysis on the parameters suggested that those are good values for the parameters. In 
considering articles for recommendation, we find that by limiting candidate article pool to 
those published in the last 3 days leads to the best performance in our application scenario. 
3. Utility Weighted Coverage Based Approach (Parambath, Usunier et al. 2016): This 
approach uses a similarity graph over the items as a map of the users’ preference space. 
Following the original paper, we created an article-article similarity graph by first 
representing each article using the readers who read them and then measuring the 
cosine similarity between each pair of articles. We found that the accuracy of this 
algorithm is maximized by limiting the reading history to the last 7 days before the time 
of recommendations. In order to not select items that are too similar to each other, a 
saturation function is used to discount scores of items that are similar to the ones 
already included in a set. The best performing satiation function is borrowed from the 
original paper. To generate recommendations, six articles among those published in the 
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last three days (a candidate pool that maximizes accuracy) that maximize the coverage 
of a reader’s profile are chosen by solving the constrained optimization problem in the 
Section 2.3.4 of the original paper for each reader using fmincon routine in Matlab. 
4. Similarity Based Collaborative Filter: We evaluate both user-user and item-item 
similarity based Collaborative Filters—each using Pearson’s correlation and cosine 
similarity (Breese, Heckerman et al. 1998). We present the results of the user-user 
similarity based approach with Pearson’s correlation as it performs the best on this 
dataset. We use the reading history in only the last 7 days to compute similarities (after 
evaluating with 1 day, 3 days, 7 days, 14 days, and entire reading history) as it led to 
most accurate recommendations. We set the nearest neighbor selection threshold to 
0.85 as it led to highest accuracy.  
5. Spreading Algorithms (Zhou, Kuscsik et al. 2010): We adapt the algorithm proposed 
in the original paper with the following changes. The parameter to combine the 
accuracy and diversity which should be between 0 and 1 was set to 0.3 to maximize 
accuracy. Only the readings in the 7 days before the time of recommendation were 
used, after considering a range of time windows, to construct readers’ profiles as it led 
to the highest accuracy.  
6. Katz-CWT (Dunlavy, Kolda et al. 2011): This is a link prediction algorithm that works 
off of a user-item bipartite graph. The predicted links from a user to an item are used 
as recommendations. This algorithm factorizes the adjacency matrix of the bipartite 
graph, similar to Singular Value Decomposition, with a modified singular value 
diagonal matrix. The design parameter is the number of components to include in the 
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factorization. We found that the accuracy of the algorithm improves as we increase the 
number of components. Beyond 100 components, the improvement in accuracy was 
not significant. Therefore, we set the number of components to 100. The rest of the 
parameters were same as those used in the original paper.  
7. List Diversification (Ziegler, McNee et al. 2005): This diversification algorithm starts 
from a recommendation score produced by another item-level recommendation 
algorithm. It revises the original ordering of the recommendations from second position 
on by including items into the list one at a time, at each step choosing items that are 
ranked highest by a ranking that is a combination of original relevance ranking and a 
dissimilarity ranking. The dissimilarity rankings of the items in the original list that are 
not yet included into the diversified list are computed by first measuring each of their 
similarity to the items that have already been included into the diversified list. Two 
articles are considered similar, a binary outcome, if they belong to the same category—
following a strategy similar to that used in the original paper. The total number of 
articles already on the diversified list that a candidate article is similar to is used as the 
similarity score for the article. Then the ranking of the candidate articles by similarity 
is reversed to produce the dissimilarity ranking. The original relevance ranking and the 
dissimilarity ranking are combined using a diversification factor, in the range 0 to 1, 
and the highest ranked item is then included into the diversified list as the next item. 
The original paper presents the diversification factor as a parameter to be set by the 
system designer to achieve desired level of diversity—0 leads to no diversification 
(results in the ranked list the underlying item-level recommender system provided and 
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highest accuracy) and 1 results in most diverse set of items (with the lowest accuracy). 
We set it to 0.5 to give equal weight to accuracy and diversity. 
For article recommendation exercise, we used each algorithm to predict the article the 
reader will select in the next click. We found that by removing the articles the readers have 
already read in the test period by the time of the prediction, we are able to increase the 
prediction accuracies, as the readers rarely reread an article. If the reader is observed to 
select the predicted article it is counted as a correct prediction. The total fraction of 
predictions that were correct in the entire test dataset is reported as the accuracy of the 
algorithm.  
A2.4 Impact on Consumption 
To gain insight into the diversity of consumption due to the use of the recommender 
systems, several researchers have used simulation studies (Fleder and Hosanagar 2009). 
We take such a simulation based approach to obtain insights into the impact of our new 
recommendation strategy on consumption diversity.  
To be more specific, since the model is based on the utility maximizing behavior of a 
reader, taking into account the search cost and the structure of the website she faces, by 
using the estimated utility parameters one can carry out policy simulations to examine the 
impact of different recommendation strategies on consumption behaviors. Additionally, 
one can estimate the level of content diversity the reader would consume and the utility she 
would gather from it, if at every step she could acquire the content with the highest utility 
without incurring any search cost (“Ideal” consumption for the reader). Unencumbered by 
the search cost or the structure of the site, such a strategy would provide the reader with 
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the set of contents with the highest utility over the session. The diversity in this set of 
content can be considered as delivering the optimal level of diversity. We also evaluate a 
strategy that maximizes only the diversity of recommendation by randomly drawing a 
subset of categories of size six (we recommend six articles following the current 
implementation on the site), to illustrate the effect of increasing only the diversity. 29 
shows the diversity of consumption by the readers under different recommendation 
strategies and the realized utility from the consumed articles. 
 
Figure 28. Utility vs diversity of a set of benchmarks from policy simulations. The estimated 
click-through rates are shown next to the markers. 
 
As we can see from the plot, making recommendation using the proposed approach that 
learns and uses consumers’ variety seeking behavior offers higher utility than other 
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strategies and comes closest to the user’s ideal consumption. Notably, our proposed 
approach is not the most “diverse”, as other methods recommend a wider set of categories. 
This outcome is consistent with the earlier point made: our aim is not to simply increase 
diversity in recommendations relative to other methods; rather it is to be able to offer the 
right amount and type of diversity per user at the right time. As the click-through rate on 
recommendations generally increases with the utility offered, some of these 
recommendation methods that are too diverse (Katz with List Diversification or Maximum 
Diversity) or too narrow (Katz or the Currently Implemented approach) would get a lower 
click-through rate than the proposed approach that is closer to the Ideal level of diversity.   
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APPENDIX for Chapter 3 
 
A.3.1 Marginal Effect of Utility Parameters 
When 𝑑𝑢𝑖
𝑡 > 0, we have 
𝜀𝑢𝑖 = 𝜐3𝑢𝑖
𝑡 − 𝜐1𝑢𝑖
𝑡 ∗ 𝜶𝑢1′𝑋𝑢𝑖 − 𝜐2𝑢𝑖
𝑇 ∗ 𝜶𝑢2′𝑋𝑢𝑖 − 𝜐1𝑢𝑖
𝑡 ∗ 𝛽𝑢1 − 𝜐2𝑢𝑖
𝑡 ∗ 𝛽𝑢2 
Take expectation on each side, and let 𝐹(𝝁𝒂𝟏 , 𝝁𝒂𝟐 , 𝑑𝑢𝑖
𝑡 ) = 
𝜐3𝑢𝑖
𝑡 − 𝜐1𝑢𝑖
𝑡 ∗ 𝝁𝒂𝟏′𝑋𝑢𝑖 − 𝜐2𝑢𝑖
𝑇 ∗ 𝝁𝒂𝟐′𝑋𝑢𝑖 − 𝜐1𝑢𝑖
𝑡 ∗ 𝜃𝛽1 − 𝜐2𝑢𝑖
𝑡 ∗ 𝜃𝛽1 = 0 
Therefore, we have  
𝜕𝑑𝑢𝑖
𝑡
𝜕𝑋𝑢𝑖,𝑗
= −
𝜕𝐹
𝜕𝑋𝑢𝑖,𝑗
𝜕𝐹
𝜕𝑑𝑢𝑖
𝑡
=
(1 + 𝑑𝑢𝑖
𝑡 ) (1 + 𝑒𝛂𝑠∗𝑠𝑡𝑎𝑡𝑢𝑠𝑖
𝑡+α𝑑∗𝑑𝑢𝑖
𝑡 +𝛽𝑑) ∗ 𝑝𝑢𝑖
𝑡 ∗ ((1 + 𝑒𝛂𝑠∗𝑠𝑡𝑎𝑡𝑢𝑠𝑖
𝑡+α𝑑∗𝑑𝑢𝑖
𝑡 +𝛽𝑑)
2
𝜇𝑎1,𝑗 + (1 + 𝑑𝑢𝑖
𝑡 )𝑒𝛂𝑠∗𝑠𝑡𝑎𝑡𝑢𝑠𝑖
𝑡+α𝑑∗𝑑𝑢𝑖
𝑡 +𝛽𝑑 ∗ 𝜇𝑎2,𝑗 ∗ α𝑑)
(1 + 𝑒𝛂𝑠∗𝑠𝑡𝑎𝑡𝑢𝑠𝑖
𝑡+α𝑑∗𝑑𝑢𝑖
𝑡 +𝛽𝑑)
3
(−1 + 𝜇𝑎1,𝑗 ∗ 𝑝𝑢𝑖
𝑡 ∗ 𝑋𝑢𝑖,𝑗) + α𝑑(1 + 𝑑𝑢𝑖
𝑡 )
2
𝑒𝛂𝑠∗𝑠𝑡𝑎𝑡𝑢𝑠𝑖
𝑡+α𝑑∗𝑑𝑢𝑖
𝑡 +𝛽𝑑(−1 + 𝑒𝛂𝑠∗𝑠𝑡𝑎𝑡𝑢𝑠𝑖
𝑡+α𝑑∗𝑑𝑢𝑖
𝑡 +𝛽𝑑) ∗ 𝜇𝑎2,𝑗 ∗ 𝑝𝑢𝑖
𝑡 ∗ 𝑋𝑢𝑖,𝑗 ∗ α𝑑
 
 
A.3.2 Estimation Procedure 
The full likelihood of the model is listed in Equation 28, we write this as  
𝐿1(𝒅𝒖
𝒕 |𝜶𝑢1, 𝛽𝑢1, 𝜶𝑢2, 𝛽𝑢2, 𝜎1, 𝜎2) = ∏ 𝑝
′(𝑑𝑢𝑖
𝑡 > 0)
𝐼ℎ
𝑖=1 ∏ 𝑝
′(𝑑𝑢𝑖
𝑡 = 0)𝐼𝑖=𝐼ℎ+1     . The 
parameters need to estimate are {𝜶𝒖
𝒄𝒂𝒎𝒑
, 𝛽𝑢𝑜 , 𝜶𝑢1, 𝛽𝑢1, 𝜶𝑢2, 𝛽𝑢2, 𝜎1, 𝜎2}. These parameters 
are constructed in Bayesian hierarchical way and the full hierarchical Bayesian model is 
presented below: 
1. 𝜶𝑢1 ~𝑀𝑉𝑁(𝝁𝒂𝟏 , 𝛴𝒂𝟏) 
2. 𝝁𝒂𝟏~𝑀𝑉𝑁(𝜽𝜽𝒂,𝟏 , Σ𝜃𝒂,𝟏) 
3. 𝛴𝒂𝟏~𝐼𝑛𝑣𝑒𝑟𝑠𝑒𝑊𝑖𝑠ℎ𝑎𝑟𝑡(𝑆𝒂,𝟏
−1, 𝑣𝒂,𝟏) 
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4. 𝛽𝑢1~𝑁𝑜𝑟𝑚𝑎𝑙(𝜃𝛽1 , 𝜎𝛽1) 
5. 𝜃𝛽1~𝑁𝑜𝑟𝑚𝑎𝑙 (𝜃𝜃𝛽1 , σ𝜃𝛽1) 
6. 𝜎𝛽1~𝐼𝑛𝑣𝑒𝑟𝑠𝑒𝑊𝑖𝑠ℎ𝑎𝑟𝑡(𝑠𝛽1
−1, 𝑣𝛽1) 
 
7. 𝜶𝑢2 ~𝑀𝑉𝑁(𝝁𝒂𝟐 , 𝛴𝒂𝟐) 
8. 𝝁𝒂𝟐~𝑀𝑉𝑁(𝜽𝜽𝒂,𝟐 , Σ𝜃𝒂,𝟐) 
9. 𝛴𝒂𝟐~𝐼𝑛𝑣𝑒𝑟𝑠𝑒𝑊𝑖𝑠ℎ𝑎𝑟𝑡(𝑆𝒂,𝟐
−1, 𝑣𝒂,𝟐) 
 
10. 𝛽𝑢2~𝑁𝑜𝑟𝑚𝑎𝑙(𝜃𝛽2 , 𝜎𝛽2) 
11. 𝜃𝛽2~𝑁𝑜𝑟𝑚𝑎𝑙 (𝜃𝜃𝛽2 , σ𝜃𝛽2) 
12. 𝜎𝛽2~𝐼𝑛𝑣𝑒𝑟𝑠𝑒𝑊𝑖𝑠ℎ𝑎𝑟𝑡(𝑠𝛽2
−1, 𝑣𝛽2) 
 
13. 𝜎1~𝐼𝑛𝑣𝑒𝑟𝑠𝑒𝑊𝑖𝑠ℎ𝑎𝑟𝑡(𝑠𝜎1
−1, 𝑣𝜎1) 
14. 𝜎2~𝐼𝑛𝑣𝑒𝑟𝑠𝑒𝑊𝑖𝑠ℎ𝑎𝑟𝑡(𝑠𝜎2
−1, 𝑣𝜎2) 
 
15. 𝜶𝒖
𝒄𝒂𝒎𝒑
 ~𝑀𝑉𝑁(𝝁𝒂,𝒄𝒂𝒎𝒑 , 𝛴𝒂,𝒄𝒂𝒎𝒑) 
16. 𝝁𝒂,𝒄𝒂𝒎𝒑~𝑀𝑉𝑁(𝜽𝜽𝒂,𝒄𝒂𝒎𝒑 , Σ𝜃𝒂,𝒄𝒂𝒎𝒑) 
17. 𝛴𝒂,   𝒄𝒂𝒎𝒑~𝐼𝑛𝑣𝑒𝑟𝑠𝑒𝑊𝑖𝑠ℎ𝑎𝑟𝑡(𝑆𝒂,𝒄𝒂𝒎𝒑
−1, 𝑣𝒂,𝒄𝒂𝒎𝒑) 
 
18. 𝛽𝑢𝑜~𝑁𝑜𝑟𝑚𝑎𝑙(𝜃𝛽𝑜 , 𝜎𝛽0) 
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19. 𝜃𝛽𝑜~𝑁𝑜𝑟𝑚𝑎𝑙 (𝜃𝜃𝛽𝑜 , σ𝜃𝛽𝑜) 
20. 𝜎𝛽0~𝐼𝑛𝑣𝑒𝑟𝑠𝑒𝑊𝑖𝑠ℎ𝑎𝑟𝑡(𝑠𝛽0
−1, 𝑣𝛽0) 
 
We estimate the model using Monte Carlo EM algorithm (Bishop 2006). In each iteration, 
we estimate 𝐸[𝑎𝑢𝑖
𝑡 |𝛼𝑢𝑖
𝑔𝑖𝑣𝑖𝑛𝑔, 𝛼𝑢𝑖
𝑎𝑙𝑡𝑟𝑎, 𝛼𝑢
𝑜𝑢𝑡, 𝑑𝑢𝑖
𝑡 ]  according to Equation 26 in E step and 
estimate above parameters in the M step. The details of the algorithm as implemented is 
given below.  
E step the presence of  𝑑𝑢𝑖
𝑡 > 0 means 𝑎𝑢𝑖
𝑡 = 1. For 𝑑𝑢𝑖
𝑡 = 0, we compute expectation of 
the exposure latent variable 𝐸[𝑎𝑢𝑖
𝑡 ] using Equation 26. 
𝐸[𝑎𝑢𝑖
𝑡 |𝛼𝑢𝑖
𝑔𝑖𝑣𝑖𝑛𝑔, 𝛼𝑢𝑖
𝑎𝑙𝑡𝑟𝑎, 𝛼𝑢
𝑜𝑢𝑡, 𝑑𝑢𝑖
𝑡 = 0] =
𝜈𝑢𝑖
𝑡 ∙ 𝑝(𝑑𝑢𝑖
𝑡 = 0|Θ)
𝜈𝑢𝑖
𝑡 ∙ 𝑝(𝑑𝑢𝑖
𝑡 = 0|Θ) + (1 − 𝜈𝑢𝑖
𝑡 )
 
M step 
In M step, we approximate the posterior distribution of the parameters by drawing samples 
from it using Metropolis-within-Gibbs algorithm. We use the following four steps to draw 
one random value of the parameter in each M-step.  
Step 1: Sample 𝜶𝒖𝟏  
A sample of the parameter, 𝜶𝑢1
∗  is drawn from a Multi-Variable Normal proposal 
distribution centered on the current value of the parameter, i.e., 𝜶𝑢1
∗  ~𝑀𝑉𝑁(𝜶𝑢1, σ̅𝜶𝑢1
2 ). 
The sampled 𝜶𝑢1
∗  is accepted with the probability: 
𝑚𝑖𝑛 {
𝐿1(𝒅𝒖
𝒕 |𝜶𝒖𝟏
∗ , 𝛽𝑢1, 𝜶𝑢2, 𝛽𝑢2, 𝜎1, 𝜎2) ∗ 𝑀𝑉𝑁(𝜶𝒖𝟏
∗ |𝝁𝒂𝟏 , 𝛴𝒂𝟏)
𝐿1(𝒅𝒖
𝒕 |𝜶𝒖𝟏 , 𝛽𝑢1, 𝜶𝑢2, 𝛽𝑢2, 𝜎1, 𝜎2) ∗ 𝑀𝑉𝑁(𝜶𝒖𝟏 |𝝁𝒂𝟏 , 𝛴𝒂𝟏)
, 1} 
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All the other parameter values are taken from their latest sample. The parameters 
𝜽𝜽𝒂𝟏
, Σ𝜃𝒂𝟏
, 𝑆𝒂𝟏 , 𝑣𝒂𝟏 of the distribution of 𝝁𝒂𝟏 and 𝛴𝒂𝟏 are initiated with  ?̅?𝜽𝒂𝟏
= 0, Σ̅𝜃𝒂𝟏
=
105𝐼𝑘, 𝑆?̅?𝟏 = 𝐼𝑘, ?̅?𝒂𝟏 = 1 at the start of the estimation. From the sampled 𝜶𝒖𝟏 for all donors 
in this iteration, we estimate the parameters of the posterior distribution  𝜽𝜽𝒂𝟏
(Normal 
mean),  Σ𝜃𝒂𝟏
(Normal variance), 𝑆𝒂𝟏  (inverse Wishart scale matrix) and 𝑣𝒂𝟏  (inverse 
Wishart degree of freedom) using the following update formulae for conjugate priors: 
𝜽𝜽𝒂𝟏
= Σ𝜃𝒂𝟏
′ ((∑𝜶𝑢1
𝑈
𝑢=1
)
′
𝛴𝒂𝟏
−1 + ?̅?𝜽𝒂𝟏
Σ̅𝜃𝒂𝟏
−1
)
′
 
Σ𝜃𝒂𝟏
= (𝑈𝛴𝒂𝟏
−1 + Σ̅𝜃𝒂𝟏
−1
)
−1
 
𝑆𝒂𝟏 =∑(𝜶𝑢1 − 𝝁𝒂𝟏)(𝜶𝑢1 − 𝝁𝒂𝟏)
′
𝑈
𝑢=1
+ 𝑆?̅?𝟏 
𝑣𝒂𝟏 = 𝑈 + ?̅?𝒂𝟏 
Based on the updated values of 𝜽𝜽𝒂𝟏
, Σ𝜃𝒂𝟏
, 𝑆𝒂𝟏 , 𝑣𝒂𝟏 , we draw a new sample of 
𝝁𝒂𝟏~𝑀𝑉𝑁(𝜽𝜽𝒂𝟏
, Σ𝜃𝒂𝟏
) and 𝛴𝒂𝟏~𝐼𝑛𝑣𝑒𝑟𝑠𝑒𝑊𝑖𝑠ℎ𝑎𝑟𝑡(𝑆𝒂𝟏
−1, 𝑣𝒂𝟏). 
 
Step 2: Sample 𝛽𝑢1. 
The next draw of 𝛽𝑢1
∗  comes from a Normal proposal distribution centered on the current 
value of the parameter, i.e., 𝛽𝑢1
∗  ~𝑁𝑜𝑟𝑚𝑎𝑙(𝛽𝑢1, σ̅𝛽𝑢1
2 ). The accepting probability is: 
𝑚𝑖𝑛 {
𝐿1(𝒅𝒖
𝒕 |𝜶𝑢1, 𝛽𝑢1
∗ , 𝜶𝑢2, 𝛽𝑢2, 𝜎1, 𝜎2) ∗ 𝑁𝑜𝑟𝑚𝑎𝑙(𝛽𝑢1
∗ |𝜃𝛽1 , 𝜎𝛽1)
𝐿1(𝒅𝒖
𝒕 |𝜶𝑢1 , 𝛽𝑢1, 𝜶𝑢2, 𝛽𝑢2, 𝜎1, 𝜎2) ∗ 𝑁𝑜𝑟𝑚𝑎𝑙(𝛽𝑢1|𝜃𝛽1 , 𝜎𝛽1)
, 1} 
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The parameters 𝜃𝜃𝛽1 , σ𝜃𝛽1 , 𝑠𝛽1 , 𝑣𝛽1  of the distribution of 𝜃𝛽1  and 𝜎𝛽1  are initiated as 
?̅?𝜃𝛽1 = 0, σ̅𝜃𝛽1 = 10
5, ?̅?𝛽1 = 1, ?̅?𝛽1 = 1 at the start of the estimation. After sampling 𝛽𝑢1 
for all donors, we estimate the posterior parameters  𝜃𝜃𝛽1 (Normal mean), σ𝜃𝛽1 (Normal 
variance), 𝑠𝛽1 (Inverse Wishart scale matrix) and 𝑣𝛽1 (Inverse Wishart degree of freedom) 
using the update formula for conjugate priors: 
𝜃𝜃𝛽1 = σ𝜃𝛽1
′ ((∑𝛽𝑢1
𝑈
𝑢=1
)
′
𝜎𝛽1
−1 + ?̅?𝜃𝛽1 σ̅𝜃𝛽1
−1)
′
 
 σ𝜃𝛽1 = (𝑈𝜎𝛽1
−1 + σ̅𝜃𝛽1
−1)
−1
 
𝑠𝛽1 =∑(𝛽𝑢1 − 𝜃𝛽1)(𝛽𝑢1 − 𝜃𝛽1)
′
𝑈
𝑢=1
+ ?̅?𝛽1 
𝑣𝛽1 = 𝑈 + ?̅?𝛽1 
Based on the updated 𝜃𝜃𝛽1 , σ𝜃𝛽1 , 𝑠𝛽1 , 𝑣𝛽1 , we draw a new sample of 
𝜃𝛽1~𝑁𝑜𝑟𝑚𝑎𝑙 (𝜃𝜃𝛽1 , σ𝜃𝛽1) and 𝜎𝛽1~𝐼𝑛𝑣𝑒𝑟𝑠𝑒𝑊𝑖𝑠ℎ𝑎𝑟𝑡(𝑠𝛽1
−1, 𝑣𝛽1). 
 
Step 3: Sample 𝜶𝒖𝟐  
A sample of the parameter, 𝜶𝒖𝟐
∗  is drawn from a Multi-Variable Normal proposal 
distribution centered on the current value of the parameter, i.e., 𝜶𝒖𝟐
∗  ~𝑀𝑉𝑁(𝜶𝒖𝟐, σ̅𝜶𝑢2
2 ). 
The sampled 𝜶𝑢2
∗  is accepted with the probability: 
𝑚𝑖𝑛 {
𝐿1(𝒅𝒖
𝒕 |𝜶𝒖𝟏, 𝛽𝑢1, 𝜶𝒖𝟐
∗ , 𝛽𝑢2, 𝜎1, 𝜎2) ∗ 𝑀𝑉𝑁(𝜶𝒖𝟐
∗ |𝝁𝒂𝟐 , 𝛴𝒂𝟐)
𝐿1(𝒅𝒖
𝒕 |𝜶𝒖𝟏 , 𝛽𝑢1, 𝜶𝒖𝟐, 𝛽𝑢2, 𝜎1, 𝜎2) ∗ 𝑀𝑉𝑁(𝜶𝒖𝟐 |𝝁𝒂𝟐 , 𝛴𝒂𝟐)
, 1} 
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All the other parameter values are taken from their latest sample. The parameters 
𝜽𝜽𝒂𝟐
, Σ𝜃𝒂𝟐
, 𝑆𝒂𝟐 , 𝑣𝒂𝟐 of the distribution of 𝝁𝒂𝟐 and 𝛴𝒂𝟐 are initiated with  ?̅?𝜽𝒂𝟐
= 0, Σ̅𝜃𝒂𝟐
=
105𝐼𝑘, 𝑆?̅?𝟐 = 𝐼𝑘, ?̅?𝒂𝟐 = 1 at the start of the estimation. From the sampled 𝒂𝒖𝟐 for all donors 
in this iteration, we estimate the parameters of the posterior distribution  𝜽𝜽𝒂𝟐
(Normal 
mean),  Σ𝜃𝒂𝟐
(Normal variance), 𝑆𝒂𝟐  (inverse Wishart scale matrix) and 𝑣𝒂𝟐  (inverse 
Wishart degree of freedom) using the following update formulae for conjugate priors: 
𝜽𝜽𝒂𝟐
= Σ𝜃𝒂𝟐
′ ((∑𝜶𝒖𝟐
𝑈
𝑢=1
)
′
𝛴𝒂𝟐
−1 + ?̅?𝜽𝒂𝟐
Σ̅𝜃𝒂𝟐
−1
)
′
 
Σ𝜃𝒂𝟐
= (𝑈𝛴𝒂𝟐
−1 + Σ̅𝜃𝒂𝟐
−1
)
−1
 
𝑆𝒂𝟐 =∑(𝜶𝒖𝟐 − 𝝁𝒂𝟐)(𝜶𝒖𝟐 − 𝝁𝒂𝟐)
′
𝑈
𝑢=1
+ 𝑆?̅?𝟐 
𝑣𝒂𝟐 = 𝑈 + ?̅?𝒂𝟏 
Based on the updated values of 𝜽𝜽𝒂𝟐
, Σ𝜃𝒂𝟐
, 𝑆𝒂𝟐 , 𝑣𝒂𝟐 , we draw a new sample of 
𝝁𝒂𝟐~𝑀𝑉𝑁(𝜽𝜽𝒂𝟐
, Σ𝜃𝒂𝟐
) and 𝛴𝒂𝟐~𝐼𝑛𝑣𝑒𝑟𝑠𝑒𝑊𝑖𝑠ℎ𝑎𝑟𝑡(𝑆𝒂𝟐
−1, 𝑣𝒂𝟐). 
 
Step 4: Sample 𝛽𝑢2. 
The next draw of 𝛽𝑢2
∗  comes from a Normal proposal distribution centered on the current 
value of the parameter, i.e., 𝛽𝑢2
∗  ~𝑁𝑜𝑟𝑚𝑎𝑙(𝛽𝑢2, σ̅𝛽𝑢2
2 ). The accepting probability is: 
𝑚𝑖𝑛 {
𝐿1(𝒅𝒖
𝒕 |𝜶𝑢1, 𝛽𝑢1, 𝜶𝒖𝟐, 𝛽𝑢2
∗ , 𝜎1, 𝜎2) ∗ 𝑁𝑜𝑟𝑚𝑎𝑙(𝛽𝑢2
∗ |𝜃𝛽2 , 𝜎𝛽2)
𝐿1(𝒅𝒖
𝒕 |𝜶𝑢1 , 𝛽𝑢1, 𝜶𝒖𝟐, 𝛽𝑢2, 𝜎1, 𝜎2) ∗ 𝑁𝑜𝑟𝑚𝑎𝑙(𝛽𝑢2|𝜃𝛽2 , 𝜎𝛽2)
, 1} 
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The parameters 𝜃𝜃𝛽2 , σ𝜃𝛽2 , 𝑠𝛽2 , 𝑣𝛽2  of the distribution of 𝜃𝛽2  and 𝜎𝛽2  are initiated as 
?̅?𝜃𝛽2 = 0, σ̅𝜃𝛽2 = 10
5, ?̅?𝛽2 = 1, ?̅?𝛽2 = 1 at the start of the estimation. After sampling 𝛽𝑢2 
for all donors, we estimate the posterior parameters  𝜃𝜃𝛽2 (Normal mean), σ𝜃𝛽2 (Normal 
variance), 𝑠𝛽2 (Inverse Wishart scale matrix) and 𝑣𝛽2 (Inverse Wishart degree of freedom) 
using the update formula for conjugate priors: 
𝜃𝜃𝛽2 = σ𝜃𝛽2
′ ((∑𝛽𝑢2
𝑈
𝑢=1
)
′
𝜎𝛽2
−1 + ?̅?𝜃𝛽2 σ̅𝜃𝛽2
−1)
′
 
 σ𝜃𝛽2 = (𝑈𝜎𝛽2
−1 + σ̅𝜃𝛽2
−1)
−1
 
𝑠𝛽2 =∑(𝛽𝑢2 − 𝜃𝛽2)(𝛽𝑢2 − 𝜃𝛽2)
′
𝑈
𝑢=1
+ ?̅?𝛽2 
𝑣𝛽2 = 𝑈 + ?̅?𝛽2 
Based on the updated 𝜃𝜃𝛽2 , σ𝜃𝛽2 , 𝑠𝛽2 , 𝑣𝛽2 , we draw a new sample of 
𝜃𝛽2~𝑁𝑜𝑟𝑚𝑎𝑙 (𝜃𝜃𝛽2 , σ𝜃𝛽2) and 𝜎𝛽2~𝐼𝑛𝑣𝑒𝑟𝑠𝑒𝑊𝑖𝑠ℎ𝑎𝑟𝑡(𝑠𝛽2
−1, 𝑣𝛽2). 
 
Step 5: Sample 𝜎1. 
First we will draw the errors associate with variance 𝜎1. The next draw of 𝜀𝑢1
∗  comes from 
a Normal proposal distribution centered on the current value of the parameter, i.e., 
𝜀𝑢1
∗  ~𝑀𝑉𝐴(𝜀𝑖1, σ̅𝜀𝑢1
2 ). Based on the next draw of 𝜀𝑢1
∗ , we get new variance 𝜎1
∗ analytically.   
The accepting probability of the new variance is: 
𝑚𝑖𝑛 {
𝐿1(𝒅𝒖
𝒕 |𝜶𝑢1, 𝛽𝑢1, 𝜶𝒖𝟐, 𝛽𝑢2, 𝜎1
∗, 𝜎2) ∗ 𝐼𝑛𝑣_𝐺𝑎𝑚𝑚𝑎(𝜎1
∗|𝛼𝜎1,, 𝛽𝜎1,)
𝐿1(𝒅𝒖
𝒕 |𝜶𝑢1 , 𝛽𝑢1, 𝜶𝒖𝟐, 𝛽𝑢2, 𝜎1, 𝜎2) ∗ 𝐼𝑛𝑣_𝐺𝑎𝑚𝑚𝑎(𝜎1|𝛼𝜎1,, 𝛽𝜎1,)
, 1} 
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The parameters 𝛼𝜎1 , 𝛽𝜎1 of the inverse gamma distribution are initiated as ?̅?𝜎1 = 1, ?̅?𝜎1 =
1 at the start of the estimation. After sampling 𝜀𝑖1 for all donors and projects, we estimate 
the posterior parameters   𝛼𝜎1, (gamma shape) and  𝛽𝜎1 (gamma scale) using the update 
formula for conjugate priors: 
𝛼𝜎1, = ?̅?𝜎1 +
𝑈 ∗ 𝐼
2
 
 𝛽𝜎1 = ?̅?𝜎1 +
∑ (𝜀𝑖1)
2
𝑢,𝑖
2
 
Step 6: Sample 𝜎2. 
First we will draw the errors associate with variance 𝜎2. The next draw of 𝜀𝑢2
∗  comes from 
a Normal proposal distribution centered on the current value of the parameter, i.e., 
𝜀𝑢2
∗  ~𝑀𝑉𝐴(𝜀𝑖2, σ̅𝜀𝑢2
2 ). Based on the next draw of 𝜀𝑢2
∗ , we get new variance 𝜎2
∗ analytically.   
The accepting probability of the new variance is: 
𝑚𝑖𝑛 {
𝐿1(𝒅𝒖
𝒕 |𝜶𝑢1, 𝛽𝑢1, 𝜶𝒖𝟐, 𝛽𝑢2, 𝜎1, 𝜎2
∗) ∗ 𝐼𝑛𝑣_𝐺𝑎𝑚𝑚𝑎(𝜎2
∗|𝛼𝜎2,, 𝛽𝜎2,)
𝐿1(𝒅𝒖
𝒕 |𝜶𝑢1 , 𝛽𝑢1, 𝜶𝒖𝟐, 𝛽𝑢2, 𝜎1, 𝜎2) ∗ 𝐼𝑛𝑣_𝐺𝑎𝑚𝑚𝑎(𝜎2|𝛼𝜎2,, 𝛽𝜎2,)
, 1} 
The parameters 𝛼𝜎2,, 𝛽𝜎2 of the inverse gamma distribution are initiated as ?̅?𝜎2 = 1, ?̅?𝜎2 =
1 at the start of the estimation. After sampling 𝜀𝑖2 for all donors and projects, we estimate 
the posterior parameters   𝛼𝜎2, (gamma shape) and  𝛽𝜎2 (gamma scale) using the update 
formula for conjugate priors: 
𝛼𝜎2 = ?̅?𝜎2 +
𝑈 ∗ 𝐼
2
 
 𝛽𝜎2 = ?̅?𝜎2 +
∑ (𝜀𝑖2)
2
𝑢,𝑖
2
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Step 7: Sample 𝜶𝒖,𝑪𝒂𝒎𝒑
∗  
We estimate the awareness model parameters here and the likelihood becomes 
𝐿2(𝑝𝑢𝑖
𝑡 |𝜶𝒖,𝑪𝒂𝒎𝒑, 𝛽𝑢𝑜) = ∏ 𝜈𝑢𝑖
𝑡  𝑝𝑢𝑖
𝑡
(1 − 𝜈𝑢𝑖
𝑡 )1−𝑝𝑢𝑖
𝑡
𝑢,𝑖 = ∏ 𝜎(𝜶𝒖,𝑪𝒂𝒎𝒑 ∗ 𝐶𝑎𝑚𝑝𝑢𝑖
𝑡 +𝑢,𝑖
𝛽𝑢𝑜)
𝑝𝑢𝑖
𝑡
× (1 − 𝜎(𝜶𝒖,𝑪𝒂𝒎𝒑 ∗ 𝐶𝑎𝑚𝑝𝑢𝑖+
𝑡 𝛽𝑢𝑜))
1−𝑝𝑢𝑖
𝑡
. A sample of the parameter, 𝜶𝒖,𝑪𝒂𝒎𝒑
∗   is 
drawn from a Multi-Variable Normal proposal distribution centered on the current value 
of the parameter, i.e., 𝜶𝒖,𝑪𝒂𝒎𝒑
∗ ~𝑀𝑉𝑁(𝜶𝒖,𝑪𝒂𝒎𝒑, σ̅𝜶𝑢,𝑐𝑎𝑚𝑝
2 ) . The sampled 𝜶𝒖,𝑪𝒂𝒎𝒑
∗    is 
accepted with the probability: 
𝑚𝑖𝑛 {
𝐿2(𝑝𝑢𝑖
𝑡 |𝜶𝒖,𝑪𝒂𝒎𝒑
∗ , 𝛽𝑢𝑜) ∗ 𝑀𝑉𝑁(𝜶𝒖,𝑪𝒂𝒎𝒑
∗ |𝝁𝒂𝒖,𝒄𝒂𝒎𝒑 , 𝛴𝒂,𝒄𝒂𝒎𝒑)
𝐿2(𝑝𝑢𝑖
𝑡 |𝜶𝒖,𝑪𝒂𝒎𝒑, 𝛽𝑢𝑜) ∗ 𝑀𝑉𝑁(𝜶𝒖,𝑪𝒂𝒎𝒑 |𝝁𝒂𝒖,𝒄𝒂𝒎𝒑 , 𝛴𝒂,𝒄𝒂𝒎𝒑)
, 1} 
All the other parameter values are taken from their latest sample. The parameters 
𝜽𝜽𝒂,𝒄𝒂𝒎𝒑 , Σ𝜃𝒂,𝒄𝒂𝒎𝒑 , 𝑆𝒂,𝒄𝒂𝒎𝒑, 𝑣𝒂,𝒄𝒂𝒎𝒑 of the distribution of 𝝁𝒂𝒖,𝒄𝒂𝒎𝒑  and 𝛴𝒂,𝒄𝒂𝒎𝒑 are initiated 
with  ?̅?𝜽𝒂,𝒄𝒂𝒎𝒑 = 0, Σ̅𝜃𝒂,𝒄𝒂𝒎𝒑 = 10
5𝐼𝑘, 𝑆?̅?,𝒄𝒂𝒎𝒑 = 𝐼𝑘, ?̅?𝒂,𝒄𝒂𝒎𝒑 = 1  at the start of the 
estimation. From the sampled 𝜶𝒖,𝑪𝒂𝒎𝒑  for all donors in this iteration, we estimate the 
parameters of the posterior distribution  𝜽𝜽𝒂,𝒄𝒂𝒎𝒑 (Normal mean),  Σ𝜃𝒂,𝒄𝒂𝒎𝒑 (Normal 
variance),𝑆𝒂,𝒄𝒂𝒎𝒑 (inverse Wishart scale matrix) and 𝑣𝒂,𝒄𝒂𝒎𝒑 (inverse Wishart degree of 
freedom) using the following update formulae for conjugate priors: 
𝜽𝜽𝒂,𝒄𝒂𝒎𝒑 = Σ𝜃𝒂,𝒄𝒂𝒎𝒑
′ ((∑𝜶𝒖,𝑪𝒂𝒎𝒑
𝑈
𝑢=1
)
′
𝛴𝒂,𝒄𝒂𝒎𝒑
−1 + ?̅?𝜽𝒂,𝒄𝒂𝒎𝒑Σ̅𝜃𝒂,𝒄𝒂𝒎𝒑
−1
)
′
 
Σ𝜃𝒂,𝒄𝒂𝒎𝒑 = (𝑈𝛴𝒂,𝒄𝒂𝒎𝒑
−1 + Σ̅𝜃𝒂,𝒄𝒂𝒎𝒑
−1
)
−1
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𝑆𝒂,𝒄𝒂𝒎𝒑 =∑(𝜶𝒖,𝑪𝒂𝒎𝒑 − 𝝁𝒂𝒖,𝒄𝒂𝒎𝒑) (𝜶𝒖,𝑪𝒂𝒎𝒑 − 𝝁𝒂𝒖,𝒄𝒂𝒎𝒑)
′
𝑈
𝑢=1
+ 𝑆?̅?,𝒄𝒂𝒎𝒑 
𝑣𝒂,𝒄𝒂𝒎𝒑 = 𝑈 + ?̅?𝒂,𝒄𝒂𝒎𝒑 
Based on the updated values of 𝜽𝜽𝒂,𝒄𝒂𝒎𝒑 , Σ𝜃𝒂,𝒄𝒂𝒎𝒑 , 𝑆𝒂,𝒄𝒂𝒎𝒑, 𝑣𝒂,𝒄𝒂𝒎𝒑we draw a new sample of 
𝝁𝒂𝒖,𝒄𝒂𝒎𝒑~𝑀𝑉𝑁(𝜽𝜽𝒂,𝒄𝒂𝒎𝒑 , Σ𝜃𝒂,𝒄𝒂𝒎𝒑) and 𝛴𝒂,𝒄𝒂𝒎𝒑~𝐼𝑛𝑣𝑒𝑟𝑠𝑒𝑊𝑖𝑠ℎ𝑎𝑟𝑡(𝑆𝒂,𝒄𝒂𝒎𝒑, 𝑣𝒂,𝒄𝒂𝒎𝒑). 
 
Step 8: Sample 𝛽𝑢0. 
The next draw of 𝛽𝑢0
∗  comes from a Normal proposal distribution centered on the current 
value of the parameter, i.e., 𝛽𝑢0
∗  ~𝑁𝑜𝑟𝑚𝑎𝑙(𝛽𝑢0, σ̅𝛽𝑢0
2 ). The accepting probability is: 
𝑚𝑖𝑛 {
𝐿2(𝑝𝑢𝑖
𝑡 |𝜶𝒖,𝑪𝒂𝒎𝒑, 𝛽𝑢𝑜) ∗ 𝑀𝑉𝑁(𝜶𝒖,𝑪𝒂𝒎𝒑
∗ |𝝁𝒂𝒖,𝒄𝒂𝒎𝒑 , 𝛴𝒂,𝒄𝒂𝒎𝒑)
𝐿2(𝑝𝑢𝑖
𝑡 |𝜶𝒖,𝑪𝒂𝒎𝒑, 𝛽𝑢𝑜) ∗ 𝑀𝑉𝑁(𝜶𝒖,𝑪𝒂𝒎𝒑 |𝝁𝒂𝒖,𝒄𝒂𝒎𝒑 , 𝛴𝒂,𝒄𝒂𝒎𝒑)
, 1} 
The parameters 𝜃𝜃𝛽0 , σ𝜃𝛽0 , 𝑠𝛽0 , 𝑣𝛽0  of the distribution of 𝜃𝛽0  and 𝜎𝛽0  are initiated as 
?̅?𝜃𝛽0 = 0, σ̅𝜃𝛽0 = 10
5, ?̅?𝛽0 = 1, ?̅?𝛽0 = 1 at the start of the estimation. After sampling 𝛽𝑢0 
for all donors, we estimate the posterior parameters  𝜃𝜃𝛽0 (Normal mean), σ𝜃𝛽0 (Normal 
variance), 𝑠𝛽0 (Inverse Wishart scale matrix) and 𝑣𝛽0 (Inverse Wishart degree of freedom) 
using the update formula for conjugate priors: 
𝜃𝜃𝛽0 = σ𝜃𝛽0
′ ((∑𝛽𝑢0
𝑈
𝑢=1
)
′
𝜎𝛽0
−1 + ?̅?𝜃𝛽0 σ̅𝜃𝛽0
−1)
′
 
 σ𝜃𝛽0 = (𝑈𝜎𝛽0
−1 + σ̅𝜃𝛽0
−1)
−1
 
𝑠𝛽0 =∑(𝛽𝑢0 − 𝜃𝛽0)(𝛽𝑢0 − 𝜃𝛽0)
′
𝑈
𝑢=1
+ ?̅?𝛽0 
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𝑣𝛽0 = 𝑈 + ?̅?𝛽0 
Based on the updated 𝜃𝜃𝛽0 , σ𝜃𝛽0 , 𝑠𝛽0 , 𝑣𝛽0  , we draw a new sample of 
𝜃𝛽0~𝑁𝑜𝑟𝑚𝑎𝑙 (𝜃𝜃𝛽0 , σ𝜃𝛽0) and 𝜎𝛽0~𝐼𝑛𝑣𝑒𝑟𝑠𝑒𝑊𝑖𝑠ℎ𝑎𝑟𝑡(𝑠𝛽0
−1, 𝑣𝛽0). 
We adjust the variance or step size of each proposal distributions adaptively over iterations 
such that the average acceptance rate of the corresponding parameter is between 0.1 and 
0.4 (Haario, Laine et al. 2006). The outlined steps are run for 50,000 iterations. The first 
30,000 samples were discarded to ensure that the samples are not dependent on 
initialization. Mean and the variance of the parameters were computed from the last 20,000 
samples. 
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