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Abstract
The multigroup neutron transport criticality calculations using modern super-
computers have been widely employed in a nuclear reactor analysis for study-
ing whether or not a system is self-sustaining. However, the design and de-
velopment of an efficient parallel algorithm for the transport criticality calcu-
lations is a challenging task especially when the number of processor cores
is large and the unstructured mesh is adopted since both the compute time
and the memory usage need to be taken into consideration due to a high di-
mensionality of the neutron transport problems. In this paper, we study a
monolithic multilevel Schwarz preconditioner for the transport criticality cal-
culations using the nonlinear diffusion acceleration (NDA). In NDA, the multi-
group nonlinear diffusion equations is computed with an inexact Jacobian-free
Newton method using a few inverse power iterations as an initial guess. The
computed scalar fluxes and eigenvalue are used to evaluate the fission and
scattering terms of the transport equations, and then the transport equations
is simplified to a set of linear partial differential equations. The linear sys-
tems of equations arising from the discretizations of the nonlinear diffusion
equations and the transport equations need to be efficiently solved. To achieve
this goal, we propose a monolithically coupled approach equipped with sev-
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eral important ingredients; e.g., subspace-based coarsening, aggressive coars-
ening and strength matrix thresholding. The proposed monolithic multilevel
method is capable of efficiently handling the linear systems of equations for
both the transport system and the diffusion system, where the diffusion system
with a drift vector has been shown, in existing literatures, to be nonsymmetric
and to be difficult to solve with one of the existing solvers. In the multilevel
method, the construction of coarse spaces is nontrivial and expensive. We pro-
pose a subspace-based coarsening algorithm to resolve this issue by exploring
the matrix structures of the transport equations and the nonlinear diffusion
equations. We numerically demonstrate that the monolithic multilevel precon-
ditioner with the subspace-based coarsening algorithm is twice as fast as that
equipped with a full space based coarsening approach on thousands of proces-
sor cores for an unstructured mesh neutron transport problem with billions of
unknowns.
Keywords: Multilevel Schwarz preconditioner, nonlinear diffusion
acceleration, multigroup neutron transport equations, parallel processing,
domain decomposition methods
1. Introduction
The neutron transport criticality calculations play an important role in a
nuclear reactor analysis for studying the interactions of neutrons with their
background materials [1, 2]. A neutron transport system is said to be critical
if the rate of fission neutron production just equals to the neutron losses be-
cause of absorption and leakage [1]. A generalized eigenvalue problem needs
to be calculated for checking the criticality of the nuclear reactor system. The
criticality calculations of the neutron transport problems is challenging, and a
tremendous amount of computational resources is required because of a high
dimensionality; e.g., 1D energy, 2D angle and 3D spatial space. With the ad-
vancement of modern supercomputers, the high-resolution simulations of the
neutron transport problems become possible [3, 4, 5]. However, for efficiently
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using supercomputers, a scalable parallel eigenvalue solver need to be de-
signed and developed with taking both the compute time and the memory
usage into consideration. In this work, we propose a highly parallel monolithic
eigenvalue solver consisting of nonlinear diffusion acceleration, Jacobian-free
Newton-Krylov method and multilevel Schwarz preconditioner.
One of the simplest approaches for computing the criticality of the multi-
group neutron transport problems is inverse power iteration [1, 6], and the
inverse power iteration is still widely used today due to its simplicity in im-
plementation. The inverse power iteration is often referred to as “outer iter-
ation”. Sometimes, the inverse power iteration is accelerated with DSA (Dif-
fusion Synthetic Acceleration) [7]. During each inverse power iteration, an
inverse of the streaming-collision operator is required, and the calculation of
the operator inverse can be generalized to solve a linear system of equations.
Traditionally, a Gauss-Seidel iterative method is employed for solving the lin-
ear system of equations group by group where the scattering and the fission
terms are computed using the previously updated solution [1, 3]. For each
Gauss-Seidel iteration, one within-group subsystem of equations need to be
efficiently solved. Two of the most popular approaches for computing the
within-group linear system of equations are transport sweeps [4, 5] and multi-
level methods [8, 9, 10, 11, 12]. The parallel execution of a transport sweep is
often complicated by the dependencies of mesh elements on upstream neigh-
bors, and certain specific partitioning, aggregation and scheduling techniques
need to be implemented to achieve a high efficient calculation [4]. More or less,
the transport sweep has restrictions on the mesh structures and the spatial dis-
cretizations. On the other hand, a multilevel approach preconditioned iterative
Krylov subspace method is easy to parallelize, and can handle fully irregular
meshes and different spatial discretizations. However, the inverse power iter-
ation based algorithm framework may converge slow when the largest eigen-
value and the second largest eigenvalue are close to each other, which is often
true for realistic problems. One approach to resolve the issue is to employ
an inexact Jacobian-free Newton method [13, 14]. The Newton-based eigen-
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value solver has been successfully applied to several applications [15, 8, 9, 16].
A direct application of the Jacobian-free Newton-based eigenvalue solver to
the multigroup neutron transport equations sometimes could be expensive be-
cause a high dimensional nonlinear system of equations has to be calculated.
One of possible strategies to improve the performance is to apply a nonlin-
ear diffusion acceleration (NDA) method [17, 18], where the neutron transport
problem is reformulated as a “fixed source” problem by evaluating the scatter-
ing and the fission terms using the scalar fluxes and eigenvalue of the diffusion
equations.
One of the most challenging tasks in NDA is to develop a robust and ef-
ficient preconditioner for both the transport system and the diffusion system
because the transport system is large and the diffusion system is nonsymmetric
due to the closure terms. In this work, we study a parallel monolithic multi-
level preconditioner together with a subspace-based coarsening algorithm for
both the transport system and the diffusion system. More precisely, an inexact
Jacobian-free Newton method with a few inverse power iterations as an initial
guess is employed for the nonlinear diffusion system, and during each New-
ton iteration the Jacobian system is calculated using the monolithic multilevel
Schwarz preconditioner together with GMRES, where unlike a Gauss-Seidel
type approach the monolithic method handles all energy groups simultane-
ously. It has been shown in our previous work [16] for the transient multi-
group neutron diffusion equations that the fully coupled method has a better
efficiency than the Gauss-Seidel approach because a higher concurrency is ex-
plored. The transport system is reformed as a fixed source problem under the
NDA context, and a linear system of transport equations is also solved using
the monolithic multilevel preconditioner together with GMRES. In the multi-
level methods, the construction of coarse spaces has a critical impact on the
preconditioner performance. Generally, a coarse space can be constructed ei-
ther geometrically [19, 20] or algebraically [16]. We choose to use an algebraic
coarsening algorithm in this work because it is general and has an out-of-box
nature for users. But it is well-known that the construction of coarse spaces is
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expensive in terms of the compute time and the memory usage [21], and for
some applications the setup phase may be even more expensive than the solve
phase. To overcome this difficulty, we introduce a subspace-based coarsen-
ing algorithm by exploring the structure of the preconditioning matrix. In the
subspace-based coarsening algorithm, only a submatrix needs to be coarsened
to generate a coarse space, and therefore it is able to reduce the computational
cost in time and in memory. We numerically demonstrate that the proposed
algorithm is more efficient than the traditional multilevel method for solving
both the transport system and the diffusion system with thousands of proces-
sor cores for a 3D unstructured mesh problem with billions of unknowns.
The rest of this paper is organized as follows. In Section 2, a nonlinear dif-
fusion acceleration method is presented to decouple the scattering term and
the fission term from the streaming-collision operator in the neutron trans-
port problem to speedup the simulations. A parallel monolithic multilevel
Schwarz preconditioner together with a subspace-based coarsening algorithm
is described in Section 3 for both the transport system and the diffusion system.
In Section 4, some numerical tests are carefully studied to demonstrate the per-
formance of the monolithic multilevel Schwarz preconditioner equipped with
the subspace-based coarsening algorithm. A few remarks and conclusions are
drawn in Section 5.
2. Nonlinear diffusion acceleration
In this Section, we present the multigroup neutron transport equations for
the criticality calculations, and then study a nonlinear diffusion acceleration
method where a system of diffusion equations is solved to speedup the trans-
port simulations.
2.1. Multigroup neutron transport equations
The multigroup neutron transport equations is used to describe the neu-
tron interactions with the background materials in a nuclear reactor system,
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where the fundamental quantities of interest are the neutron angular fluxes,
Ψg [ cm−2 s−1 st−1], g = 1, 2, ..., G. Here G is the number of energy groups, and
Ψg is defined on D × S , where S is a unit sphere of neutron flying directions
and D is a 3D spatial domain, for example as shown in Fig. 1. The multigroup
neutron transport equations for the eigenvalue problems reads as follows:
~Ω · ~∇Ψg + Σt,gΨg =
G
∑
g′=1
∫
S
Σs,g′→g fg′→g(~Ω′ · ~Ω)Ψg′(~x, ~Ω′) dΩ′
+
1
4pi
χg
k
G
∑
g′=1
νΣf,g′Φg′ , in D × S .
(1)
In Eq. (1), ~x ∈ D [ cm] denotes the independent spatial variable, and ~Ω ∈ S
represents the independent angular variable. Σt,g [ cm−1] is the macroscopic
total cross section of the gth energy group, and Σs,g′→g [ cm−1] represents the
macroscopic scattering cross section from the g′th group to the gth group. fg′→g
[ st−1] is the scattering phase function satisfying the following constraint∫
S
fg′→g(~Ω, ~Ω′) dΩ = 1.
The scattering phase function redistributes neutrons from the incoming direc-
tions ~Ω′ to some outgoing directions ~Ω. In the second term of the right hand
side of Eq. (1), χg denotes the prompt fission spectrum, ν is the averaged num-
ber of neutrons emitted per fission, Σf,g [ cm−1] represents the macroscopic fis-
sion cross section, and Φg [ cm−2 s−1] are the scalar fluxes that can be calcu-
lated by taking an integral of the angular fluxes over the unit sphere
Φg ≡
∫
S
Ψg dΩ.
k is the eigenvalue (the largest eigenvalue is referred to as the neutron mul-
tiplication factor). The neutron transport criticality calculations focus on the
largest eigenvalue and its eigenvalue vector, referred to as the fundamental
mode. The first term of Eq. (1) is the streaming term, the second is the collision
term, the third is the scattering term and the forth is the fission term. The scatter-
ing terms couples all energy groups through the scattering matrix, and connect
all angular directions through the integral. Similarly, the fission term couple all
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the angular fluxes for each group together. The angular coupling and the en-
ergy coupling make the neutron transport criticality calculations challenging.
To rewrite Eq. (1) as a vector form, we introduce some notations as follows:
Ψ ≡
[
Ψ1,Ψ2, · · · ,ΨG
]T
,
LΨ ≡
[
L1Ψ1,L2Ψ2, · · · ,LGΨG
]T
, LgΨg ≡ ~∇ · ~ΩΨg + Σt,gΨg,
SΨ ≡
[
S1Ψ1,S2Ψ2, · · · ,SGΨG
]T
, SgΨg ≡
G
∑
g′=1
∫
S
Σs,g′→g fg′→gΨg′ dΩ′,
FΨ ≡
[
F1Ψ1,F2Ψ2, · · · ,FGΨG
]T
, FgΨg ≡ 14piχg
G
∑
g′=1
νΣf,g′Φg′ .
Here Ψ is the angular flux vector consisting of all energy groups. L, S and
F are the streaming-collision operator, the scattering operator and the fission
operator, respectively. With the operator notations, we rewrite Eq. (1) as
LΨ = SΨ+
1
k
FΨ. (2)
Following a standard finite element technique, the weak form of Eq. (2)
reads as
(L∗Ψ∗,Ψ) + 〈Ψ∗, Ψ¯〉+ − 〈Ψ∗, Ψ¯〉− = (Ψ∗,SΨ) + 1
k
(Ψ∗, FΨ) , (3)
where Ψ∗ is the test function, and L∗ is the adjoint operator of L defined as
L∗Ψ ≡
[
L∗1Ψ1,L
∗
2Ψ2, · · · ,L∗GΨG
]T
, L∗gΨg ≡ −~∇ · ~ΩΨg + Σt,gΨg.
(·, ·) denotes a function inner product over D × S , for example,
(Ψ∗,Ψ) ≡
G
∑
g=1
∫
S
dΩ
∫
D
dxΨ∗g(~x, ~Ω)Ψg(~x, ~Ω).
〈·, ·〉 represents the inner product over the boundaries, that is,
〈Ψ∗, Ψ¯〉± ≡
G
∑
g=1
∮
∂D
dx
∫
S±~nb
dΩ
∣∣∣~Ω ·~nb∣∣∣Ψ∗g(~x, ~Ω)Ψ¯g(~x, ~Ω).
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Here ∂D is the boundary of D, ~nb is the outward unit normal vector on ∂D,
and S±~nb = {~Ω ∈ S : ~Ω ·~nb ≷ 0}. The vacuum and reflecting boundary con-
ditions are employed in this paper. For the vacuum boundary condition, Ψ¯ is
expressed as
Ψ¯ =
 Ψ, on ∂D, ~Ω ·~nb ≥ 0,0, on ∂D, ~Ω ·~nb < 0.
For the reflecting boundary condition, Ψ¯ is defined as
Ψ¯ =
 Ψ, on ∂D, ~Ω ·~nb ≥ 0,Ψr, on ∂D, ~Ω ·~nb < 0,
where Ψr is the reflecting angular fluxes of Ψ on ~Ωr = ~Ω− 2(~Ω ·~nb)~nb. The
weak form (3) is unstable, and certain stabilizing techniques are required. A
stabilizing technique called SAAF (self-adjoint angular flux) is chosen in this
work, and the SAAF is very similar to the well-known method SUPG (Stream-
line upwind/Petrov-Galerkin) [22]. We ignore the description of SAAF here
since it has been presented in other literatures [8, 9, 18]. Without introducing
any confusion, the same weak form notation is also reused to represent its sta-
bilized version. To simplify the description, the weak form is rewritten as
l(Ψ∗,Ψ)− sh(Ψ∗,Ψ) = s0(Ψ∗,Φ) + 1k f(Ψ
∗,Φ), (4)
with
l(Ψ∗,Ψ) ≡ (L∗Ψ∗,Ψ) + 〈Ψ∗, Ψ¯〉+ − 〈Ψ∗, Ψ¯〉− ,
f(Ψ∗,Φ) ≡ (Ψ∗, FΨ) ,
and
sh(Ψ
∗,Ψ) + s0(Ψ∗,Φ) ≡ (Ψ∗,SΨ) .
Here sh corresponds to the high order moment fluxes, and s0 corresponds
to the zero order moment fluxes that is completely determined by the scalar
fluxes.
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2.2. Diffusion-based acceleration technique
Eq. (4) involves the scalar fluxes in the fission term and the scattering term.
An alternative way to compute the scalar fluxes is solve the multigroup neu-
tron diffusion equations. The resulting scalar fluxes and eigenvalue are used to
evaluate the fission term and the scattering term of the neutron transport equa-
tions. In such a way, the multigroup neutron transport equations is simplified
to a linear problem from an eigenvalue problem. It is much cheaper to solve
the linear system of equation instead of the eigenvalue problem. The scalar
fluxes are governed by the multigroup neutron diffusion equations,
−~∇ ·Dg~∇Φg + Σr,gΦg = ∑
g′ 6=g
Σs,g′→gΦg′ +
χg
k
G
∑
g′=1
νΣf,g′Φg′ , in D, (5)
where Dg[ cm] is the diffusion coefficient, and Σr,g ≡ Σt,g − Σs,g→g, in [ cm−1],
is the macroscopic removal cross section. The first term is the diffusion term
and the second is the removal term. The first term on the right hand side is the
scattering term, which couples the scalar fluxes of all groups together. The last
term is the fission term. For conciseness, we also write Eq. (5) in a vector form,
−~∇ ·~J+ LrΦ = SdΦ+ 1kF0Φ, (6)
where
~J ≡ [~J1,~J2, ...,~JG]T , ~Jg ≡ Dg~∇Φg,
LrΦ ≡ [Lr,1Φ1,Lr,2Φ2, ...,Lr,GΦG]T ,Lr,gΦg ≡ Σr,gΦg,
SdΦ ≡ [Sd,1Φ1,Sd,2Φ2, ...,Sd,GΦG]T ,Sd,g ≡ ∑
g′ 6=g
Σs,g′→gΦg′ ,
F0Φ ≡
[
F0,1Φ1,F0,2Φ2, · · · ,F0,GΦG
]T
, F0,gΦg ≡ χg
G
∑
g′=1
νΣf,g′Φg′ .
Multiply Eq. (6) by a test function Φ∗ and integrate by parts, then we have the
weak form of Eq. (6) as follows
bdiff(Φ
∗,Φ) = 1
k
fdiff(Φ
∗,Φ), (7)
9
with
bdiff(Φ
∗,Φ) =
(
~∇Φ∗,D~∇Φ
)
D
+
〈
Φ∗, 1
4
Φ
〉
∂D
+ (Φ∗,LrΦ)D − (Φ∗,SdΦ)D ,
and
fdiff(Φ
∗,Φ) = (Φ∗, F0Φ)D ,
where (·, ·)D denotes a function inner product over D, and 〈·, ·〉∂D represents
the function inner product on ∂D. In Eq. (7), the Robin boundary condition is
used,
Φg
4
+
1
4
Dg~∇Φg ·~nb = 0, on ∂D.
For accelerating the solution of Eq (4), the low-order diffusion equations (7)
needs additional nonlinear closure terms so that the low-order scalar fluxes
become identical to the projection of the high order solution into the low order
space when the algorithm converges. The following closure term is employed
when Eq. (4) is stabilized with the SAAF method and is discretized in angle
using the discrete ordinates (SN),
C[Ψ](Φ∗,Φ) ≡
(
~∇Φ∗, ~DΦ
)
D
+ 〈Φ∗,γΦ〉∂D . (8)
Here
~D ≡ [~D1, ~D2, ..., ~DG]T ,
with
~Dg =
∫
S
τg~Ω~Ω · ~∇Ψg + (τgΣt,g − 1)~ΩΨg − τg G∑
g′=1
Σg
′→g
s,1
~ΩΨg′ −Dg~∇Ψg
 dΩ
∫
S
Ψg dΩ
,
and
γ ≡ [γ1,γ2, ...,γG]T ,
with
γg =
∫
~Ω·~nb>0
∣∣∣~Ω ·~nb∣∣∣Ψg dΩ∫
S
Ψg dΩ
− 1
4
.
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Here τg is the stabilization parameters defined as
τg =

1
cΣt,g , chΣt,g ≥ ς,
h
ς , chΣt,g < ς,
(9)
where h is the characteristic length of a mesh element, ς is usually chosen to
be a constant of 0.5 and c is a constant as well (1.0 by default). With these no-
tations, the nonlinear diffusion acceleration scheme is summarized in Alg. 2.1.
Algorithm 2.1 Nonlinear diffusion acceleration method
1: Solve the low-order diffusion system without the closure terms:
bdiff(Φ
∗,Φ(0)) = 1
k(0)
fdiff(Φ
∗,Φ(0))
2: n = 0
3: for n < maxnda and e1 > tol do
4: Solve the transport system:
l(Ψ∗,Ψ(n+1))− sh(Ψ∗,Ψ(n)) = s0(Ψ∗,Φ(n)) + 1k(n) f(Ψ
∗,Φ(n)) (10)
5: Solve the diffusion system with the closure terms:
bdiff(Φ
∗,Φ(n+1))+C[Ψ(n+1)](Φ∗,Φ(n+1)) = 1
k(n+1)
fdiff(Φ
∗,Φ(n+1)) (11)
6: Calculate e1 =
∣∣∣Φ(n+1) −Φ(n)∣∣∣
7: n+ = 1.
8: end for
The low order diffusion equations Eq. (11) is discretized using the first order
continuous finite element in space [16], and the transport equations Eq. (10) is
discretized with the first order finite element method in space and with the SN
scheme in angle [8, 9]. After the spatial and angular discretizations, the trans-
port equations at Line 4 of Alg. 2.1 corresponds to a linear system of equations
since the fission term and part of the scattering term are evaluated using the
scalar fluxes and the eigenvalue computed in the low order diffusion system.
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An algebraic generalized eigenvalue system is generated after the spatial dis-
cretization of the low order diffusion system. The low order diffusion system
is challenging to solve since the extra closure terms make the system far from
elliptic, and meanwhile the high order transport system is expensive to solve
using the multilevel method because the coarse space construction is inher-
ently sequential. We next introduce a novel multilevel method that is capable
of solving both the low order diffusion system and the high order transport
system while constructing coarse spaces in an inexpensive way.
3. Monolithic multilevel Schwarz preconditioner
In this Section, we briefly describe a parallel monolithic algorithm frame-
work, and then study a novel multilevel Schwarz preconditioner equipped
with a subspace-based coarsening approach for both the transport equations
and the diffusion equations.
3.1. Parallel Newton accelerated eigenvalue solver
After the spatial discretization of Eq. (11), an algebraic generalized eigen-
value system reads as
AΦ = 1
k
BΦ, (12)
where A is the matrix consisting of the first and the second terms of Eq. (11),
and B represents the matrix corresponding to the fission term. The notation
Φ is reused to denote the discretized version of the scalar fluxes, that is, it is
a vector whose components are the finite element nodal values. The neutron
transport criticality calculations target at the largest eigenvalue of Eq. (12). One
of the simplest approaches to calculate the largest eigenvalue is inverse power
iteration [1, 6], which starts with an initial guess and computes a new ap-
proximation with solving a linear system of equations. More precisely, with
a given initial pair (Φ0, k0 = ‖BΦ0‖), a new approximation (Φn+1, kn+1),
n = 0, 1, ..., maxeigen, is obtained with solving the following equations:
AΦn+1 = BΦn, (13a)
12
kn+1 = ‖BΦn+1‖, (13b)
BΦn+1 ← 1kn+1BΦn+1. (13c)
Here the first step solves a linear system of equations, the second step calcu-
lates the norm of the right hand size as a new eigenvalue approximation, and
finally the right hand side is scaled in place. The inverse power iteration con-
verges slow when the largest and the second largest eigenvalues are close to
each other, which often occurs in realistic problems. To overcome this diffi-
culty, an inexact Newton method [13] is employed to accelerate the inverse
power iteration by reforming Eq. (13) as a nonlinear system of equations,
F (Φ) ≡ AΦ− 1‖BΦ‖ BΦ = 0. (14)
Newton starts with an initial guess Φ0 that, in this paper, is calculated with a
few inverse power iterations, and then a new approximation solution, Φn+1,
n = 0, 1, .., maxnewton, is updated as follows,
Φn+1 = Φn + αn∆Φn. (15)
Here αn is a Newton step length calculated using a backtracking line search
scheme [23], and ∆Φn is obtained by solving the Jacobian system
J (Φn)∆Φn = −F (Φn), (16)
where J (Φn) is the Jacobian matrix evaluated at Φn and F (Φn) is the non-
linear function residual at Φn. Explicitly forming J is memory intensive since
all group variables are coupled together through the scattering term. In addi-
tion, the derivatives of 1/‖BΦ‖ is difficult to compute. To fix these issues, J
is carried out in a matrix-free manner, that is, the action of J on a vector ∆Φn
is implemented via finite difference
J (Φn)∆Φn = F (Φn + β∆Φn)−F (Φn)
β
,
13
where β is a small parameter often chosen as a square root of machine ep-
silon. The resulting inexat Newton is often referred to as “Jacobian-free New-
ton method” that is also very useful when the Jacobain is difficult to form
due to for example the complicated physics procedures under a multiphysics
environment. We summarize the Newton accelerated eigenvalue solver in
Alg. 3.1, and will discuss the preconditioning technique in next Section. Note
Algorithm 3.1 Newton accelerated eigenvalue solver
1: Initialize: Φ˜0, k˜0 = ‖BΦ˜0‖
2: for n = 0, 1, 2, ..., maxeigen do
3: Solve a linear sytem: AΦ˜n+1 = BΦ˜n
4: Update eigenvalue: k˜n+1 = ‖BΦ˜n+1‖
5: Scale right hand side: BΦ˜n+1 ← 1kn+1BΦ˜n+1
6: end for
7: Set an initial guess for Newton: Φ0 = Φ˜n
8: n=0
9: for n < maxnewton and e > tolnewton do
10: Solve the Jacobian sytem: J (Φn)∆Φn = −F (Φn)
11: Perform a line search to compute αn
12: Update solution: Φn+1 = Φn + αn∆Φn
13: e = ‖F (Φ0‖/‖F (Φn+1‖
14: n += 1
15: end for
that Newton-Krylov has been widely and successfully employed for nonlinear
systems of equations arising from different engineering areas; e.g., elasticity
problems [19], incompressible flows [24], fluid-structure interactions [25, 20,
26, 27]. In this work, Newton-Krylov is extended to solve the eigenvalue prob-
lems.
14
3.2. Subspace-based coarsening algorithm
In this Section, we present a novel multilevel method for Eq. (10), (13a),
and (16), where a subspace-based coarsening algorithm is studied for improv-
ing the parallel performance.
Three linear systems of equations need to be solved, and we hence denote
them as an unified general linear system of equations,
Ax = b, (17)
where A = A in Eq. (13a), A = J in Eq. (16), and in Eq. (10) A corresponds
to the discretized version of l. x is the nodal values of Φ in Eq. (13a) and (16),
and corresponds to the discretized version of Ψ in Eq. (10). The linear sys-
tem Eq. (17) is solved using an iterative Krylov subspace method; e.g., GMRES
[28], and an efficient and scalable preconditioner is required to speedup the
convergence of the iterative method because the iterative method may con-
verge slow for the ill-conditioned problems without a good preconditioning
technique. The right preconditioned linear system is rewritten as
AM−1Mx = b, (18)
where M is a preconditioning matrix, and M−1 is a preconditioning process. M
is an approximation to A in Eq. (13a), to J in Eq. (16), and M = A in Eq. (10).
The preconditioned system Eq. (18) is computed in two substeps,
AM−1x˜ = b, (19a)
Mx = x˜, (19b)
where x˜ is an intermediate auxiliary vector. In Eq. (19), the preconditioner
is applied from the right side, but we want to mention that the preconditioner
can be applied from the left side as well. Generally speaking, a preconditioning
process aims at a correction with solving the residual equations,
Me = r, (20)
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where e is a correction vector, and r is the residual vector from the outer solver
GMRES.
In this paper, we employ a multilevel Schwarz preconditioner for comput-
ing (20). To describe the multilevel preconditioner, we partition the fine mesh
Dh, a triangulation of D, into np submeshes,Dh,i, i = 1, 2, .., np. Here np is the
number of processor cores. The mesh is partitioned using a hierarchical parti-
tioning approach [19, 29] since the existing partitioners are far from ideal when
the number of processor cores is large. The hierarchal partitioning takes into
consideration that there are multiple processor cores per each compute node
on modern supercomputers and these cores share the same chunk of memory.
The hierarchal partitioning generally consists of two steps (even though it has
been extended to the multilevel version [29]). The mesh is first partitioned into
np1 submeshes (np1 is the number of compute nodes), and then each submesh
is further divided into np2 small submeshes (np2 is the number of processor
cores per compute node). The hierarchical partitioning is able to minimize the
communication between compute nodes since only compute-node boundary
cores need to send messages across the network, and the messages within the
same compute node are efficiently handled by a modern MPI implementation.
A detailed discussion on the hierarchal partitioning can be found in [19, 29]. A
hierarchical paritioning example is shown in Fig. 1, where a 3D mesh is parti-
tioned into 4 submeshes and each submesh is further partitioned into 20 small
submeshes. Finally we have 80 small submeshes in total. We denote submesh
matrices and submesh vectors on Dh,i, as Mi, ei and ri, respectively. The sub-
marices Mi are extended to overlap with their neighbors by δ layers, and the
resulting overlapping submatrices are denoted as Mδi . The corresponding sub-
vectors are written as eδi and r
δ
i . The overlapping submatrix construction is
efficiently implemented based on the matrix sparsity pattern by defining a re-
striction operator Rδi that extracts an overlapping subvector from the global
vector,
ri = Rδi r =
[
Iδi 0
]  rδi
r\rδi
 .
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Figure 1: Demonstration of partitioning a mesh into 80 submeshes using the hierarchical pari-
tioning approach. There are 4 compute nodes available, and each compute node has 20 processor
cores. The mesh is partitioned into 4 submeshes, and each submesh is further partitioned into 20
small submeshes. We have 80 submeshes in total at the end. First row: a mesh is partitioned into
4 submeshes; second row: each submesh is divided into 20 small submshes. For the visualization
purpose, the first submesh is taken off in the left of the first row. The left of the second row is the
partition of the first submesh into 20 small submshes.
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Here Iδi is an identity matrix whose size is the same as that of r
δ
i , and r\rδi rep-
resents the components in r but not in rδi . Similarly, a nonoverlapping version
of restriction operator is defined as R0i by simply setting δ = 0. With these
notations, a one-level restricted Schwarz preconditioner [30, 24] is defined as
follows,
M−1one =
np
∑
i=1
(R0i )
T(Mδi )
−1Rδi , M
δ
i = R
δ
i M(R
δ
i )
T ,
where (Mδi )
−1 represents the submesh solver that is SOR in this paper. Rδi is
not necessarily implemented as a matrix, for example in PETSc [31] it is imple-
mented as a mapping from the global vector to the local overlapping subvector.
We also refer M−1one to as a monolithic preconditioner since it handles all energy
and angular variables simultaneously, which is fundamentally different from
a traditional Gauss-Seidel approach. Different variants of domain composition
methods can be found in existing literatures [32, 33]. M−1one works for many
problems when the number of processor cores is small, but coarse spaces are
required to enhance the preconditioner when the number of processor cores is
large or the system is ill-conditioned. Generally speaking, there are two ways
to generate coarse spaces. The first approach is to coarsen the fine mesh to
generate coarse finite element meshes based on which the coarse spaces are
constructed. The method has been successfully applied to many applications;
e.g., elasticity problems [19], fluid-structure interactions [25, 20, 27, 26]. This
approach is powerful when the mesh coarsening is available, but for some ap-
plications the computational domain consists of so many small components
that the mesh coarsening algorithm is not applicable. The other approach is
to avoid coarsening the fine mesh, instead, coarse spaces are generated using
the matrix information only. The first approach is referred to as “geometric
multilevel method”, and the second approach is referred to as “algebraic mul-
tilevel method”. The algebraic approach is popular since it has an out-of-box
nature and does not involve much user effort. In either way, the coarse space
construction is expensive and not ideally scalable. This becomes even worse
for the algebraic version since a much bigger matrix, compared with a mesh,
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need to be coarsened. The geometric version is not available for the targeting
application, and we choose to use the algebraic algorithm. In order to make the
overall algorithm scalable, we explore the matrix structures to reduce the cost
of coarse space construction. For saving memory, the preconditioning matrix
ignores the energy coupling and the angle coupling. If the matrix was ordered
variable by variable, we would have a block diagonal matrix,
M =

M1,1
M2,2
. . .
Mnvar,nvar
 , (21)
where nvar is the number of variables, that is, for the low order diffusion sys-
tem it is the number of energy groups, nvar = G, and for the transport equa-
tions, it is the number of energy groups times the number of angular directions,
nvar = G× Nd. For simplifying the notations, Mj,j is written as Mj. A single-
variable submatrix corresponds to the discretization of one partial differential
equation onDh. The structures of variable submatrices are similar to each other
since they corresponds to the same partial differential equation operators, and
the matrix numeric values are different from each other because of different
materials for different variables. Based on these observations, we coarsen a
single-variable submatrix instead of the full matrix to generate subinterpola-
tions that are reused for all other variables. The coarse spaces are built using
the subinterpolations and the full operators. More precisely, we use GAMG
[31] or BoomerAMG[21] to coarsen Mj to build a L-level hierarchy consisting
of (L − 1) subinterpolations, Pll+1, l = 1, 2, .., L − 1. To define the full inter-
polations, we introduce a restriction operator that extracts a subvector rj for
variable j from the full vector r,
rj = Rjr =
[
Ij 0
]  rj
r\rj
 .
Here Ij is an identity matrix, and r\rj denotes all the components in r but not
in rj. Rj can be defined for all level problems, and it is rewrriten as Rlj for the
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lth level problem. The full interpolations are then written as
Pll+1 =
nvar
∑
j=1
(Rlj)
T Pll+1(R
l+1
j ), l = 1, 2, ..., L− 1. (22)
The coarse operators are defined using Galerkin method with Pll+1, that is,
Ml+1 = (Pll+1)
TMlPll+1. (23)
Here M1 = M is the finest level operator. Similarly, the one-level method
can be defined for each level, and these one-level preconditioners are denoted
as (M−1one)l . The coarsening algorithm based on a single-variable submatrix is
referred to as “subspace-based coarsening”. The multilevel Schwarz precondi-
tioner constructed with the subspace-based coarsening algorithm is referred to
as “MASMsub”, shown in Alg. 3.3, and that built using the traditional full space
based coarsening algorithm is denoted as “MASM”, shown in Alg 3.4. For sav-
ing memory, the interpolations in Eq. (22) are implemented without storeing
duplicated values as a specific matrix format in PETSc [31], and the sparse ma-
trix triple products in Eq. (23) are carried out using an all-at-once approach
[34].
4. Numerical results
In this Section, we report the performance of the proposed multilevel pre-
conditioner in terms of the compute time and the memory usage. The C5G7
MOX 3D benchmark is employed here as a test case, and its configuration is
shown in Fig. 2, where different pin colors correspond to different materials;
e.g., UO2, guide tube, fission chamber, MOX 4.3%, MOX 7.0%, MOX 8.7%, and
control rod. The overall dimensions of the domain are 64.26× 64.26× 64.26
cm, where each fuel assembly is 21.42 × 21.42 × 42.84 cm. A fuel assembly
consists of a 17× 17 lattice of pin cells, where the side length of each pin cell
is 1.26 cm and the radius of the fuel pins and guide tubes is 0.54 cm. The re-
flected boundary conditions are applied to the front, the left and the bottom
boundaries, and the vacuum boundary conditions are applied to the back, the
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Algorithm 3.2 Application of multilevel preconditioner
1: procedure PCAPPLY(Ml , el , rl)
2: if l = L then
3: Calculate MLeL = rL with a direct solver redundantly
4: else
5: Pre-compute Mlel = rl using a (Mlone)−1 preconditioned iterative
method
6: Set r¯l = rl −Mlel
7: Apply restriction: r¯l+1 = (Pll+1)
T r¯l
8: Call PCApply(Ml+1, zl+1, r¯l+1)
9: Apply interpolation: zl = Pll+1z
l+1
10: Apply correction: el = el + zl
11: Post-compute Mlel = rl using a (Mlone)−1 preconditioned iterative
method
12: end if
13: end procedure
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Algorithm 3.3 Multilevel Schwarz preconditioner constructed with the
subspace-based coarsening algorithm (MASMsub)
1: procedure PCSETUP(M)
2: Extract a submatrix Mj from M in parallel
3: Coarsen Mj and generate (L− 1) subinterpolations Pll+1
4: for l = 1, 2, ..., L− 1 do
5: Construct the lth full interpolation: Pll+1 =
nvar
∑
j=1
(Rlj)
T Pll+1R
l+1
j
6: end for
7: for l = 1, 2, ..., L− 1 do
8: Build the (l + 1)th coarse matrix: Ml+1 = (Pll+1)
TMlPll+1
9: end for
10: Return {Ml+1} and {Pll+1}, l = 1, 2, .., L− 1
11: end procedure
12: Call PCApply(M1, e1, r1) . Alg. 3.2
13: Return e1
Algorithm 3.4 Traditional multilevel Schwarz preconditioner (MASM)
1: procedure PCSETUP(M)
2: Coarsen M and generate (L− 1) interpolations Pl+1l and (L− 1) coarse
matrices Ml
3: Return {Ml+1} and {Pll+1}, l = 1, 2, ..., L− 1
4: end procedure
5: Call PCApply(M1, e1, r1) . Alg. 3.2
6: Return e1
22
Figure 2: C5G7 3D benchmark configuration. Left: four assemblies at the front bottom corner
of a 64.26× 64.26× 64.26 cm cube; right: four assemblies and control rods. Different pin colors
correspond to different materials, e.g., UO2, guide tube, fission chamber, MOX 4.3%, MOX 7.0%,
MOX 8.7%, and control rod.
right and the top boundaries. The seven-group set of cross sections are often
chosen to test the algorithm performance since the corresponding problem is
difficult to solve. More details on the benchmark configuration can be found
in literatures [35, 36]. The computed eigenvalue is 1.141932, and the eigen flux
moments for the second and the sixth groups are shown in Fig. 3. The precon-
ditioner is implemented in PETSc [31] as part of this work, and the subspace-
based coarsening is implemented using BoomerAMG [21]. The angular and
spatial discretizations are implemented in RattleSnake [18] that is on top of
MOOSE [37, 38] and libMesh [39]. The numerical experiments are carried out
on a supercomputer at INL (Idaho National Laboratory), where each compute
node has two 20-core processors with 2.4 GHz and the compute nodes are con-
nected by an OmniPath network.
For simplifying the discussion, we define some notations that will be used
in the rest of paper. “Mem” represents the estimated memory usage per proces-
sor core in Megabyte, “ItsNewton” is the averaged number of Newton iterations
per Picard iteration for the diffusion system, “Itslinear” is the averaged num-
ber of GMRES iterations per Newton step in the diffusion system, “Itssweep”
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Figure 3: Flux moments. Left: the first group flux moment; right: the sixth group flux moment.
denotes the averaged number of GMRES iterations per Picard iteration in the
transport system, “Timelow” represents the compute time spent on the diffu-
sion solve, “Timehigh” is the compute time on the transport solve, “TimeT”
is the total compute time for the overall simulation, and “EFF” is the paral-
lel efficiency with respect to the number of processor cores. “Timeksp” is the
total compute time on the linear solver, “TimePCA” represents the total com-
pute time on the preconditioner application, “TimePCS” is the total compute
time on the preconditioner setup, “TimeMF” denotes the compute time on the
matrix-free matrix-vector operations, “TimeFunc” is the time spent on the func-
tion evaluations, “TimeJac” represents the compute time on the Jacobian eval-
uations, and “TimeLS” is the time consumed by the line search routine. A rel-
ative tolerance of 10−5 is chosen for the linear solver of the transport system.
In the diffusion system, Newton is stopped when a relative tolerance of 10−3
is met, and the relative tolerance of the linear solver is 10−2. Below we start
to discuss the algorithm robustness with respect to different parameters; e.g.,
subdomain overlapping size, strength matrix threshold and the number of ag-
gressive coarsening levels.
4.1. Subdomain overlapping size
A subdomain overlapping size plays an important role on domain decom-
position methods. A larger overlapping size often leads to a better conver-
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gence in terms of the number of GMRES iterations, meanwhile the resulting
preconditioner also consumes more memory and involves more communica-
tion. We need to take iteration count, memory usage and communication into
consideration to choose an optimal overlapping size, and the optimal over-
lapping size is often problem dependent. In this test, we report the parallel
performance of the proposed preconditioner with respect to different overlap-
ping sizes. A Gauss Chebyshev angular quadrature scheme with 32 directions
is employed. A mesh with 832,371 nodes and 1,567,944 elements is used for
both the diffusion system and the transport system. The diffusion system has
5,826,597 unknowns, and the transport system has 186,451,104 unknowns. The
numerical results are summarized in Table 1. The neutron transport problem
is accelerated by the low order diffusion system. For solving the linear system
of equations in the transport system, the preconditioning matrix is coarsened
with the subspace-based coarsening algorithm to generate 7 subinterpolations,
and a seven-level preconditioner is constructed using these subinterpolations.
On the finest level a Schwarz preconditioner with different overlapping sizes
is employed, and zero overlapping is used on all other coarse levels except
the coarsest level on which a direct solver is carried out redundantly. The low
order diffusion system is computed with Newton-Krylov-MASMsub with an
initial guess obtained from two inverse power iterations. The linear system of
transport equations is also solved similarly with MASMsub with a seven-level
hierarchy. In Table 1, it is easily observed that more memory is used as we
increase the overlapping size, especially when δ increases from 0 to 1. “δ = 1”
uses much more memory than “δ = 0” because the local submatrix for “δ = 0”
is implemented in place while the implementation of “δ = 1” has to involve
an extra submatrix copy for storing overlapping and local elements. For the
160-core case, the overall algorithm with δ = 0 consumes 1587 M memory (per
processor core), and the memory usage is increased to 2302 M by 715 M when
we increase δ to 1. The memory usage continues being increased to 2680 M by
378 M when we continue increasing δ to 2. The number of Newton iterations
stays as a constant for all overlapping sizes and all core counts. The number
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Table 1: Parallel performance with respect to different subdomain overlapping sizes. The trans-
port system with 186,451,104 unknowns is accelerated by the diffusion system with 5,826,597 un-
knowns.
np δ Mem Itsnewton Itslinear Itssweep Timelow Timehigh TimeT EFF
160 0 1587 2 32 30 661 626 1287 100%
160 1 2302 2 28 28 636 653 1289 100%
160 2 2680 2 26 25 595 678 1273 100%
320 0 810 2 33 30 348 315 663 97%
320 1 1194 2 28 28 333 336 669 96%
320 2 1422 2 26 25 314 370 684 93%
640 0 427 2 34 30 187 165 352 91%
640 1 656 2 29 29 185 187 372 87%
640 2 798 2 26 26 171 220 391 81%
1,280 0 210 2 35 31 111 89 200 80%
1,280 1 341 2 29 28 106 108 214 75%
1,280 2 526 2 26 26 103 136 239 67%
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of GMRES iterations in the diffusion system decreases slightly when a larger
overlapping size is employed so that the compute time on the diffusion system
is reduced accordingly. GMRES iteration for the transport system is similarly
decreased when we change δ from 0, to 1 and 2, but the compute time on the
transport system does not decrease, instead, it is increased from 626 s, to 653 s
and 678 s when 160 processor cores are used because the per-iteration cost with
a large δ is higher than that obtained with a small δ. That is, the reduction in
GMRES iteration can not compensate the per-iteration-cost increase. The total
compute times with different overlapping sizes at 160 processor cores are close
to each other because the time reduction in the diffusion system is cancelled
by the time increase in the transport system. We now try to understand how
the overall algorithm performance correlates to the overlapping size when the
number of processor cores is increased. The proposed algorithm with δ = 0
is scalable in memory in the sense that the memory usage is halved when we
double the number of processor cores. More precisely, the memory usage with
δ = 0 is almost halved to 810 M from 1587 M when the core count is doubled
from 160 to 320. It continues being reduced to 427 M and 210 M, respectively,
when the number of processor cores is increased to 640 and 1, 280. For both
δ = 1 and 2, we observed the similar behaviors, that is, the overall algorithm
equipped with different overlapping sizes is scalable in memory. The memory
usages with δ = 1 and 2 are much higher than that used with δ = 0 for all core
counts. At 1,280 processor cores, the memory consumed with δ = 1 is almost
twice as much as that using δ = 0. The memory usage using δ = 2 is 2.5 times
as much as that consumed with δ = 0. The overall algorithm is mathematically
scalable since the averaged numbers of GMRES iterations in both the transport
and the diffusion systems stay close to constants for all core counts. The com-
pute times in the diffusion system with δ = 0 are more than other cases for
all core counts, and the algorithm performs better with a smaller overlapping
size in the transport system, e.g., δ = 0 is better than the nonzero overlapping
sizes. We conclude that δ = 0 is an optimal choice for the transport system, and
δ = 2 is a better choice for the diffusion system. The overall algorithm is highly
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Figure 4: Speedup and efficiency for different overlapping sizes on 160, 320, 640 and 1,280 proces-
sor cores. Top: speedup, bottom: parallel efficiency.
scalable for different overlapping sizes with up to 1,280 processor cores. Par-
allel efficiencies of 80%, 75% and 67% are obtained when using δ = 0, 1 and 2
at 1,280 processor cores. The speedup and parallel efficiency are also shown in
Fig. 4, where the algorithm using δ = 0 is obviously better than all other cases.
To further understand the preconditioner performance, the compute times
on the individual components of the diffusion system are reported in Table 2,
where the compute times on the preconditioner setup and application increase
for all core counts when the overlapping size is increased. The linear solver
time is reduced when we increase the overlapping size because the correspond-
ing GMRES iteration is decreased. For example, at 160 processor cores the lin-
ear solver time is decreased from 584 s to 559 s and 518 s when δ is increased
from 0 to 1 and 2. The compute time on the matrix-free matrix-vector oper-
ations is also decreased when we increase the overlapping size, which is ob-
served for all core counts. For instance, at 640 processor cores, the compute
time on the matrix-free matrix-vector operations is reduced from 151 s to 145
s when δ is increased from 0 to 1, and it continues being decreased to 130 s
by 15 s with using δ = 2. The compute times on the Jacobian evaluations, the
function evaluations and the line search are almost the same for different over-
lapping sizes since the number of Newton iterations stay the same regardless
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Table 2: Compute times on the individual components of the diffusion system using different
overlapping sizes on 160, 320, 640 and 1,280 processor cores.
np δ Timeksp TimePCA TimePCS TimeMF TimeFunc TimeJac TimeLS
160 0 584 38 15 547 28 31 37
160 1 559 45 17 514 28 31 37
160 2 518 48 18 470 28 31 36
320 0 307 20 9 286 15 16 19
320 1 293 25 10 267 14 16 19
320 2 274 28 11 245 14 16 19
640 0 167 13 6 151 8 8 10
640 1 164 16 6 145 7 8 10
640 2 150 19 7 130 7 8 10
1,280 0 99 10 6 86 4 4 6
1,280 1 94 13 6 75 4 5 5
1,280 2 92 14 5 75 4 4 5
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Table 3: Preconditioner performance in the transport system with different overlapping sizes on
160, 320, 640 and 1,280 processor cores.
np δ TimePCS TimePCA Timehigh
160 0 18 549 626
160 1 21 582 653
160 2 24 611 678
320 0 10 272 315
320 1 12 298 336
320 2 14 335 336
640 0 7 140 352
640 1 7 166 372
640 2 9 199 391
1,280 0 4 73 200
1,280 1 5 95 214
1,280 2 6 123 239
of the overlapping size. In the diffusion system, the matrix-free matrix-vector
operations dominate the whole calculations so that a time reduction on the
matrix-free operations due to a large overlapping size leads to a more efficient
computation.
In the transport system, the scattering and the fission terms are computed
using the scalar fluxes and the eigenvalue from the diffusion system, and then
only a linear system of equations need to be solved at each Picard iteration.
The compute times for the individual components of the transport system are
shown in Table 3. We observed that the preconditioner setup time is negligi-
bly increased when using different δ, and it takes only a small portion of the
total compute time because the preconditioner is fixed in the transport system
for the entire simulation so that only one preconditioner setup is involved at
the beginning of the simulation. Most of the compute time in the transport
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system is spent on applying the preconditoner to the linear system of equa-
tions. When we increase the overlapping size, the preconditioner application
time is increased for all core counts. For example, at 160 processor cores, the
preconditioner application time is increased from 549 s to 582 s by 33 s when δ
is increased from 0 to 1. It continues being increased to 611 s when δ = 2. At
1,280 processor cores, the preconditioner application times are 73 s, 95 s and
123 s for δ = 0, 1 and 2, respectively. The preconditioner application time at
δ = 2 is almost twice as much as that at δ = 1. The overall compute time in the
transport system with δ = 0 is better than the other two options.
4.2. Comparison with a direct transport solver
The multigroup neutron transport equations can be solved directly without
a nonlinear diffusion acceleration method (we have done this in our previous
work [8, 9]), and then a generalized eigenvalue problem instead of a linear sys-
tem of equations is involved. The goal of the nonlinear diffusion acceleration
method is to decouple the fission and the scattering terms from other terms
in the transport equations so that only a linear system of equations need to be
computed, which in turn reduces the computational cost. In this test, we do a
performance comparison between the direct transport solver and the diffusion
accelerated transport method. For the diffusion accelerated transport method,
“δ = 0” is employed for the transport system and “δ = 2” is adopted for
the diffusion system. In the direct transport solver, an inexact Newton-Krylov
method together with MASMsub is used to directly solve the generalized eigen-
value problem. More detials on the direct transport solver can be found in
our previous work [9, 16]. The performance comparison between the direct
transport solver and the diffusion accelerated transport method is reported
in Table 4. The test is carried out using 1,280 processor cores with different
numbers of angular directions. “NDA” represents the nonlinear diffusion ac-
celerated transport solver, and “Direct” denotes the direct transport solver. It is
observed, from Table 4, that the memory usage in the direct transport solver is
higher than that in the diffusion accelerated transport method since the diffu-
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Table 4: Performance comparison between the direct transport solver and the diffusion accelerated
transport method using 1,280 processor cores.
Nd algrotihm Mem TimeMF TimePCS TimePCA Timeksp TimeT
32 NDA 212 77 10 88 179 194
32 Direct 256 246 9 28 283 313
64 NDA 433 71 14 165 261 281
64 Direct 496 567 16 56 639 705
128 NDA 868 72 20 353 476 502
128 Direct 985 1241 29 113 1382 1527
192 NDA 1353 75 29 662 833 868
192 Direct 1423 2204 46 267 2483 2727
sion system takes a negligible amount of memory. Take Nd = 32 as an example,
where the memory consumed by the diffusion accelerated transport method is
less than that used in the direct transport solver by 44 M. The memory us-
age difference between the direct transport solver and the diffusion acceler-
ated transport algorithm becomes larger as more angular directions are used.
The difference is 63 M at 64 angular directions, and it grows to 117 M and 70
M when 128 and 192 angular directions are employed. The compute time on
the matrix-free matrix-vector operations, in the diffusion accelerated transport
solver, does not change much as more angular directions are added because the
matrix-free matrix-vector operations occurs in the low order diffusion system
and the diffusion system stays the same regardless of the number of angular di-
rections. At the other hand, the compute time of the matrix-free matrix-vector
operations for the direct transport solver is doubled as we double the number
of angular directions since the transport problem becomes twice larger when
the number of angular directions is doubled. For instance, the compute time
spent on the matrix-free matrix-vector operations is 246 s when using 32 an-
gular directions, and it grows to 567 s, 1241 s and 2204 s for 64, 128 and 192
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angular directions, respectively. The preconditioner setup time for the diffu-
sion accelerated transport solver is slightly less than that in the direct transport
solver for 64, 128 and 192 angular directions, and it is almost the same as that of
the direct transport solver at 32 angular directions. The precondiitoner applica-
tion time for the diffusion accelerated transport solver is three times as much
as that in the direct transport solver regardless of the number of angular di-
rections since much more GMRES iterations are required. However, the linear
solver time of the diffusion accelerated transport algorithm is much less than
that spent on the direct transport solver. For instance, at 32 angular directions,
the direct transport solver takes 283 s, while the diffusion accelerated trans-
port solver costs 179 s. The direct transport solver uses twice compute time as
much as the diffusion accelerated transport method for 64 angular directions,
and this ratio is increased to 3 for 128 and 192 angular directions. For the over-
all simulation time, the diffusion accelerated transport solver is twice as fast
as the direct transport solver for 32 and 64 angular directions, and for 128 and
192 angular directions it is three times faster. We conclude that the nonlinear
diffusion acceleration technique together with a parallel monolithic multilevel
preconditioner enhances the transport criticality calculations significantly. The
performance comparison in the compute time and the memory usage is also
drawn in Fig. 5. Here “NDA-diffusion” denotes the low order diffusion sys-
tem, and “NDA-transport” represents the transport system. It is obvious that
the time used in the direct transport solver is much higher than that in the dif-
fusion accelerated transport algorithm especially when the number of angular
directions is large. For example, the diffusion accelerated transport solver is
three times as fast as the direct transport solver when using 192 angular direc-
tions. The memory usages are similar to each other, and the memory usage in
the direct transport solver is lightly higher than that in the diffusion accelerated
transport algorithm.
The compute times on the individual components of the low-order diffu-
sion system are also reported in Table 5 for different numbers of angular direc-
tions using 1,280 processor cores. As expected, the compute times on the in-
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Figure 5: Performance comparison in the compute time and the memory usage with a direct trans-
port solver using different numbers of angular directions. Right: total compute time; left: memory
usage.
Table 5: Compute times on the individual components of the low-order diffusion system for dif-
ferent numbers of angular directions using 1,280 processor cores.
Nd Timeksp TimePCA TimePCS TimeMF TimeFunc TimeJac TimeLS Timelow
32 95 15 6 77 4 4 6 106
64 89 15 6 71 4 4 6 101
128 95 15 6 72 4 4 6 102
192 97 20 6 75 4 5 6 109
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Table 6: Compute times on the preconditioner setup and application of the transport system for
different numbers of angular directions using 1,280 processor cores.
Nd Itssweep TimePCS TimePCA Timehigh
32 35 4 73 88
64 36 8 150 180
128 39 14 338 400
192 39 23 642 759
dividual components stay close to constants when we increase the number of
angular directions. The trend does not hold for the transport system as shown
in Table 6. Here the averaged number of GMRES iterations per Picard iteration
stay close to a constant as more angular directions are used, which indicates
that the monolithic multilevel preconditioner is scalable in problem size. The
compute times on the individual components such as the preconditioner setup
and the preconditioner application are doubled as expected when the number
of angular directions are doubled. We conclude that the diffusion accelerated
transport solver equipped with MASMsub is linearly scalable in problem size.
4.3. Influences of coarsening threshold
In the matrix coarsening algorithm, there is a critical parameter that impacts
not only the operator complexity but also the convergence rate. The parameter
denoted as “threshold” determines which elements are important to be kept
in the strength matrix and which elements can be ignored. More precisely, a
connection from i to j is included in the strength graph if and only if
−M(i, j) > θ max
i 6=k
(−M(i, k)).
If θ is too small, the operator complexity will be too high since all connections
are considered. If θ is too large, the algorithm will not converge since there are
no enough coarse points to resolve low frequency modes. An optimal choice
of θ is often problem dependent. In [21], θ = 0.25 is recommended for 2D
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Table 7: Impacts of coarsening threshold on the algorithm performance using 160, 320, 640 and
1280 processor cores.
np θ Mem Itsnewton Itslinear Itssweep Timelow Timehigh TimeT EFF
160 0.25 1587 2 32 30 663 627 1290 66%
160 0.5 1526 2 25 19 445 469 914 93%
160 0.75 1408 2 21 19 452 399 851 100%
160 0.85 1385 2 22 19 462 412 874 97%
320 0.25 810 2 33 30 350 314 664 64%
320 0.5 796 2 25 19 234 241 475 90%
320 0.75 728 2 21 19 236 202 438 97%
320 0.85 742 2 23 19 241 209 450 95%
640 0.25 427 2 34 30 190 164 354 60%
640 0.5 408 2 26 19 129 128 257 83%
640 0.75 380 2 22 19 131 107 238 89%
640 0.85 400 2 23 20 134 112 246 86%
1,280 0 .25 210 2 35 31 111 89 200 53%
1,280 0.5 216 2 27 19 83 73 156 68%
1,280 0.75 211 2 23 19 83 60 143 74%
1,280 0.85 210 2 24 20 84 61 145 73%
elliptic problems and θ = 0.5 for 3D problems. In this test, we study the algo-
rithm performance with respect to θ on different numbers of processor cores.
The same configuration as before is employed, and the numerical results are
reported in Table 7. It is easily observed, from Table 7, that the number of
Newton iterations stays as a constant for all θ values for all core counts. The
memory usage often decreases as a larger θ is used. For example, at 160 proces-
sor cores, the memory usage reduces from 1587 M to 1526 M by 61 M when θ
is increased from 0.25 to 0.5. It continues being reduced to 1408 M and 1385 M,
when θ = 0.75 and θ = 0.85, respectively. The same behaviors are observed for
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high core counts as well; e.g., at 640 processor cores, the memory consumption
becomes small to 408 M and 380 M from 427 M as θ grows from 0.25 to 0.5 and
0.75. It is because the operator complexity is reduced when a larger threshold
is employed. There are some exceptions where the memory usage is increased
as a larger θ is used because the averaged number of GMRES iterations in the
diffusion system or the transport system or both becomes larger. The averaged
number of GMRES iterations in the diffusion system becomes smaller at the
beginning when we increase θ from 0.25 to 0.5, and then it does not change
much any more when we keep increasing θ. For the 160-core case, the aver-
aged number of GMRES iterations for the diffusion system at θ = 0.25 is 32,
and it is reduced to 25 by 7 at θ = 0.5, and to 21 at θ = 0.75, but it is increased
by one iteration at θ = 0.85, which indicates that θ = 0.85 is too big for this
particular problem. Compared with the diffusion system, the threshold has a
bigger impact on the the transport system. The averaged number of GMRES
iterations per Picard iteration is almost halved when θ = 0.5 is used instead
of θ = 0.25; e.g., the number of GMRES iterations is decreased from 30 to 19
at 160 processor cores as θ is increased from 0.25 to 0.5. It is kept close to con-
stants for θ = 0.5, 0.75 and 0.85. The compute time in both the diffusion and the
transport systems decreases significantly at the beginning, and then does not
change much. This trend is consistent with the number of GMRES iterations.
Take the 160-core case as an example, where the compute time in the diffusion
system is reduced from 663 s to 445 s by 218 s when we increase the threshold
from 0.25 to 0.5, and then it does not change much for θ = 0.75 and 0.85, and
that in the transport system has a similar trend, that is, it is decreased from 627
s to 469 s by 160 s as θ is increased from 0.25 to 0.5 and does not change much
for θ = 0.75 and θ = 0.85. The total simulation time has exactly the same trend
as the compute times on the diffusion system and the transport system because
it is a simple summation of the compute times on both. The parallel efficiency
is computed using the smallest compute time obtained at 160 cores as a base
so that a higher efficiency represents a more efficient simulation. θ = 0.25 has
a relatively low parallel efficiency, and all other choices have a good parallel
37
Figure 6: Speedup and parallel efficiency for different coarsening thresholds on 160, 320, 640 and
1,280 processor cores.
efficiency. Even with up to 1,280 processor cores, the proposed algorithm is
able to maintain a parallel efficiency above or around 70%. The proposed algo-
rithm equipped with θ = 0.75 has the best performance, and it has a parallel
efficiency as high as 74% on 1,280 processor cores. The speedup and parallel
efficiency are also drawn in Fig. 6, where we observe that θ = 0.75 is always
better than the other choices.
To further understand the influences of coarsening thresholds, the compute
times on the individual components of the diffusion system are summarized
in Table 8. It is found that the compute time on the linear solver decreases sig-
nificantly as θ is increased from 0.25 to 0.5, and it stays close to constants for
θ = 0.75 and θ = 0.85, which is consistent with the number of GMRES itera-
tions. The preconditioner setup times are almost the same for all cases, and the
preconditioner application time has a smilar trend as the linear solver time, that
is, it decreases at the beginning and then does not changes much. As expected,
the compute times on the line search operations, the function evaluations and
the Jacobian evaluations stay the same for all θ because they are determined by
the number of Newton iterations that is a constant for all cases. The compute
time on the matrix-free matrix-vector operations is completely determined by
the number of GMRES iterations so that it has the same trend as the number
of GMRES iterations. For instance, at 640 processor cores, the compute time of
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Table 8: Compute times on the individual components of the diffusion system with respect to
different thresholds.
np θ Timeksp TimePCS TimePCA TimeMF TimeFunc TimeJac TimeLS
160 0.25 585 15 39 548 28 31 37
160 0.5 368 11 28 347 28 31 37
160 0.75 374 11 30 371 28 31 37
160 0.85 384 10 30 362 28 31 37
320 0.25 310 9 21 289 15 16 19
320 0.5 194 7 16 180 15 16 19
320 0.75 196 7 17 181 15 16 19
320 0.85 201 7 17 186 14 16 19
640 0.25 170 7 15 152 7 8 10
640 0.5 108 7 13 93 8 8 10
640 0.75 110 6 13 95 8 8 10
640 0.85 113 5 14 98 8 8 10
1,280 0.25 100 6 10 86 4 4 5
1,280 0.5 71 8 14 53 4 4 6
1,280 0.75 71 6 14 54 4 4 6
1,280 0.85 72 7 13 55 4 5 6
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Table 9: Compute times on the individual components of the transport system using different
thresholds.
np θ TimePCS TimePCA Timehigh
160 0.25 18 549 627
160 0.5 13 417 469
160 0.75 12 354 399
160 0.85 11 365 412
320 0.25 10 273 314
320 0.5 8 211 241
320 0.75 7 177 202
320 0.85 7 184 209
640 0.25 6 140 164
640 0.5 5 110 128
640 0.75 5 93 107
640 0.75 4 96 112
1,280 0.25 4 74 89
1,280 0.5 5 61 73
1,280 0.75 3 51 60
1,280 0.85 3 51 61
the matrix-free operations is reduced from 152 s to 93 s by 40%, and it does not
change much for θ = 0.75 and 0.85. θ = 0.75 is the best choice in the diffusion
system in the sense that the compute time is the smallest.
Similarly, the compute times on the individual components of the transport
system is also drawn in Table 9. Here the preconditioner setup time is almost
the same for all thresholds except at 160 processor cores, where θ = 0.25 takes
50% more compute time than that using other threshold values. The precondi-
tioner application time decreases a lot as θ is increased from 0.25 to 0.5, and it
slightly decreases again when using θ = 0.75, and then it becomes a little larger
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for θ = 0.85. For the 160-core case, the preconditioner application time is re-
duced from 549 s to 417 s by 24% as θ grows from 0.25 to 0.5, and it continues
being reduced to 354 s by 15% when θ = 0.75, and then it slightly increases to
365 s for θ = 0.85. This trend holds for all core counts. The total compute time
of the transport system behaves in the same way as the preconditioner applica-
tion time because the preconditioner application accounts for 90% of the total
compute time. Again, θ = 0.75 is the best choice in terms of the compute time
for the transport system.
4.4. Influences of the number of aggressive coarsening levels
The complexity of coarse operators affects the algorithm performance in
the memory usage and the compute time. A high-complexity coarse operator
uses more memory and costs more compute time per iteration. The complex-
ity of coarse operators can be reduced by introducing an aggressive coarsen-
ing scheme whose basic idea is to keep as few coarse points as possible in the
coarse levels [21, 9]. In this test, we study the influences of the numbers of
aggressive coarsening levels on the complexity of the coarse operators and on
the algorithm performance. The same configuration as before is used. “agg=0”
denotes that no aggressive coarsening is applied. The numerical results are
summarized in Table 10. It is found, from Table 10, that the memory usage
becomes smaller as more aggressive coarsening levels are employed. For the
160-core case, the memory usage is reduced by 23% from 2136 M to 1627 M
when one aggressive coarsening level is introduced. It continues being de-
creased to 1475 M by 9% and to 1414 M by 4% as 2 and 4 aggressive coarse
levels are used, respectively, and it stays almost the same for “agg=8”. The
same pattern is observed for all other core counts, that is, the memory usage
is reduced significantly for “agg=1” and “agg=2”, and stays almost the same
for “agg=4” and “agg=8”. This pattern occurs because of the complexity of
the coarse operators. The complexity drops much when “agg=1” is employed
instead of “agg=0”. For example, at 1,280 processor cores, the complexity is
reduced from 2.86 to 1.95 by 31% when “agg=1” is used, and continues be-
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Table 10: Influences of the number of aggressive coarsening levels on the algorithm performance
using 160, 320, 640 and 1280 processor cores.
np agg Mem Comp Itslinear Itssweep Timelow Timehigh TimeT EFF
160 0 2136 2.77 16 17 459 508 967 88%
160 1 1627 1.88 20 18 449 452 901 94%
160 2 1475 1.64 21 18 446 416 862 99%
160 4 1414 1.55 21 19 454 401 862 99%
160 8 1408 1.55 21 19 451 399 850 100%
320 0 1057 2.79 17 17 247 263 510 83%
320 1 864 1.89 20 18 245 230 475 89%
320 2 755 1.65 21 18 246 213 459 93%
320 4 730 1.56 22 19 242 203 445 96%
320 8 728 1.55 22 19 239 200 439 97%
640 0 542 2.83 17 17 141 142 283 75%
640 1 431 1.92 21 18 145 126 271 78%
640 2 409 1.66 22 18 140 116 256 83%
640 4 383 1.57 22 19 135 109 244 87%
640 8 380 1.56 22 19 129 107 236 90%
1,280 0 303 2.86 18 17 99 81 180 59%
1,280 1 239 1.95 22 18 96 73 169 63%
1,280 2 230 1.67 23 18 89 66 155 69%
1,280 4 212 1.57 23 19 87 62 149 71%
1,280 8 211 1.57 23 19 80 61 141 75%
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coming a little smaller as “agg=2”, “agg=4” and “agg=8” are adopted. We do
not list the number of Newton iterations since it is kept as a constant, 2, for all
cases. The number of GMRES iterations in the diffusion system becomes larger
as more aggressive coarsening levels are used, but the performance of the re-
sulting algorithm does not deteriorate because the per-iteration cost decreases
significantly. The number of GMRES iterations in the transport system stays
close to constants for different numbers of aggressive coarsening levels. The
number of aggressive coarsening levels does not influence the compute time
much in the diffusion system when the number of processor cores is small, but
it has a bigger impact when we use more cores. For example, the compute
time of the diffusion system is reduced to 80 s from 99 s by 20% when “agg=8”
is employed. On the other hand, the number of aggressive coarsening levels
has a consistent impact on the algorithm performance for the transport system.
More precisely, as “agg=8” is employed the compute time is reduced by 25%
- 30%. For example, for the 320-core case, the compute time in the transport
system becomes from 263 s to 230 s, 213 s, 203 s and 200 s when the number
of aggressive coarsening levels is increased from 0 to 1, 2, 4 and 8. The com-
pute time at ‘agg=8‘ is 24% less than that using “agg=0”. The total compute
time correlates to the complexity of the coarse operators, that is, it decreases at
the beginning and then does not change much. The parallel efficiency is com-
puted using the smallest compute time obtained with 160 processor cores as
a base. The proposed algorithm with “agg=8” has the best parallel efficiency,
and a parallel efficiency as high as 75% is obtained with up to 1,280 processor
cores. The speedup and the parallel efficiency are also drawn in Fig. 7, where
we find that a larger number of aggressive coarsening levels often leads to a
better parallel efficiency for all core counts.
We next study the impacts of the number of aggressive coarse levels on the
individual components in the diffusion system. The compute times on the indi-
vidual components in the diffusion system using different numbers of aggres-
sive coarse levels are reported in Table 11. As more processor cores are used,
the impacts of the number of aggressive coarsening levels on the linear solver
43
Table 11: Compute times on the individual components of the diffusion system with respect to
different numbers of aggressive coarsening levels using 160, 320, 640 and 1280 processor cores.
np agg Timeksp TimePCS TimePCA TimeMF TimeFunc TimeJac TimeLS
160 0 380 25 53 320 28 31 37
160 1 371 17 40 332 28 31 37
160 2 369 14 38 335 28 31 37
160 4 376 12 34 348 28 31 37
160 8 373 11 30 350 28 31 37
320 0 206 17 35 163 15 16 19
320 1 245 11 29 173 14 16 19
320 2 206 10 27 177 15 16 19
320 4 202 8 22 181 15 16 19
320 8 198 8 18 182 14 17 19
640 0 120 12 27 85 8 8 10
640 1 123 9 25 93 8 9 10
640 2 119 8 23 92 8 8 10
640 4 114 6 18 94 7 8 10
640 8 108 6 12 94 8 8 10
1,280 0 88 11 29 49 4 5 6
1,280 1 85 9 27 50 4 4 6
1,280 2 78 7 22 51 4 4 6
1,280 4 75 7 17 54 4 5 6
1,280 8 69 6 12 54 4 4 5
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Figure 7: Speedup and parallel efficiency for different numbers of aggressive coarsening levels on
160, 320, 640 and 1,280 processor cores. Left: speedup; right: parallel efficiency.
time become larger. When using 160 processor cores, the compute time on the
linear solver in the diffusion system does not change much with an increase
in the number of aggressive coarsening levels, while the linear solver time ob-
tained using “agg=8” is 22% less than that with “agg=0” when the number of
processor cores is 1,280. The preconditioner setup time is reduced significantly
when the number of aggressive coarsening levels is increased from 0 to 1, and
then continues gradually decreasing for “agg=2”, ‘agg=4” and ‘agg=8”. Take
the 1,280-core case as an example, where the preconditoner setup time is re-
duced by 50% from 11 s to 6 s when “agg=8” is employed instead of “agg=0”.
This pattern is shown for the preconditioner application time as well. It de-
creases much when one aggressive coarsening level is adopted, and slightly
reduces as more aggressive levels are used. For example, for the 320-core case,
the preconditioner application time reduces to 29 s from 35 s when the number
of aggressive coarsening levels is increased from 0 to 1, and continues being
decreased to 27 s , 22 s and 18 s when the number of aggressive coarsening
levels is increased to 2, 4 and 8. The compute time on the matrix-free oper-
ations is increased as more aggressive coarsening levels are used because the
resulting algorithm has more GMRES iterations. However, the time increase
on the matrix-free operations is compensated by the time reduction on the
precontioner setup and application so that the total compute time is properly
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decreased as more aggressive coarsening levels are employed. The compute
times on the Jacobian evaluations, the function evaluations and the line search
are almost exactly the same for all cases since they are determined by the num-
ber of Newton iterations that is the same for all tests.
Similarly, we report the compute times on the individual components of the
transport system in Table 12. The same pattern observed earlier presents in the
transport system. More precisely, the preconditioner setup time for the trans-
port system decreases much at the beginning, and then gradually deceases
as more aggressive coarsening levels are used. For example, at 640 proces-
sor cores, the preconditioner setup takes 11 s when “agg=0”, and the compute
time is halved to 5 s when the number of aggressive coarsening levels is 8. Sim-
ilarly, the precontioner application time and the total compute time decrease as
a larger number of aggressive coarsening levels is employed. We conclude that
in this test “agg=8” is the best in terms of the memory usage and the compute
time for the overall simulation. A large number of aggressive coarsening levels
is required to maintain a good scalability.
4.5. Comparison with a traditional multilevel method
In this test, we compare the performance of the monolithic multivel method
equipped with the subspace- based coarsening algorithm with that of the tradi-
tional multilevel method using the full space based coarsening approach. The
subspace-based coarsening algorithm mainly aims at reducing the precondi-
tioner setup cost, and meanwhile is able to improve the preconditioner appli-
cation performance. The mesh used in this test is finer than that in the previous
tests since more processor cores will be used. The mesh has 6,464,825 nodes
and 12,543,552 elements. The diffusion system has 45,253,775 unknowns, and
the transport system has 2,896,241,600 unknowns with 64 angular directions.
The numerical results are summarized in Table 13. It is found that the pre-
contioner setup time is significantly reduced by using MASMsub. The data
misses for MASM at 1,280 processor cores because MASM requires the amount
of memory beyond the machine memory limit. For 2,560 and 5,120 proces-
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Table 12: Compute times on the individual components of the transport system using different
numbers of aggressive coarsening levels on 160, 320, 640 and 1280 processor cores.
np agg TimePCS TimePCA Timehigh
160 0 28 457 508
160 1 18 403 452
160 2 14 369 416
160 4 12 356 401
160 8 12 353 399
320 0 17 233 263
320 1 11 202 230
320 2 9 187 213
320 4 7 179 203
320 8 7 178 200
640 0 11 123 142
640 1 7 110 126
640 2 6 100 116
640 4 5 94 109
640 8 5 93 107
1,280 0 7 70 81
1,280 1 6 61 73
1,280 2 4 56 66
1,280 4 3 53 62
1,280 8 4 50 61
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Table 13: Performance comparison btweenn MASMsub and MASM using up to 5,120 processor
cores.
np Algorithm TimePCS TimePCA TimeMF TimeFunc TimeT EFF
1,280 MASMsub 47 1171 391 29 1802 100%
1,280 MASM – – – – – –
2,560 MASMsub 41 751 207 15 1105 82%
2,560 MASM 401 1020 250 19 1700 53%
5,120 MASMsub 28 476 160 11 734 61%
5,120 MASM 251 920 136 10 1362 33%
sor cores, the preconditioner setup of MASMsub is ten times as fast as that
of MASM. The preconditioner setup of MASM takes 401 s at 2,560 processor
cores and 251 s at 5,120 processor cores, while that of MASMsub costs only 41 s
and 28 s, respectively. The preconditioner application is improved by a factor
of 2, compared with the traditional multilevel preconditioner. The precondi-
tioner application time obtained using MASM is twice as high as that used
by MASMsub, that is, MASMsub is once faster than MASM in the precondi-
tioner application for 2,560 and 5,120 processor cores. The compute times on
the matrix-free operations are similar to each other for all core counts. Sim-
ilarly, the compute times on the function evaluations are close to each other.
For the overall simulation, MASMsub is able to run once faster than MASM.
MASMsub is capable of maintaining a good parallel efficiency with up to 5,120
processor cores, while MASM is inefficient.
5. Concluding remarks
A nonlinear diffusion acceleration method has been studied to improve the
transport criticality calculations, where the scattering and fission terms are
evaluated using the computed scalar fluxes and eigenvalue from the nonlin-
ear diffusions equations. To compute the largest eigenvalue of the low order
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diffusion system, an inexact Jacobian-free Newton with a few inverse power
iterations as an initial guess is employed, and during each Newton iteration a
parallel monolithic multilevel preconditioner together with GMRES is adopted
for calculating the Jacobian system. The monolithic multivel method is also
used for the solution of the linear system of transport equations. To reduce
the cost on the coarse space construction of the multilevel method, we intro-
duced a subspace-based coarsening algorithm that has been shown to be more
efficient than a traditional full-space coarsening approach on thousands of pro-
cessor cores for an unstructured mesh problem with billions of unknowns. We
have numerically verified that the overall algorithm equipped with several
important ingredients; e.g., subspace-based coarsening, monolithic coupling,
strength matrix thresholding and aggressive coarsening, is scalable with up to
thousands of processor cores.
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