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ABSTRACT
Stochastic volatility (SV) is known to be advantageous to capture important stylized features in
real financial markets. Based on a time-discretized return dynamics model involving SV, we develop
a Markov Chain Monte Carlo (MCMC) method for the estimation of the structure parameters and
SV as the latent variable in the model. Simulation studies are conducted to test the performance
of the MCMC method in terms of the convergence to the true parameters and volatility. Applying
the method to the time series data of two distinct assets in the real markets, we empirically assess
the inference that provides evidence that the mixture of the two assets helps to reduce volatility
without compromising long-term returns. According to the model diagnostics, we find out that the
inclusion of a jump in the model is likely to enhance the estimation.
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CHAPTER 1. INTRODUCTION
In order to manage the optimal portfolio that copes with various assets in financial markets,
it is crucial to understand how return on a specific asset evolves and how volatile the return is
over time. Due to the multi-period uncertainty of asset prices, the models on which the market
participants may rely are stochastic in nature.
As the modern theory of return dynamics, Dynamic Asset Pricing Theory (DAPT) is established
upon the fundamental constraints on asset price: no arbitrage opportunity and market equilibrium
(Duffie, 2006). DAPT quantitatively describes dynamic characteristics in the relationship between
asset prices and market fundamentals formulating the models of returns in the form of stochastic
differential equations (SDEs).
Merton’s work in continuous-time modeling allows the model to assume the continuous obser-
vations in time (Merton, 1971). The advantage of time-continuity is the mathematical tractability,
which leads the model to analytical solutions in many cases. Black-Scholes (BS) model, one of
the most well-known continuous-time models, assumes that the price of assets that are traded in
large volume follows a geometric Brownian motion with constant drift and volatility. The model is
specified as:
dSt = αStdt+ σStdWt
By Ito’s Lemma⇐========⇒ dYt = µdt+ σdWt,
where Yt := logSt, µ := α−
1
2
σ2 and {Wt}t≥0 is a Wiener process and it had been widely accepted
before the stock market crash in 1987.
The assumption of constant volatility, however, often fails to capture important stylized market
features in reality. Most of all, the overwhelming evidence of non-stationary time series from real
financial markets (Campbell, Lo and MacKinlay, 1997) reveals that volatility is neither constant
nor a deterministic function of time. Volatility represented as a function of a random process,
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called stochastic volatility (SV), exhibits unpredictable variation that the classical BS model does
not possess.
Another important feature observed in real markets is the so-called leverage effect referring to
the fact that volatility has the tendency to be negatively correlated with returns of asset prices
over time. SV models are known to explain the leverage effect (Yu, 2005) and we can simply realize
it by introducing another Wiener process correlated with the return process. Lastly, considering
jump processes helps to capture drastic and discontinuous changes in asset prices due to market
crashes (Li, Wells and Yu, 2008) but this component is beyond the scope of this study.
Among considerable choices of SV models, we select Cox-Ingersoll-Ross (CIR) model (Cox,
Ingersoll and Ross, 1985) in this study because it is one of the most commonly used models that
ensure the stationarity and mean-reversion of SV toward a long run value over the whole process.
The main goal of this study is to estimate the structure parameters and volatility in the given
models from observable prices. Bayesian approaches are especially useful in the sense that the
computation with posterior distributions can avoid integrating out all terms of SV involved in the
high dimension commensurate with the length of the time period (Howard, 2008).
Since the transition probability of CIR model is complicated and the SV as latent variables
has high dimension, it is difficult to apply the maximum likelihood estimation (MLE) to estimate
the structure parameters. Thus, in order to simplify our empirical analysis, we approximate the
continuous CIR process with the first-order Euler discretization at daily frequency. Simulation
studies in Eraker, Johannes and Polson (2003) show that the discretization bias of daily data is
not significant. Then, we perform Bayesian estimations with Markov Chain Monte Carlo (MCMC)
algorithm that iteratively solves our inference problems (Johannes and Polson, 2010).
In this study, we develop a MCMC method suited to estimating the parameters and volatility
in the discretized BS−CIR model and contrive a simulation study to empirically demonstrate that
our proposed methods effectively identify the structure parameters and volatility as latent variables
in the model. After confirming the validity of the model, we finally apply our MCMC method to
the time series data of asset prices from real markets and investigate their empirical features.
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The article will proceed as follows. In Chapter 2, we introduce the model of return dynamics
with the structure parameters, the latent variable, and the full joint probability distribution of given
data. In Chapter 3, given the joint likelihood, we make an overview of our MCMC method with the
fully conditional posteriors of the parameters and the latent variable (Appendix A provides how to
derive the posteriors). Chapter 4 conducts simulation studies and evaluates the performance of our
proposed MCMC method in estimation. After validating the method, in Chapter 5, we implement
it in two distinct asset classes: the S&P 500 index, a stock market index in the United States and
SPDR Gold Trust (GLD), one of the representative exchanged-traded funds (ETFs) that track the
price of gold. Chapter 6 concludes the article with final remarks.
4
CHAPTER 2. BS-CIR MODEL
In this chapter, we introduce the return dynamics model involving SV as the latent variable
and the structure parameters that specify the model. We also consider the combination of the BS
and the CIR model to represent the process of SV in the form of SDEs. Consequently, the joint
probability distribution is provided based on the discretization of the models and the specification
of prior distributions.
2.1 Continuous-time model with SDEs
Let St and Yt be the actual asset price at time t and its logarithm, i.e., Yt := logSt, respectively.
In the continuous-time model, dYt represents the return on the asset within the infinitesimal period
of time, dt. Suppose vt to be the instantaneous volatility of the return at t. Note that both St
and vt are strictly positive. Imposing the CIR model on vt, we can summarize all models by the

















 , κ > 0, θ > 0, (2.1)
where µ is the drift factor for dYt that measures the mean return, while κ(θ− vt) is the drift factor
for dvt that consists of the long-run mean θ and the speed of adjustment κ for mean-reversion. For
the random processes, Wt and W
′
t are two independent Wiener processes. σv is the volatility of
volatility and ρ is the correlation between returns and instantaneous volatility, i.e., the leverage
effect parameter.
Given the model in (2.1), suppose we observe asset prices until the end of the time-series T .
Then, we have observations ~Y := {Yt}Tt=0 and the corresponding volatility as the latent variable is
~v := {vt}Tt=0. The model parameters are given by Θ = {µ, κ, θ, σv, ρ}.
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2.2 Model Discretization
The Bayesian analysis of the model requires the fully conditional posterior distributions of Θ
and ~v given ~Y for an appropriate set of priors on Θ. We can obtain posterior distributions in any
known closed form if the joint distribution also has an analytic form with conjugate priors.
However, since the probability density of Yt given the model with the Wiener processes cannot
be represented in a closed-form, we need to simplify our analysis by applying the first-order Euler
discretization on the continuous-time model at a daily basis.
Recall the model (2.1) and rewrite it by the substitution of W
(Y )























1− ρ2dW ′t .








by the definition, we can discretize the model (2.2) as follows:























The discretized version of the model (2.3) approximates the random behaviours of the Wiener
processes into those that follow a bivariate normal distribution. Based on the linearity of normal
distribution, the representation of the distribution for Yt+1 and vt+1 is given by:Yt+1 − Yt
vt+1

∣∣∣∣∣∣∣ vt,Θ ∼ N

 µ∆








which allows us to take advantage of computation tractability.
6
2.3 Joint Distribution and Conjugate Priors on the Parameters
From (2.4), we can derive p (Yt+1 − Yt, vt+1|vt,Θ) the conditional probability density of the
vector of (Yt+1 − Yt, vt+1)′ given vt and then its joint distribution can be represented by:
























(Yt+1 − Yt − µ∆√
vt∆
)(














where Π(Θ) indicates the full joint prior distribution of all model parameters.
In terms of the choice of priors for the model parameters, we choose conjugate priors to obtain
the posterior distributions as in any known closed form as possible. From the discretized CIR
model, p (Yt+1 − Yt, vt+1|vt,Θ) has the form of bivariate normal distribution and its mean vector
consists of the parameter µ, κ and θ. Since the probability density functions with respect to those
parameters also can be represented in a form of bivariate normal distribution, normal priors are
adequate for all the parameters. Considering the physical constraints on the parameters, each prior
is chosen to be either the standard normal distribution or its truncated distribution as follows:
µ ∼ N (0, 12), κ ∼ N (0, 12)× I(0,∞), θ ∼ N (0, 12)× I(0,∞).
In contrast to the parameter µ, κ and θ, the rest of parameters, σv and ρ, compose the covari-
ance matrix in bivariate normal distribution so they do not have any known individual posterior
distribution in an analytic form. Though we can consider Metropolis-Hastings algorithm (will be
discussed in Chapter 3) for non-closed-formed posteriors, obtaining a closed form for a posterior
distribution is more preferable because it usually leads to a faster convergence.







1− ρ2dW ′t , we transform the pair of (σv, ρ) into (φv, ωv)
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Under the reparameterization, conjugate priors are chosen for (φv, ωv) as:





where IG(a, b) indicates the inverse gamma distribution with shape parameter a and scale param-
eter b. Choosing large b relative to the other hyperparameters, we induce a broader range of ωv so
that the joint priors work as a diffuse prior on ρ, which restricts ρ to have extremely high values.
To sum up with the selection of the priors, given set of the hyperparameters {m,M, k,K, r,R, a, b},
the full joint priors of the model parameters Π(Θ) are summarized as:
Π(Θ) = π(µ)π(κ)π(θ)π(φv|ωv)π(ωv), where φv = σvρ, ωv = σ2v(1− ρ2),
π(µ) = N (m,M) , m = 0, M = 1,
π(κ) = N (k,K)× I(0,∞), k = 0, K = 1,









π(ωv) = IG(a, b), a = 2, b = 200.
(2.6)
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CHAPTER 3. MCMC ESTIMATION METHOD
In this chapter, we provide an overall description of what the MCMC method comprises and how
it works. As an approach of Bayesian estimation, MCMC is a simulation methodology that consists
of sampling algorithms to generate random samples from given target posterior distributions under
a Markov chain. The ultimate goal of our statistical inference using the MCMC method is to
estimate the model parameters Θ = {µ, κ, θ, σv, ρ} and the volatility ~v = {vt}Tt=0 as the latent
variable from the given observation ~Y = {Yt}Tt=0.
3.1 Motivations
First of all, given the observation ~Y , it is necessary for Bayesian inference to characterize the
joint distribution p(Θ, ~v|~Y ) and easily sample from it. The joint distribution leads to estimate the
marginal posterior distributions of Θ and ~v from the given ~Y : p(Θ|~Y ) and p(~v|~Y ). However, due to
high-dimensionality, we have difficulty in making the inference directly from the joint distribution.
In particular, the volatility vt as the latent variable in this study incurs such high dimensional
problem. By Bayes rule, the joint prior density between the model parameters and the volatility
can be represented in the form that is proportional to the product of the likelihood functions and
the prior as follows:
p(Θ, ~v|~Y ) ∝ p(~Y |Θ, ~v)p(~v|Θ)Π(Θ).
If we perform likelihood-based inference for p(Θ|~Y ), it is required to compute p(~Y |Θ), which inte-




where we cannot avoid the computational complexity due to the high dimensionality in ~v.
MCMC plays a key role in tackling such difficulty. Because it is based on Hammersley–Clifford
theorem, p(Θ, ~v|~Y ) can be fully decomposed into the posterior p(Θ|~v, ~Y ) and p(~v|Θ, ~Y ) in lower
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dimensions. It is typically easier to simulate from the posteriors using the sequence of Gibbs
sampling that forms a Markov chain whose distribution is guaranteed to converge to p(Θ, ~v|~Y ).
Deriving the posterior distributions in a closed form, we are able to directly sample from them
following a typical manner of MCMC alogrithm. Otherwise, we apply the Metropolis-Hastings
alogrithm if direct sampling is not allowed from any non-closed-form posterior distributions.
3.2 Posterior Distributions of Model Parameters
Suppose that x is one of the model parameters in Θ. Then, the posterior distribution of x can
be written in the form that is proportional to the product of the probability density of the joint
distribution of ~Y and ~v given Θ and the prior of x:









where Θ\x indicates a set of all the model parameters except x.
Using the fact, we can represent the posterior distributions of the parameter µ, κ and θ that
compose the mean vector in the bivariate normal distribution of Yt+1 − Yt and vt+1 as follows:
p(µ|κ, θ, ρ, σv, ~v, ~Y ) ∝ p(~Y ,~v|Θ)π(µ),
p(κ|µ, θ, ρ, σv, ~v, ~Y ) ∝ p(~Y ,~v|Θ)π(κ),
p(θ|µ, κ, ρ, σv, ~v, ~Y ) ∝ p(~Y ,~v|Θ)π(θ).
Since those parameters have the standard normal conjugate priors truncated at zero, the posterior
distributions are also normal distributions specified as: (Posterior derivations in detail are shown
in Appendix A)
• Posterior for µ:




































m = 0, M = 1, Ct+1 := Yt+1 − Yt, D̃t+1 := vt+1 − (1− κ∆)vt − κθ∆.
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• Posterior for κ:




































k = 0, K = 1, C̃t+1 := Yt+1 − Yt − µ∆, Et+1 := vt+1 − vt.
• Posterior for θ:




































r = 0, R = 1, C̃t+1 := Yt+1 − Yt − µ∆, Dt+1 := vt+1 + (κ∆− 1)vt.
The rest of the parameters, σv and ρ, account for the covariance matrix in the bivariate normal
distribution of Yt+1 and vt+1. After transforming the two parameters into φ and ω, since the joint
prior of φ and ω is the conjugate prior in the hierarchical form, the posterior distribution is also
shown in the form of the hierarchical structure with a normal and an inverse-gamma distribution:
p(φv, ωv|µ, κ, θ,~v, ~Y ) ∝ p(~Y ,~v|Θ)π(φv|ωv)π(ωv).
• Posterior for φv and ωv:










































C̃t+1 := Yt+1 − Yt − µ∆, D̃t+1 := vt+1 − (1− κ∆)vt − κθ∆.
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3.3 Posterior Distributions of Volatility
Since the volatility is independent of the priors of the model parameters, the joint posterior
distribution of volatility is only proportional to the product of the conditional probability densities
of (Yt+1, vt+1)
′ from 0 to T − 1 as follows:
p(~v|Θ, ~Y ) = p(
~Y ,~v,Θ)∫
p(~Y ,~v,Θ)d~v
∝ p(~Y ,~v,Θ) ∝
T−1∏
t=0
p (Yt+1, vt+1|vt,Θ) .
It is important to recall that vt+1 only depends on vt for any 0 ≤ t ≤ T − 1 in terms of the
computation for the posterior distribution of volatility. This condition is guaranteed by the fact
that we assume the independence of the random components in the model and apply the first-order
approximation of the discretization.
We can use it as an Markov assumption on the volatility to simplify the posterior distribution
of vt in the form that is only proportional to a product of the conditional probability densities
that pertain to the neighbors of vt within a single lag: vt−1 or vt+1. For v0 and vT , each posterior
is represented by a probability density that is involved in v1 and vT−1, respectively, whereas the
others are involved in the product of two distinguished probability densities as follows:
• Posterior for v0:
























C̃1 = Y1 − Y0 − µ∆.
• Posterior for vt, (0 < t < T ):







































C̃t+1 = Yt+1 − Yt − µ∆.
• Posterior for vT :
p(vT |~v,Θ, ~Y ) = p(vT |vT−1,Θ, ~Y ) ∝ p(YT − YT−1, vT |vT−1,Θ).














ρσvC̃T − (κ∆− 1)vT−1 + κθ∆
vT−1∆σ2v(1− ρ2)
,
C̃T = YT − YT−1 − µ∆.
Except vT , the posterior distribution of vt cannot be presented in a closed-form, which prevents
us from drawing samples directly in our MCMC method. Therefore, we use the Metropolis-Hastings
algorithm where we draw a sample from a proposed density and then determine whether to accept
or reject the sample for the posterior of the volatility depending the criteria based on the acceptance
ratio.
Especially, the posterior for vt (0 < t < T ), contains the factor of a normal probability density
































































3.4 Overview of MCMC Algorithm
To sum up with the assumption and the posterior distributions reported above, given initial
guess of Θ, ~v and observed data ~Y , we perform Gibbs samplings under the first-order Markov chains
through the following manner:
For the (i+ 1)th iteration, given Θ(i) =
{











(1) Draw µ(i+1), κ(i+1), and θ(i+1) using the last updated parameters as follows:
µ(i+1) ∼ p(µ|κ(i), θ(i), σ(i)v , ρ(i), ~v(i), ~Y ),
κ(i+1) ∼ p(κ|µ(i+1), θ(i), σ(i)v , ρ(i), ~v(i), ~Y ),
θ(i+1) ∼ p(θ|µ(i+1), κ(i+1), σ(i)v , ρ(i), ~v(i), ~Y ).
(2) Draw (φ∗v, ω
∗
v) using the updated parameters, µ
(i+1), κ(i+1), and θ(i+1), based on (1) and
transform the pair into (σ(i+1), ρ(i+1)) as below:
ω∗v ∼ p(ωv|µ(i+1), κ(i+1), θ(i+1), ~v(i), ~Y ),
φ∗v ∼ p(φv|ω∗v , µ(i+1), κ(i+1), θ(i+1), ~v(i), ~Y ),













(3) For t = 0 · · ·T − 1, given the proposed density qt,
• Generate v∗0 ∼ q0(v0|v
(i)
1 ,Θ


















v∗t if z ≤ αt
v
(i)
t if z > αt
.



















(4) For t = T , draw v
(i+1)
T ∼ p(vT |v
(i+1)
T−1 ,Θ








(5) Repeat (1)−(4) for the total number of iterations N .
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CHAPTER 4. SIMULATION STUDY
Based on the MCMC algorithm developed in the Section 3.4, simulation studies are provided in
this chapter. We verify the validity of our MCMC method by examining the accuracy of parameter
estimates, which ensures the reliability of our method in identifying the model parameters and the
volatility.
4.1 Initial Configurations
In the simulation studies, we generate 100 sample paths of the data ~Y from a fixed set of
randomly generated time-series of the volatility ~v. Both ~Y and ~v indeed have the same length
T = 1, 000, i.e. ~Y = {Yt}1,000t=0 and ~v = {vt}
1,000
t=0 . In reference to the parameter values used for
the simulation in Li, Wells and Yu (2008), we choose the following numbers as the true parameter
values to simulate the data:
• µ = 0.05, • κ = 0.015, • θ = 0.8, • σv = 0.1, • ρ = −0.4.
In terms of the random generation of both ~Y and ~v, we have to take the correlation between
them into account. For the random components of (2.3), both εYt+1 and ε
v
t+1 follows a standard






= ρ. The strategy that draws
the random samples from one-dimensional distributions is to generate two random numbers z1 and
z2 from two independent N (0, 12). We re-define εYt+1 and εvt+1 as:
εvt+1 := z1, ε
Y
t+1 := ρz1 + z2
√
1− ρ2.
Then, we can realize εYt+1 and ε
v
t+1 in the more computationally straightforward way than in using
the bivariate normal distribution directly. In accordance with the true parameters above, we can
eventually simulate 100 Monte Carlo sample paths of ~Y associated with a single path of random
generated ~v as the true volatility.
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Given the simulated time-series data of ~Y and ~v, the estimates of the model parameters and
volatility are computed. In the estimation of parameters, we set up the initial values that are
displaced far enough from the corresponding true values as follows:
• µ(0) = 0.2, • κ(0) = 0.05, • θ(0) = 0.5, • σ(0)v = 0.5, • ρ(0) = −0.5.
4.2 Data-Driven Initialization and Proposal Distribution for Convergence
Theoretically, regardless of the choice of the initial values for the parameters and the latent
variable, the posterior draws from the MCMC algorithm eventually converge to their target pos-
terior distributions after a large enough number of the iterations. In reality, however, the rate of
convergence is not rapid enough to achieve this under finite iterations. Thus, while some arbitrary
constants are used for the initial values for the parameters, the volatility should be more care-
fully initialized by the data-driven choice of the initial guess because it requires multi-dimensional
estimates.
Referring to (2.3), we calculate a data-driven initial guess for the volatility inspired by the
method of moments specified as:









− E [(Yt+1 − Yt)]2 −→ v(0)t =
(Yt+1 − Yt)2 − (µ̂∆)2
∆
.
Note that (Yt+1 − Yt)2 in v(0)t is not averaged out as opposed to µ̂ so the difference in v
(0)
t might
drastically vary over t. This causes numeric overflows of v
(i)
t for some t at any i
th iteration whose







as a cutoff value for the upper bound on v
(0)
t for any t. To check the efficiency when using the
data-driven initials with the cutoff, we also include the constant v
(0)
t over t with the data-driven







t in the estimation for comparison purposes.
Besides the initialization of v
(0)
t , we also confirm how useful it is to use the normal proposal
distribution for the volatility estimation in Metropolis-Hastings algorithm relative to the random
walks. On the contrary to the normal proposal distribution, the random walks do not depend
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on the assumption on a proposal distribution. By alternating the proposal distributions, we can
evaluate the efficiency for the volatility estimation in terms of the convergence to the true volatility
when using a certain proposal distribution.
4.3 Results from the Simulations
Starting from the initial values, the MCMC algorithm denoted in Section 3.4 generates a se-
quence of the estimates
{





and ~v(N) for each sample path. We conduct
30,000 iterations in the MCMC algorithm for every sample path and considered the means of the
posterior samples as the parameter estimates only after the burn-in period (20,000 iterations). The
final estimate of the volatility ~v(N) is obtained by averaging all the estimates from the 100 sample
paths in total.
Figure 4.1 The 4 panel plots are designated by the choice of the proposal distributions
for the Metropolis-Hastings algorithm (column) and how to initialized v
(0)
t
(row). In each panel, the estimated volatility (blue solid line) is presented
over 0 ≤ t ≤ 1, 000 trying to capture the true volatility (red dashed line).
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As a result, Figure 4.1 shows the estimated volatility (blue solid line) compared to the true
volatility (red dashed line). The panel plots in the upper row represent data-driven initialization of
v
(0)
t , while those in the bottom row are produced by the constant initialization with the data-driven
long-run mean θ̂. The left column illustrates the volatility estimation from the normal proposal
distribution as our choice for the Metropolis-Hastings algorithm, whereas the right column shows
the results from the random walk counterparts.
For instance, the initialization of v
(0)
t terminated by the median with the normal proposal
distribution in the Metropolis-Hastings algorithm (top-left) results in the best estimation of the
volatility as similarly tracing the true volatility. Meanwhile, for the combination of the constant
v
(0)
t and random walk sampling (bottom-right), the estimated volatility fails to capture the trend
of the true volatility, stagnating only around the initial constant v̄S even after going through the
total iterations of the MCMC algorithm.
Given that the top-left case of Figure 4.1 shows the best performance in the estimations, we
report the mean of the 100 estimates of the parameters and their root-mean-square errors (RMSEs)
for that configuration in Table 4.1. We can see in the Table 4.1 that the MCMC algorithm can
estimate the model parameters with high precision except for κ. Considering the relatively smaller
absolute value of κ than those of the others, we can attribute it to the underperforming estimation.
Table 4.1 The summary of the parameter estimates from the simulation results in the
configuration of the normal proposal distribution and the data-driven initialized
volatility terminated by its median.
µ κ θ σv ρ
Initial value 0.2 0.05 0.5 0.5 -0.5
True value 0.05 0.015 0.8 0.1 -0.4
Posterior mean 0.054 0.036 0.799 0.150 -0.32
RMSE 0.023 0.011 0.061 0.040 0.11
In order to further investigate the convergence of the parameters to their posterior means, we
need to check the graphical characteristics of the MCMC chains for the model parameters in the
total iterations. The plots for the chains of all model parameters shown in Figure 4.2 and Figure 4.3
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can deliver the clues for how each parameter varies during the iterations and whether its posterior
mean converges to a desired value.
The chainplots (blue solid lines) in Figure 4.2 show how the parameters proceed to change
under their MCMC chains over the first 1,000 iterations. The average of the 100 chainplots of each
parameter from all the sample paths gives an individual chainplot for the corresponding parameter.
Each chain of the model parameters starts from the initial values given in Section 4.1 denoted as the
red star-shaped marker in each chainplot. Although the chains of all model parameters temporarily
overshoot in the early iterations less than 100, they quickly converge toward the posterior mean in
Table 4.1 represented by the red horizontal lines. Because Figure 4.2 covers the very early stages
of the simulation relative to the total number of iterations, the rate of convergence is rapid enough
to make the inference for the parameter estimates.
Figure 4.2 The chainplots (blue solid lines) for the 5 model parameters are provided in the
first 1,000 iterations. The red star-shaped marker for each plot indicates the
initial value for the corresponding parameter. All the chains rapidly converge
to their posterior mean plotted by the red horizontal lines.
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Figure 4.3 shows the same chainplots but it covers the total iterations over the simulation. In
particular, the chains of µ and θ are stabilized faster than the rest of the parameters. Also, the
posterior means of µ and θ are more accurate estimates than those of the rest of the parameters:
κ, σv, and ρ. For this reason, the chains of κ, σv, and ρ need relatively more iterations to be
stabilized with less RMSEs. Although the parameters have the different rates of the iterations to
be stabilized, we use a large enough number of the iterations for all model parameters so that we
can obtain the reasonable parameter estimates.
Figure 4.3 The chainplots (blue solid lines) are shown with the same setting as Figure 4.2
but range over the total number of the MCMC iterations. The chains of µ and
θ are stabilized faster converging to their posterior means than the rest of the
parameters.
Regardless of the parameters, therefore, the simulation studies have supported that our MCMC
method is capable of estimating both the model parameters and the volatility simultaneously if we
use the data-driven initialized volatility with the median cutoff and the normal proposal distribution
in the Metropolis-Hastings algorithm.
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CHAPTER 5. EMPIRICAL STUDY
Based on the validity of the model from the simulation studies, we now apply the model to the
real time series data of the daily return of S&P 500 index, one of the most representative stock
market indexes in the United States and gold price generally known to be merely or sometimes
negatively correlated with stocks.
5.1 Data Description on the Time Series of Asset Prices
The S&P 500 index has been daily recorded over the stock trading days of New York Stock




for the model. When it comes to the period of the data, we need to avoid some time
series in any market crash that requires jump processes to fit the model accurately. Because the
most recent big market crash occurred during the financial crisis of 2007−2008, we select a sample
period from Jan/05/2010 to Dec/30/2019, which covers the most up-to-date data long enough after
the crisis.
For fair comparisons, gold prices also should be provided with daily returns that are synchro-
nized to the stock trading days. It is commonly known that the trade of gold is intrinsically
disparate from that in stock markets. In order to overcome such discrepancies between the two
assets, we use a gold ETF that has been traded technically as a stock and has been widely known
to track the return of gold with a decent precision. As a substitute for the real commodity, we use
the SPRD Gold Trust (GLD) that is one of the most well-known and heavily traded ETFs. The
time series data for both assets is obtained from Yahoo Finance.
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5.2 Results from the MCMC method
We perform the statistical inference on the asset price data of the two asset classes analogous
to that of Chapter 4 using our MCMC method. Specifically, we select the method with the com-
bination of the data-driven initialization of the volatility and the normal proposal distribution for
the Metropolis-Hastings algorithm, which shows the best performance in our simulation studies.
We perform 50,000 iterations in total and calculate the posterior means of the model parameters
and the estimated volatility by averaging the values of the posterior draws after the burn-in period
(30,000 iterations). Figure 5.1 provides 6 the overall scheme of how the time series data from
the S&P 500 index (left) and GLD (right) look like showing the level (top), annualized log differ-
ence (middle), and estimated volatility (bottom) of each asset. Some periods of the time in wide
fluctuations of log difference are presented as the blue-shaded intervals.
Figure 5.1 The plots for the levels (top), the annualized log differences (middle), and the
estimated volatility (bottom) of the S&P 500 index (left) and GLD (right) over
the years of 2010− 2019. The blue-shaded time intervals indicate the period in
which the wide fluctuations of log difference occurred.
22
According to the definition of the volatility, we presume that the annualized log difference
pertains to the volatility at a certain period of time. The larger log difference of an asset within a
short period of time implies that the asset fluctuates with the higher volatility during the period.
Focusing on the blue-shaded intervals of time in Figure 5.1, we can observe that wide fluctuations
in the log difference corresponds to drastic declination and recover in the asset level.
In this sense, we can examine how properly the volatility is estimated by comparing its change
of pattern to that of the log difference at the corresponding point of time. The estimated volatility
reasonably reflects the real observations in the blue-shaded time intervals where significant changes
in log difference matches to higher volatility. In particular, some historical events such as European
debt crisis from the mid to the end of 2011 and the U.S. stock market crash in 2018 are well
represented in those intervals. The finding provides evidence that our MCMC method can capture
the SV reflected in real data pretty well.
Besides the estimation of volatility, Table 5.1 reports the parameter estimates of our model for
the S&P 500 index and GLD. Our estimates show that the recent S&P 500 index has relatively
higher mean return µ̂ and lower long-run mean of the volatility θ̂ relative to µ̂ = 0.05 and θ̂ =
0.8 estimated in Li, Wells and Yu (2008) whose data cover the S&P 500 index in the period
of 1980−2000. Interestingly, the gold price shows no leverage effect, which is supported by the
statistically insignificant ρ̂. In contrast, regardless of the time period, the S&P 500 index still
presents the leverage effect with the negative ρ̂.
Table 5.1 The summary of the parameter estimates for the S&P 500 index and GLD for the
period of 2010− 2019. Note that posterior SD refers to the standard deviation
of the MCMC chains
S&P 500 index µ κ θ σv ρ
Initial value 0.2 0.05 0.5 0.5 -0.5
Posterior mean 0.13 0.075 0.26 0.16 -0.60
Posterior SD 0.031 0.008 0.018 0.006 0.036
GLD µ κ θ σv ρ
Initial value 0.2 0.05 0.5 0.5 -0.5
Posterior mean 0.066 0.081 0.33 0.16 -0.045
Posterior SD 0.040 0.011 0.021 0.008 0.055
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Following the same format of Figure 4.2 and Figure 4.3, the chainplots in Figure 5.2 shows
that the chains of all the model parameters are stabilized within the first 25,000 iterations. The
posterior draws also converge to their posterior means after the burn-in period.
Figure 5.2 For the S&P 500 index (left column) and GLD (right column), the chainplots
(blue solid lines) of the 5 model parameters assigned by the rows are shown
over the total 50,000 MCMC iterations. All the chains stably converge to their
posterior mean plotted by the red horizontal lines.
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5.3 Analysis of the Correlation between S&P 500 index and GLD
In this section, we analyse the correlations between the S&P 500 and GLD in the level and the
volatility. According to Modern Portfolio Theory (MPT) established on Markowitz (1952), we may
reduce the volatility of our portfolio maintaining its long-term returns by combining imperfectly
correlated assets. Following that philosophy, we check if it is meaningful to mix those two asset
classes in our portfolio for the purpose of the risk management by diversification.
By the computation with the levels of the S&P 500 index and GLD in Figure 5.1, the correlation
in level between the two assets is −0.414, which is consistent with the fact that gold price historically
has been negatively correlated to stock prices. This supports that one of those assets is likely to
compensate for the loss from the other.
Aside from the negative correlation in level, it is important to stabilize the variation of the
portfolio to avoid the risk in it by reducing the volatility. Therefore, we need to verify the existence
of a statistically significant correlation of volatility between them. Over the 20,000 iterations after
the burn-in period, we compute 20,000 pairs of the estimated volatility for the S&P 500 index and
GLD. Then, we obtain the same amount of sample correlations between the two assets.
Figure 5.3 shows the histogram of the 20,000 sample correlations given the condition. According
to the two red vertical dashed lines presented in Figure 5.3, the 95% credible interval [0.31, 0.42]
consisting of the 2.5% and 97.5% quantiles does not contain zero while the mean correlation is 0.36.
This implies that the positive correlation of the volatility exists between the two assets.
Despite the statistical significance, since the correlation is small enough to assume that the S&P
500 index and GLD are imperfectly correlated, we may consider mixing them if we pursue a less
volatile portfolio.
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Figure 5.3 The histogram of the 20,000 correlations computed for the volatility between
the S&P 500 index and in GLD over the iterations after the burn-in period. The
red curve presents the normal density profile that has the same mean (= 0.36)
and variance of the sampled correlations. The 2.5% and 97.5% quantiles are
denoted by the red vertical dashed lines.
5.4 Model Diagnostics
According to specifications of the model from (2.3), the residuals εYt+1 and ε
v
t+1 should follow an
standard normal distribution. We compute a set of 20,000 sample residuals for Y in the BS model
and v in the CIR model from the iterations after the burn-in period. From (2.3), the formulas
calculating those residuals for each asset are given by:
ε̂Yt+1 =
Yt+1 − Yt − µ̂∆√
v̂t∆
ε̂vt+1 =






where v̂t+1 and v̂t are the estimated volatility shown in the bottom of Figure 5.1, and µ̂, κ̂, θ̂, and
σ̂v are the parameter estimates from Table 5.1.
To check the suitability of the model to the real data, we need to investigate the normality of the
residuals. We provide quantile-to-quantile (Q−Q) plots for the two types of residuals designated
by the different asset classes to diagnose the behaviour of the model.
Figure 5.4 shows the (Q−Q) plots of the two types of residuals from the BS (left) and CIR
(right) models for the S&P 500 index (top) and GLD (bottom). Although neither model fails to fit
the right tail of the data, the assumption on the normality properly works within ∼ ±2σ quantiles
that covers 95% out of the total residuals. Judging from the patterns of residuals in the Q−Q plots,
we show that our model is adequately applied to the price time series data of both two assets.
The presence of jumps within the period of time of our data can be a good reason explaining the
failure of fitting on the tails in the Q−Q plots. For example, the U.S. stock market crash in 2018
is likely to be a plausible candidate that is involved in jumps since the S&P 500 index plunge more
drastically in that period than any other periods from our choice of observation. The inclusion of
SV in our model shows a reasonable performance in the estimation in some sense, which makes
most of the residuals follow the standard normal distributions. However, it would still need a jump
process to explain the residuals systematically tilted toward higher quantiles.
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Figure 5.4 The quantiles of the model residuals versus those of the standard normal are
scattered as blue crosses in the Q−Q plots. Both quantiles are the same on the
red dashed lines if the model perfectly fits the asset data. For each asset along
the row, the left column illustrates the residuals from the BS model whereas
the right column does their counterparts from the CIR model.
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CHAPTER 6. CONCLUSION
Based on the discretized BS-CIR model, we develop a MCMC method and conduct simulation
studies to show its validity in Bayesian estimation for the model parameters and the volatility in
the model. Using the time series data of the S&P 500 index and the GLD, we apply our proposed
MCMC method to make statistical inference from the data of real assets. Our MCMC method
successfully captures the volatility as the latent variable for both the S&P 500 index and the GLD
and leads the model parameters to stably converge into their posterior means. We also provide
evidence that it is worth mixing the two asset classes in a portfolio to reduce volatility without
compromising long-term returns. Based on the model diagnostics, we empirically demonstrate that
our BS−CIR model works for both assets. Finally, we suggest adding a jump process in the model
could contribute to a better performance in the estimation for future work.
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APPENDIX A. POSTERIOR DERIVATIONS
This appendix provides the posterior derivations for µ, κ, θ, σv, ρ and ~v in detail. The derivations



















(Yt+1 − Yt − µ∆√
vt∆
)(













π(µ) = N (m,M) , m = 0, M = 1,
π(κ) = N (k,K)× I(0,∞), k = 0, K = 1,









π(ωv) = IG(a, b), a = 2, b = 200.
For the purpose of the abbreviations in p(~Y ,~v|Θ), let
Ct+1 := Yt+1 − Yt
C̃t+1 := Ct+1 − µ∆ = Yt+1 − Yt − µ∆
Et+1 := vt+1 − vt
Dt+1 := Et+1 + κ∆vt = vt+1 − vt + κ∆vt = vt+1 + (κ∆− 1)vt
D̃t+1 := Dt+1 − κθ∆ = vt+1 − vt − κ(θ − vt)∆.
These abbreviations are selectively used in the rest of the appendix in accordance with the param-
eter whose posterior is derived.
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A.1 Posterior for µ
According to Section 3.2 in Chapter 3,
p(µ|κ, θ, ρ, σv, ~v, ~Y ) ∝ p(~Y ,~v|Θ)π(µ).
Simplify the factors below with respect to µ as:




























































































































































































































































































A.2 Posterior for κ
According to Section 3.2 in Chapter 3,
p(κ|µ, θ, ρ, σv, ~v, ~Y ) ∝ p(~Y ,~v|Θ)π(κ).
Simplify the factors below with respect to κ as:





































































































{∆(vt − θ)κ+ Et+1} C̃t+1





• Expansion of the second term in p(~Y ,~v|Θ):(




























































































































































































A.3 Posterior for θ
According to Section 3.2 in Chapter 3,
p(θ|µ, κ, ρ, σv, ~v, ~Y ) ∝ p(~Y ,~v|Θ)π(θ).
Simplify the factors below with respect to θ as:










































































































































































































































































































A.4 Joint Posterior for (σv, ρ)
Using the transformation given by Jacquier, Poison and Rossi (1994), reparameterize (σv, ρ)















p(ρ, σv|µ, κ, θ, ~Y ,~v) ∝ p(~Y ,~v|~Θ)π(σv, ρ) =⇒ p(φv, ωv|µ, κ, θ, ~Y ,~v) ∝ p(~Y ,~v|~Θ)π(φv, ωv).
Abbreviate the factors below as much as possible and rewrite p(~Y ,~v|Θ):





























































































































































































Meanwhile, the joint prior is represented by:

























































































































































































































































































































































A.5 Posteriors for ~v
Let












































A.5.1 Posterior for v0
p(v0|~v,Θ, ~Y ) = p(v0|v1,Θ, ~Y ) ∝ p(Y1 − Y0, v1|v0,Θ).





















































− 2ρC̃1(av1 + c)√
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∆












































































A.5.2 Posterior for vt, (0 < t < T )
p(vt|~v,Θ, ~Y ) = p(vt|vt−1, vt+1,Θ, ~Y ) ∝ p(Yt+1 − Yt, vt+1|vt,Θ)p(Yt − Yt−1, vt|vt−1,Θ).




















































































































































































we can arrange the terms in the exponent in the descending order of vt as follows:
























where W := − 1
vt−1σ2v∆(1− ρ2)
.
































2abvt−1 + 2ac+ b
2vt−1 = (b

















(κ∆− 1)(κ∆ + 1)vt−1 − 2κ∆θ
σ2v∆
.

















































































































































A.5.3 Posterior for vT




















































avT + bvT−1 + c√
vT−1
)2}]
Expand the terms in the exponent as follows:





































Then, arrange the terms by the order of vT as follows:


























• Order of vT :

































ρσvC̃T − (κ∆− 1)vT−1 + κθ∆
vT−1∆σ2v(1− ρ2)
.
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