A 10-km version of the NCEP Eta Model has been run over a roughly 1000 km x 1000 km domain centered over the upper Midwest for 20 cases where heavy warm season rainfall occurred from mesoscale convective systems to investigate the response of the precipitation forecasts to improvements in the depiction of mesoscale features at initialization time. Modifications to the initial conditions included (i) use of a cold pool initialization scheme, (ii) inclusion of mesonetwork surface observations using the model's own vertical diffusion formulation to allow the surface data to be assimilated into a deeper layer through a simulated initialization period, and (iii) addition of water vapor at points covered by radar echo to ensure relative humidities greater than 80%. All of these modifications were implemented in runs using both the operational Betts-Miller-Janjic (BMJ) and Kain-Fritsch (KF) convective parameterizations. In addition, simulations were also run with a doubling of the convective time step, alternation of the two convective schemes within one run, and exclusion of a convective scheme in another run. For all 20 cases, 14 variants in the model initilization/moist physics were used, creating a high grid resolution (10-km grid spacing) ensemble. Although techniques (i) and (ii) both resulted in initial surface fields agreeing better with available observations, average skill scores for precipitation forecasts did not change appreciably when (i) was used, with (ii) resulting in a modest improvement in equitable threat score (ETS), with an increase in the bias that already exceeded 1.0 for most precipitation thresholds in the BMJ runs. Skill scores among the cases varied widely; no single adjustment consistently improved the scores. Interestingly, the simplest modification, the addition of water vapor in relatively dry atmospheric regions at points where radar echo was present, had the greatest positive impact on ETSs for most precipitation thresholds. Although the impacts were greatest in the first 6 h of the forecasts, some improvements occurred through the full 24-h integration period. Variations among the runs for a given case were far greater when different convective schemes were used than when initialization modifications were made, further supporting other recent research suggesting that high grid resolution short-range ensembles may benefit from the use of a variety of models or physical parameterizations.
Introduction
Although skill scores for quantitative precipitation forecasts (QPF) have generally improved over the years as models have used finer resolution and refined parameterizations, these scores are still especially poor for warm season convective rainfall (e.g., Olson et al. 1995; Stensrud et al. 2000) . These forecasts are difficult because (i) the convection occurs on scales too small to be adequately resolved by even the higher-resolution operational models used today, so that convective parameterizations must be used, and (ii) much of the convection is forced by mesoscale features also poorly resolved in the models (Kain and Fritsch 1992; Stensrud and Fritsch 1994) . Complicating attempts to improve the forecasts, no one convective scheme works best for all cases, and the precipitation forecasts are highly sensitive to the convective scheme used (e.g., Wang and Seaman 1997; Gallus 1999) , the model resolution, and tunable parameters within the convective schemes (e.g., Spencer and Stensrud 1998) .
Poor numerical prediction of warm season convective rainfall events is especially troubling because flash flood events frequently occur in the summer and are the most deadly of convective-related weather hazards (Doswell et al. 1996) . In addition, in much of the agriculturally important central United States, a majority of the yearly precipitation occurs in these warm season events G A L L U S A N D S E G A L (Fritsch et al. 1986) . Poor forecasts negatively impact agricultural interests, and give the public in this area an especially poor view of the ability of meteorologists to forecast the weather.
Although these forecasts will likely remain difficult, especially while convective parameterizations must be used, improved use of mesoscale data sources in initialization may benefit the forecasts. For instance, Stensrud and Fritsch (1994) and Stensrud et al. (1999b) investigated the impact of better initialization of cold pools on subsequent convective system rainfall and found that some significant improvements occurred when special attention was paid to mesoscale details of the initialization. In addition, Gallus and Bresch (1997) showed that the addition of mesoscale observations valid through a deep atmospheric layer in the initialization could markedly improve a forecast; surface data alone had a limited impact. Several studies have found that using radar data in model initialization or assimilation systems can improve a forecast (e.g., Wang and Warner 1988; Takano and Segami 1993; Rogers et al. 2000) . Improvements were noted both for techniques that were somewhat complicated, such as the determination of heating rate profiles from radar data (Wang and Warner 1988) , and for relatively simple techniques, such as the activation of the convective scheme where radar echo was present .
The primary purpose of this paper is to investigate the impact on very high resolution precipitation forecasts (10-km grid spacing) of several techniques to better represent mesoscale features in the model initialization for a fairly large sample of convective systems in the upper Midwest. Because of a lack of quantitative estimation of the value of mesonet observations in improving model QPF, we will evaluate the impacts of inclusion of relatively dense mesonetwork surface observations available in Iowa and Minnesota. We will also examine the potential improvement in QPF when radar echo is used to indicate high relative humidity. In addition, we will compare the significance of change in the skill of the precipitation prediction due to changes in the physical formulation to that resulting from assimilation of mesoscale observations into the initial meteorological fields.
The data used and methodology are discussed in section 2. Traditional skill scores averaged over the large sample of cases are used to evaluate the initialization adjustment techniques in section 3. The final section provides a summary and short discussion.
Data and methodology
Using surface data, radar data from the National Climatic Data Center (NCDC) online archive, 4-km horizontal grid spacing National Centers for Environmental Prediction (NCEP) stage IV precipitation observations, and reports from the Storm Data publication of NCDC, 20 cases were chosen from the warm seasons (MayAug) of 1998-2000 in which mesoscale boundaries, usually convectively induced, were present at 0000 or 1200 UTC, and significant mesoscale convective system (MCS) precipitation followed within the next 12-18 h over the upper Midwest. This region was chosen because dense mesonetworks of surface observations exist in both Iowa and Minnesota. The 20 cases were simulated using 10-km grid spacing in a workstation version of the NCEP Eta Model, with a mixture of 0000 and 1200 UTC initialization times. Simulations were run for 24 h over a small domain covering roughly 1000 km ϫ 1000 km. It should be noted that Warner et al. (1997) have found that errors from lateral boundary conditions in limited domains can be more serious than initial condition errors. Most of the significant precipitation in our simulated events occurs in the 6-18-h forecast period. The short-range nature of the forecasts should reduce the boundary condition problems. Standard initial and boundary condition data were provided by 40-km NCEP Eta output available from NCEP's FTP site. The cases used, model initialization time, and peak observed 24-h rainfall for each case are listed in Table 1 . The observed precipitation totals shown in Table 1 are from the stage IV data areally averaged onto the Eta Model's 10-km grid. Point measurements, and unofficial measurements from Storm Data occasionally were significantly greater, but because model precipitation occurs on a grid representing rainfall over the grid box and not at a particular point, the areally averaged values were used in the computation of skill scores (similar to standard NCEP procedures; M. Baldwin 2000, personal communication). When available, the multisensor stage IV data were used, otherwise, the stage IV gauge mea- 
Model variant Description
Moist physics variants BMJ Betts-Miller-Janjic (1994) convection scheme KF Kain-Fritsch (1993) Stensrud et al. (1999b) ''cold pool'' scheme BMJ-mo BMJ scheme with vertical assimilation of surface observations following Ruggiero et al. (1996) , referred to in text as ''mesoscale observations'' BMJ-rh BMJ scheme with minimum relative humidity of 80% used where radar echo present BMJ-morh BMJ scheme using both the (mo) and (rh) adjustments above KF-cp As in BMJ-cp but using KF scheme KF-mo As in BMJ-mo but using KF scheme KF-rh As in BMJ-rh but using KF scheme KF-morh As in BMJ-morh but using KF scheme surements were used. For the cases simulated in the present study, these precipitation data (multisensor and gauge) did not differ substantially. These data were examined and compared with radar and surface reports to disregard small-scale spurious features that occasionally occurred directly over radar sites (manifested as isolated heavy rainfall amounts not part of a larger region of precipitation). The Eta Model version used was similar to that used operationally at NCEP in early 2000, and included the same physical parameterizations present in the operational model (see Janjic 1994 and Rogers et al. 1998 for more details). In addition to the Betts-Miller-Janjic (BMJ) convective scheme used operationally (Betts 1986; Betts and Miller 1986; Janjic 1994) simulations were repeated using a version of the Kain-Fritsch scheme (KF; Kain and Fritsch 1993) adapted for use in the Eta Model (J. Kain 2000, personal communication) . For a limited subset of the cases, both nonhydrostatic (Janjic et al. 2001 ) and hydrostatic runs were performed. As anticipated based on scale analysis evaluation, these tests showed negligible differences, and thus the more computationally efficient currently operational hydrostatic version was used. For each of the 20 cases, a total of 14 different variants of the model were run, consisting of modifications to improve the initialization of mesoscale features, and changes in the moist physics. Table  2 provides a brief description of these model variants. For 16 of the events, an additional sensitivity test was also performed using a variation of the cold pool scheme in both the BMJ and KF runs.
a. Modifications to initial conditions
For all 20 cases simulated, the standard initialization (from NCEP 40-km Eta output) used with both the BMJ and KF schemes will be referred to as the control runs. This initialization was adjusted using three different techniques, and simulations were performed using each technique with each convective scheme, to determine if the impacts differed based on differences in the convective schemes.
1) COLD POOL INITIALIZATION (CP)
The first technique used was the cold pool initialization scheme discussed in Stensrud et al. (1999b) . This scheme adjusts temperature and moisture in the nearsurface layer based on the presence of positive mesoscale pressure perturbations attributable to convection. The scheme is applied as follows: R Objective analyses are first performed on surface observations using the Barnes (1964; 1973) Fig. 1 . R In regions of positive mesoscale pressure perturbations, temperatures are decreased upward from the surface so that the lapse rate is moist adiabatic, and the adjustments are made through an increasingly deep layer until the observed mesoscale pressure perturbation is accounted for hydrostatically by the cooling. R In this cold pool layer, relative humidity is assumed to be constant. For our cases, a value of 90% relative humidity was used, since the results then agreed best with observations (in the Stensrud et al. 1999b study, a value of 80% was used). The cold pool scheme also permits an adjustment to relative humidity above the cold pool layer to account for the onion-type soundings (Zipser 1977) often observed in the stratiform region of MCSs where an organized mesoscale downdraft occurs. Testing 16 cases, the cold pool scheme was used both with and without the onion adjustment. Precipitation skill scores frequently worsened when the onion adjustment was made within the cold pool scheme compared to the control runs. The worsening of scores may be related to the fact that most of the convective systems examined were still strong at the model initialization times, and the significant drying associated with onion soundings would not have been present.
2) VERTICAL ASSIMILATION OF MESOSCALE
SURFACE OBSERVATIONS (MO) A second technique used was the inclusion of mesoscale surface observations (including the relatively densely spaced Iowa and Minnesota mesonetworks) in the initialization through vertical assimilation over a specified time period. The mesonetwork data were not being used in the standard 32-km NCEP Eta assimilation system at the beginning of 2000 (E. Rodgers 2000, personal communication). The technique in general follows the concepts in Ruggiero et al. (1996) and is applied in the following manner: R Surface air temperature and specific humidity data are collected from all available surface observation sites in the region of interest. R Corrections to the Eta surface initialization values of temperature and specific humidity (denoted as T c , q c ) obtained from NCEP's 40-km Eta output files, are computed at all 10-km Eta grid points within a 45-km radius of the surface reporting sites as,
c observed initialized with a buffer zone around this region where the corrections are gradually reduced to zero. R The above surface data corrections are assimilated into a deeper lower tropospheric layer through the use of the Eta Model's own vertical eddy diffusion formulation, applied for an assimilation period of 3 h. The assimilation is carried out by integrating the equation
(where c reflects perturbations in the Eta initial temperature or specific humidity vertical profiles). At the surface c ϭ T c , or c ϭ q c is used as the lower boundary condition and c ϭ 0 is the boundary condition at the model top. The variable K z (height dependent) is the vertical eddy diffusion coefficient computed in the Eta Model. The vertical profiles of c are obtained by integrating the model vertical diffusion equations forward in time for 3 h (to an approximate equilibrium) at the domain grid points, neglecting horizontal processes. The derived c values (for temperature and specific humidity) are used then to correct the initial Eta vertical profiles of temperature and specific humidity.
3) SPECIFIC HUMIDITY ADJUSTMENT BASED ON RADAR ECHO (RH) The third technique involved setting a minimum relative humidity threshold of 80% in the lower and middle troposphere (all levels warmer than Ϫ10ЊC) at all grid points where organized radar echo was present. The procedure was performed manually at grid points within general regions of radar echo observed in archived Weather Surveillance Radar-1988 Doppler (WSR-88D) data, but could be automated. In some respects, this technique is a crude version of the technique proposed by Rogers et al. (2000) where the convective scheme was forced to activate in regions of radar echo. The elimination of dry layers in the model initialization where
radar echo was present resulted in thermodynamic profiles more favorable for activation of the BMJ and KF schemes. Sensitivity tests performed using a 90% relative humidity adjustment did not show much additional impact, and thus 80% was used to minimize the amount of moisture added to the initialization. The relative insensitivity to an additional increase in relative humidity to 90% was most likely due to the magnitude of moisture change (from 80% to 90% relative humidity) being less than that which occurred when the humidity was first increased to 80%. It is also possible that the 80% humidity threshold is sufficiently high to permit triggering of the convective schemes at most grid points where conditional instability is present, and additional increases in relative humidity would have limited impact.
The testing of this technique was motivated in part by the observation that many heavy rainfall events in the upper Midwest occur late at night or early in the morning, when near-surface lapse rates are relatively stable, and the convection is apparently elevated. The first two techniques concentrate on assimilating meteorological shelter observations into the atmospheric boundary layer. It was theorized, however, that such modifications may be limited in their ability to improve the precipitation forecast if the primary forcing for convection is not in the boundary layer. If so, the ensuring of moist conditions through a deep tropospheric layer where convection was observed may more significantly impact the forecasts.
Because of the computational expense of performing 10-km grid spacing simulations, the number of combinations of the above techniques had to be limited. As will be discussed later, the two techniques that resulted in the largest average improvement in equitable threat scores (ETSs) were the inclusion of mesonet observations, and the relative humidity-radar adjustment. Therefore, in addition to the simulations discussed above, both the BMJ and KF runs were repeated applying both of these techniques together.
b. Modifications to moist physics
In order to compare the impacts of improved mesoscale initialization with those occurring when other relatively simple changes are made within the model, a series of additional simulations were run investigating the sensitivity of precipitation forecasts to changes in moist physics. As already stated, both the BMJ and KF schemes were used in the tests to examine the variability in forecasts resulting from the use of different convective schemes. In addition, since Spencer and Stensrud (1998) found that adjustments in ''tunable'' convectivescheme parameters could significantly change precipitation forecasts, a similar test was done in the present study. In particular, both the BMJ and KF runs were repeated using a doubling of the convective time step (period at which the model calls the convective parameterization) from 10 min (control runs) to 20 min. This adjustment may be less significant than those used in Spencer and Stensrud (where, for instance, the convective downdraft was neglected in some runs), but is still interesting because little evidence exists that any one specific value for the parameter is better than another (within a reasonable range). In addition, Yang and Arritt (2001) found in regional climate simulations that adjustments in this parameter (within the Grell scheme in that study) could have a pronounced impact on precipitation forecasts.
Additionally, all 20 cases were simulated with no convective scheme being used (the explicit precipitation scheme was retained, however). The physical justification for convective parameterizations is generally only valid for a particular range of model grid resolutions (e.g., Molinari and Dudek 1986; Zhang and Fritsch 1988; Molinari and Dudek 1992) . Because of that, it is possible that some convective schemes may perform poorly at 10-km grid spacing. However, although there are problems with the physical justification for use of convective parameterizations at grid spacings below 20 km, several studies have found that adequate simulation of precipitation may require the use of such parameterizations at grid spacings as fine as 5-10 km (e.g. Kain and Fritsch 1998) .
Finally, the last of the 14 model variants was one in which both convective schemes were used in the same model run, but called on alternating convective time steps. Because different schemes may adjust the temperature and moisture profiles toward different equilibrium states, some interference will occur in such a technique. Operational forecasters have noted that individual schemes may perform best under a small subset of similar atmospheric conditions. The use of alternating convective schemes, therefore, might result in a better precipitation forecast.
c. Evaluation of forecasts
To objectively evaluate the impact of the variations in the model runs on the precipitation forecasts, traditional skill scores such as the ETS (Schaefer 1990) , and bias have been computed for all cases for a range of precipitation thresholds reflecting rainfall exceeding 0.254, 2.54, 6.35, 12.7, and 25.4 mm. The ETS is defined as
where CFA is the number of grid points where rainfall was correctly forecasted to exceed the specified threshold (a ''hit''), F is the total number of grid points where rainfall was forecasted to exceed the threshold, O the number of observed grid points where rainfall exceeded the threshold, and CHA a measure of the number of grid points where a correct forecast would occur by chance, where CHA is
and V is the total number of grid points evaluated. The bias (BIA) is the ratio of all grid points forecasted to have rainfall to the number of grid points where rainfall was observed,
It is acknowledged, however, that problems exist in using these traditional measures of skill to determine the value of a mesoscale forecast or to evaluate the benefit of changes to a model. For instance, as discussed in Mason (1989) , high ETSs are often obtained by having overly high BIA scores, and a fair comparison of different model runs may require adjustment of the precipitation thresholds used in the contingency tables for the simulations so that BIA scores are comparable (Hamill 1999 ). Hamill discusses several methods of performing formal hypothesis testing to evaluate the significance of differences between competing precipitation forecasts. In the present study, BIA scores will be equalized among the model variants as suggested by Hamill, and a simple paired t test will then be applied to the adjusted ETSs to determine statistical significance of changes. The paired t test is appropriate for distributions that are roughly normal and have equal variances. A Wilk-Shapiro/Rankit test (Shapiro and Wilk 1965; Shapiro and Francia 1972) was performed on the ETS differences to determine how well these differences conformed to a normal distribution. Graphical results from probability plotting using a normal cumulative distribution function indicated a high degree of linearity (with the exception of several outlying points near the extrema), supporting the assumption of an effectively normal distribution (Shapiro 1990) for most variants at all but the heaviest two thresholds (where little skill existed).
Although the Wilk-Shapiro statistic itself also supported the assumption of a normal distribution for the ETS changes in some variants, outlying points in other variants resulted in lower values of the statistic, so that the assumption of normality was less supported. Because of this uncertainty, a Wilcoxon rank test, the nonparametric equivalent to the paired t test, was also performed on the data to test for robustness of results. The Wilcoxon test yielded similar results.
It should be noted that in statistical analyses, the threshold used to determine significance is chosen to balance the risk of an incorrect rejection of the null hypothesis (the means are not different) with the cost of failing to note a difference in the means (von Storch and Zwiers 1999). In the current study, the risk associated with an incorrect rejection of the null hypothesis is relatively small, because all of the initialization modifications tested result in very little added computational cost (CPU time increases by only 1%-1.5% for a 24-h simulation). Failure to note a significant difference in the means may occur if sample sizes are limited, particularly when variance becomes relatively large. In such cases, the amplitude of the power curve can be increased by using a significance threshold of 90% or 80% instead of 95% or 99%. It is important to note, therefore, that differences in mean ETSs not found to be statistically significant at the 90% and 95% values used in the present study do not necessarily imply that the specific adjustment had no impact on mean ETSs (see for example discussion in Nicholls 2001) . Instead, such an occurrence suggests that a larger sample size or independent dataset of different cases should be investigated to more definitively determine the value of the particular change in the model.
Although the formal hypothesis testing performed in the present study reduces some of the problems inherent in evaluating forecast skill through the use of a single skill score, it must be noted that mesoscale models in particular can also be overly penalized by small spatial or timing-related errors in precipitation. Traditional measures of skill do not typically take into account good model depictions of the shape or pattern of precipitation. Yet, with the current sample of 20 cases, each with 14 or more variant simulations, detailed subjective evaluation would be impractical. In the discussions that follow about ETS and BIA performance among the models, only limited references will be made to subjective evaluations for some cases.
The emphasis in this study will be on skill scores valid for 6-h periods. As forecasters use models with horizontal grid spacing on the order of 10 km to discern smallscale details in the predicted patterns, it is likely that they will also concentrate on high temporal resolution. The ETSs for 24-h periods can be misleading in an evaluation of forecast quality in that serious timing errors may not be reflected in the scores.
A total of 54 6-h periods of active organized convection will be used in the averaging (for most events, the organized convection occurred over two or three 6-h periods). It should be noted that false alarm events, when models depict significant rainfall and none is observed, are another substantial problem facing operational forecasters. Our emphasis on the 54 periods of active convection could bias our results. However, skill scores averaged over the 26 relatively dry periods of these cases do not show false alarm events to be a major problem in the current sample of cases, and none of the variants tested appears to routinely cause an increase in false alarms during these dry periods. Therefore, our focus will remain on the impact that initialization modifications have on rainfall forecasts of active organized convective systems.
Results
One goal of this study was to determine if a standard adjustment in the model initialization to account for mesoscale boundaries can consistently improve deterministic forecasts. If so, it would be advantageous to identify the best model configuration for predicting rainfall in these events. To investigate the impact of the initialization modifications and choice of moist physics, ETSs and BIA scores were averaged for all cases. The scores were also analyzed as a function of model initialization time (0000 or 1200 UTC), forecast period (0-6, 6-12, 12-18, and 18-24 h), and date (early summer or mid-to late summer). The results are given in tables rather than figures to facilitate clarity in the occasionally small variability of the presented ETSs. The ETSs computed directly from the model output are shown along with ETSs adjusted to equalize the BIA scores among different variants, to demonstrate the sensitivity that can be present in a skill score like the ETS.
a. General impacts from initialization modifications
The ETSs averaged over the 54 6-h periods of interest are shown for precipitation thresholds of 0.254, 2.54, 6.35, 12.7, and 25.4 mm in Table 3 , for all model configurations tested. For these warm season events, which often consisted of nocturnal elevated convection, the BMJ runs tended to have higher ETSs than the KF runs for all thresholds except the heaviest one. However, because the BMJ scheme resulted in a much higher BIA (overprediction of rainfall area), the bias-adjusted ETSs for the two schemes differed less, and any differences were not statistically significant at the 95% confidence level. In the present study, we will define average ETS changes to be small if less than 0.01, moderate for changes of 0.01 to 0.02, and large for changes exceeding 0.02. These definitions are based on ETS differences averaged over multiple cases found in other studies when horizontal resolution is changed substantially, or when different models are compared. For instance, in a study of over 5 months of winter rainfall in the Pacific Northwest, Colle et al. (1999) found average ETS differences for 6-h forecast periods to be around 0.02 or 0.03 (depending on precipitation threshold) when model horizontal grid spacing within the Pennsylvania State University-National Center for Atmospheric Research fifth-generation Mesoscale Model (MM5) was varied from 36 to 12 km. McDonald and Horel (1998) found typical ETS differences between the 48 and 29 km Eta during the winter of 1997 to be between 0.01 and 0.03, with 10-km Eta ETSs no more than 0.01-0.02 higher than the 29-km Eta ETSs. These prior studies did not equalize biases between the model runs. The difference in ETSs between the BMJ and KF runs (Table 3) are therefore large for thresholds of 6.35 mm or less (2.54 mm for adjusted ETSs), but small for heavier amounts.
Differences in the conditions favoring activation of the two schemes might partly explain the higher scores of the BMJ runs. The BMJ scheme activates in environments where conditional instability is present and moisture is abundant in the lower or middle troposphere. The KF scheme has a more traditional trigger function based on vertical motion. An example of the impact that the different triggering mechanisms can have on a rainfall forecast can be seen in Fig. 2 . In this particular period, the first 6 h of a forecast initialized at 0000 UTC 22 July 1998, ETSs for the BMJ scheme were around 0.47 and 0.32 for the 0.254-and 2.54-mm thresholds, respectively, values that were among the highest 10% computed in each threshold. ETSs for the KF scheme were much less, around 0.03 and 0.01 for the two thresholds, which placed this forecast among the least skillful 20% for the KF runs.
2. Accumulated precipitation (in mm) during the period 0000-0600 UTC 22 Jul 1998 from (a) Eta control simulation using BMJ scheme, (b) Eta control simulation using KF scheme, and (c) observations (4-km stage IV analysis data averaged onto the model 10-km grid). Contours at 1, 5, and 10 mm, and every 10 mm above that.
The BMJ scheme activated along an east-west axis spanning the entire domain during these 6 h (Fig. 2a) , agreeing well with observations (Fig. 2c) . The KF scheme, however, activated in only a small region in west-central Iowa (Fig. 2b) . During the next 6 h (figure not shown), the KF scheme did activate along this extensive east-west band, and differences in skill scores between the two runs were reduced (the observed precipitation continued to lie in an east-west line slightly south of that shown in Fig. 2c ). In this particular case, a delay in the triggering of the KF scheme could explain the large differences in ETSs between the runs using different convective schemes. As will be discussed later, the ETSs of the KF runs differed most from those of the BMJ runs during the first 6 h of forecasts. The relatively poor performance during this time period may suggest an adverse impact on the KF scheme from model spin up of vertical motion. In addition, NCEP's assimilation system, which provides the initialization for the runs in this study, uses the BMJ scheme.
On average, little skill is apparent in any model variant for rainfall of 12.7 mm or higher (Table 3) . Stensrud et al. (2000) also found for a weakly forced convective event that little skill existed among the members of two different ensembles, one using perturbed initial conditions and the other variations in model physics, for rainfall exceeding 12.7 mm. It should be noted, however, that in the present study ETSs averaged over the full 24-h periods of the 20 cases are much higher than those for the 6-h periods, particularly for heavier precipitation thresholds, where the unadjusted ETSs for a 12.7-mm threshold are 0.144 for the BMJ scheme and 0.111 for the KF scheme.
The BIA of the KF control run (Table 4) is closer to 1.0 (equal number of grid points predicted and observed to have precipitation) than for the BMJ run for most thresholds. In general, the BMJ run has a positive BIA (overprediction) for lighter precipitation thresholds, but underestimates areal coverage for the heaviest (25.4 mm) threshold. The behavior of the KF runs is almost opposite, with a low BIA (underprediction of areal coverage) for light amounts and a high BIA for amounts of 12.7 mm or more. The pattern of BIA increases with increasing precipitation threshold in the KF run is similar to, although not as extreme, as in the runs using no convective scheme. For both the BMJ and KF schemes, the impact of the cold pool initialization routine on ETSs was minimal. The scores shown in Table 3 that are labeled cp are for the cold pool scheme without an onion sounding adjustment (significant drying above the cold pool layer). When the onion adjustment was used in 16 events (consisting of 40 6-h forecast periods of interest), ETSs were lower for all but the heaviest rainfall thresholds in the BMJ runs, with a decrease in ETS values as large as 0.015 for the 0.254-mm threshold (not shown). The negative impact of the onion adjustment was less in the KF runs, although ETSs were as much as 0.008 lower for the lighter thresholds. The negative impact of the onion adjustment might suggest that with both of the convective schemes, the precipitation is particularly sensitive to the amount of water vapor present, since the onion adjustment results in a removal of water vapor at lower levels.
Despite the absolute changes in ETSs being small for the cold pool initialization, the paired t test indicated significance of the changes at the 95% confidence level for several thresholds. The statistical significance is assisted by small variance in the ETS differences between the cold pool runs and the control runs. With the BMJ scheme, the cold pool run has a significantly worse ETS at the 2.54-mm threshold. With the KF scheme, ETSs for light to moderate rainfall thresholds improve over the control run, with statistically significant improvements at both the 2.54-and 6.35-mm thresholds. The more beneficial impact of the cold pool scheme in runs using the KF parameterization compared to the BMJ is consistent with the fact that the KF scheme includes a parameterized convective downdraft that can create or sustain significant cold pools, while the BMJ scheme does not (Stensrud et al. 1999b ).
Bias scores generally decreased when the cold pool adjustment was used (Table 4 ). The decrease was more pronounced for the KF runs. When the onion adjustment was used within the cold pool scheme, the BIA decrease was even larger. The decrease in BIA reflects less precipitation production in general.
The vertical assimilation of mesonetwork surface observations [as outlined in section 2a (2)] has a more noticeable positive impact on ETSs (Table 3 , cases labeled mo), particularly with the BMJ scheme. ETSs improve for all precipitation thresholds, with increases in adjusted ETSs as large as 0.019 for several of the heavier thresholds in the BMJ runs. Because of large variability in the impacts among cases, however, the improvements are statistically significant (at the 95% confidence level) for only one threshold in both the BMJ and KF variants (ignoring the heaviest threshold where little skill existed).
In general, the inclusion of mesonetwork surface observations resulted in a warming and moistening of the lowest model layers, enhancing the convective instability. Bias scores increase with this adjustment (Table 4) , especially for heavier rainfall amounts. The warmer and more moist low-level conditions favor the production of greater amounts of rainfall. Because the KF runs tend to have a low BIA in precipitation coverage for lighter amounts, the BIA increases with this adjustment may be generally beneficial. However, in the BMJ runs where the BIA is already positive, the adjustment pushes the BIA even farther from the ideal 1.0, except for the heaviest threshold where the BMJ scheme had a low BIA.
The largest impacts on ETSs occurred, at least for the lighter precipitation thresholds, when the relative humidity adjustment was made to eliminate layers of relative humidity below 80% in the lower and middle troposphere (cases labeled rh), where organized radar echo was present at initialization time. With the BMJ scheme, the ETSs equaled or exceeded those of the other adjustments at all thresholds below 12.7 mm. The largest ETS increase, when averaged over all cases, was 0.029 (0.028 when adjusted for equal BIA). These improvements in ETSs were statistically significant (with both 95% and 99% confidence).
Similar improvement generally occurs at the lighter thresholds with the KF scheme. At heavier thresholds, a large increase in BIA (Table 4) causes the adjusted ETSs to decline markedly from the unadjusted values. Because of enhanced variability among the impacts of this adjustment when the KF scheme is used, only the improvement at the lightest threshold was statistically significant (ignoring the 25.4-mm threshold).
Another simulation was performed for each case where both the mesoscale observations were vertically assimilated and the relative humidity was constrained to be above the 80% threshold (cases labeled morh). The use of both adjustments reveals whether or not the effects are additive. As can be seen in Table 3 , the use of both adjustments together does not improve the ETSs significantly for light thresholds when either the BMJ or KF scheme are used. In fact, the scores actually decrease for some light thresholds, particularly for the KF runs. The most substantial improvement occurs with the heaviest thresholds, but skill is still small for rainfall of 12.7 mm or more. In general, the combination of the two initialization adjustments results in little improvement above the scores present with the relative humidity adjustment alone. Bias scores are by far the highest (overestimate of areal coverage) in this combination run. In summary, the initialization modifications generally have the most positive impact on ETSs for lighter rainfall thresholds, and can have somewhat different impacts depending on the convective scheme used. The relative humidity adjustment generally improves ETSs the most, and the changes are statistically significant in the BMJ run at several thresholds, even after adjusting for differences in BIA from the control run. The relative humidity adjustment when the KF scheme is used still results in large improvement of ETSs for lighter rainfall thresholds, but only at the lightest threshold is the change statistically significant. The cold pool scheme and the vertical assimilation of mesoscale observations improve ETSs less, with less likelihood of statistical significance.
b. Comparison of simulations initialized at 0000 and 1200 UTC
As shown in Table 2 , the 20 events in this study were split evenly between 0000 and 1200 UTC initializations. Because the structure of the boundary layer differs significantly at these two times, comparisons were made between the runs initialized at the two different times. In particular, differences might be expected when the cold pool is used because the warmer ambient boundary layer would result in larger horizontal temperature gradients at 0000 UTC compared with 1200 UTC. When vertical assimilation of mesoscale observations is done, enhanced vertical eddy diffusion in well-developed boundary layers in the afternoon would result in a relatively deep extent of the assimilation of surface observations included from the mesonetwork data. (Note that the model eddy vertical diffusion scheme is used to vertically assimilate the surface observations.) This is in contrast to the early morning hours when the boundary layer is thermally stable and shallow, and vertical eddy diffusion is weak, thus reducing the vertical extent as well as the amount of contribution coming from the mesonetwork surface data. Additionally, the convective events themselves are generally in different states of development at the two times. At 1200 UTC when the region is affected by nocturnal MCSs, the systems have generally passed their mature stage (as defined in Cotton et al. 1989) , and significant precipitation declines markedly in the following 6 h. At 0000 UTC, systems are often organizing, and heavy rainfall can be expected for another 12-18 h.
The impact of the cold pool scheme on ETSs differs little between 0000 (Table 5 ) and 1200 UTC (Table 6 ). It is possible that although horizontal temperature gradients produced by the scheme would be larger at 0000 UTC (and the forcing along the cold pool boundaries might be larger), the general drying resulting in the lowest levels as the temperature is cooled below the ambient dewpoint counteracts any improvement that might occur from the forcing at the cold pool leading edge. Although the magnitude of the ETS improvement in the KF runs is larger at 1200 UTC than at 0000 UTC, the change is more statistically significant at 0000 UTC. For simulations initialized at 0000 UTC, the impacts of assimilating mesoscale observations into the initial fields are even larger (Table 5 , cases labeled mo) than for all 20 events (Table 3) . For thresholds approaching 25 mm, ETSs more than double. At 1200 UTC, the impacts are much smaller (Table 6 ). This can be explained by noting that the model's own vertical eddy diffusion acting for three hours is permitted to modify the lower troposphere with the mesonetwork surface observations; at 1200 UTC, the boundary layer is relatively stable, suppressing vertical diffusion and constraining the vertical propagation of the adjustments in temperature and moisture, so that surface observations generally do not affect a layer more than several hundred meters deep. At 0000 UTC, the impacts characteristically extended to 1-2 km for some cases. None of the changes at 1200 UTC are statistically significant, and even at 0000 UTC, when the magnitudes of the average changes are large, statistical significance at 95% confidence occurs only at one threshold.
VOLUME 16 W E A T H E R A N D F O R E C A S T I N G
Although the relative humidity adjustment affects a much deeper layer than either the cold pool scheme or the vertical eddy diffusion acting on mesonetwork surface observations, once again the impact on 0000 UTC runs (Table 5 ) is much greater than that on 1200 UTC runs (Table 6 ). The relative humidity adjustment results in the highest ETSs (for thresholds of 6.35 mm or less) of the three initialization adjustments discussed for the BMJ runs initialized at 0000 UTC, with average ETS increases (both adjusted and unadjusted for BIA) of 0.03 to nearly 0.05. Similar impacts occur when the KF scheme is used. For the 1200 UTC runs, the relative humidity adjustment also results in the highest ETSs at the lightest two thresholds. At both times, substantial variability of the effects of the relative humidity adjustment limits the statistical significance (at 95% confidence) of the improvements to two thresholds in the BMJ runs, and one (0000 UTC) or zero (1200 UTC) in the KF runs.
c. Temporal trends
The impacts of the initialization adjustments as a function of forecast hour are shown in Table 7 for the 6.35-mm threshold (the behavior of other thresholds was not significantly different). Because the number of valid 6-h forecast periods differs substantially (for most of the 20 cases, the 6-12-h forecast period contained significant convective activity, but the 18-24-h period was active in only six events), the values shown in Table 7 are the change in ETS (or bias-adjusted ETS as shown in parentheses) from the appropriate control run (BMJ or KF). Direct comparison of scores among the 6-h subperiods suggests that the BMJ scheme has relatively constant ETSs, with a slight maximum in the first 6 h, while the KF scheme has a definite minimum in ETSs in the first 6 h, and an increase in scores through the 12-18-h period.
When the BMJ scheme is used, there is little consistency in the trend for the cold pool run. The improvement in the 18-24-h ETS must be regarded with caution because of the limited number of events used to compile the scores. For the other initialization adjustments, the largest improvements occurred in the first 6 h (rh cases), or in the 6-12-h period (mo cases). Improvements lessened at later times, although some increase in the ETS did occur throughout the 24-h period, especially for adjustments involving an increase in relative humidity.
The KF control run itself had much lower ETSs compared to the BMJ control run in the first 6 h, and in the 18-24-h period. It is possible that the lower scores in the first 6 h of the simulation reflect spin up problems in the model that more adversely affect the KF scheme, which uses grid-resolved vertical motion as its trigger- ing function, than the BMJ scheme, which tends to activate based on substantial low-and midlevel moisture in regions of conditional instability (Gallus 1999) . As with the BMJ runs, the cold pool scheme had little impact at all times (although as shown in Tables 3, 5 , and 6 these small improvements were occasionally statistically significant). The impacts of the other adjustments on ETSs were more variable than with the BMJ scheme. The largest improvements occurred in the first 6 hours, with a secondary maximum in ETS improvement in the 12-18-h period for the relative humidity adjustment.
d. Impacts of changes in moist physics
In addition to the 10 variant runs described above, which concentrated on the effects of changes in the initialization, 4 other runs were performed for each case to emphasize the impact on QPF from simple changes in model moist physics (the control BMJ and KF runs can also be thought of as an additional 2 runs in this set). For both the BMJ and KF scheme, the convective time step was doubled. In another run, no convective scheme was used. In a final run, both schemes were used within the same model run, but called on alternating convective time steps.
Although Yang and Arritt (2001) found that the choice of convective time step could result in significant differences in precipitation forecasts in regional climate runs, the doubling of that time step in the present study had limited impact. Table 3 shows that ETSs remained nearly the same, although small variability among the different cases resulted in the decrease at the 0.254 mm threshold for the BMJ run being statistically significant. Bias scores (Table 4 ) also did not change significantly, although the heaviest thresholds evidenced some increase when the time step was doubled, especially for the BMJ runs. The small nature of the changes can also be seen in Tables 5 and 6 . The changes resulting from the doubled time step were of the same order as the cold pool adjustment, and not as large as the other initialization modifications. However, for one or two thresholds, these small changes were statistically significant.
When no convective scheme (NONE) was used in the simulations, ETSs decreased markedly (Table 3) , and the changes were statistically significant with 95% confidence for the lightest two thresholds. The forecasts themselves differed the most in the NONE runs, suggesting the inclusion of such a run in an ensemble system would increase the spread. However, although for some of the 20 events, the ETSs in the NONE run were higher than one or both of the KF and BMJ runs, the overall much worse skill scores would suggest a negative impact of using such a run with 10-km grid spacing in an ensemble system.
The NONE simulation had an exceptionally low BIA (large underestimate of areal coverage of rainfall) for precipitation thresholds of 6.35 mm or lower, but quickly developed a high BIA for heavier amounts. Areal coverage of rainfall exceeding 25.4 mm was over three times that observed. This trend for higher biases at the heavier amounts is directly opposite to that in the BMJ runs, but similar to that when the KF scheme is used. Although the NONE run has much lower ETSs at both 0000 UTC (Table 5 ) and 1200 UTC (Table 6 ), the forecasts are relatively worse (compared to the BMJ and KF runs) at 0000 UTC, when more of the changes at given thresholds were statistically significant.
The generally poor performance of the simulations not using a convective scheme agrees with results of Kain and Fritsch (1998) who also suggested that some important precipitation processes would remain unresolved at 5-10-km horizontal resolution, requiring the use of a convective parameterization. The behavior of the NONE runs at 10-km grid spacing is consistent with the idea that without the relatively efficient vertical transport of heat and moisture by the convection, instabilities can increase unnaturally until the grid scale precipitation scheme is forced to stabilize the atmosphere, producing significant and relatively localized sources of latent heating, enhanced vertical motion, and rain. Temporal trends in ETSs for the NONE run (not (25) 33 (33) 51 (11) 56 (18) 5 (18) 36 (36) 42 (45) 58 (29) 47 (27) 49 (45) 5 (29) 35 (33) 51 (18) 53 (27) 9 (22) 24 (33) 25 (51) 36 (45) 38 (45) 22 (47) 15 (20) 31 (25) 42 (29) 44 (31) 11 (18) 20 (40) 29 (47) 33 (44) 33 (47) 22 (38) 15 (18) 31 (16) 24 (25) 36 (22) 9 (15) 7 (18) 24 (24) 24 (31) 20 (29) 13 (24) 0 (4) 9 (5) 4 (7) 13 (5) 7 (2) 22 (0) 24 (0) 15 (0) 18 (0) 11 (2) Comparison of other variants KF vs BMJ BMJKF vs BMJ BMJKF vs KF NONE vs BMJ NONE vs KF 36 (53) 47 (27) 58 (31) 29 (67) 22 (60) 38 (55) 42 (33) 60 (31) 36 (60) 25 (69) 40 (45) 44 (38) 49 (42) 29 (64) 24 (58) 29 (36) 18 (29) 38 (29) 25 (45) 25 (40) 11 (9) 7 (5) 9 (7) 2 (7) 6 (11) shown) imply particularly poor skill for the first 6 h. This poor performance is consistent with previous findings that precipitation development is often delayed when a convective scheme is not used (e.g., Molinari and Dudek 1986) . It should be noted that the Eta Model uses a relatively simple explicit microphysical scheme, with a limited number of hydrometeor types. The model's skill at predicting precipitation without the use of a convective scheme might be increased with the use of a more complex microphysical scheme. The final simulation tested the sensitivity with both convective schemes operating within the same model run (BMJKF). In this simulation, the two schemes were alternated on each convective time step. One purpose for this test was to determine if the strong points of each scheme might act in concert to improve ETSs. As can be seen in Table 3 , the ETSs for the two lightest thresholds were indeed higher than in either the BMJ or KF scheme runs alone (and the change at the lightest threshold was statistically significant), but ETSs at heavier rainfall thresholds tended to be between the ETSs of the individual schemes. The biases (Table 4) closely resembled those of the BMJ run, with an even more rapid decrease for heavier thresholds than when the BMJ scheme was used alone. The behavior of the ETSs did not differ appreciably from that of the BMJ control run between 0000 UTC (Table 5 ) and 1200 UTC (Table 6 ). In general, precipitation fields in the combined run resembled those of the BMJ run, suggesting that the drier equilibrium profiles toward which the BMJ scheme adjusts an atmospheric column hinder the KF scheme from heavily influencing the precipitation forecast.
e. Consistency of forecast impacts
The lack of consistency in forecast improvements for some of the initialization modifications can be seen in Table 8 . In the table, the percentage of periods where the ETSs adjusted to equalize BIA improved by greater than 0.01 are shown, with the percentage of cases experiencing a degradation in ETS larger than 0.01 shown in parentheses. In both the BMJ and KF runs the cold pool scheme does not consistently improve the forecast. Results are rather mixed also when the mesoscale observations are added, although for most thresholds when the BMJ scheme is used, the improved cases outweigh the degraded cases.
The adjustment that most significantly and consistently improves forecasts is the relative humidity modification (and the combined relative humidity, mesoscale observation adjustment). In general, this adjustment improves ETSs by over 0.01 in 50% or more of the cases for thresholds of 2.54 mm or less in the BMJ runs and 0.254 mm in the KF runs. At the heavier thresholds where the skill is especially poor, the impacts of the modification are generally less. Table 8 also shows the consistency of forecast changes due to moist physics modifications. Changes in convective time step have little impact when the BMJ scheme is used, but more of an impact when the KF scheme is used. The KF control run generally has lower ETSs than the BMJ control run for thresholds of 6.35 mm or less. The alternating convective scheme run has a slight tendency to outperform the BMJ control run at light rainfall thresholds but not at heavier ones. The alternating run improves the ETSs over the KF control run in ϳ60% of the cases at light thresholds, a result similar to when the BMJ control run is compared with the KF run.
In general, no initialization modification consistently improves most forecasts by a significant amount. The most consistent improvements occur for the simulations where relative humidity is adjusted, but even with this adjustment, large increases in ETSs are uncommon for the heaviest precipitation amounts (12.7 mm or more). The vertical assimilation of mesoscale observations is more likely to improve the ETSs at these heavy thresholds.
It should be noted, however, that for individual cases, one or more of the modifications may result in dramatic improvements in the precipitation forecast. For instance, during the 6-12-h forecast period for simulations initialized at 0000 UTC 28 June 1998, the control BMJ run (Fig. 3a) produced one concentrated area of rainfall in south-central Iowa. In a simulation where vertical assimilation of mesonetwork observations occurred (Fig. 3b) , the rainfall in south-central Iowa was reduced by around 10 mm, with much greater rainfall extending to the northeast into Wisconsin. In some of these areas, predicted rainfall differed by 25 mm or more between the two runs. The vertical assimilation of mesonet observations resulted in a rainfall prediction in far greater agreement with observations (Fig. 3c) , which showed significant rainfall along a southwest-northeast axis from northern Missouri to southern Wisconsin. ETSs for the 2.54-mm
3. Accumulated precipitation (in mm) during the period 0600-1200 UTC 28 Jun 1998 from (a) Eta control simulation using BMJ scheme, (b) Eta simulation using BMJ scheme and vertical assimilation of mesonetwork observations, and (c) observations (4-km stage IV analysis data averaged onto the model 10-km grid). Contours at 1, 5, and 10 mm, and every 10 mm above that.
threshold, for example, changed from 0.11 in the control run to 0.37 in the mesonet observation assimilation run. It is significant that these improvements occurred in the 6-12-h forecast period, and not in the 6-h period closest to initialization. As was common in most cases, the assimilation of the mesonetwork data at 0000 UTC 28 June resulted in warming and moistening of the boundary layer compared to the control run (not shown). In this event, the most significant moistening occurred in northeast Iowa, and the increased moist static energy at initialization time apparently assisted in the later production of precipitation there. Further emphasizing the variability of the impacts of the modifications on ETSs, the cold pool scheme only improved ETSs for this period by 0.02 (for the 2.54 mm threshold), and the relative humidity adjustment, which on average (for the 54 periods) resulted in the best improvements, only increased the ETS by 0.04 for this case.
Choice of convective scheme may result in more consistent trends in ETSs, but generally only for lighter precipitation thresholds. Based upon ETSs alone, the failure of any particular scheme to greatly improve forecasts among most cases suggests that improving warm season rainfall forecasts based upon a single deterministic forecast will remain difficult. This finding also motivates an exploration of possible uses for high-resolution ensemble guidance.
f. Spread of variants and implication for ensemble guidance
The 14 variant runs not only provide insight into the ability of a single adjustment in mesoscale initialization to consistently improve a high-resolution precipitation forecast, but also constitute a 10-km ensemble. A detailed analysis of this ensemble is beyond the scope of the current study, but will be the subject of a later paper. However, the limited improvements seen in many of the runs using improved initialization does raise questions about the spread in such an ensemble. Table 9 depicts the spread ratio (SR; Wandishin et al. 2001 ) when each of the 14 runs are compared with the appropriate control run. The spread ratio is defined as SR ϭ U/I where U represents the area of union of all points having rainfall exceeding a given threshold and I represents the area of intersection. Larger values indicate increasingly different precipitation predictions. The SRs are relatively small when the cold pool scheme is used with both the BMJ and KF scheme. The inclusion of mesoscale observations and the relative humidity adjustment result in some increase in the SR from that associated with the cold pool scheme. The doubled convective time step produces only small deviations from the control run, with a similar SR to the cold pool run.
Spread ratios are far larger when changes are made in the type of convective scheme. The largest SRs occur when the BMJ control run is compared with the run using no convective scheme. Comparisons of both the BMJ and KF control runs with the run alternating the schemes, and with the run using no convective scheme suggest that the KF scheme behaves more like the fully explicit run, while the BMJ run dominates when the two schemes alternate within the same run.
The SRs alone suggest that sufficient spread in a highresolution ensemble may require the use of different models or different convective parameterizations, and not simply variations in the initial conditions. In the present study, the relative lack of impacts related to the varied initial conditions may be partly due to the limited domain size, with lateral boundary condition data being supplied by a coarser resolution version of the Eta Model. However, with most of the significant precipitation in the cases examined in this study occurring in the 6-18-h forecast period, adverse effects from the lateral boundaries should be reduced. In addition, similar conclusions regarding limited spread from perturbed initial conditions were drawn in other short-range ensemble studies that used much coarser horizontal resolution (e.g., Stensrud et al. 1999a ).
Summary and discussion
A 10-km horizontal grid spacing version of the Eta Model was used to simulate 20 MCS cases in the upper Midwest to determine the impact on QPF skill scores when several initialization adjustments were made to improve the representation of mesoscale features in the initialization. These adjustments included (i) the use of a cold pool initialization scheme (Stensrud et al. 1999b ), (ii) the inclusion of mesonetwork surface observations using the model's own vertical eddy diffusion formulation to couple the observed surface temperature and specific humidity data to the lower troposphere, and (iii) the establishment of a minimum relative humidity threshold for all levels warmer than Ϫ10ЊC, where radar echo was present at initialization time. The initialization modifications were applied in runs using both the BMJ and KF convective schemes. A series of other tests were performed to compare the impacts of the initialization modifications to those resulting from changes in the moist physics.
Improvements in the ETSs were generally small, and varied significantly among cases. The cold pool initialization scheme had a negligible impact on skill scores when the BMJ scheme was used, and produced small increases when the KF scheme was used. In fact, when an onion sounding adjustment was used in that scheme, the ETSs often decreased slightly, suggesting the importance of low-level moisture in stimulating precipitation production in the two convective schemes tested. The vertical assimilation of mesonetwork surface observations in the initialization resulted in greater improvements in the skill scores, with the greatest benefits occurring for intermediate precipitation amounts (e.g., 6.35 mm). The elimination of dry layers (relative humidity adjustment) where radar echo was present had the greatest positive impact on ETSs, on average. Unfortunately, all improvements tended to lessen for the heaviest precipitation thresholds, which would be the most important ones for flash flood forecasting.
Rigid hypothesis testing was performed on these variants following Hamill (1999) by adjusting the BIA scores to those of the BMJ control run, and then performing a paired t test on these adjusted ETSs. Although the initialization modifications occasionally resulted in statistically significant improvements from the appropriate control runs, the only variant that consistently showed statistically significant improvement at most thresholds was the relative humidity adjustment applied to the BMJ runs. Because most of the model variants examined did not result in changes in bias-adjusted ETSs that were statistically significant, most of the var-G A L L U S A N D S E G A L iants could be equally likely candidates to be included within a mixed-model ensemble forecast system. Among the 20 MCS cases studied, the BMJ scheme had noticeably higher ETSs than the KF scheme, even after accounting for differing biases, for precipitation amounts of 12.7 mm or less (no simulation was truly skillful for the 25.4-mm threshold). However, significant variability among the cases prevented the differences from being statistically significant. Bias scores were generally closer to the ''perfect'' 1.0 in the KF run, except for the heaviest threshold, where the KF scheme resulted in a significant overestimate of areal coverage of amounts exceeding 25.4 mm. The cases examined in this study frequently involved elevated nocturnal convection, which has been noted in real-time Eta runs to pose some problems for the KF scheme (J. Kain, NSSL, 2000 personal communication) . Ongoing work to implement the KF scheme operationally in the Eta Model will likely result in adjustments to some tunable parameters in the scheme, which might improve ETSs for these types of events.
A doubling of the convective time step had a limited impact on the precipitation forecasts, similar to that of the cold pool scheme. When no convective scheme was used, skill scores were often much lower than when either the BMJ or KF scheme was used. In another variant simulation, when both convective schemes were alternated, ETSs averaged higher than when either scheme was used alone for the light thresholds, but ETSs fell between the ETSs of the individual schemes for heavier amounts. Bias scores and ETSs imply some similarity between the KF runs and the run neglecting a convective scheme, and the results from the alternating schemes demonstrate the tendency of the BMJ scheme to aggressively dry the atmosphere upon activation, often restricting grid-resolved precipitation, as found in Gallus (1999) . When the two convective schemes are alternated, it appears the aggressive drying of the BMJ scheme also limits the precipitation production within the KF scheme.
The large variability among the cases, and lack of significant consistent improvement from choice of convective scheme or improved initialization, particularly for heavier precipitation thresholds, suggests that ensemble guidance may be of more value to forecasts of heavy rainfall than attempts to achieve one outstanding deterministic forecast. The SRs for the cases examined are generally rather small for the initialization modifications, and are much larger when the convective schemes are switched or not used at all. The small impact of the initialization adjustments used in the present study may be due to the fact that these adjustments were restricted to relatively narrow layers of the troposphere, or to the limited domain size, which gives relatively greater importance to the lateral boundary condition data. However, Stensrud et al. (1999a) , among others, have also found that perturbed initial conditions may result in limited dispersion in short-range, mesoscale model ensembles. The small SRs and limited impact of the initialization adjustments on the skill scores described in the present study suggests that a more dispersive ensemble will be obtained from physical variations in the model than from observationally related initialization perturbations. The increased dispersion may be necessary for probability forecasts to be of value to forecasters.
Both the large variability among cases, and occasional sharp improvements in ETSs for some cases suggest that the synoptic environments for these events be investigated in future work. It may be possible to identify meteorological situations where one moist physics scheme, or initialization modification would likely result in a far better forecast than others. If in a much larger sample of cases, a statistically significant improvement could be noted, such information should assist a forecaster.
Finally, NCEP already has indicated that additonal techniques such as the inclusion of mesonetwork surface observation data will be required as horizontal grid spacing in operational models improves beyond ϳ30 km grid spacing (NCEP currently plans to use 12-km grid spacing nationally by late 2001). The present study provides an evaluation of the significance of mesonet surface station networks in support of summer convective system QPF in the upper Midwest. Of the two approaches utilized to evaluate this issue, the first (cold pool) had little (KF) or no (BMJ) impact on average ETSs, whereas the second (mesoscale observations) showed some ETS improvement, which may be viewed by itself as encouraging. However, the changes with the addition of mesoscale observations were generally not statistically significant, and the other observational assimilation technique tested in the present study (relative humidity adjustment) was superior to the second approach. When both were activated simultaneously, additional skill improvements were limited. Thus, it can be suggested that methodologies employed in the present study for utilizing mesonet surface observations in the upper Midwest during the summer have in general resulted in limited QPF skill improvement. However, it might yet be possible to employ different approaches to account for the mesonet surface data, which would yield better results.
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