In recent years there has been a renewed interest in multi-product batch process plants. These are particularly useful for the manufacture of high-valueadded products such as pharmaceuticals and semiconductors. Optimum scheduling of a multiproduct batch process plant is essential to improve productivity and reduce costs. This is a difficult task, since such plants, being Discrete Event Dynamic Systems (DEDS), are complex , due to the combinatorial explosion phenomenon. They also have elements of uncertainty and unpredictability and manufacturers have increasingly ambitious projects.
INTRODUCTION
Petri net theory is a graphical and mathematical tool for the analysis of DEDS . As a graphical tool, Petri nets can be used as a visual aid similar to flow charts and block diagrams. As a mathematical tool, Petri net theory can be applied to set up the state equations representing the system . The Petri net can then be utilised to analyse the dynamic behaviour of the system with relative simplicity . This is shown by Peterson in (7) and Murata in (6) .
DISCRETE EVENT DYNAMIC SYSTEMS
In DEDS reference is made to conditions and events. Conditions are states, such as, 'Product 2 is in Machine 4', 'Machine 6 is available', etc. Events are actions that can occur such as, 'Start processing Product 1 in Machine 2', 'Stop processing Product 3 in Machine 5'
For an event to occur, certain conditions must be true. These are termed pre-conditions. Also, when an event occurs, new conditions arise. These are called postconditions.
In DEDS, conflict situations may arise. For example the condition 'Product 1 is in Machine 3' is a valid condition. So is 'Product 6 is in Machine 3', but these conditions cannot exist simultaneously.
Concurrent events may occur. For example, the events 'Start processing Product 1 in Machine 7' and 'Start processing Product 3 in Machine 4' are independent events and can occur simultaneously.
Modelling a DEDS on a Petri net. In a Petri Net, conditions are represented by places, events are represented by transitions , the current state of the system is represented by the marking. The places and transitions in the Petri Net are linked by means of directed arcs. These represent the pre-conditions and post-conditions. A marked Petri Net, Z = (P, T, I, O, m 0 ) where: P is a set of places, graphically represented by circles; T is a set of transitions, graphically represented by bars, with P ∪ T ≠ 0 and P ∩ T = 0 ; I: P x T → {0,1} is the input function that specifies the arcs directed from places to transitions; O: P x T → {0,1} is the output function that specifies the arcs directed from transitions to places; Modelling Concurrency. The marked Petri net in figure 1a illustrates how concurrency can be modelled. In this Petri Net, it can be seen that both transitions 1 and 7 are enabled since their input places are full. They can be fired simultaneously to result in the marked Petri net of figure 1b. illustrates how conflict can be modelled. In this Petri Net, it can be seen that both transitions 1 and 3 are enabled since their input places are full. However, firing transition 1 removes the token from place 7 thus disabling transition 3. Hence either transition 1 or transition 3 may be fired but they cannot be fired simultaneously. Petri Net theory shall be applied to model a 3 product, 3 production unit batch process plant described by Salleh in (5), (8) and illustrated in figure 3. 
MODELLING ALGORITHM
Having modelled the batch process plant on a timed Petri net as described in the previous section, a series of algorithms shall be developed to enable the automatic generation of the Petri net model that represents an nProduct, m-Production Unit batch process plant as shown by Azzopardi in (1).
Determination of the number of conditions that can exist in the system. In a Petri Net model of a batch process plant, the conditions that can exist in the system are represented by places . For each product, a place is assigned to every step in its production flow , together with a place indicating the start of the production sequence, a place indicating the end of production sequence and places representing the transfer of the product from one production unit to the next .
In addition, a place is required to represent the availability of each Production Unit in the plant .
Therefore, for an n-Product, m-Production Unit plant, the number of places required to model the system on a Petri Net is :
where Y(a) is the number of production steps required to produce product a.
Determination of the number of events that can occur in the system . In a Petri Net model of a batch process plant, the events that can occur in the system are represented by transitions. For every product, events indicate the start and end of processing by each production unit included in the production sequence . Referring to the pre-condition table for the plant described previously it is observed that input places to transitions are of two types . One type is that representing the previous step in the production process whilst the other is that representing the machine availability .
In constructing the pre-condition matrix, the two types of input places are tackled independently to simplify the modelling algorithm .
Hence, for a Petri Net with p places and q transitions, representing a plant with n Products and m Production Units the part of the pre-condition matrix that represents the production flow of the n products is formed by the equation;
where a takes the values, a = 1, 2, ...,n and Y(j) is the number of production steps required to produce product j .
The second part of the pre-condition matrix that has to be formed is that which represents the Production Unit availability . Referring to the pre-condition table for the plant described above, it can be seen that this type of input place is only required for odd numbered transitions and can be formed using ;
for odd values of i,
where a takes the values, a = 1, 2, ..., n. Hmt is the pre-condition matrix, z = p -m, p is the number of places in the Petri Net, m is the number of production units, PU(a,k) is the Production Unit used by product a during the kth stage of its production process .
Post-condition Matrix. Referring to the post-condition table for the plant described previously, it can be noted that output places to transitions are also of two types . One type is that representing the next step in the production process whilst the other is that representing the machine availability . The post condition Matrix can then be formed using recursive equations as done for the pre-condition Matrix above. This is shown in [1] .
Forming the initial marking vector. It shall be assumed that all products are available to be processed and that all production units are free at time, t=0 . Therefore, a token is placed in the places that represent the start of the production sequence of each Product and in each place that represents a Production Unit .
Forming the final marking vector. Forming the final marking vector is done by placing a token in the places that represent the end of the production sequence of each Product and in each place that represents a Production Unit .
Forming the delay vector. The delay vector element tp[i] is equal to the delay associated with that place. Hence the delay vector is formed by inserting a delay for every place that represents a process, equivalent to the processing time.
SCHEDULING THE BATCH PROCESS PLANT
Efficient algorithms for obtaining an optimum solution to the scheduling problem exist only for very simple flow shops. "There is no single algorithm that can solve a general scheduling problem" (3).
In the Branch and Bound approach, as applied to operations research problems for the scheduling of multi-product batch process plants, only quantitative constraints such as the number of resources and deadlines are considered .
If the Petri Net execution were to be the basis of a Branch and Bound search, it would include both quantitative and structural constraints such as the production sequence of the products, concurrencey and conflict. This was suggested by Shen, Chen and Luh in [9] , together with a method for the truncation of Petri Nets into smaller, more manageable Petri Nets .
In (1), this was extended to a Branch and Bound search based on Timed Petri Net execution and is illustrated below.
Scheduling a two product, two production unit batch process plant .
A two product, two production unit batch process plant shall be used to illustrate the scheduling of a multiproduct batch process plant . Consider the two product, two production unit batch process plant illustrated in At the initial marking, X0 and at time, t=0, there is a conflict situation .
Hence only one transition (T1) is fired, leaving T5 as an alternative transition that could have been fired at step 1 of the branch and bound search. This results in a new marking (at step 2) . At this marking and time t=0, no transitions are enabled (refer to timed Petri net execution, section 2.8). Therefore, the time, t, is incremented in steps of 1 min until a transition is enabled . In this case, time is incremented until t=3, at which only T2 is enabled . Hence it is fired, resulting in a marking where T3 and T5 are enabled.
The process of firing one transition at a time and incrementing time when no transitions are enabled is continued until the marking obtained is equal to the required final marking . This is illustrated in the Branch and Bound tree in figure 6 , where the first feasible sequence of transitions is T1-T2-T3-T5-T6-T4-T7-T8 . This would result in a cycle time of 9 minutes which becomes the upper bound of the Branch and Bound search . This sequence is stored in memory as a candidate for the optimum solution .
The algorithm, then moves back up the tree (backtracking), one step at a time, up to a marking where alternative transitions exist . The alternative transition is fired and the timed Petri net is executed from that marking up to the final marking . If at any time, the present time exceeds the upper bound, this branch is abandoned and backtracking is initiated again. The resulting branch and bound tree is illustrated in figure 6 .
The optimum schedule is that obtained by firing the transitions T5-T6-T1-T7-T8-T2-T3-T4 in that sequence and the optimum cycle time obtained is 8 minutes . The optimum operation of the 2 product, 2 production unit plant is illustrated by the Gantt chart of figure 7 .
Methods for further reduction of the search space As the size of the plant under investigation grows, so does the number of jobs that has to be scheduled . The number of permutations that have to be investigated increases in a factorial manner, resulting in an enormous search space for the branch and bound algorithm .
The search space has already been significantly reduced by the use of a Timed Petri Net as the basis of the Branch and Bound search . By close observation of the Branch and Bound tree in figure 6 , it can be observed that further improvements can be made to the algorithm to improve its rate of convergence. These improvements are shown by Azzopardi and Lloyd in (2) to be of the form of three tests to be implemented at each new marking of the timed Petri Net .
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Step 9 With reference to figure 6, note that at step 3 of the branch and bound tree, T5 is an alternative transition .
It can also be noted that when T3 was fired at time, t=3 minutes, T5 was also fired at time t=3 minutes . This implies that T3 and T5 can be fired simultaneously .
After obtaining a candidate for the minimum solution, with the upper bound of the search equal to 9 minutes, backtracking occurred up to step 3 . The alternative transition, T5, was fired and timed Petri net execution continued until the final marking was reached again. The time required for this new sequence is equal to 9 minutes. Hence, it can be seen that this branch had been explored in vain .
Therefore, when an enabled transition can be fired concurrently with the fired transition and both events are independent, the alternative transition can be removed from the list of alternative transition at that step .
Test 2 -Look ahead concept. In the Branch and Bound search for the optimum schedule, at every new marking of the Petri net, the current time is compared to the upper bound of the search . If it is less, then the search along that branch continues, otherwise it is abandoned .
A further test is included at this stage to check whether, although the current operation time is less than the upper bound, this route may surely not lead to an optimum solution .
This is done by comparing the upper bound to the sum of the current operation time and the remaining processing time of that production unit that still has the longest processing time that has yet to be done .
Test 3 -Check for duplicated marking.
This test checks for duplicated Petri net marking while exploring a new branch as suggested in (8) . It checks whether the new marking obtained by firing the current transition is the same as the marking in the next step of the current minimum solution .
If this occurs, it means that there are different ways to arrive from the initial state of the plant to the duplicated state and that working down this branch will result in the same path taken from the duplicated state to the final state .
Therefore, if the time required to reach the duplicated state in the current search is greater than or equal to the time required to reach this state in the current minimum solution, then it will be useless to further examine this route since it will surely not lead to the optimum solution .
The Branch and bound tree for the 2 product, 2 production unit batch process plant described in the previous section, including the new tests to reduce the search space is illustrated in figure 8 and should be compared with that in figure 6 .
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SIMULATION OF THE OPTIMUM PLANT OPERATION
The simulation algorithm shall simulate the optimum operation of the plant, using as inputs ; the data generated by the Petri net modelling algorithm and the sequence of transitions generated by the scheduling algorithm . The output of this program is in the form of a timed marking matrix . This contains information about the marking at each step of the Petri Net execution and the time at which it has occurred.
In this algorithm, controlled-timed-Petri net execution as shown in (1) is used . The execution of such a Petri net differs slightly to that of timed-Petri Net execution described in previously, in that , a transition is enabled if all its input places have been full for a time equal to their delay value AND the transition is the next one in the sequence that forms the control law for optimum operation of the plant . In the case that the above conditions are satisfied the tokens in the input places are removed and a token is placed in each of the output places, as done in normal Petri Net execution .
Simulation of the 3 product, 3 production unit batch process plant.The plant described by Salleh in (8), illustrated in figure 3 and modelled on the Petri net illustrated in figure 4 was scheduled using the sheduling algorithm, resulting in the sequence of transitions: 1,5,9,2,6,10, 3, 11, 4, 7, 12, 13, 8, 14 . This sequence of transitions was then used as the control law for the execution of the timed Petri Net model by the simulation program . This program generated the timed marking matrix which is displayed in the form of a Gantt chart in figure 9 . -product 3
Figure 9 Gantt Chart

CONCLUSIONS
The plants used to illustrate the modelling, scheduling and simulation through Petri net modelling were very simple ones. This was necessary since it would not have been possible to graphically illustrate the search space for a larger plant due to the large number of states involved. The Scheduling algorithm has been successfully used on larger plants up to a plant size of ten products and ten production units, as shown in (1).
Modelling a multi-product batch process plant on a timed Petri net facilitates scheduling and simulation of the plant. The algorithms presented in this paper, in (1) and (2) are valuable tools that can be used as part of an intelligent software package to toally control the plant in real time.
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