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Parton distribution functions, which describe probability densities of quarks and gluons in the
proton, are essential for interpreting the data from high energy hadron colliders. The parton distri-
butions are measured by approximating them with functional forms that contain many adjustable
parameters, which are determined by fitting a wide variety of experimental data. This paper ex-
amines the uncertainty that arises from choosing the form of parametrization, and shows how that
uncertainty can be reduced using a technique based on Chebyshev polynomials.
1. INTRODUCTION
Interpreting the data from high energy hadron col-
liders such as the Tevatron and LHC relies on par-
ton distribution functions (PDFs), which describe the
probability densities for quarks and gluons in the pro-
ton as a function of lightcone momentum fraction x
and QCD factorization scale µ. In current practice
[1–4], the PDFs are measured by parametrizing them
at a low scale µ0, using functional forms in x that
contain many adjustable parameters. The PDFs at
higher µ are calculated using QCD renormalization
group equations, and the best-fit parameter values are
found through a “global analysis,” in which data from
a variety of experiments are simultaneously fitted by
minimizing a χ2 measure of fit quality.
In the Hessian [5] and Lagrange multiplier [6] meth-
ods, the uncertainty range of the PDFs is estimated by
accepting all fits for which χ2 is not more than some
fixed constant ∆χ2 above the best-fit value. Tradition-
ally, ∆χ2 = 100 [7] or ∆χ2 = 50 [8] have been used
to estimate the 90% confidence range. When these
“large” ∆χ2 values are used, weight factors or penal-
ties may be included in the definition of the goodness-
of-fit measure, to maintain an adequate fit to every
individual data set [1]; or the uncertainty range along
each eigenvector direction in the Hessian method can
instead be estimated as the range where the fit to ev-
ery experiment is acceptable [3]. Large ∆χ2 tolerance
has long been a source of controversy. Some groups
[9, 10] reject it in favor of the ∆χ2 = 1 for 68% con-
fidence (∆χ2 = 2.7 for 90% confidence) that would
be expected from Gaussian statistics; however, results
presented in this paper provide renewed evidence that
substantially larger values of ∆χ2 are necessary.
A potential motivation for large ∆χ2 is based on
conflicts among the input data sets, which signal un-
known systematic errors in the experiments, or impor-
tant theoretical errors introduced, e.g., by our reliance
on leading-twist NLO perturbation theory, with a spe-
cific treatment for heavy quarks. It makes sense to
scale up the experimental errors—which is equivalent
to raising ∆χ2—to allow for such conflicts [11]. How-
ever, the conflicts among experiments were recently
shown [12, 13] to be fairly small: the measured dis-
crepancies between each experiment and the collective
implications from all of the others suggest a minimum
∆χ2 ≈ 10 for 90% confidence, but supply no clear
incentive for ∆χ2 ≈ 100. This is supported also by
results from the NNPDF method [4], which finds con-
flicts among the data sets to be relatively small. It is
also supported by the distribution of χ2 per data point
for the individual data sets [2]; and by the observation
that the average χ2 per data point in the global fit is
close to 1, which suggests that the experimental errors
are not drastically understated and that the theory
treatment is adequate [14].
Another source of uncertainty in PDF determina-
tion is the parametrization dependence error, which
comes from representing the PDFs at µ0, which are
unknown continuous functions, by expressions that are
only adjustable through a finite number of free param-
eters. In traditional practice, flexibility is added to the
parametrizing functions one parameter at a time, until
the resulting minimum χ2 ceases to decrease “signif-
icantly.” However, at whatever point one chooses to
stop adding fitting parameters, further small decreases
in χ2 remain possible. This aspect of the PDF prob-
lem, namely that the number of fitting parameters is
not uniquely defined, can spoil the normal rules, such
as ∆χ2 = 1 for 68% confidence, which would otherwise
follow from standard Gaussian statistics. This point
is illustrated in Sec. 2 by two hypothetical examples.
A method that uses Chebyshev polynomials to dra-
matically increase the freedom of the parametrization,
while maintaining an appropriate degree of smooth-
ness in the resulting PDFs, is introduced in Sec. 3.
The Chebyshev method is applied to a typical PDF fit
in Sec. 4. The method is further applied to the most
recent CTEQ fit in Sec. 5. Some aspects of the Cheby-
shev fit at large x are discussed in Sec. 6. Conclusions
2are presented in Sec. 7.
2. HYPOTHETICAL EXAMPLES
Let z represent a displacement from the minimum
point in χ2, along some specific direction in the space
of fitting parameters. It can be normalized such that
χ2 = z2 + C (1)
in the neighborhood of the minimum. The parameter
z could be any one of the eigenvector coefficients zi
that are discussed in [12] or [13]. Or by means of a
suitable linear transformation X = α + βz, z could
represent the prediction for some cross section X that
depends on the PDFs; or simply a PDF itself for some
specific flavor, x, and µ. According to standard statis-
tics, Eq. (1) would imply z = 0± 1 at 68% confidence
and 0±1.64 at 90% confidence. If we assume instead—
guided by [13]—that ∆χ2 = 10 for 90% confidence, we
would expect z = 0 ± 3.16 at that confidence. How-
ever, the following argument shows that the uncer-
tainty range may in principle be much broader than
that.
FIG. 1: Contours of χ2 = 3010, 3020, 3030, . . . in two
hypothetical examples. In each case, the best fit has χ2 =
3000 at z = 10. Meanwhile, if the fit is confined to y = 0,
the ∆χ2 = 10 error limits appear to be z = 0±3.16, which
is far too restrictive.
Suppose that, in order to reduce the dependence on
the choice of parametrization, we introduce additional
flexibility into the PDF model through a new parame-
ter y, which is defined such that χ2 reduces to Eq. (1)
at y = 0. (To achieve a substantially improved fit,
it will likely be necessary to increase the flexibility in
more than one flavor, and therefore it will be neces-
sary to introduce several new fitting parameters. The
parameter y thus represents displacement in a direc-
tion defined by some particular linear combination of
several new and old parameters.)
Figure 1 shows two hypothetical contour plots for χ2
as a function of y and z. The contour interval is 10. In
each case, introducing the new parameter reveals that
z = 10 is a better estimate of the true value of z, so
the prediction according to y = 0, that z = 0 ± 3.16
at 90% confidence, is inaccurate. In the scenario of
the left panel, the additional freedom measured by y
has reduced the best-fit χ2 by 50; while in the right
panel, the reduction is only 5—a change so small that
one might easily have been content to mistakenly settle
for y = 0.
In the hypothetical examples of Fig. 1, ∆χ2 = 10
yields an estimate of uncertainty for fits with y = 0
that is far too narrow—even though in one case, the
additional freedom only allows χ2 to be lowered by 5.
Appendix 1 shows that the qualitative form of the de-
pendence of χ2 on y and z shown in Fig. 1 arises rather
generally, whenever additional freedom is introduced
into the parametrizations. However, it remains to be
seen whether such large quantitative changes actually
arise in typical PDF fitting. A new parametrization
method introduced in Sec. 3 will be used to answer
that question in Secs. 4 and 5.
3. CHEBYSHEV PARAMETRIZATIONS
In a recent typical PDF fit (CT09) [1], the gluon
distribution was parametrized by
x g(x, µ0) = a0 x
a1 (1− x)a2 ep(x) (2)
where
p(x) = a3
√
x + a4x + a5x
2 . (3)
The same form was used—with different parameters of
course—for the valence quark distributions uv = u− u¯
and dv = d − d¯, except that a3 was set to 0 in dv,
because that distribution is less constrained by data.
To provide greater flexibility in the parametrization,
it would be natural to replace p(x) by a general poly-
nomial in
√
x :
p(x) =
n∑
j=1
bj x
j/2 . (4)
This form has several attractive features:
1. The power-law dependence at x → 0, with sub-
leading terms suppressed by additional powers
of approximately x0.5, is expected from Regge
theory.
32. The power-law suppression in (1 − x) at x → 1
is expected from spectator counting arguments.
3. The exponential form ep(x) allows for the pos-
sibility of a large ratio between the coefficients
of the power-law behaviors at x → 0 and x →
1, without requiring large coefficients. It also
conveniently guarantees that g(x) is positive
definite—although that could in principle be an
unnecessarily strong assumption, since the MS
parton distributions are not directly observable,
so it is only required that predictions for all pos-
sible cross sections be positive.
4. Restricting the order n of the polynomial in
Eq. (4) can help to express the assumed smooth-
ness of the parton distributions; although if n is
large, additional conditions must be imposed to
prevent unacceptably rapid variations.
The constraints on smoothness and limiting behavior
at x→ 0 and x→ 1 are important. For without them,
the momentum sum rule
∑
a
∫ 1
0
fa(x, µ)x dx = 1 (5)
and the valence quark number sum rules∫ 1
0
uv(x, µ) dx = 2 ,
∫ 1
0
dv(x, µ) dx = 1 (6)
would have no power, because mildly singular contri-
butions near x = 1 in (5) or near x = 0 in (6) could
make arbitrary contributions to those integrals, with-
out otherwise affecting any predictions.
In past practice, only a small number of nonzero pa-
rameters bj have been retained in (4), as exemplified by
the typical choice (3). The number of parameters can
be increased to add flexibility, and thereby reduce the
dependence on choice of parametrization. However,
that quickly runs into a technical difficulty: as more
fitting parameters are included, the numerical proce-
dure to find the minimum of χ2 becomes unstable,
with large coefficients and strong cancellations arising
in p(x). The resulting best fits, if they can be found at
all, contain implausibly rapid variations in the PDFs
as a function of x.
This technical difficulty can be overcome by a
method based on Chebyshev polynomials. These poly-
nomials have a long tradition in numerical analysis,
although they have only recently begun to be applied
to PDF studies [15]. The Chebyshev polynomials are
defined—and conveniently calculated—by recursion:
T0(y) = 1 , T1(y) = y
Tn+1(y) = 2yTn(y)− Tn−1(y) . (7)
Since Tj(y) is a polynomial of order j in y, the
parametrization (4) can be rewritten as
p(x) =
n∑
j=1
cj Tj(y) , (8)
where y = 1 − 2√x conveniently maps the physical
region 0 < x < 1 to −1 < y < 1 .
The parameters c1, . . . , cn are formally equivalent
to the parameters b1, . . . , bn; but they are more conve-
nient for fitting, because the requirement for smooth-
ness in the input PDFs forces the cj parameters to be
reasonably small at large order j. This can be seen
from the following property of the Chebyshev polyno-
mials:
Tj(y) = cos(jθ) where y = cos θ . (9)
With the mapping y = 1 − 2√x , Tj(y) has extreme
values of ±1 at the endpoints and at j − 1 points in
the interior of the physical region 0 < x < 1 . Cheby-
shev polynomials of increasingly large j thus model
structure at an increasingly fine scale in x.
Because the Chebyshev method provides so much
flexibility in the parametrized input forms, there is
a danger that it will produce fits with an unreason-
able amount of fine structure in their x distributions—
potentially lowering χ2 in a misleading way by produc-
ing fits that match some of the statistical fluctuations
in the data. This difficulty can be overcome by defin-
ing an effective goodness-of-fit measure that is equal
to the usual χ2 plus a penalty term that is based on
a measure of the structure in the input distributions.
A particular way to include this “soft constraint” is
described in Appendix 2. (The method is a major im-
provement over a method used to enforce smoothness
in a preliminary version of this paper, which was based
solely on the magnitudes of the coefficients cj .)
With the Chebyshev method, it becomes possible to
produce fits with three to four times as many free pa-
rameters than were tractable in previous PDF fitting.
The method is applied in the next section to examine
the parametrization error in a traditional fit.
4. FITS USING THE CHEBYSHEV METHOD
Figure 2 shows the fractional uncertainty obtained
using the parametrization method of CTEQ6.6 [7],
which has 22 free parameters. The uncertainty limit
is defined here by ∆χ2 = 10, which is the range sug-
gested by observed conflicts among the input data sets
[13]. The dashed curve shows the result of a fit using
4FIG. 2: Fractional uncertainty of gluon distribution, and
d and u quark distributions, calculated at ∆χ2 = 10 using
the CTEQ6.6 form of parametrization with 22 parameters.
Dashed curves are from a fit using the Chebyshev polyno-
mial method with 71 parameters.
the Chebyshev method described in Appendix 2. This
fit has 71 free parameters, and achieves a χ2 that is
lower by 72 .
We see that introducing the more flexible
parametrization has shifted the best-fit estimate of the
PDFs by an amount that is in a number of places
comparable to the previously estimated ∆χ2 = 10
uncertainty. In some regions, namely at very large
or very small x, the shift produced by the change in
parametrization is much larger than the previous un-
certainty estimate. These are regions where the avail-
able data provide little constraint on the PDFs, so
their estimated uncertainty in the CTEQ6.6-style fit
was artificially small due to the lack of flexibility in
that parametrization. Other contemporary PDF fits
use still less flexible parametrizations, which must un-
derestimate the true uncertainty in those regions even
more.
The fits shown in this section were made using a rel-
atively crude method for imposing smoothness on the
Chebyshev polynomial fits (based on limiting the mag-
nitudes of the coefficients of those polynomials). As a
consequence, substantial deviations from u(x) ≈ d(x)
appear at x as small as 10−4, in spite of the limiting
condition u(x)/d(x) → 1 at x → 0 that is assumed in
all of these fits. This can be seen in Fig. 2, where u(x)
and d(x) are shifted quite differently from the CT10
reference fit, for which u(x) ≈ d(x) is a good approxi-
mation at small x. An improved method for imposing
smoothness is used in the fits shown in the next sec-
tion, and that restores the u(x) ≈ d(x) behavior at
small x.
The second set of graphs in Fig. 2 shows that
parametrization effects are still important at the rela-
tively large scale of µ = 100GeV. Hence they are an
important source of uncertainty for many processes of
interest at the Tevatron and LHC.
5. APPLICATION TO CT10
While this paper was being revised, an updated ver-
sion of the CTEQ/TEA parton distribution analysis
was completed. This CT10 [2] analysis includes a num-
ber of improvements to the previous CTEQ6.6 [7] and
CT09 [1] analyses, and is now the most up-to-date of
the CTEQ PDF fits. It is therefore interesting to ex-
amine the uncertainty caused by parametrization de-
pendence in this new fit, using the Chebyshev tech-
nique.
The wide shaded areas in Fig. 3 show the fractional
uncertainty estimated at 90% confidence in CT10 [2],
which employs a ∆χ 2eff = 100 criterion on a goodness-
of-fit measure χ 2eff that is defined as the sum of the
usual χ2 plus supplemental “penalty” terms that are
designed to force acceptable agreement to every data
set over the entire allowed uncertainty range.
The narrow shaded areas correspond to an other-
wise similar fit, in which the uncertainty criterion is
replaced by the pure ∆χ2 = 10 condition that was used
in Sec. 4. The ratio of these uncertainties is seen to
be roughly a factor of 2. It is not so large as the naive
factor
√
100/10 = 3.16, because of the penalty terms
included in the goodness-of-fit measure for CT10, and
because quadratic dependence of χ2 on the fitting pa-
rameters holds only rather close to the minimum in
χ2.
5FIG. 3: Wide shaded regions show the fractional uncer-
tainty of gluon, d-quark, and u-quark distributions at scales
µ = 2GeV and µ = 100GeV according to CT10 (26 fitting
parameters). Narrow shaded regions show the correspond-
ing uncertainty defined by a simple ∆χ2 = 10 criterion.
The solid curves are from a fit using the Chebyshev poly-
nomial method: this fit has 84 free parameters and its
χ2 is lower than CT10 by 105. The dashed and dotted
curves show similar Chebyshev fits with different behav-
iors at large x.
The solid curve in each plot shows the result of a
fit that was carried out in exactly the same way as
the CT10 best fit, except for using the Chebyshev
parametrization described in Appendix 2. This fit has
84 free parameters—a few more than the Chebyshev
fit of Sec. 4, because the simple CTEQ6.6 parametriza-
tion for strangeness was retained there. It achieves a
χ2 that is lower than CT10 by 105. This fit demon-
strates that parametrization dependence introduces an
uncertainty in CT10 that in some places approaches
its ∆χ2 = 100 uncertainty estimate. This result is
FIG. 4: Like Fig. 3, but displayed using linear scales to
show the behavior at large x.
consistent with the fact that the actual reduction in
χ2 is close to that value. This strong parametriza-
tion dependence can appear even in places where the
fractional uncertainty is relatively small, such as in
the u-quark distribution for 0.005 <∼ x <∼ 0.010 at
µ = 100GeV.
Figure 4 displays the same fits as Fig. 3, using linear
scales to reveal the behavior at large x. The fractional
uncertainty becomes large at very large x, because the
available data provide little constraint there. In spite
of the very large uncertainty found by CT10 in that
region, the actual uncertainty is still larger, as is seen
in the case of the d-quark distribution for x >∼ 0.8. This
is not surprising, since the absence of experimental
constraints implies that the behavior extracted at large
x is an extrapolation based mainly on the choice of
parametrization. The solid curve in this figure is a
best fit using the Chebyshev method, while the dotted
and dashed curves were obtained by adding a small
6FIG. 5: Absolute gluon and quark distributions with un-
certainties from CT10 (solid), and the three Chebyshev fits
from Figs. 3 and 4.
penalty to χ2 in the Chebyshev method to push the
gluon and d quark distributions up or down relative to
the u quark distribution at large x. These dotted and
dashed fits have a χ2 that is only 5 units higher than
the Chebyshev best fit (and hence lower than CT10 by
100). The very large difference between the dotted and
dashed curves for the d-quark therefore corresponds to
an uncertainty range of only ∆χ2 = 5. The full d-
quark uncertainty in the large-x region must therefore
be still much larger.
The flexibility of the Chebyshev parametrization is
such that it could easily produce fits that contain un-
realistically rapid variations in the PDFs as a func-
tion of x. A necessary aspect of Chebyshev fitting,
as described in Appendix 2, is therefore to include a
penalty in the function that measures goodness-of-fit,
to suppress any unwarranted fine structure. Figure 5
shows the same results as in Figs. 3 and 4 except that
this time the absolute g, d, and u PDFs are shown,
instead of their ratio to the CT10 best fit. (The hori-
zontal axis x1/3 is used here to display both large and
small x; while the weight factor x5/3 included in the
vertical axis makes the area under each curve propor-
tional to its contribution to the momentum sum rule.)
This figure demonstrates that the method outlined in
Appendix 2 to restrict the fits to functions that are
reasonably smooth is successful. Further evidence of
the smoothness of the Chebyshev fits can be seen in
Figs. 6–8 of Sec. 6.
One might find the “shoulder” that appears in the
central Chebyshev fit in Fig. 5 for the d-quark distri-
bution at x >∼ 0.8—and perhaps the milder shoulder
in g(x) at x >∼ 0.6—to be unlikely features of nuclear
structure. These features are certainly not required
by the data, since the dashed fits which do not have
them have a larger χ2 by only 5 units; but at present,
there seems to be no strong theoretical basis to exclude
them.
The Chebyshev best fit shown here has χ2 = 2916
for 2753 data points. This is lower than the CT10 χ2
by 105 . Since the 90% confidence uncertainty in CT10
is estimated using a ∆χ2 = 100 criterion (with modifi-
cations to require an acceptable fit to each individual
data set), it is not surprising that the parametrization
error we find for CT10 is comparable to the CT10 error
estimate, except at extreme values of x. At very large
x, where the PDFs are poorly determined, the uncer-
tainty in CT10 needs to be expanded, as evidenced by
Fig. 4.
A large part of the decrease in χ2 produced by the
Chebyshev fit comes from the BCDMS µp→ µX [16]
(−21) and BCDMS µd→ µX [17] (−16) experiments,
which are particularly sensitive to u and d quark dis-
tributions at large x. Other important improvements
in the fit are to the combined HERA-1 data set [18]
(−17), to the CDF run 2 inclusive jet measurement
[19] (−15), and to the E866 Drell-Yan pp data [20]
(−11).
6. PDF BEHAVIOR AT LARGE X
FIG. 6: Quark ratio d(x)/u(x) at scales µ = 2GeV and µ =
100GeV. Shaded area is CT10 with uncertainty; curves are
the same Chebyshev fits shown in Figs. 3–5.
7The parton distributions at large x are not well con-
strained by data. For example, Fig. 6 shows a large
uncertainty of the d/u ratio at x >∼ 0.8. Recall that the
dotted and dashed extreme curves shown here repre-
sent an increase in χ2 by only 5 units above the Cheby-
shev best fit, so the full uncertainty must be consider-
ably larger than what is spanned by those curves.
FIG. 7: Up quark (solid), down quark (dashed), and gluon
(dotted) distributions at µ = 1.3GeV from CT10 (upper
left), and the three Chebyshev fits, which have χ2 lower
than CT10 by 105, 100, and 100.
The large-x behavior of the best fits for u, d, and g at
µ = 1.3GeV are compared directly in the first panel
of Fig. 7 for CT10, and in the other three panels of
Fig. 7 for the three Chebyshev fits that were shown in
Figs. 3–6. We see that the intuitively expected order
u(x) ≫ d(x) ≫ g(x) in the limit x → 1 is consis-
tent with the fitting, since it appears in third panel
of Fig. 7; but that this behavior is not required by
it—e.g., d(x) ≫ u(x) ≈ g(x) in the second panel, and
g(x) ≈ d(x) ≫ u(x) in the fourth panel. It is possi-
ble that theoretical ideas from nonperturbative physics
such as u(x) ≫ d(x) ≫ g(x) should be imposed to re-
duce the uncertainty of the fitting, by including a “soft
constraint,” which would be implemented by adding
an appropriately defined penalty to the effective χ2.
However, all of these fits share the feature that g(x) is
comparable to or larger than d(x) in the rather broad
range 0.3 <∼ x <∼ 0.8 . That valence-like behavior of
the gluon poses an interesting challenge to be explained
by hadron structure physics; but meanwhile, it demon-
FIG. 8: Like Fig. 7, but at scale µ = 100GeV.
strates that naive expectations about the parton con-
tent of the proton can be unreliable. Figure 8 shows
that the “natural” large-x order u(x) > d(x) > g(x) is
restored by DGLAP evolution for factorization scales
above µ = 100GeV, except possibly at extremely large
x.
7. CONCLUSION
Increasing the flexibility of the input parametriza-
tions used in PDF analysis, using a method based
on Chebyshev polynomials, has revealed a significant
source of uncertainty in previous PDF determinations
caused by parametrization dependence. As demon-
strated in Figs. 3 and 5, the parametrization error is
in many places as large as the uncertainty estimated,
via ∆χ2 = 10, on the basis of conflicts observed be-
tween the different data sets used in the analysis [13].
At very large x, where the fractional PDF uncertainty
is large, the parametrization error even becomes large
compared to the modified ∆χ2 = 100 uncertainty es-
timate used in CT10 [2], which was intended to repre-
sent a 90% confidence interval. These parametrization
effects persist up to scales of µ = 100GeV and be-
yond, so they are significant for predictions of impor-
tant background and discovery processes at the Teva-
tron and LHC.
8The hypothetical example shown in the left panel
of Fig. 1 raised the spectre of large possible shifts in
a PDF fit when a new degree of freedom is included
in the parametrization. As stated earlier, that degree
of freedom must generally correspond to a linear com-
bination of several new fitting parameters, since the
reduction in χ2 depends on modifying more than one
flavor in some particular correlated manner. We have
seen that enhancing parametrization freedom by the
Chebyshev method of Appendix 2 reduces χ2 for the fit
to the CT10 data set by 105. That decrease is nearly
equal to the tolerance criterion used to estimate the
uncertainty in CT10, so it is not surprising that the
corresponding changes in the PDFs can be compara-
ble to the CT10 uncertainty estimate. This result lends
support to the use of ∆χ2 ∼ 100 in CT10, while sug-
gesting the possibility that a somewhat tighter criterion
could be used, once the Chebyshev-style parametriza-
tions have been incorporated into the uncertainty anal-
ysis.
The right panel of Fig. 1 illustrates how large
changes in the results could arise in principle even from
a very modest decrease in χ2. Figure 4 shows that this
can actually happen in practice, in regions where the
results of fitting are dominated by parametrization as-
sumptions because the data provide little constraint.
In particular, the solid (red) curves in Figs. 4–6 show
a best fit obtained using the Chebyshev method; while
the dotted and dashed curves, which have rather dif-
ferent behavior at large x, are fits made by including
mild constraints on the large-x behavior. Those con-
straints are so mild that they increase the overall χ2
by only 5 units.
The parametrization effects discussed in this paper
come from increasing the flexibility of the functional
forms used to approximate the PDFs at the chosen
starting scale µ0 for their evolution, without alter-
ing the various discrete assumptions that went into
choosing those forms. For example, a much wider
uncertainty range would be permitted for d¯(x)/u¯(x)
in Fig. 6 if the assumption r = 1 were relaxed,
where r = lim
x→0
(d¯(x, µ0)/u¯(x, µ0)). Indeed, the range
0.4 < r < 1.2 would be permitted by an increase in
χ2 as small as ∆χ2 = 5. (The parameter r is treated
as a free parameter in the Alekhin2002 PDFs [10]: its
value in the central fit is approximately 0.8 .) As a still
more blatant example of these choices, all of the fits
discussed here have s(x, µ) = s¯(x, µ) as a result of a
simplifying assumption in the parametrization. Drop-
ping that approximation would allow a very wide range
of the asymmetry (s(x)− s¯(x))/(s(x) + s¯(x)).
In future analyses, it will be important to prop-
erly combine the parametrization uncertainty with
the other sources of uncertainty that have previously
been included in the Hessian method. A step in
that direction could be made by using a very flexible
parametrization such as the Chebyshev one to deter-
mine the best fit, but then to freeze enough of the pa-
rameters to make the usual Hessian method tractable.
This would be an extension of the approach already
used in MSTW [3] and CTEQ [5] fits, wherein one or
two parameters for each flavor are frozen at their best-
fit values before the Hessian eigenvector method is car-
ried out. Once the parametrization error has been re-
duced by means of more flexible parametrizations, it
should become possible to apply a tighter uncertainty
criterion, e.g., comparable to the ∆χ2 ≈ 10 for 90%
confidence that is suggested by the observed level of
consistency [13] among input data sets.
An alternative method to avoid parametrization de-
pendence is offered by the NNPDF approach [4], in
which the PDFs at µ0 are represented using a neural
network model that contains a very large number of
effective parameters. Broadly speaking, the uncertain-
ties estimated in this way appear to be consistent with
the results presented here. A more detailed compari-
son will require allowing for differences in assumptions
about the nonperturbative hadronic physics, such as
positivity of the input distributions. Attention will
also have to be paid to the choice of assumptions about
behaviors in the x → 0 and x → 1 limits, which are
imposed in the NNPDF approach by “preprocessing
exponents.” This will be undertaken in a future work.
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Appendix 1: General form of χ2 near its minimum
This Appendix shows that the qualitative behavior
of χ2(y, z) hypothesized in Fig. 1 arises under rather
general assumptions.
Let us assume as usual that χ2 can be approximated
in the neighborhood of its minimum by Taylor series
through second order. To find the uncertainty of a
particular variable, we can assume by means of a linear
9transformation of that variable, that we are interested
in the value of a parameter z for which χ2 = z2 +
C at y = 0, as in Eq. (1). Now let y represent an
additional fitting parameter that was previously held
fixed at 0. By Taylor series, the expression for χ2
expands to become
χ2 = z2 + y2 + 2Azy + 2By + C , (10)
where the coefficient of y2 was chosen to be 1 without
loss of generality, by scaling that variable. Equation
(10) implies that the contours of constant χ2 are el-
lipses whose major and minor axes make an angle of
±45◦ with respect to the y and z axes, as in the spe-
cific examples of Fig. 1. The ratio of minor axis to
major axis of the ellipse is
√
(1− |A|)/(1 + |A|) , and
|A| < 1 is required, since χ2 must have a minimum.
The minimum of χ2 occurs at
z0 = AB/(1−A2) , y0 = −B/(1−A2) , (11)
and its value there is
χ 20 = C − D , where D = B2/(1−A2) . (12)
Relative to the y = 0 situation given by Eq. (1), in-
troducing the additional parameter y thus allows the
best-fit χ2 to be lowered by D. At the same time, it
demands that the uncertainty range for z be extended
at least far enough to include z0, and hence demands
∆χ2 > z 20 in the y = 0 model.
The hypothetical examples shown in Fig. 1 corre-
spond to A = B/5 = −
√
2/3 ⇒ (z0 = 10, D = 50),
and A = 2B = −
√
20/21 ⇒ (z0 = 10, D = 5).
Appendix 2: Details of a specific Chebyshev
method
This Appendix describes a specific method that uses
Chebyshev polynomials to parametrize the parton dis-
tributions at starting scale µ0, in a manner that allows
great freedom in the functions, while maintaining their
expected smoothness.
Each flavor is parametrized by the form (2), with
p(x) given by (8) with y = 1 − 2√x. For the studies
presented this paper, n = 12 was used for each flavor.
There are 6 flavors to be parametrized (g, uv, dv, u¯,
d¯, and s¯, with s(x) = s¯(x) assumed), so this leads to
72 fitting parameters.
To facilitate studying the effect of imposing con-
straints such as d¯(x)/u¯(x) → 1 at x → 0, instead
of parametrizing u¯(x) and d¯(x) separately, the sum
u¯(x)+ d¯(x) was parametrized in the manner described
above for the other flavors, while the ratio d¯(x)/u¯(x)
was parametrized by
d¯(x)/u¯(x) = exp

c0 +
13∑
j=1
cj (Tj(y)− 1)

 . (13)
This method provides freedom for u¯(x) and d¯(x) sep-
arately that is comparable to the great freedom for
other flavors, while allowing the ratio d¯(x)/u¯(x) in
the limit x → 0 to be controlled entirely by c0. The
value c0 = 0 is used in the fits presented here, so that
d¯(x)/u¯(x)→ 1 at x→ 0.
In future work, it might be preferable to include an
additional factor of (1 − x)a2 in d¯(x)/u¯(x), to allow
d¯(x) and u¯(x) to have different asymptotic behaviors
at x→ 1. However, the dominance of the quark distri-
butions by valence contributions at large x means that
this would be unlikely to affect the phenomenology.
Similarly, one might prefer to include an additional
factor of xa1 here, to allow d¯(x) and u¯(x) to have dif-
ferent limiting power laws at x → 0. However, that
would involve lifting the Regge assumption that d¯, u¯,
and s¯ all have the same small-x power law behavior.
It would also have little effect on the phenomenology,
because we find that assuming an arbitrary constant
limiting value for d¯(x)/u¯(x) at x→ 0 results in a very
large uncertainty in the value of that constant.
There are additional free parameters associated with
the strange and sea quark momentum fractions and the
xa1 and (1−x)a2 factors—with some of the a1 param-
eters tied together by Regge theory. In all, the Cheby-
shev fits of Sec. 5 have 84 free parameters: c1, . . . , c12
in Eq. (8) for uv, dv, g, d¯+ u¯, and s¯; c1, . . . , c13 in Eq.
(13) for d¯/u¯; a2 in Eq. (2) for uv, dv, g, d¯ + u¯, s¯; a1
in Eq. (2) for uv, g, d¯ + u¯, s¯, with uv and dv values
equal; a0 in Eq. (2) for d¯+ u¯, s¯, with a0 for uv and dv
determined by the number sum rules (6) and for g by
the momentum sum rule (5).
To make a fair comparison with CTEQ6.6-style fits,
the Chebyshev fits discussed in Sec. 4 retained the
same parametrization for s¯(x) as in CTEQ6.6 and re-
quire d¯(x)/u¯(x)→ 1 at x→ 0, leaving 71 free param-
eters for these fits.
The Chebyshev parametrizations used here have
3–4 times as many adjustable parameters as have
been used in traditional PDF analyses. This provides
sufficient flexibility to avoid the systematic error of
“parametrization dependence,” but it also means that
the parametrized forms can easily take on more fine
structure in x than is plausible in the nonperturbative
physics that is being described. To avoid undesirable
fine structure, we adopt a strategy of adding a penalty
to the χ2 measure of fit quality, based on the amount
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of complexity in the fitting functions.
To construct a suitable penalty, let us observe that
the classic form
f(x) = a0 x
a1 (1− x)a2 , (14)
which surely embodies the appropriate smoothness,
has the property that
x (1 − x) d(ln f)/dx = a1 − (a1 + a2)x (15)
is linear in x. Hence it is natural to define
Φa(x) = x (1 − x) d(ln fa)/dx (16)
for each flavor a = u, d, u¯, d¯, s, and g. The extent to
which Φa(x) departs from a linear function is a good
local measure of nonsmoothness, so we define
Sa =
∫ x2
x1
(
d2Φa
dx2
)2
dx . (17)
For any given set of fitting parameters, the nons-
moothness measure Sa is computed for each of the 6
flavors at the input scale µ0. These measures are mul-
tiplied by suitably chosen weight factors Ca, and the
result ∑
a
Ca Sa (18)
is added to χ2 to define the overall measure of fit
quality that is minimized to determine best-fit param-
eters. In this initial study, the weight factors were
chosen by hand to make the penalty term for each
flavor contribute on the order of 1–2 to the total, so
that the goodness-of-fit measure remained dominantly
based on the traditional χ2 ∼ 3000. In detail, the
values x1 = 0.02 and x2 = 0.95 were used, and the
integral in Eq. (17) was calculated numerically by di-
viding the integration region into 200 equal bins, with
the derivative in Eq. (16) also calculated numerically.
To enforce smoothness at small x, we note that the
desired limiting behavior is given by
f(x) = a0 x
a1 , (19)
which has the property that
x d(ln f)/dx = a1 (20)
is constant in x. Hence it is natural to define
Ψa(x) = x d(ln fa)/dx
Ua =
∫ ln x4
ln x3
(
dΨa
dx
)2
d(ln x) . (21)
Similarly to the above,
∑
a
Da Ua (22)
is added to the goodness-of-fit measure, with constants
Da chosen to make the contribution from each flavor ≈
1− 2. The limits used were x3 = 10−5 and x4 = 0.04 .
(The fits discussed in Sec. 4 and shown in Fig. 2 were
made using an earlier method to enforce smoothness
of the Chebyshev fits. That method is superceded by
the method described here.)
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