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Abstract
This thesis describes the behavior of cracks and pores under the influence of elastic and
curvature effects. In a continuum theory approach, these structure deformations are
treated as free moving boundaries. Our investigation start with well established sharp
interface equations for which no fully dynamical solutions exist so far. The equations
include only linear dynamical elasticity, surface energy and non-equilibrium transport
theory. By proper use of the phase-field concept, we are now able to tackle the fully
time-dependent free moving boundary problem to describe crack propagation in a fully
self-consistent way. We concentrate on two material transport processes, namely surface
diffusion and phase transition dynamics.
We show analytically that the intuitive and widely used approach for constructing a
phase-field model for surface diffusion fails, since it does not reduce to the desired sharp
interface equations, providing an uncontrolled approximation to the dynamics. We then
develop two completely new models that ensure the correct asymptotic behavior and
support our analytical findings by numerical simulations, which are are computationally
very demanding due to the high order equations that have to be solved.
We therefore derive another phase-field model based on a phase transition process.
Incorporating elastodynamic effects into the theory makes the simultaneous self-consistent
selection of a tip radius scale and the propagation velocity possible. Our simulations show
that it describes the complicated tip behavior and the elastic far-field behavior correctly,
also allowing the numerical extraction of quantities like the stress intensity factor. Our
results agree with those found in the literature for the case of steadily propagating cracks
and extend them into the previously unaccessible parameter regime of large elastic driving
forces, Here, we are able to resolve a dynamical tip-splitting instability, in agreement with
experimental observations.
Structures that are subjected to external loading often contain many small cracks al-
ready, which can weaken the structure substantially, depending on the initial crack density.
We performed simulations of static inclusions and compared the results with the predic-
tions we obtained with analytic approximation schemes. The use of our scheme reveals
that the complicated three-dimensional behavior of the elastic modulus as a function of
the crack density for randomly oriented cracks reduces to a simple exponential decay and
exhibits the inability of the often used differential homogenization method to predict per-
colation, i. e. breaking of the system. The parallel arrangement of slit-like cracks, where
percolation does not occur, is not easily accessible to the standard analytical techniques.
We could show by use of thin-plate theory, scaling arguments and numerical calculations
that for this geometrical setup, the relevant effective elastic constant decays not exponen-
tially as for randomly oriented cracks, but as a power-law instead. Our method can thus
describe morphological surface instabilities, fast crack propagation and even the collective
behavior of multi-cracked materials with high quantitative precision.
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Zusammenfassung
Diese Arbeit beschreibt das Verhalten von Rissen und Poren, die dem Einfluss elastischer
und Kru¨mmungseffekte ausgesetzt sind. Diese Strukturdeformationen werden im Rahmen
einer Kontinuumstheorie als freie Randwertprobleme behandelt. Unsere Untersuchungen
basieren auf gut etablierten Gleichungen fu¨r scharfe Grenzfla¨chen, fu¨r die bisher keine
vollsta¨ndig dynamischen Lo¨sungen existieren. Diesen Gleichungen liegen ausschließlich li-
neare dynamische Elastizita¨tstheorie, Oberfla¨chenenergie-Effekte und Nichtgleichgewichts-
Transporttheorie zugrunde. Durch sorgfa¨ltige Anwendung des Phasenfeld-Ansatzes sind
wir damit in der Lage, das vollsta¨ndige zeitabha¨ngige freie Randwertproblem zu be-
handeln und Rissausbreitung auf selbstkonsistente Art und Weise zu beschreiben. Wir
konzentrieren uns dabei auf zwei Materialtransportprozesse, Oberfla¨chendiffusion und
Phasenu¨bergangsdynamik.
Wir zeigen analytisch, dass der intuitive und weit verbreitete Ansatz, ein Phasenfeld-
Modell fu¨r Oberfla¨chendiffusion zu entwickeln, fehlschla¨gt, da er nicht auf den verlangten
Grenzfall fu¨r scharfe Grenzfla¨chen zuru¨ckfu¨hrt und somit eine unkontrollierte Approxi-
mation an die Dynamik darstellt. Wir entwickeln zwei neue Modelle, die das korrekte
asymptotische Verhalten aufweisen und untermauern unsere analytischen Ergebnisse nu-
merisch, wobei die Simulationen wegen der hohen Ordnung der zu lo¨senden Gleichungen
numerisch sehr aufwendig sind.
Deswegen leiten wir ein weiteres Phasenfeld-Modell her, das auf einem Phasenumwand-
lungsprozess basiert. Durch Beru¨cksichtigung elastodynamischer Effekte ist die gleichzei-
tige selbskonsistente Selektion einer Skala des Rissspitzenradius und der Ausbreitungsge-
schwindigkeit mo¨glich. Unsere Simulationen zeigen, dass das Modell das komplizierte
Verhalten der Rissspitze und der elastischen Fernfelder richtig beschreibt und es auch
ermo¨glicht, Gro¨ßen wie den Spannungsintensita¨tsfaktor numerisch zu bestimmen. Unsere
Ergebnisse stimmen fu¨r den Fall mit konstanter Geschwindigkeit propagierender Risse
mit denen in der Literatur u¨berein und erweitern sie in den vorher unzuga¨nglichen Bere-
ich großer elastischer treibender Kra¨fte. Dort sind wir in der Lage, eine dynamische
Rissspitzen-Instabilita¨t aufzulo¨sen, in U¨bereinstimmung mit experimentellen Beobach-
tungen.
Strukturen, die externen Belastungen ausgesetzt sind, enthalten oft schon viele kleine
Risse, die diese Struktur abha¨ngig von der Rissdichte erheblich schwa¨chen ko¨nnen. Wir
simulieren statische Einschlu¨sse und vergleichen die Ergebnisse mit Vorhersagen, die wir
aus analytischen Na¨herungsmethoden gewonnen haben. Unsere Methode zeigt, dass sich
das komplizierte dreidimensionale Verhalten des Elastizita¨tsmodul als Funktion der Riss-
dichte zufa¨llig orientierter Risse in zwei Dimensionen auf einen einfachen exponentiellen
Abfall reduziert. Dies belegt, dass die oft verwendete Methode der differentiellen Ho-
mogenisierung Perkolation, also den Bruch des Systems, nicht vorhersagen kann. Fu¨r die
analytisch schwer zuga¨ngliche parallele Rissanordnung, bei der Perkolation nicht auftritt,
ko¨nnen wir unter Verwendung von Theorie du¨nner Platten, Skalenargumenten und nu-
merischer Rechnungen zeigen, dass die relevanten effektiven elastischen Konstanten hier
nicht exponentiell, sondern algebraisch abfallen. Unsere Methode kann somit morph-
ologische Oberfla¨cheninstabilita¨ten, Rissausbreitung und das kollektive Verhalten von
Materialien, die viele Risse enthalten, mit hoher quantitativer Genauigkeit beschreiben.
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1. Overview
The average commercially operated airplane is estimated to contain well over 25000 cracks.
In fact, the existence of crack-like flaws cannot be precluded in any engineering structure.
Cracks occur on all lengthscales, from microcracks in high precision structural elements
to large constructs like dams and even geological formations. Of course, most cracks are
harmless and do not necessarily lead to material failure; when they do, the result can
be catastrophic. To illustrate this, the large number of sudden and disastrous fractures
that occured in the welded merchant ships of type “Liberty” during and after the second
world war, serves as a prime example. Out of about 5000 welded ships, over 1000 suffered
substantial structural damage through fracture, some of them breaking cleanly into two
parts; the investigation of these incidents set the foundations for industrial engineering
fracture mechanics.
Crack growth is ultimately driven by elastic forces, when elastic stresses become so high
locally that the material fails. Elastic effects come into play whenever forces, external
or internal, act on a solid, making elasticity almost ubiquitous in industrial applications,
like aerospace and automotive industry, civil engineering, nuclear power generation and
many more. Consequently, fracture mechanics has been mainly an engineering discipline,
known as damage tolerance analysis, for a long time.
Despite the bold engineering claim that “it is unlikely that damage tolerance analysis
can be much improved” [17], present physical understanding of fracture still leaves a lot
to be desired. While for practical applications, the prevention of cracks is typically the
largest concern, other aspects are physically interesting, like stability of motion, crack path
prediction or energy release mechanisms. There are many different physical aspects that
contribute to the crack behavior: strong plastic flows at the crack tip, creation and motion
of dislocations, bond breaking and granular effects of the material. It is particularly the
multiscale nature of crack propagation that provides such enormous challenges for solid
state physics and materials science: Cracks concentrate the macroscopic elastic energy of
a solid to release it spontaneously on atomic scales; it can creep at rates of less than an
atom per second or propagate with the speed of sound.
Due to their multi-scale nature, it seems that cracks have to be tackled on atomistic as
well as on larger scales. In the atomistic approach, cracks are understood on the level of
breaking bonds between atoms, leading to sharp crack tips. There are, however, several
problems inherent to this approach. It requires detailed information, either theoretical
or empirical, about atomic properties and interactions, comprising an often intractable
many particle problem. The proper description of atomic many particle systems is in
itself a very active branch of research and makes any quantitative description of material
behavior depend heavily on the chosen model and its parameters. Also, this approach
is computationally inhibitive or outright unfeasible for simulating fracture processes on
industrially relevant lengthscales. Furthermore, the required detail of information about
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the system, like density and distributions of dislocations, is much greater than can be
provided experimentally. Therefore, the resort to valid approximations and a more coarse-
grained picture is unavoidable.
Other experimental results also indicate that certain features of crack growth are
generic. For example, it has been observed that the steady state velocity of the crack
tip saturates well below the Rayleigh speed, which is known to be the theoretical upper
limit. When high tensions are applied, tip splitting occurs. Additionally, it is known that
plastic effects in ductile and quasi-brittle materials can lead to extended, “round” crack
tips. The fundamental question is whether the generic features can be explained in a
generic way, using only simple and well established theoretical concepts.
In the 1920s, Griffith proposed his pioneering idea to describe crack growth as a com-
petition of two different effects [42]: the release of the elastic energy in the material and
the increase of surface energy due to crack growth. This idea proved to be very fruitful
and since his pioneering works, numerous approaches have been developed to describe
the various features of cracks. Integral energy balance criteria demonstrated how such
an approach could be used to obviate the need for a direct description of the discrete
and nonlinear events involved in crack propagation. The fundamental questions to be
answered are: When does a crack grow? How fast does it grow? What determines the
path and consequently the shape of a growing crack?
We do not want to describe crack propagation by bond breaking, which leads to di-
verging stresses at an infinitely sharp tip. Instead, we want to find minimal models for
fracture in such a way that not only the crack speed, but also the crack shape can be
determined self-consistently. Those minimal models are designed such that they are free
of microscopic details and the only ingredients are linear theory of dynamic elasticity,
surface energy density contributions and non-equilibrium transport theory.
In order to find such a minimal macroscopic model of fracture, the Asaro-Tiller-Grinfeld
instability [3, 43] provides a good starting point. It states that the surface of a stressed
body can be unstable; the system can reduce its elastic energy by developing morphological
surface perturbations, finally leading to fast propagating notches that look and behave
very similar to cracks. In contrast to conventional fracture mechanics, the crack has a
finite tip radius in our description, and therefore propagation requires a mass transport
process.
As another consequence, fracture mechanics can now be understood in the framework
of interfacial pattern formation processes. For a large class of pattern-forming systems,
the essential dynamics to be understood and described is that of an interface between two
phases. Mathematically speaking, part of the problem to be solved consists in determining
the position of the interface as a function of time, i. e. a fully time dependent free moving-
boundary problem. This means that for all surface points of the extended crack the
interface motion has to be expressed by the local driving forces. Simultaneously, the
difficulty arises that the elastic fields have to be determined in domains that continuously
change their shape in the course of time and are not known in advance. The advantage,
however, is that no guesses for the equations of motion, especially at an otherwise singular
tip, have to be made, but instead the propagation is based on well established transport
theories.
Phase-field models have been established as powerful tools for the numerical simulation
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of this kind of problem. They avoid explicit front tracking and are versatile enough to
deal with topological changes. The idea is not to deal with a sharp boundary that has to
be tracked explicitely, but rather with a diffuse interface of finite width, so that a set of
differential equations, which are valid in the whole bulk, can be derived and solved nu-
merically . The flexibility of the phase-field method comes at the prize that the interface
width introduces a new numerical length-scale that has to be resolved: the phase-field
description reduces to the original sharp interface problem only asymptotically, if the in-
terface width is small compared to all other length scales in the problem.
So, the underlying questions in the present thesis are: Can a continuum model of a free
moving boundary, driven by elastic and surface energy effects, describe crack propagation?
Can the phase-field technique be used for a quantitative description?
All these questions concern the behavior of a single crack. However, many work-pieces,
like the initially mentioned airplane, contain many cracks which are not necessarily prop-
agating. The important questions to ask here are: How is the material weakened by the
presence of cracks? Which roles play crack orientation and distribution? Of course, there
are analytical approaches available which rely on simplifying assumptions. This naturally
leads to the next question to be asked: How well do the analytical approximations de-
scribe a given setup compared to numerical simulations?
The thesis is organized as follows:
First, in chapter 2, we will give an introduction to linear theory of elasticity and the
basics of fracture mechanics. We will then explain the Grinfeld instability and point out
the connection to the conventional continuum description of fracture. Finally, the funda-
mental idea behind the phase-field method is outlined.
In chapter 3 we focus on the first transport mechanism for crack propagation, which is
surface diffusion. We will show how to construct a phase-field model based on the sharp-
interface equations. However, modeling surface diffusion with the phase-field method
exhibits delicate intricacies, which will be presented. From a physical point of view, sur-
face diffusion kinetics have the desirable property that mass conservation for each phase is
fulfilled automatically, but the resulting higher order equations are computationally much
more demanding. We will show that the conventional approach to set up phase-field mod-
els for surface diffusion represents an uncontrolled approximation to the nonequilibrium
problem. Two fundamentally new models that overcome this restriction are developed
and shown to have the correct sharp interface asymptotics.
In chapter 4, our analytical findings are supplemented by numerical comparisons of
all models. Various aspects of numerical simulations are treated like time discretization
stability and stability against interface fluctuations. Additionally, we investigate the dy-
namics of an elliptical inclusion with and without coupling to external fields, showing that
crack propagation by surface diffusion is possible. Finally, we investigate the early stage
of the Grinfeld instability and compare the numerical precision of all implemented models
with the analytic solution.
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Next, in chapter 5, we will present a sharp interface model for fast crack propagation
where the dynamics are based on a phase transformation process. It has the same scale
selection mechanisms as the surface diffusion model, but the constructed phase-field model
has a more benign numerical behavior than the one for surface diffusion. We will show
that the model comprises many aspects of fast crack propagation, like a self-consistent
scale selection and tip splitting for high driving forces. These results are compared to the
ones obtained with the multipole expansion technique, which is a completely independent
method that can be applied to solve the same minimal model equations. The upshot of
these considerations will be that with a careful separation of lengthscales in the phase-
field method, quantitative results with high accuracy can be obtained.
In chapter 6, we move on to investigate the elastic properties of materials that consist
of a random mixture of different media, one of which can also be vacuum. This is im-
portant for heterogeneous materials like concrete which contains microcracks and where
cracking is the predominant way of material failure. We investigate several different ge-
ometrical setups in two and three dimensions analytically. We then use our phase-field
code to compare the analytical results with numerical simulations.
Finally, in chapter 7 we will summarize our results.
4
2. Introduction
In this chapter, we will give a short introduction to the continuum theory of fracture
mechanics. We start with linear theory of elasticity, which lies at the heart of all the
following investigations. We will also present the basics of continuum fracture mechanics
and point out the link to pattern formation descriptions provided by the Asaro-Tiller-
Grinfeld instability.
2.1. Continuum Theory of Elasticity
When an external force acts on solid bodies, some break, some flow slowly, but many
deform only to return to their original shape after the load has been removed. This capa-
bility of a deformed body to recover its original shape after deformation is called elastic
behavior. The range of loading for which solids react elastically to external forces is
known as Elastic Range. When an elastic body deforms, it stores internal elastic en-
ergy to provide the necessary counterforce, distributing the effects of the external forces
over its entirety. Robert Hooke discovered that in many cases, the deformation of a rigid
body is proportional to the applied force. Since then, linear theory of elasticity provided
the basis for countless engineering applications. Since many geometrical aspects enter
the theoretical description, like the shape of the body, the way the external forces are
applied, or an internal anisotropy of the material, most of the relevant quantities must
be expressed as tensors. To render notation more compact, it is very common to use
the Einstein sum convention. This convention states that if an index appears twice in
a single term, summation has to be performed over all possible index values. Because
theory of elasticity has always not only been important in physics, but also in engineering
disciplines, there are many equivalent representations of the same fundamental relation-
ships, which can make the theory appear overwhelming at first sight. There are various
textbooks that cover the topics presented in this section [73, 17, 37] in much greater detail.
2.1.1. Displacement Vector
If external forces act on a solid body, the body will generally be relocated, turned or
deformed. Translation and rotation are rigid body motions, which means that the relative
position between every two points will remain constant during the motion. Deformation,
on the other hand, implies that the body can change its form as well as its volume, and
the relative distances between two points change. This reaction is described by assigning
each vector r0 (with components (r0x, r
0
y, r
0
z)) of the undeformed body a vector r˜ of the
deformed body. The Displacement Vector u is then defined as the difference of the
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2.1. CONTINUUM THEORY OF ELASTICITY
Figure 2.1.: Displacement field of an elastically deformed body
positions before and after the deformation:
u = r˜ − r0 (2.1)
and has dimension of a length. Since the new coordinates x˜i(x, y, z) are functions of the
original coordinates x0i , the displacement vector field u(r
0) = u(x, y, z) is a function of
the original coordinates x0i .
2.1.2. Strain Tensor
The displacement field as given in Eq. (2.1) still contains rigid body movements, i. e. pure
translations and pure rotations, mixed with what one would call deformation. Since the
displacement field is constant for a pure translation, it can be eliminated by going from
u(r) to ∇u. This elimination leads to the definition of the Distortion Tensor β as
β = ∇u βij = ∇iuj = ∂ui
∂xj
(2.2)
where the last expression is only valid in cartesian coordinates. In order to eliminate ro-
tations, which are still contained in Eq. (2.2), one decomposes the tensor in a symmetrical
part , called Strain Tensor, and a antisymmetrical part ω.
βsym =  ij =
1
2
(βij + βji) (2.3)
βasym = ω ωij =
1
2
(βij − βji) (2.4)
β = + ω (2.5)
6
2.1. CONTINUUM THEORY OF ELASTICITY
In the case of the so-called Geometrical Linearization, which states that β is small
(i.e. βij  1), the antisymmetric tensor ω can be mapped to a rotation vector (axis)
ϕ = 1/2∇× u:
ωij = εijkϕk ϕi =
1
2
εijkβik =
1
2
εijk
∂uk
∂xj
(2.6)
where εijk denotes the Levi-Civita-symbol. Note that the geometrical linearization is
different to Hooke’s law, which is a linearization due to a material constitutive law and
will be defined in section 2.1.5. One should also note that since all considerations we
presented so far are of pure geometrical nature, they also apply to plastically deforming
systems.
The strain tensor  enables us to calculate the change of distance between neighboring
points. For the distance dl′ of two points after the deformation, we have:
dl′2 = dl2 + 2ijdxidxj , (2.7)
with the strain tensor ij given by the following equation:
ij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
+
∂uk
∂xi
∂uk
∂xj
)
(2.8)
where the indizes i, j and k run from 1 to 3, denoting the cartesian components. The
strain tensor has the dimension of a scalar and is symmetric, ij = ji, by construction.
Please note that even though ij may be small, the displacement vectors u could still be
large, as can be understood intuitively by thinking of a long thin bent rod.
The step to linear theory of elasticity is to assume that the values of the displacement
vector are also small, so that the nonlinear (i.e. second order) elements of the full strain
tensor can be dropped, reducing it to:
ij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
. (2.9)
If the strain is prescribed, Eq. (2.9) can be understood as system of six differential equa-
tions for the determination of three components of the displacement vector, resulting in
an overdetermined system. Thus, not all arbitrary strain relations lead to a solution for
the displacements. By satisfying the Saint-Venant Compatibility Condition
∂2ij
∂xk∂xl
+
∂2kl
∂xi∂xj
=
∂2il
∂xj∂xk
+
∂2jk
∂xi∂xl
, (2.10)
the number of independent equations is reduced to three and a unique solution can be
obtained.
The trace of the strain tensor is an invariant and therefore independent of the chosen
system of coordinates. The non-diagonal elements describe shear deformations, which do
not lead to any volume change. Every deformation can be written as
ij =
1
3
δijkk +
(
ij − 13δijkk
)
, (2.11)
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which is the sum of a pure volume change and a pure shape change. Remember that we
use the Einstein convention to sum over the double index k.
The change of volume of the deformed body is given by
dV ′ = dV (1 + ii) , (2.12)
which means that the relative volume change can be written as
dV
V
= ii = Tr  =
1
2
(∇iui +∇iui) = ∇ · u . (2.13)
2.1.3. Stress Tensor
In the nondeformed state, all particles of a body stay at their thermodynamical equilib-
rium position due to the absence of deforming forces. As soon as the body is deformed
elastically, there are inner forces trying to move the particles back to their equilibrium
position. For a specific volume element, the resulting acting force F is given by the forces
from all the neighboring volume elements,
F =
∫
f
int
dV , (2.14)
where f
int
denotes the internal force density. Under the natural assumption that the
interaction range of the inner force is small, making it a local theory, the forces of the
neighboring volume elements are only transferred via the surface of those elements. There-
fore, each component Fi the resulting force can be written as a surface integral over all
forces acting on the surface of our chosen volume element. From tensor analysis follows
that the force density f can be expressed as the divergence of a second order tensor σ:∫
fi dV =
∫
∂σij
∂xj
dV =
∮
σij dsj , (2.15)
where dsj is the j-th component of the surface elements. The physical meaning of the
stress tensor is that its i-th component gives the elastic force density that acts on a plane
that has the normal vector ej :
fi = σij · ej (2.16)
Conservation of angular momentum requires the symmetry of σ.
Those internal forces, which are called stresses, increase the internal energy of the
body, because the deforming forces are performing work, or in short: Stresses are the energetic response to a strain.
The above statement leads to an equivalent way of defining stress: it is the response of
the local free energy density W to the strain ,
σij =
∂W
∂ij
. (2.17)
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Since a static situation leaves the temperature constant, the relevant thermodynamic
potential is the free energy. With the local free energy density W , the total free energy
is given by
E =
∫
WdV . (2.18)
So, what does W depend on? Surely not directly on the displacement, since a pure trans-
lation does not increase the internal energy. Nor does a pure rotation, so the remaining
candidate is the strain . In classical theory of elasticity, it is assumed that
W (r) = W ((r)) , (2.19)
and W does not depend on ∇, ∇ω or higher derivatives.
To obtain the equations of motion for an elastic medium, the force density transferred
by the stresses ∂σij/∂xk and by external volume forces gexti , like gravity, must be set equal
to the product of the acceleration of the mass particles u¨i and the mass density ρ:
∂σij
∂xj
+ ρgexti = ρu¨i (2.20)
This is the general form of Newton’s equation of motion for elastic systems; often, espe-
cially when looking for equilibrium conditions, the right hand side and external volume
forces can be neglected, reducing Eq. (2.20) to the static elastic equilibrium condition
∂σij
∂xj
= 0 (2.21)
2.1.4. Solving Elastic Problems
In general, the bulk solution of an elastic solid mechanics problem must fulfill
1. Equations of geometry or of motion
2. Compatibility of strains and displacements
3. Stress-strain relations or material constitutive laws.
We have seen that stresses are the body’s energetic reaction to the internal or external
forces acting on its surface. For dynamic problems, the six components of the stress
tensor for an infinitesimal body element are related by the three equations of motion,
which contain second order time derivatives of the displacements, see Eq. (2.20).
The second set of equations are the strain-displacement relations. They are six equations
of kinematics that express the six components of the strain tensor in terms of the three
components of the displacement tensor, see Eq. (2.10).
Since the first two sets of equations are independent of materials specific elastic prop-
erties, this material influence is contained in a third set of equations, the constitutive
equations. They relate the components of the stress tensor to the components of the
strain tensor and are known as Hooke’s law in the linear case. This will be presented
in the next section.
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Altogether, there are 15 unknown quantities, six stress components, six strain compo-
nents and three displacement components, which are given by 15 elastic equations. Of
course, it has to be ensured that the appropriate number of boundary conditions are given
for the elastic problem to be well defined.
2.1.5. Relation Between Strain and Stress: Hooke’s Law
The necessary relation between strains and stresses to solve for the equilibrium condition
when deforming forces are acting on a body are given by a constitutive law that is known
as Hooke’s law. Starting from the question how the internal energy density W depends
on the strain, a Taylor expansion of W in  leads to
W () = A+Bijij +
1
2
Cijklijkl + . . . (2.22)
If the body is in equilibrium and no displacement is present, neither are strains and the
energy density should be minimal. This means that the coefficients A and Bij in Eq. (2.22)
must vanish. Therefore, the first nonvanishing term is the one quadratic in , resulting in
the fundamental equation of linear theory of elasticity, Hooke’s law:
σij =
∂W
∂ij
=
∂
∂ij
1
2
Cklmnklmn = Cijklkl , (2.23)
with i, j, k, l,m, n ∈ 1, 2, 3. The proportionality coefficient Cijkl is a tensor of fourth
order and has 81 components in three dimensions, and it is sometimes called Hooke
Tensor or Stiffness Tensor. One should remember that before restricting to a linear
constitutive law, we also used a geometrical linearisation. Therefore, Eq. (2.23) does not
pose a serious restriction to the applicability of the presented theory. Keeping higher
order terms is normally not helpful, since most materials cease to be elastic if the strain
 is very large.
One should keep in mind that due to the sum convention, this is a very compact notation
of a system of equations, one for each component of σ, as in
σ11 = C111111 + C112222 + C113333 + C112323 + C111313 + C111212 . (2.24)
However, due to symmetry arguments, the number of independent constants in Cijkl is
reduced substantially. Since the free energy is given by Eq. (2.22), and the strain tensor
 is symmetric, the value of the product ij · kl is invariant under the index permutations
Cijkl = Cjikl = Cijlk = Cklij , (2.25)
reducing the number of independent components to 21. Depending on the underlying
crystal’s symmetry properties, this number is reduced even further: for an orthorhombic
system, there are nine independent values in Cijkl; in hexagonal crystals, there are five; in
cubic crystals three; and for isotropic materials, there are only two remaining independent
components. The Compliance Tensor describes the inverse relation to the stiffness
tensor,
ij = Sijklσkl (2.26)
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and has the same symmetry properties. Even though it is counterintuitive to denote
the stiffness tensor by C and the compliance tensor by S, we adhere to the common
convention.
With only so few non-vanishing components in the Hooke tensor, it is very common
for practical applications to write Cijkl using the Voigt notation, where the symmetric
tensors  and σ are written as 6-dimensional vectors according to the following rule:
11→ 1 , 22→ 2 , 33→ 3 , 23→ 4 , 31→ 5 , 12→ 6 . (2.27)
The tensor Cijkl is transformed into CKL by applying the same index conversion. Hooke’s
law is then written as
σK = CKLL (2.28)
It is important to note that neither the vectors K , σK nor the matrix CKL behave like
tensors under transformations of coordinates. The tensor Cijkl = CKL contains all elastic
material properties; in tables, values are always given in terms of CKL. We will make use
of this notation in chapter 6.
In the following, we will mainly consider isotropic materials. The assumption of isotropy
is especially well fulfilled in polycrystalline materials, where the crystallites are oriented
randomly and the extend of the structures is large in comparison to the crystallites,
and for amorphous materials like glasses. While for isotropic materials, there are only
two independent constants in Cijkl, there are, unfortunately, various equivalent ways to
choose them, all of which are frequently encountered in the literature.
One commonly used way is to define them as
C1122 =: λ, C1212 =
1
2
(C1111 − C1122) =: µ, C1111 = λ+ 2µ . (2.29)
λ is called Lame´-constant and µ is the shear modulus (sometimes also denoted with
G). Hooke’s law written in these terms becomes:
σij = λδijll + 2µij (2.30)
and the inverse relation is
ij =
−λ
2µ(3λ+ 2µ)
σllδij +
1
2µ
σij (2.31)
respectively.
The other commonly used technical constants have their origin in simple loading situa-
tions. From the situation of a pure pull comes the choice of writing Hooke’s law in terms
of the Young’s modulus E and the Poisson number ν. If a long small rod is pulled
in x-direction, all stresses except for σxx vanish, and we obtain
σxx =
µ(3λ+ 2µ)
λ+ µ
xx ≡ Exx (2.32)
yy = zz =
−λ
2µ(3λ+ 2µ)
σxx (2.33)
xy = yx = · · · = 0 , (2.34)
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Figure 2.2.: Schematics of the microstructure of an auxetic material. If tensile external
loading is applied, the material expands laterally, which corresponds to a
negative Poisson ratio.
so we can define the Young’s modulus E and the Poisson number ν as
E =
σxx
xx
=
µ(3λ+ 2µ)
λ+ µ
(2.35)
ν = − yy
xx
=
λ
2(λ+ µ)
. (2.36)
The Young’s modulus E describes the relation between stress and dilatation and the
Poisson number ν the ratio of the dilatation and the contraction perpendicular to the
direction of the pull. E is always strictly positive, and values for ν have to fall in the
range of −1 < ν < 1/2. In most metals, ν has a value between 1/4 and 1/3; rubber has
a Poisson number close to 0.5, making it almost incompressible. On the other hand, cork
has a Poisson ratio close to zero, making it very suitable as a bottle stopper, since it does
not expand laterally during the uniaxial compression when it is inserted into or pulled out
of the bottle. Materials with negative Poisson ratio, which become thicker perpendicularly
to the applied force, are called auxetics, see Fig. 2.2. For foam structures, even negative
poisson ratios up to −0.8 have been observed experimentally [72]. Hooke’s law written in
this representation has the form
σij =
E
1 + ν
(
ij +
ν
1− 2ν δijkk
)
(2.37)
and the inverse relation reads
ij =
−ν
E
δijσkk +
1 + ν
E
σij . (2.38)
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µ, λ K, µ E, ν
µ µ µ E2(1+ν)
λ λ K − 2µ3 νE(1+ν)(1−2ν)
K λ+ 2µ3 K
E
3(1−2ν)
E µ(3λ+2µ)λ+µ
9Kµ
3K+µ E
ν λ2(λ+µ)
3K−2µ
2(3K+µ) ν
Table 2.1.: Conversion rules for commonly used elastic constants
One advantage of using E and ν lies in the fact that ν is a dimensionless number, a prop-
erty that will be particularly exploited in chapter 6 in the context of effective medium
theories.
Another common choice consists of writing down Hooke’s law in terms of a Com-
pression Modulus K and a Torsion or Shear Modulus µ, since the forces leading
to compression with volume change and the forces leading to a torsion without volume
change are different (see Eq. (2.11)). Since we assume a linear relationship between stress
and strain, it seems reasonable to introduce two independent elastic constants that cor-
respond to the two different required forces. By this decomposition, one obtains
σij = Kδijkk + 2µ
(
ij − 13δijkk
)
(2.39)
for Hooke’s law.
The elastic energy density for an isotropic medium is therefore given by
U =
1
2
σijij (2.40)
=
E
2(1 + ν)
(
2ij +
ν
1− 2ν δij
2
kk
)
(2.41)
There is no general rule for which set of elastic constants should be used; rather, the
loading situation or other considerations determine the most convenient choice. For quick
reference, all the relations between the technical constants used in this thesis are given in
Tab. 2.1.
The constants K, λ, µ, E all have the same unit, which is pressure. Only the Poisson
ratio ν, defined as the ratio of lateral and axial strain, is a dimensionless quantitiy.
2.1.6. Plane Strain Loading
One very important loading situation that we will use frequently is called Plane Strain
and it effectively reduces an original three-dimensional problem to two dimensions. A
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body is said to be in plane strain parallel to the xz plane if the perpendicular displacement
component vanishes, uy = 0, and the other two components ux and uz depend only on x
and z. The plane strain situation is therefore defined by
uy = 0
ux = ux(x, z) , uz = uz(x, z)
xy = yz = yy = 0 , (2.42)
which implies
σxy = σyx = σyz = σzy = 0
σyy = ν(σxx + σzz) . (2.43)
The corresponding strains can be obtained by the inverted version of Hooke’s law Eq. (2.38)
and read
xx =
1
E
(
(1− ν2)σxx − ν(1 + ν)σzz
)
(2.44)
xz =
1 + ν
E
σxz (2.45)
zz =
1
E
(
(1− ν2)σzz − ν(1 + ν)σxx
)
. (2.46)
One of the main problems in solving elastic problems is that we are required to solve up
to six coupled partial differential equations. The Airy Stress Function [73] reduces the
coupled partial differential equations to a single partial differential equation for a scalar
valued function from which later stresses and strains can be deduced. This is not possible
for general three dimensional problems, but in the special case of plane stress or plane
strain problems: If no volume forces act on the body, Newton’s equation provides us with
the equilibrium condition Eq. (2.21). This condition is equivalent to the statement that
the stresses can be derived from a generalized potential U , the Airy Function,
σxx =
∂2U
∂z2
, σxz = − ∂
2U
∂x∂z
, σzz =
∂2U
∂z2
. (2.47)
for which the Saint-Venant compatibilty condition Eq. (2.10) leads to the biharmonic
equation
∆∆U =
∂4U
∂x4
+ 2
∂4U
∂x2∂z2
+
∂4U
∂z4
= 0 . (2.48)
We will only treat plane strain cases since the plane stress case can be deduced simply
by altering the value of the Poisson ratio of the material. This concludes our introduction
of linear theory of elasticity.
2.2. Continuum Fracture Mechanics
The dynamics of fast fracture processes are still posing a great challenge to both experi-
mental and theoretical physics. One of the reasons is that very different scales are coupled:
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by cracking, the material releases the stored large scale elastic energy, but processes at
the vicinity of the moving crack tip determine energy dissipation and stress conditions.
These processes finally determine the crack shape, speed and its direction. The exact
processes at the crack tip are extremely complicated, largely unknown and strongly de-
pendent on the material [50]; they range from rupture and disentangling of intertwined
polymer strands in amorphous polymers to dislocation formation, emission of acoustic
waves and fracture in crystalline materials, and there are typically no first principle de-
scriptions available. But whatever the process: for a single moving crack, the crack tip
provides the only energy sink in the system [37, 61].
Figure 2.3.: The three regions around the tip of a propagating crack.
By a proposition of Irwin and Orowan [58, 88], the medium around a crack can be
divided in three regions.
• All microscopic details (of how the material actually breaks) are lumped together
and hidden in a Process Zone. Then, the crack tip behavior is only described via
a phenomenological fracture energy release rate Γ, which is the energy needed to
form one unit area of fracture surface.
• In the region just outside the process zone, called the Universal Elastic Region,
the stress and strain fields have a universal singular form which depends only on
the symmetry of the applied external loading. This singular form is given by the
so-called Stress Intensity Factors.
• Everywhere outside the process zone, the material behaves according to continuum
linear theory of elasticity. In the region far from the tip, called the Outer Elastic
Region, the elastic fields just depend on the shape of the body and on location
and strength of the external loading. In special cases, even analytical solutions are
available.
The size of both the process zone and the universal elastic region depends on numerous
factors like the form and the propagation velocity of the crack, the loading and also the
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material. For brittle materials, the process zone is in the nanometer range, while for
ductile materials like steel, it can be of the order of several micrometer [37].
This macroscopic description, where linear elasticity is valid almost everywhere except
for the very crack tip is sometimes also called Small-scale Yielding.
2.2.1. Modes of External Loading
Figure 2.4.: The different crackmodes
There are three different modes of loading, depicted in Fig. 2.4, which are usually
referred to simply by Roman literals I, II and III. Mode I is sometimes also called Opening
Mode, mode II is called In-Plane shear mode and mode III is named Out-Of-Plane
shear mode or Tearing Mode. It turns out that the crack-tip stress equations are very
similar for each of the modes, their format being exactly the same. Consequently, the
fracture and crack growth analysis for each of the modes are identical, only the occuring
numerical prefactors differ. If one knows how to deal with mode I, one knows essentially
how to analyse modes II and III.
Additionally, by far the majority of cracks result from mode I loading. Practice has
shown that in the cases of mixed mode loading, the cracks prefer to choose a direction of
growth in which they are subjected to mode I [54]. Experimentally, it is easiest to control
mode I loading, since the surfaces of mode II and III are not pulled away from each other,
and contact of the surfaces is unavoidable [36]. This additional friction affects the crack,
but quantitative assessment of this influence is hard to obtain. This is the reason why we
concentrate primarily on mode I cracks in this thesis. One should note, however, that a
true mixed mode analysis can be more difficult analytically and numerically and can also
lead to physically different phenomena [107].
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2.2.2. The Griffith-Criterion: Scaling Analysis
In the 1920s, Griffith formulated the idea that is commonly acknowledged as the start
of equilibrium fracture mechanics as a quantitative science of material behavior. He
recognized that the macroscopic potential energy of a system, consisting of the internal
stored elastic energy and the external potential energy of the applied loads, varies with
the size of the crack. By a propagating crack, the elastically stressed material around the
crack relaxes. He also realized that by advancing of the crack, work needs to be done
to create the two crack surfaces. If the elastic energy decrease is larger than the energy
needed to form new crack surfaces, the material breaks. Fracture mechanics then consists
of writing down the appropriate energy balance for the motion of the crack. This kind
of scaling argument is based on a quasi-static approximation, where the cracks propagate
only slowly and the kinetic energy of the material that is moved out of the way by opening
the crack is neglected, but it is still useful to illustrate the general strategy.
Figure 2.5.: A crack of length L reduces the elastic energy stored in a solid with elastic
modulus E that is subjected to an external loading P .
A simple scaling analysis highlights this idea: if an external loading P is applied to an
infinite two-dimensional isotropic homogeneous solid, the elastic energy density stored in
the material is
wel ∼ P
2
E
, (2.49)
with E being the elastic modulus. Comparing this situation with a solid that contains a
(static) crack of length L, we see that the crack opening leads to a reduction of elastic
energy in the area A ∼ L2 of
Wel ∼ welA ∼ P
2L2
E
, (2.50)
see Fig. 2.2.2.
The increase of surface energy scales of course linearly with the crack length,
Ws ∼ γL (2.51)
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where γ denotes the surface energy density. Thus, the total energy balance W = Ws−Wel
has a linearly increasing, but quadratically decreasing term, meaning that for sufficiently
long cracks, crack growth is energetically favorable, see Fig. 2.6. The critical length scales
as
LG ∼ γE
P 2
, (2.52)
Cracks that are longer than this critical value will continue to grow, shorter cracks shrink.
Typically, shrinking does not occur since it is not possible due to other processes, like
surface oxidation. The exact form for the Griffith length LG depends also on the crack
shape. Griffith’s energy criterion is particularly attractive as it avoids the need to examine
the actual process at the crack tip in detail.
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Figure 2.6.: The total energy of the cracked system has a maximum at the Griffith length
LG. Cracks that are longer will grow, providing an efficient mechanism to
reduce the total energy of the system.
The simplest linear response law one can assume for the crack length is
dL
dt
= −DdW
dL
, (2.53)
which already shows a serious problem: for an infinite solid, the crack continues to accel-
erate and reaches arbitrarily large velocities after a finite time. It turns out that static
linear theory of elasticity does not provide a selection mechanism for the tip propagation
velocity that could serve as a cutoff. This also implies that a steady growth regime with
constant tip velocity is not possible in the quasistatic approximation.
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2.2.3. Near-Tip Behavior: The Square Root Singularity
The problem of both static and propagating cracks has been tackled with various analyti-
cal approaches. One of the most important results is that the stress field surrounding the
crack tip exhibits a square root singularity for all cases that can be worked out explicitly,
independent of the loading mode [61, 37, 36]. With the crack line corresponding to θ = 0,
the stress field σ at the crack tip, measured in polar coordinates, takes the form
σij =
Km√
2pir
fmij (v, θ) , (2.54)
with the stress intensity factor K, m an index indicating the loading mode I-III, (r, θ)
giving the location in polar coordinates and v the tip velocity. Eq. (2.54) has two impor-
tant implications: first, for arbitrary loading configurations, the resulting stress field at
the tip can be decomposed into the linear combinations of the pure loading mode stress
fields with three stress intensity factors Km.
The second implication is that a single scalar quantity, the Stress Intensity Factor,
contains all detailed information about the samples history and present loading situation.
This factor is of course determined by the elastic fields in the entire medium, but the stress
present at the very crack tip is ultimately the local quantity that drives the crack. This
means that for two systems with the same stress intensity factor, the crack will behave
the same way, regardless of loading history or other external conditions.
Figure 2.7.: The stresses display a singular behavior at the crack tip.
Since crack propagation is a mechanism to dissipate elastic energy stored in the system,
the crack tip’s behavior must be influenced by the energy flowing into it. The energy
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release rate G is given by
G =
1− ν2
E
Am(v)K2m (2.55)
with the Poisson ratio ν, the elastic modulus E, m denoting the crack loading modes,
and Am(v) three functions that depend only on the crack velocity and the corresponding
stress intensity factors Km. The energy release rate G is defined as the quantity of energy
flowing into the crack per unit fracture surface formed. Because of the universal form of
the stress intensity factor, it is possible to describe the crack tip behavior with macroscopic
quantities, even though the analysis is only carried out within the universal elastic region.
Still, the square root singularity provides a fundamental problem for all macroscopic
models that assume sharp tips, since the stresses at the crack tip diverge. Therefore, a
mechanism that regularizes the fields around the crack tip is needed. While it is also
conceivable that plastic processes can play an important role for the crack tip behavior,
it is a different and much disputed matter how to model these processes. There have
been attempts by Falk and Langer [33] that have later been extended by Procaccia et al.
[12]. The idea is that plastic deformations tame the stress fields near the tip and remain
close to the yield stress of the material. With these velocity-dependent plastic terms, a
scale selection is possible. Since this approach yields also“apparently unphysical”solutions
and the numerical solution based on quasistatic linear elasticity violates compatibility, the
authors point out that their model cannot be seen as the final theory of viscoplasticity.
Because their model still lacks a rigorous coupling to elasticity and a consistent description
of the crack wake, they emphasize the importance of treating of the crack as a free moving
boundary problem.
2.2.4. Dynamic Effects
As we pointed out in section 2.2.2, static theory of elasticity does not provide an upper
limit for the propagation velocity of cracks. It is conceivable that, if the processes are
very fast, inertial effects have to be taken into account. Therefore, we go beyond the
quasistatic approximation by using the fully dynamic version of Newton’s law as given in
Eq. (2.20), but neglect external volume forces:
∂σij
∂xj
= ρ
∂2ui
∂t2
(2.56)
with the mass density ρ. With the knowledge of the previous section, we can make an
estimate of the scale at which kinetic effects become relevant. The square root singularity
states that at a distance r from the tip of a crack that propagates with velocity v, stresses
scale like
σij ∼ K√
r
(2.57)
and the corresponding displacements like
ui ∼ K
√
r
E
. (2.58)
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Therefore, the scale of the characteristic accelerations is
∂2ui
∂t2
∼ Kv
2
Er3/2
. (2.59)
Comparing both sides of Eq. (2.56), we see that the right hand side becomes comparable
to the left hand side if the velocity is of the order of
vR ∼
√
E
ρ
. (2.60)
In fact, expressing the stresses in Eq. (2.56) with strains and plugging in the definition of
the strain tensor Eq. (2.9), we obtain for an isotropic material [73]
ρ
∂2ui
∂t2
=
E
2(1 + ν)
∂2ui
∂x2j
+
E
2(1 + ν)(1− 2ν)
∂2xk
∂xi∂xk
(2.61)
Assuming that the deformation u in an infinite system depends only on one coordinate,
x, and on time, then all derivatives with regard to the other two directions vanish, and
we obtain the well known wave equations
∂2ux
∂x2
=
1
cd
∂2ux
∂t2
(2.62)
∂2uy
∂x2
=
1
cs
∂2uy
∂t2
(2.63)
∂2uz
∂x2
=
1
cs
∂2uz
∂t2
(2.64)
(2.65)
with the dilatational wave speed cd and the Shear wave speed cs given by
cd =
√
E(1− ν)
(1 + ν)(1− 2ν)ρ (2.66)
cs =
√
E
2(1 + ν)ρ
(2.67)
The wave speeds define the maximal speed at which information about the elastic state
of a body can travel through the system. A more careful analysis [113] reveals that the
maximal speed at which a crack can propagate is given by the Rayleigh Speed vR,
which is the speed at which sound waves travel along a free surface. The Rayleigh speed
cannot be expressed in closed form, but a good approximation is given by [37]
vR ≈ cs 0.862 + 1.14ν1 + ν . (2.68)
The wave speeds always fulfill the hierarchy relation vR < cs < cd. The upshot of these
considerations is that the maximal velocity at which a crack can propagate in a material
is given by the Rayleigh speed, which is a quantity that depends only on the material
parameters E, ν and the density ρ. Therefore, the Rayleigh speed is a central quantity
in fracture theory.
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2.3. Transport Mechanisms
The classical continuum theories [37] of crack propagation are based on an integral energy
balance criterion and on linear theory of elasticity, see sec. 2.1, in the vicinity of an
infinitely sharp crack tip. However, if the displacement is large, cracks cease to resemble
mathematical cuts, having “blunt” tips and a considerable opening in their further run.
Including a finite curvature of the crack tip as a relevant dynamical variable could avoid
the stress singularities. But in order to describe cracks with a finite tip radius and opening
with a continuum theory, a mass transport mechanism is necessary. We will focus on two
different possible processes, the first one being Surface Diffusion, the second being a
Phase Transformation process.
Figure 2.8.: Schematics of the morphological surface changes under stress. Left: the shape
change is driven by surface diffusion processes, which obey material conser-
vation. Right: The shape change is driven by phase transition processes
(melting and crystallisation). The four arrows and the dashed line indicate
the surface at a later time.
Surface diffusion was always considered the important mass transport process in the
context of movement of liquid filled pores and voids [57, 29] and thin film deposition.
Soon, the connection to interface dynamics in the presence of elastic stresses has been
made, now known as the Asaro-Tiller-Grinfeld instability [3, 43], which we will discuss
in section 2.4. Being well understood in the context of interfacial pattern formation, the
possible relevance of surface diffusion processes for crack propagation been investigated
later [118, 115, 16]. Assigning a chemical potential µ to each phase, nonhydrostatic
stresses lead to a surface flux proportional to the gradient of µ along the interface. Since
the material is conserved, the normal velocity at each point of the interface equals the
divergence of this flux,
vn = Ms ∆sµ = Ms
∂2µ
∂s2
, (2.69)
where Ms is a mobility coefficient, and ∆s is the Laplace-Beltrami operator on the surface.
At first, it seems to be counterintuitive that any fast interface propagation could be due
to surface diffusion, since this process is normally considered to be relatively slow. This
is of course true for flat interfaces in equilibrium, where the energetic barrier to remove
particles from the bulk is extremely high. However, the processes we are considering
differ notably: the surface is already corrugated, lowering the energetic barrier. Also, it
is known that the temperature fast propagating points and crack tips is very high, often
close to the melting temperature. This heat is then transported by convection away from
the tip towards the tail region. Since the particles have to be moved only over very small
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distances, typically some atomic spacings, it can be concluded that for small tips, the
surface diffusion process can be sufficiently fast [16].
Another possible process for interface propagation is a first order phase transition,
like evaporation-condensation or melting-crystallisation. One phase serves as a particle
reservoir for the other, and the normal velocity vn is proportional to the difference of the
chemical potential in each phase [67]:
vn = −kpµ , (2.70)
where kp denotes a kinetic coefficient that is dimensionally different to the mobility coeffi-
cient Ms. This mechanism is typically encountered in pattern formation processes driven
by temperature, like the growth of snowflakes, of solid dendrites in metallic melts and
of melt fingers in overheated solids. It also occurs in solid-solid transformations, where
elastic stresses can drive a change in the crystal structure of the material. In contrast to
surface diffusion, where the amount of material of each phase is conserved, this is not the
case for phase transformation.
We want to emphasize that neither the word ”diffusion” nor ”evaporation” should be
taken too literally. As we already emphasized in section 2.2, the physics in the small
process zone around a crack tip is largely unknown. Many processes may play a role,
including plastic flow. While plastic deformations could be relevant at the tip, dynamical
theories of plasticity still lack the same general verification as linear theory of elasticity.
If the active zone is sufficiently small, all processes can be modeled effectively by surface
diffusion or even a melting process in the sense of a lubrication approximation. Hence, all
details about the actual physical processes can be hidden in the effective surface coefficient
to obtain well defined, effective macroscopic equations of motion for the interface.
We want to emphasize that the models we will present in the later sections are based
solely on the dynamical theory of elasticity and the two different mass transport mecha-
nisms mentioned in this section, namely surface diffusion and phase transformation.
2.4. Asaro-Tiller-Grinfeld-Instability
The Asaro-Tiller-Grinfeld-Instability sets in when a body with an originally flat interface
is subjected to nonhydrostatic loading. If the elastic energy put into the body is big
enough, it is preferable to form corrugations with a wave length ω larger than a critical
wave length, which increases the surface energy, but decreases the elastic energy. The
maximally unstable mode depends weakly on the material transport mechanism, like sur-
face diffusion or evaporation/condensation and the mode of loading [7]. This unstable
behavior was first reported by Asaro and Tiller [3] and Grinfeld [43] and has also been
confirmed experimentally [8].
2.4.1. Interface Kinetics
In this section, we will give some quantitative results about the interface dynamics in the
early stage of the Grinfeld instability. The motion of the interface is locally driven by
a chemical potential µ at the surface, which ultimately leads to an advancement of the
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interface by either phase transformation processes or redistribution of matter in the case
of surface diffusion. Since surface energy does not couple to elastic terms, the chemical
potential has two parts:
µ = µs + µel , (2.71)
where the surface energy contributes the term
µs = −γκ
ρs
, (2.72)
with the surface energy density γ, the curvature κ and the particle density ρs. The elastic
energy density given by
wel =
1
2
σijij (2.73)
We consider a uniaxially strained system, see Fig. 2.4.1, which corresponds to a plane
strain situation, see sec. 2.1.6.
We assume the external loading to be in direction z, perpendicular to the interface
normal vector x, leading to z = τ , x = n. The boundary conditions at the interface read
σnn = σnτ = 0, which leads to an elastic energy density of
wel =
1− ν2
2E
σ2ττ (2.74)
at the surface. The chemical potential is then
µ =
1
ρs
(
1− ν2
2E
σ2ττ − γκ
)
. (2.75)
We assume now that the surface is not flat but periodically perturbed, so it can be
modeled as
x(z) = A0 sin(kz) , (2.76)
where A0 is the initial amplitude and the wave vector k is assumed to be positive. Starting
from an Airy function (see Sec. 2.1.6)
U =
σ0x
2
2
+ cxekx sin(kz) , (2.77)
where the expansion coefficient c is comparable to the initial amplitude, c ∼ A0. From
the Airy function, it is easy to obtain the stresses via
σxx =
∂2U
∂z2
, σzz =
∂2U
∂x2
, σxz = − ∂
2U
∂z∂x
. (2.78)
The transformation to the appropriate local coordinate system with normal n and tan-
gential τ is done by a rotation of the carthesian system by the angle θ = arctanx′(z).
The first order expansion in the initial amplitude A0 provides us with the stress relations
σnn = 0 (2.79)
σnτ = −(A0σ0 + c)k cos(kz) (2.80)
σττ = σ0 + ck(2 + kx)ekxsin(kz) , (2.81)
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Figure 2.9.: A solid with an initially flat interface at x(z) = 0 has a sinusoidal perturba-
tion. The amplitude can grow or shrink, depending on the strength of the
loading σ0.
Vanishing normal and shear stresses impose the condition
c = −A0σ0 ; (2.82)
which, after inserting the interface function Eq.(2.76), leads to the tangential stresses
σττ = σ0 − 2A0σ0k sin(kz) (2.83)
at the interface. The resulting chemical potential is therefore given by
µ = A0
(−2(1− ν2)
E
σ20k + γk
2
)
sin(kz) (2.84)
Depending on the underlying transport mechanism, the dynamic evolution of the interface
differs. If the underlying transport mechanism is supposed to be surface diffusion, the
equation of motion eq. (2.86) reads
∂x
∂t
= Ms
∂2µ
∂z2
=
Mρs
γ
∂2µ
∂z2
. (2.85)
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Figure 2.10.: Spectrum of the Grinfeld instability for surface diffusion. Long wave per-
turbations are unstable.
In the case of a phase transformation process, discussed in detail in chapter 5, the local
normal interface velocity is directly proportional to the chemical potential, and Eq. (2.85)
is replaced by
∂x
∂t
=
Dρs
γ
µ (2.86)
with a kinetic coefficient D.
The time evolution of the perturbation’s amplitude is given by
A(t) = A0eωt (2.87)
Depending on which transport process is assumed, ω has either the form
ωs = Mk2
(
2(1− ν2)
Eγ
σ20k − k2
)
(2.88)
in the case of surface diffusion, or
ωp = D
(
2(1− ν2)
Eγ
σ20k − k2
)
(2.89)
for phase transformation kinetics. Introducing the Grinfeld length
LG =
Eγ
2(1− ν2)σ20
, (2.90)
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Figure 2.11.: Formation of deep grooves in the late stage of the Grinfeld instability [69].
The different interface profiles correspond to different times. In the frame-
work of static elasticity, the tip radius of the winning groove approaches zero
while the propagation velocity diverges after a finite time.
we can express the spectrum as
ωsL
4
G/Ms = (kLG)
3(1− kLG) (2.91)
ωpL
4
G/kp = (kLG)(1− kLG) . (2.92)
The spectrum for surface diffusion is plotted in Fig. 2.10. We see that short-wave per-
turbations are suppressed by the surface energy, but long wave distortions lead to an
unstable surface. Note that the scaling behavior is identical to that of the Griffith length,
see Eq. (2.52), which constitutes the deeper link between the Grinfeld instability and
fracture mechanics.
2.4.2. The Time Cusp Singularity
This analysis is of course only correct in the quasi-static case of slow interface velocities,
since the time-dependence of the elastic problem is not included. The long-time behavior
of the Grinfeld instability shows an interesting feature: leaving the validity regime of the
linear stability analysis of a planar interface subjected to nonhydrostatic stress, one finds
that by long-wave perturbations with a wave-length larger than a critical value, deep
grooves, similar to cracks, can form in time, see e.g. [117, 67, 69]. The different grooves
compete with each other in advancing, and the winner’s tip can advance with considerable
speed. These propagating notches look and behave very much like cracks, which lead to
the idea that crack propagation can be studied with the macroscopic equations that are
well established in pattern formation processes [67]. However, it turns out that in the
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framework of static elasticity, the propagation velocity increases to infinity and the tip
radius goes to zero, leading to a breakdown of the theory. Therefore, any attempt to
describe a steady state growth of the crack-like notches is impossible, and the system
collapses into the so-called finite time cusp singularity of the Grinfeld instability.
2.5. The Phase-Field Method
Treating cracks in the spirit of a pattern formation approach poses the challenge of solving
a free moving boundary problem. The motion of an interface is driven by external fields,
but the fields themselves are affected by the a priori unknown and evolving interface.
In the so called sharp-interface approach, the respective partial differential equations
describing the bulk behavior have to be solved. The surfaces are treated as those evolving
points in space and time that satisfy certain, different boundary conditions (e. g. the
normal velocity of a moving front can proportional to the jump in the gradient of the
temperature field), which necessitates tracking the interface at each time step.
The general idea of the phase-field method is to avoid explicit interface tracking by
introducing a so called Phase-Field φ instead; this phase-field encodes to which phase
a given point at a given time belongs, similar to an order parameter. In the simplest
case of a two-phase material, which can consist for example of a hard and a soft solid
phase, the value φ = 1 is assigned to the hard and φ = 0 to the soft phase. The explicit
treatment of the interfaces can then be avoided by “smearing out” the transition between
the phases on a small numerical length scale ξ instead of a sharp discontinuous jump
from φ = 0 to φ = 1. The equations of motion for this phase-field contain a coupling to
the physical fields which can be derived from an appropriate functional [91, 92]. Now,
the motion of interfaces are effectively mapped to a partial differential equation for the
phase field on the entire domain. In particular, the boundary conditions at the interfaces
are automatically satisfied. This results in a self-consistent description of processes on
different length and time scales via coupled partial differential equations.
A major field of application for the phase-field method are solidification problems, where
diffuse-interface models were developed early on [74, 24], and they have seen renewed in-
terest since computational power increased enough to render their simulation feasible. The
concept was extended to anisotropic interface properties [78], and first qualitative numer-
ical calculations of dendritic growth [70, 71] were followed by theoretical improvement
of the asymptotics permitting quantitative simulations [64, 65], at least for intermediate
to large undercoolings. Non-dendritic growth morphologies were also simulated, even in
three dimensions [1]. Generalizations included the description of the coexistence of more
than two phases [116, 38]. Additional examples of successful application of the tool phase
field include the modeling of step-flow growth [94, 90] and of the elastically induced mor-
phological instability [81, 68, 69, 63], often labeled Grinfeld [43] or Asaro-Tiller-Grinfeld
instability [3]. Recently, it has also been making its way in other areas where the dynamics
of interfaces are important, like biology, medicine [35] and computer graphics [9].
Since the information about the interface position is encoded implicitly in the phase-
field, the method constitutes a special case of level-set approaches [89, 103]. It differs from
the general case by having a level-set function that satisfies particular bulk equations of
motion that renders the computation of an extension of the interface velocity to the bulk
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unnecessary. This way, the interface does not need to be captured at each time step,
which is normally required in level-set methods.
There is one important drawback in comparison with other level-set methods, however:
the phase-field does not constitute an exact representation of the interface continuum
problem, reducing to its dynamics only asymptotically, since the additionally introduced
interface width ξ was not present in the original problem and introduces an additional
lengthscale that has to be resolved [23, 31, 69]. The importance of this statement will
accompany us for much of the remainder of the thesis.
2.5.1. Constructing a Phase-Field Model
We will explain the basic strategy in constructing a phase-field model with well defined
sharp-interface equations for a simple model. We assume that we have a system consisting
of two different phases, denoted with 1 and 2, separated by a possibly moving interface.
A very general example is given by the chemical potential
µ = −γκ
ρs
− µext (2.93)
with surface energy density γ, curvature κ and some additional chemical potential µext
that we do not specify further for the moment. The next ingredient of the sharp interface
formulation is the relation for the local normal velocity vn at each point:
vn =
Dρs
γ
µ (2.94)
with some kinetic coefficientD. This interface velocity equation depends on the underlying
physical transport process that is supposed to be modeled; in the case of surface diffusion,
Eq. (2.94) is replaced by
vn =
Mρs
γ
∆sµ (2.95)
with a mobility M and the surface Laplacian operator ∆s.
The basic idea for solving the above interface equations is to construct a Cahn-
Hilliard or Ginzburg-Landau free energy functional F(φ), where the so-called phase-
field φ(r, t) serves as an order parameter that can either be conserved or nonconserved.
In chapters 3 and 4, we will deal with a conserved parameter, in chapter 5 with a noncon-
served one. This phase-field is assumed to not have a discontinuous jump at the interface,
but instead, it varies smoothly over a finite interface width ξ.
This is achieved in the following way: each functional F contains three terms as stan-
dard ingredients, which we explain individually below. The first term is the so-called
Double Well Potential. Since there are two stable homogeneous states, F has a
part that depends only on a so-called double-well potential w(φ) that has two local min-
ima at φ(1) and φ(2). Those minima can be chosen without loss of generality to be at
φ(1) = 1 for one phase and φ(2) = 0 for the other phase, like in
w(φ) = aφ2(1− φ)2 (2.96)
with the positive coefficient a = 6γ/ξ, see Fig. 2.12.
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Figure 2.12.: Plot of the double well potential. The minima correspond to the preferred
bulk values of the system.
This way, φ describes to which phase a given point r at a given time t belongs. There
is a considerable degree of freedom in choosing the position of the minima and the form
of the double-well potential term. In [11, 10], a non-smooth ”double obstacle” potential
of the form
w(φ) = f(φ) + I[−1,1] , f(φ) =
a
2
(1− φ)2 (2.97)
I[−1,1] =
{
∞ , |φ| > 1
0 , |φ| ≤ 1 (2.98)
is used. It has the minima at φ = ±1 and the smooth potential is truncated by the
indicator function I[−1,1]. The point is that the specific choice of minima is not important,
as long as the model is constructed in such a way that the chosen minima correspond to
the desired values that denote different phases.
In the region between those two minima, which is 0 < φ < 1 in our case, the phase-field
parameter varies smoothly, so we have to take care of the inhomogeneous phase mixture
at the interface. For that reason, the energetic influence of variations is incorporated
by adding a Gradient Term. The idea is that a strongly fluctuating order parameter
is energetically less favorable than an order parameter with little variations. The only
terms meeting the requirements of symmetry are φ∆φ and (∇φ)2. Since for the volume
integrations required for F , both terms differ only in an unimportant boundary integral,
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which vanishes if the interface under investigation is completely inside the integration
volume, it is sufficient to include only one of the terms. Therefore, a reasonable ansatz
for the phase-field functional has the form
F(φ) =
∫
V
(
aφ2(1− φ)2 + b|∇φ|2) d3r (2.99)
with the coefficient b = 3γξ/2.
The gradient term has the tendency to enlarge the transition region, since large gradi-
ents (corresponding to sharp phasefield transitions) are energetically unfavorable, whereas
the double well potential keeps the interface region narrow. The interplay of the gradient
term and the double-well potential term keeps the phasefield width constant and the tran-
sition between the two phases is not sharp, but smeared out over a characteristic interface
width ξ. After the interplay of the gradient energy density and the double-well potential
have established a stable diffuse interface region, those terms cooperate to minimize the
surface if neither the gradient nor the potential vanishes. This way, the curvature effect
of the sharp interface model is accounted for.
If the chemical potential term µext is zero, the sharp interface equations describe an
equilibrium situation with an arbitrary stationary interface position. In the phase-field
formulation, this stationary state is described by
δF
δφ
= 0 , (2.100)
where δF/δφ denotes taking the functional derivative with respect to φ. In one dimension,
the solution of this given by
φ(x) =
1
2
(
1− tanh
(
x− x0
ξ
))
, (2.101)
so the smooth transition of the interface profile is given by a hyperbolic tangens, see
Fig. 2.13
Of course, neither the sharp interface nor the phase-field model included any interesting
physical effects. Coupling of external fields can be done by specifying a non-vanishing
contribution of µext , which can be due to temperature fields, concentration fields or, as
will be the case in our models, elastic fields. Regardless of the source of the field, the
system is no longer in equilibrium.
To illustrate this, we assume a constant contribution. The phase-field functional then
has the form
F =
∫
V
(
aφ2(1− φ)2 + b|∇φ|2 + µexth(φ)
)
d3r , (2.102)
where we introduced the interpolating function h(φ) to restrict phase transition processes
to the interface region. It varies smoothly from the bulk values of the hard phase to the
bulk values of the soft phase. There is also a large degree of freedom in how to choose
the interpolating function, as it has to satisfy only the conditions
h(0) = 0 (2.103)
h(1) = 1 . (2.104)
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Figure 2.13.: Comparison of the analytic solution for the one-dimensional phase-field equa-
tion with the one obtained via phase-field simulations. The interface varies
smoothly between −ξ and ξ.
If the chosen function has the additional feature h′(0) = h′(1) = 0, the bulk states φ = 0
and φ = 1 are not shifted, which improves the numerical stability. The actual results do
not depend on the chosen function, and a common choice is
h(φ) = φ2(3− 2φ) . (2.105)
If external fields are present, the solution of a reaction-diffusion-equation for the tem-
poral and spatial evolution of the phasefield, the so-called Phase-Field Equation is
necessary. It is given by the functional derivative
∂φ
∂t
= − D
3γξ
δF
δφ
= D
(
∇2φ− 4
ξ2
φ(2φ2 − 3φ+ 1)− µext
3γξ
∂h
∂φ
)
. (2.106)
and ensures that the motion of the interface obeys the required physical laws [55]. In
the simple case of a constant contribution µext , in one dimension, this can still be solved
analytically
φ(x) =
1
2
(
1− tanh
(
x− vt
ξ
))
, (2.107)
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with a constant propagation velocity of
v =
Dµext
γ
. (2.108)
Generally, the external coupling µext is not constant but depends on the phase-field as
well. We will see this in chapter 4 and chapter 5, when we consider elastic fields. Then,
the phase-field equation has to be evaluated numerically.
A phase-field functional of that form corresponds exactly to the “model C” in the
classification of dynamical universality classes of Hohenberg and Halperin [55].
2.6. Conclusion
In this chapter, we introduced the macroscopic theory of linear elasticity and the basic
ideas of classical continuum fracture mechanics. We pointed out that the actual physical
processes at the crack tip are unknown and lumped together in the process zone. Being
based on Griffith’s energy balance criterion provides the idea that cracks can be described
by global quantities, and the importance of the stress intensity factor for the description
of a crack’s behavior was explained. A major problem of fracture mechanics with sharp
crack tip descriptions is that the stresses at the tips diverge, which is known as the square
root singularity. It is therefore highly desirable to find a theory that can regularize the
fields around the tip. A macroscopic crack description as a free boundary requires some
kind of mass transport. We explained the two mass transport mechanisms we will deal
with in this thesis and pointed out the connection of conventional fracture mechanics to
the Grinfeld instability, which is a morphological instability due to external stress that
can lead to very rapidly advancing grooves. In short, the connection consists in the fact
that in both cases, interface movement is due to a competition between elastic energy and
surface energy. Finally, we explain the main idea behind the phase-field method.
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3. Phase-Field Models for Surface Diffusion
In this chapter, we concentrate on mass transport by surface diffusion. We first specify the
sharp-interface model to be approximated by the phase-field equations. Then, we present
the standard approach that was previously supposed to correctly describe the dynamical
interface evolution and reduce to the correct sharp-limit. We show that this is not the
case and pinpoint the oversight in existing asymptotic analyses. For pedagogical reasons,
we present an alternative approach in Sec. 3.4 that fails for complementary reasons. By
the insight gained about the failing mechanisms of both approaches and by appropriate
combination of underlying ideas, two phase-field models will be deduced that do produce
the correct asymptotic behavior.
Parts of this chapter have been published in [44].
3.1. Phase-Field Modeling for Surface Diffusion
As we pointed out in section 2.4, the Asaro-Tiller-Grinfeld instability, which is a morpho-
logical instability of a uniaxially stressed surface or interface, is strongly related to crack
propagation, since the system diminishes its stored elastic energy by increasing its surface
area. This counterplay between releasing elastic energy and increasing surface energy also
provides the basic mechanism of interface movement during crack propagation. In case of
the Grinfeld instability, the system can decrease its total energy if the wavelength of the
perturbation exceeds a critical macroscopic lengthscale, which depends on the external
applied stress.
It is important to emphasize that any macroscopic description of interfacial pattern
movement requires some kind of transportation process. Initially, the treatment of the
aforementioned Asaro-Tiller-Grinfeld instability [3, 43, 81, 68, 69], where elastic energy
drives the instability with respect to material transport, focused on transport by surface
diffusion. This was not only the case in the first article by Asaro and Tiller [3], but
also in the first numerical simulations by sharp-interface continuum models [117] and
preceding computations of the instability under transport by melting-crystallization [67].
The important point here is that mass transport by surface diffusion leads to conserved
dynamics.
It is known that in the late stage of the Grinfeld instability, deep grooves form which
become increasingly sharp at the tips and advance very rapidly, very similar to cracks.
It is known that surface diffusion can support such a fast interface propagation [16] for
small tips, when particles have to be transferred only over small distances; we refer to
section 2.3 for a detailed discussion.
Here, we would like to point out another common feature of our understanding of cracks
and the interfacial movement in the Grinfeld instability: in both cases, the elastic fields
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determine the motion of every point of the interface, but the elastic fields are also strongly
dependent on the given shape and movement of the interface. This interaction between
the external fields and the interface movement belongs to the group of Free Moving
Boundary Problems, which are notoriously hard to solve. During the last decades,
phase-field models have been established as powerful tools to tackle this kind of problem.
There is an early article by Caginalp [22], in which he studies the modifications introduced
into a solidification model by making the phase-field a conserved order parameter; this
model is not intended to describe surface diffusion, however. Only recently has surface
diffusion been considered in phase-field models treating elastically stressed materials [25,
77, 11, 99, 119].
In the following, we will show explicitly the fundamental problem that plagues the con-
ventional phase-field models for surface diffusion that are based on a scalar Cahn-Hilliard
functional, which is that it can not be used to reliably describe the desired non-equilibrium
interface dynamics as given by the sharp-interface equations. The deeper reason, as we
will point out, is that the isotropic modeling of a scalar phase-field model is not well suited
to model the anisotropic process of surface diffusion, where matter travels only along the
interface. We will then present two new models that incorporate this new insight and
show the correct behavior. These two new and an existing model from the literature [99]
that does not suffer from this problem are introduced and compared analytically. Since
these three models all have the correct asymptotics, numerical simulations are necessary
to assess their respective virtues and drawbacks. These numerical investigations will be
shown in chapter 4. The numerical studies will deal with both, the free model, where
the surface diffusion process is solely driven by curvature effects, and an extended model,
where elastic effects are also incorporated.
3.2. Sharp-Interface Model for Motion Induced by Curvature
We start by considering a curved interface between two phases without any elastic stresses.
In this simple case, the motion of the interface is only driven by curvature, as the system
tries to reduce its surface energy by flattening out the interface. The local chemical
potential difference between the solid and the second phase(vacuum, vapor or liquid) can
be written as
µ =
1
ρs
γκ , (3.1)
where ρs is the density of the solid phase, γ the (isotropic) surface tension and κ the
curvature. A positive curvature corresponds to a locally convex solid phase, a negative
one to a locally concave solid and the normal points from the solid into the second phase,
see Fig. 3.1, where V (1) denotes volume of the solid phase. For the unstable state with a
perturbed interface, however, some dynamical law governing the motion of the interface
must be stated.
For material transport by surface diffusion, the driving force is the gradient of the
chemical potential along the surface, producing a surface current j ∝ −∇s µ (∇s is the
surface gradient), which leads to a dynamical law of the form [53, 83, 84]
vn = Ms ∆sµ , (3.2)
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Figure 3.1.: Geometry of the general setup. V (1) denotes the volume of the solid phase.
Matter diffuses along the interface, which leads to an interface motion with
local normal velocity vn. The interface A(t) is therefore time-dependent.
where Ms is a mobility coefficient, assumed constant here, and ∆s is the Laplace-Beltrami
operator on the surface. This operator used on a scalar function f in a local coordinate
system is defined as
∆s =
1√|g|∂i√|g|∂if (3.3)
with g being the determinant of the inverse metric tensor g. For a Euklidian space, it
has the form gij = δij with the Kronecker symbol δ, so having |g| = 1, it reduces to
∆s = ∂2. In two dimensions, the Laplace-Beltrami tensor reduces to a double derivative
with respect to the arc length for a one-dimensional interface, leading to
vn = Ms
∂2µ
∂s2
, (3.4)
From (3.1), we can see immediately that a planar interface is energetically stable: a solid
protrusion leads to growth of the liquid phase because the bump is convex. A liquid
protrusion leads to a concave bump and consequently, the solid phase grows.
The surface diffusion process has the physically desirable property that it leads to
conservative dynamics in that the amount of solid material is constant. Actually, any
model that can be written in the form
∂φ
∂t
= ∇ · j (3.5)
is conservative, no matter how j is chosen. But the main point of our investigations is not
whether the dynamics are conservative, but rather whether the corresponding phase-field
model produces the correct sharp interface equations.
Eqs. (3.1) and (3.4) constitute the continuum model for the conserved model for trans-
port by surface diffusion. These are the sharp interface equations to which a phase-field
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model should converge in the limit of asymptotically small interface width, eventually
also with couplings to other fields.
While it is quite straightforward to set up a conservative phase-field model, it is con-
siderably more difficult to obtain the correct asymptotics describing surface diffusion as
given by the desired sharp-interface limit. Past models such as the ones presented in
[25, 77, 11, 119] produce asymptotically a set of equations containing the desired limit
equations; however, they include an additional restriction, i.e., they have one equation too
many, leading to the undesirable statement that strictly, they are only applicable if the
curvature vanishes. Only the model given in [99] does not contain this restriction, but the
authors state that their improvement is only a stabilizing element that does not change
the asymptotics. However, our analysis shows that they have in fact proposed a model
that has in reality superior asymptotic behavior. This might have been the reason why
the additional constraint seems to have been overlooked before. We will see that the flaw
of the faulty models is subtle, but it leads to an effectively uncontrolled approximation of
the dynamics and no a priori estimation of how strong the results will be affected can be
given.
3.3. Scalar-Mobility Phase-Field Model
3.3.1. The Traditional Approach
Starting from a Cahn-Hilliard equation with a concentration dependent mobility, Cahn
et al. [25] obtained an interface equation with the normal velocity proportional to the
Laplacian of the mean curvature. It then appears as if an analogous derivation would
lead to a phase-field model for surface diffusion, and indeed, comparable models have
been applied in the simulation of electromigration and voiding in thin metal films [77, 11].
These two models are slightly different, but the difference is not crucial and all previous
models except the one given in [99] seem to suffer from the same problem, to be discussed
in the following.
We will concentrate on two dimensions but it should be emphasized our findings are
equally valid in three dimensions [66].
The standard approach to a phase-field description of surface diffusion, as proposed in
[119, 25, 77, 11], is to write the evolution of the phase-field φ in the following form
∂φ
∂t
= −∇ · j ,
j = −M˜∇ 1
ξ2
µ˜(∇2φ, φ) , (3.6)
µ˜(∇2φ, φ) ≡ −ξ2∇2φ+ 2w′(φ) ,
where M˜ is a scalar function of either φ [119, 25, 11] or ξ∇φ [77], chosen such that the
mobility tends to zero far from the interface: M˜(φ, ξ∇φ)→ 0 for φ→ 0 and φ→ 1. µ˜ is a
nondimensionalized chemical potential difference, and w′ = (φ2(1−φ)2)′ = 2φ(1−φ)(1−
2φ) is the derivative of the double-well potential. We will refer to the model described by
Eqs. (3.6) as the Scalar-Mobility Model or briefly SM Model in the following.
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As we already mentioned before, the field φ is the density of a conserved quantity by
construction, since it can be written as the divergence of a vector field (namely the one
defined in Eq. (3.6)). This is true for any (nonsingular) form of the mobility function M˜ .
As we mentioned before, the issue with the model is not so much whether the dynamics
is conservative but whether it does reduce to the sharp-interface model of Sec. 3.2 in the
limit of an asymptotically vanishing interface thickness, ξ → 0.
Actually, very few restrictions on the mobility function M˜ have to be imposed, mainly
positivity (for almost all values of φ or ∇φ) and boundedness. The asymptotic results
depend very little on the form of M˜ , as the conservation law plus the absence of diffusion
in the bulk, ensured by µ˜ becoming zero for φ → 0 and φ → 1, restrict transport to
diffusion along the interface. If the model has not reached its asympotic state yet, a
restriction imposed by the asymptotics can be not fully effective or not yet satisfied in
the temporal evolution of the system. Only then, M˜ has to decay sufficiently fast inside
the bulk for the limit to make sense.
To investigate the asymptotic behavior, we have to explicitly carry out the asymptotic
analysis. The basic idea of such an analysis is to expand all dynamical quantities in terms
of the small parameter ξ describing the interface thickness, to solve for the phase field φ
and to use the obtained solution to eliminate its explicit appearance from the equations.
To this end, the domain of definition of the field is divided into an outer and an inner
region. The outer expansion describes the fields far away from the interface and gradients
of the fields can be considered to be of order one. The inner region describes the field
close to the interface where the gradients are of order 1/ξ. After finding solutions for
the inner and outer region expansions, one has to do an asymptotic matching to obtain a
smooth global solution for the fields. In the following, we will denote inner quantities by
uppercase letters and correspondingly the outer quantities by lowercase letters whenever
this is meaningful.
3.3.2. Local Coordinate System
Before we start the expansion of the inner phase, it is useful to introduce a local coordi-
nate system that is well suited for the boundary’s geometry. To these means, we define
locally orthogonal coordinates r and s, where r is orthogonal to the interface; it is the
signed distance from the interface, which is determined by the level set corresponding to
φ(x, z, t) = 1/2). This coordinate is then rescaled by a stretching transformation r = ξρ
to point out explicitly the dependence on ξ for the following expansion. The coordinate
s is the arc length of the interface curve and denotes the tangential to r.
Inner and outer solutions must satisfy certain matching conditions, see Appendix A.2
due to the requirement that they agree in the combined limit ξ → 0, ρ→ ±∞, r → 0.
Defining the coordinates is straightforward: if R is the position of the interface and
n the normal vector on it (oriented the same way as in the sharp-interface model, i.e.,
pointing out of the solid), we assign a point near the interface by the position vector
r = R(s) + r n(s) , (3.7)
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An orthogonal basis is then given by
Er ≡
∂r
∂r
= n(s) ,
Es ≡
∂r
∂s
=
∂R
∂s
+ r
∂n
∂s
= (1 + rκ) τ ,
(3.8)
where τ = ∂R/∂s is the unit tangent vector to the interface, and ∂n/∂s = κτ is the
two-dimensional version of one of the Frenet formulas [112].
Eq. (3.8) determines the metric coefficients gαβ = EαEβ for this coordinate system with
α, β ∈ {r, s}. Accordingly, the metric tensor reads
g = (gαβ) =
(
1 0
0 (1 + rκ)2
)
, (3.9)
and its determinant is
g ≡ det g = (1 + rκ)2 , (3.10)
so that
√
g = 1+rκ. Basic vector analysis then tells us that the contravariant components
of the metric tensor are obtained as
g−1 =
(
gαβ
)
=
(
1 0
0 (1 + rκ)−2
)
. (3.11)
From now on, we use the Einstein summation convention for pairs of covariant and
contravariant indices. The vectors of the reciprocal basis are obtained from Eα = gαβEβ:
Er = ∇r = n(s) ,
Es = ∇s = 1√
g
τ ,
(3.12)
The last quantities needed in these coodinates are the general expressions for gradient
and divergence, which read
∇ = Eα∂α , (3.13)
∇ ·A = 1√
g
∂α
(√
ggαβAβ
)
. (3.14)
One should note that at the interface, the covariant component Ar is equal to the
normal component An. Because Es is not normalized to one, As is related to the tangential
component At by As =
√
gAt. In order to see how the operators scale in this context, we
write Eqs. (3.13) and (3.14) in the form
∇ = 1
ξ
n ∂ρ +
1√
g
τ ∂s , (3.15)
∇ ·A = 1√
g
(
1
ξ
∂ρ
√
gAr + ∂s
1√
g
As
)
, (3.16)
√
g = 1 + ξρκ . (3.17)
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The time derivative has to be transformed as well, because the interface, on which the
definitions of the coordinates r and s are based, can itself be moving. If v(s, t) is the
interface velocity, we obtain
∂f(x, z, t)
∂t
=
∂F (r, s, t)
∂t
− v · ∇F (r, s, t) , (3.18)
which has the form of a material derivative in the comoving frame of reference.
3.3.3. Inner Equations
Using the above definition Eqs. (3.15)–(3.17), we obtain for the differential operator part
of Eq. (3.6):
∇ · M˜∇ = 1
ξ2
1√
g
∂ρ
√
gM˜∂ρ +
1√
g
∂s
1√
g
M˜∂s . (3.19)
The chemical potential has the form
µ˜(∇2Φ,Φ) = − 1√
g
∂ρ
√
g ∂ρΦ− ξ2 1√
g
∂s
1√
g
∂sΦ + 2w′(Φ) (3.20)
Without loss of generality, we can assume that the tangential velocity of the interface
vanishes and Eq. (3.6) takes the following form
∂tΦ− 1
ξ
vn∂ρΦ = ∇ · M˜∇ 1
ξ2
µ˜(∇2Φ,Φ) (3.21)
We see that the leading term of the inner equation (3.21) with the differential operator
given by (3.19) is of order ξ−4.
3.3.4. Expansions, Matched Asymptotic Analysis
We denote the inner fields with Φ and the outer fields with φ. To solve the outer and
inner equations successively, we have to expand the phase-field in both the outer and
inner domains in powers of the interface width ξ.
We start with the expansion in the outer domain, which is straightforward, taking
Eq. (3.6) as our starting point. We obtain
φ(x, z, t) = φ(0)(x, z, t) + ξ φ(1)(x, z, t) + ξ2φ(2)(x, z, t) . . . (3.22)
and the inner equation becomes
Φ(r, s, t) = Φ(0)(r, s, t) + ξΦ(1)(r, s, t) + ξ2Φ(2)(r, s, t) . . . . (3.23)
The next step in the procedure is to solve the outer and inner equations order by order.
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Leading Order, Outer Equation
The leading-order outer equation for φ, which follows immediately from Eq. (3.6), is
∇ · M˜∇w′(φ(0)) = 0 . (3.24)
Additionally, boundary conditions for the respective bulk regions at infinity, where the
system is either solid or non-solid, have to be applied. We set them to be φ(0) = 1 for the
solid and φ(0) = 0 for the non-solid phase.
Eq. (3.24) can be understood as a partial differential equation for the function w′(φ(0))
instead of φ(0), which in turn translates the above boundary conditions into w′(φ(0))→ 0
as |r| → ∞. The new boundary condition is valid everywhere at infinity. For general
M˜(φ, ξ∇φ), the partial differential equation (3.24) is of course nonlinear. Nevertheless,
under certain mild conditions (if M˜ is positive almost everywhere, i.e. except possibly on
a set of measure zero), it can be shown to have the unique solution
w′(φ(0)) = 0 (3.25)
This is of course the solution we expected, as in the sharp interface limit, the system must
be in one of the stable states φ(0) = 0 or φ(0) = 1. The solution Eq. (3.25) has the very
convenient property that it does not only solve the outer equation to first order, but to all
orders. Therefore, we have φ(1) ≡ 0, φ(2) ≡ 0, which provides us with partial boundary
conditions for the inner solutions Φ(1), Φ(2), and so on, see Appendix A.2.
Moreover, only the inner problem needs to be considered beyond the leading order. For
the analytical treatment, we only consider a “free” model without coupling to external
fields, like mechanical or electrical degrees of freedom; however, this statement remains
true for the fully coupled phase-field model when the coupling is modeled along the usual
lines of [68, 77].
Leading Order, Inner Equation
We now need to find the solution for the inner equation in leading order. Because the
metric tensor scales as g = 1 +O(ξ), Eqs. (3.19) - (3.21) give us
∂ρM˜(Φ(0))∂ρ
[
∂ρρΦ(0) − 2w′(Φ(0))
]
= 0 (3.26)
for the leading-order inner problem, where ∂ρρ = ∂2ρ . Since there are no curvature terms
in Eq. (3.26), it corresponds to the usual one-dimensional phase-field equation and will
provide us with the expected solution Φ(0) = 12 (1− tanh ρ).
However, we will employ a more detailed reasoning, since an accurate treatment of the
boundary conditions will also be necessary when dealing with the higher order equations.
We start with integrating the above equation once and obtain
∂ρ
[
∂ρρΦ(0) − 2w′(Φ(0))
]
=
c1(s)
M˜(Φ(0))
, (3.27)
where c1(s) is a function of integration. Depending on the assumption of the behavior of
M˜ , different arguments have to be used:
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• If M˜ is just a bounded (and possibly constant) function of φ, we obtain the same
result by integrating (3.27) again and then make use of the boundary conditions:
∂ρρΦ(0) − 2w′(Φ(0)) = c1(s)
∫ ρ
0
1
M˜
dρ+ c2(s) . (3.28)
From this, we can conclude that c1 and c2 must be equal to zero: we use that M˜ is
bounded from above and positive, so that the integral will be larger in magnitude
than
∫ ρ
0 1/(supρ M˜)dρ = ρ/ supρ M˜ . Since the left hand side approaches zero for
ρ→ ±∞ and the two factors multiplying c1 and c2 are linearly independent, we can
draw that conclusion.
• If M˜ approaches zero for ρ→ ±∞, which is the case for the mobilities assumed in
[119, 25, 11], we may immediately conclude c1 = 0, because the right hand side of
(3.27) must not diverge.
To summarize, the leading-order inner equation leads to
∂ρρΦ(0) − 2w′(Φ(0)) = 0 , (3.29)
and this provides us with the well-known solution
Φ(0) =
1
2
(1− tanh ρ) . (3.30)
Next-to-Leading Order
Looking at Eq. (3.21), we see that the next-to-leading order is the order ξ−3. Since the
differential operator in front of the chemical potential is of order ξ−2 and the chemical
potential is multiplied by another factor ξ−2, the expansion of µ˜ must be done up to order
ξ. From Eq. (3.29), we can already read off µ˜(0) = 0. The next order is then
∂ρM˜(Φ(0))∂ρµ˜(1) = 0 . (3.31)
Treating it in a similar fashion as before, it leads us to
∂ρµ˜
(1) =
d1(s)
M˜(Φ(0))
. (3.32)
Similar arguments as before apply: for arbitrary but bounded M˜ , employing the match-
ing conditions (see Appendix A.2) gives us
lim
ρ→±∞ ∂ρµ˜
(1) = ∂rµ˜
(0)
out|±0 = 0 , (3.33)
and we obtain the same result (where for once we have denoted an outer quantity by a
subscript ”out”). In the other case of M˜(Φ(0))→ 0 for Φ(0) → 0 or Φ(0) → 1, the boundary
conditions give us immediately d1 = 0.
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Integrating once more with respect to ρ and writing out µ˜(1), we obtain for the chemical
potential
µ˜(1) = −∂ρρΦ(1) − κ∂ρΦ(0) + 2w′′(Φ(0)) Φ(1)
= d2(s) . (3.34)
The first two terms on the right hand side resemble the ones we would obtain for a
Laplacian in polar coordinates. While the first order expansion provides us with the
equation for a planar interface, the next order includes the first correction due to the
curvature. We would like to point out that these results are in full accordance with the
ones obtained in [77], were a similar asymptotic analysis was carried out.
As we will demonstrate, there are two justified, totally independent ways of determining
the function of integration d2(s). We start with the conventional method: if we interpret
Eq. (3.34) as a linear inhomogeneous differential equation for Φ(1), we can multiply it by
∂ρΦ(0) and integrate it by parts to show that the terms containing Φ(1) disappear. This
way, we obtain from (3.34)
−
∫ ∞
−∞
κ
(
∂ρΦ(0)
)2
dρ =
∫ ∞
−∞
∂ρΦ(0)d2(s)dρ = −d2(s) , (3.35)
from which we get, using the tanh solution for Φ(0),
d2(s) =
1
3
κ . (3.36)
While this looks like the desired result, the story does not end here, unfortunately.
Since the procedure we used before has proven to be successful and there is no reason
to use a different one, we could also have chosen to continue analysing the asymptotic
behavior. Inspecting the right hand side of (3.34), we already know the limiting behavior
for ρ→ ±∞ for two of the four terms. The first is of course limρ→±∞ d2(s) = d2(s), since
d2 is independent of ρ. Then, by using the matching conditions or by using the solution
(3.30), we see that:
lim
ρ→±∞ ∂ρΦ
(0) = 0 . (3.37)
Moreover, the matching conditions provide one additional limit, the one for Φ(1):
Φ(1) ∼ ρφ′(0)(±0) + φ(1)(±0) = φ(1)(±0) = 0
(ρ→ ±∞) , (3.38)
where we use fact that φ(0) = 0 or φ(0) = 1, therefore its derivative with respect to r
vanishes on both sides of the interface; the third equality is a consequence of the fact that
φ(0) solves the outer equation to all orders and hence φ(1) ≡ 0. Additional terms that
include mechanical degrees of freedom do not change this picture, since they will also lead
to terms that vanish in the limit ρ→ ±∞ [66].
With three of the four terms in (3.34) having a definite limit, we can conclude this is
the case for the fourth term as well and obtain
lim
ρ→±∞−∂ρρΦ
(1) = d2(s) . (3.39)
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Finding that limit is slightly more involved: We introduce the variable χ = 1/ρ to see
that
∂ρρΦ(1) =
(
χ2∂χ
)2 Φ(1)
⇒ Φ(1) ∼ −d2
2χ2
(3.40)
Taking the limit of χ→ 0 implies that Φ(1) would diverge as −d2ρ2/2 if d2 was not zero.
One should note even though the matching conditions do not provide a direct expression
for limρ→±∞ ∂ρρΦ(0), the same reasoning could be used to show that the left hand side of
Eq. (3.28) goes to zero.
So we obtained by two independent, valid methods two contradictory results,
d2(s) = µ˜(1) = 0. (3.41)
on the one hand and Eq. (3.36) on the other hand, and they both should hold true. How-
ever, the method of integration is only an additional condition to Eq. (3.41). Therefore,
Eq. (3.41) can be plugged into Eq. (3.36), which then means that the curvature has to be
zero in lowest order. Since in phase-field modeling with additional interaction, be it elastic
like in [66] or electric like in [77], there is always the restriction κ = O(ξ), this means that
the phase-field cannot be asymptotic as long as the curvature cannot be neglected.
In a phase-field model for the Asaro-Tiller-Grinfeld instability [66], the same kind of
reasoning imposes a relationship between the elastic state of the material and the curva-
ture. In models where the interaction term is quadratic in ξ [77], it again imposes the
restriction κ = O(ξ).
To summarize: we obtain a restriction on the curvature at lowest order in all cases,
which means that the phase-field model will not be asymptotic as long as the deviation
from this imposed value is not small.
The implications of this statement are quite dramatic from an analytical point of view:
from Eq. (3.36) alone, one can derive
vn = M∂ssκ , (3.42)
which reproduces the desired sharp interface limit (3.4). But since we have Eq. (3.41), it
follows directly that
vn = 0 . (3.43)
While the initial stage of any phase-field modeling does not have to be governed by
the models asymptotic properties, asymptotics determine the long time behavior. Even
in the conceivable case that higher order terms might lead to a nonvanishing interface
velocity, Eq. (3.43) however implies the curvature has to be very small compared to all
other inverse lengthscales of the system, so that the quantitative validity of the model
would be restricted to the near-equilibrium situations. However, the main point of phase-
field models is to simulate far-from-equilibrium situations, and our analysis shows that
the scalar mobility model can only provide an uncontrolled approximation, since there is
no theoretical estimate on the error in the fully asymptotic state. This is the reason that
the scalar mobility surface diffusion model applies only to the equilibrium limit. It may
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possibly reproduce far from equilibrium dynamics qualitatively, but one cannot expect it
to faithfully capture it quantitatively. For a more detailed reasoning of the higher order
behavior, see [44].
To conclude our findings so far: The problem with the scalar mobility is that in the
asymptotic limit, the differential operator ∇ · M˜∇ is different from the surface Laplacian
∆s, as can be seen in Eq. (3.19). The chemical potential and the operator do not converge
both to the sharp interface limit, since the first term in Eq. (3.19) dominates the behavior
with its factor of 1/ξ2.
3.4. Tensorial Mobility
If the scalar mobility cannot produce the correct asymptotic behavior, the next level of
sophistication is to modify the differential operator ∇ ·M∇ with an essentially tensorial
mobility
∂φ
∂t
= M∇ · P∇ 1
ξ2
µ˜(∇2φ, φ) . (3.44)
M is now a constant scalar mobility. We denote the normal vector to the equipotential
lines φ = const with n and introduce the operator P , which has the form
P = 1− nˆ : nˆ (3.45)
with
nˆ =
∇φ
|∇φ| = (nx, ny)
T , (3.46)
and
nˆ : nˆ =
(
nxnx nynx
nxny nyny
)
(3.47)
is the tensor or dyadic product of the normal vectors. Since the operator ∇ · P∇ is a
projection operator that projects on the tangential plane of the equipotential line or level
set, it should reduce to the surface Laplacian. This idea is conceptually similar to level
set approaches, where this kind of projection operator has been used to obtain the surface
Laplacian with static [9] and dynamically evolving interfaces [21].
First, one notices that the next-to-leading order already contains the velocity in the
form
vn∂ρΦ(0) = M∂ss
{
∂ρρΦ(1) + κ∂ρΦ(0) − 2w′′(Φ(0)) Φ(1)
}
.
(3.48)
Now, we use the fact that the partial derivative ∂ss commutes with the term ∂ρρ −
2w′′(Φ(0)). By that operation, Φ(1) is eliminated from the equation and we seem to
obtain the correct sharp-interface limit.
Unfortunately, this model fails for complimentary reasons to the SM-model: the zeroth
order solution is not unique, and any (differentiable) function that satisfies the boundary
conditions can serve as a phase-field function. Starting from the relation
∇w′(φ(0)) = w′′(φ(0))∇φ(0) , (3.49)
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Figure 3.2.: Time evolution of the the phase-field for the unmodified tensorial model if
it has been initialized with a narrow interface. The initial interface width is
0.25 ξ, the time t is given in units of ξ4/M . The fact that the profile does not
converge to the analytic solution shows the failure of the model.
and plugging that in the leading order outer equation
∇ ·
(
1− nˆ(0) : nˆ(0)
)
∇w′(φ(0)) = 0 , (3.50)
we see that
nˆ(0) : nˆ(0)∇w′(φ(0)) = −nˆ(0)w′′(φ(0))|∇φ(0)|
= w′′(φ(0))∇φ(0) = ∇w′(φ(0)) . (3.51)
Eq. (3.51), however, implies that Eq. (3.50) is solved by any function. This particular
feature of the model can be seen in Fig. 3.2 and Fig. 3.3: a planar interface is initialized
with the wrong interface profile. Since the solution to the equation for Eq. (3.50) is not
unique and for a planar interface, the equation of motion contains only terms parallel to
the interface, there is no force acting in perpendicular direction to stabilize the phase-field,
which would eventually be destroyed by any dynamics.
So, we obtain another unsatisfactory result: in comparison to the SM-model, where we
had one constraint too many, there is one constraint missing in the tensorial model, leaving
Φ(0) undetermined. If this flaw could be remedied by fixing Φ(0), the tensorial model
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Figure 3.3.: Time evolution of the the phase-field for the unmodified tensorial model if it
has been initialized with a too wide interface. The initial interface width is
0.25 ξ, the time t is given in units of ξ4/M . The fact that the profile does not
converge to the analytic solution shows the failure of the model.
would show the desired asymptotic behavior. So, the main point of our investigations is
to introduce terms that do not destroy the asymptotic behavior of the tensorial model but
stabilize the phase-field in such a way that the correct interface form is maintained. We
pursue two different approaches to deal with the unstable phase-field of the pure tensorial
model.
We call the first approach the Locally Conserved Tensorial model (LCT), and
its central idea is to include higher order terms in the projection operator Q.
The other idea leads to a model that we call the Globally Conserved Tensorial
Model (GCT). In contrast to the LCT-model, the GCT-model adds a small, locally
nonconservative term that serves to stabilize the phase-field and restores conservation on
a global level.
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3.5. Modified Tensorial Mobility Models with Correct
Asymptotics
In order to overcome the tensorial model’s problem of having not enough constraints, we
start by modifying the projection operator P = 1− nˆ : nˆ into
Q ≡ 1− ξ2∇φ : ∇φ
4f(φ)
= 1− ξ
2(∇φ)2
4f(φ)
nˆ : nˆ . (3.52)
If we use this modified operator Q in Eq. (3.44) instead of the projection operator P , then
the outer equation exhibits the pleasant property of having the same differential operator
at leading order as the scalar model with constant mobility M .
However, Q is an approximation to 1 − nˆ : nˆ that is only accurate up to O(ξ). This
correction would still be present in the higher order inner eqation, so we use an even
better approximation: since we have Q = 1 − nˆ : nˆ + O(ξ) nˆ : nˆ and 1 − nˆ : nˆ and nˆ : nˆ
are orthogonal projection operators by construction, taking Q to an integer power leads
to
Qm = 1− nˆ : nˆ+O(ξm) nˆ : nˆ . (3.53)
The specific form is
Qm =
(
1− (1− bm0 )n2x −(1− bm0 )nxny
−(1− bm0 )nxny 1− (1− bm0 )n2y
)
with
b0 = 1− ξ
2(∇φ)2
4f(φ)
.
Combining all those ideas, the phase-field equations then take their final form:
∂φ
∂t
= −M∇ · j
j = −Qm∇ 1
ξ2
µ˜(∇2φ, φ) , (3.54)
µ˜(∇2φ, φ) = −ξ2∇2φ+ 2f ′(φ) .
where the asymptotic analysis provides us with the result that the most suitable choice
for m is m = 4 or a larger even value. The sharp-interface analysis goes along the lines
of the SM-Model and has been carried out in detail in our publication [44].
3.6. Globally Conservative Model
Another way to overcome the problems that plague the tensorial model and to stabilize
the interface is the following: In order to preserve the interface, a small nonconservative
term NδU/δφ is added to Eq. (3.44). The derivation of this model is mainly driven by
pragmatic considerations, as similar concepts have been successfully used for phase-field
modeling in hydrodynamics [82]. While one sacrifices the strict local conservation prop-
erty of the phase-field equations, and conservation is only fulfilled in the asymptotic limit,
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the obtained model proves to be numerically very stable and versatile. By introducing a
Lagrange-Multiplier, it is possible to restore global conservation of the phase-field. Due
to this characteristic, we call the model Globally Conservative Model; it will be
explained below in more detail.
We start again from Eq. (3.44), but instead of altering the projection tensor P = 1−nˆ : nˆ
itself, we add a nonconserved term
(nˆ · ∇)2 φ− 2
ξ2
w′(φ)
to obtain
∂φ
∂t
= M∇ · P∇ 1
ξ2
µ˜+N
[
(nˆ · ∇)2 φ− 2
ξ2
w′(φ)
]
µ˜ = −ξ2∇2φ+ 2w′(φ)
(3.55)
where both M and N are positive constants. A similar asymptotic analysis as in Sec. 3.3.4
reveals that the leading-order outer solution for µ˜ is unique with solutions φ = 0, given
as boundary condition at infinity for the soft phase, and φ = 1, which is the respective
boundary condition for the hard phase.
Moreover, the leading-order inner solution with boundary conditions limρ→−∞Φ(0) = 0,
limρ→∞Φ(0) = 1 can be shown to be unique up to translations along ρ and is given by
(3.30) after requiring ρ = 0 to correspond to the value 12 of the phase-field.
The role of the N term is only to fix the profile of the phase field at leading order, oth-
erwise it is constructed so as to not affect the normal velocity of the interface. Obviously,
this model reduces to the tensorial model of Sec. 3.4 in the limit N → 0.
Solving for the outer equation at lowest order goes along the following lines: We write
ξ = εξ0, and for simplicity and without loss of generality, we set ξ0 = 1. Now, we look at
the outer solution at lowest order:
0 = M∇ ·
(
Q∇2w
′(φ)
ε2
)
− 2Nw
′(φ)
ε2
(3.56)
This expression is definitely solved by w(φ0) = 0, meaning that the minima of the double
well potential will be the preferred states of the system. As for the uniqueness of the
solution, we look at the integral∫ (
Mw′(φ)∇Q∇w′(φ)−Nw′(φ)2
)
d3x = 0 (3.57)
If w′(φ) = 0 on the boundary, we obtain
−M
∫
∇w′(φ)(1− n : n)∇w′(φ)d3x−N
∫
w′(φ)2d3x = 0 (3.58)
Since both terms have the same sign, the solution is unique for positive M.
Once Φ(0) is set, the next-to-leading order inner equation reads:
(M∂ss −N)
(
∂ρρ − 2w′′(Φ(0))
)
Φ(1) = vn∂ρΦ(0) −M∂ssκ∂ρΦ(0) , (3.59)
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and since M∂ss−N commutes with ∂ρρ−2w′′(Φ(0)), we obtain the desired sharp-interface
limit again.
This analytic result actually transfers well to our numerical simulations which showed
that the results are largely independent on the choice of the parameter N . We varied N
over two orders of magnitude, from N ≤ 2.5M/ξ2 to N = 1.25×10−2M/ξ2, and find only
small differences in the behavior of the system.
3.6.1. Restoring Global Conservation
Even though the model as given in Eq. (3.55) is asymptotically conservative and could
be already useful as it is, any real long time calculation in a finite system may still
be influenced weakly by the non-conserved term. Therefore, we want to restore global
conservation in the sense that the total volume integral of φ should remain constant
(whenever we apply boundary conditions that do not imply fluxes into or out of the
system). This can of course be achieved through the means of a Lagrange parameter
∂φ
∂t
= M∇ · P∇ 1
ξ2
δµ˜+N
[
(nˆ · ∇)2 φ− 2
ξ2
w′(φ)
]
− Λ(r, t) , (3.60)
where the desired conservation serves as a side condition.
Note that we can still not write the time derivative of φ as the divergence of a current
∂φ
∂t
6= ∇ · j . (3.61)
If Λ were restricted to being a simple number, it would have to have the value
Λ =
1
V
∫
V
dV
∂φold
∂t
=
N
V
∫
V
dV
[
(nˆ · ∇)2 φ− 2
W 2
w′(φ)
]
, (3.62)
where ∂φold/∂t is the time derivative of the phase field according to (3.55) and V is the
volume (or area, in 2D) of the system. Since the first term of the right hand side of (3.60)
is conservative anyway, it drops out of the calculation of Λ, if no fluxes through the system
boundary are present. An undesired side effect of the formulation (3.62) is that it would
lead to a modification of the phase field values in the bulk; these would lift the phase-field
from the equilibrium values 0 and 1 as soon as the Lagrange multiplier became nonzero.
This can be avoided by taking advantage of the liberty to make Λ vary in space (i.e., we
consider a whole set of Lagrange multipliers, not just one). If we denote the material loss
as δC and mˆ = δC/SG as the relative value to be added (with SG =
∑
i,j |∇φij |) and
take Λ of the form
Λ(r, t) =
|∇φ|∫
V dV |∇φ|
∫
V
dV
[
(nˆ · ∇)2 φ− 2
W 2
w′(φ)
]
, (3.63)
the “lost” material is redistributed along the interface and the global conservation law
is restored without any modification of the bulk solutions. Note that this effect comes
only into play if the interface shows strong deviations to the correct form, which typically
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happens only in the beginning of a simulation. We will call the model described by
Eqs. (3.60) and (3.63) the globally conservative tensorial or GCT model.
Of course, we have to verify that the introduction of the Lagrange parameter does
not destroy the valid asymptotic behavior of the model. Any Lagrangian parameter,
regardless of its form, disappears from the leading order equation; however, it must still
be chosen correctly, because Λ(r, t) could contribute to the next-to-leading order equation.
Clearly, the parameter disappears from the leading order of the equation; but the interface
velocity is determined at next-to leading order, and in general one would expect Λ(r, t)
to contribute to the equation at that order. This turns out not to be the case and is due
to the judicious choice of the form of the parameter, as we shall see now.
The next-to-leading order inner equation can be written
(M∂ss −N)LΦ(1) +N ∂ρΦ
(0)∫
dV ∂ρΦ(0)
∫
dV LΦ(1) = vn∂ρΦ(0) −M∂ssκ∂ρΦ(0) ,
where we introduced the linear operator L = ∂ρρ − 2w′′(Φ(0)). The equation contains
several terms ∝ ∂ρΦ(0); letting L act on it leads first to the much simpler equation
L (N −M∂ss)LΦ(1) = 0 , (3.64)
because L∂ρΦ(0) = 0. Since the the operator (N −M∂ss) sandwiched by the two L is
strictly positive, and the operator acting on Φ(1) is semipositive, we can conclude that
LΦ(1) = 0. Looking at Eq. (3.64), we see that both terms on the left-hand side vanish,
meaning that the linear equation is in fact homogeneous and the right-hand side has to
vanish as well. This implies
vn = M∂ssκ , (3.65)
which is the desired asymptotic result for the interface velocity. It also implies that the
Lagrange multiplier is O(1), instead of O(ξ−1), i.e., it is by a factor of the order of (ξκ)2
smaller than the leading-order terms of the equation. This is the analytical support of
what our numerical results already led us to suspect: if the length scales in a simulation
are reasonably well separated, the influence of the Lagrange parameter is negligibly small.
3.7. The Ra¨tz-Ribalta-Voigt-Model
The only phase-field model for surface diffusion that we found in the literature which
does not have the wrong asymptotic behavior of the SM model is the one given by Ra¨tz,
Ribalta, and Voigt [99], which we will hence call RRV model. Let us briefly discuss the
asymptotics of this model. In their simplest form, i.e., for isotropic surface tension and
vanishing kinetic coefficient, the model equations read
∂φ
∂t
= −∇ · j ,
j = −MB(φ)∇ 1
ξ2
µ˜(∇2φ, φ) , (3.66)
µ˜ =
1
g(φ)
(−ξ2∇2φ+ 2w′(φ)) ,
52
3.8. CONCLUSION
with a mobility function B(φ) = 12φ2(1−φ)2, the double-well potential w(φ) = φ2(1−φ)2,
and the so-called stabilizing function g(φ) = 10φ2(1 − φ)2. Here, we have rescaled the
equations from the original publication [99] in order to obtain the same zeroth-order
interface profile as in the SM model (with the original equations, the interface would have
one third of the width ouf our profile). The clue is here that the additional singular term
1/g(φ) in the chemical potential diverges exactly in the right way that in combination
with the decay of the mobility function, the dreaded constraint in the spirit of Eq. (3.41)
does not exist, and the leading-order inner problem becomes (3.29) again.
At next-to-leading order, we obtain µ˜(1) = d2(s) (as before), but now the chemical
potential function is defined differently – it has a prefactor that diverges in the bulk
µ˜(1) =
1
g(Φ(0))
(
−∂ρρΦ(1) − κ∂ρΦ(0) + 2w′′(Φ(0)) Φ(1)
)
.
(3.67)
The first-order term due to variation of the denominator vanishes, as it contains the differ-
ential expression from the left hand side of (3.29) as a factor. The numerator of the right
hand side of (3.67) goes to zero in the limit ρ→ ±∞ but so does the denominator g(Φ(0));
as a result µ˜(1) remains indefinite, and the degree of freedom necessary for a nonzero value
d2(s) is introduced into the model. Multiplying the equation by g(Φ(0))∂ρ Φ(0) and inte-
grating with respect to ρ over the whole domain, we arrive at d2 = κ, which is the desired
sharp-interface limit (3.4).
It is essential in this model that the mobility function goes to zero far from the interface
to suppress diffusion in the bulk, since the chemical potential µ˜ varies in the bulk (it
behaves as d2(s) near the interface).
3.8. Conclusion
In this chapter, we have shown that the intuitive way to construct a phase-field model
for surface diffusion fails in a subtle way. Just using the chemical potential known from
the nonconservative model to define a current, involving its gradient and a mobility that
vanishes in the bulk phases, and in taking the divergence of this current as the time
derivative of the phase field reproduces only the equilibrium limit correctly. There is
a simple argument why the SM model should not be expected to work properly: The
chemical potential functional of the model is constructed in such a way that the chemical
potential vanishes in the bulk phases. As its diffusion operator is essentially a scalar,
diffusion can also act orthogonally to the interface; this effect is most pronounced close to
the surface, since the slope of the phase field is largest in the direction perpendicular to the
corresponding contour line. This diffusive effect constitutes a driving force for relaxation
of the chemical potential towards zero also in the vicinity to the interface (asymptotically,
the chemical potential is zero at next-to leading order). Surface diffusion of the chemical
potential is then not the only effect contributing to the interface dynamics.
The RRV model introduces a stabilizing function that ensures the correct chemical
potential in the interface region, but leads to a diverging chemical potential in the bulk.
The absence of diffusion in the bulk is not guaranteed by the chemical potential but by
the vanishing mobility. We would like to point out that even though the RRV model
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avoids the mistake of imposing (3.41), it does so by a purely mathematical “trick”, which
is the introduction of the stabilizing function g(φ). The models we present, namely the
LCT and GCT model, are based on the physical consideration that surface diffusion is
an anisotropic process which can be best described with tensorial quantities rather than
scalar ones, which is implemented by changing the mobility into a tensor-type quantity.
This concept seems naturally suited to the problem at hand, since surface diffusion may be
interpreted as highly anisotropic three-dimensional diffusion with a diffusion tensor that
has zero eigenvalue in one direction. However, the straightforward tensorial approach also
fails, since it does not impose any functional dependence of φ in the normal direction of
the interface. Modifying the tensorial mobility, we obtain the LCT and GCT models,
which both have the correct asymptotic behavior.
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4. Phase-Field Simulations of Surface
Diffusion
Out of the five models that were presented in chapter 3, namely the scalar mobility model
(SM), the tensorial model, the locally conserved tensorial model (LCT), the globally con-
served tensorial model (GCT) and the Ra¨tz-Ribalta-Voigt model (RRV), only the last
three possess the correct sharp-interface limit. Since the numerical impact of these find-
ings is unclear, the next step must be to compare all models numerically. In order not
to “compare apples with oranges”, we use the same code for all models, only the method
solving the phase-field equation is swapped. Our aim is to compare model behavior, not
software implementations, and we are aware of the fact that there might be implementa-
tions around that perform better in absolute terms, but the relative behavior of the models
will be unaffected. In contrast to the analytical part, we also include elastic degrees of
freedom in order to be able to compare both stable and unstable situations. Essentially,
we make four types of comparison:
• First, we determine the maximal admissible time step size at which the algorithms
are correct and stable for a given spatial discretization for all models.
• Second, we see how the models deal with a planar profile whose interface was ini-
tialized with a slight deviation from the correct profile. This can be important for
realistic simulations, when analytical expressions for constant-width profiles at ar-
bitrary curvature and geometric shapes are not readily available (it is aready not
trivial to give such an expression even for such a simple initial shape as an ellipse).
Any simulation code should be robust against these local variations of the profile
width and be able to relax the phase-field to the correct interface profile.
• Next, we look at the time evolution of an elliptical inclusion in a solid phase. Since
the phase-field is a conserved quantity, the ellipse should morph to a circle with the
same area.
• All the previously described situations deal only with a ”free” model without any
additional degrees of freedom and the time evolution of the interface is due to
curvature driven surface diffusion alone. In the last part, we add elasticity as an
external force and compare the time evolution of sinusoidal fronts (initialized with
the correct width of the profile) for several imposed uniaxial stresses and obtain the
linear stability spectrum numerically.
Parts of this chapter have been published in [44].
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4.1. The Free Model
4.1.1. Numerical Stability
The discretization of the SM model is relatively straightforward and poses no particular
problems. In the more sophisticated models, some care has to be taken to avoid division
by zero. For the RRV model, it has to be ensured that the term g(φ) is not set exactly to
zero. In the GCT model, one has to compute the normed normal vectors nˆ = ∇φ/|∇φ|.
The denominator is always positive, but it vanishes far from the interface. It is therefore
necessary to set it to be larger than a small positive cutoff number. This is only a question
of stability, the numerical results are largely unaffected by the specific choice of the cutoff.
The LCT model poses the most problems, as one has to deal with the situation where
f(φ) becomes small, as will be discussed at the appropriate place in section 4.1.2.
The first characteristic of the different models to be determined is the relation between
the time step size ∆t and the grid spacing ∆x. Since the model equations are fourth
order in space and first order in time and we use straightforward explicit schemes for
discretization, a von-Neumann analysis leads to an expected behavior as
∆t ∼ ∆x4/M . (4.1)
We determined the coefficient for each model numerically by altering the time step for
a given grid spacing until oscillations appeared and the calculations broke down. The
product of length of the grid L and lattice parameter ∆x was kept constant, so the
numerical grid sizes ranged from 24× 24 to 600× 600 grid points.
Fig. 4.1 confirms clearly our expectation Eq. (4.1), but it also includes an interesting
additional piece of information: while the two scalar models (SM, RRV) allow for about
the same maximal time step, the allowed time step size for the tensorial models is con-
siderably larger, up to a factor of ten compared to the scalar models. We would like to
point out explicitly that this is a characteristic of the chosen numerical algorithm, and
we cannot compare different software implementations, of course. This is why we do not
give a specific value for the coefficients, neither numerically nor analytical, as they depend
mainly on the chosen discretization scheme which could be subject to change depending
on the problem domain. By use of different numerical approaches like adaptive mesh
techniques, spectral methods or implicit schemes, the overall running time can of course
be reduced by more than this factor; however, the strong nonlinearity of the equations
can also present problems for these methods and the increased stability of the tensorial
models may persist in this context.
4.1.2. Interface Stability
We continue our numerical investigations by checking the interface stability for a planar
interface. To do so, we initialize the interface with the wrong profile width and see how
fast the interface approaches its correct width. While a planar interface is the worst case
scenario for curvature driven surface diffusion, since the curvature simply vanishes, this
test is important for realistic simulations. Slight deviations from the correct profile form
occur typically when the initial conditions for a complex interface structure are given.
Even for such a simple geometrical shape as an ellipse, an analytic expression with the
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Figure 4.1.: Allowable maximal time step ∆t as a function of mesh size, where l is an
arbitrary length unit. Lines are a guide for the eyes only.
correct interface structure everywhere is not readily available. Any phase-field model
should be able to deal with these local deviations of the interface and relax to the correct
solution.
Since this is a one-dimensional problem, we use a geometry of strips with a length of
200 grid points with Dirichlet boundary conditions and a width of 11 grid points with
periodic boundary conditions applied. The grid spacing is related to the interface width
via ξ = 5∆x. The interface width ξ is defined by the stationary solution for the phase-field
for the one-dimensional interface
φ =
1
2
(
1 + tanh
(
x
ξ
))
. (4.2)
In all plots, only a small section about the interface is shown, and the time t is given in
units of ξ4/M . First, we verify that all the models remain in their equilibrium state when
initialized with a tanh profile of the correct form. Next, we investigate how the models
deal with too narrow interfaces. When comparing the two scalar models, we see that the
RRV model (see Fig. 4.5) converges substantially faster to the correct interface profile for
a narrow interface of initial width 0.25ξ than the SM model (see Fig. 4.2). However, in our
implementation and with the given sets of parameters, simulations with the RRV model
broke down if the initial interface width was chosen to be smaller than 0.23 ξ. Looking at
the results for the tensorial models, we note that the GCT model relaxes much quicker to
the correct profile than the LCT model. Comparing the two fast relaxing models RRV and
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Figure 4.2.: Relaxation towards the correct interface profile for the SM model. The initial
interface width is 0.25 ξ, the time t is given in units of ξ4/M .
-5 0 5
x/ξ
0
0.2
0.4
0.6
0.8
1
Φ
Φ0
t = 0
t = 0.64
t = 0.96
Figure 4.3.: Relaxation towards the correct interface profile for the RRV model. The
initial interface width is 0.25 ξ, the time t is given in units of ξ4/M .
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GCT, their physical relaxation time is similar, but since the maximal allowable timestep
for the GCT model is bigger (see Fig. 4.1), its numerical running time is much shorter.
As we mentioned before, some care has to be taken in the discretization to make the
LCT model deal efficiently with too thin interfaces. The reason for this is the underlying
asymmetry of the correcting term b40 that was introduced in the model’s derivation to
enable the model to pick a unique solution. When b0 approaches zero, then the operator
Q reduces to the normal 1 − n : n far from the interface. This of course yields the
problem of not picking a unique solution for the phase-field, as described for the tensorial
model. In fact, the operator Q is constructed in such a way that close to the interface,
it reduces to 1 − n : n, which in turn makes ∆sµ = d2/ds2µ. Far from the interface, Q
should retain a positive component proportional to n : n to keep Q positive semidefinit.
Because φ is either 1 or 0, this term does not contribute to the surface diffusion. The
asymptotic analysis shows that analytically, the term does what it should do without any
regularisation.
However, numerical problems occur once Q4 = 1− nˆ : nˆ+ b40nˆ : nˆ with
b0 = 1− ξ
2(∇φ)2
4f(φ)
(4.3)
becomes very large. This happens especially for interfaces that are too narrow, because
b40 is then a strongly repulsive function, as can be seen in the following short calculation:
we initialize the system with an “incorrect” interface width 
φ(x) =
1
2
(
1 + tanh
(x

))
, (4.4)
whereas the “correct” interface width is denoted with ξ. Plugging this and the double-well
potential f(φ) = φ2(1− φ)2 into the equation for b40, we obtain
b40(φ) =
(
1− ξ
2(∇φ)2
4f(φ)
)4
≈ (ξ
2 − 2)4
8
=
1−
(

ξ
)2
(

ξ
)8 . (4.5)
For our chosen parameter for the narrow interface, i.e. /ξ = 0.25, we see that b40(0.25) =
50625. This large value would impose a prohibitively small timestep (or accuracy in an
implicit scheme) for stability if put into the equations of motion. This problem is not
present if we initialize with a wider interface, since /ξ > 1 ⇒ b40 → 1. Cutting off the
values for b40 at about b
4
0 = 40 solved the problem in this setup. For production runs, a
mixed method, where we relaxed the phase-field with the GCT model first and then used
a cutoff value of b40 ≈ 10, proved to be the most practical. The profile then has the correct
form and the small cutoff value is sufficient to maintain the correct interface form.
The opposite case, when the initial interface is too wide, also shows some interesting
features of the different models, as can be seen in Figs. 4.6 through 4.9. This case proves
to be especially hard for the SM model (Figs. 4.6). The profile adapts very slowly to the
correct interface form, showing some significant bumps in the phase-field that dissappear
only gradually. The signature of the wrong initial form remains present even at consider-
able distances from the interface and can rightfully be expected to affect possible dynamic
behavior of the system.
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Figure 4.4.: Relaxation towards the correct interface profile for the LCT model. The
initial interface width is 0.25 ξ, the time t is given in units of ξ4/M .
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Figure 4.5.: Relaxation towards the correct interface profile for the GCT model. The
initial interface width is 0.25 ξ, N = 1.25 M/ξ2, the time t is given in units
of ξ4/M .
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Figure 4.6.: Relaxation towards the correct interface profile for the SM model. The initial
interface width is 5ξ, the time t is given in units of ξ4/M . The wide shoulder-
like structures show that there is a significant contribution to the diffusion
process even far away from the interface (see main text).
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Figure 4.7.: Relaxation towards the correct interface profile for the RRV model. The
initial interface width is 5 ξ, the time t is given in units of ξ4/M . The small
bumps away from the interface are unwanted remnants from the original
configuration (see main text).
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Figure 4.8.: Relaxation towards the correct interface profile for the LCT model. The
initial interface width is 5 ξ, the time t is given in units of ξ4/M .
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Figure 4.9.: Relaxation towards the correct interface profile for the GCT model. The
initial interface width is 5 ξ, the time t is given in units of ξ4/M .
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The RRV model goes through a series of transformations of the profile involving as
an intermediate state a spatially varying slope in the vicinity of the contour line φ = 12
that defines the interface position. These bumps are much more localized than in the SM
model, but they are nearly immobile, while the phase-field has already taken its correct
form everywhere else. Even after a time of t ≈ 30 ξ4/M , while near the interface position,
the profile is well-behaved and has the right width, there are still indentations in it far
from the interface, and these disappear only slowly.
A mixture between the behavior of the two scalar models is exhibited by the LCT model
(Figs. 4.8). Convergence is also very slow, even though it always keeps a generally nicer
profile. While the area around the contour line φ = 12 assumes the correct profile form, the
phase-field approaches the wrong bulk values if the boundary values of φ are not fixed to
be equal to zero or one. This can be seen by looking at Eq. (3.54): any constant value of
φ satisfies the bulk equations of motion. This incorrect behavior is cured if elastic degrees
of freedom are added to the chemical potential. For all geometrical situations where a
phase extends to the boundaries of the system, the value of the respective constant is
determined by the boundary conditions. Therefore, the model should always be run with
Dirichlet boundary conditions for the phase field. For inclusions of one phase in the other,
the constant of the inner phase will be preserved by the conservation law if it is correctly
initialized to zero or one. This is true for all inclusions with an inner volume much larger
than that of the interface and remains true also when elasticity is added to the problem.
The simulation from which Figs. 4.8 was obtained used Dirichlet boundary conditions on
the right and left end, and we found relaxation to be comparably slow to the SM and
RRV models but the interface profile to look more reasonable.
The reason that the models have such a problem with wide interfaces is due to the fact
that correcting the profile width requires diffusion perpendicular to the interface which
is suppressed in the asymptotic limit. The GCT model was designed to cope well with
situations like these, since the additional term breaks conservation on the scale where the
phase-field varies strongly. Therefore, for N = 1.25M/ξ it relaxes very quickly to the
correct profile form, as can be seen in Fig. 4.9. Also, the results were not altered if run
with or without the Lagrange parameter term for global conservation.
So we can draw the following conclusion: whenever interface thickness is expected to
be an issue, the slight violation of conservation in the GCT model proves to be more of a
virtue than a drawback. This is always the case when analytic formulas to initialize the
desired geometry are not at hand or when surface tension anisotropy is included in the
model. In these cases, diffusion perpendicular to the interface is required, a process that
is very slow in the other models and asymptotically suppressed. For production runs, we
often found it convenient to have a short relaxation phase using the GCT model before
the actual dynamics with another model were started.
4.1.3. Elliptical Inclusions
The next, more ”real-life” problem under investigation is the behavior of an elliptical
inclusion.
Since the surface diffusion process is driven by curvature and the amount of each phase
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Figure 4.10.: Initial and final configuration of an elliptical inclusion. The surface diffusion
process is solely driven by curvature. The initial ellipse and the final circle
have the same area.
is conserved, material diffuses in such a way that the overall curvature is reduced: the
ellipse morphs into a circle of the same area. In the shown simulations (see Fig. 4.10), we
initialize the system with a sharp interface ellipse with a semimajor a0 and a semiminor
a0/2. This ellipse is then relaxed for a few steps with the GCT model to ensure a correct
local interface profile everywhere. We then switch to the model we want to investigate
and monitor the evolution of the semimajor and semiminor axis of the ellipse. The results
for such a run are shown in Fig. 4.11.
The three models with correct asymptotic behavior all converge to a circle with the
correct radius
√
2a0/2. Only the SM model behaves differently: the radius of the circle
is too small and decreases further. Since the phase-field conservation is fulfilled for our
code, which we also checked numerically, this can only mean that the final shape is not
a real circle. A slight level of anisotropy must be present in the system that distorts the
circle. In order to understand this behavior better, we improved the scale separation by
increasing the size of the system and the included ellipse while keeping the interface width
constant. The increased scale separation improves the results in case of the SM model
asymptotically, as can be seen in Fig. 4.12.
The results for the LCT model serve as comparison here. Performing an analogous
scale separation for the other models, see Fig. 4.13, all curves collapse onto a single line;
improved scale separation does not alter the behavior and the dynamics are quantitatively
correct even for moderate system sizes.
4.2. Surface Diffusion with Elastic Effects
4.2.1. Elliptical Inclusions with Elasticity
Coupling elasticity to the model we treated so far can be achieved by replacing the ”free”
chemical potential µ˜ with one that includes the correct elastic energy contribution. In
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Figure 4.11.: Comparison of the time development of the size of an elliptical inclusion. The
square system had the length L/ξ = 20. The initial ellipse had a semimajor
of a0 = L/4 and a semiminor of L/8. All models except the SM-model
converge to circles with the same radius r.
particular, we set
µ˜(∇2φ, φ) = −ξ2∇2φ+ 2w′(φ) + ξ
3γ
h′(φ)Vel , (4.6)
with an elastic energy of
Vel = G(φ)2ij +
1
2
λ(φ)2ii , (4.7)
with the phase-dependent shear modulus
G(φ) = h(φ)G(1) + (1− h(φ))G(2) (4.8)
and Lame´ constant
λ(φ) = h(φ)λ(1) + (1− h(φ))λ(2) (4.9)
where the superscripts denote the bulk values of the phases 1 and 2 and the function
h(φ) = φ2(3− 2φ) interpolates between the phases. w(φ) = φ2(1− φ)2 is the double well
potential, and the strain tensor is ij = (∂iuj+∂jui)/2, where ui denotes the displacement
field. The strain-stress relation is given by Hooke’s law (2.30). In order to calculate the
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Figure 4.12.: Elliptical inclusion: comparison of the time development of the length of the
semimajor a. The initial length is denoted by a0 and the different curves
correspond to different scale separations a0/ξ. The performance of the SM-
model becomes asymptotically better for larger systems. Results for the
LCT-model have been included as a reference.
stresses needed in Eq. (4.6), one has to solve the elastic equations, given by the mechanical
equilibrium condition of a vanishing divergence of the stress tensor∑
j
∂σ˜ij
∂xj
= 0 , σ˜ij = h(φ)σ
(1)
ij + (1− h(φ))σ(2)ij , (4.10)
here in the static limit of elasticity. The dimensionless driving force is given by
F =
δ2(λ+ 2G)
4γL
. (4.11)
The case of F = 0 corresponds to the free model without elasticity, which we have treated
in the previous sections. For driving forces F > 1, the elastic influence leads to a growth
of the elliptical cavity, as is shown in Fig. 4.14.
Depending on how one chooses the elastic constants in the soft phase, different situations
can be treated. Setting G(2) = 0 corresponds to modeling the inner phase as a liquid.
Setting both G(2) and λ(2) to zero corresponds to effectively having an elastic vacuum
as second phase, and we have diffusion along a free interface. That modeling a liquid or
vacuum as a shear free solid does indeed capture the correct physics of the system has
been shown in [69].
In general, the boundary conditions at the interface between the two phases are
σ
(1)
in = σ
(2)
in (4.12)
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Figure 4.13.: Elliptical inclusion: comparison of the time development of the length of the
semimajor a for the LCT-model. The initial length is denoted by a0 and the
different curves correspond to different scale separations a0/ξ. All curves
collapse onto a single line.
(continuity of normal and shear stresses), but we choose them more specifically to be
σnn = −p = 0, σnt1 = σnt2 = 0 (4.13)
which means that the normal component of the stress is equal to the negative external
pressure, while its shear components along two independent tangents t1 and t2 vanish.
The introduction of the elastic degrees of freedom motivates the introduction of a
staggered grid where mass densities and elastic constants are defined on the grid points
and the displacements between them. For simplicity, we use an explicit forward time
algorithm on a homogeneous staggered grid for solving both the elastic and the phase
field equations. For details, we refer to the appendix A.5. At each iteration, the following
steps are performed:
• First, the elastic equation is solved, where the phase field values are given as pa-
rameters.
• The second step consists of calculating the chemical potential for each grid point,
given the updated elastic values.
• Finally, the new values for the phase field are calculated and the next iteration
starts.
This operator splitting approach enables us to use identical methods for the first two steps
for all four models, while their difference appears only in the last step.
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Figure 4.14.: Time evolution of an elliptical inclusion with external elastic loading. The
simulations were performed with the GCT model. The shorter side of the
system had the size L/ξ = 25.6, the aspect ratio of the system was 4 : 1,
the elastic driving force F = 4 and the initial aspect ratio of the ellipse was
2 : 1. The dimensionless time is given in the same units of M/ξ4 as before.
The code we developed includes the fully time-dependent dynamic elasticity as will be
shown in chapter 5. But since we investigate the beginning of the Grinfeld instability, the
observed interface velocities are very small in comparison to the speed of sound, and the
equations effectively reduce to the static elastic case of Eq. (4.10).
4.2.2. Quantitative Analysis of the Grinfeld Instability
After these investigations, which concentrated on the surface diffusion part alone, we now
add elasticity to the game. The physical setup consists of a slightly perturbed planar
phase boundary between a hard and a soft phase in a strip geometry. The perturbation
is sinusoidal and the behavior of the system depends on the elastic influence. If no or
only weak external elastic loading is applied, the curvature drives the diffusion process
and the perturbation gradually disappears. If the external loading is larger than the
critical loading, the Grinfeld instability sets in, because the system can reduce its stored
elastic energy by forming deep groves and crack-like structures. This setup is particularly
68
4.2. SURFACE DIFFUSION WITH ELASTIC EFFECTS
interesting, since the Grinfeld instability is one of the few problems where an analytical
solution is available that we can compare our numerical results against.
We look at a square system of length L with a uniform grid spacing ∆x. The phase-
field interface width is chosen to be ξ = 5∆x. Remember that this is a purely numerical
parameter. The elastic loading is applied by stretching the top end of the strip by a fixed
displacement δ in direction perpendicular to the normal of the unperturbed interface.
The perturbed surface is given by δx(z) = A0 sin(kz) with the small amplitude A0k =
pi/20 and a wave number of kL = 4pi. Since the good separation of the length scale of the
interface width ξ and the characteristic wavelength is paramount, we use kξ = 0.16. The
imposed uniaxial stress is given in the figure caption for each case. As we have already
determined the maximum admissible time step, see section 4.1.1, we chose simulation
time steps of ∆t = 5 · 10−4(∆x)4/M for the scalar models and ∆t = 5 · 10−3(∆x)4/M
for the tensorial models, which are safely below the stability threshold. The Poisson ratio
is chosen to be ν = λ/[2(λ + G)] = 1/3. For the GCT model, the constant in front of
the nonconserved term is N = 1.25M/ξ2. For the SM model, the mobility is chosen to
be the standard M˜(φ) = 36Mφ2(1 − φ)2. To minimize the influence of the boundaries,
we use helical boundary conditions in the z-direction for the displacement fields at the
upper boundary, i.e. uz(x, L) = uz(x, 0) + δ and periodic boundary conditions ux(x, L) =
ux(x, 0), while the boundary conditions at the bottom are sufficiently determined by a
vanishing derivative in z-direction. The left and right boundary conditions are given by
uz(0, z) = uz(L, z) = z · δ/L and ux(0, z) = ux(L, z) = 0. Applying these boundary
conditions, we obtain a homogeneously strained state for the flat interface in both phases.
The resulting strain is given by
0 =
δ
L
(4.14)
Using the condition for uniaxial stress σ0 = σzz and Hooke’s law, we obtain
σ0 =
Eδ
(1− ν2)L (4.15)
Starting from the definition of the Grinfeld length Eq. (2.90) and using Eq. (4.15), the
Grinfeld length has the form
LG =
γ(1− ν2)L2
2Eδ2
. (4.16)
We can now define a dimensionless driving force
FG =
1
kLG
(4.17)
Please note that the definition of the driving force for the Grinfeld instability Eq. (4.17)
differs from the driving force Eq. (4.11) defined for the elliptical case. This is due to the
different geometrical setup and elastic state of the system. The conversion factor between
the driving forces is given by
FG
FC
=
2(1− 2ν)
pi(1− ν)2 (4.18)
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In Figs. 4.15 to 4.17, we show the temporal evolution of a sine profile starting with a
prescribed amplitude for different values of the imposed uniaxial stress. The four mod-
els are compared directly with the sharp interface prediction resulting from Eq. (4.23).
Fig. 4.15 corresponds to the stress-free case that we discussed analytically.
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Figure 4.15.: Amplitude evolution for a uniaxial stress of F = 0, i.e., a Griffith length
LG =∞.
All the situations considered correspond to either weak decay or weak growth of the
amplitude, as the expected exponential behavior still appears linear on the considered
time scale.
The dispersion relation for a system under uniaxial stress σ0 = σzz parallel to the
initially flat interface is [119]
ω =
M
γ
(
2
1− ν2
E
σ20 k
3 − γk4
)
, (4.19)
i.e., it has an increasing cubic and a decreasing quartic piece.
Using the relations
0,zz = 2
√
γF
(λ+ 2µ)
L
σ0,zz =
0,zzE
1− ν2 , (4.20)
expressing µ and λ in terms of ν and E and defining the Grinfeld-Length LG
LG =
L(1− ν)2
8F (1− 2ν) , (4.21)
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Figure 4.16.: Amplitude evolution for a uniaxial stress of F = 0.955.
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Figure 4.17.: Amplitude evolution for a uniaxial stress of F = 1.67.
71
4.2. SURFACE DIFFUSION WITH ELASTIC EFFECTS
we can write the dispersion relation, i.e., the spectrum of the linear stability operator, as
follows
ω = M
(
k3
LG
− k4
)
, (4.22)
meaning that we have unstable modes at small k (k < 1/LG) and stable ones at large k
(k > 1/LG). We typical way of plotting the spectrum is
ωL4G
M
= (kLG)3 − (kLG)4 , (4.23)
and the obtained spectrum for all four models can be seen in Fig. 4.19. To obtain the
spectrum numerically, we vary the parameter LG in the simulations.
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Figure 4.18.: Wave length as function of the driving force. The SM model shows
the largest deviations from the theoretical expectation Eq. (4.22). The
other models, while slightly deviating for large driving forces, show simi-
lar behavior.
We note that all the models agree with the predicted behavior of the sharp-interface
limit to within better than one percent for our parameters and time span. While it may
be observed unambiguously that the SM model displays the largest deviation from the
desired result, one may find it surprising that it reproduces the limit so well after all,
taking into account that it does not have the right asymptotics. This may be due to the
fact that the equations of the asymptotic behavior to which the system can adjust locally
act as an attractor for the dynamics even before the full set of equations, implying more
global restrictions such as Eq. (3.43), becomes active. It is striking that this seems to
work even in a growth situation, where interface velocities increase on average.
Fig. 4.19 gives a comparison of the linear stability spectra, obtained by simulation of
the four models, with the analytical expression Eq. (4.23) of the sharp-interface model. It
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Figure 4.19.: Full spectrum of the ATG instability.
is pretty clear that the SM model is farthest off the correct value both below and above
the fastest-growing wavenumber. The LCT model is good for wavenumbers above that
of the fastest-growing mode but shows stronger deviations than both the RRV and GCT
model below that mode. The latter two models are about equally close to the correct
spectrum throughout the whole wavenumber domain.
4.3. Conclusion
In this chapter, we conducted a careful numerical study, comparing similar implemen-
tations of all models derived in chapter 3 for several different cases. The systems we
simulated included both, the free models, where the surface diffusion process was driven
by curvature alone, and the models coupled to elastic degrees of freedom.
Surprisingly enough, the SM models does not fail altogether numerically for dynamic
cases, but produces visibly by far the least precise results. Since the SM model constitutes
an uncontrolled approximation, we strongly advise against using it for quantitative anal-
ysis. The other models indeed faithfully capture the correct asymptotic behavior, while
also being more efficient at the same time.
The tensorial models LCT and GCT allow for larger rougher discretization, since once
the phase-field profile is represented with an error of order ξ or better, their effective
leading order is only one order lower than the one determining the interface velocity.
This means that the restriction on the grid spacings is weaker, scaling with ξ instead of
ξ2.
The LCT model is most efficient in suppressing diffusion perpendicular to the interface.
In the course of well initialized simulations, variations of the interface profile width occur
only gradually through curvature changes. In this case, one could expect that the surface
diffusion process along the interface is efficient enough to maintain the correct interface
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structure. Nevertheless, the numerical robustness of the LCT model is reduced by its
strong preference for pure tangential material transport.
The GCT model, even though breaking strict local conservation, is very accurate and
by its setup numerically extremely robust. Since it combines the favorable efficiency
of a tensorial approach with accuracy, robustness and ease of implementation, it is our
model of choice for most of the more complex cases. Since this model handles even sharp
initializations well and relaxes the phase-field reliably and quickly to the correct form, we
used it to prepare the phase-field for the other models in cases where no global analytic
expression for the phase-field is available. Note that this is already the case for the
elliptical inclusions.
The simulations of elliptical inclusion under elastic stress illustrate that crack propaga-
tion by surface diffusion is indeed possible. In order to gain quantitative insight into what
numerical precision can be expected from all models for the dynamics of the interface
with elastic effects, the early stage of the Grinfeld instability was analyzed. While again
the SM model performed surprisingly well, it exhibited by far the largest deviation from
the theoretical expectation. All other models perform show equally good precision.
So we conclude that despite the fact that strict local conservation is dropped in the
GCT model, in contrast to the RRV and LCT model, which are strictly conservative, this
is by far outweighed by the advantage of higher robustness, making it our preferred model
for novel applications.
74
5. Fast Crack Propagation with
Phase-Transformation Kinetics
In this chapter, we present a continuum model that describes crack propagation as the
result of an elastically induced phase transition between two coherent phases. Like the
models in chapter 3, this model is not build around any specific assumptions about cracks,
but is based solely on well known and established concepts that proved to be successful
in the context of pattern formation processes. The theory is based on the continuum
description of solids, including linear theory of elasticity, that does not contain any atomic
length-scales; the competition between the surface energy as a stabilizing force and the
elastic energy as a driving force; and finally standard non-equilibrium kinetics. While
also applicable to other situations like solid-solid-transformations, this model can be used
to describe fracture on the basis of the late stage of the Asaro-Tiller-Grinfeld instability
[3, 43], see section 2.4, if one of the phases is modeled to have vanishing elastic constants.
We will see that the deep notches that form do look and behave like cracks in many
aspects.
Experimental results show that many features of crack growth are rather generic [76,
36, 100, 104, 105]; among them is the saturation of the steady state velocity appreciably
below the Rayleigh speed and a tip splitting for high applied tension and at speeds of
roughly 0.8vR.
In our approach, we treat the propagating crack as a free moving boundary problem.
The phase-field method has emerged as a powerful simulation tool to describe the complex
dynamics of interfaces without having to track these interfaces explicitly. The price to
be paid is that the phase-field formulation introduces an additional length scale ξ that is
not present in the original sharp interface problem. If the sharp interface equations are
known, as is the case for both the surface diffusion and the phase transition model, it has
to be ensured that the used phase-field model converges to these desired sharp interface
equations asymptotically. While the phase transition model is not plagued by the subtle,
but fundamental problems that were encountered when modeling surface diffusion, the
existence of the additional length scale ξ still has considerable impact on the results. One
aim of this chapter is to show how quantitatively reliable results can be obtained which
are not influenced by finite-size effects.
In chapters 3 and 4, we assumed that material diffused along the interface, leading
to mass conservation of each phase. Of course, surface diffusion is not the only process
that can be used to set up macroscopic descriptions of interface propagation, and many
phase-field investigations of the elastically driven Grinfeld instability have considered a
nonconserved phase-field [81, 68, 69, 45]. In these models, a particle reservoir is provided
by either the melt that is in contact with the solid or the adatom phase on a vicinal
surface. This predilection for phase-transition models, either on the basis of a sharp-
interface model or using a phase-field, has different reasons: first, it is easier to write
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down a nonconservative model than a conservative one, as will be shown in this chapter.
Second, the equation of motion for the surface diffusion process Eq. (3.4) are of high order
due to the appearance of the surface Laplacian, making the simulation computationally
expensive, see also Fig. 4.1. In addition, no asymptotically correct phase-field models for
surface diffusion were available until the publication of [99] and our work [44].
The choice of modeling crack propagation as a phase transition process is therefore also
motivated by practical reasons: using a nonconserved phase-field parameter and having
a local interface velocity that spares the derivatives simplifies the phase-field modeling
and reduces computational time while the same selection principles apply as with surface
diffusion.
Since we concentrated on the early stage of the Grinfeld instability in chapter 4, where
tip velocities are still low, dynamical effects were not crucially important. This is no longer
true for the results presented in this chapter, where we investigate fast crack propagation.
As we explain in Section (5.2), including dynamic effects cures the unphysical finite time
cusp singularity of the Grinfeld instability and allows for a fully self-consistent, simulta-
neous selection of both, crack shape with finite tip radius and the propagation velocity,
which renders the free moving boundary approach possible.
We will proceed as follows: We start with presenting the sharp interface formulation
of the model, containing the elastic equations and the dissipative interface kinetics. We
then explain how dynamic elasticity provides a new the scale selection mechanism, which
equally applies to phase transition and surface diffusion processes. Next, in Section 5.2.1,
the multipole expansion method [97] will be shortly described, which can be used to solve
the sharp interface equations in the specific parameter regime of steady state growth.
Since the multipole expansion method cannot resolve the whole parameter regime and
therefore leaves open questions, phase-field simulations with the same underlying sharp
interface model are performed. They serve as an independent, complimentary approach
that allows to investigate the hitherto unaccessible parameter ranges, because the phase-
field model does not need to rely on the underlying analytical assumptions of the multipole
expansion method. We point out that it is crucial to eliminate the inherent finite-size-
effects of the phase-field calculations to obtain good quantitative results. To this end,
large scale simulations and a careful extrapolation procedure are necessary. As we will
show, the results of the two numerical techniques that are, apart from being based on
the same sharp interface equations, totally independent methods to solve the free moving
boundary problem at hand, agree very well in the overlapping parameter regime.
Parts of this chapter have been published in [96], [110] and [111].
5.1. Sharp Interface Equations
For any macroscopic description of free moving boundaries, like given by an advancing
crack, some material transport mechanism is necessary. In contrast to the previous chap-
ters 3 and 4, were we assumed that transport is due to surface diffusion, we concentrate
on a phase transformation process as material transport mechanism.
The model description starts with the assumption that the crack shape is given by the
boundary between two different phases, an outer solid matrix that breaks, and an inner,
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already “broken” phase. Each of these phases is characterized by their respective effective
material constants and a chemical potential µ. Analog to the surface diffusion case, if the
motion of the interface is only driven by curvature, the local chemical potential difference
between the solid and the broken phase can be written as
µsurf =
1
ρs
γκ , (5.1)
where ρs is the density of the solid phase, γ the (isotropic) surface tension and κ the
curvature. A positive curvature corresponds to a locally convex solid phase, a negative
one to a locally concave solid. We now add elasticity to the description. Since the surface
Figure 5.1.: Geometry of the phase transition scenario. Phase transitions between phases
1 and 2 are possible and lead to interface motion with local normal velocity
vn. The volumes of the two phases and the interface A(t) are therefore time-
dependent.
energy does not couple to the elastic terms, the chemical potential consists of two parts,
µ = −µsurf + (µ(h)el − µ(s)el ) = −µsurf + µel (5.2)
where the second term (in brackets), which we will now call µel, contains the elastic effects.
The influence of surface energy and the external elastic field lead to a non-equilibrium
situation and consequently to interface movement. We interpret the fracture process as a
first order phase transition now, where the outer solid phase turns into a “broken phase”
due to elastic effects. If the phase that makes up the interior of the crack is assumed
to have vanishing elastic constants, so it does not support any stresses, it behaves like
an elastic vacuum and crack propagation can be studied. A central simplification of the
theory consists of assuming that both phases have the same mass density ρ, so the inner
phase resembles a dense gas.
The next needed ingredient in the formulation of a macroscopic sharp interface model
is a dynamical law of motion that describes the local interface velocity as function of
the chemical potential. In the phase transformation description, a particle reservoir is
present, and for a rough interface, it is natural to assume linear nonequilibrium kinetics.
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The driving force is then the chemical potential difference itself, and the normal velocity
of the interface vn will simply be proportional to it:
vn = −Dρs
γ
(µsurf − µel ) , (5.3)
where D is a kinetic coefficient with dimension [D] = m2/s, and the interface normal
points from the solid into the softer phase, as shown in Fig. 5.1. Eqs. (5.2) and (5.3) tell
us that the planar interface is energetically stable as any solid protrusion leads to growth
of the liquid phase and liquid protrusion leads to a concave bump and consequently, the
solid phase grows while the liquid phase shrinks. Independent of whether the external
loading is compressive or tensile, the elastic contribution to the chemical potential is
always positive and favors growth of the vacuum phase. This model has nonconservative
interface dynamics, and the solid part of the system serves as a particle reservoir for the
crack. That this kind of modeling captures the essential relevant physics of the real system
has been shown in [68].
All following relations can be obtained in a consistent way from variational principles,
and this is described in detail in Appendix A.1. In the bulk, the elastic displacements
have to fulfill Newton’s equation of dynamic elasticity
∂σ
(α)
ik
∂xk
= ρu¨i,
which applies in each phase α. The elastic contribution to the chemical potential at a
coherent interface for each phase is generally given by [108]
µ
(α)
el =
(
1
2
σ(α)ττ 
(α)
ττ −
1
2
σ(α)nn 
(α)
nn − σ(α)nτ (α)nτ
)
. (5.4)
The condition of coherency at the interface implies that the displacement field ui is con-
tinuous across the phase boundary,
u
(h)
i = u
(s)
i . (5.5)
Since the soft phase is modeled as an elastic vacuum, both normal and shear stresses are
not only continuous across the interface, but due to the vanishing elastic constant in the
soft phase, we have
σαnn = σ
α
nτ = 0 , (5.6)
where the indices n and τ define a local orthogonal frame of reference with n denoting
the normal direction of the interface and τ the perpendicular tangential direction (see
Fig. 5.1) and where the upper index indicates the phase.
The material in each phase is assumed to be homogeneous and isotropic and we con-
centrate on a two-dimensional plane-strain situation, so according to chapter 2.1.5, the
relation between the strain tensor

(α)
ik =
1
2
(
∂u
(α)
i
∂xk
+
∂u
(α)
k
∂xi
)
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and the stress tensor is given by Hooke’s law
σ
(α)
ij =
E(α)
1 + ν(α)
(

(α)
ij +
ν(α)
1− 2ν(α) δij
(α)
ll
)
for each phase, where E and ν denote elastic modulus and Poisson ratio, respectively.
Here, we do not include eigenstrain contributions due to different unit cells of the phases,
but they can easily be introduced [14].
At this point, the assumptions of equal mass density and coherency lead to a significant
simplification, because if they are not fulfilled, the relations for momentum conservation
are more complicated and also contain the normal velocity vn of the interface [37]. Of
course, it would be desirable to have a true vacuum inside the crack, but curing the
problem of mass loss would require a strain dependent density ρ(). This is beyond the
standard theory of linear elasticity, where such dependencies are not included.
The mass density equality of the two phases has another important implication: there
are no kinetic energy contributions of the form ρu˙2i to the chemical potential, since such
contributions are continuous across the interface. Such a term would cancel, since only
the chemical potential difference µ(h) − µ(s) enters into the equation of motion Eq. (5.3)
for the interface.
Eqs. (5.2)-(5.6) fully describe the dynamics of the system, leading to a complicated
nonlinear free moving boundary problem, and if external forces are applied to the system,
the arising interfacial patterns are selected self-consistently during this non-equilibrium
process.
5.2. Fast Crack Propagation: Selection Principles
The underlying selection principles induced by incorporating dynamic elastic effects are
rather generic and similarly valid for models with conserved order parameters. They allow
the expermimentally observed steady state crack growth with propagation velocities well
below the Rayleigh speed [100], tip blunting and branching [105] for high driving forces.
Stresses on the boundary of the crack tip with finite radius r0 scale as σ ∼ Kr−1/20 , and
the curvature behaves as κ ∼ 1/r0. Therefore, all contributions to the chemical potentials
scale like µ ∼ 1/r0, and this is ultimately the reason for the cusp singularity of the Grinfeld
instability and the impossibility of a steady-state crack growth, if only static elasticity
is taken into account: Then, the equations of motion (5.3) or (3.4) can be rescaled to
an arbitrary tip radius which is not selected by the dynamical process. The explanation
is that the linear theory of elasticity and surface energy define only one lengthscale,
the Griffith length, which is macroscopic, but do not provide a microscopic scale which
allows the selection of a tip scale. Formally, the equations of motion depend only on the
dimensionless combinations vr0/D for the phase transition dynamics and vr30/D
(sd) for
surface diffusion; the radius r0 and the steady state velocity v therefore cannot be selected
separately and any rescaling which maintains the value of the product would therefore
describe another solution. The situation changes if inertial effects are taken into account,
which is reasonable for fast crack propagation. The maximum speed at which a crack
can travel is the Rayleigh wave speed vR, which is the sound propagation speed along a
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free surface [113]. Then additionally the ratio v/vR (vR is the Rayleigh speed) appears
in the equations of motion, and therefore a rescaling is no longer possible. Instead, D/vR
for the phase transition dynamics and (D(sd)/vR)1/3 for surface diffusion set the tip scale.
Thus, we conclude that fast steady state growth of cracks is possible if dynamic effects
are taken into account.
More formal analyses also including rigorous selection mechanisms due to the suppres-
sion of growing crack openings far behind the tip are given in [109] for phase transition
processes and in [16] for surface diffusion.
This analysis shows that the selection principles which allow a fast steady state growth
of cracks are similar for the simple phase transition process studied in this chapter and
surface diffusion, studied in chapters 3 and 4. The latter does not require the introduction
of a dense gas phase inside the crack and obeys conservation of the solid mass itself. Even
more, surface diffusion can be understood in a generalized sense as plastic flow in a thin
region around the extended tip. This way, the tip can be effectively described in the
spirit of a lubrication approximation. Therefore, many general statements obtained for
the phase transition dynamics can also be used for crack growth propelled by surface
diffusion.
5.2.1. Multipole Expansion Method
We will briefly review the multipole expansion method [97] here, because we will compare
the results we obtain with our phase-field model to it later. The multipole expansion
method is based directly on the sharp interface equations and it is designed particularly
for resolving the regime of steady state growth. In contrast to the phase-field model that
will be presented in section 5.3, the limit of fully separated length scales is performed
analytically, leading to a very efficient numerical scheme.
The method is based on a series expansion technique, and the fulfillment of the elastic
boundary conditions on the crack contour reduces to a linear matrix problem, whereas the
bulk equations of dynamical elasticity are automatically satisfied. Nevertheless, finding
the correct crack shape and speed remains a difficult nonlinear and nonlocal problem.
The basic idea is to transform the problem into a well suited functional representa-
tion that describe the crack shape in a co-moving frame of reference. To this end, one
introduces two functions Φ(x, z, t) and Ψ(x, z, t) that are related to the displacements
according to
ux =
∂Φ
∂x
+
∂Ψ
∂z
, uz =
∂Φ
∂z
− ∂Ψ
∂x
.
In this representation, the bulk equations of elasticity decouple to two wave equations
∂2Φ
∂t2
= c2d∇2Φ ,
∂2Ψ
∂t2
= c2s∇2Ψ ,
where the constants cd and cs denote the dilatational and shear wave speed.
Choosing the appropriate rescaled coordinates perpendicular to the crack propagation
direction,
zd = αdz with α2d = 1−
v2
c2d
, zs = αsz with α2s = 1−
v2
c2s
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the time derivative disappears in a co-moving frame of reference (x→ x− vt), and one is
left with two Laplace equations
∂2Φ
∂x2
+
∂2Φ
∂z2d
= 0 (5.7)
∂2Ψ
∂x2
+
∂2Φ
∂z2s
= 0 (5.8)
For the mode I loading situation under investigation, the solution for the crack shape is
symmetric and using rescaled polar coordinates
x = rd cos(θd) = rs cos(θs)
zd = rd sin θd , zs = rs sin(θs)
together with usual square root behavior for the tip stresses σ ∼ r−1/2 (see section 2.2.3
Eq. (2.54)), the solution for the functions Φ and Ψ have the form
Φ = A0r
3/2
d cos
(
3θd
2
)
(5.9)
Ψ = −B0r3/2s sin
(
3θs
2
)
. (5.10)
The two coefficients A0 and B0 can then be determined by employing the boundary
conditions for a straight cut and matching to the far-field behavior, resulting in
A0 =
8(1 + ν)(1 + α2s)
3E
√
2pi (4αsαd − (1 + α2s)2)
Kdyn
B0 =
2αd
1 + α2s
A0 ,
with the dynamical stress intensity factor Kdyn for mode I. So far, this calculation is
based on a cut-like crack with a sharp tip; to solve for a crack with an extended crack
tip radius r0, the functions Φ and Ψ are given by a multipole expansion in a series of
trigonometric functions, similar to the standard multipole analysis in electrostatics. The
far-field behavior must remain unchanged, so for large distances r from the tip, r  r0,
the crack still looks like the semi-infinite mathematical cut. Therefore, the lowest order
coefficients must be given by Eqs. (5.9) and (5.10) and the higher orders must decay
sufficiently fast in order to not contribute to the asymptotics. These requirements lead
to an expansion of the form
Φ = r3/2d
[
A0 cos
(
3θd
2
)
+
N=∞∑
n=1
An
rnd
cos
((
3
2
− n
)
θd
)]
(5.11)
Ψ = r3/2s
[
B0 sin
(
3θs
2
)
+
N=∞∑
n=1
Bn
rns
sin
((
3
2
− n
)
θs
)]
. (5.12)
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Each eigenmode satisfies the elastodynamic Laplace eqations Eqs. (5.7) and (5.8). Using
the propagation velocity dependent universal angular distributions f (n)ij,d(θd, v) for the di-
latational contribution and f (n)ij,d(θs, v) for the shear contribution, the stress field expansion
is formally given by
σij =
Kdyn√
2pir
f (0)ij + N=∞∑
n=1
An f
(n)
ij,d +Bn f
(n)
ij,s
rn
 . (5.13)
The unknown coefficients An and Bn can be found by imposing the boundary conditions
for the stresses, σnn = σnτ = 0, on the crack contour. The tangential stress σττ is
determined only by the solution of the elastic problem and enters the equations through
the equation of motion Eq. (5.2) and Eq. (5.3).
From this point on, there are two strategies for solving the problem. For the Steady
State Approach, a strip geometry with a width very large compared to tip radius is
assumed and the dimensionless driving force
F =
1− ν2
2Eγ
K2stat (5.14)
can be defined. Eq. (5.14) connects the external loading to the static stress intensity
factor, which then serves as a free parameter for the simulations. Energy considerations
in the spirit of [36] then give the following relation:
Kdyn = Kstat
√
(1− ν)4αsαd − (1 + α2s)2
αd(1− α2s)
(5.15)
During steady state, the whole shape advances without changing its shape or tip velocity
v, so one can employ the purely geometrical equation for the local interface velocity vn
vn − v · nˆ = vn − v cos η = 0 (5.16)
with η being the angle between the local normal vector and the x-axis. This is a nonlinear
function for the crack shape and the tip velocity v. In [97], it was solved directly using a
multidimensional Newton method together with Powell’s hybrid approach [98, 28], where
the fact that the minimum of the functional is also the root is utilized.
For the Quasidynamical approach, the geometrical steady state condition is not ex-
ploited. Rather, since at each time step, the stress field is known and all other quanti-
ties like the chemical potential and the resulting normal velocities can be calculated, an
iterative algorithm to solve the problem numerically can be formulated. For the quasidy-
namical approach, the assumption of a steady state propagation also enters the method
in Eqs. (5.7) and (5.8). Even though the series in Eqs. (5.11) and (5.12) are infinite, the
results depend only weekly on the number of kept modes, and for N ≥ 12, both methods
are in excellent agreement. The analysis of the given sharp interface equations with the
multipole expansion approach revealed the following:
• For driving forces below the Griffith point, F < 1, the crack retracts without scale
selection, in concordance with the analytic expectation. Steady state solutions exist
for arbitrary openings h.
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Figure 5.2.: Dimensionless steady state velocity as function of the dimensionless driving
force ∆ as obtained by the multipole expansion method [97]. The solid line
corresponds to the results obtained by the steady state approach, the squares
to solutions obtained with the quasidynamic method. For F < 1.14, the
dissipation-free solution is selected by a microscopic lenthscale. There is also
no tip scale selected for F < 1, and the presented solution is obtained for a
specific set of parameters vrh/D = 10.
• For low driving forces 1 < F ≈ 1.14, there exist no dissipative solutions and the
tail opening tends to zero, as dissipation becomes zero for F ≈ 1.14 and almost
all energy is converted to surface energy. Only some kinetic energy remains, but is
transported out of the system through the soft phase. This is due to the fact that
in this regime, there is no intrinsic microscopic lengthscale present in the model.
• In the regime of driving forces 1.14 < F < 2.5, steady state solutions exist. One
notes, however, that the velocity is a monotonically decreasing function of the driv-
ing force.
• At driving forces around F ≈ 1.8, the tip curvature becomes negative.
• For driving forces F > 2.5, the propagation velocity vanishes and the lengthscale
given by the tail opening h diverges. The dissipation rate vh/D is a monontonic
growing function that remains finite, however.
This can be interpreted as follows: obviously, the model prefers tip blunting over faster tip
propagation as a mechanism to reduce the elastic stresses. This counterintuitive behavior
could be a specific feature of the minimal model. The negative tip curvatures hint at a
tip splitting mechanism due to a secondary Grinfeld instability, but this behavior cannot
be resolved numerically with the multipole expansion approach, since the assumptions of
symmetrical steady state solutions are intrinsically included in the solving methods.
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5.3. Phase-Field Modeling for Crack Propagation
There are many phase-field models for fracture based on a non-conserved order parameter
that encompass much of the expected behavior of cracks [62, 52, 2, 30]. But as long as
the scale of the growing patterns is set by the phase-field interface width ξ, these models
do not possess a quantitatively valid sharp interface limit. While phase-field models
are often used to model physical processes associated with microstructural evolution, we
want to emphasize that this is not our goal here. The diffuse interface model we present
in this section is instead used primarily as a numerical tool to solve the sharp interface
equations Eqs. (5.3)-(5.6). This means that the phase-field model permits a strict physical
interpretation only in the limit of vanishing interface thickness, ξ → 0, requiring that ξ
is much smaller than any characteristic lengthscale in the problem. In order to succeed
in this undertaking, our phase-field model has to fulfill two fundamental requirements:
it has to have a valid sharp interface limit for the case ξ → 0, and the results must not
depend on the phase-field width ξ. Both requirements are directly connected to the fact
that ξ is a purely numerical parameter and not directly connected to physical properties.
Alternative descriptions, which are intended to investigate the influence of elastic
stresses on the morphological deformation of surfaces due to phase transition processes,
are also based on macroscopic equations of motion. But they suffer from inherent finite
time singularities which do not allow steady state crack growth unless the tip radius is
again limited by the phase-field interface width [69].
In this section, we will present our phase-field model as given along the lines of sec-
tion 2.5. We choose the minima for the phase-field to be the at φ = 0 for a “soft” phase
inside the crack and φ = 1 for the“hard”phase outside of the crack. The energy functional
has the usual three contributions:
F [φ, ui] =
∫
dV (fdw + fs + fel) . (5.17)
The first term is the double well potential
fdw(φ) = 6γφ2(1− φ)2/ξ ,
with the interface width ξ and the surface energy density γ. The second term gives the
surface energy
fs(φ) =
3γξ
2
(∇φ)2
and depends on the gradient of the phase-field.
Finally, the coupling to the external elastic forces is achieved through the elastic energy
density
fel(φ, ui) = µ(φ)2ij +
λ(φ)(ii)2
2
(5.18)
where the elastic material properties are written in terms of the interpolated shear mod-
ulus and Lame´ coefficient
µ(φ) = h(φ)µ(h) + (1− h(φ))µ(s), (5.19)
λ(φ) = h(φ)λ(h) + (1− h(φ))λ(s) (5.20)
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and the superscripts denote the bulk values. They depend on the phase-field and vary
smoothly in the interface region with an interpolating function between the phases
h(φ) = φ2(3− 2φ) .
Note that the dependence of the functional F on the displacements ui is introduced in
Eq. (5.18) by the strain tensor . The elastodynamic equations are derived from the
energy by the variation with respect to the displacements ui,
ρu¨i = − δF
δui
=
∂σij(φ)
∂xj
, (5.21)
and the dissipative phase-fields dynamics follows from
∂φ
∂t
= − D
3γξ
δF
δφ
, (5.22)
where D again denotes the kinetic coefficient that also appears in Eq. (5.3).
Taking the functional derivative with respect to φ, the full phase-field equation takes
the form
∂φ
∂t
= D
(
∇2φ− 4
ξ2
φ(1− φ)(1− 2φ)− µs
3γξ
φ(1− φ)
)
, (5.23)
It has been shown in [69] that in the quasistatic case, the above equations lead to the
sharp interface equations (5.3) – (5.6) if the interface width ξ is significantly smaller than
all physical lengthscales present in the system.
We want to point out why the phase transformation model does not have the same
problems as the surface diffusion model. The phase-field equation of the free model can
be written as
∂φ
∂t
= K
(
∇2φ− 2
ξ
w′(φ)
)
.
where w = φ2(1−φ)2 denotes the double-well potential. The difference is that the velocity
is already determined at the next-to-leading order. If we perform the sharp-interface
analysis along the lines of chapter 3, we obtain
−vn∂ρΦ(0) = K
(
∂ρρΦ(1) + κ∂ρΦ(0) − 2w′′(Φ(0)) Φ(1)
)
(5.24)
instead of Eq. (3.34). We can again conclude that all terms on the right-hand side vanish
in the limit ρ→ ±∞. However, this does not lead to any constraints, since the left-hand
side depends on ρ now and goes to zero as well. Therefore, the limit is automatically
fulfilled. In the surface diffusion case, we could only conclude that a function of s, namely
d2 vanishes. So, the alternative approach does not introduce any new constraints, and
the model approaches its asymptotic limit.
As we mentioned in section 5.1, when we explained the chemical potential Eq. (5.2), the
soft phase only resembles an “elastic vacuum” due to the small elastic constants. If the
phases are modeled to have comparable elastic moduli, one can also investigate solid-solid
transformations. A systematic demonstration of this behavior can be seen in Fig. (5.3),
where the Poisson ratios in both the surrounding solid and the new inner phase are chosen
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Figure 5.3.: Solid-solid transformation in a strip. A very soft phase grows at the expense
of a harder phase. Parameters are LvR/D = 11.03 (vR is the Rayleigh speed
of the hard phase), D/ξvR = 9.27, the aspect ratio is 2 : 1. The Poisson ratio
ν = 1/3 is equal in both phases, and the driving force is F = 1.4.
equally, ν = 1/3, but the bulk moduli differ by many orders of magnitude. The softer the
inner phase becomes, the less the opening of the “crack” grows with increasing distance
from the tip, and only very far away, the new phase fills the whole channel.
When this phase-field model was used in a previous publication [16], in comparing
the results to [97], one could see that the phase-field simulations are still significantly
influenced by finite size effects and insufficient separation of the appearing length scales,
and therefore the results did not coincide. To overcome this problem, we resorted to large
scale calculations and performed a careful extrapolation of the obtained data. As it turns
out, we obtain an extremely satisfying agreement of the independent approaches.
5.3.1. Extrapolation
We want to recall briefly the ingredients and the strategy of our theory. We start from
a macroscopic description of the system that does not account for the appearance of
any processes at atomic length-scales. The theory is based on standard dynamic linear
theory of elasticity, surface energy contributions and linear non-equilibrium transport
theory, corresponding to a phase-transformation process, where the hard phase serves
as a particle reservoir for the advancing soft phase whose propagation is driven by the
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Figure 5.4.: Typical setup of the strip geometry. There is a fixed displacement at the
upper and lower grip of the system which provides the elastic driving force.
The solid phase is characterized by the elastic constants λ, µ; the broken
phase has vanishing elastic constants.
interplay of the reduction of elastic energy at the cost of increasing surface energy. The
central prediction of this theory of fracture is that a well-defined steady-state growth with
finite tip radius and velocities appreciably below the Rayleigh speed is possible. By taking
dynamic elastic effects into account, this also cures the problem of the finite-time cusp
singularity of the Grinfeld instability, as was shown in section 5.2. These predictions have
been confirmed by sharp interface methods [97] which are based on a multipole expansion
of the elastodynamic fields and also by phase-field simulations [109]. Surprisingly, it turned
out that the obtained results seem to differ significantly in the overlapping parameter
range. In particular, the sharp interface method predicts a range of driving forces inside
which the velocity of the crack is a monotonically decreasing function. Here, we show that
the discrepancy of results is due to finite size effects of the previous phase-field results
[109], and that by careful extrapolation of large-scale simulations, a coinciding behavior
is obtained. The multipole expansion technique described in section 5.2.1 is designed to
model a perfect separation of the crack tip scale D/vR to the strip width L. Since in most
real cases, crack tips are very small, it is theoretically desirable to describe this limit. For
the phase-field method, however, a finite strip width L is necessary, and a good separation
of the scales therefore requires time-consuming large-scale calculations.
The Griffith point is defined by the equilibrium condition between the energy stored
far ahead of the crack and that far behind the crack tip. In a plane strain situation, see
section 2.1.6, a finite displacment δ0 is applied to a rectangular strip of width L, as shown
in Fig. 5.4. Far behind the crack tip, the elastic energy has been released due to the crack
opening and the stored energy is simply given by the surface energy of the newly created
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crack interfaces, Esurf = 2γ. In the region ahead of the crack, the material stores only
elastic energy due to the initial displacement, which is given by the elastic energy density
and the strip width, Eel = σijijL/2. For the isotropic material under consideration here,
Hooke’s law couples stresses and strains,
σij = 2µij + λδijkk
with the Lame´-coefficient µ, the bulk modulus λ and δij denoting the Kronecker-Delta.
Since xx vanishes in the chosen setup, the elastic energy density can be written in the
form
1
2
σijij =
1
2
σzzzz =
1
2
(2µ+ λ)2zz . (5.25)
The elastic state far ahead of the crack tip can be assumed to be homogeneous and free
of shear strains, so that strain zz is given by zz = δ0/L. The equilibrium condition for
crack propagation
Esurf = Eel (5.26)
is then given by
2γ =
2µ+ λ
L
δ20 ,
which we use to define a dimensionless driving force
F =
(λ+ 2µ)
4γL
δ20 . (5.27)
The Griffith point [42] corresponds to the value of F = 1, and for larger values of F , the
crack growths.
We would like to point out that if the soft phase is modeled to have significant elastic
moduli, as is the case for solid-solid transformations, but the interface is still assumed to
be coherent (i. e. there is no lattice mismatch between the two phases), the equilibrium
condition Eq. (5.26) can easily be generalized to
2µ(s) + λ(s)
L
+ 2γ =
2µ(h) + λ(h)
L
,
leading to a slightly modified definition of the driving force,
F =
(2µ(h) + λ(h))δ20
4γL+ (2µ(s) + λ(s))δ20
. (5.28)
Apart from the finite size restriction, the phase-field method necessitates the introduc-
tion of the interface width ξ as a numerical parameter, and one has to make sure that all
physical lengthscales are much larger in order to obtain results that are in quantitative
agreement with the corresponding sharp interface equations. Therefore, the simulations
have to satisfy the hierarchy relation
∆x ξ  D
vR
 L , (5.29)
where ∆x denotes the numerical grid spacing. For the numerical realization, we employ
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Figure 5.5.: Crack shapes for different system sizes. The interface width ξ is kept constant.
For the crack shape on the left, the scale separation is not good, since the
interface width and the system height are of the same order of magnitude.
For the crack shape on the right, the scales are obviously well separated.
explicit representations of both the elastodynamic equations and the phase-field dynamics,
where the elastic displacements are defined on a staggered grid [114]. Details of the
numerical implementation are given in Appendix A.5.
The smoothness of the interface region has to be resolved numerically, so the interface
width ξ has to be noticeably larger than ∆x. While it is possible to choose ξ = 2.5∆x
[10, 11], the discrete nature of the grid is noticeable for such low resolutions and can lead
to spurious effects like lattice trapping or anisotropy effects [46]. Since we do not want to
eliminate this additional finite-size effect, we start with a resolution for ξ that is definitely
on the safe side. Tests show that the choice ξ = 5∆x is by far sufficient to resolve the
phase-field profile very accurately and avoid lattice trapping and will be kept constant.
Note that this choice actually means that approximately ten points are used to resolve
the smooth interface region.
The other scales have to be varied in comparison to the phase-field width over several
orders of magnitude, which is numerically hard to achieve due to the large grids that need
to be use. The typical set-up is to use strip lengths 2L and shift the system such that the
tip remains in the horizontal center. Thus, we can study crack growth over long times in
relatively small systems. Typical dimensions used here are 1000 × 500 grid points, but
could be considerably larger (up to 8200× 4100 grid points). The Poisson ratio is chosen
to be ν = 1/3 and the elastic constants of the new phase inside the crack are set close
to zero (typically the ratio between the values in the soft phase and the ones in the hard
phase was 10−8, however, these values are qualitatively not significant).
For being able to handle the large grids, we developed a parallel code using MPI.
This was strongly facilitated by the use of explicit schemes, where domain decomposition
is straight-forward and many processors can be used efficiently. All simulations were
performed on the supercomputers JUBL, JUMP and JUGENE, which are operated at
the research center Ju¨lich. Benchmarks reveal that if we increase the system size with
the number of processors (weak scaling), the speedup is an excellent 98% on up to 8192
processors. In the case of strong scaling, where the same computational domain is handled
by an increasing number of processors, the speedup is still an excellent 92% if we use up
to 8192 cpus. The benchmark results can be seen in Fig. 5.6.
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Figure 5.6.: Scaling behavior of the phase-field implementation. The ideal scaling behavior
is indicated by the red line. The slight decrease of the strong scaling curve is
due to the fact that the portion of the original computational domain becomes
quite small for each of the many processors used. If the processor load is kept
constant and the total system size scales with the number of processors, the
speedup is almost perfect.
Close to crack tips, stresses become large, exhibiting characteristic square-root singu-
larities which are related to stress intensity factors, see Fig. 5.7, and the phase-field code
can also be used to extract them. For cracks with finite tip radius r0, the stress scaling
σ ∼ r−1/2 at a distance r from the tip is only valid in an intermediate regime in finite
systems: Close to the tip, higher order terms can appear,
σij =
K
(2pir)1/2
f (0)ij + ∞∑
n=1
Anf
(n)
ij,d +Bnf
(n)
ij,s
rn
 , (5.30)
which are suppressed only for sharp tips. Here, the functions f (n)ij,d(θd, υ) and f
(n)
ij,s(θs, υ) are
the universal angular distributions for the dilatational and shear contributions. Far away
from the tip, the stress distribution is significantly influenced by the specific boundary
conditions. However, from the intermediate region, the stress intensity factor can be
extracted. This is done here for a fast moving crack with propagation velocity v/vR = 0.68
(vR is the Rayleigh speed) subjected to a mode I loading; a deviation of about 10% for
the dynamical stress intensity factor from its theoretical expectation is due to the fact
that the crack opening is rather large in comparison to the system size.
We mentioned in section 5.2.1 that in the framework of the model, it was shown that
dissipation free solution exist close to the Griffith point [97]: In this regime 1 < F < 1.14,
an additional microscopic length scale is needed to select the small tip radius which is no
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Figure 5.7.: Determination of a dynamical stress intensity factor for a crack with good
scale separation like shown in the lower panel of Fig. 5.3.1. The value of the
vertical stress component σzz as a function of the distance from the tip is
shown in a logarithmic presentation. In an intermediate regime, the square-
root behavior is clearly visible.
longer determined by the ratio D/vR. In the phase-field simulation, this ”atomic” cutoff
can be mimicked by the phase-field interface width and was already done in [109].
Here, we focus first on the more interesting regime of higher driving forces, but still
below the threshold of instability. One can see the effect of the numerical scale separation
in Fig. 5.8, where typical crack shapes in the vicinity of the tip are shown. The effects of
better scale separations become less and less pronounced. In order to fulfill the scale sep-
aration requirements (5.29), we remove the finite-size effects in the obtained steady state
velocities vL,ξ systematically through a double extrapolation procedure. The subscripts
indicate the additional non-resolved length scale dependencies.
In the first step, we extrapolate the results of the simulations to an infinite system size by
decreasing the ratio ξ/L → 0 for fixed tip scale ratio D/ξvR. This step is demonstrated
in Fig. 5.9 for F = 1.4, where the dimensionless propagation velocity v˜L,ξ = vL,ξ/vR
is plotted as function of the inverse square root of the system size (ξ/L)1/2. In this
representation, the data for the larger systems can be extrapolated linearly to infinite
system sizes, since numerically we get a scaling
v˜L,ξ
(
F,
D
vRξ
,
L
ξ
)
= v˜ξ
(
F,
D
vRξ
)
+ α
(
ξ
L
)1/2
(5.31)
for large systems, ξ/L 1, with a constant α > 0 for each curve. Because the points to
the very far right correspond to the smallest system sizes, the corresponding runs yield
the least accurate results.
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Figure 5.8.: Crack shapes for different scale separations D/vRξ and fixed ratio LvR/D =
11.03; the aspect ratio of the system is 2 : 1. The driving force is F = 1.4.
By improvement of the separation, the crack opening is reduced, and finally
the boundaries become straight parallel lines.
If the separation of D/vR to ξ were perfect, the extrapolated values v˜ξ(F,D/vRξ) would
cumulate to a single point. But Fig. 5.9 shows clearly that this is not the case and therefore
a second extrapolation step is necessary.
This second step, shown in Fig. 5.10 (again for F = 1.4), consists of resolving the
dependence of the velocity vξ/vR on the separation parameter vRξ/D. To do so, we use
the extrapolated values from Fig. 5.9 to obtain a scaling
v˜ξ
(
F,
D
vRξ
)
= v˜(F )− β vRξ
D
(5.32)
with a constant β > 0 and the dimensionless sharp interface limit velocity v˜ = v/vR. The
colors of the symbols correspond to the respective lines in Fig 5.9. Both scaling relations
(5.31) and (5.32) are obtained empirically from the numerical data. The constant v˜(F ) is
the final extrapolated tip velocity for one given value of the parameter F that can then
be compared to the results from the multipole expansion method.
We performed this tedious procedure for several driving forces, and the comparison to
the multipole expansion method [97] is shown in Fig. 5.11. The agreement of the results
which are obtained from completely different and independent methods is convincing.
In particular, we find evidence for the prediction that the steady state velocity decays
weakly with increasing driving force. It turns out that the increase of the dissipation rate
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Figure 5.9.: First step of the extrapolation procedure for the dimensionless velocity v/vR.
The system size L/ξ is increased and the ratio D/ξvR is kept fixed for each
curve. For each ratio, an extrapolated velocity vξ/vR corresponding to an
infinite system size is obtained, as indicated by the dashed lines. The driving
force is F = 1.4.
is due to the strong tip blunting, which is a new degree of freedom in the current model,
since the entire crack shape is selected self-consistently. The explanation for this behavior
is that the dissipation function is given by the dimensionless quantity vr0/D, and this
is indeed a monotonically increasing function of the driving force F , as can be seen in
Fig. 5.12; theoretically, it is not required that v/vR itself grows. If the tip radius were
fixed due to additional constraints, which we carefully avoided to contain in the current
description, an increasing velocity v(F ) would be the consequence. A possible way to
mimic such a constraint in the phase-field description is to introduce a length-scale cutoff
in the tip by a small lengthscale D/vR, which results in r0 ∼ ξ. This behavior was already
studied in [109], and a growing function v(F ) was found, in qualitative agreement with
other phase-field descriptions and molecular dynamics models with sharp tips. However,
the decreasing velocity might be an artefact of the model. We also note that it is con-
ceivable for other transport mechanisms that the effect of tip blunting is less pronounced
or does not occur, and therefore an increase of the propagation velocity with the driving
force F would be possible even for full scale separation r0  ξ.
As we already discussed at the end of section 5.2.1, in the regime of higher driving forces,
the tip curvatures became negative, hinting at a possible tip splitting scenario which could
not be resolved with neither the steady-state nor the quasi-dynamic multipole expansion
method. The phase-field method, however, is able to reliably resolve also this parameter
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Figure 5.10.: Second extrapolation step to obtain the sharp interface velocity v. The
extrapolated velocities obtained from Fig. 5.9 are plotted as function of the
scale separation parameter vR/ξD. In this example F = 1.4 is used.
regime, and for higher driving forces, we observe tip splitting indeed. The scaling analysis
5.2 predicts that for both mechanisms, surface diffusion and phase transformation, tip
splitting is possible for high applied tensions due to a secondary ATG instability: Since the
stresses scale as σ ∼ Kr−1/20 in the tip region and the local ATG length is LG ∼ Eγ/σ2, an
instability can occur, provided that the tip radius becomes of the order of the ATG length.
In dimensionless units, this leads to the prediction Fsplit ∼ O(1) for the dimensionless
driving force F . Therefore steady-state solutions exist only up to a critical value of F . A
prototypical series of snapshots for such a crack at different times is shown in Fig. 5.13 for
a value of F = 2.0. The color coding represents the elastic stresses present in the system.
The crack tip starts blunting, finally splitting up in two cracks. One crack tip wins the
competition and continues to grow while the other stops, as the material around it has
relaxed. This is qualitatively in very good agreement with experimental observations
[75, 76, 104, 105]. The complex interaction between the elastic fields and the free moving
boundary is clearly visible, indicating that a sharp tip approach might not be sufficient
to describe such a propagation behavior.
It is worth mentioning that the onset of the irregular branching behavior depends
sensitively on the system size, since the scale separation and the system size need to be
large enough. In relatively small systems, the branches of the crack cannot separate since
they are repelled by the boundaries and are effectively stabilized by the limited system
size. Therefore, the steady state growth is always stabilized by finite size effects. On
the other hand, initial conditions can trigger an instability, and then a long transient is
required to get back to steady state solutions. Despite these restrictions, we are still able
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Figure 5.11.: Comparison of the steady-state crack velocity obtained from the multipole
expansion technique [97] and the extrapolated value from phase-field simu-
lations. The colored region indicates the range of driving forces for which
the multipole expansion method has only unstable solutions with negative
tip curvature, hinting at a tip splitting instability (see text).
to make the prediction that the threshold of splitting obeys Fsplit . 1.9 in the phase-
field model. This is in agreement with the conjecture that branching occurs as soon as
the steady state tip curvature becomes negative, leading to the prediction Fsplit ≈ 1.8
obtained by multipole expansion [97]. The small deviation of the velocity in Fig. 5.11 for
F = 1.8 can be traced back to the fact that this value is already close to the threshold of
the tip-splitting instability which cannot be captured by the multipole expansion method.
Consequently, even for (weakly) growing velocities v(F ) in models similar to the one
presented here, the steady state velocity would remain well below the Rayleigh speed due
to the termination of the steady state branch; moreover, even without the tip splitting in-
stability, the velocity could remain below vR for sufficiently strong tip blunting, depending
on the particular model.
The numerical determination of a characteristic crack width scale in the sharp interface
limit is more difficult, and therefore we refrain from performing a double extrapolation
procedure. Because the soft phase inside the crack still possesses small nonvanishing
elastic constants, the equilibrium situation far behind the crack tip corresponds to a full
opening of the crack, instead of the opening being of the orderD/vR, and the elastic energy
is minimized if the hard phase completely disappears. Small remaining elastic constants
can be due to an insufficient separation of the scales D/vR and ξ, since according to
Eqs. (5.19) and (5.20), the elastic constants decay only exponentially inside the crack,
even if this soft phase has nominally vanishing elastic coefficients. Therefore, the crack
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Figure 5.12.: Dissipation rate as function of the external driving force. Since the velocity
is a decreasing funtion, the tendency to dissipate energy by tip blunting is
very pronounced.
opening is a weakly growing function of the distance from the crack tip, and this slope
becomes smaller with better scale separation, as can be seen Fig. 5.8. We point out that
the opening of these crack shapes is solely due to the phase transition process. To obtain
the real shape under load, one would have to add the elastic displacements to the drawn
shapes. For example, the vertical displacement obeys the usual scaling uy ∼
√|x| for
large distances |x| from the tip.
5.4. Conclusion
In this chapter, we investigated the behavior of a minimal continuum model for crack prop-
agation by an elastically induced phase transition between two coherent phases which does
not contain any specific assumptions about cracks and can even be used for solid-solid
transformations (see Fig. 5.3). We can model the elastic vacuum by assigning vanishing
elastic constants to the inner phase and take the late stage of the Grinfeld instability as
a starting point, where deep grooves form that advance very rapidly. The link to conven-
tional fracture mechanics is given by the fact that in both cases, the interface movement
is determined by the competition between elastic and surface energy effects. In our ap-
proach, we treat the crack as a free boundary, and we showed in section 5.2 that by using
dynamic theory of elasticity, the finite time cusp singularity can be removed and a simul-
taneous selection of crack velocity and tip radius is possible. The central finding of this
theory are that it predicts a regime of steady-state growth with velocities well below the
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Figure 5.13.: Irregular tip splitting scenario for F = 2.0. We used LvR/D = 44.2 and
D/vRξ = 9.3; the aspect ratio of the system is 2:1. Time is given in units
D/v2R. The color coding visualizes the stress field, where violet indicates the
lowest and red the highest stresses.
Rayleigh speed. This is in agreement with findings obtained by sharp interface methods
from the literature [97]. A careful comparison of the quantitative data in the overlapping
parameter regime revealed that it is of great importance to remove finite size effects in
the phase-field simulations. We therefore performed a double extrapolation, first to infi-
nite system sizes, see Fig. 5.9, and then to vanishing interface widths, see Fig. 5.10, and
obtained an extreme convincing agreement of the totally independent numerical methods,
see Fig. 5.11. We are also able to determine quantities like the dynamical stress intensity
factor numerically. Extending the simulations into the regime of higher driving forces,
we found a dynamic tip splitting instability, see Fig. 5.13, a behavior that is known from
experiments [36, 75, 76, 104, 105].
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6. Collective Behavior of Multi-Cracked
Material
As was made clear in the previous chapters, fracture provides an effective mechanism for
the material to release elastic energy. Of course, the properties of a cracked material can
be strikingly different from the uncracked one, total failure just being an extreme case.
Very often, a material contains many micro-cracks which do not necessarily lead to total
failure, but their presence alters the elastic properties of the system. Therefore, one is
interested in an estimation of the effective material constants that can be attributed to the
now heterogeneous system consisting of the original solid matrix and the inclosed cracks.
Cracked material is just one case in the widely dealt-with topic of physical properties of
heterogeneous media [59]. The different physical properties to be described encompass
conductive, transport and also elastic quantities [101, 32, 48, 34]. Often, one starts from
a coarse-grained picture and aims to find an effective description for the heterogeneous
mixture. Much effort has been put into the calculation of effective elastic properties of
composed media where the constituents have different elastic coefficents [49, 102, 13, 39,
40, 41]. A comprehensive overview can be found in in [86].
A very important step towards an effective medium theory was the work of Eshelby
[32]. His calculation of the elastic fields around and inside a single ellipsoidal inhomo-
geneity in an infinitely extended, linearly elastic homogeneous solid provides the starting
point for many approximative approaches. In the context of conductivity and dielectrics
of heterogeneous media, Bruggeman [18] introduced a method he named Symmetric
Effective Medium Theory, since its results are insensitive to phase interchange; this
method became known as Self Consistent Scheme (SCS) [19, 26, 56] later, which is
an unfortunate choice of name, since self-consistency is too weak a requirement to fully
characterize the approach [47]. Being very similar to an averaging method known as di-
lute distribution model, it predicts that the elastic constants vanish linearly with the
void volume fraction, which is in disagreement with experimental and numerical results
[86]. The phase-biased method, where one phase is considered to be a solid matrix that
contains inclusions of a second phase, has been developed further to become the Differ-
ential Scheme, also known as Iterated Homogenization Method and has later
been used in many different applications [79, 87, 47, 93, 39, 41].
One should note that since the basic ideas for the different approaches are conceptually
similar and the predictions can be identical for the systems under consideration, the nam-
ing convention in the literature is not always consistent. The common basic assumption
of most approaches is that the the concentration or volume fraction of the inclusions is
the most important quantity by which a heterogeneous system can be characterized: in
a very dilute distribution, one may neglect interaction effects. If the concentration in-
creases, however, interaction effects play an increasingly important role. So the question
arises how the different effective schemes include these interaction effects.
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It turns out that the elastic properties of the system depend not only on the inclusion
concentration, but the positional and orientational distributions of the inclusions also
have a strong effect. Even different loading paths can lead to a different elastic response
of the material under investigation [56]. Therefore, special attention has to be paid to
the underlying assumptions of the cavity distribution. It has been shown that the most
restrictive bounds that can be obtained for the bulk modulus of two-phase materials in
terms of phase moduli and volume fractions are Hashin-Shtrikman-type bounds [48, 49].
Improvement to these bounds have to involve considerations of statistical details of phase
distributions Torquato91.
Quite naturally, there has always been considerable interest in the special case that a
homogeneous material becomes heterogeneous by the appearance of cracks. While often
cracks constitute the limit of the elastic moduli of the second phase going to zero for many
theories, they are special in the sense that they can weaken a material substantially also if
the cracks are slitlike and the volume fraction is very small. This necessitates a different
measure of defect concentration, leading to entirely different material behavior.
We will see in the following that while the differential scheme predicts an exponential
decay of the effective elastic constants for random crack distributions, we can show here
by simple scaling arguments that for an arrangement of parallel cracks, the effective elastic
constants show a power law decay.
6.1. Differential Homogenization Method
The differential scheme has been developed to estimate the effective elastic properties and
has been used by numerous authors [18, 19, 34, 80, 47, 93] to treat dilute suspensions of
inclusions or cracks. One can imagine that due to high stresses, many small cracks can
form independently and randomly within a loaded material to relax the stress in their
immediate neighborhood. The cracks can advance until their relaxed zones come into
contact. The largest and most favorably oriented cracks continue to grow to reduce the
elastic energy, winning the competition against their smaller neighbors. This growth then
continues on a larger scale until the larger crack’s respective regions of influence come
into contact and so on. Because the inclusions/cracks are of larger size, they ”see” an
effectively homogeneous medium that includes the smaller inhomogeneities. This process
is illustrated in Fig. 6.1.
One should note, however, that this can only be considered to be a thought experiment
as the requirements of an infinitesimal inclusion increment, large numbers of inclusions
and increasing order of magnitude of inclusions are mutually contradictory. Despite its
highly idealistic hierarchical picture, it turns out that this self-consistent approximation
approach produces reasonable results even for static, nonhierarchical random mixtures.
In the following paragraphs, we will outline the line of reasoning in more detail.
First, we consider the general situation where the system under consideration consists
of two different homogeneous isotropic elastic materials; the special case of cracks, where
the second phase is modeled as a material that does not support any stresses at all, will be
treated later in section 6.3.2. The idea of the differential scheme is the following: A system
of dimensionless “volume” V0 = 1 contains inclusions of a second phase, characterized by
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Figure 6.1.: Illustration of the coarsening process as obtained with phase-field simulations
for an irregular arrangement of cracks in a uniaxially strained solid with
periodic boundary conditions in lateral direction. Large cracks grow at the
expense of smaller ones. The parameters used here are ∆ = 6, D/ξvR = 2.32,
and the system size is 1000× 300 grid points. Time is given in units D/v2R.
the initial concentration c0, which in turn means that the concentration of the first phase
is 1− c0. If density differences are neglected, the volume fraction of phase two is therefore
also c0.
Now, a volume of dc0 of the second phase to the original volume V0 = 1 is added,
leading to a total volume of V = 1 + dc0. The total volume of phase two has increased to
c0 + dc0, resulting in a total volume fraction of
c =
c0 + dc0
1 + dc0
= c0 + (1− c0)dc0 +O(dc20) (6.1)
The change of concentration of the second phase is therefore
dc = (1− c0)dc0 (6.2)
Let Meff denote a complete set of elastic constants, for instance M = {λ, µ}. If the
effective constants Meff are of the form
Meff = F (M1,M2, c) , (6.3)
they can always be written equivalently in the form
Meff = F (Meff ,M2, c = 0) . (6.4)
Employing the above identity and performing a series expansion of F leads to
Meff + dMeff = F (M1,M2, c+ dc)
= F (Meff ,M2, dc0)
= F (Meff ,M2, 0) +
∂F (M1,M2, c)
∂c
∣∣∣∣ c=0
M1=Meff
dc
1− c ,
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where we used Eq. (6.2) for the last equality, which in turn leads to the relation
dMeff
dc
=
1
1− c
∂F (M1,M2, c)
∂c
∣∣∣∣ c=0
M1=Meff
, (6.5)
which is the central set of differential equations that determine the solutions for the ef-
fective elastic moduli in the framework of the differential homogenization approach. We
would like to point out that, after performing the derivative on the right hand side, it is
important to set the concentration to zero first and only then to replace M1 by Meff (c),
as these operations do not commute.
Obviously, this approach is independent of the dimensionality of the system. For a
one-dimensional system, which can be pictured as consisting of two different connected
springs, the exact solution can be easily derived. This one-dimensional exact solution can
also be recovered with the described method, since the geometrical aspects of the theory
of elasticity do not come into play; this is shown in Appendix A.3. For two and three
dimensions, the differential approach ceases to be exact due to the geometrical aspects
of elastic interaction, but it still obeys the Hashin-Shtrikman-bounds [60]. While two
and three dimensional systems differ strongly to one dimensional systems due to these
geometrical interactions, these higher dimensional systems can be very similar to each
other. Setups with transverse isotropy in one direction under plane strain loading are
specifically designed to exploit this similarity.
Before we investigate the applicability of the differential homogenization method to
various physical setups, we would like to display the conversion rules of two- and three-
dimensional elasticity.
6.1.1. Two- and Three Dimensional Elasticity
The results presented in this chapter pertain to both two and three dimensional systems.
For the three dimensional problems, we particularly concentrate on plane strain situations,
see section 2.1.6, i. e.
ux = ux(x, z), uz = uz(x, z), uy = 0 . (6.6)
where u denotes the displacement field. The linear relations between the stress σ and the
strain  as given by Hooke’s law, see section 2.1.5, then take the form
xx =
1
E
[
(1− ν2)σxx − ν(1 + ν)σzz
]
,
xz =
1 + ν
E
σxz ,
zz =
1
E
[
(1− ν2)σzz − ν(1 + ν)σxx
]
,
and all other strain components vanish.
Two-dimensional elasticity uses a different representation, however. The geometrical
considerations that lead to the definition of the Young’s modulus E and the Poisson ratio
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ν are identical, but since the stiffness tensor contains fewer entries, Hooke’s law leads to
xx =
1
E¯
[σxx − ν¯σzz] ,
xz =
1 + ν¯
E¯
σxz ,
zz =
1
E¯
[σzz − ν¯σxx] ,
where we denoted the corresponding two-dimensional elastic constants with a bar for
clarity. From these relations, it is easy to deduce the following conversion rules:
E¯ =
E
1− ν2 , ν¯ =
ν
1− ν . (6.7)
The inverse relations have the form
E = E¯
1 + 2ν¯
(1 + ν¯)2
, ν =
ν¯
1 + ν¯
(6.8)
Of course, these conversion rules are only valid if the three-dimensional problem is posed
in such a way that no contribution of the third dimension has to be taken into account.
This is typically the case for plane strain and plane stress situations with transverse
isotropy in one direction. We also remark that the usage of E and ν as the only elastic
constants implies the assumption of an homogeneous isotropic material.
6.2. Random Distribution of Spherical Holes
The first system under investigation is that of a two-dimensional solid isotropic body in a
plane strain situation that contains randomly placed circular holes which are allowed to
overlap. This system has already been investigated numerically by Day et al. [27]. We use
this scenario to demonstrate the applicability of our numerical method to determine the
effective elastic constants. For N spherical holes of radius r in the solid phase with area
A, the true void concentration c is related to the void area ratio c˜ = Npir2/A according
to the relation
c = 1− exp−c˜, (6.9)
which takes into account that the circles can overlap. The above relation can by easily
understood from the following analysis: Assume that already the fraction c of the total
area is covered by holes. Addition of holes with area dA leads to a change of the void
concentration by
dc =
(1− c)dA
A
, (6.10)
where the factor 1− c takes into account that only the area (1− c)dA covers parts of the
solid phase. Integration of this relation then immediately leads to Eq. (6.9). Notice that
this is conceptually the same idea as in the derivation of Eq. (6.5).
Our numerical simulations, which are based on the phase-field programs used in the
previous chapters, are of course done with finite systems; here we use grid sizes of 2047×
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1023 lattice units dx2, and apply periodic boundary conditions horizontally and fixed
displacements vertically. In this homogeneous system, we insert N spherical holes with
radius r = 20dx, which are allowed to overlap. Note that in contrast to the previous
chapters, we consider only static situations. This is due to the fact that neither the
analytic approaches nor the finite element simulations treat the fully dynamical problem.
In order to compare our newly obtained results against these methods, the phase-field
dynamics are ”frozen”, corresponding to a vanishing kinetic coefficient. The concentrations
obtained by the finite system simulations that we perform as a check agree perfectly with
the prediction Eq. (6.9), as can be seen in Fig. 6.2. We then measure the average stresses
 0
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Figure 6.2.: Void concentration c as function of the total spherical hole area fraction,
as obtained from the numerical simulations. The data are compared to the
theoretical prediction Eq. (6.9).
in these systems as well. Notice that the system remains isotropic, and is therefore
characterized by Eeff and νeff . Since ν¯ is a dimensionless quantity, we know that it
cannot depend on Eeff , so we have νeff (Eeff , c) = νeff (c).
Starting from the exact expression for a single inclusion [32], low-density expressions
for the effective elastic constants can be derived in terms of the two-dimensional elastic
moduli:
E¯low =E¯ − 3E¯c+O(c2), (6.11)
ν¯low =ν¯ + (1− 3ν¯)c+O(c2) (6.12)
with the elastic constants E¯, ν¯ of the solid phase and the void concentration c. This result
is attributed to numerous authors [56, 106].
104
6.2. RANDOM DISTRIBUTION OF SPHERICAL HOLES
The above expressions, truncated after the leading nontrivial order O(c), are approxi-
mate expressions known as the dilute distribution model [86] and predict a linear depen-
dence of the effective moduli also for higher concentrations c. We also observe that the
effective elastic modulus does not depend on the Poisson ratio, a behavior that is known
to be exact and which is also reflected by this approximative theory. This theory predicts
a ”percolation point” at c = 1/3, from where on the effective elastic constant E becomes
zero and the Poisson ratio equals ν¯ = 1/3 then. However, the true percolation threshold
is at c = 0.68 [5, 4] and therefore the dilute distribution model loses its predictive power
for higher concentrations, underestimating the true stiffness. This tendency is increased
by the fact that interactions can modify the percolation threshold, depending on whether
they are attractive or repulsive [20].
Using the above low-density expressions (6.11) and (6.12), we can also derive another
approximative model for the elastic constants in the framework of the differential medium
theory explained above. According to equation (6.5), we start from
dEeff
dc
=
−3Eeff
1− c (6.13)
dνeff
dc
=
1− 3νeff
1− c (6.14)
and obtain as solution
Eeff (c) =E¯(1− c)3, (6.15)
νeff =
1
3
−
(
1
3
− ν¯
)
(1− c)3. (6.16)
The first thing we note is that this model also reflects the independence of the two-
dimensional elastic modulus on the Poisson ratio. Second, this model predicts percolation
only for c = 1, i.e. if the solid phase has completely disappeared. It is obvious that this
model therefore must be invalid for high cavity concentrations as well, overestimating the
elastic constants of the heterogeneous system.
The dependence of the effective elastic modulus on the concentration as predicted by
the theories, see Eq. (6.11) and Eq. (6.15), and as obtained by numerical simulations is
shown in Fig. 6.3. The independence of Eeff on the Poisson ratio is clearly visible also in
the numerics, where we checked this explicitly for ν = 1/3 and ν = −0.7. We find that
for the same random arrangement of circular holes the elastic constants match. Since
we wanted to obtain a reasonable statistical averaging, we also performed repeated runs
with different initializations. As we increase the void concentration c, one can clearly
see that the scattering of the data points increases for higher concentrations, since larger
clusters can form which can become comparable to the (finite) system size used in the
simulations. Also, the relaxation time increases strongly with c, and therefore we refrain
from presenting data for higher concentrations. In [27], Day et al. performed simulations
based on an elastic spring network formulation for system setups analogous to ours. The
comparison of our numerical results to the simulation data of Day et al. are also included
in Fig. 6.3. The results for the independent numerical approaches are in reasonable
agreement. In particular, all sets correctly reproduce the exactly known low density limit
c → 0. For higher concentrations, we obtain a higher effective elastic modulus than Day
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Figure 6.3.: Effective elastic modulus as function of the void concentration c. The plot
shows numerical data for different Poisson ratios, in comparison to numerical
results obtained by Day et al. The independence of the Poisson ratio is clearly
visible.
et al., and we believe that this is a consequence of the considerably larger systems that
we used.
Next, we compare the results of ν¯eff to the approximative analytical expressions of the
dilute distribution model and the differential theory. According to the numerical results,
it seems that the differential theory gives a slightly better approximation, especially for
materials with negative Poisson ratio, see Fig. 6.4. However, as we already noted, this
theory must fail fundamentally above the percolation threshold.
The physical system we considered so far is that of a two-dimensional sheet that contains
circular holes. Since the elastic modulus and the Poisson ratio decouple completely,
this system is particularly convenient to solve. The effective three-dimensional elastic
modulus however, does not have the property of being independent of the Poisson ratio.
But with the results we obtained so far, we can easily give the solution for a three-
dimensional system that contains long void parallel cylinders, by applying the conversion
rules Eq. (6.8). This way, we obtain
Eeff =
3E (c− 1)3 (c(8ν − 2)(c2 − 3c+ 3)− 3(1− ν))
(c (4ν − 1)(c2 − 3c+ 3)− 3)2 (ν + 1) (6.17)
νeff =
c (4ν − 1)(c2 − 3c+ 3)− 3ν
c (4ν − 1)(c2 − 3c+ 3)− 3 (6.18)
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Figure 6.4.: Poisson ratio as function of the void concentration c. For ν = 1/3, both, the
dilute distribution model and the differential theory show fairly good agree-
ment with the numerical results. For negative Poisson ratios, the differential
theory coincides much better with the simulations.
A plot of the three-dimensional effective elastic modulus E as a function of the concen-
tration c is shown in Fig. 6.5.
In fact, for negative Poisson ratios, the effective elastic modulus can first increase if the
material is ”weakened” by spherical holes. Negative Poisson ratios as low as ν = −0.8
have been experimentally observed in foam structures [72]. The counter-intuitive stability
increase of the solid is due to the fact that peculiar boundary conditions have to be applied
to avoid out-of-plane strain and the special microstructure that auxetics need to have,
see Section 2.1.5. When measuring the elastic modulus under plane strain conditions
in one direction, some other forces have to act in the orthogonal directions in order to
fulfill the plain strain conditions. We would like to point out that the initial increase of
the elastic modulus is only due just for the different representation of two- and three-
dimensional elasticity and the special set of loading that is needed to generate the plane
strain conditions.
6.3. Random Distribution of Elliptical Cracks
In [41], a problem related to the circular hole setup was investigated, namely that of
infinitesimally thick ellipsoidal cracks. While this particular choice of shape allows to use
exact results for ellipsoidal inclusions, it mimicks the flat, long shape of cracks; especially,
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Figure 6.5.: Effective elastic modulus for a solid containing parallel cylindrical holes under
plane strain conditions. Whereas for ν = 1/3, a monotonic decrease of the
effective modulus is observed, this is not true for auxetic materials. Here, the
negative values of ν lead to an initial increase of the effective strength.
the cracks have a vanishing volume fraction, in contrast to the circular voids considered in
the previous section. Another issue to be adressed is the angular distribution of the cracks.
6.3.1. Crack Density Parameter
Cracks can weaken a material considerably even when their height is very small. It is
therefore necessary to find a better suited measure of the crack density than the void
concentration c. To do so, we consider a region of the x-z-plane with total area A and N
elliptic inclusion with aspect ratio e = az/ax. In the limit e→ 0, this is equivalent to slit
cracks. Please note that in contrast to [41], where the setup defined cracks along the x-axis
in the y-z-plane, we use the x-z-plane instead in order to keep our notation and geometrical
setup consistent. In addition to the porosity density parameter, an additional parameter
has to be introduced in order to quantify the directional variability of the inclusions.
Assuming that the cracks are arbitrarily rotated with an angle θ ∈ (−pi/2, pi/2) around
the y-axis, which is the axis of transverse isotropy here, their angular distribution is
characterized by the order parameter
P = 〈sin2(θ)〉 . (6.19)
It describes the distribution of cracks, where the values P = 0 and P = 1 correspond to
a parallel arrangement of cracks along the x- or z-axis, respectively; P = 1/2 means that
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the cracks are randomly oriented in the plane, see Fig. 6.6. The volume fraction c of the
inclusions is given by the number of cracks N times their area piaxaz, divided by the total
area A:
c =
piaxazN
A
=
pieb2N
A
= αe (6.20)
where we used ax = b and e = az/ax for the second equality. This results in the new
dimensionless quantity
α =
pib2N
A
(6.21)
which effectively describes the crack density and respects the fact that they have a van-
x
z
a
a
Θ
z
x
Figure 6.6.: In the case of an unordered system with P = 1/2, elliptic inclusions of equal
length L = 2ax and aspect ratio e = az/ax are distributed at random positions
and arbitrarily rotated with an angle θ around the y-axis.
ishing volume fraction for e→ 0.
6.3.2. Iterated Homogenization for Randomly Oriented Cracks
In the following, we will outline roughly the line of reasoning that was taken in [41], before
we will present a simpler approach to the considered problem of randomly oriented cracks.
The main result is that for P = 1/2, the effective elastic modulus and the poisson ratio
decay exponentially with the density parameter α in the case of arbitrarily oriented cracks
of the same length L = 2b:
Eeff =
E[2ν + (1− ν)eα]
[ν + (1− ν)eα]2(1 + ν) (6.22)
νeff =
ν
ν + (1− ν)eα . (6.23)
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In [41], the case of a parallel crack arrangement is not treated, as it is not easily possible
with the presented method. We will show in section 6.4 that for parallel cracks, the
decrease of the effective elastic constant follows a power law instead.
The starting point to the homogenization approach is provided by the so-called Es-
helby Tensor [85]. It contains all physical information required to predict the mechan-
ical interaction between the inclusion and the outer solid matrix under external load. For
inclusions that support elastic stresses, the internal stress and strain fields are constant
for constant external strain fields. If the inclusion is a void, the Eshelby tensor S provides
the relationship between the external strain 
ext
and the induced strain 
int
:

int
=
(
I − S)−1 
ext
(6.24)
where I denotes the identity tensor. For a crack that has an elliptical shape in the x-
z-plane and is extended in along the y-plane, the Eshelby tensor depends only on the
aspect ratio e = az/ax with the semiaxes a along the corresponding direction, and on the
poisson ratio of the surrounding matrix [85].
Let us address the random orientation case with P = 1/2 first. A solid with a two-
dimensional arbitrary orientational distribution of parallel slit cracks normally exhibits
the symmetry of an orthorhombic crystal: the different orientation of the cracks along the
x- and z-axis leads to different elastic behavior in these directions. The third inequivalent
direction stems from the alignement along the y-axis. The corresponding effective stiffness
tensor has 9 independent entries that depend on the Young’s modulus E, the Poisson ratio
ν, the crack density parameter α and the orientation order parameter P .
Starting with the hypothesis of low crack density so that the cracks do not interact, the
effective stiffness tensor of a non-isotropic, 3d orthorhombic system can be explicitly given
in Voigt notation, see section 2.1.5, but keeping all four indices for better readability:
Ceff =

C1111 C1122 C3311 0 0 0
C1122 C2222 C2233 0 0 0
C3311 C2233 C3333 0 0 0
0 0 0 C1212 0 0
0 0 0 0 C2323 0
0 0 0 0 0 C3131
 (6.25)
The closed form expressions for P = 1/2, depending on the parameters E, ν and α, are
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[41]:
C1111 =
E[α2(1 + ν)(1− ν)2 + 2α(1− ν) + 1− ν]
D
C2222 =
E(1− ν))(1 + α)
D
C3333 =
E(1− ν)(1 + α)
D
= C2222
C1122 =
Eν(1 + α(1− ν))
D
C3311 =
Eν(1 + α(1− ν))
D
= C1122 (6.26)
C2233 =
Eν
D
C1212 =
2E
(2 + α)(2 + 2ν)
C3131 =
2E
(2 + α)(2 + 2ν)
= C1212
C2323 =
E
(1 + α(1− ν))(1 + ν)
where the denominator D is given by
D = [α2(1− ν)2 + 2α(1− ν)2 + 1− 2ν](1 + ν) .
But since the material is transversely isotropic along the y-axis and a random orientation
in the x − z-plane is assumed, the material becomes transversely isotropic. Under the
conditions of plane stress or plane strain, the material appears to be isotropic and can
be fully described by the two material constants Eeff and νeff . Giordano and Colombo
then arrive at their final result Eq. (6.22) and Eq. (6.23) via the iterated homogenization
method, which allows them to drop the assumption of low crack density.
We would like to present an equivalent, but much simpler way to derive the above
results. Our derivation shows clearly that the iterated homogenization method cannot
predict percolation and must therefore overestimate the real effective elastic modulus.
In three dimensions, Hooke’s law, written in terms of E and ν, has the form
σij =
E
1 + ν
(
ij +
ν
1− 2ν δijkk
)
. (6.27)
Reduction to a plane-strain situation in the x− z−plane means
uy = 0 , uy = u(x, z) , uz = u(x, z)
⇒ xx, zz, xz 6= 0, all other components vanish,
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so we obtain σxxσzz
σzx
 = E
(1 + ν)(1− 2ν)
 1− ν ν 0ν 1− ν 0
0 0 1− 2ν
 xxzz
zx
 . (6.28)
On the other hand, we have
σij = Cijklkl ,
which leads to
σxx = C1111xx + C1133zz + C1113︸ ︷︷ ︸
=0
zz .
Comparing the coefficients, one can easily read off
C1111 =
E(1− ν)
(1 + ν)(1− 2ν) (6.29)
C1133 =
Eν
(1 + ν)(1− 2ν) (6.30)
C1313 =
E
1 + ν
. (6.31)
These equations can be used to express the Poisson number ν in terms of the coefficients:
C1133
C1111
=
ν
1− ν
⇔ ν = C1133
C1133 + C1111
. (6.32)
Using this result, the Young’s modulus can also be expressed in terms of the Hooke’s
tensor components:
E =
(2C1133 + C1111)(C1111 − C1133)
C1133 + C1111
. (6.33)
We start solving for ν first, since the Poisson ratio is a dimensionless quantitiy and
cannot depend on E. Since the components of the effective stiffness tensor Cijkl still
depend on the crack density parameter α, we also employ the initial assumption of low
density by linearization in α to obtain
νeff = ν + ν(ν − 1)α+O(α2) . (6.34)
Applying the conversion rule Eq. (6.8) leads to the low density expression
ν¯eff =
ν¯2 + ν¯ − ν¯α
ν¯ + 1 + ν¯α
. (6.35)
The differential equation to be solved is now simply
dν¯eff
dα
= −ν¯eff , (6.36)
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which is integrated with the initial condition ν¯eff (0) = ν¯ to yield
ν¯eff (α) = ν¯e−α . (6.37)
The same procedure can now be applied to determine the Young’s modulus: starting from
Eq. (6.33), the low density expansion reads
Eeff = E +
E(2ν2 − ν − 1)α
1 + ν
. (6.38)
Again, the conversion rules Eq. (6.7) and the result Eq. (6.37) are applied to obtain the
two-dimensional representation
E¯eff = −
E
(−1− 3ν¯ − 2ν¯2 + α+ 3αν¯) (1 + νe−α)2
(1 + ν¯)3 (1 + 2ν¯e−α)
(6.39)
of the effective elastic module. The partial derivative at α = 0 gives just
dE¯eff
dα
= −E¯eff , (6.40)
which of course has the simple solution
E¯eff α = E¯e−α , (6.41)
when the initial condition E¯eff (0) = E¯ is used. Converting the results back to three
dimensions, one obtains the formulas Eq. (6.22) and Eq. (6.23).
At this point, several remarks are at order:
• The first is that the result obtained for the full plane strain crack problem by the
fully three-dimensional homogenization and the homogenization in two dimensions
which are then converted in the three-dimensional representation are equivalent and
differ only by the representation of two- and three-dimensional theory of elasticity.
This is due to the transverse isotropy of the original three-dimensional problem,
which means there are two equivalent ways to tackle the elastic problem: The first
is to do the homogenization in the fully three-dimensional representation, as was
done in [41]; the conversion to two dimensions then leads to the same E¯eff = E¯ ·e−α
and ν¯eff = ν¯ · e−α. The alternative consists of doing the calculation for the two-
dimensional problem, which leads to simpler expressions, and obtain the three-
dimensional result by conversion Eq. (6.7), if still desired. The two-dimensional
approach using Young’s modulus and the Poisson ratio as elastic constants is es-
pecially appealing, since the differential equations that need to be solved decouple
completely. The fact that this is true for the iterated homogenization scheme for
circular holes as well as for randomly oriented cracks hints at the possibility that
this could be a very general feature.
• Secondly, the homogenization method as outlined in [41] becomes much more in-
volved for any other case than P = 1/2. While the effective stiffness tensor still re-
spects the possible orthorhombic symmetry, the homogenization method is built on
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Figure 6.7.: Effective elastic modulus as function of the crack density for plane strain
loading, ν = 1/3, for several random distributions (P = 1/2) of cracks of
equal length.
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Figure 6.8.: Effective elastic modulus as function of the crack density for plane strain
loading, ν = −0.7, for several random distributions (P = 1/2) of cracks
of equal length. The initial stiffness increase predicted by the differential
homogenization theory is clearly visible. For higher crack densities, the theory
overestimates the effective elastic modulus significantly.
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the assumption that the cracks are added consecutively into an effectively isotropic
matrix. For any other order parameter than P = 1/2, this would no longer be true.
While it might be possible to extent the iterated homogenization scheme to include
anisotropy, one would get as many coupled homogenization equations as there are
independent elastic parameters, leading to a much more involved system of coupled
differential equations.
• The observed increase of the effective elastic modulus for auxetic materials under
plane strain can only be observed in three dimensions. In two dimensions, the
equations decouple, and E¯eff does not depend on ν¯. This initial increase is also
not restricted to cracks, the previously treated circular cylinder problem exhibits
the same feature, even though the solution of the homogenization equation shows
a power law decay instead of an exponential decay. This difference stems from the
fact that the homogenization equation for the circular holes Eq.(6.10) still contains
the corresponding density parameter c, while this is not the case for cracks.
• Furthermore, Eq. (6.41) and Eq. (6.37) show clearly that the homogenization ap-
proach cannot take into account percolation effects. However, for large α, which
corresponds to high crack densities, percolation occurs. For the two-dimensional
system under consideration and a random arrangement of infinitely thin cracks with
equal length and equally distributed angular orientations, the percolation threshold
for sticks of the same length is αp ≈ 4.49 [95]. This implies that the exponential
decay of the effective elastic modulus according to Eq. (6.22) and Eq. (6.23) can
describe only an intermediate behavior; beyond the above threshold, a single long
crack penetrates the whole system, and the effective elastic modulus must be exactly
zero.
Apart from the above analytical calculations, we investigated the case of randomly ori-
ented cracks of equal length also numerically for plane strain loading using finite difference
relaxation methods, see Appendix A.5. This was done by distributing the crack centers
randomly over the sample and then assigning a random angle to each crack. The number
of cracks was kept constant at 100 cracks with a length of ten grid points each; the cracks
were allowed to overlap and the size of the system was varied to obtain the respective
values of the crack density parameter α. For each value of alpha, up to 10 runs with
different initial distributions were performed. The results are shown in Figs. 6.7 and 6.8.
For low crack densities, the numerical results agree with the prediction Eq. (6.22) in [41],
but for higher values they seem to be systematically lower, probably due to prospective
percolation. The scatter in the numerical data shows the impact that the difference in mi-
crostructure can have on the effective elastic modulus of the total system. Note that most
numerically obtained values are considerably lower than the analytical prediction. This
demonstrates that the iterated homogenization method must overestimate the effective
elastic moduli since it cannot take percolation effects into account.
6.4. Asymptotic Behavior of Parallel Cracks
The only arrangement where percolation does not occur is that of a parallel alignement
of all cracks [6], which is a situation that can appear quite naturally, as will be explained
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below. Thus only here a nontrivial asymptotic behavior for high crack densities exists.
In the previous section, we assumed an equal probability for all possible crack orienta-
tions. The situation of random orientational crack distribution corresponds to the case
P = 1/2 and an approximation scheme for the effective elastic constants was given by the
differential homogenization method. For higher crack densities, a crack network forms
and the system breaks due to percolation.
If, however, the system is stretched in only one direction (which we define to be the z-
direction), the situation is different. We start with considering an initially uncracked solid
body. Stretching it in the z-direction leads to a uniform strain (0)zz , which is obviously a
non-equilibrium situation, since the elastic energy density wel ∼ E(0)zz could be released
if cracks were present. In the ideal case, one crack would traverse the whole system and
the whole elastic energy was released at the cost of the surface energy of the separated
crack interfaces. We will not discuss the possible nucleation process here, but if several
cracks form, they will be aligned perpendicular to the z-axis, since this maximizes the
elastic energy release rate. For low crack densities, the effective constants have also been
calculated in [41], corresponding to an order parameter of P = 0 for parallel arrangement.
In particular, one obtains
C low3333 =
(1− ν)E
D
(6.42)
with the denominator now having the form
D = [(1− ν)2 + 2(1− ν)2α+ 1− 2ν](1− ν) . (6.43)
However, for higher crack densities, the differential homogenization approach is not well
suited, since the parallel cracks cause the system to be anisotropic. Therefore, the as-
sumption that cracks are iteratively introduced into an system that can be described
through effective isotropic elastic constants is no longer justified.
With the following scaling argument [15] that originated in the investigations of dy-
namic crack coarsening processes, the high density behavior for parallel cracks can still
be assessed, however. The first important observation is that if the cracks are assumed
to be very narrow and parallel, no percolation will occur [6]. We assume that in the
xz-plane, the cracks are all aligned in the x-direction. So, it is immediately clear that
any stretching of the material in this x-direction does not open the cracks, which means
that e.g. Ceff1111 = C1111, hence, the strain tensor is homogeneous in the whole sample and
unaffected by the cracks.
We start with looking at high crack densities, α → ∞, and see that two different
lengthscales are important for the description of the problem at hand, the length L of the
cracks and the average vertical distance h between them. For high crack densities α, the
vertical distance h between neighboring cracks is smaller than the average crack length L,
and the relation between the two characteristic length scales can be given through α only,
so we obtain h ∼ L/α. If the cracked body is subjected to tensile loading perpendicular to
the cracks, the solid regions between two cracks can be understood as a thin bent plate of
a width proportional to L and thickness h. The opening of the cracks is the displacement
uz. The stress of a thin bent plate scales as [73]:
σzz ∼ Eh
3
1− ν2
∂4uz
∂x4
. (6.44)
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Figure 6.9.: Random arrangement of parallel cracks. The average crack length is L, and
the average vertical distance between neighboring cracks is denoted by h.
With this equation, it follows readily that the average stress and the opening uz have to
scale like
〈uz〉 ∼ 〈σzz〉(1− ν
2)L4
Eh3
. (6.45)
The total displacement is distributed among the opening of all cracks, which relax the
material around them. Since for this loading, all other average strain components vanish
[73], the average strain 〈zz〉 is simply given by
〈zz〉 = 〈uz〉
h
(6.46)
Plugging this into Eq. (6.45), we finally obtain for the case α 1
〈σzz〉 ∼ 〈zz〉 E(1− ν2)α4 . (6.47)
In other words, the relevant elastic constant
Ceff3333 =
〈zz〉
〈σzz〉 (6.48)
decays as a power law
Ceff3333 ∼ C3333α−4 . (6.49)
That Eq. (6.49) holds analytically was shown in [15] and a more detailed derivation for
the case of a regular array of parallel cracks is given in Appendix A.4. It also holds
for situations where the cracks have unequal lengths, with an average length L. Details
of the length distribution function can affect only the numerical prefactor of the above
prediction in the limit α→∞.
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Figure 6.10.: Scaling behavior of the effective elastic constant Ceff3333 as a function of the
crack density α for a parallel arrangement of cracks in logarithmic represen-
tation. For a regular arrangement of cracks, the agreement of the numerical
simulations with thin plate theory is excellent. If the cracks are placed at
random positions, they still exhibit the same power law scaling behavior.
We carried out various numerical investigations for the different crack arrangements,
using both the finite difference elastic solver (FDM) used in the previous chapters, and,
as an independent numerical approach, finite element methods (FEM) based on the open
source package FreeFem++ [51]. The results can be seen in Fig. 6.10. For the regular
arrangement of cracks, only systems with relatively few cracks need to be simulated due
to the spatial periodicity. The numerical prefactor was chosen such that it corresponds
to the specific overlap-gap ratio of g = 1/2 as explained in Appendix A.4.
For the random case, the crack centers are placed randomly whithin the system. The
relative crack arrangement is then kept fixed while the height of the system is rescaled in
order to change the value of the crack density parameter α. The main difference to the
previous case is that the overlap-gap ratio g, which is a dimensionless parameter, would
have to be determined statistically. Since it enters only in the numerical prefactor of the
effective constants and does not affect the scaling behavior, we refrained from measuring
or specifying it. Obviously, the exact results have to depend on the specific configuration,
and the differences would only disappear in the limit N → ∞. Since the scaling holds
very well for each configuration, it reflects the true ensemble average in an infinitely
large system. Two cases with N = 20 cracks are shown here to exemplify that different
geometrical setups can affect the numerical prefactor, but not the scaling behavior. We
checked that systems with different numbers of cracks exhibit the same scaling behavior
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and show only representative results for N = 20 and N = 40 cracks.
Fig. 6.10 reveals that the low density theory can clearly not describe the material
behavior properly if higher crack densities are reached. The expected crossover behavior
between the low density theory and the asymptotic scaling for high crack densities is
well visible. We also see that the results of the finite difference and the finite element
calculations coincide extremely well. While the finite element method is computationally
more efficient than the simple relaxation solver, the geometrical description is easier with
finite differences, since e.g. intersections with boundaries (or crack overlap for the case of
randomly oriented cracks, as discussed in the previous sections) do not require separate
treatment.
6.5. Conclusion
In this chapter, we studied the effective moduli of solids that contains spherical and
crack-like cavities. A widely used analytical approximate approach, the differential ho-
mogenization method, was presented. We tested this technique first on the problem of
a two-dimensional sheet containing circular holes. The analytical predictions were com-
pared to numerical result we obtained with our finite-difference based phase-field code.
Additionally, we implemented a finite element description to simulate the setup. The
results of the two numerical methods were in excellent agreement. The comparison of the
numerical data with the analytics revealed that while the linearized dilute distribution
model underestimates the effective elastic constants but can predict percolation (albeit
for too low crack densities), the differential homogenization method tends to overestimate
them. The numerical results were in good agreement with previous results found in the
literature; the difference is due to the much larger systems we simulated. Extending these
results to three dimensions, we found that the effective elastic constants can show an
initial increase under plane strain loading if the material has a negative Poisson ratio.
A conceptually very similar approach was used in [41] for randomly oriented cracks
in three dimensions and an exponential decay of the effective elastic constants was pre-
dicted. The authors also observed the initial increase of stiffness for auxetic materials. We
could show that by exploiting the present symmetries, the treatment of the corresponding
two-dimensional problem yields identical results in a simpler way. The inability of the ho-
mogenization method to predict percolation becomes evident, and it again overestimates
the remaining stiffness of the cracked material.
In addition, we also treated the case of parallel oriented cracks. Here, no percolation
occurs, but the simple homogenization approach cannot be used since the crack arrange-
ment renders the material anisotropic. By simple scaling arguments, we could show that
the effective elastic constants have to decay as a power law instead of an exponential
function. This analytical result was confirmed by large scale numerical simulations.
Our results show that the effective elastic constants of multicracked material depend
sensitively on the geometrical setup. We claim that the treatment of the multicrack
problem in two dimensions is, whenever applicable, advantageous, since the equations for
the Young modulus and the Poisson ratio decouple, which seems to be a very general
feature. It is of notable interest that the scaling prediction for parallel cracks is comple-
mentary to conventional homogenization theories, as it becomes accurate for increasing
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crack densities.
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7. Summary
This thesis describes the behavior of cracks and pores under the influence of elastic and
curvature effects. In a continuum theory approach, these structure deformations are
treated as free moving boundaries. The Grinfeld instability provides the link between
the chosen pattern formation description and conventional fracture process theory. Both
have their origin in a competition between the release of elastic energy and the increase
of surface energy. The deep notches that form in the late stage of this morphological
instability are comparable to fast growing cracks in many aspects. By incorporating
elastodynamic effects into the theory, the usual unphysical finite time cusp singularity
in the late stage of the Grinfeld instability can be overcome, making the simultaneous
self-consistent selection of a tip radius scale and the propagation velocity possible. The
starting point of our investigations is given by well established sharp interface equations
that include only linear dynamical elasticity and non-equilibrium kinetic theory. We
concentrated on two different material transport processes, namely surface diffusion and
phase transition dynamics. Both transport processes require the dynamical evaluation of
the chemical potential and a numerical solution of the elastodynamic equations.
Our primary method of choice to tackle fully time-dependent free moving boundary
problem is the phase-field method. It avoids explicit interface tracking and is versatile
enough to deal even with topological changes. It does so by spreading out the formerly
sharp interfaces over a region of finite width, allowing to set up an identical set of coupled
partial differential equations for the whole computational domain which are then solved
numerically. This convenient description comes at the cost of introducing the interface
width as a new purely numerical length-scale. Since the phase-field model does not yield
an exact representation of the original sharp interface problem anymore, it has to be en-
sured that the original interface problem is recovered in the asymptotic limit when the
numerical interface width vanishes in comparison to all other physically relevant length-
scales.
The first material transport process we focused on was surface diffusion, which has long
been assumed to be responsible for pore movement and the Grinfeld instability. While
being comparatively slow for flat surfaces, it can be fast enough for corrugated surfaces of
stressed material to even drive fast crack propagation. Its modeling leads automatically
to mass conservation of each phase. One important result of this thesis is that phase-field
modeling of surface diffusion is less trivial than it appears at first sight, as the requirement
for the phase-field method to converge to the desired sharp interface equations lead to
subtle, but severe implications. We could show analytically that the intuitive approach,
which has been widely used in the literature, for constructing a phase-field model for
surface diffusion fails (section 3.3). This standard approach, which consists of using the
chemical potential to define a current, involving its gradient, and taking the divergence of
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this current as the time derivative of the phase-field, reproduces only the equilibrium limit
correctly. For non-equilibrium situations, this standard scalar model does not reduce to
the desired sharp interface equations, so the traditional scalar mobility (SM) model turns
out to provide an uncontrolled approximation to the dynamics.
Two completely new models, the Locally Conserved Tensorial Model (LCT)
(section 3.5) and the Globally Conserved Tensorial Model (GCT) (section 3.6),
were developed that are not flawed by the above error and ensure the correct asymptotic
behavior. The key to the model development was to exploit the anisotropy of the diffusion
process along the interface by making the mobility a tensorial quantity instead of a scalar
one. While we show that the straightforward approach utilizing a tensorial mobility has
to fail in a drastic way, we were able to modify the tensorial mobility in such a way that
the obtained models show the correct asymptotic behavior.
We found one model in the literature (section 3.7), that was not subject of the afore-
mentioned flaw; it introduced an additional diverging term to the chemical potential that
had no physical motivation and which, according to the authors’ claim, only stabilized
the numerics. Our analysis showed, however, that this term does in fact induce the cor-
rect asymptotic behavior, even though it does not exploit the geometrical aspects of the
surface diffusion process.
All four models were implemented and thoroughly compared to assess the relative merits
of each approach for several different situations. One important aspect was numerical
stability, especially in stabilizing and keeping the correct interface profile for the transition
region (Figs. 4.2–4.9). An advanced test of the correct modeling was provided by the
evolution of an elliptical inclusion. Subject only to free curvature driven surface diffusion,
the ellipse should morph to a circle of the same area. Here, the analytic result that
the scalar mobility model provides the correct dynamics only in the limit of vanishing
curvature could be seen clearly: all models with correct asymptotic behavior reproduced
the circle with the correct radius, while the SM model does so only asymptotically for
infinitely large ellipses (Fig. 4.12).
We could also explore the nonequilibrium regime for all models by coupling the surface
diffusion process to elastic fields, which can then provide an external driving force. Ex-
posing an elliptical pore to external elastic loading lead to the expected slit-like form of
the inclusion (Fig. 4.14), indicating that crack growth due to surface diffusion is possi-
ble. For a quantitative analysis, we chose the Grinfeld instability as a highly nontrivial
setup. The Grinfeld instability constitutes the link between pattern formation processes
and conventional fracture mechanics; additionally, it is one of the rare cases where an-
alytic results are available for comparison. All models could reproduce the spectrum of
the instability very well, with the SM model again clearly showing the least quantitative
agreement to the analytic expectation (Fig. 4.18). The first of our newly developed mod-
els, the LCT model, is most efficient in suppressing the unwanted diffusion perpendicular
to the interface. This analytically desirable property makes the model numerically less
robust for situations where curvatures are small or the diffusion along the interface is not
sufficiently fast. Our second new model, the GCT model, relaxes the strict requirement
of local matter conservation, enforcing it only on a global scale. It proves to be extremely
accurate, versatile and able to deal with variations of the interface width very well, mak-
ing it the simulation method of choice in most cases.
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A severe disadvantage of modeling crack propagation by surface diffusion are the high
order equations that require substantial numerical effort. We therefore derived another
phase-field model which is based on a non-conservative phase transition process instead,
where a stressed solid phase releases the stored elastic energy by transforming into a
softer, ”broken” phase. While this model is originally intended to describe solid-solid
transformations, it can also be used to model dynamic fast crack propagation if the soft
phase is modeled as an elastic vacuum. Since our model also includes the fully dynamical
theory of elasticity, we can investigate fast fracture processes and the same selection
principles as for surface diffusion apply.
The phase transition phase-field model we present can be derived from variational prin-
ciples and converges to the desired sharp interface limit without the problems encountered
in the surface diffusion case. Our simulations show that it describes the complicated tip
behavior and the elastic far-field behavior correctly, also allowing the numerical extrac-
tion of quantities like the stress intensity factor (Fig. 5.7). However, despite the benign
asymptotic behavior of the phase-field model, we showed clearly that finite-size effects and
insufficient separation of the tip radius and the numerical phase field interface width can
strongly influence the numerical results. As a central result, we present an extrapolation
technique that enables us to remedy this problem in a systematic manner. In a two step
process, we extrapolate the obtained data first to infinite system sizes and then to the
limit of vanishing interface widths. The necessary large scale simulations required that the
simulation program was parallelized to make efficient use of the supercomputers JUMP,
JUBL and JUGENE, which are operated at the Research Center Ju¨lich; we obtained an
excellent scaling behavior up to several thousand processors. Our extrapolated values were
then compared to the results of a recently developed sharp interface description based on
a multipole expansion technique [97] with the same underlying sharp interface equations.
The comparison exhibited a very convincing agreement between the completely unrelated
methods (Fig. 5.11). We can confirm that the sharp interface model has a regime in which
the crack reaches a steady state in which it grows with speeds comparable to, but consid-
erably slower than the Rayleigh speed, in agreement with experimental observations. This
is also in agreement with results from molecular dynamics simulations and experiments.
Treating the crack as a fully time dependent free boundary problem, both the propagation
velocity and the crack shape are determined in a fully self-consistent manner. We also
find the tip velocity to be a weakly decaying function of the external driving force as tip
blunting is the preferred mechanism to release the elastic energy (Fig. 5.12).
The flexibility of the phase-field method allows us to explore the parameter range of
higher elastic driving forces, where steady state propagation no longer persists. This
unstable regime is not accessible to the multipole expansion technique, because the as-
sumption of steady state growth is implicitly built into the method. Here, we find a
branching instability, where the crack splits in two due to a secondary Grinfeld instability
at the blunt tip, and one of the two crack branches outgrows the other (Fig. 5.13).
Structures that are subjected to external loading often contain many small cracks al-
ready, which can weaken the structure substantially, depending on the initial crack density.
It is therefore important to have reliable schemes to estimate the effective elastic behav-
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ior of such multi-cracked materials. Two analytical approximation schemes, the effective
medium theory and the differential homogenization method, are frequently used in the
literature to predict the elastic behavior. Since the behavior of cracks depends on the
local elastic fields, which in turn depend sensitively on the geometric crack distribution,
it is a priori unclear how important interaction effects are and how the analytical ap-
proaches include them. Since our finite-difference based phase-field code could faithfully
reproduce the behavior of a single crack, we compared simulations of static inclusions
with the predictions we obtained with the effective medium theory and the differential
homogenization method. As an additional test, we performed finite element simulations,
which were always in good agreement with the results obtained by the phase-field calcu-
lations. This was done for several two- and three-dimensional systems. We could show
that it is favorable for the analytic treatment to convert plane strain problems into a
two-dimensional representation wherever possible, since the resulting equations are much
simpler to treat analytically. In all cases, we found that the effective medium theory
underestimates the stiffness of the system, while the differential homogenization overesti-
mates it. For a two-dimensional sheet containing circular holes, our numerical results were
in good agreement with results found in the literature (Fig. 6.3). For the corresponding
system in three dimensions, we found an initial increase of the effective Young’s modulus
for auxetic materials under plane strain conditions (Fig. 6.5). For systems that contain
cracks, our proposed approach simplifies the analytical calculations tremendously. The
two-dimensional treatment predicts a simple exponential decay of the elastic modulus as a
function of the crack density and exhibits the inability of the differential homogenization
method to predict percolation. The simple conversion of the results for two dimensions
into the three-dimensional representation prove to be equivalent to previous results from
the literature, where the stiffness increase for materials with negative Poisson ratios was
also seen (Fig. 6.7).
The case of a parallel arrangement of slit-like cracks, where percolation does not occur,
is not easily accessible to any of the aforementioned analytical techniques. We could show
by use of thin-plate theory and scaling arguments that for this geometrical setup, the
relevant effective elastic constant decays as a power-law instead of exponentially, which
we could also confirm by numerical simulations (Fig. 6.10).
All results show the potential of treating cracks as a free boundary problem. The phase-
field method is particularly well suited for such a task if one pays attention to the effects
that appear due to the introduction of the phase-field interface width as an additional
length scale into the problem. By using phase-field models that have a well-defined sharp
interface limit, we demonstrated for two different nonequilibrium transport processes that
handling the finite-size effects and precise quantitative analysis is possible in a systematic
and controlled way.
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A. Appendix
A.1. Derivation of the Sharp Interface Equations
Here, we explain in detail how to derive in a unique way from variational principles the
equations of motion, the appropriate boundary conditions and the chemical potential,
which is responsible for interface motion. We assume that the two phases are coherent,
i.e. the displacement field is continuous across the interface, and the mass densities are
equal in both phases. Since we do not consider lattice strains or surface tension here, all
elastic stresses stem from external forces and contributions due to surface energy do not
couple to the elastic fields. Ultimately, they give only an additive curvature-dependent
term to the chemical potential, as incorporated in Eq. (5.3). For simplicity, we assume a
two-dimensional plane-strain situation.
The kinetic energy density is in both phases
T =
1
2
ρu˙2i , (A.1)
and the potential energy density reads
U (α) =
1
2
σ
(α)
ik 
(α)
ik . (A.2)
We would like to point out thatcertain components of the stress and strain tensors can in
general be discontinuous at the interface, as will be explained below.
We assume the total volume V of the entire system to be constant in time and to be
decomposed into two subvolumes V (1)(t) and V (2)(t) of different solids. Upper indices
discriminate between the phases (see Fig. 5.1). The common interface A(t) := ∂V (1)(t)∩
∂V (2)(t) with normal n and tangential τ is moving in time due to phase transitions, and
consequently, the phase volumes are time-dependent as well. However, we do not yet
specify a concrete dynamical process here.
The Lagrangian is defined as
L(t) =
∫
V
TdV −
∫
V1(t)
U (1)dV −
∫
V2(t)
U (2)dV, (A.3)
and the action is
S =
t1∫
t0
L(t)dt, (A.4)
with arbitrary beginning and end times t0 and t1.
We obtain the usual elastic equations by varying the action (A.4) with respect to the
displacement field for fixed interface positions. In contrast, in the next section, we will
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obtain the chemical potential and the equation of motion for the phase transition by
variation of the interface profile for fixed elastic fields. Thus we get
δS =
t1∫
t0
dt
[∫
V
ρu˙iδu˙idV −
∫
V1(t)
σ
(1)
ik δ
(1)
ik dV
−
∫
V2(t)
σ
(2)
ik δ
(2)
ik dV
]
=
t1∫
t0
dt
[∫
V
ρu˙iδu˙idV +
∫
V1(t)
∂σ
(1)
ik
∂xk
δuidV
−
∫
A(t)
σ
(1)
in(1)
δuidτ +
∫
V2(t)
∂σ
(2)
ik
∂xk
δuidV
−
∫
A(t)
σ
(2)
in(2)
δuidτ
]
.
The first integral is integrated by parts, assuming as usual that the variations δui vanish
for t0 and t1. Since also the normal vectors of both phases are antiparallel, n := n(1) =
−n(2), thus σin(2) = −σin, we get
δS =
t1∫
t0
dt
[ ∫
V1(t)
(
∂σ
(1)
ik
∂xk
− ρu¨i
)
δuidV
+
∫
V2(t)
(
∂σ
(2)
ik
∂xk
− ρu¨i
)
δuidV
−
∫
A(t)
(σ(1)in − σ(2)in )δuidτ
]
.
Demanding vanishing variation δS gives in the bulk the usual equations of motion
∂σ
(α)
ik
∂xk
= ρu¨i, (A.5)
and on the interface we obtain the continuity of normal and shear stresses
σ
(1)
in = σ
(2)
in . (A.6)
The next step is to calculate the change of the total energy when the interface moves
in the course of time. This is done in three steps: First, we calculate the change of
energy due to the time evolution of the elastic fields for fixed interface position. Second,
126
A.1. DERIVATION OF THE SHARP INTERFACE EQUATIONS
we calculate the change of elastic energy due to the motion of the interface for fixed
elastic fields in the bulk phases. After this second step, the coherency condition at the
interface is violated. In the last step, we therefore have to do additional work to adjust
the displacements appropriately.
The first contribution is
dW1
dt
=
∫
V (1)(t)
∂
∂t
(T + U (1))dV
+
∫
V (2)(t)
∂
∂t
(T + U (2))dV
=
∫
V
ρu˙iu¨idV +
∫
V (1)(t)
σ
(1)
ik ˙
(1)
ik dV
+
∫
V (2)(t)
σ
(2)
ik ˙
(2)
ik dV.
We note that the kinetic energy density is continuous across the interface. Furthermore,
by the equations of motion (A.5)
dW1
dt
=
∫
V (1)(t)
u˙i
∂σ
(1)
ik
∂xk
dV +
∫
V (2)(t)
u˙i
∂σ
(2)
ik
∂xk
dV
+
∫
V (1)(t)
∂
∂xk
(
σ
(1)
ik u˙i
)
dV −
∫
V (1)(t)
∂σ
(1)
ik
∂xk
u˙idV
+
∫
V (2)(t)
∂
∂xk
(
σ
(2)
ik u˙i
)
dV −
∫
V (2)(t)
∂σ
(2)
ik
∂xk
u˙idV
=
∫
A(t)
σ
(1)
in(1)
u˙idτ +
∫
A(t)
σ
(2)
in(2)
u˙idτ = 0,
where we assumed for simplicity that u˙i = 0 on all boundaries apart from A(t), i. e. no
external work is exerted to the solids. In the last step, we used the boundary conditions
(A.6), σ(1)in = σ
(2)
in = −σ(2)in(2) ; also, by definition, the displacement rate u˙i is continuous
across the interface. The above result is quite clear since the elastodynamic time evolution
is purely conservative.
The second contribution arises due to the motion of the interface for fixed elastic fields.
We extend the elastic state of the growing phase analytically into the newly acquired
region. This assures that the bulk equations remain fulfilled in both phases even after the
forward motion of the interface. Thus this contribution to the energy change rate reads
dW2
dt
=
∫
A(t)
vn
(
U (1) − U (2)
)
dτ. (A.7)
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The interface normal velocity is positive if the phase 1 locally extends. Here, we immedi-
ately used the continuity of the kinetic energy density, which therefore cancels.
After the phase transformation in this second step, the displacements are no longer
continuous at the interface. Thus extra work has to be invested to remove this misfit. In
the local coordinate system n and τ (see Fig. 5.1) the strain tensor becomes
nn = ∂nun, (A.8)
ττ = ∂τuτ + κun, (A.9)
nτ = τn =
1
2
(∂τun + ∂nuτ − κuτ ) . (A.10)
Here, κ is the interface curvature, which is positive if the phase 1 is convex.
At this point, a few comments concerning the continuity of various fields across the
coherent interface are in order. Since the displacement field has to be continuous across
the interface, also its tangential derivatives are continuous, but the normal derivatives are
not. Consequently, the following quantities are continuous: ∂τuτ , ∂τun, κun, κuτ , ττ . On
the other hand, ∂nun, ∂nuτ , nn, nτ are discontinuous across the interface.
In the second step of energy calculation, we extended smoothly the fields into the
receding domain. The interface at this new time t + ∆t is now located at a different
position. This leads to discontinuities of the displacements, e. g. for the normal component
at the new position of the interface
∆un =
(
[∂nun](1) − [∂nun](2)
)
vn∆t = ((1)nn − (2)nn)vn∆t,
where [. . .](α) denotes the evaluation of a probably discontinuous expression at the previous
interface position, taken for the phase α. Similarly, for the tangential component
∆uτ =
(
2(1)nτ − [∂τun](1) + [κuτ ](1) − 2(2)nτ + [∂τun](2)
−[κuτ ](2)
)
vn∆t
= 2((1)nτ − (2)nτ )vn∆t.
To zeroth order in ∆t, the stresses at the new interface position are equal on both sides and
identical to the stresses at the previous interface position. To reconnect the displacements,
we have to apply the coherency work rate
dW3
dt
=
∫
A(t)
vn
[
−((1)nn − (2)nn)σnn − 2((1)nτ − (2)nτ )σnτ
]
dτ.
Altogether, the change of the energy is given by
dW
dt
=
d(W1 +W2 +W3)
dt
=
∫
A(t)
vn
[(
1
2
σ(1)ττ 
(1)
ττ −
1
2
σ(1)nn 
(1)
nn − σ(1)nτ (1)nτ
)
−
(
1
2
σ(2)ττ 
(2)
ττ −
1
2
σ(2)nn 
(2)
nn − σ(2)nτ (2)nτ
)]
dτ.
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We can therefore define an appropriate chemical potential for each phase at the coherent
interface
µ
(α)
el = Ω
(
1
2
σ(α)ττ 
(α)
ττ −
1
2
σ(α)nn 
(α)
nn − σ(α)nτ (α)nτ
)
. (A.11)
Notice that, in contrast to a free surface, the normal and shear contributions appear with
negative sign. Then, the energy dissipation rate can be written as
dW
dt
=
1
Ω
∫
A(t)
(µ(1)el − µ(2)el )vndτ. (A.12)
Due to the coherency condition and the requirement of equal mass density, the kinetic
energy density does not appear.
A.2. Matching Conditions
We assume to have solved the outer equations with a solution ψ˜(x, z, t) = ψ(r, s, t) that
is some arbitrary (sufficiently often differentiable) function of space and time. The cor-
responding inner solution is defined to be Ψ(ρ, s, t). Since the following relations are
independent of s and t, we refrain from carrying them along in our notation.
The inner and outer solutions must satisfy the asymptotic relationship
Ψ(ρ) ∼ ψ(r) = ψ(ξρ) (A.13)
in the simultaneous limits (ρ→∞, ξ → 0, ξρ→ 0). We start by expanding both functions
in the interface width ξ and obtain
Ψ(ρ) = Ψ(0)(ρ) + ξΨ(1)(ρ) + ξ2Ψ(2)(ρ) + . . . , (A.14)
for the inner solution and
ψ(ξρ) = ψ(0)(r) + ξψ(1)(r) + ξ2ψ(2)(r) + . . .
= ψ0(0) + ξ
(
ρ
∂ψ(0)(0)
∂ρ
+ ψ(1)(0)
)
+ ξ2
(
ρ2
1
2
∂2ψ(0)(0)
∂ρ2
+ ρ
∂ψ(1)(0)
∂ρ
+ ψ2(0)
)
+ . . . , (A.15)
for the outer solution. If the derivatives are discontinuous at r = 0, the derivatives
are to be taken for r → +0. Analogous expressions with r → −0 are obtained for the
asymptotics as ρ→ −∞. Now, both functions can be compared order by order in powers
of ξ, to arrive at the following asymptotic relationships
lim
ρ→±∞Ψ
(0)(ρ) = ψ(0)(±0) , (A.16)
Ψ(1)(ρ) ∼ ρ ∂ψ
(0)(±0)
∂ρ
+ ψ(1)(±0) (ρ→ ±∞) , (A.17)
Ψ2(ρ) ∼ 12ρ
2∂
2ψ(0)(±0)
∂ρ2
+ ρ
∂ψ(1)(±0)
∂ρ
+ ψ2(±0) (ρ→ ±∞) . (A.18)
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Moreover, asymptotic relations such as (A.17) can be decomposed into statements about
function limits
lim
ρ→±∞ ∂ρΨ
(1)(ρ) =
∂ψ(0)(±0)
∂ρ
, (A.19)
lim
ρ→±∞
(
Ψ(1)(ρ)− ρ∂ψ
(0)(±0)
∂ρ
(±0)
)
= ψ(1)(±0) . (A.20)
A.3. Homogenization Method for One-Dimensional Springs
The problem of one-dimensional springs is special in the sense that all geometric aspects
of the problem are nonexistent. Therefore, it helps to concentrate on some mathematical
aspects of homogenization theory.
We pull on two connected springs i = 1, 2 with initial length li, a spring constant ki,
strain εi, stress σi. The pull with an external force F results in the individual displace-
ments ui with total displacement u = u1 + u2. We are interested in the effective elastic
constants for the spring system.
In the following, the effective moduli of the combined system are written without index,
whereas the partial values for each phase have the corresponding indices. The macroscopic
strain is given by
εl = u = u1 + u2 = ε1l1 + ε2l2 (A.21)
⇒ ε = ε1
l1 + ε2ε1 l2
l
. (A.22)
Eliminating l1 = l − l2 and defining the concentration c as c = l2/l, we obtain
ε = ε1
[
1 +
(
ε2
ε1
− 1
)
c
]
. (A.23)
The stresses should be continuous,
σ = kε = ε1k1 = ε2k2 ⇒ ε2
ε1
=
k1
k2
, (A.24)
so we can solve for the effective k:
k =
σ
ε
=
k1k2
ck1 + (1− c)k2 . (A.25)
This result for the effective spring constant is exact.
The low density expansion for k of a two-dimensional system containing circular or
elliptical inclusions is [40]:
k = k1 +
µ1 + k1
µ1 + k2
(k2 − k1)c+O(c2) . (A.26)
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The higher order terms in c contain all the elastic interactions between different inclusions
and can be neglected. We are only interested in the one-dimensional case, so by setting
µ = 0, we specialize to the one-dimensional expression
k = k1 +
k1
k2
(k2 − k1)c+O(c2) . (A.27)
As a first check, we also perform an expansion of Eq. (A.25) in the concentration c, which
gives us immediately
k(c) = k1 +
k1
k2
(k2 − k1)c+O(c2) . (A.28)
We see that the results of Eqs. (A.27) and (A.28) are identical.
Using the homogenization condition (see Eq. (6.5))
dk
dc
=
1
1− c
∂F (k1, k2, c)
∂c
∣∣∣∣ c=0
k1=k
(A.29)
and using the initial condition k1 = k, we obtain immediately the following solution for
the differential equation
k =
k1k2
k1c+ k2(1− c) , (A.30)
which reproduces the exact result.
A.4. Effective Elastic Constants for a Regular Array of Cracks
In this section, we present a more detailed derivation of the asymptotic scaling behavior
of a system that contains many aligned cracks. Specifically, we consider a regular arrange-
ment of cracks, where the effective elastic constants for the crack density parameter α can
be calculated rigorously for α→∞. It should be noted that in this regular arrangement,
the plate length R, which is given by the overlap of the cracks, appears as an additional
parameter. It is related to the gap distance s and the crack length L by L = 2R + s,
and the final solution must therefore contain the dimensionless parameter g = s/R, which
describes the ratio of the gaps between the cracks and their overlap. The calculation is
based on the fact that the displacement applied to the sample is mainly stored in the
crack opening, whereas the material between the cracks is only slightly stretched; instead,
it behaves as a bent plate, which is thin in the limit of R  h, where h denotes the
vertical distance between the horizontally aligned cracks, see Fig. A.1.
The area of the stretched material that is elastically affected by the presence of a single
crack, N = 1, is given by
A = (L+ s)h = 2(R+ s)h ,
which is illustrated as the dashed box in Fig. A.1. Subsequently, the crack density pa-
rameter
α =
pi(L/2)2N
A
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Figure A.1.: Sketch of a regular arrangement of parallel cracks which we investigate both
analytically as well as numerically. The dashed rectangle shows a periodic
unit cell in which the elastic problem is solved numerically. The average
crack length is L, the overlap between two cracks is R, and the average
vertical distance between neighboring cracks is denoted by h. The region
marked by the darker box behaves like a plate that is bent under the applied
load, as shown in the enlarged sketch below. The dashed line visualizes the
deformation of the neutral fiber.
can be expressed as
α =
pi
2
(1 + g/2)2
1 + g
R
h
.
Since the upper and lower surfaces of the thin bent plate are stress free, the bending
leads to the condition [73]
∂4z
∂x4
= 0 .
Since the total displacement is distributed equally among all crack openings, each plate
is displaced by z(x) = 〈zz〉h. Together with the symmetry conditions
∂z
∂x
(0) =
∂z
∂x
(R) = 0
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and the reference value z(0) = 0, the general solution
z(x) = ax3 + bx2 + cx+ d
has the coefficients
b =
3〈zz〉h
R2
and a =
−2b
3R
.
The force per unit length in x-direction that is required to bend the plate by the given
amount is given by
F =
−Eh3
12(1− ν2)
∂4z
∂x4
=
Eh4〈zz〉
(1− ν2)R3 ,
which gives us the average stress in vertical direction
〈σzz〉 = F
s+R
=
〈zz〉
1− ν2
(pi
2
)4 (1 + g/2)8
(1 + g)5
α−4 ,
which in turn, by employing Hooke’s law for the effective medium, simply gives us
Ceff3333 =
E
1− ν2
(pi
2
)4 (1 + g/2)8
(1 + g)5
α−4 .
Since the bare elastic constant C3333 is related to the isotropic moduli by
C3333 =
E(1− ν)
(1 + ν)(1− 2ν) ,
we obtain
Ceff3333
C3333
=
1− 2ν
(1− ν)2
(pi
2
)4 (1 + g/2)8
(1 + g)5
α−4
as final result for the asymptotic behavior of α→∞.
A.5. Numerical aspects
In this section, we explain in more detail the numerical discretization procedure which
is designed to obtain a stable numerical algorithm for the elastic problem with moving
boundaries. We use explicit schemes for both the phase-field and the elastic equations of
motion for two reasons: the first reason is that the problem-inherent nonlinearity poses
serious restrictions on the admissible timesteps even for implicit schemes, eating up most
of the advantage of unconditional stability. The second reason is that a parallelization of
a grid based explicit scheme is rather straightforward. The computational domain is split
up among the used processors which can do most of the calculations independently. After
each timestep, information about the changed boundaries needs to be exchanged. This is
a one-to-one communication, which is very efficient and scales well on many processors.
The dissipative phase-field dynamics is normally rather robust. If non-obvious aspects
have to be considered, they are mentioned at the appropriate locations in the main text.
In contrast, more care has to be taken in the treatment of the elastic equations of motion.
They conserve energy, and therefore, tiny numerical errors can easily add up, destroying
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the solution. We would like to emphasize that energy conservation follows from the
continuous time translation symmetry, which is violated in any numerical discretization
approach. While fluctuations in energy cannot be avoided, it has to be assured that
the average energy does not change in time. Therefore, naive discretization schemes can
lead to long time instabilities. We can overcome this problem by using a generic time
symmetric scheme that does not suffer from this problem. It is not specifically related
to the phase-field description and can easily be extended to three dimensional systems or
spatially varying mass densities. For the solution of elastic problems, a sufficient amount
of boundary conditions have to be provided. Since they depend on the problem and
are given explicitly in the main text whenever needed, we do not discuss them here and
concentrate on bulk properties instead. The equation of motions can be obtained from
variational principles, so the elastodynamic evolution follows from the action
δS
δui
= 0. (A.31)
We investigate the contributions from the kinetic and the potential energy separately:
ST :=
∫ ∫
1
2
ρu˙2i dV dt, SU := −
∫ ∫
1
2
σijij dV dt, (A.32)
and obtain for the potential part
SU = −12
∫ ∫ [
(2µ+ λ)(2xx + 
2
zz) + 2λxxzz
+4µ2xz
]
dV dt.
We use a staggered grid [114], i.e. the mass density and the elastic constants are defined
on the grid points, displacements between them (see Fig. A.2) .
In our case, the spatial (and temporal) values of the elastic coefficients µ, λ are related
to the phase-field. Similar to the derivation above, we keep the phase-field fixed (and thus
the elastic coefficients) during the variation with respect to the elastic displacements. We
use the notation u(n)k (i, j), where i, j are the spatial and n is the time index; in the phase-
field formulation, no explicit distinction between the different phases has to be made, and
therefore the upper index cannot be confused with previous notations. We assume the
grid spacing ∆x to be the same in both spatial directions.
The central idea for derivation of the discrete equations of motion is the discretization
of the action (obeying symmetry in space and time) and to perform discrete variations
with respect to each degree of freedom u(n)x (i, j) and u
(n)
z (i, j). We study the potential
contribution to S first:
SU → −12(∆x)
2∆t∑
n
∑
i,j
[
(2µ+ λ)(2xx + 
2
zz) + 2λxxzz︸ ︷︷ ︸
on grid points
+ 4µ2xz︸ ︷︷ ︸
in square center
]
.
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Figure A.2.: The staggered grid: Shear modulus µ and Lame´ coefficient λ are defined on
the nodes (circles), the displacements ui on the connecting lines. Thus we
have three different lattices which are shifted by ∆x/2.
We express the first part on the grid points, and therefore replace the elastic coefficients
as follows:
µ→ µ(i, j), λ→ λ(i, j). (A.33)
Strains also have to be evaluated on the nodal points:
xx → (n)xx (i, j) =
u
(n)
x (i, j)− u(n)x (i− 1, j)
∆x
, (A.34)
zz → (n)zz (i, j) =
u
(n)
z (i, j)− u(n)z (i, j − 1)
∆x
. (A.35)
The second part is expressed in the center of the squares, i. e.:
µ → µ(i+ 1/2, j + 1/2)
=
1
4
(µ(i, j) + µ(i+ 1, j) + µ(i, j + 1) + µ(i, j + 1)) ,
xz → (n)xz (i+ 1/2, j + 1/2)
=
[
u(n)x (i, j + 1)− u(n)x (i, j) + u(n)z (i+ 1, j)
−u(n)z (i, j)
]
/(2∆x).
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We illustrate the discrete variation with respect to u(n)x (i, j),
∂SU
∂u
(n)
x (i, j)
= −∆t∆x
{
[2µ(i, j) + λ(i, j)] (n)xx (i, j)
− [2µ(i+ 1, j) + λ(i+ 1, j)] (n)xx (i+ 1, j)
+λ(i, j)(n)zz (i, j)− λ(i+ 1, j)(n)zz (i+ 1, j)
−2µ(i+ 1/2, j + 1/2)(n)xz (i+ 1/2, j + 1/2)
+2µ(i+ 1/2, j − 1/2)(n)xz (i+ 1/2, j − 1/2)
}
.
For the kinetic contribution, we proceed in a similar way. Here, the terms are defined
between the lattice points:
ST → 12(∆x)
2∆t
∑
n
∑
i,j
(ρu˙2x︸︷︷︸
at ux
+ ρu˙2z︸︷︷︸
at uz
). (A.36)
Discretization of the first term defines the displacement rate v(n+1/2)x (i, j) at intermediate
timesteps
u˙x → v(n+1/2)x (i, j) :=
u
(n+1)
x (i, j)− u(n)x (i, j)
∆t
, (A.37)
and similarly for the second term
u˙z → v(n+1/2)z (i, j) :=
u
(n+1)
z (i, j)− u(n)z (i, j)
∆t
. (A.38)
Variation of the kinetic contribution to the discrete action therefore gives
∂ST
∂u
(n)
x (i, j)
= −(∆x)2ρ
[
v(n+1/2)x (i, j)− v(n−1/2)x (i, j)
]
= −(∆x)2ρ∆tu
(n+1)
x (i, j)− 2u(n)x (i, j) + u(n−1)x (i, j)
(∆t)2
.
Notice that this expression is invariant against time inversion. Vanishing total variation
of S = SU + ST with respect to u
(n)
x (i, j) leads to the desired explicit evolution equation.
The same procedure has to be performed for uz.
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