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Abstract 
      Temperature control systems have the characteristics of non-linearity, large inertia, and time variance. 
It is difficult to overcome the effects of these factors and get a reasonable results with the use of 
conventional controllers such as PID. So, temperature control by a robust neural fuzzy Petri net (RNFPN) 
controller based on an indirect forward control structure is proposed in this paper. After offline learning to 
get the initial weights, the RNFPN is online constructed by concurrent structure/parameter learning. The 
RNFPN has many advantages when applied to temperature control plants such as: high learning ability 
which reduces the controller training time, no a priori knowledge of the plant is required which simplifies 
the design task, and lastly the high control performance. The simulation results showed that the RNFPN 
intelligent controller has a reasonable robustness against disturbance, rapidity and good dynamic 
performance. 
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1. Introduction
Soft computing techniques like fuzzy logic, neural networks, and fuzzy neural networks have been
used widely in the identification and control of dynamic systems [1]. The merging of fuzzy and Back 
propagation neural network (BPNN) has inspired new resources for the design of efficient controllers [2]. 
These types of computing techniques have many advantages, such as: it is used for nonlinear systems, 
model-free systems, and good self learning abilities. In [3] the BPNN has been applied to temperature 
control system but the convergence speed is slow, which makes it unsuitable for real time applications. In 
[4] a neural fuzzy inference network is proposed for temperature control and proved good learning ability 
but the inclusion of too many input and output variables  increases the network size and decreases the 
learning speed. In [5], a recurrent neural fuzzy network controller is presented. In [6], a dynamic fuzzy 
neural network is introduced. In these recurrent neural fuzzy networks i.e. in [5,6], one common 
characteristic is that the recurrence is achieved by including external feedback. To apply these networks 
to temperature control problems, they still need to know the order of both control input and network 
output to participate in the recurrent model. In [2], a TSK-type recurrent fuzzy neural network is 
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proposed. It proved a good performance but with inverse control structure and it is still need at least 8 
input nodes and 107 iterations of training to get a sum of square error (SSE) of 3.1. Therefore, in spite of 
that the fuzzy neural (FNN) has been proved to be a powerful technique in system control but its real time 
applications may be difficult due to heavy computations especially if huge parameters are to be tuned. In 
order to overcome this problem, the concept of a Petri net (PN) is included into the FNN to reduce the 
redundant or inefficient computations and hence improves the control reliability. The basic concept of PN 
is incorporated into the conventional FNN to get what is called NFPN controller. The PN consists of 
“places” and “transitions” with the input and output functions [7]. The places and transitions are denoted 
by circles and bars respectively and connected by arcs. There are a number of input and output places for 
each transition except the input transition which has only an output. Places are used to represent 
condition, operation process, and buffer while transitions are used to express event, start operation, and 
signal processor [7].   
     The rest of the paper is organized as follows: Section 2 is concerned with the temperature control plant 
and how to measure its parameters. In section 3, the structure/ parameter optimization is detailed.  Section 
4 deals with the identification model and the identification process. Section 5 introduces the proposed 
online control system design and features. Section 6 presents the simulation results for offline 
identification and online identification and control. Section 7 summarizes the main conclusions and gives 
some comments.  
2. Temperature Control Plant 
2.1 Process reaction curve (PRC) 
PRC is the easiest way to compare to the statistical method and is the most widely used method for 
identifying dynamic models. The PRC method involves the following practical steps: 1) Allow the process 
to reach steady state, 2) Introduce a single step change in the input variable, 3) Collect the input and output 
response data until the process gain reaches steady state and 4) Perform the graphical PRC calculation. 
2.2 First order model with dead time 
The simulation is done on a water bath to control its temperature. The water bath is an example of an 
important component in a batch-reactor process. It can be described by the following model [8]: 
                   
           
    
                                                                   (1) 
Where k is magnification,   is the time constant, and td is the delay time. In this paper, the water bath is 
chosen as the controlled object to study the temperature control system. In order to get the parameters of 
the plant, a step signal is applied to the input of the plant and the S-shape (process reaction) curve is 
obtained. From this curve we got the values of k to be 1, td is 60 seconds, and   is 180 seconds. The 
difference equation derived for this plant is found to be:     
              
    
       
   
    
    
  
  
                                                             (2) 
Where TS is the sampling time that should be chosen accurately. In this paper, TS is equal to 15 Sec. 
3. Structure and Learning of RNFPN 
3.1 Structure of RNFPN 
The newly presented RNFPN controller for temperature control system is shown in Fig.(1). The 
difference between this framework and that of the FNN is the transition layer. The operation of each layer 
of this RNFPN framework is introduced as follows: 
Input Layer: Each node in this layer transmits the input crisp variable xi (i=1,2,3,…n) to the next layer. 
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Membership Layer: This layer represents the fuzzification stage for the RNFPN in which the crisp 
inputs xj are transformed to fuzzy inputs via the adopted Gaussian membership function which is given by: 
                                                          
 
 
        
 
   
                                                                                                                            (3) 
Where cij and sij  are the centre and width of the membership function. 
Petri Net Layer: This layer is used to produce tokens that make use of competition laws for node firing 
as follows: 
                                                      
            
            
                                                                                (4) 
Where tij is the transition and dth is the dynamic threshold that varies with error and can be tuned by the 
following equation [9]: 
                
           
           
                                                                            (5) 
Where α and β are positive constants that can be chosen randomly. It is clear that the larger the error is, 
the smaller the threshold is. If the error becomes large, the threshold values will be decreased to fire more 
rules for the current situation. Of course one can use a constant value for the threshold. It is important to 
mention that if the threshold value is chosen to be 0, then the RNFPN system will transformed to FNN 
system.   
Rule layer: The output of each node is the product of its inputs and it is given by eq. (6): 
    
    
 
            
                    
                                                                  (6) 
      Where    is the output of the jth  node of the rule layer; and n is the number of crisp inputs. 
Output Layer: The output node calculates the total output y as a summation of the input signals as 
follows: 
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Fig. (1): Framework of the RNFPN 
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Where the connection weights wj is the output action strength associated with the jth rule; ni is the 
number of rules. 
3.2 Learning algorithm of RNFPN 
The task of constructing the RNFPN is divided into two subtasks: structure learning and parameter 
learning. In the structure learning, the number of fuzzy rules, initial location of membership functions, and 
initial consequent parameters are chosen. The parameter learning is used to tune the free parameters of the 
constructed network to its optimal values. To explain the learning algorithm of RNFPN  using the 
supervised back propagation method, the error function is defined as: 
  
 
 
      
 
                                                               (8) 
Where y is the output of RNFPN network and yp is the output of the plant. 
The update laws for wj, cij, and sij are[9]: 
                
  
   
 ;                   
  
    
 ;                   
  
    
     (9 – 11)    
Where    is the learning rate for the weights of rule layer,    ,    are the learning rates for the center 
and width of the Gaussian membership function respectively. Choosing suitable values for these learning 
rates is very important during training process. The three partial derivatives in the above three equations 
are derived and given by: 
  
   
                                                                                                     (12) 
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4. Identification Model  
     For single input single output (SISO), linear, and time invariant plants with unknown parameters, the 
identification model may be similar to the following [10]: 
                            
   
   
   
                                           (15) 
Where αi and βj are unknown parameters, u is the input to the plant, and yp is the output. Two 
representations for the identification models are available: Parallel model and Series-Parallel model. In this 
paper, the second model is adopted.  
Series-Parallel Identification Model 
     This model is obtained by feeding back the past values of the plant output as shown in Fig.(2). The 
identification method depends on the control strategy. The forward control (indirect) strategy requires 
forward identification and the inverse control (direct) requires inverse identification. 
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      In this paper, the forward control with forward identification is used because it is simpler and more 
accurate than the inverse control.  The forward (offline) identification system for our plant is shown in 
Fig.(3). In Fig. (3), the value of (td/TS) of the difference equation is 3 i.e. there is only u(k), u(k-1), u(k-2), 
and u(k-3) inputted to the identifier. Of course the number of delays (z-1) depends on the transport lag of 
the plant.  
5. Control System Design  
     The PID controllers were used to control industrial temperature systems and some of these systems are 
still usable today. These systems were used as PID or PI controllers. Today PID controllers are modified 
to be fuzzy PID controllers. In general, PID controller is a direct controller placed in the feed forward 
path of the system, it receives the error signal and produces control command according to the value of 
the error signal, its derivative and its integral. Adaptive control is introduced to deal with complex 
systems that could not be controlled by conventional methods such as ill-defined plants or time varying 
parameters plants. In this type of control systems, plant response should follow the response of a defined 
system. Adaptive controllers could take many forms like Variable Structural Systems (VSS), Self Tuning 
Systems (STS) and Model Reference Adaptive Control systems (MRAC). Any of these types of adaptive 
control systems may be used in the field of temperature control. In this work, the basic concept of PN is 
used with the FNN to create the presented RNFPN controller for any type of temperature control system. 
The proposed RNFPN forward (online) control system is shown in Fig.(4).   
This control system, which is based on MRAC, performs two tasks: system identification and control. 
The initial values for wj, cij, and sij of the identifier should be taken from offline learning that is achieved 
according to Fig.(3). The purpose of the identification process is to overcome the changes that may occur 
in the system parameters due to disturbance. Also, the control process requires the sensitivity parameter 
(S) of the plant to be introduced by the identifier. The reference model specifies the desired output 
performance of the control system i.e. the system will track the desired output of the reference model. 
Therefore, it is designed as a PID closed loop system with the same plant to be controlled but with 
different parameters.  
 The RNFPN for the controller and the identifier have the same structure with a small difference in the 
number and type of the inputs and outputs. The update training laws for the RNFPN is the same as the 
previously mentioned equations but the error function is given by: 
   
 
 
    
 
 
       
                                                                        (16) 
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It is clear that yr is the output of the reference model. Now, the partial derivatives  
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the updating laws should be derived according to the chain rule as follows: 
   
    
 
   
   
   
   
   
  
  
    
                                                                     (17) 
Where u is the plant input or the controller output. The term   
 𝒚𝒚𝒑𝒑
  
  represents the system sensitivity that 
should be found because the convergence of the RNFPN controller cannot be insured if S is unknown. 
Since the RNFPN identifier of Fig.(4) is used to provide the S function and since it has the same plant input 
and output i.e.: 
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Hence, the S function is derived to be:  
             
        
         
    
 
  
                     
                                                               
                                          (18)               
Therefore, we can summarize the updating laws for RNFPN controller by:     
Fig.(4): The proposed RNFPN forward (online) control 
system 
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In practice, the simple form of the PID algorithm, which depends on error, its derivative, and its integral, 
is not satisfactory and has to be modified to overcome its limitations [11]. The required modifications are: 
Bumpless transfer, and saturation (integral windup). 
5.1 Bumpless transfer 
     In the steady state with zero error, the controlled variable is zero. In many practical applications this is 
not suitable e.g. the case of temperature control system which requires a non zero voltage to be applied to 
the heater input to provide heat output. The availability of the integral term may lead to avoidance of the 
zero value for the controller output, but there will be difficulties in changing smoothly, without 
disturbance to the plant, from manual to automatic control. There will also be the danger that a large 
change will occur on changeover. Plant operating requirements demanded that manual/automatic 
changeover is done in the so-called “bumpless” manner [11]. Bumpless transfer can be satisfied by 
several methods. One of the most widely used methods is the velocity algorithm, which gives the change 
in the value of the manipulated variable    for each sample rather than the absolute value of the variable 
m. The difference equation for    is derived to be: 
                                                                            (21) 
Where   𝒌𝒌     𝒌𝒌  𝒚𝒚𝒑𝒑 𝒌𝒌  is the error signal,    𝒌𝒌  is the set commands, and 𝒌𝒌𝒌 𝒌𝒌𝒌 𝒌𝒌𝒌  are 
constants to be tuned by the RNFPN controller. Hence, the inputs to the RNFPN controller are 
  𝒌𝒌    𝒌𝒌  𝒌    𝒌𝒌  𝒌  as shown in Fig.(4). Since it outputs only the change in the controller position, 
this algorithm automatically satisfies “bumpless transfer”. Also, it is easy to program and safer in that 
large changes will not occur.  
 
5.2 Saturation (integral windup) 
     The second major reason for using the velocity algorithm in our control system design is to overcome 
the problem of integral windup. In any practical application  the value of the manipulated variable m is 
limited by physical constraints. An electric heater can supply only a given maximum heat and cannot 
supply a negative heat. If the value of the manipulated variable exceeds the maximum output of the 
actuator, effective feedback control is lost. Under some conditions, a large standing error in temperature 
will exist. If a PID controller is used, the integral term will continue to grow because there is a standing 
error. This effect is called integral windup which may lead to a poor response. The integral windup can be 
avoided by using the velocity algorithm since the integral action is obtained by a summation of the 
increments in the controller output (plant input). Therefore, there is an inherent integral limit which 
prevents a buildup of error leading to avoiding the saturation problem 
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6. Simulation Results 
6.1 Offline identification 
     The software written for the simulation results of the offline identification is an m-file (MATLAB). As 
mentioned before the results of the offline is taken to be the initial values for the online identification and 
control. The initial values will speed up the training process of the online control very much. The offline 
itself needs an initial values for the weights which are taken to be 0.002 and the centre and width of the 
Gaussian membership function which can be calculated from the following two equations respectively 
[12]: 
               
           
    
 and                    
           
    
 
Where Xn max, Xn min are the pre-specified maximum and minimum values for the universe of discourse for 
each input to the controller network; ni is the number of membership functions for each input variable. 
The model to be identified is a type 0 system which represents a small water bath temperature control 
system. A velocity PID controller is designed to generate the appropriate voltage inputs u(k) to the plant 
and the identifier as shown in Fig.(3). Fig.(5) shows the trained response after few epochs while Fig.(6) 
shows the trained response after 5000 epochs.  
 
6.2 Online identification and control 
     The online forward control of Fig.(4) is implemented by another m-file. The forward identifier, which 
is used to estimate the plant sensitivity, will take its initial parameters from the final values of the offline 
identification system. All initial values for parameters such as: learning rates, number of rules, number of 
membership functions, constants of the dynamic threshold, etc. are chosen by trial and error for the online 
and offline identification. Fig.(7) shows the trained response after few epochs while Fig.(8) shows the 
result after 8000 epochs. The sum of square error (SSE) during the 8000 training epochs is drawn in 
Fig.(9). It shows an average value for error of nearly 0.1, which is very good and acceptable in industrial 
applications. Of course, the value of SSE may be improved if the number of epochs is increased beyond 
8000. In fact, we reach to 0.05 after about 16000 epochs then the SSE became fixed to this value. It is 
clear that these values (0.05 error in 16000 iterations) are much more better than the values obtained in 
[2] (3.1 error in 107 iterations). The value of error may  change if some parameters are changed such as 
plant time constant, plant time delay, plant gain, learning rate, etc.   If the values of weights and centre 
and width of the membership functions become fixed during training i.e. there is no large change in their 
values then this is a good criterion for accuracy and convergence of the training process. Hence, 
Figs.(10,11,12) show the norm for weight, centre, and width. They show a very small change in their 
norm values, which means that the training process is in the right direction and convergence is reached.  
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7.      Conclusions 
The simulation results shown in Figs.(5)-(12) proved that the RNFPN technique is very good for 
identification and control of temperature control systems. The RNFPN has the advantage of its capability 
to reduce the number of fired rules if the error is decreased since it increases the dynamic threshold. Also, 
it proves a good stability in SSE and fast training convergence. One drawback for this technique is that 
sometimes its performance becomes comparable to the performance of FNN and other times may be less. 
Of course, the proposed controller is ready to be used in real time water bath or any temperature control 
system.  
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