Local search is widely used for solving the propositional satisÿability problem. Papadimitriou (1991) showed that randomized local search solves 2-SAT in polynomial time. Recently, Sch oning (1999) proved that a close algorithm for k-SAT takes time (2 − 2=k) n up to a polynomial factor. This is the best known worst-case upper bound for randomized 3-SAT algorithms (cf. also recent preprint by Schuler et al.).
Introduction
Worst-Case Upper Bounds for SAT. The satisÿability problem for propositional formulas (SAT) can be solved by an obvious algorithm in time poly(n) · 2 n , where n is the number of variables in the input formula, and poly(n) is a polynomial. This worst-case upper bound can be decreased for k-SAT, i.e., if we restrict inputs to formulas in conjunctive normal form with at most k literals per clause (k-CNF). The ÿrst upper bounds poly(n) · c n , where c¡2, were obtained in 1980s [4, 15] , for example, the bound poly(n) · 1:619 n for 3-SAT. Currently, much research in SAT algorithms is aimed at decreasing the base in exponential upper bounds, e.g., [23, 19, 13, 18, 17, 12, 20, 7] .
The best known bound for randomized 3-SAT algorithms is poly(n) · (4=3) n due to Sch oning [20] . For randomized k-SAT algorithms when k¿4, the best known bound is due to Paturi et al. [17] . This bound is not represented in compact form; the bound for 4-SAT is poly(n) · 1:477 n , the bound for 5-SAT is poly(n) · 1:569 n . The best known bounds for deterministic k-SAT algorithms are as follows. For k = 3, Kullmann [12] gives the bound poly(n) · 1:505 n . In [19] , the bound poly(n) · 1:497 n was announced ( [11] sketched how this bound can be obtained by a reÿnement of [12] ). For k = 4, the best known bound is still poly(n) · 1:840 n due to Monien and Speckenmeyer [15] . For k¿5, Paturi et al. [18] give the bound approaching poly(n) · 2 (1−1=(2k))n for large k. In this paper we improve all these bounds for deterministic algorithms.
Randomized Local Search. Local search is a well-known heuristic search method [2, 14, 22] . A huge amount of experiments has demonstrated that local search is often very good in solving SAT for many classes of formulas, see [6] for survey. Also, there is a few average-case and worst-case bounds for local search in SAT, e.g., [16, 10, 5, 20, 8] . Papadimitriou showed [16] that 2-SAT can be solved in polynomial time by a randomized local search procedure. Our algorithm is inspired by Sch oning's algorithm [20] which is close to Papadimitriou's algorithm and runs in time poly(n) · (2 − 2=k) n for k-SAT. This is the best known worst-case upper bound for randomized 3-SAT algorithms.
Given a formula F in k-CNF with n variables, Sch oning's algorithm chooses exponentially many initial assignments at random and runs local search for each of them. Namely, if the assignment does not satisfy F, then the algorithm chooses any unsatisÿed clause, chooses a literal from this clause at random, and ips its value. If a satisfying assignment is not found in 3n such steps, the algorithm starts local search from another random initial assignment.
Thus, the algorithm in [20] includes two randomized components: (1) the choice of initial assignments, and (2) local search starting from these assignments.
Deterministic Local Search. The deterministic k-SAT algorithm presented in this paper can be viewed as a derandomized version of the randomized algorithm above. The derandomization consists of two parts. To derandomize the choice of initial assignments, we cover the space of all possible 2 n assignments by balls of some Hamming radius r. We describe two algorithms that generate a good covering for given r. The ÿrst one constructs a covering whose cardinality is minimum up to a polynomial factor, but takes exponential space. The second one constructs an "almost" minimal covering and runs in polynomial space. In each ball of the covering, we run a deterministic version of local search to check whether there is a satisfying assignment inside the ball.
The optimal value of r can be chosen so that the overall running time is minimal. Taking r = 1=(k + 1), we obtain the running time poly(n) · (2 − 2=(k + 1)) n . We also show how to decrease this bound by using a more complicated version of local search. For 3-SAT, the modiÿed algorithm gives the bound poly(n) · 1:481 n . Notation. We consider propositional formulas in k-CNF (k¿3 is a constant). These formulas are conjunctions of clauses of size at most k. A clause is a disjunction of literals. A literal is a propositional variable or its negation. The size of a clause is the number of its literals. An assignment maps the propositional variables to the truth values 0,1, where 0 denotes false and 1 denotes true. A trivial formula is the empty formula (which is always true) or a formula containing the empty clause (which is always false).
For an assignment a and a literal l, we write a |l=1 to denote the assignment obtained from a by setting the value of l to 1 (more precisely, we set the value of the variable corresponding to l). We also write F |l=1 to denote the formula obtained from F by assigning the value 1 to l, i.e., the clauses containing the literal l itself are deleted from F, and the literal l is deleted from the other clauses.
We identify assignments with binary words. The set of these words of length n is the Hamming space denoted by H n = {0; 1} n . The Hamming distance between two assignments is the number of positions in which these two assignments di er. The ball of radius r around an assignment a is the set of all assignments whose Hamming distance to a is at most r.
A code of length n is simply a subset of H n . The covering radius r of a code C is deÿned by r = max By a covering code of radius r we mean a code understood as a covering of H n by balls of radius r, i.e., every word in H n belongs to at least one ball of radius r centered in a code word.
The paper is organized as follows: Section 2 describes the local search procedure. In Section 3 we show how to construct the codes used in our algorithms. Section 4 contains the main algorithm and its analysis. We describe the technique yielding the bound poly(n) · 1:481 n in Section 5. We discuss further developments in Section 6.
Local search
Suppose we are given an initial assignment a ∈ H n . Consider the ball of radius r around a. The number of assignments in this ball (the volume of the ball) is
If the normalized covering radius = r=n satisÿes 0¡ 61=2, the volume V (n; r) can be estimated as follows, cf. 
where h( ) = − log 2 −(1− ) log 2 (1− ) is the binary entropy function. These bounds show that for a constant in the interval 0¡ 61=2, the volume V (n; r) di ers from 2 h( )n at most by a polynomial factor. The e ciency of our algorithm relies on the following important observation. Suppose we wish to check whether a satisfying assignment exists inside the ball of radius r around a. Then it is not necessary to search through all V (n; r) assignments inside this ball. The given formula F can be used to prune the search tree. The following easy lemma captures this observation. Lemma 1. Let F be a formula and a be an assignment such that F is false under a. Let C be an arbitrary clause in F that is false under a. Then F has a satisfying assignment belonging to the ball of radius r around a i there is a literal l in C such that F |l=1 has a satisfying assignment belonging to the ball of radius r − 1 around a.
Proof. For any clause C false under a, we have the following equivalence: The formula F has a satisfying assignment inside the ball of radius r around a i there are a literal l in C and a satisfying assignment b such that l has the value 1 in b and the Hamming distance between b and a |l=1 is at most r − 1. The latter holds i there is a literal l in C such that F |l=1 has a satisfying assignment inside the ball of radius r − 1 around a.
The recursive procedure Search(F; a; r) performs a depth-ÿrst search as described below. It is the local search component of our algorithm. The procedure takes a formula F, an initial assignment a, and a radius r as input. It returns true if F has a satisfying assignment inside the ball of radius r around a. Otherwise, the procedure returns false.
Procedure Search(F; a; r). 1. If all clauses of F are true under a then return true. 2. If r60 then return false. 3. If F contains the empty clause then return false. 4. Pick (according to some deterministic rule) a clause C false under a. Branch on this clause C, i.e., for each literal l in C do the following: If Search(F |l=1 ; a; r − 1) returns true then return true, otherwise return false.
Lemma 2. If F has a satisfying assignment within distance r of a; then Search(F; a; r) will ÿnd a satisfying assignment.
Proof. The lemma easily follows by induction on r with the invariant: Search(F; a; r) outputs true i F has a satisfying assignment inside the ball of radius r around a. For the induction step Lemma 1 is used.
Lemma 3. Search(F; a; r) runs in time poly(n) · k r .
Proof. The recursion depth of Search(F; a; r) is at most r. If the input formula F is in k-CNF, the number of recursive calls generated at Step 4 is bounded by k. Therefore the recursion tree has at most k r leaves.
We observe that the exponential part k r of this bound can be much smaller than the volume of the ball of radius r around a. For example, for r = n=2 and k = 3 we obtain V (n; r)¿2 n−1 whereas 3 r ¡1:733 n . This gives us a very simple deterministic SAT algorithm: Given an input formula F with n variables, run Search(F; a 0 ; n=2) and Search(F; a 1 ; n=2), where a 0 and a 1 are n-bit assignments a 0 = (0; 0; : : : ; 0) and a 1 = (1; 1; : : : ; 1). Since any assignment has the Hamming distance 6 n=2 to either a 0 or a 1 , the algorithm is correct. Its running time is bounded by poly(n) · 1:733 n . The set {a 0 ; a 1 } in this example is nothing else than a covering code of radius bounded by n=2.
Construction of covering code
For any covering code C of radius r, we have |C| · V (n; r)¿2 n , where V (n; r) is the volume of a ball of radius r. Using the upper bound on V (n; r) in (1), we obtain
where = r=n is the normalized covering radius, and 0¡ ¡1=2. This lower bound on |C| is known as the sphere covering bound [3] . The following lemma known in coding theory [3, Theorem 12.1.2, p. 320] shows the existence of covering codes whose size achieves the sphere covering bound up to a factor of n. We include the proof for completeness.
Lemma 4. For any n ¿ 1 and r; there exists a covering code C of length n; covering radius at most r; and size at most n · 2 n =V (n; r) :
Proof. We show the existence of C by a probabilistic argument. Choose n · 2 n =V (n; r) elements of H n uniformly at random with replacement. We now show that these elements form a covering code of radius at most r with non-zero (and, in fact, high) probability. Let a be a ÿxed element of H n . It belongs to the Hamming ball of radius r around a randomly chosen element b of H n with probability V (n; r)=2 n . The probability that a belongs to none of the balls of radius r around our randomly chosen elements is therefore
n =V (n;r) 6 e −n ; using 1 + x 6 e x for all x. Thus the chosen elements form a covering code of radius at most r with probability at least 1 − 2 n · e −n which tends to 1 for n → ∞. Corollary 1. Let 0¡ ¡1=2 and let ÿ(n) = n (1 − ). For every n there exists a covering code C of length n; radius at most n; and size at most nÿ(n) · 2 (1−h( ))n .
Proof. Follows from Lemma 4 and bound (1) on the volume:
The corollary provides the existence of a covering code of nearly minimum size and a randomized algorithm for constructing such a code (just choose it at random). We now describe two deterministic algorithms. The ÿrst one is a greedy algorithm that generates a covering code achieving the sphere covering bound up to a polynomial factor. However, this algorithm takes exponential space. The second algorithm constructs in polynomial space a covering code that "almost" achieves the sphere covering bound ("almost" means "up to the factor of 2 n " for arbitrary ¿0). Although the algorithms can be easily derived from results in the literature, the algorithms as such with the purpose of generating covering codes seem to be new.
First Algorithm. We can view the construction of a covering code as an instance of the Set Cover problem: We wish to cover the elements of H n using as few balls of radius n as possible. The following greedy algorithm [9] approximates the minimum number of balls needed to within a factor of n: at each step, choose a ball that covers as many as-yet-uncovered elements as possible. Here is a naive estimate of the running time of this algorithm. We can associate with each ball the number of as-yet-uncovered elements it contains; in one iteration, we choose a ball for which this number is maximum, and update the numbers for all other balls. In this way, we can run each iteration in time poly(n) · 2 2n , and there are at most 2 n iterations. Thus we have Lemma 5. Let n ¿ 1; 0¡ ¡1=2; and ÿ(n) = n (1 − ). Then a covering code of length n; radius at most n; and size at most n 2 ÿ(n) · 2 (1−h( ))n can be constructed in time poly(n) · 2 3n .
Unfortunately, the running time bound here is much too large. The following result trades o the size of the covering code for an improved running time.
Lemma 6. Let d ¿ 2 be a divisor of n ¿ 1; and 0¡ ¡1=2. Then there is a polynomial q d such that a covering code of length n; radius at most n; and size at most
Proof. We partition the n bits in the words of H n into d blocks of length n=d each. We use Lemma 5 to construct a covering code C of radius at most n=d for H n=d . We then deÿne C to be the direct sum of d instances of C , i.e., the set of all concatenations of d words from C . It is easy to check that C is a covering code of radius at most n. For every a ∈ H n , we can divide it into blocks a 1 ; : : : ; a d of length n=d each, and identify a word w i in C within distance n=d of each block a i . The concatenation w 1 w 2 · · · w d is then an element of C within distance n of a.
The time taken to construct
Second Algorithm. In Lemma 6, each code word consists of a constant number d of blocks of length n=d. The blocks are constructed by the greedy algorithm. In the following lemma, a code word consists of a linear number n=b of blocks of a constant length b. These blocks are hardwired into the algorithm.
Lemma 7. Let ¿0 and 0¡ ¡1=2. There is a constant b = b( ; ) such that for any n = bl; a covering code of length n; radius at most n; and size at most 2
(1−h( )+ )n can be constructed in polynomial space using polynomial time per code word.
Proof. Corollary 1 implies that there is a code C = C ( ; ) of length b = b( ; ), radius at most b, and size at most 2
(1−h( )+ )b . Clearly, the direct sum of n=b instances of C is the required code.
Main algorithm and its analysis
Our main algorithm takes as input a formula F in k-CNF of n variables. The idea behind the algorithm is as follows. We cover H n by balls of radius n using Lemma 6. The covering consists of B(n; ; d) = q d (n) · 2
(1−h( ))n balls and its construction takes T 1 (n; ; d) = q d (n) · (2 3n=d + 2 (1−h( ))n ) time, where q d is a polynomial. In each ball we invoke the local search procedure which takes T 2 (n; ) = p(n) · k n time per ball, where p is a polynomial. The overall running time is therefore T 1 (n; ; d) + B(n; ; d) · T 2 (n; ):
Straightforward di erentiation shows that we can minimize the exponential part of the product by choosing = 1=(k + 1). The ÿrst term of (3) can be made smaller than the second one by choosing a suitable d, say, take d = 6. For simplicity, we assume that n is divisible by d. Clearly, introducing a constant number of extra variables increases the running time bound by at most a constant factor.
Main Algorithm. 1. Set = 1=(k + 1). 2. Use Lemma 6 with d = 6 to generate a covering code C of length n and radius at most n. 3. For each code word a in C, run Search (F; a; n). Return true if at least one procedure call returns true. Otherwise return false.
Theorem 1. Main Algorithm solves k-SAT in time poly(n) · (2 − 2=(k + 1))
n ; where n is the number of variables in the input formula.
Proof. We calculate (3) as follows:
Theorem 2. For any ¿0 and integer k; Main Algorithm can be modiÿed so that it runs in time poly(n) · (2 − 2=(k + 1) + ) n using polynomial space.
Proof. We modify Main Algorithm as follows: Instead of Lemma 6, we use Lemma 7 with = log 2 ( (k + 1)=(2k) + 1). As above, we can assume that n is divisible by b( ; ). Then the overall running time can be estimated as follows (up to a polynomial factor):
Improved local search
The local search procedure Search(F; a; r) from Section 2 picks any false clause for branching. The complexity of this procedure is poly(n) · k r . Choosing a clause for branching more carefully, we can improve this bound and, thereby, the overall running time of our main algorithm. In this section we show how to improve Search (F; a; r) for formulas in 3-CNF so that its complexity is bounded by poly(n) · 2:848 r instead of poly(n) · 3 r . We then obtain the bound poly(n) · 1:481 n for 3-SAT. Let F be a formula and a an assignment. Let C be a clause in F. We classify C according to the number of its literals true under a. Namely, we call C a We say that F is d-false under a (d ¿ 0) i F has no satisfying assignment within Hamming distance d from a. When d is ÿxed, we can test in polynomial time whether F is d-false under a, where F and a are given as input.
The following observation follows from the fact that a (1)-clause l i of F becomes the empty clause in F |li = 1.
Lemma 8. Let F be a formula false under a. If F contains a (0; 0; 0)-clause l 1 ∨ l 2 ∨ l 3 and a (1)-clause l i where i ∈ {1; 2; 3}; then we have the following equivalence: F is satisÿed within Hamming distance 6 r from a i there is a j ∈ {1; 2; 3} such that j = i and F |lj=1 is satisÿed within Hamming distance 6 r − 1 from a.
Let F be a non-trivial formula in 3-CNF. The following deÿnitions describe types of formulas used in the new version of the procedure Search. Fig. 1 illustrates the types of branching that can occur: 1. Let F be false under a. We say that F is I -constrained with respect to a i one of the following holds:
• F has a (0)-or (0; 0)-clause with respect to a.
• F has a (0; 0; 0)-clause containing a literal l such that l is a (1)-clause of F. 2. Let F be 1-false under a. We say that F is II -constrained with respect to a i one of the following holds:
• F is I-constrained with respect to a.
• F has a (0; 0; 0)-clause containing a literal l such that the formula F |l=1 is I-constrained. 3. Let F be 2-false under a. We say that F is III -constrained with respect to a i one of the following holds:
• F is I-constrained or II-constrained with respect to a.
• F has a (0; 0; 0)-clause such that for each literal l in this clause, F |l=1 is II-constrained. The next lemma and its corollary show that there is no need to make recursive calls for not III-constrained formulas, because such formulas turn out to be satisÿable.
Lemma 9. Let F be non-trivial and 3-false under a. Let l be a literal false under a. Let F |l=1 still be non-trivial (it is 2-false under a by assumption). Then we have the implication: If F |l=1 is III-constrained with respect to a then F |l=1 is II-constrained or F itself is III-constrained.
Proof. First, a preparatory remark: If F is non-trivial, 1-false under a and not I-constrained then F |l=1 is non-trivial for any literal l belonging to a clause of F false under a. Indeed, ÿrst, the empty clause could only be generated if F contained the clause l, which is not the case as F is not I-constrained under a. Second, F |l=1 is not the empty formula because F is 1-false under a.
We show that if F |l=1 is III-constrained with respect to a then F |l=1 is II-constrained or F is III-constrained.
By assumption F |l=1 is non-trivial and 2-false under a. If F |l=1 is I-or II-constrained, the lemma holds. The remaining case to consider is that F |l=1 has a (0; 0; 0)-clause l 1 ∨ l 2 ∨ l 3 such that each F |l=1; li=1 is II-constrained. If an F |l=1; li=1 is I-constrained then F |l=1 is II-constrained and the lemma holds. We have to consider the situation that in each F |l=1; li=1 we have a (0; 0; 0)-clause k i ∨ k i; 1 ∨ k i; 2 such that (without loss of generality) setting k i = 1 shows that F |l=1; li=1 is II-constrained. This means that G i = F |l=1; li=1; ki=1 is I-constrained for i = 1; 2; 3. As F is 3-false under a, we obtain that G i is false under a.
It follows from the remark in the beginning of our proof that G i is non-trivial. The ÿnal idea is as follows. A clause that causes G i to be I-constrained is present in F or generated in 1 or 2 (but not 3 because of F is in 3-CNF) of the steps l = 1, l i = 1, k i = 1. If the clause is present in F we are done. If the step l = 1 is among the steps marking at least one G i I-constrained, F |l=1 is already II-constrained. If for no G i the step l = 1 is necessary to make G i I-constrained, the clause l 1 ∨ l 2 ∨ l 3 and other clauses already present in F cause each G i to be I-constrained. This means that F itself is III-constrained. The missing details of this argument follow below.
We consider several cases depending on the types of clauses that make G i I-constrained: (0; 0)-clause: If G i has a (0; 0)-clause h 1 ∨ h 2 then h 1 ∨ h 2 is generated when setting k i = 1. This is because we assume that F |l=1; li=1 is not I-constrained. Therefore F |l=1; li=1 has a (1; 0; 0)-clause k i ∨ h 1 ∨ h 2 and the (0; 0; 0)-clause k i ∨ k i; 1 ∨ k i; 2 where h 1 ; h 2 = k i . As F is in 3-CNF these clauses are also present in F and we obtain that F is already II-constrained. 0-clause: If G i has a 0-clause h i then h i is generated when setting k i = 1. Again this is because we assume that F |l=1; li=1 is not I-constrained. Therefore F |l=1; li=1 has a (1; 0)-clause k i ∨ h i and the (0; 0; 0)-clause k i ∨ k i; 1 ∨ k i; 2 where h i = k i . The clause k i ∨ k i; 1 ∨ k i; 2 is present in F and F |l=1 . If k i ∨ h i is also present in F |l=1 is II-constrained and we are done.
We have to assume that k i ∨ h i is not present in F |l=1 . Then F |l=1 has the (0; 0; 0)-clauses
and the (1; 1; 0)-clause l i ∨ k i ∨ h i . Since F is in 3-CNF, these clauses also belong to F.
(0; 0; 0)-clause and 1-clause: Let h i ∨ h i ∨ h i be a (0; 0; 0)-clause with respect to a in G i . Let h i be a 1-clause in G i (without loss of generality). If F |l=1; li=1 has the 1-clause h i then F |l=1 is II-constrained and we are done.
So we assume that F |l=1; li=1 dose not have the clause h i . Then F |l=1; li=1 must have the clause k i ∨ h i . If this clause is also present in F |l=1 then F |l=1 is II-constrained and we are done.
We still need to assume that the clause k i ∨ h i is not in F |l=1 . Then F |l=1 has the (0; 0; 0)-clauses
and the (1; 1; 1)-clause l i ∨ k i ∨ h i . Since F is in 3-CNF, these clauses are also present in F.
If we cannot conclude that F or F |l=1 is II-constrained by now, we obtain that for each i = 1; 2; 3, one of the two remaining cases above applies. Then the (0; 0; 0)-clauses l 1 ∨ l 2 ∨ l 3 ; k i ∨ k i; 1 ∨ k i; 2 for i = 1; 2; 3, and the other clauses as speciÿed above are present in F. These clauses show that F is III-constrained because when we branch on the clause l 1 ∨ l 2 ∨ l 3 instead of considering F |l=1 , we can see that each F |li=1 is II-constrained. Corollary 2. Let F be non-trivial and 2-false with respect to a. If F is not III-constrained with respect to a then F is satisÿable.
Proof. If F is not 3-false under a then F is satisÿable and the corollary is proved. So assume F is 3-false and has clauses false under a. The only such clauses are (0; 0; 0)-clauses because F is not III-constrained and, therefore, not I-constrained with respect to a. Let l 1 ∨ l 2 ∨ l 3 be a (0; 0; 0)-clause with respect to a in F. Then each F |li=1 is non-trivial and 2-false (cf. the remark in the beginning of the proof of Lemma 9). If each F |li=1 is III-constrained, we obtain from Lemma 9 that each F |li=1 is II-constrained or F itself is III-constrained. In any case F is III-constrained.
However F is not III-constrained by assumption. Therefore we obtain that at least one F li=1 is non-trivial, 2-false under a, and not III-constrained. Moreover, F li=1 has strictly less false clauses than F. Induction on the number of false clauses of F shows that ÿnally we arrive at a formula that is not any more 3-false under a and hence satisÿable.
Like the initial version of the procedure Search(F; a; r) deÿned in Section 2, the new version takes as input a formula F in 3-CNF with n variables, an initial assignment a, and a radius r. If F has a satisfying assignment inside the ball of radius r around a then the procedure returns true. If F is unsatisÿable, the procedure returns false.
Procedure Search(F; a; r).
1. If F is not 2-false under a then return true. 2. If r60 then return false. 3. If F contains the empty clause then return false. 4. If F is not III-constrained with respect to a then return true. 5. If F is I-constrained with respect to a then branch on a false clause that certiÿes that F is I-constrained. 6. If F is II-constrained with respect to a then branch on a false clause that certiÿes that F is II-constrained. 7. Branch on a false clause that certiÿes that F is III-constrained.
Here the notion of branching is modiÿed as follows. If we branch on a (0; 0; 0)-clause l 1 ∨ l 2 ∨ l 3 such that F has the 1-clause l i for some i ∈ {1; 2; 3}, then we do not run Search(F |li=1 ; a; r − 1).
The correctness of the procedure follows from Lemma 1 and 2 by induction on r. To estimate the number of leaves of the recursion tree, we use the function H deÿned by recursion as follows: H (0) = 1; H(1) = 3; H(2) = 9, and for r¿3
Lemma 10. Let L(F; a; r) be the number of leaves of the recursion tree of Search (F; a; r). Then we have L(F; a; r)6H (r) for all r.
Proof. We ÿrst show that 2 · H (r − 1)6H (r) for all r¿1. This holds for r = 1; 2; and r = 3. For r¿3 the inequality is proved by easy induction. Second we show that 2 · (H (r − 1) + H (r − 2))6H (r) for r¿2. This can be calculated directly for r = 2; 3; 4. For r¿4 we use induction: The claim of the lemma now holds for r = 0; 1; 2. For induction on r we proceed as follows. If F is not 2-false under a, we have one leaf in the recursion tree of Search(F; a; r) and the claim holds. The same applies when F has the empty clause. If F is not III-constrained with respect to a, we again have only one leaf and the claim holds.
Otherwise F is I-, II-, or III-constrained. Note that the inequalities above correspond to the cases of I-and II-constrained formulas, and the deÿnition of H corresponds to the case of a III-constrained formula. Therefore, the claim follows by induction.
To obtain an explicit bound on the size of the recursion tree, we solve the recurrence for H . If satisÿes the equation 3 
Conclusion
The algorithm in [20] uses local search to obtain the best known running time for randomized 3-SAT algorithms. A small improvement was recently obtained in [21] . Here we show that local search can be also used to obtain a fast deterministic algorithm for k-SAT. Similarly to [20] , it is possible to extent our approach to the more general class of constraint satisfaction problems. Compared to other known deterministic k-SAT algorithms, our basic algorithm presented in Section 4 is technically very simple and has a better running time.
The improvement for 3-SAT given in Section 5 can be generalized to k-SAT. It is an open problem whether this method can also be used to improve the complexity of the randomized algorithm from [20] (either for 3-SAT or for k-SAT).
