NAND flash-based Solid State Drives (SSDs), which are widely used from embedded systems to enterprise servers, are enhancing performance by exploiting the parallelism of NAND flash memories. To cope with the performance improvement of SSDs, storage systems have rapidly adopted the host interface for SSDs from Serial-ATA, which is used for existing hard disk drives, to high-speed PCI express. Since NAND flash memory does not allow in-place updates, it requires special software called Flash Translation Layer (FTL), and SSDs are equipped with embedded processors to run FTL. Existing SSDs increase the clock frequency of embedded processors or increase the number of embedded processors in order to prevent FTL from acting as bottleneck of SSD performance, but these approaches are not scalable. This paper proposes a hardware-automated Flash Map Management Unit, called FMMU, that handles the address translation process dominating the execution time of the FTL by hardware automation. FMMU provides methods for exploiting the parallelism of flash memory by processing outstanding requests in a non-blocking manner while reducing the number of flash operations. The experimental results show that the FMMU reduces the FTL execution time in the map cache hit case and the miss case by 44% and 37%, respectively, compared with the existing software-based approach operating in 4-core. FMMU also prevents FTL from acting as a performance bottleneck for up to 32-channel, 8-way SSD using PCIe 3.0 x32 host interface.
INTRODUCTION
Although NAND flash-based storage devices are still more expensive per-unit-capacity than Hard Disk Drives (HDDs), they are widely used in various storage systems due to the inherent advantages of NAND flash memory such as small size, low power consumption, fast random access, noiseless, and shock resistance. In mobile environments where requirements such as small size, low power consumption, and shock resistance are critical, flash-based storage devices such as embedded Multi Media Card (eMMC) and Universal Flash Storage (UFS), are completely replacing HDDs. In datacenter and enterprise server environments, Solid State Drives (SSDs) are gradually replacing HDDs because they provide higher performance and lower total cost of ownership (TCO) of storage systems. This trend is likely to continue because the price-per-capacity of SSDs is reducing with the advert of Multi-Level Cell (MLC) and 3D NAND flash memory technology.
SSDs support a block device interface, which is the same interface of HDDs, for drop-in replacement of HDDs in existing storage systems. The block device interface assumes that the storage media allows read and write operation in sector units. Unlike disk, NAND flash memory allows read and program operation in page units, and erase operation must be performed before re-programming pages of the block. To provide the block device interface while hiding this mismatch, SSDs require a special software, called Flash Translation Layer (FTL). The FTL converts host requests of read and write requests into NAND flash memory operations of read, program, and erase operations. SSDs are equipped with embedded processors such as ARM and ARC to execute the FTL.
The performance of SSDs is continuously improving as the performance of NAND flash memories and host interfaces are improved. NAND flash operation time is divided into data transfer time for transferring data from/to page buffer of the flash memory, and cell operation time for reading, programming, and erasing data from/to the flash memory cell. The data transfer time is shortened as NAND technology evolves, and can be improved by transferring data in parallel for each channel of the multi-channel flash controller. Unfortunately the cell operation time is getting worse as NAND technology evolves, but it can be improved by using special operations such as multi-plane operation and one-shot program operation [31] and by exploiting the flash memory parallelism. The performance of SSDs has already surpassed the bandwidth limitations of Serial ATA (SATA) and Serial Attached SCSI (SAS), which are conventional HDD-based interfaces. Thus, recent storage systems are adopting PCI express (PCIe) over NVM express (NVMe) [9] as the host interface to cope with the performance of SSDs.
As the performance of NAND flash memories and host interfaces increase, the FTL executed by embedded processors can act as an SSD performance bottleneck. The traditional way to reduce the FTL execution time is to increase the CPU clock frequency or increase the number of CPUs to run the FTL in parallel. Since power consumption increases sharply as CPU clock rate increases, SSDs employ several CPUs operating at a certain frequency. However, increasing the number of CPUs is not scalable because of the increased chip size, power consumption, and synchronization overhead among CPUs.
In this paper, we propose a hardware-automated Flash Map Management Unit, called FMMU. FMMU handles the address translation process, which accounts for most of the FTL execution time, faster than software implemented map cache units by hardware automation. Even though the performance of NAND flash memories and host interfaces increases, FMMU prevents FTL execution time from becoming an SSD performance bottleneck. The contributions of this paper can be summarized as follows:
• By modeling and analyzing the performance of SSD, we identify which component of the SSD can be a future performance bottleneck.
• We design FMMU, a hardware-automated map management unit, to reduce the FTL execution time. FMMU is designed to handle concurrent host and GC requests in a non-blocking manner, maximize NAND flash memory parallelism, and minimize the number of flash operations.
• We evaluate the performance of SSD using FMMU based on the DiskSim with SSD extension environment to see it can scale up the SSD performance as the performance of NAND flash memory and host interface increase.
The remainder of this paper is organized as follows: Section 2 introduces the background. The motivation of this paper is described in Section 3 by analyzing the performance of SSDs. The design and implementation of the FMMU are presented in Section 4. Section 5 shows the performance evaluation of FMMU. Section 6 discusses related studies, and the paper is concluded in Section 7.
BACKGROUND AND MOTIVATION

NAND Flash Memory
NAND flash memory is mainly used as a storage medium because it is a non-volatile memory that retains data even when power is not supplied. A single NAND flash memory chip consists of thousands of blocks, a block is composed of hundreds of pages, and each page consists of a data area and an Out-Of-Band (OOB) area. The OOB area is used to store information such as logical address information to identify which data is stored in the data area and Error Correction Code (ECC) to recover even if the data stored in the page is corrupted.
NAND flash memory provides three operations: read, program, and erase operation. As summarized in Table 1 , each flash operation has different operation unit size and access time. In terms of operation unit size, read and program operation are performed on a page basis, while erase operation is performed on a block basis. In terms of access time, read, program, and erase operation take tens, hundreds, and thousands of µs, respectively. NAND flash can be classified into Single-Level Cell (SLC) and Multi-Level Cell (MLC) depending on how many states are encoded in one cell. An SLC NAND flash memory can store one bit by encoding two states for each cell, while an nbit MLC with n greater than two can store n bits by encoding 2 n states into one cell. Since MLC NAND can store more information with the same area than SLC NAND, 2-bit and 3-bit MLC flash memories are mainly used as storage media in recent NAND flash-based storage. Previous planar NAND flash memories have evolved their technology by shrinking cell sizes, but have reached technical limits at 1x nm due to the extreme degradation of performance and reliability. The latest 3D NAND flash memory has overcome the structural limitations of planar NAND flash memory by vertically stacking the cell structure [16] . In addition to the multi-plane operation, 3D NAND flash memory provides a one-shot program operation [31] that shortens the average effective program access time per page by programming data of pages sharing the same word line at a time.
While there are many advantages, such as fast random access, small size, and shock resistance, NAND flash memory has the following constraints: sequential program, erasebefore-program, and limited endurance constraint. First, sequential program constraint indicates that pages must be programmed in ascending order within a flash block. Second, the erase-before-program constraint means that the erase operation must precede the program operation in order to recycle a programmed block. Finally, the limited endurance constraint is that NAND manufacture will no longer guarantee reliable data access from/to a flash block once the number of program/erase cycles exceeds the number listed on the datasheet.
Solid State Drive
Solid State Drive (SSD) is a storage device that uses NAND flash memory as a storage medium, unlike Hard Disk Drive (HDD) that uses disk as a storage medium. SSDs manage NAND flash memory chips using multi-channel, multi-way flash controller [17, 20] . Each channel can transfer data in parallel, only one chip can transfer data at the same time within one channel since the flash chips connected to the channel share a data bus. In order to drop-in replace HDDs that have already dominated the storage system, SSDs use a block device interface compatible with the HDDs. The host system considers a storage device that supports a block interface as a set of logical blocks or sectors, and the host can read or write successive sectors from any logical block address (LBA) of the storage device. The host system can send multiple outstanding read and write commands to fully utilize the storage performance. Block device interface includes ATA [33] and SCSI [23] which assume HDDs as storage devices and NVM express (NVMe) which assumes SSDs as storage devices.
Since SSDs use NAND flash memory that supports read, program, and erase operation as a storage medium, they adopt a software called Flash Translation Layer (FTL) to be compatible with the block device interface using read and write command. FTL converts the read and write commands of the block device interface into flash read, program, and erase Symbol Description
T FT L_map
The FTL execution time of processing map lookup.
T FT L_cmd
The FTL execution time of issuing NAND request.
T NAND_read
The latency of reading data from the NAND page. T NAND_program The latency of programming data to the NAND page.
T NAND_erase
The latency of erasing data of the NAND block.
T NAND_bus
The latency of transferring data from/to the NAND.
T Host_trans f er
The latency of transferring data from/to the SSD. 
SSD PERFORMANCE EXPLORATION
In this section, we analyze the SSD performance to predict which component, NAND flash memory, host interface, and FTL, will be the bottleneck of future SSD performance. We explore the performance by modeling and simulating SSD performance, which is based on Microsoft Research SSD extension [22] for the DiskSim simulation environment [4] . Table 2 and Figure 1 present timing parameters for SSD performance modeling and timeline diagrams based on the timing parameters when a SSD processes a single 4KB random read command, respectively. When receiving a read command from the host, the FTL first looks up the map cache to identify where the requested data is stored in the flash memory (T FT L_map ). As shown in Figure 1(a) , if there is a corresponding logical-to-physical mapping entry in the map cache, FTL issues a flash read operation to retrieve the host data from the flash memory (T FT L_cmd ). After reading the data from the page (T NAND_read ), the data is sent to the SSD's internal RAM (T NAND_bus ), then the requested data is transferred to the host via host interface (T Host_trans f er ). If the corresponding mapping entry is not cached, as depicted in Figure 1 (b), FTL issues a read operation to the NAND flash memory where the mapping table is stored and reads and loads the logical-to-physical mapping entry from the flash memory into the map cache.
SSD Performance Modeling
To improve the 4KB random read performance, it is necessary to optimize the timing parameters included in Table 2 . First, T NAND_read can be relatively shorten by increasing the number of NAND chips, since each flash chip can perform its own flash operation in parallel. Similarly, T NAND_bus can be relatively reduced by increasing the number of flash channels because each channel can transfer data from/to flash memories in parallel. Next, T Host_trans f er can be improved by enhancing the bandwidth of the host interface, such as changing the host interface from PCI express 3.0 (PCIe) x8 to PCIe 3.0 x16. Finally, T FT L_map and T FT L_cmd can be reduced by increasing the frequencies of embedded processors running FTL or by increasing the number of processors.
The probability of T map depends on the hit ratio of the map cache, and the hit ratio is determined by the cache size and the map cache algorithm [13, 21, 32] . This paper does not discuss the map cache hit ratio.
SSD Performance Analysis
Based on the performance modeling of Section 3.1, we analyze and predict the 4KB random read performance of SSD. Using the timing parameters of the V2 2-bit 3D NAND flash memory as described in Table 1 , we experimented with varying the number of channels and ways from 1-channel, 1-way to 16-channel, 8-way. The host interface we used is NVMe over PCIe 3.0 x16, which provides the bandwidth up to 15.76GB/s. The number of outstanding read requests is set to 512 to maximize the parallelism of NAND flash memories. T FT L_cmd is changed from 0µs to 4µs and T FT L_cmd is assumed to be 0µs because generating and issuing flash operations can be processed immediately. time to be the bottleneck of SSD performance starting from 16-channel, 8-way. As a result, FTL execution time later becomes the SSD performance bottleneck compared to the map cache hit case.
To prevent the FTL execution time from becoming a bottleneck in SSD performance, there are two simple approaches: increasing the clock frequencies of the processors that drive the FTL, or increasing the number of processors. Since scaling frequency leads to excessive processor power consumption, existing SSDs have increased the number of CPU cores so that FTL execution time does not become bottleneck in SSD performance, as shown in Figure 3 . In this approach, the entire mapping table is statically partitioned and allocated to the FTL instance operating in different CPU cores to avoid synchronization overhead among FTL instances. Each FTL instance handles the read and write commands for the logical address space covered by its mapping table. The data structures, however, such as the map of mapping table can be accessed simultaneously by the FTL instances running on different cores, and this overhead increases as the number of CPUs increases. Increasing the number of CPUs also increases the price and power consumption of SSDs, so increasing the number of CPUs is no longer a scalable solution.
We propose a Flash Map Management Unit (FMMU) to prevent FTL execution time from becoming an SSD performance bottleneck as SSD performance improves. FMMU is a single hardware-automated map cache unit that can handle requests much faster than the FTL map cache running on the embedded processors. Since FMMU is a single unit, there is no synchronization overhead. The following section introduces the design of FMMU. 
DESIGN OF FMMU
FMMU is a hardware-automated unit that manages and caches logical-to-physical address mapping tables. FMMU is designed to reduce the number of flash memory operations while simultaneously maximizing the parallelism of flash memory by processing concurrent map requests in a nonblocking manner. FMMU ensures that FTL execution time does not become a bottleneck in SSD performance even if SSD performance is further improved in the future. Since FMMU supports packetized interface, FMMU can easily substitute existing map cache unit implemented by software. Section 4.1 introduces the generic FTL framework and briefly explains how to use FMMU in the framework. Sections 4.2 to 4.6 describe the design of FMMU in detail. Figure 4 shows the architecture of a typical NAND-flash based storage system. Read and write commands from the host are passed to the FTL through the Host interface Dependent Layer (HDL) and Host interface Independent Layer (HIL). FTL converts read and write requests to flash read, program, and erase operations and issues them to the Flash Controller (FC). Host interface Dependent Layer (HDL). Host systems access NAND-flash based storage by various block device interfaces such as ATA, SCSI, eMMC, and NVMe. HDL communicates with the host by exchanging command, response, and data through the protocol defined by each host interface. The HDL processes host interface specific commands and sends read and write requests to the HIL, that are required for all storage regardless of the host interface. Host interface Independent Layer (HIL). The HIL passes the read and write requests to the FTL after performing two tasks: the request chopper and the dependency checker. The request chopper splits a request into several sub-requests with a predefined size. A host can read or write multiple consecutive sectors from a device with a single command. For example, a command in the NVMe protocol can read or write a maximum of 65,536 sectors, which is up to 256MB when using a 4KB sector. FTL stores and manages the data of requests and the status of ongoing requests in RAM, and the RAM usage increases in proportion to the request size. By splitting the request and passing the sub-request to the FTL, the request chopper allows the FTL to handle large commands while using limited RAM usage. The dependency checker identifies and resolves the data dependency between read and write commands. The host system sends several concurrent commands to storage, allowing storage to internally process commands out-of-order to improve performance. In this case, the result of concurrent commands processed must be the same result as if commands were sequentially executed. If the address ranges of the read and write commands overlap each other, a data dependency occurs. If the dependency checker finds such a data dependency, it rearranges or pends the requests to make the FTL data dependency-oblivious. Flash Translation Layer (FTL). The FTL consists of four basic modules: the Host Request Manager (HRM), the Garbage Collection Manager (GCM), the Block Manager (BM), and the Flash Map Management Unit (FMMU). HRM handles read and write requests received from HIL using FMMU and BM. HRM processes the read request by sending a Lookup request to the FMMU to figure out the physical address corresponding to the logical address of the request, and then sending a flash read request to the FC for the physical address. On the other hand, HRM first writes data to the unwritten flash page by sending a program request to the BM, and then updates the logical-to-physical mapping by sending a Update request to the FMMU for the write request.
FTL Framework
BM converts program requests requested by HRM, GCM, and FMMU into flash program requests and manages flash blocks. In order to maximize the write performance of the SSD, BM collects the program requests and sends a flash program request of the multi-plane and one-shot program operation to the FC. It also sends a number of outstanding flash program requests to FC to maximize the parallelism of the multi-channel and multi-way flash controller. The BM manages the flash blocks according to the number of valid pages, selects and erases blocks that do not have a valid page if free blocks are needed, and picks out the block with the least valid page if garbage collection is required.
GCM performs garbage collection, allowing the BM to have enough free blocks. If the BM provides a victim block to the GCM, the GCM first reads all the flash pages of the victim block and identifies the logical addresses recorded 
Flash Map Management Unit
As shown in Figure 5 , FMMU adopts a demand-based page-level address mapping scheme and partitions the flash memory into data blocks storing the host data and translation blocks storing the page-level mapping table. One data page stores data of consecutive logical block addresses. Table (CMT) and Cached Translation Page (CTP), which are hardware state machines that operate concurrently. The first-level cache, CMT, is designed to exploit the temporal and spatial locality of access patterns of HRM and GCM requests to reduce the number of accesses to translation pages. Each cache block of CMT stores consecutive DLPN-to-DPPN entries. If a cache miss occurs or a flush is required in the CMT, the CMT generates a load or flush request to the CTP, which is the second-level cache. The CTP is designed to reduce the number of flash operations to load or flush the translation page by exploiting the locality of the CMT access pattern. If a cache miss occurs or a flush is required by the CTP, the CTP generates and sends a flash read and a flash program request to the FC and BM, respectively.
In order to deal with cache misses generated by hardwareimplemented CMT and CTP in a non-blocking manner, FMMU adopts the in-cache MSHR scheme which logs the request information that caused a cache miss in the form of a Miss Status Holding Register (MSHR) [7] . Each CMT and CTP cache block has a transient bit for each block to indicate whether MSHRs are being logged in the cache block to handle the current cache miss or not. Figure 6 and Figure 7 describe the cache block layout of CMT and CTP, respectively. When a cache miss occurs for the HRM or GCM request, the CMT logs the miss request information in the allocated cache block as shown in Figure 6 (a) and sends the load request to the CTP. When a response to the load request arrives from the CTP, CMT store the DLPN-to-DPPN entries and sends a response to the HRM or GCM by referring to the MSHR information that was logged in the cache block as illustrated in Figure 6(b) . Similarly, when a cache miss occurs for a CMT request, the CTP logs the miss request information in the CTP cache block as the MSHR format and sends a flash read request to the FC as depicted in Figure 7(a) . When a response to a flash read request arrives, the CTP places the map data on the cache block and sends the response to the CMT as shown in Figure 7(b) . This scheme is space efficient because it does not require additional RAM to record the information of outstanding miss requests, but uses cache block space that is not utilized. Since CMT and CTP handle concurrent HRM/GC requests and CMT requests in a non-blocking manner, FMMU can generate multiple flash requests and maximize the parallelism of flash memory.
The CMT sends a flush request to the CTP when the number of dirty cache blocks exceeds a certain threshold. In order to quickly find the cache blocks belonging to the same translation page and perform a batch update, the CMT adopts the Dirty Translation List (DTL) and tracks the next information for each cache block, as presented in Figure 5 and Figure 6 , respectively. If a CMT cache block becomes dirty by Update or CondUpdate request, the CMT checks whether the TVPN is already registered in the DTL. If it is not registered, TVPN is registered in the tail entry of DTL and next information of the entry holds the set and way information of current cache block. If the corresponding DTL entry exists, the next information stored in the entry is saved in the next information of the current cache block and the next information of the entry is replaced with the current cache block address. When flushing CMT, dirty cache blocks corresponding to TVPN can be searched along the next link only. While flushing the dirty blocks of the CMT, the dirty cache blocks corresponding to the same TVPN can be visited by the next information.
Address Translation Process
When the HRM or GCM sends a request to the FMMU, the FMMU processes the address translation through the CMT and the CTP. First, the CMT obtains the set and tag values from the DLPN of the request and finds the cache block whose tag value matches among the cache blocks in the set. If a cache miss occurs, the CMT selects and evicts the victim cache block by the replacement policy, allocates the block for DLPN, and logs the MSHR information for the request. It then sends a load request to the CTP, the second-level cache, for the TVPN containing the mapping entry of the DLPN. Similar to CMT, CTP also determines cache hit/miss. If cache miss occurs, it selects victim block, and then allocates the block for TVPN and logs MSHR for load request of CMT. To load the translation page, the CTP looks up the GTD to find out the TPPN for the TVPN and sends a flash read request to the FC for the corresponding TPPN. When a response to a read request is received from the FC, the CTP stores the map data in the cache block and sends a response by referring to the MSHR that has been logged by the CMT. When the CMT receives a response from the CTP, it finally stores the map data in the cache block and sends a response to the HRM 
Program done DLPN = 11 DPPN = 1
(1) (3)- (5) Upon a cache miss in CMT, cache block is allocated, and request is recorded as MSHR. (3)- (5) Determine that a cache miss occurs, allocate a cache block, and record the request as an MSHR. (5) Send load request of TVPN 2 (11/4=2) and offset 1 (3/2=1) to CTP. (6)- (7) Upon a cache miss in CTP, and request is recorded as MSHR after cache block allocation. (8)- (9) Look up GTD and send a flash read request to TPPN 46 for TVPN 2. (10)- (13) Store the map data of TVPN 2 in the cache block and send the response to the CMT. (14)- (17) Save the map data in the cache block, and since TVPN 2 is not in the DTL, register the cache block in the new DTL entry. (18) Finally, send response to HRM of the Update request.
or GCM based on the logged MSHR. Figure 8 shows an example of the address translation process of the FMMU when a cache miss occurs in CMT and CTP for a Update request.
Replacement Policy
When a CMT or CTP encounters a cache miss while processing a request, it performs a replacement process that evicts and allocates a cache block for a given request. Both CMT and CTP select a victim cache block based on least recently used (LRU) algorithm among non-dirty cache blocks because evicting a dirty cache block involves long latency operations. We apply a second-chance algorithm that maintains a referenced bit for every cache block that can be implemented in hardware. If the states of all cache blocks in the specified set are dirty, the request is not processed until the non-dirty cache block is generated by the flush request.
Flush Policy
CMT and CTP try to keep the number of non-dirty cache blocks above the threshold through flush operation because requests can be blocked if the non-dirty cache block is insufficient. When the number of non-dirty cache blocks reaches the low watermark, CMT and CTP alternate between flushing a certain number of cache blocks and processing a request until the the number reaches the high watermark. This prevents the request from experiencing long latency by staying in the request queue for a long time by flush operation.
CMT chooses flush victim by cost-benefit analysis for three criteria: greedy, oldest-update-first, and least-recentlyupdated. Greedy selects the TVPN with the most dirty cache blocks in CMT. Oldest-update-first selects the TVPN of the 
Arbitration Mechanism
CMT and CTP use individual request / response queues for each module that communicates with each other independently so that queues do not need to be locked. CMT and CTP reactively select a queue to fetch a request / response packet, and if the queue is not empty, fetch the packet and process it. As illustrated in Figure 9 , the queue to be fetched is chosen by the weighted round robin manner. Response queues have a higher weight than request queues because they can send responses to multiple pending requests in batches by processing one response packet. The weight of the HRM and GCM request queues of the CMT are changed at runtime by the valid page count of the GC victim block to minimize the fluctuation of SSD write performance.
EVALUATION
Experimental Setup
We implemented the SSD simulator based on Microsoft Research SSD extension [22] for the DiskSim simulation environment [4] to evaluate the FMMU. The SSD simulator models a 16GB capacity with 16-channel, 8-way NAND configuration and allocates 15% of the total capacity as overprovisioning space. Each NAND flash chip has two planes, and the timing parameter of the flash memory is set to V2 2-bit 3D NAND flash memory as show in Table 1 . The SSD simulator reads data from flash with multi-plane read operations and programs data to flash with multi-plane and one-shot programming operations. The SSD simulator uses NVMe over PCIe 3.0 x16, which provides about 15.76 GB of bandwidth, as the host interface.
The FMMU is evaluated by comparing with the prior map cache schemes DFTL and CDFTL. For a fair comparison, the SSD simulator uses the general FTL framework and adopts DFTL, CDFTL and FMMU as map cache units. The SSD simulator uses 1,088KB of RAM for the map cache unit. DFTL allocates 1,088KB of RAM for CMT, and both CDFTL and FMMU allocate 64KB and 1,024KB of RAM for CMT and CTP, respectively. All map cache schemes use the second chance algorithm as a replacement policy.
The SSD simulator also models the execution time of FTLs. Execution times of DFTL and CDFTL are obtained by implementing and executing DFTL and CDFTL in Gem5 Simulator [3] . The CPU model used in the Gem5 simulator is the 400MHz ARM Cortex-R4, which is the same CPU that is employed in recent SSDs. Unlike DFTL and CDFTL, FMMU should be implemented as hardware, so the execution time of FMMU is approximated using Xilinx High-Level Synthesis (HLS) [6] . For a fair comparison with the Cortex-R4 running at 400MHz, the clock speed in the HLS is set to 2.5ns.
We evaluated the SSD using synthetic workload and block I/O traces. Synthetic workloads include 4KB random read/write and 64KB sequential read/write. Random workload and sequential workload performance are measured by I/O Operations Per Second (IOPS) and bandwidth (GB/s), respectively. To understand the performance in-depth, the utilizations of the following SSD components are measured based on the busy time during the evaluation: the host interface, the NAND bus, the NAND chip, and the FTL. The block I/O traces used in the experiments are MSR_proj [18] , MSR_hm [18] , WebSearch [1] and the characteristics of the traces are summarized in Table 3 . MSR_proj and MSR_hm are write dominant 1-week block workloads collected from Microsoft Research Cambridge's enterprise servers. MSR_proj and MSR_hm are server traces for project directory and hardware monitoring, respectively. WebSearch is a read-dominant workload collected by the Storage Performance Council. The performance is evaluated by the time the SSD simulator performed to the end of the trace. In the performance evaluation, the number of outstanding requests and the inter-arrival time are set to Table 3 : Characteristics of block I/O traces.
512 and 0µs to fully evaluate the performance of SSDs. Finally, the performance of the SSD with FMMU is measured by varying the configuration of the host interface and the NAND flash memory in order to evaluate whether the FMMU allows scalable performance of the SSD. Figure 10 shows the FTL execution times for different map cache schemes. The execution times of DFTL and CDFTL are measured by increasing the number of 400MHz Cortex-R4 processors to one, two, and four. The FMMU execution time is measured with the clock frequency at 400MHz. The FTL execution times of each map cache scheme are measured in three cases: map cache hit, map cache miss, and map cache flush.
FTL execution time
First, the FTL execution time in the map cache hit can be seen in Figure 10(a) . DFTL assumes that cache hit occurs in CMT, and CDFTL and FMMU assume cache miss in CMT, but hit occurs in CTP. In case of 4-way set associative cache, T FT L_map of CDFTL decreases from 4µs to 1µs and T FT L_map of DFTL decreases from 1.5µs to 0.4µs by changing from 1-core to 4-core, respectively. The reason why CDFTL is 2.5 times slower than DFTL is that CMT needs to find the victim cache block by the second chance algorithm and additionally to determine cache hit/miss in CTP. This process occurs in FMMU like CDFTL. However, FMMU processes a request within 0.16µs since it is implemented as hardware. This result is 5 times and 2.5 times faster than CDFTL and DFTL using 4-core, respectively. As the number of map cache ways increases, the FTL execution time also increases proportionally because the number of tags to be compared increases.
As described in Figure 10 (b), map cache miss and map cache hit show similar results. DFTL is about three times slower than cache hit case because it needs to find victim cache block by second chance algorithm in CMT. In the CTP of CDFTL and FMMU, a victim cache block is selected and a flash read request is issued to the FC to load the translation page from the flash memory. In the DFTL, T FT L_cmd is measured about in 0.2µs at 400MHz processor, and this time is about 13% of T FT L_map . Therefore, in order to reduce the FTL execution time, the execution time of map cache unit which dominates the FTL execution time should be optimized.
Finally, Figure 10 provide a data structure to find dirty blocks belonging to the same translation page, all dirty blocks of the CMT must be tested. The flush execution time of DFTL is orders of magnitude slower than that of CDFTL because DFTL uses all 1,088KB of RAM while CDFTL uses 64KB of RAM as CMT. The flush times of DFTL and CDFTL are inversely proportional to the cache block size because if the cache block size of the CMT increases, the number of cache blocks constituting the CMT decreases. FMMU can execute flush within 10µs because it connects DTL entry and dirty cache blocks belonging to the same translation page through the next link which is included in each cache block.
Experimental Results
Synthetic workload. As shown in Figure 11 and Figure 12 , the performance and utilization of SSDs are evaluated under synthetic workload, reflecting the FTL execution time of different map cache schemes measured in Section 5.2. The LBAs of random write and read workload are randomly selected from the entire SSD area. For each test, sequential write is preceded for the whole area of SSD, and random write test is performed until garbage collection is triggered. The ideal case shows the performance when the FTL execution time is set to zero. First, Figure 11 (a) shows the performance of 64KB sequential write. The ideal performance is about 5.5GB/s, which is limited by NAND chip performance. In DFTL and CDFTL, the sequential write performance increases as the number of cores changes from one to four since FTL execution time acts as a bottleneck. On the other hand, FMMU shows the performance close to the ideal performance because FTL execution time is shorten by hardware-automated FMMU.
Second, Figure 11 (b) describes the performance of 64KB sequential read. The ideal performance is about 9.2GB/s, which is limited by NAND bus bandwidth. In DFTL and CDFTL, the NAND bus is under-utilized because the FTL execution time acts as a bottleneck in sequential read performance. DFTL has better performance than CDFTL with 1-core, but it has lower performance than CDFTL with 4-core. Because DTL experiences reading the same translation page multiple times since it does not have a CTP that exploits the spatial locality. As a result, NAND flash memory can not be utilized to the maximum. FMMU achieves the performance close to ideal performance due to CTP and hardware-automation. Third, 4KB random write performance is illustrated in Figure 11(c) . Ideal 4KB performance shows about 283KIOPS, and like sequential write, the performance is limited by NAND chips. FTL execution time acts a performance bottleneck in DFTL and CDFTL. DFTL exhibits lower performance than CDFTL because it takes longer flush execution time. CDFTL reaches about 88% of ideal performance. FMMU uses hardware automation and next link data structure to achieve performance close to ideal performance. FMMU further improves the performance of CDFTL and provides the performance close to ideal performance using hardware automation and next link information.
Finally, Figure 11 (d) depicts the 4KB random read performance. Ideal 4KB random read performance is about 1,165KIOPS, and it is limited by NAND bus bandwidth. DFTL and CDFTL approach the ideal performance by reducing FTL execution time with 4-core. FMMU allows to achieve the ideal performance, while the FTL utilization is only about 17%. Block I/O trace. As can be seen in Figure 13 , the elapsed time of SSD is measured for MSR_proj, MSR_hm, and WebSearch trace, and each elapsed time is normalized to the elapsed time of ideal.
DFTL with 1-core under MSR_proj trace runs 10.63 times slower than ideal as shown in Figure 13 (a). Although DFTL can evict multiple dirty cache blocks with a single map flush operation, the DFTL map flush execution time takes orders of magnitude to CDFTL and DFTL. CDFTL with 4-core is still 1.47 times slower than ideal case, but FMMU can approach the ideal performance.
As shown in Figure 13 (b), DFTL and CDFTL improve the performance by changing from 1-core to 4-core, but they are 3.35 and 1.32 times slower than ideal, respectively. Finally, Figure 13 (c) presents the performance under WebSearch trace. DFTL exhibits slightly lower performance than CDFTL and FMMU because WebSearch trace includes spatial locality. DFTL generate about 8% flash read operations more than CDFTL and FMMU.
Scalability
In order to check whether FMMU enables the scalability of the SSD performance, SSD performance is evaluated by vary- 
RELATED WORK
Map cache idea of FMMU is based on previous studies of demand-based page-level mapping FTL. DFTL [8] adopts page-level mapping FTL to reduce garbage collection overhead against block-level and hybrid-level mapping FTL, while uses a small amount of RAM by storing the entire mapping table in the flash memory and by caching only the recently used mapping entries. The DFTL captures temporal locality using the LRU algorithm, but does not exploit spatial locality, so this results in accessing the same translation page multiple times in the sequential workload. CDFTL [24] adopts the map cache of DFTL as the first-level cache, and uses the second-level cache with the same cache block size as the translation page size to exploit spatial locality. DFTL and CDFTL reduce the number of flash program operations by finding all dirty cache blocks belonging to the same translation page and performing batch update. However, as the number of cache blocks increases, the overhead for finding dirty cache blocks belonging to the same translation page also increases. TPFTL [35] addresses this problem by adopting two-level LRU lists that manage the translation pages of as an LRU list and introduces two-level LRU lists that manage the translation pages as an LRU list, and cache blocks belonging to the same translation page as an LRU list. These LRU lists are updated for every Lookup and Update request and must be implemented in software because they are too complicated to implement in hardware. Since the overhead of update LRU lists increases the execution time of the FTL, the execution time of the FTL acts as a performance bottleneck when the performance requirements of the NAND flash-based storage are increased.
FMMU is a hardware-implemented map cache unit that exploits both temporal locality and spatial locality of workload by using first-level and second-level map cache. FMMU also reduces the number of flash programs by performing batch update. In order to minimize the overhead of finding dirty cache blocks belonging to the same translation page, dirty blocks belonging to the same translation page are connected to each other using next link. LRU information is not maintained to the dirty cache blocks because the blocks belonging to the same translation page are evicted together, but the second chance algorithm is applied to the dirty translation pages.
Non-blocking scheme of FMMU is inspired by non-blocking CPU cache algorithms. The Miss Status Holding Register (MSHR) [12] is a register that stores request information that caused a cache miss. If the CPU cache misses an outstanding cache miss, it sends a request to the memory system and stores the request information that caused the cache miss in a register called MSHR. When a cache miss occurs, the CPU cache sends a request to the memory system and stores the request information that caused the cache miss in the MSHR, so that the CPU cache can continue processing the next request without blocking. When a response arrives from the memory system, the CPU cache finds the corresponding MSHR and sends the data to the destination register of the CPU according to the information recorded in the MSHR. Inverted MSHRs [5] limits the number of MSHR registers by holding the MSHR registers with the same number of destination registers as the CPU. However, this method also has an overhead to find out which MSHR corresponds to the response from the memory system. In-cache MSHRs [7] stores outstanding miss information in a cache block allocated to handle cache misses, rather than using a separate register to store outstanding miss information. This method is not only space efficient, but also eliminates the overhead of finding a register when a response is received from a memory system. This method requires a single bit to indicate whether the cache block contains outstanding miss information or contains data. However, since the number of outstanding misses is less than three in a typical CPU cache environment [15] , requiring one bit per cache block is no longer space efficient.
FMMUs adopts in-cache MSHRs to meet high performance and low RAM usage requirements in environments where many outstanding cache misses occur. The inverted MSHRs approach is not suitable for SSDs because the host system can generate up to 64K outstanding requests and the host sends a number of outstanding requests to maximize the performance of the SSDs. To fully exploit parallelism of the flash memory chips, the map cache unit must be able to handle as many outstanding cache misses as the number of flash chips connected to the SSDs. Therefore, FMMU adopts in-cache MSHRs scheme which is space efficient and does not require additional search overhead.
CONCLUSION
As the performance of NAND flash memory and host interface are improved, we show the following two phenomena through SSD performance modeling: 1) FTL execution time can act as an SSD performance bottleneck 2) Map cache execution time dominates the FTL execution time. Existing SSDs have shortened the FTL execution time by improving the clock frequency of embedded processors that operate FTL or by increasing the number of embedded processors. However, these approaches have limitations because they increase price, power consumption, or synchronization overhead. We propose Flash Map Management Unit (FMMU) that is implemented the map cache unit by hardware rather than software running on embedded processors. FMMU adopts two-level map caching mechanism and non-blocking scheme of CPU cache. Through the next link, a simple data structure that can be implemented in hardware, FMMU quickly finds mapping entries belonging to the same translation page and performs batch update to reduce the number of flash operations. FMMU employs in-cache MSHRs to space-efficiently process outstanding HRM/GC requests in a non-blocking manner. Our performance evaluation with various synthetic workloads and block I/O traces shows that FMMU can prevent FTL execution time from becoming an SSD performance bottleneck.
