The determination of temperature profile within a reinforced concrete (RC) beam is essential for carrying out structural analysis at elevated temperatures. The temperatures are usually estimated using sophisticated numerical techniques which require computational support. Since the determination of rebar temperature in RC beams is more important than the concrete temperature a reliable analytical method of temperature prediction can become a helpful tool in simple beam analysis problems which are employed for determining residual strength in fire. This paper presents the details of development of an empirical equation for the prediction of temperature of rebar in RC beams. The equation is also capable of predicting concrete temperatures at different locations within the beam. The predictions made by the equation were compared with the temperatures determined from experimental beam testing and finite element (FE) analysis. A good correlation of the predicted temperatures was found for the entire timetemperature history with both the observed data and the estimated temperatures by FE models.
INTRODUCTION
The study of the behaviour of reinforced concrete (RC) structures at elevated temperatures has been an active area of research over the last decades. The investigation of fire resistance of concrete structures over the years has resulted in improved understanding of their structural performance. This has provided rational basis for fire safety design of RC structures. In addition, temperature dependent material properties of steel and concrete have also been documented and are available both in the form of literature and text books [1] .
Generally, there are two approaches which are employed to conduct studies related to fire performance of structures and their components. In the first approach, the suitability of a construction is evaluated by observing the behaviour of a representative sample under a specified heating environment in a furnace [2] . Temperatures inside the furnace follow a standard time-temperature curve. This curve represents a typical building fire characteristics based upon a cellulosic fire made of wood, paper, fabric, etc [3] . The time of sustaining fire in the furnace by the sample before a specified performance criterion is violated is termed as its fire rating. Fire ratings of structural components in the United Kingdom are normally measured in accordance with British Standard BS EN 1363-1 [4] by testing them in a furnace whose temperatures are controlled to comply to ISO-834 [5] standard fire curve.
However fire test on RC elements are not only expensive but time consuming as well owing to the waiting time required to allow the concrete to reach a stable moisture condition. An alternative to these tests is the calculation methods which are based on fire resistance test results of similar structural members. These methods can be used to develop analytical procedures which are frequently used in the design and analysis of RC structures. The design codes [6] include simplified methods of determining residual capacity of an element at high temperatures.
The structural capacity of an element in fire depends on the residual material properties which are temperature dependent. Most building codes usually suggest fire resistance rating of RC structures on the basis of requirements of minimum cross-sectional dimensions and concrete cover. These requirements in turn are dependent on the critical bar temperature. The critical temperature is defined as the temperature at which a bar losses 50% of its ambient strength and is taken, for example, for steel as 545°C [7] .
For a long time, steel has been a material of choice to reinforce concrete. Recently, fibre reinforced polymers (FRPs) bars have been introduced in the construction industry. These bars are made of innovative non-corrosive materials and the use of FRP bars in RC structures can reduce durability problems associated with steel RC. Although the literature on elevated temperature properties of FRP bars is scarce few constitutive models have been suggested by the researchers [7, 8, 9] . The presented study has been motivated by the possibility of application of FRP bars in building structures; the presented study can assist the designers to carryout structural analysis of FRP RC beams in conjunction with these models.
One of the essential requirements for carrying out structural analysis at high temperatures is to determine temperature profile within the member. Since the development of temperature in an element is dependent on heating conditions and heat transfer characteristics of the heating environment [10] computational support is usually needed to calculate temperature distribution within the element. This requires use of numerical techniques such as finite difference method or finite element method. The intense nature of this work at times creates a hurdle in carrying out simplified calculations to determine reduced strength of a structural member. This hurdle can be overcome by using simple analytical methods of determining temperature distribution. This paper presents the details of an analytical model which can be used to predict temperatures at different time intervals in an RC beam. It has been shown that the model can provide reliable estimates of temperatures at all points and time.
BACKGROUND AND SCOPE
Fire is one of the possible hazards for buildings and their occupants. Therefore fire resistance of building structures is deemed necessary in their design. Since FRP bars could have scope for application in building structures it is vital that fire resistance of FRP RC is established. An essential requirement for the structural elements used in buildings is that they are able to meet fire resistance requirements as set out by building control authorities. Such requirements are aimed to ensure that the structural integrity could be the last line of defence when all other means and measures of restraining a fire fail [11] .
The authors conducted experimental testing of steel or Carbon FRP (CFRP) bar RC beams at elevated temperatures at the University of Ulster. The parameters of the study included the type of reinforcement (FRP and/or steel), the arrangement of the rebars, and the concrete cover (cc); Five different beam designs were employed and two different concrete covers i.e 20 mm and 30 mm were used. The beams were reinforced either with single-or double-layer bars. The typical beam crosssections are shown in Fig. 1 . The notation of the beam is of the form "BEC/S/HS/D20/30-#" where the first letter (B) stands for "beam", the second letter E stands for "elevated temperature", the third letter represents the material used for the tensile rebars (C for CFRP, S for steel and H for hybrid reinforcement), the letter in italic provides the number of layers such as S for single-layer and D for double-layer bars, and the following number indicates the clear cover in millimetres; finally, the last number is used to distinguish nominally-identical designs (1 or 2). For example, BEHD20-1 is a beam with hybrid rebars arranged in two layers, with a clear cover of 20 mm; designs BECS-1 and BECS-2 are nominally-identical designs, used to assess the repeatability of the data. The details of tests and their results can be reviewed in [12, 13] . The data of temperature distribution from these studies have been employed in the presented work.
In a monolithically cast beam (with floor slab) which is subjected to fire, compression concrete (in the positive moment region) is protected by the adjacent slab(s) and the beam stiffness depletion is largely dependent on the reduction of the reinforcing bar material properties. The constitutive models can provide an estimate of the residual material properties if temperatures of the rebar are known, at various times. Ellingwood and Lin [14] also indicated that the accuracy in predicting concrete temperatures in RC structures is less important than predicting the rebar temperatures. A simplistic approach of predicting temperatures of the bar could prove a very useful tool in the simplified beam analysis, at elevated temperatures.
This paper provides the details of an empirical method that has been developed for the temperature prediction of a reinforcing bar. The results of the proposed method have also been compared with those obtained from a finite element analysis (FEA). ISO-834 [15] standard heating curve was employed in this study to model the fire scenario as the beams were experimentally tested using this curve. Although the development of the method is done purely for the prediction of a reinforcing bar temperature, it has been demonstrated that it can be used to determine the temperature propagation at a known location in the beam. Therefore, the method can also be used in negative moment regions where temperatures in the compression concrete of the beam may be needed. Important aspects of FE modelling (FEM) for carrying out heat transfer analysis are given in the next section. This is followed by the details of the concrete thermal properties and a discussion on the development of prediction model.
Finite Element Modelling
There are three methods of heat transfer namely conduction, convection and radiation. The objective of performing a thermal transient analysis is to calculate temperature distribution across a body. The governing heat conduction equation for an isotropic and homogenous three dimensional element of size
where k is the thermal conductivity, r is the density; c is the specific heat; Q is the internally generated heat; T is the temperature; and t is the time.
Neumann boundary condition for the solution of Eq. (1) can be specified by combining heat transfers through conduction, convection and radiation to determine heat flow across the boundary of the element (2) where h c is the convection heat transfer coefficient; h r is the radiation heat transfer coefficient; q is the heat flux; T s is the solid surface temperature; and T f is the fluid temperature.
Muhammad Masood Rafi and Ali Nadjai 369 The effects of time variable can be included directly in the analysis and the solution of Eq. (1) is uniquely determined if an initial condition is given together with a boundary condition on part or entire boundary of the domain. The initial condition is to give a temperature distribution over the entire domain at t = 0 and Eq. (2) varies with time. h c and h r are combined together in one overall coefficient h to model heat transfer into the solid across a fluid boundary layer. The finite element formulation is based on Galerkin weighted residual method where FE spatial discritisation yields the first order differential equation of the form given in Eq. (3). (3) where
[K] = element heat conduction / convection matrix [C] = element heat capacity matrix {T n } = element nodal temperatures vector {F} = element nodal heat input vector and is defined at the boundary nodes dot represents partial differentiation with respect to time. A 3D solid brick element with 20 nodes was selected for FE discretization of concrete. The advantages of this element include satisfactory performance for heat-transfer analysis, numerical robustness and good convergence behaviour in Newton's iteration. Complete details of FE formulation is not provided here to save space for more relevant work and this can be reviewed in Rafi et al. [15] . The non-linear analysis was carried out by incorporating material and element formulation into a FE program [16] . The mesh size was chosen so as to obtain the temperature data on the points which correspond to thermocouple locations in the experimentally tested beams. The theoretical temperature distribution was found to be very sensitive to the heat transfer coefficient (h) of the boundary layer and the size of the mesh. A value of h = 80 W/m 2 /°C has been used throughout this study and the maximum size of the mesh was taken as 40 mm.
A stepwise heat transfer time-history analysis was carried out, with the help of Eq. (3), in order to calculate nodal temperature. A direct integration procedure was used for time discretisation of Eq. (3) in a single step. The integration scheme is known as generalized trapezoidal rule. The method involves solving the heat flow FE equation [Eq. (3)] at time t + h Dt, for each time step Dt. A backward difference scheme (h = 1) was used to ensure stability of the algorithm. The system of nonlinear equations was solved by an increamental-iterative procedure. The Regular Newton-Raphson method was used for the iteration scheme. It sets up and updates secant conduction matrix before each iterative step for the thermal analysis. The size of a time step was specified explicitly and was kept at t = 1 min. The number of iterations in each step were kept as 5. A tolerance of 1E-6 on the temperature norms was defined as the convergence criteria at all time steps.
Thermal Properties of Concrete
Concrete was considered as an isotropic material for thermal analysis and the effects of cracking on temperature propagation have been ignored. This is owing to the fact that the knowledge of impact of temperature changes on the crack propagation is limited [17] . Thermal properties of concrete were described by its conductivity and capacitance.
Thermal Conductivity
Thermal conductivity of a material is a measure of its ability to conduct heat and depends on its composition [18] . For normal density concrete, it decreases with increase in temperature. Concrete conductivity at high temperature as suggested by Eurocode 2 part 1-2 [19] is given by the reduction factor (k c ) in Eq. (4) 
Thermal Capacitance
Thermal capacitance of concrete (or volume specific heat) is a product of concrete density (r c ) and its specific heat at constant pressure (c c ). Both these depend on temperature. The density of concrete was considered to be constant and the effects of temperature have been ignored. For a concrete density of 2300 kg/m 3 and 2% water content, the specific heat according to the Eurocode 2 part 1-2 [19] is expressed as Eq. (5).
(5)
Existing Model for Temperature Prediction
The temperature distribution of the CFRP bar in the beams BEHD30-1 and BECD30-1 is illustrated in Fig. 2 . Note that both these beams have two layers of rebars as shown in Fig. 1 . It is seen in Fig. 2 that the temperature progression, in each layers of bars, for both beams is the same. In Fig. 2 , Layer1 is the lower layer of bars located close to the soffit of the beam whereas Layer2 is the second layer of bars on top of Layer1. Abbasi and Hogg [20] suggested a method for the prediction of FRP bar temperature, which is given as Eq. (6). (6) where t is the time in min; c is the concrete cover in mm; and
The results of Eq. (6) are also plotted in Fig. 2 for both layers of bars in the beam BECD30-1. The results after 30 min of heating have been included in Fig. 2 , as suggested by Abbasi and Hogg [20] . A comparison of temperatures predicted by Eq. (6) with the experimentally recorded CFRP bar temperatures in the beam BECS20-1 (single rebar layer) is shown in Fig. 3 , after 30 min of heating. It is evident in Figs. 2 and 3 that the results of Eq. (6) vary for the beams with different designs. It underestimated temperature of the bars in both layers for the beam BECD30-1 (Fig. 2) whereas the temperature propagation was overestimated for the beam BECS20-1 (Fig. 3) .
The differences in the temperature prediction from Eq. (6) can be dealt with by considering the data, which was employed in the development of this relation. Eq. (6) was based on recorded temperatures, which were reported by Sakashita et al. [21] and Lin et al. [22] . A comparison of the Japanese Standards Association (JIS) [22] and ASTM E119 [23] heating curves used, respectively, by Sakashita et al. [21] and Lin et al. [22] is shown in Fig. 4 with the ISO834 [5] standard curve, which was employed in the study conducted by Abbasi and Hogg [20] . It is seen in Fig. 4 that all the three curves follow approximately the same path and there is no major difference in the temperature progression. However, there are some significant differences between the ASTM E119 [24] and ISO834 [5] specifications for the measurement of furnace temperatures [25] . The furnace gas temperatures are higher with the ASTM E119 [24] specifications compared to ISO834 [5] . In addition, Lin et al. [22] reported an average of the temperatures recorded on the internal and the external surface of the bar. The bar was 22 mm in diameter and may have lower temperature on its internal surface compared to the surface closer to the heated face of the beam.
Further, Sakashita et al. [21] reported temperatures on the surface of the bar using a curve, which was obtained by three times extending the time scale of the standard JIS curve. The resulting curve is also shown in Fig. 4 where it can be seen that furnace temperatures were lowered with time, during the test. The point of temperature measurement on the bar in the beam tests reported by Abbasi and Hogg [20] is not clear from the description of the test. This inconsistency in the data could make significant differences in the prediction of temperatures using Eq. (6) .
Another important issue with Eq. (6) is that although the beam was heated from three sides during the experimental testing reported by Abbasi and Hogg [20] no consideration was given for the location of the temperature measurement point from the lateral face of the beam. Thus it predicts the same temperature distribution at all points at a particular elevation from the soffit, irrespective of their position from the beam lateral face. On the contrary, from the temperature data collected from the beams tested by the authors [11, 12] , the farther the point from the heated face of the beam the smaller the temperature rise will be. Desai [10] suggested a model for plotting temperature contours within concrete section for the beam heated on three sides; the model is given by Eq. (7). (7) where r is the ratio of beam overall height to width; x is the distance; b is the beam width; t is the time; B = 0.085; and C = 0.000221 (8) (9) Desai [10] suggested that Eq. (7) is valid for 100 < b < 300 and 1 < r < 3. Apart from these limitations, an examination of Eq. (7) indicates that it predicts uniform temperature contours for the beam lateral face and soffit. In this regard, the equation resembles Eq. (6) proposed by Abbasi and Hogg [20] .
Development of Temperature Prediction Method
The experimental bar temperature histories of the beam tests reported in the literature [12, 13] have been considered in order to develop an appropriate method for temperature prediction. Rafi et al. [13] noted that the temperature propagation across the cross section of beam remains unaffected by the presence of the reinforcing bars. Therefore the data of temperatures recorded using the thermocouples in the heated part of the beam were included to base the prediction equation development on the sufficient number of data points. A list of the beams and thermocouples, whose recorded data are employed, is given in Table 1 . The positions of these thermocouples have been illustrated in Fig. 1 . The temperature progression which was recorded by these thermocouples is shown in Fig. 5 . It is seen in Fig. 5 Muhammad Masood Rafi and Ali Nadjai 373 Table 1 . Thermocouple positions used in the development of the expression Thermocouple  BESS20-1  TC2, TC4  BEHD20-1  TC11, TC12  BEHD30-1  TC1, TC2, TC3, TC4, TC11, for the same location from the beam lateral face. For example, the temperature measured by TC3 is 223°C at 50 min as compared to TC1 which recorded temperature of 461°C. Note that the thermocouple TC3 was located at 50 mm away from TC1 vertically at the same 25 mm distance from the beam lateral face (Fig. 1 ). It appears in Fig. 5 that the relation between heating time and observed temperatures can be adequately described (as also indicated by Abbasi and Hogg [20] ) by the exponential function, which is given in Eq. (10) (10) Both 'm' and 'n' are considered functions of distances c 1 and c 2 as shown in Fig. 6 . The temperature propagation at a point is considered in relation to the furnace temperatures, that follow ISO834 [5] standard curve. In addition, the beam is considered to be heated from three sides. Since the furnace temperatures during the testing of beams closely matched with the standard heating curve [12] the development of the method is carried out by plotting the temperature difference (T f -T) as a function of time. where T f is the furnace temperature at time t which can be represented by the standard ISO curve equation [Eq. (11)]. (11) A typical example of the employed method is shown in Fig. 7 for the beam BEHD30-1 with the help of thermocouple TC2. The data of T f -T have been plotted in Fig. 7 versus the heating time. The temperature propagation after 20 min of heating was considered so as to avoid the temperature changes associated with the water evaporation in the first 20 min of heating. An exponential regression line was plotted and the value of 'm' and 'n' were determined. The same procedure was repeated with all the data in Fig. 5 . Note R 2 in Fig. 7 represents the square of correlation coefficient which in this case is 98%.
Beam
A statistical analysis of 'm' and 'n' values from all these data yielded the final relation between the time of heating and the temperature propagation at a point which is defined by c 1 and c 2 . The relation is given by Eq. (12) . (12) As mentioned above, the initial time for the prediction of temperature using Eq. (12) has been considered as 21 min. A linear interpolation can be done between T 0min (ambient temperature) and T 21min [as predicted by Eq. (12)] in order to determine the temperature distribution for the first 20 min of heating. Fig. 8 presents a comparison of the observed temperatures with those predicted by Eq. (12) . The temperatures determined from FEA have also been plotted in Fig. 8 . It is seen in Fig. 8 that the temperature predictions made by the Eq. (12) in all cases match closely with the recorded temperatures. FE models were also able to determine temperature with reasonable accuracy. The deviation of the numerical curves from the recorded data in Figs. 8(b, g and h) , after a temperature of 100°C, was due to the neglect of water evaporation in FE models, which is a physical phenomenon. As a result, temperatures were slightly overestimated at these points by FEA.
DISCUSSION ON RESULTS
In order to check the accuracy of Eq. (12), few more points in the beam were considered. The details of these points are given in Table 2 . Note that these points were arbitrarily chosen randomly and recorded temperature progression histories on these points do not exist. As a result, the temperature predictions made by Eq. (12) at all these points have been compared only with FEA results. Fig. 9 traces the theoretical temperature propagation, which is predicted by FEM and Eq. (12) at the points listed in Table 2 . The results of up to 4.5 hours of heating have been included in Fig. 9 . It is evident in Fig. 9 that Eq. (12) gives comparable results with FEM in all these cases.
The temperatures predicted by the model suggested by Desai [10] [Eq. (7)] have also been plotted in Fig. 9 . It is seen in Fig. 9 that the predictions made by Eq. (7) are random in relation to the location of measuring point as compared to those from FEM and Eq. (12) . In general, Eq. (7) overestimates the temperatures for the initial 1.5 hours of fire at all fibres which are located at the same distance from the beam lateral face but are at the farthest distance from the beam soffit. On the other hand, it underestimates the temperatures of fibres which are equidistant both from the beam soffit and beam lateral face.
A comparison of the recorded temperature, in the study reported by Lin et al. [22] with the predictions made by Eq. (12) is illustrated in Fig. 10 . It is seen in Fig. 10 that the predicted temperatures match reasonably well with the experimental temperatures, considering the differences in the temperature measurement method in the two specifications, as mentioned before. 
Limitations of Suggested Equation
It is seen in Fig. 5 that the temperature measuring points, which have been used in the development of Eq. (12), were taken from the lower 100 mm of the exposed depth of beam. Although the results in Fig. 9 show a reasonable comparison up to a depth of 120 mm, the equation may not produce reliable results beyond 100 mm of the exposed height of beam. Similarly, the maximum 
CONCLUSIONS
This paper presented an empirical equation [Eq. (12) ] for temperature prediction. The development of this equation was based on the temperature data recorded by the thermocouples from the experimentally tested beams in fire. A transient thermal analysis was also carried out using FEM. The results of the proposed equation correlated well with the observed temperatures and estimated temperatures by FEM. The predictions of temperature at different points in the beam (in addition to reinforcing bar temperature) were also satisfactory. The results of the proposed equation were also compared with the existing models in the literature; the proposed equation estimated temperatures more accurately as compared to the existing models. In addition, the derivation of Eq. (12) is based on ISO834 fire curve. It may or may not be able to predict temperatures correctly for the beams tested using other standard fire curves. 
