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Matricˇna funkcija predznaka
Natasˇa Strabic´∗ Vedran Sˇego†
Sazˇetak
Dobro poznate funkcije (poput funkcije predznaka, korijena i loga-
ritma) ponekad se, osim na brojevima, primjenjuju i na matricama.
U cˇlanku dajemo definicije takvih funkcija, te promatramo nji-
hova osnovna svojstva. Zatim se bavimo matricˇnom funkcijom pred-
znaka, koja je relativno jednostavna, ali i dovoljno slozˇena da na njoj
pokazˇemo kako se s takvim funkcijama radi. Na kraju opisujemo dva
algoritma za racˇunanje vrijednosti opisane funkcije koje zainteresirani
cˇitatelj mozˇe prilagoditi i za racˇunanje druge funkcije.
1 Uvod
Za realne brojeve definiramo funkciju “apsolutna vrijednost”:
| · | : R→ R, |x| =
{
x, x > 0,
−x, x < 0.
Prelaskom na skup kompleksnih brojeva, javila se potreba za prirodnim
poopc´enjem te funkcije:
| · | : C→ C, |x| =
√
a2 + b2, x = a+ bi. (1)
Poanta takvih poopc´enja je primjena funkcije na sˇirem skupu ulaznih para-
metara, uz zadrzˇavanje ponasˇanja na prvotnom (uzˇem) skupu.
U ovom cˇlanku bavimo se matricˇnim poopc´enjima uobicˇajenih funkcija
koje smo navikli primjenjivati na brojevima. Dakle, definirat c´emo funkcije
koje (neke) matrice preslikavaju u druge matrice, pri cˇemu se zadrzˇavaju
dobra svojstva odgovarajuc´ih funkcija na skupu kompleksnih brojeva. Kao
∗Autorica je student doktorskog studija na Matematicˇkom odsjeku PMF-a u Zagrebu.
†Autor je viˇsi asistent na Matematicˇkom odsjeku PMF-a u Zagrebu.
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osnova cˇlanka koriˇsten je diplomski rad N. Strabic´ [6], koji je baziran pretezˇno
na knjizi N. Highama [1].
Za pocˇetak, potrebno je naglasiti kako matricˇne funkcije imaju sˇirok spek-
tar primjena u znanosti i inzˇenjerstvu. Naprimjer, uz polarnu dekompoziciju
matrice A
A = UP, U unitarna, P pozitivno semidefinitna,
vezˇemo matricˇni korijen, jer znamo da je P =
√
A∗A. Zanimljivo, i za
racˇunanje polarne dekompozicije i za racˇunanje matricˇnog korijena korisno
je definirati matricˇnu funkciju predznaka kojom se bavimo u nastavku ovog
rada.
S funkcijom predznaka obicˇno se susrec´emo u ranom obrazovanju, jer je
rijecˇ o jednostavnoj, ali ipak “neobicˇnoj” funkciji (u smislu da nije definirana
“obicˇnom” formulom nego rastavljena na slucˇajeve):
sign : R→ R, signx =

1, x > 0,
0, x = 0,
−1, x < 0.
Primijetimo da vrijedi:
x 6= 0 ⇒ signx = x|x| . (2)
Kao sˇto smo vidjeli u (1), funkciju | · | definiramo i za kompleksne brojeve,
pa (2) mozˇemo upotrijebiti kao definiciju funkcije signx za sve kompleksne
brojeve x razlicˇite od nule. No, takva funkcija predznaka nec´e viˇse nuzˇno biti
realna, nego kompleksna, a signx predstavlja tocˇku na jedinicˇnoj kruzˇnici
koja je najblizˇa zadanom kompleksnom broju x.
Buduc´i da obicˇno zˇelimo zadrzˇati realnost funkcije predznaka i za kom-
pleksne argumente, funkciju definiramo u ovisnosti o realnom dijelu kom-
pleksnog broja:
sign : C \ I→ R, sign z =
{
1, Re z > 0,
−1, Re z < 0,
}
= sign(Re z), (3)
pri cˇemu s I oznacˇavamo skup imaginarnih brojeva, a s Rex realni dio kom-
pleksnog broja x. Mozˇemo li slicˇnu generalizaciju napraviti i za matrice?
Nazˇalost, skok s brojeva na matrice bitno je slozˇeniji nego skok s realnih
na kompleksne brojeve. Naprimjer, mnozˇenje matrica bitno se razlikuje od
mnozˇenja brojeva: za matrice A i B lako se mozˇe dogoditi da je definiran
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umnozˇak AB, ali ne i BA. Cˇak i kad su oba produkta definirana, oni ne
moraju biti jednaki.
Kako bismo izbjegli zavrzlame oko toga kada je produkt dviju matrica
definiran, u nastavku c´emo razmatrati kvadratne matrice istog reda.
2 Matricˇne funkcije
Za proizvoljnu matricu A ∈ Cn×n i proizvoljni polinom p u varijabli t, matrica
p(A) definira se prirodno, zamjenom t s A, sˇto mozˇemo izvesti, jer su za
kvadratne matrice prirodno definirane nenegativne cijele potencije:
A0 = In, A
1 = A, Ak+1 := AAk = AkA, k ∈ N,
pri cˇemu s In oznacˇavamo jedinicˇnu matricu reda n. Ako je red matrice jasan
iz konteksta, umjesto In pisat c´emo I.
U ovom poglavlju bavimo se opc´enitijim slucˇajem: za kompleksnu funk-
ciju f i matricu A ∈ Cn×n definiramo matricu f(A). Prvo c´emo dati dvije
moguc´e definicije matricˇnih funkcija, a zatim i iskaz teorema koji upuc´uje na
istovjetnost tih dviju definicija.
2.1 Jordanova kanonska forma
Prva definicija matricˇnih funkcija koju c´emo razmotriti bazira se na Jorda-
novoj kanonskoj formi matrice. Dat c´emo krac´i pregled potrebnih pojmova
i rezultata, ali koriˇstene rezultate nec´emo dokazivati. Zainteresirani cˇitatelji
dokaze mogu nac´i u mnogim knjigama koje se bave osnovama teorije matrica,
npr. u [3], [4], [5] i [2].
2.1.1 Uvodni pojmovi i rezultati
Za matricu A ∈ Cn×n kazˇemo da je singularna ako je detA = 0, sˇto je
ekvivalentno tome da matrica nema inverz, tj. da ne postoji matrica B ∈
Cn×n takva da je AB = I (ili, ekvivalentno, BA = I). Ako matrica A
ima inverz (kazˇemo da je regularna ili invertibilna), taj inverz je jedinstven i
oznacˇavamo ga s A−1.
Skalar λ ∈ C zovemo svojstvena vrijednost matrice A ∈ Cn×n ako postoji
vektor v ∈ Cn \ {0} takav da je
Av = λv.
Vektor v se zove svojstveni vektor matrice A pridruzˇen svojstvenoj vrijednosti
λ. Skup svih svojstvenih vrijednosti matrice A nazivamo njenim spektrom,
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u oznaci σ(A). Vrijedi da je λ ∈ σ(A) ako i samo ako je A − λI singularna
matrica, odnosno ako i samo ako je det(A− λI) = 0.
Polinom kA(t) := det(A− tI) nazivamo karakteristicˇni polinom matrice A
i obicˇno ga oznacˇavamo samo s k(t). Ocˇito, k(t) je polinom n-tog stupnja, a
njegove nultocˇke su upravo svojstvene vrijednosti matrice. Vrijedi i k(A) = 0.
Za matricu B ∈ Cn×n kazˇemo da je slicˇna matrici A ∈ Cn×n ako postoji
(regularna) matrica S ∈ Cn×n takva da je
B = S−1AS.
Lako se pokazˇe da je matricˇna slicˇnost relacija ekvivalencije.
Jordanov blok Jk(λ) je gornjetrokutasta
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Jordanova matrica J ∈ Cn×n je blok-dijagonalna matrica oblika
J = diag(Jk1(λ1), . . . , Jks(λs)) =
Jk1(λ1) . . .
Jks(λs)
 ,
gdje je k1 + k2 + · · ·+ ks = n red matrice. Redovi ki Jordanovih blokova ne
moraju biti medusobno razlicˇiti, kao niti njihove svojstvene vrijednosti λi.
Teorem 2.1.1 (Jordanova kanonska forma). Za svaku matricu A ∈ Cn×n
postoji Jordanova kanonska forma JA, odnosno matrica oblika
JA := diag(Jk1(λ1), Jk2(λ2), . . . , Jks(λs))
slicˇna matrici A, pri cˇemu su λi sve svojstvene vrijednosti matrice A.
Matrica JA je jedinstvena, do na poredak blokova (koji mozˇemo pro-
izvoljno izabrati odgovarajuc´om promjenom u matrici slicˇnosti). Matrica
slicˇnosti nije jedinstvena2.
1Za matricu T = [tij ] ∈ Cn×n kazˇemo da je gornjetrokutasta ako za sve i > j vrijedi da
je tij = 0, tj. ako su svi elementi ispod glavne dijagonale jednaki nuli, dok na dijagonali i
iznad nje mogu biti proizvoljni elementi (ukljucˇujuc´i i nule).
2Naprimjer, ako je S matrica slicˇnosti, tada je to i svaka matrica αS, za α 6= 0.
4
Red najvec´eg Jordanova bloka koji odgovara svojstvenoj vrijednosti λ,
dakle, broj max{ki : λi = λ}, zovemo indeks svojstvene vrijednosti λ. Broj
blokova koji odgovaraju odredenoj svojstvenoj vrijednosti naziva se geome-
trijska kratnost. Zbroj redova svih tih blokova, tj. broj pojavljivanja broja
λ na dijagonali Jordanove forme, zovemo algebarska kratnost te svojstvene
vrijednosti.
Jordanova kanonska forma je vrlo korisna za teorijska razmatranja, jer
mnoga prirodna matricˇna svojstva i operacije cˇini preglednima. Naprimjer,
iz same forme lako vidimo rang matrice (broj elemenata dijagonale razlicˇitih
od nule), svojstvene vrijednosti i njihove pripadne kratnosti. Potenciranje
matrice svodi se na potenciranje matrica Jki(λi), za sˇto postoji jednostavna
egzaktna formula, racˇunanje determinante svodi se na mnozˇenje dijagonalnih
elemenata matrice JA itd.
U praksi se, nazˇalost, Jordanova forma mora vrlo oprezno koristiti zbog
numericˇke nestabilnosti. Male gresˇke, nastale zaokruzˇivanjem zbog konacˇnosti
racˇunalne aritmetike ili nepreciznosti mjerenja, mogu dovesti do bitne pro-
mjene tipa Jordanove forme — raspad velikog Jordanova bloka u niz manjih,
raspad viˇsestruke svojstvene vrijednosti u nekoliko bliskih jednostrukih itd.
2.1.2 Definicija matricˇne funkcije
Oznacˇimo sve razlicˇite svojstvene vrijednosti matrice A s λ1, . . . , λs i njihove
pripadne indekse s n1, . . . , ns.
Za kompleksnu funkciju f kazˇemo da je definirana na spektru od A ako
su definirane sve vrijednosti
f (j)(λi), j = 0, . . . , ni − 1, i = 1, . . . , s.
Primijetimo da za definiranost na spektru nije dovoljno definirati samo vri-
jednosti funkcije za svojstvene vrijednosti, nego i vrijednosti odgovarajuc´eg
broja derivacija funkcije f u svojstvenim vrijednostima matrice.
Definicija 2.1.2 (Matricˇna funkcija preko Jordanove forme). Neka je f kom-
pleksna funkcija definirana na spektru matrice A ∈ Cn×n, J Jordanova ka-
nonska forma matrice A i S regularna matrica takva da je A = S−1JS. Tada
je



























Prisjetimo se, matrica J jedinstvena je do na poredak dijagonalnih blo-
kova, ali matrica slicˇnosti S nije jedinstvena. Zbog toga, potrebno je dokazati
ispravnost prethodne definicije, tj. pokazati da ona ne ovisi o izboru matrice
S.
Propozicija 2.1.3. Definicija 2.1.2 ne ovisi o izboru Jordanove kanonske
forme matrice A.
Skica dokaza propozicije dostupna je u [1, Problem 1.1].
Primjer 2.1.4. Neka su zadane matrica
A =




f(t) = sin t− et.
Zˇelimo izracˇunati f(A).
Najprije trazˇimo Jordanovu kanonsku formu, tj. matrice J i S takve da
je A = S−1JS. Jednostavno se vidi da je
S−1 =
−1 −1/2 −30 0 2
2 0 0
 , S =
 0 0 1/2−2 −3 −1
0 1/2 0




Ocˇito, treba nam prva derivacija funkcije f :
f ′(t) = cos t− et.
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 · S−1 = S−1(−I)S = −S−1S = −I.
2.2 Hermiteov interpolacijski polinom
Kao i u prethodnom poglavlju, navest c´emo osnovne pojmove i rezultate,
a zatim i definiciju matricˇne funkcije s pomoc´u Hermiteova interpolacijskog
polinoma.
2.2.1 Uvodni pojmovi i rezultati
Minimalni polinom matrice A jedinstveni je monicˇni polinom ψ najmanjeg
stupnja takav da je ψ(A) = 0. Nultocˇke minimalnog polinoma svojstvene su




(t− λi)ni . (6)
Iz (6) je ocˇito da je
ψ(j)(λi) = 0, j = 0, . . . , ni − 1, i = 1, . . . , s,
odnosno, da su vrijednosti polinoma ψ i njegovih derivacija jednake nuli na
cijelom spektru matrice. Ako je p polinom takav da je p(A) = 0 (naprimjer,
karakteristicˇni polinom), tada ψ dijeli p.
Nadalje, bilo koji polinom p definiran je na spektru od A, jer za polinome
postoje sve derivacije u svim tocˇkama. Posebno, to znacˇi da postoje p(j)(λi)
za sve potrebne j i i.
Zanimljivo je primijetiti da su te vrijednosti dovoljne za jednoznacˇno
odredivanje p(A), tj. da vrijedi
Teorem 2.2.1. Neka su p i q polinomi i A ∈ Cn×n. Tada je p(A) = q(A)
ako i samo ako je
p(j)(λi) = q
(j)(λi), j = 0, . . . , ni − 1, i = 1, . . . , s.
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Teorem je dokazan u [1, Theorem 1.3].
2.2.2 Definicija matricˇne funkcije
Kao sˇto smo vidjeli, lijepo svojstvo polinoma je da je matrica p(A) potpuno
odredena vrijednostima polinoma p (i njegovih prvih ni − 1 derivacija) na
spektru od A. Prirodno generaliziramo to svojstvo na proizvoljnu funkciju
f tako da definiramo f(A) na nacˇin da ta matrica bude potpuno odredena
samo vrijednostima funkcije f na spektru od A.
Definicija 2.2.2 (Matricˇna funkcija preko Hermiteova interpolacijskog po-





minimalni polinom od A. Tada je f(A) := p(A), gdje je p polinom stupnja
manjeg ili jednakog degψ =
∑s
i=1 ni koji zadovoljava interpolacijske uvjete
p(j)(λi) = f
(j)(λi), j = 0, . . . , ni − 1, i = 1, . . . , s. (7)
Polinom p iz prethodne definicije je jedinstven i zove se Hermiteov inter-
polacijski polinom.
Ako je q bilo koji polinom (bilo kojeg stupnja) koji zadovoljava interpo-
lacijske uvjete (7) iz definicije 2.2.2, tada se p iz definicije i q podudaraju na
spektru od A, pa prema teoremu 2.2.1 slijedi da je q(A) = p(A) = f(A), tj.
(7) jednoznacˇno odreduje f(A).
Kao sˇto vidimo, moguc´e je uzeti polinom q vec´eg stupnja nego sˇto je
nuzˇno. Naprimjer, ako su poznate svojstvene vrijednosti, ali ne i Jordanova
kanonska norma (dakle, pripadni indeksi svojstvenih vrijednosti), mozˇemo
uzeti n − 1 derivacija funkcije za svaku svojstvenu vrijednost (umjesto njih
ni − 1) i tako definirati potrebni polinom, te izracˇunati f(A) bez trazˇenja
indeksa svojstvenih vrijednosti.





























Za matricu A kojoj su sve svojstvene vrijednosti medusobno razlicˇite (tj.









λi − λj ,
sˇto je oblik Lagrangeova interpolacijskog polinoma.
Primijetimo da koriˇstenjem definicije 2.2.2 lako mozˇemo dobiti vrijednost
f(Jk(λk)) identicˇnu onoj iz (5).
2.3 Ekvivalentnost dviju definicija
Prirodno se postavlja pitanje: koju od tih definicija odabrati? Srec´om, kako
je najavljeno u uvodu, dvije definicije su ekvivalentne, pa mozˇemo birati onu
koja nam u danom trenutku viˇse odgovara.
Teorem 2.3.1. Funkcije f(A) definirane preko Jordanove kanonske forme i
Hermiteova interpolacijskog polinoma medusobno su ekvivalentne.
Teorem je dokazan u [1, Theorem 1.12].
Svaka od dviju danih definicija za funkciju matrice f(A) ima svojih pred-
nosti. Ako nam je poznata Jordanova kanonska forma matrice, iz definicije
2.1.2 relativno jednostavno dobivamo f(A).
S druge strane, definicija 2.2.2 eksplicitno kazˇe da je f(A) polinom u A.
To znacˇi da neovisno o izboru definicije funkcije f , funkciju matrice f(A)
mozˇemo izraziti kao polinom u A. Iz definicije 2.2.2 takoder slijedi:
Af(A) = f(A)A. (9)
3 Matricˇna funkcija predznaka
U ovom poglavlju primjenjujemo definicije iz prethodnog poglavlja na funk-
ciju predznaka. Dat c´emo i krac´i prikaz dvaju koriˇstenih algoritama za
racˇunanje signA te c´emo se osvrnuti na numericˇko testiranje.
3.1 Definicija signA
Podsjetimo se: kao definiciju funkcije sign na skupu kompleksnih brojeva
koristimo (3):
sign : C \ I→ R, sign z =
{
1, Re z > 0,




Napomena 3.1.1 (Sˇto s nulom?). Primijetimo da formula (3) ne definira
vrijednosti funkcije predznaka na skupu imaginarnih brojeva. Razlog tomu je
taj sˇto nam za matricˇnu definiciju, u opc´enitom slucˇaju, trebaju derivacije
funkcije. Ovako definirana funkcija je neprekidna (dapacˇe, derivabilna), a
svako dodefiniravanje na skupu imaginarnih brojeva bi, ocˇito, uvelo prekide.
Iz (3) slijedi da matricˇnu funkciju predznaka mozˇemo racˇunati samo za
matrice koje nemaju cˇisto imaginarne svojstvene vrijednosti, jer je funkcija
predznaka definirana na njihovu spektru.
Lako se vidi da su sve derivacije funkcije sign jednake nuli, tj.
sign(k)x = 0 za sve x ∈ C \ I. (10)
Iz (5) i (10) vidimo da se sign Jki(λi) racˇuna podjednako jednostavno kao








= sign(λi) · Iki = ±Iki ∈ Cki×ki .
(11)
Neka je A = S−1JS Jordanova kanonska forma matrice A. Prema te-
oremu 2.1.1, Jordanove blokove mozˇemo poredati po volji, pa c´emo ih gru-
pirati tako da je J = diag(J1, J2), pri cˇemu su Jordanovi blokovi koji od-
govaraju svojstvenim vrijednostima u lijevoj poluravnini (realni dio im je
negativan) grupirani u J1, a oni koji odgovaraju svojstvenim vrijednostima
u desnoj poluravnini (realni dio im je pozitivan) grupirani u J2.
Iz definicije 2.1.2 i formule (11) slijedi da je
signA = S−1 sign(J)S = S−1 sign(diag(J1, J2)S = S−1 diag(−Ip, Iq)S, (12)
pri cˇemu je p ukupna algebarska kratnost svih svojstvenih vrijednosti u lijevoj
poluravnini (red matrice J1), a q ukupna algebarska kratnost svih svojstvenih
vrijednosti u desnoj poluravnini (red matrice J2).
Iz (12) vidimo da je matricˇna funkcija sign involutorna:
(signA)2 = (S−1 diag(−Ip, Iq)S)2 = S−1 diag(−Ip, Iq)S · S−1 diag(−Ip, Iq)S
= S−1(diag(−Ip, Iq))2S = S−1(diag((−Ip)2, I2q ))S
= S−1 I S = I.
(13)
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Napomena 3.1.2. Ako su sve svojstvene vrijednosti matrice A u lijevoj
poluravnini (tj. p = n i q = 0), onda vrijedi: signA = −I. Analogno, ako su
sve svojstvene vrijednosti matrice A u desnoj poluravnini (tj. p = 0 i q = n),
onda vrijedi: signA = I.
3.2 Racˇunanje signA
Teoretska definicija matricˇnih funkcija (i, posebno, matricˇne funkcije predz-
naka) omoguc´uje dobro razumijevanje pojedinih funkcija, no ostaje problem
konkretnih algoritama za izracˇunavanje njihovih vrijednosti. U ovom poglav-
lju razmotrit c´emo Schurovu metodu racˇunanja vrijednosti signA za zadanu
matricu A, te dati krac´i opis Newtonove metode za racˇunanje iste vrijednosti.
3.2.1 Schurova metoda
Metoda koju c´emo prikazati bazirana je na Schurovoj dekompoziciji koja
kazˇe da je svaka kvadratna matrica unitarno slicˇna nekoj gornjotrokutastoj
matrici. Za matricu U ∈ Cn×n kazˇemo da je unitarna ako je U∗U = UU∗ = I.
Ocˇito, takva matrica je regularna i vrijedi: U−1 = U∗.
Teorem 3.2.1 (Schurova dekompozicija). Neka je A ∈ Cn×n kompleksna ma-
trica s (ne nuzˇno razlicˇitim) svojstvenim vrijednostima λ1, λ2, . . . , λn. Tada
postoje unitarna matrica U ∈ Cn×n i gornjotrokutasta matrica T ∈ Cn×n
takve da je
A = U∗TU i tii = λi. (14)
Ako je A = S−1BS i ako je B = Z−1JZ Jordanova kanonska forma
matrice B, onda za vrijednosti funkcije f(A) i f(B), koriˇstenjem relacije (4),
slijedi:
f(A) = f(S−1BS) = f(S−1Z−1JZS) = f((ZS)−1J(ZS))
= (ZS)−1f(J)(ZS) = S−1Z−1f(J)ZS = S−1(Z−1f(J)Z)S
= S−1f(Z−1JZ)S = S−1f(B)S.
Zbog U∗ = U−1, prva relacija u (14) je slicˇnost matrica, pa prema upravo
pokazanoj povezanosti funkcijske vrijednosti slicˇnih matrica, za matrice A,
U i T iz teorema 3.2.1 vrijedi:
f(A) = U∗f(T )U. (15)
Drugim rijecˇima, ako je poznata Schurova dekompozicija matrice, racˇunanje
f(A) svodi se na racˇunanje vrijednosti funkcije gornjotrokutaste matrice.
Mozˇe se pokazati da vrijedi sljedec´i teorem.
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Teorem 3.2.2. Ako je T ∈ Cn×n gornjotrokutasta matrica i f funkcija defi-
nirana na spektru od T , tada je F = f(T ) takoder gornjotrokutasta matrica
s dijagonalnim elementima fii = f(tii).
Teorem je dokazan u [1, Theorem 1.13 f)].
Primjenom (15) na racˇunanje signA, vidimo da se ono svodi na racˇunanje
signT , jer je
signA = U∗(signT )U. (16)
Prema teoremu 3.2.2, vidimo da je matrica S := signT gornjotrokutasta i za
njene dijagonalne elemente vrijedi:
sii = sign(tii) = ±1, za svaki i.
Ostaje izracˇunati vrijednosti onih elemenata matrice S koji se nalaze iznad
dijagonale — trazˇimo vrijednosti sij za i < j.
Te vrijednosti izracˇunat c´emo koriˇstenjem involutornosti signA (formula




1, i = j,
0, i 6= j.
Pogledajmo prvo elemente matrice S2, za koju — zbog involutornosti




0, i > j,
sjjsjj = s
2
jj, i = j,
j∑
k=i
sikskj, i < j.
Za i > j nismo saznali niˇsta novo, ali za i < j imamo:
j∑
k=i
sikskj = siisij + si,i+1si+1,j + · · ·+ sijsjj = δij = 0.
Element sij koji zˇelimo izracˇunati pojavljuje se u prvom i zadnjem cˇlanu









Primijetimo da nam za racˇunanje sij po formuli (17) — ako je sii+sjj 6= 0
— trebaju elementi matrice S koji se nalaze izmedu glavne dijagonale i samog
elementa sij (tj. u istom retku lijevo i istom stupcu ispod njega). To znacˇi
da elemente matrice S mozˇemo racˇunati redom, bilo paralelno s glavnom
dijagonalom, bilo po stupcima. U nastavku c´emo prikazati racˇunanje po
stupcima.
Preciznije, prvo racˇunamo elemente sii na glavnoj dijagonali, zatim pre-
ostali element drugog stupca s12, zatim preostala dva elementa trec´eg stupca
s23 i s13 itd. Vazˇno je da elemente pojedinog stupca racˇunamo od najdonjeg
prema najgornjem, dakle
sj−1,j, sj−2,j, . . . , s1,j
jer nam za racˇunanje pojedinog elementa trebaju biti izracˇunati svi elementi
ispod njega. Iz formule (17) vidimo i da je za elemente si,i+1 suma u toj
formuli prazna (dakle, jednaka nuli), pa vrijedi:
sii + si+1,i+1 6= 0 ⇒ sij = 0.
Ako se u nekom koraku dogodi sii + sjj = 0, onda se ne mozˇemo koristiti
formulom (17). Primijetimo josˇ da c´e se to sigurno dogoditi u svakoj matrici
koja nema sve svojstvene vrijednosti u istoj (lijevoj ili desnoj) poluravnini,
jer je sii = sign(λi).
U tom slucˇaju koristimo se jednakosˇc´u TS = ST . Buduc´i da su i T i S
gornjotrokutaste matrice (T prema teoremu 3.2.1, a S prema teoremu 3.2.2),
onda su i njihovi produkti TS i ST takoder gornjotrokutaste matrice. Dija-
gonalni elementi tih produkata su tiisii, dok su im poddijagonalni elementi
jednaki nuli.
Zanimljivi za promatranje su naddijagonalni elementi sij, za i < j. Prema








tii − tjj 6= 0 ⇒ sij =




tii − tjj . (18)
Ocˇito, sve napomene vezane uz formulu (17) vrijede i za formulu (18). Re-
doslijed racˇunanja jednak je kao i za formulu (17), a suma u formuli prazna
je za sve elemente neposredno iznad dijagonale.
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Primijetimo da vrijedi:
tii − tjj = 0 =⇒ tii = tjj =⇒ sii = sign tii = sign tjj = sjj ∈ {−1, 1}
=⇒ sii + sjj ∈ {−2, 2}
=⇒ sii + sjj 6= 0.
Drugim rijecˇima, ako formula (18) nije primjenjiva, onda se sigurno mozˇemo
koristiti formulom (17). To znacˇi da su pokriveni svi slucˇajevi, pa su formule
(17) i (18) dovoljne za racˇunanje vrijednosti funkcije predznaka za gornjo-
trokutaste matrice. Naravno, ako mozˇemo birati koju formulu upotrijebiti,
ocˇito c´emo – radi jednostavnosti – upotrijebiti (17).
Osim funkcije predznaka, s pomoc´u formule (18) mogu se racˇunati vri-
jednosti bilo koje funkcije na gornjotrokutastim matricama, uz uvjet da je
tii 6= tjj, za sve razlicˇite i i j (tj. da matrica nema viˇsestrukih svojstvenih
vrijednosti), jer se a formula nigdje ne koristi nicˇim specificˇnim za funkciju
predznaka. Za razliku od nje, formula (17) se koristi idempotentnosˇc´u funk-
cije predznaka, sˇto je svojstvo koje nemaju sve funkcije.
Pogledajmo sada kako izgleda algoritam kojim se racˇuna signA pro-
izvoljne kvadratne matrice A ∈ Cn×n.
Algoritam 3.2.3 (Schurova metoda). Za A ∈ Cn×n koja nema cˇisto ima-
ginarnih svojstvenih vrijednosti, algoritam racˇuna F = signA koriˇstenjem
Schurove dekompozicije stupac po stupac.
1. Odrediti (kompleksnu) Schurovu dekompoziciju A = U∗TU .
2. Za sve i = 1, 2, . . . , n, izracˇunati sii = sign tii.








, sii + sjj 6= 0,




tii − tjj , inacˇe.
4. Izracˇunati F = U∗SU .
Slozˇenost prikazanog algoritma je kubna, a broj potrebnih racˇunskih ope-
racija nad kompleksnim brojevima iznosi priblizˇno 86
3
n3. Detaljni raspis ove
tvrdnje dostupan je u [6, stranice 22.–25.].
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3.2.2 Newtonova metoda
Kod Schurove metode iterativnost je donekle sakrivena, u smislu da sama
metoda nije iterativna, ali Schurova dekompozicija jest. Za razliku od nje,
Newtonova metoda je ocˇigledno iterativna.
Osnovna ideja je racˇunanje prvih nekoliko elemenata niza matrica An,
pri cˇemu taj niz definiramo na nacˇin da brzo konvergira trazˇenoj vrijednosti
f(A). Uz racˇunanje elemenata niza, racˇuna se i procijenjeno odstupanje od
trazˇene vrijednosti koje se koristi kao kriterij zaustavljanja racˇunanja.
Metoda se zove Newtonova, jer je, u osnovi, rijecˇ o trazˇenju nultocˇke
funkcije Newtonovom metodom. Naprimjer, za funkciju predznaka znamo
da je involutorna, tj. da za F = signA vrijedi: F 2 = I, odnosno F 2 − I = 0.
Da je rijecˇ o brojevima, trazˇili bismo nultocˇku funkcije f(x) := x2 − 1.
Newtonova metoda za skalarne jednadzˇbe f(x) = 0 kazˇe da niz elemenata
xk za koje vrijedi


















uz neke dodatne uvjete, konvergira trazˇenom rjesˇenju x0 jednadzˇbe f(x) = 0.







Algoritam ocˇito treba racˇunati prvih nekoliko cˇlanova niza (Ak), dok ne
dode do onoga koji je zadovoljavajuc´e blizu rjesˇenju. Postavlja se pitanje
koji je to cˇlan, tj. koji kriterij zaustavljanja racˇunanja iteracija primijeniti?
U praksi se koriste razlicˇiti kriteriji zaustavljanja, bazirani na matricˇnim





pri cˇemu je ‖ · ‖ neka matricˇna norma.
U nasˇem slucˇaju, zˇelimo F := limk→∞Ak aproksimirati nekim Ak+1 tako
da relativna gresˇka za Ak+1 bude manja od unaprijed zadanog ε > 0. No,
limes F nam nije poznat. Zato mozˇemo promatrati δk+1 koji daje informaciju
”
koliko se rezultat mijenja izmedu dviju iteracija”. Kad promjena postane
dovoljno mala, smatramo da je rjesˇenje zadovoljavajuc´e.
Buduc´i da kriterij zaustavljanja treba racˇunati u svakom koraku, vazˇno
je da to racˇunanje bude sˇto brzˇe. Pogodne matricˇne norme za takav racˇun
su, naprimjer,
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Umjesto gledanja opc´enite relativne gresˇke, za kriterij zaustavljanja isko-
ristit c´emo svojstvo kvadratne konvergencije Newtonovih iteracija
‖Ak+1 − F‖ 6 c‖Ak − F‖2,
za proizvoljnu matricˇnu normu (uzet c´emo Frobeniusovu), jer ona daje bolju
ocjenu gresˇke i, samim tim, bolji kriterij zaustavljanja.
Jednostavnim raspisom dobivamo kriterij zaustavljanja baziran na Fro-
beniusovoj normi:
stop(F, k, ε) ≡
(






Kod iterativnih algoritama dobro je osigurati se od divergencije. Iako
algoritam u teoriji uvijek konvergira, zbog gresˇaka konacˇne racˇunalne arit-
metike mozˇe se dogoditi da program u nekim slucˇajevima divergira. Kako
program niti u tom slucˇaju ne bi “zapeo” u beskonacˇnoj petlji, nuzˇno je
unaprijed zadati gornju ogradu za broj dopusˇtenih iteracija. Primjere takve
divergencije navest c´emo u poglavlju 3.3.
Sada mozˇemo prikazati i algoritam za racˇunanje vrijednosti signA Newto-
novom metodom, za zadanu matricu A.
Algoritam 3.2.4 (Newtonova metoda). Za A ∈ Cn×n koja nema cˇisto
imaginarnih svojstvenih vrijednosti i za zadanu tocˇnost ε > 0, te najvec´i
dopusˇteni broj iteracija, algoritam racˇuna F = signA.
1. F0 = A i k = 0.
2. Dok je k < max iteracija
3. Gk = F
−1
k
4. Fk+1 = (Fk +Gk)/2
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5. Ako je stop(F, k, ε) = ISTINA, prekini petlju; inacˇe povec´aj k.
6. F = Fk+1.
Postavlja se logicˇno pitanje: zasˇto se koristiti ocˇigledno kompliciranijom
Newtonovom metodom umjesto Schurove? Razlog lezˇi u brzini metode, kao
i cˇinjenici da mozˇemo kontrolirati postignutu tocˇnost rjesˇenja.
Newtonova metoda c´e u k koraka obaviti otprilike 2kn3 racˇunskih ope-
racija, sˇto znacˇi da c´e tek s 15 ili viˇse koraka iteracije postati sporija od
Schurove metode. U praksi, iterativni algoritmi obicˇno brzo konvergiraju i
15 koraka uopc´e nije malo, a broj potrebnih iteracija mozˇe se dodatno sma-
njiti uvodenjem skaliranja u algoritam (v. [1, poglavlje 5]).
3.3 Numericˇko ispitivanje
Numericˇko ispitivanje, prikazano u [6, poglavlje 5], napravljeno je na matri-
cama reda n 6 1000 bez cˇisto imaginarnih svojstvenih vrijednosti, koriˇstenjem
biblioteke MKL3 za Linux, verzija 8.0.2, na racˇunalu
DELL PowerEdge 2800
Procesori: 2 x Intel Xeon, 3.0GHz/1MB L2 Cache
RAM: 2GB 400MHz ECC DDR2
HDD: 4 x 146GB Hot-Plug Ultra 320 SCSI RAID 5, 256MB cache
NIC: Dual Intel Gigabit
OS: Debian Lenny (5.0.1).
Testiranje je podijeljeno u dvije grupe. Prvu cˇine tzv. normalne matrice4.
Za potrebe testiranja, bitno je samo da su to matrice cˇija je Schurova dekom-
pozicija oblika U∗DU , pri cˇemu je D dijagonalna matrica. Tada i Schurova
i Newtonova metoda daju rezultate visoke tocˇnosti, s time da je Newtonova
donekle sporija (za matrice reda oko 700 traje otprilike dvostruko dulje od
Schurove metode i ta razlika polagano raste s redom matrice).
Druga grupa promatranih matrica su one cˇija je Schurova dekompozicija
oblika U∗TU , pri cˇemu je T gornjotrokutasta nedijagonalna matrica (tj. pos-
toje i i j takvi da je i < j i tij 6= 0). Za takve matrice Schurova metoda
opet daje zadovoljavajuc´e rezultate, dok Newtonova metoda gotovo uvijek
divergira.
Veliki problem Newtonove metode je sˇto u svakom koraku racˇuna matricˇni
inverz. Za neke (tzv. losˇe uvjetovane) matrice inverz izracˇunat na racˇunalu
3Intel R©Math Kernel Library
4Za kvadratnu matricu N kazˇemo da je normalna ako vrijedi N∗N = NN∗.
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mozˇe biti jako daleko od stvarnog inverza. Ispitivanje u Mathematici5 po-
kazalo je da do divergencije u racˇunanju signA dolazi upravo zbog velikih
gresˇaka u racˇunanju inverza losˇe uvjetovanih matrica.







Slika 1: Divergencija Newtonove metode za ne-normalne matrice
Na slici 1 prikazano je racˇunanje signA za jednu takvu slucˇajnu ma-
tricu reda 50 u prvih 1000 koraka. Na ordinati je prikazana “udaljenost”
(izracˇunata s pomoc´u Frobeniusove norme) od referentnog rjesˇenja (izracˇunato
direktno po definiciji, tj. preko Jordanove kanonske forme). Tocˇni brojevi
nisu toliko bitni koliko ocˇita cˇinjenica da algoritam ne konvergira (barem ne
u prvih 1000 koraka). Na slici nije prikazano, ali pokazalo se da metoda ne
konvergira niti u 104 koraka. Za usporedbu: kad algoritam konvergira, onda
mu je prosjecˇan broj koraka oko 15 za matricu reda 50.
Zanimljivo je ove metode usporediti i na jednom “namjesˇtenom” primjeru.
Rijecˇ je o tzv. Hilbertovim matricama, tj. matricama oblika
Hn := [hij], hij =
1
i+ j − 1 , i, j ∈ {1, 2, . . . , n}.
Ocˇito, Hilbertove su matrice hermitske, sˇto znacˇi i da su normalne. Spektar
prikazane matrice H10 je
σ(H10) = {1.75192, 0.34293, 0.0357418, 0.00253089, 0.00012875,
4.72969 · 10−6, 1.22897 · 10−7, 2.14744 · 10−9,
2.26674 · 10−11, 1.09312 · 10−13}.
5 c©Wolfram Research, Inc. Mathematica 5.1.0.0 za Linux
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Kao sˇto vidimo, sve svojstvene vrijednosti matrice H10 su pozitivne (iako
jako blizu nuli), sˇto, prema napomeni 3.1.2, znacˇi da je signH10 = I.
Schurova metoda rezultat daje iznimno brzo i s velikom tocˇnosˇc´u. Kon-
kretno, za H10 rezultat je dobiven za samo 0.004 sekunde, uz tocˇnost ‖I −
signH10‖F = 1.746977 · 10−15.
Detaljni rezultati testiranja Newtonove metode na matrici H10 dani su u
[6, tablica 3]. Metoda je takoder brza, ali je broj iteracija izrazito velik. Za
tocˇnost reda velicˇine 10−10, potrebno je cˇak 47 iteracija. Usporedbe radi, za
slucˇajne normalne matrice reda 10, prosjecˇni broj iteracija je priblizˇno 11.4.
Zbog svega opisanog, za racˇunanje funkcije predznaka Schurova je metoda
prikladnija od osnovne Newtonove. S obzirom na probleme oko racˇunanja
matricˇnog inverza, za ocˇekivati je da niti skaliranje ne bi bitno popravilo
rezultate dobivene Newtonovom metodom.
4 Zakljucˇak
U ovom radu dali smo motivaciju i uvod u teoriju matricˇnih funkcija. Prika-
zane su dvije ekvivalentne definicije, svaka sa svojim prednostima, te ispitana
osnovna svojstva matricˇnih funkcija. U nastavku smo detaljnije promotrili
matricˇnu funkciju predznaka, a zatim je detaljno opisana Schurova metoda
za racˇunanje vrijednosti signA. Opisali smo i Newtonovu metodu, te dali
krac´u usporedbu dviju metoda.
Vidjeli smo da prelazak s “obicˇnih” funkcija (definiranih za realne ili kom-
pleksne brojeve) na matricˇne funkcije nije trivijalan. Dodatno, kod same
funkcije predznaka morali smo se odrec´i dijela domene (matricaˆ s cˇisto ima-
ginarnim svojstvenim vrijednostima) zbog dodatnog zahtjeva definicije ma-
tricˇne funkcije na derivabilnost pocˇetne funkcije u tocˇkama u kojima matrica
ima svojstvene vrijednosti.
Kao i sva prirodna prosˇirenja domena funkcija, matricˇna prosˇirenja funk-
cija koncentriraju se na dobra svojstva funkcija koja zatim pokusˇavaju zadrzˇati
i u svojim matricˇnim varijantama. Kao primjer toga vidjeli smo da kod funk-
cije predznaka cˇuvamo idempotentnost, zahvaljujuc´i kojoj smo dobili i bitno
jednostavniju formulu (17) za racˇunanje vrijednosti funkcije.
Matricˇna funkcija predznaka posebno je jednostavna jer su sve derivacije
funkcije sign jednake nuli. No, unatocˇ toj jednostavnosti, ona ima mnoge
primjene. Naprimjer, s pomoc´u vrijednosti signA, prema (12), vrlo jed-
nostavno mozˇemo odrediti broj svojstvenih vrijednosti matrice A u lijevoj
i desnoj poluravnini. Jednostavnom translacijom Ac := A − cI, s pomoc´u
vrijednosti signAc mozˇemo lako odrediti broj svojstvenih vrijednosti matrice
A cˇiji je realni dio manji, odnosno vec´i od c. Pogodnim odabirom parametra
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c mozˇemo dobiti broj svojstvenih vrijednosti matrice A cˇiji je realni dio u
nekom intervalu, sˇto je u praksi korisno za velike matrice, kada nas zanima
samo dio spektra.
Rad se bazira na diplomskom radu N. Strabic´ [6] i u njemu se mogu nac´i
detaljno raspisane sve koriˇstene tvrdnje. Zainteresirani cˇitatelji u [1] mogu
nac´i puno detaljnije razradenu teoriju matricˇnih funkcija, uz detaljan pregled
drugih matricˇnih funkcija (poput matricˇnih potencija, korijena i logaritama),
ocjene gresˇke, racionalne aproksimacije, matricˇne dekompozicije vezane uz
racˇunanje matricˇnih funkcija i sl.
5 Zahvale
Ovim putem zahvaljujemo prof. dr. sc. Sasˇi Singeru na velikoj pomoc´i s de-
buggiranjem i testiranjem programa i doc. dr. sc. Lavoslavu Cˇaklovic´u na
koriˇstenju racˇunala na kojem su testiranja provedena.
Takoder, Ines Sˇimicˇic´ i prof. dr. sc. Sanji Singer zahvaljujemo na general-
nim smjernicama oko same radnje na temelju koje je nastao ovaj rad.
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