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REFLEXIVE POLYTOPES ARISING FROM PERFECT GRAPHS
TAKAYUKI HIBI AND AKIYOSHI TSUCHIYA
Abstract. Reflexive polytopes form one of the distinguished classes of lattice
polytopes. Especially reflexive polytopes which possess the integer decomposition
property are of interest. In the present paper, by virtue of the algebraic technique
on Gro¨nbner bases, a new class of reflexive polytopes which possess the integer
decomposition property and which arise from perfect graphs will be presented.
Furthermore, the Ehrhart δ-polynomials of these polytopes will be studied.
Background
The reflexive polytope is one of the keywords belonging to the current trends
on the research of convex polytopes. In fact, many authors have studied reflexive
polytopes from viewpoints of combinatorics, commutative algebra and algebraic ge-
ometry. It is known that reflexive polytopes correspond to Gorenstein toric Fano
varieties, and they are related with mirror symmetry (see, e.g., [2, 5]). In each di-
mension there exist only finitely many reflexive polytopes up to unimodular equiv-
alence ([17]) and all of them are known up to dimension 4 ([16]). Moreover, every
lattice polytope is a face of a reflexive polytope ([7]). We are especially interested
in reflexive polytopes with the integer decomposition property, where the integer
decomposition property is particularly important in the theory and application of
integer programing [23, §22.10]. A lattice polytope which possesses the integer de-
composition property is normal and very ample. These properties play important
roles in algebraic geometry. Hence to find new classes of reflexive polytopes with the
integer decomposition property is one of the most important problem. For example,
the following classes of reflexive polytopes with the integer decomposition property
are known:
• Centrally symmetric configurations ([20]).
• Reflexive polytopes arising from the order polytopes and the chain polytopes
of finite partially ordered sets ([11, 13, 14, 15]).
• Reflexive polytopes arising from the stable sets polytopes of perfect graphs
([21]).
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Following the previous work [21] the present paper discusses a new class of reflexive
polytopes which possess the integer decomposition property and which arise from
perfect graphs.
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1. Perfect graphs and reflexive polytopes
Recall that a lattice polytope is a convex polytope all of whose vertices have integer
coordinates. We say that a lattice polytope P ⊂ Rd of dimension d is reflexive if
the origin of Rd belongs to the interior of P and if the dual polytope
P∨ = {x ∈ Rd : 〈x,y〉 ≤ 1, ∀y ∈ P}
is again a lattice polytope. Here 〈x,y〉 is the canonical inner product of Rd. A
lattice polytope P ⊂ Rd possesses the integer decomposition property if, for each
integer n ≥ 1 and for each a ∈ nP ∩ Zd, where nP = {na : a ∈ P}, there exist
a1, . . . , an belonging to P ∩ Z
d with a = a1 + · · ·+ an.
Let G be a finite simple graph on the vertex set [d] = {1, . . . , d} and E(G) the
set of edges of G. (A finite graph G is called simple if G possesses no loop and no
multiple edge.) A subset W ⊂ [d] is called stable if, for all i and j belonging to
W with i 6= j, one has {i, j} 6∈ E(G). We remark that a stable set is often called
an independent set. A clique of G is a subset W ⊂ [d] which is a stable set of the
complementary graph G of G. The chromatic number of G is the smallest integer
t ≥ 1 for which there exist stable set W1, . . . ,Wt of G with [d] = W1 ∪ · · · ∪Wt. A
finite simple graph G is said to be perfect ([4]) if, for any induced subgraph H of G
including G itself, the chromatic number of H is equal to the maximal cardinality
of cliques of H . The complementary graph of a perfect graph is perfect ([4]).
Let e1, . . . , ed denote the standard coordinate unit vectors of R
d. Given a subset
W ⊂ [d], we may associate ρ(W ) =
∑
j∈W ej ∈ R
d. In particular ρ(∅) is the origin 0d
of Rd. Let S(G) denote the set of stable sets of G. One has ∅ ∈ S(G) and {i} ∈ S(G)
for each i ∈ [d]. The stable set polytope QG ⊂ R
d of G is the (0, 1)-polytope which
is the convex hull of {ρ(W ) : W ∈ S(G)} in Rd. One has dimQG = d.
Given lattice polytopes P ⊂ Rd and Q ⊂ Rd of dimension d, we introduce the
lattice polytopes Γ(P,Q) ⊂ Rd and Ω(P,Q) ⊂ Rd+1 with
Γ(P,Q) = conv{P ∪ (−Q)},
Ω(P,Q) = conv{(P × {1}) ∪ (−Q× {−1})}.
It is natural to ask when Γ(QG1 ,QG2) is reflexive and when Ω(QG1 ,QG2) is re-
flexive, where G1 and G2 are finite simple graphs on [d]. The former is completely
solved by [21] and the later is studied in this paper. In fact,
2
Theorem 1.1. Let G1 and G2 be finite simple graphs on [d].
(a) ([21]) The following conditions are equivalent:
(i) The lattice polytope Γ(QG1 ,QG2) is reflexive;
(ii) The lattice polytope Γ(QG1 ,QG2) is reflexive and possesses the integer
decomposition property;
(iii) Both G1 and G2 are perfect.
(b) The following conditions are equivalent:
(i) The lattice polytope Ω(QG1 ,QG2) possesses the integer decomposition
property;
(ii) The lattice polytope Ω(QG1 ,QG2) is reflexive and possesses the integer
decomposition property;
(iii) Both G1 and G2 are perfect.
A proof of part (b) will be achieved in Section 2. It would, of course, be of
interest to find a complete characterization for Ω(QG1 ,QG2) to be reflexive. For a
finite simple graph G on [d], Ω(QG,QG) is called the Hansen polytope H(G) of G.
This polytope possesses nice properties (e.g., centrally symmetric and 2-level) and
is studied in [6, 22]. Especially, in [6], it is shown that if G is perfect, then H(G) is
reflexive. Theorem 1.1 (b) says that G is perfect if and only if the Hansen polytope
H(G) possesses the integer decomposition property.
If G1 and G2 are not perfect, Γ(QG1 ,QG2) may not possess the integer decompo-
sition property (Examples 4.1 and 4.2). Furthermore, if G1 and G2 are not perfect,
Ω(QG1 ,QG2) may not be reflexive (Examples 4.2 and 4.3).
We now turn to the discussion of Ehrhart δ-polynomials of Γ(QG1 ,QG2) and
Ω(QG1 ,QG2). Let, in general, P ⊂ R
d be a lattice polytope of dimension d. The
Ehrhart δ-polynomial of P is the polynomial
δ(P, λ) = (1− λ)d+1
[
1 +
∞∑
n=1
| nP ∩ Zd | λn
]
in λ. Each coefficient of δ(P, λ) is a nonnegative integer and the degree of δ(P, λ) is
at most d. In addition δ(P, 1) coincides with the normalized volume of P, denoted by
vol(P). Refer the reader to [9, Part II] for the detailed information about Ehrhart δ-
polynomials. Moreover, in [1], the Ehrhart theory for stable set polytopes is studied.
The suspension of a finite simple graph G on [d] is the finite simple graph Ĝ on
[d+1] with E(Ĝ) = E(G)∪{{i, d+1} : i ∈ [d]}. We obtain the following theorem.
Theorem 1.2. Let G1 and G2 be finite perfect simple graphs on [d]. Then one has
δ(Ω(QG1 ,QG2), λ) = δ(Γ(QĜ1 ,QĜ2), λ) = (1 + λ)δ(Γ(QG1 ,QG2), λ).
Thus in particular
vol(Ω(QG1 ,QG2)) = vol(Γ(QĜ1 ,QĜ2)) = 2 · vol(Γ(QG1 ,QG2)).
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A proof of Theorem 1.2 will be given in Section 3. Even though the Ehrhart
δ-polynomial of Ω(QG1 ,QG2) coincides with that of Γ(QĜ1 ,QĜ2), Ω(QG1 ,QG2) may
not be unimodularly equivalent to Γ(Q
Ĝ1
,Q
Ĝ2
) (Example 4.4).
2. Squarefree Gro¨bner basis
In this section, we prove Theorem 1.1 by using the theory of Gro¨bner bases and
toric ideals. At first, we recall basic materials and notation on toric ideals. Let
K[t±1, s] = K[t±11 , . . . , t
±1
d , s] denote the Laurent polynomial ring in d+ 1 variables
over a field K. For an integer vector a = [a1, . . . , ad]
⊤ ∈ Zd, the transpose of
[a1, . . . , ad], t
as is the Laurent monomial ta11 · · · t
ad
d s ∈ K[t
±1, s]. Given an integer
d × n matrix A = [a1, . . . , an], where aj = [a1j , . . . , adj ]
⊤ is the jth column of A,
then we define the toric ring K[A] of A as follows:
K[A] = K[ta1s, . . . , tans] ⊂ K[t±1, s].
Let K[x] = K[x1, . . . , xn] be the polynomial ring in n variables over K and define
the surjective ring homomorphism π : K[x] → K[A] by setting π(xj) = t
ajs for
j = 1, . . . , n. The toric ideal of A is the kernel IA of π. Let < be a monomial
order on K[x] and in<(IA) the initial ideal of IA with respect to <. The initial
ideal in<(IA) is called squarefree if in<(IA) is generated by squarefree monomials.
The reverse lexicographic order on K[x] induced by the ordering xn <rev · · · <rev
x1 is the total order <rev on the set of monomials in the variables x1, x2, . . . , xn
by setting xa11 x
a2
2 · · ·x
an
n <rev x
b1
1 x
b2
2 · · ·x
bn
n if either (i)
∑n
i=1 ai <
∑n
i=1 bi, or (ii)∑n
i=1 ai =
∑n
i=1 bi and the rightmost nonzero component of the vector (b1− a1, b2−
a2, . . . , bn − an) is negative. A reverse lexicographic order is also called a graded
reverse lexicographic order. Please refer [10, Chapters 1 and 5] for more details on
Gro¨bner bases and toric ideals.
Let Zd≥0 denote the set of integer column vectors [a1, . . . , ad]
⊤ with each ai ≥ 0,
and let Zd×n≥0 denote the set of d × n integer matrices (aij) 1≤i≤d
1≤j≤n
with each aij ≥ 0.
In [21], the concept that A ∈ Zd×n≥0 and B ∈ Z
d×m
≥0 are of of harmony is introduced.
For an integer vector a = [a1, . . . , ad]
⊤ ∈ Zd, let a(+) = [a
(+)
1 , . . . , a
(+)
d ]
⊤, a(−) =
[a
(−)
1 , . . . , a
(−)
d ]
⊤ ∈ Zd≥0 where a
(+)
i = max{0, ai} and a
(−)
i = max{0,−ai}. Note that
a = a(+) − a(−) holds in general. Given A ∈ Zd×n≥0 and B ∈ Z
d×m
≥0 such that the zero
vector 0d = [0, . . . , 0]
⊤ ∈ Zd is a column in each of A and B, we say that A and B
are of harmony if the following condition is satisfied: Let a be a column of A and b
that of B. Let c = a− b ∈ Zd. If c = c(+) − c(−), then c(+) is a column vector of A
and c(−) is a column vector of B.
Now we prove the following theorem.
Theorem 2.1. Let A = [a1, . . . , an] ∈ Z
d×n
≥0 and B = [b1, . . . ,bm] ∈ Z
d×m
≥0 , where
an = bm = 0d ∈ Z
d, be of harmony. Let K[x] = K[x1, . . . , xn] and K[y] =
K[y1, . . . , ym] be the polynomial rings over a field K. Suppose that in<A(IA) ⊂ K[x]
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and in<B(IB) ⊂ K[y] are squarefree with respect to reverse lexicographic orders <A
on K[x] and <B on K[y] respectively satisfying the condition that
• xi <A xj if for each 1 ≤ k ≤ d aki ≤ akj.
• xn is the smallest variable with respect to <A.
• ym is the smallest variable with respect to <B.
Let [−B,A]∗ denote the (d+ 1)× (n+m+ 1) integer matrix[
−b1 · · · −bm a1 · · · an 0d
−1 · · · −1 1 · · · 1 0
]
.
Then the toric ideal I[−B,A]∗ of [−B,A]
∗ possesses a squarefree initial ideal with
respect to a reverse lexicographic order whose smallest variable corresponds to the
column 0d+1 ∈ Z
d+1 of [−B,A]∗.
Proof. Let I[−B,A]∗ ⊂ K[x,y, z] = K[x1, . . . , xn, y1, . . . , ym, z] be the toric ideal of
[−B,A]∗ defined by the kernel of
π∗ : K[x,y, z]→ K[[−B,A]∗] ⊂ K[t±11 , . . . , t
±1
d+1, s]
with π∗(z) = s, π∗(xi) = t
aitd+1s for i = 1, . . . , n and π
∗(yj) = t
−bjt−1d+1s for
j = 1, . . . , m. Assume that the reverse lexicographic orders <A and <B are induced
by the orderings xn <A · · · <A x1 and ym <B · · · <B y1. Let <rev be the reverse
lexicographic order on K[x,y, z] induced by the ordering
z <rev xn <rev · · · <rev x1 <rev ym <rev · · · <rev y1.
In general, for an integer vector a = [a1, . . . , ad]
⊤ ∈ Zd, we let supp(a) = {i : 1 ≤
i ≤ d, ai 6= 0}. Set the following:
E = { (i, j) : 1 ≤ i ≤ n, 1 ≤ j ≤ m, supp(ai) ∩ supp(bj) 6= ∅ }.
If c = ai − bj with (i, j) ∈ E , then it follows that c
(+) 6= ai and c
(−) 6= bj . Since
A and B are of harmony, we know that c(+) is a column of A and c(−) is a column
of B. It follows that f = xiyj − xkyℓ ( 6= 0) belongs to I[−B,A]∗ , where c
(+) = ak
and c(−) = bℓ. Then since for each 1 ≤ c ≤ d, ack ≤ aci, one has xk <A xi and
in<rev(f) = xiyj. Hence
{ xiyj : (i, j) ∈ E } ⊂ in<rev(I[−B,A]∗).
Moreover, it follows that xnym − z
2 ∈ I[−B,A]∗ and xnym ∈ in<rev(I[−B,A]∗). We set
M = {xnym} ∪ { xiyj : (i, j) ∈ E } ∪MA ∪MB (⊂ in<rev(I[−B,A]∗) ),
where MA (resp. MB) is the minimal set of squarefree monomial generators of
in<A(IA) (resp. in<B(IB)). Let G be a finite set of binomials belonging to I[−B,A]∗
with M = {in<rev(f) : f ∈ G}.
Now, we prove that G is a Gro¨bner base of in<rev(I[−B,A]∗) with respect to <rev.
By the following fact ([19, (0.1), p. 1914]) on Gro¨bner bases, we must prove the
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following assertion: If u and v are monomials belonging to K[x,y, z] with u 6= v
such that u /∈ (in<(g) : g ∈ G) and v /∈ (in<(g) : g ∈ G) , then π
∗(u) 6= π∗(v).
Suppose that there exists a nonzero irreducible binomial g = u− v be belonging
to I[−B,A]∗ such that u /∈ (in<(g) : g ∈ G) and v /∈ (in<(g) : g ∈ G). Write
u =
(∏
p∈P
xipp
)(∏
q∈Q
yjqq
)
, v = zα
( ∏
p′∈P ′
x
i′
p′
p′
)( ∏
q′∈Q
y
j′
q′
q′
)
,
where P and P ′ are subsets of [n], Q and Q′ are subsets of [m], α is a nonnegative
integer, and each of ip, jq, i
′
p′, j
′
q′ is a positive integer. Since g = u− v is irreducible,
one has P ∩ P ′ = Q ∩ Q′ = ∅. Furthermore, by the fact that each of xiyj with
(i, j) ∈ E can divide neither u nor v, it follows that( ⋃
p∈P
supp(ap)
)
∩
( ⋃
q∈Q
supp(bq)
)
=
( ⋃
p′∈P ′
supp(ap′)
)
∩
( ⋃
q′∈Q′
supp(bq′)
)
= ∅.
Hence, since π∗(u) = π∗(v), it follows that∑
p∈P
ipap =
∑
p′∈P ′
i′p′ap′ ,
∑
q∈Q
jqbq =
∑
q′∈Q′
j′q′bq′ .
Let ξ =
∑
p∈P ip, ξ
′ =
∑
p′∈P ′ i
′
p′ , ν =
∑
q∈Q jq, and ν
′ =
∑
q′∈Q′ j
′
q′ . Then ξ + ν =
ξ′ + ν ′ + α. Since α ≥ 0, it follows that either ξ ≥ ξ′ or ν ≥ ν ′. Assume that ξ > ξ′.
Then
h =
∏
p∈P
xipp − x
ξ−ξ′
n
( ∏
p′∈P ′
x
i′
p′
p′
)
belongs to IA and I[−B,A]∗. If h 6= 0, then in<A(h) = in<rev(h) =
∏
p∈P x
ip
p divides u,
a contradiction. Hence P = {n} and Q = ∅. If ξ = ξ′, then the binomial
h0 =
∏
p∈P
xipp −
∏
p′∈P ′
x
i′
p′
p′
belongs to IA and I[−B,A]∗ . Moreover, if h0 6= 0, then either
∏
p∈P x
ip
p or
∏
p′∈P ′ x
i′
p′
p′
must belong to in<A(IA) and in<rev(I[−B,A]∗). This contradicts the fact that each of
u and v can be divided by none of the monomials belonging to M. Hence h0 = 0
and P = P ′ = ∅. Similarly, Q = {m} and Q′ = ∅, or Q = Q′ = ∅. Hence we know
that g = xkny
ℓ
m − z
α, where k and ℓ are nonnegative integers. Since u cannot be
divided by xnym, it follows that g = 0, a contradiction. Therefore, G is a Gro¨bner
base of in<rev(I[−B,A]∗) with respect to <rev. 
Now, we recall the following lemma.
Lemma 2.2 ([12, Lemma 1.1]). Let P ⊂ Rd be a lattice polytope of dimension d
such that the origin of Rd is contained in its interior and P ∩ Zd = {a1, . . . , an}.
Suppose that any integer point in Zd+1 is a linear integer combination of the integer
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points in P × {1} and there exists an ordering of the variables xi1 < · · · < xin for
which ai1 = 0d such that the initial ideal in<(IA) of the toric ideal IA with respect
to the reverse lexicographic order < on the polynomial ring K[x1, . . . , xn] induced by
the ordering is squarefree, where A = [a1, . . . , an]. Then P is a reflexive polytope
which possesses the integer decomposition property.
By Theorem 2.1 and this lemma, we obtain the following corollary.
Corollary 2.3. Work with the same situation as in Theorem 2.1. Let P ⊂ Rd+1 be
the lattice polytope of dimension d+ 1 with
P ∩ Zd+1 =
{[
a1
1
]
, . . . ,
[
an
1
]
,
[
−b1
−1
]
, . . . ,
[
−bm
−1
]
, 0d+1
}
.
Suppose that 0d+1 ∈ Z
d+1 belongs to the interior of P and any integer point in Zd+2
is a linear integer combination of the integer points in P×{1}. Then P is a reflexive
polytope which possesses the integer decomposition property.
Recall that an integer matrix A is compressed ([18], [24]) if the initial ideal of the
toric ideal IA is squarefree with respect to any reverse lexicographic order.
Finally, we prove Theorem 1.1.
Proof of Theorem 1.1. For a finite simple graph G on [d], let AS(G) be the matrix
whose columns are those ρ(W ) with W ∈ S(G). If W ∈ S(G), then each subset
of W is also a stable set of G. This means that S(G) is a simplicial complex on
[d]. Hence it is easy to show that AS(G1) and AS(G2) are of harmony. Moreover, for
any perfect graph G, AS(G) is compressed ([18, Example 1.3 (c)]). Let P ⊂ R
d+1
be the convex hull of {±(e1 + ed+1), . . . ,±(ed + ed+1),±ed+1}. Then it follows that
0d+1 ∈ Z
d+1 belongs to the interior of P and any integer point in Zd+2 is a linear
integer combination of the integer points in P × {1}. Moreover, we have P ⊂
Ω(QG1 ,QG2). This implies that 0d+1 ∈ Z
d+1 belongs to the interior of Ω(QG1 ,QG2)
and any integer point in Zd+2 is a linear integer combination of the integer points
in Ω(QG1 ,QG2)× {1}. On the other hand, one has
Ω(QG1 ,QG2) ∩ {[a1, . . . , ad+1]
⊤ ∈ Rd+1 : ad+1 = 0} =
1
2
(QG1 −QG2)× {0}.
Since
1
2
(QG1 −QG2) ∩ Z
d = {0d}, we obtain
Ω(QG1 ,QG2)∩Z
d+1 =
{[
a
1
]
: a ∈ QG1 ∩ Z
d
}
∪
{[
−b
−1
]
: b ∈ QG2 ∩ Z
d
}
∪{0d+1}.
Hence, by Corollary 2.3, if G1 and G2 are perfect, Ω(QG1 ,QG2) is a reflexive polytope
which possesses the integer decomposition property.
Next, we prove that if G1 is not perfect, then Ω(QG1 ,QG2) does not possess the
integer decomposition property. Assume that G1 is not perfect and Ω(QG1 ,QG2)
possesses the integer decomposition property. By the strong perfect graph theorem
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([4]), G1 possesses either an odd hole or an odd antihole, where an odd hole is an
induced odd cycle of length ≥ 5 and an odd antihole is the complementary graph
of an odd hole. Suppose that G1 possesses an odd hole C of length 2ℓ + 1, where
ℓ ≥ 2 and we regard C as a finite graph on [d]. We may assume that the edge set
of C is {{i, i+ 1} : 1 ≤ i ≤ 2ℓ} ∪ {1, 2ℓ+ 1}. Then the maximal stable sets of C in
[2ℓ+ 1] are
S1 = {1, 3, . . . , 2ℓ− 1}, S2 = {2, 4, . . . , 2ℓ}, . . . , S2ℓ+1 = {2ℓ+ 1, 2, 4, . . . , 2ℓ− 2}
and each i ∈ [2ℓ + 1] appears ℓ times in the above list. For 1 ≤ i ≤ 2ℓ + 1, we set
vi =
∑
j∈Si
ej + ed+1. Then one has
a =
v1 + · · ·+ v2ℓ+1 + (−ed+1)
ℓ
= e1 + · · ·+ e2ℓ+1 + 2ed+1.
Since 2 < (2ℓ + 2)/ℓ ≤ 3, a ∈ 3Ω(QG1 ,QG2). Hence there exist a1, a2, a3 ∈
Ω(QG1 ,QG2) ∩ Z
d+1 such that a = a1 + a2 + a3. Then we may assume that
a1, a2 ∈ QC × {1} and a3 = 0d+1. However, since the maximal cardinality of
the stable sets of C in [2ℓ+ 1] equals ℓ, a contradiction.
Suppose that G1 possesses an odd antihole C such that the length of C equals
2ℓ+1, where ℓ ≥ 2 and we regard C as a finite graph on [d]. Similarly, we may assume
that the edge set of C is {{i, i + 1} : 1 ≤ i ≤ 2ℓ} ∪ {1, 2ℓ + 1}. Then the maximal
stable sets of C are the edges of C. For 1 ≤ i ≤ 2ℓ, we set wi = ei + ei+1 + ed+1
and set w2ℓ+1 = e1 + e2ℓ+1 + ed+1. Then one has
b =
w1 + · · ·+w2ℓ+1 + (−ed+1)
2
= e1 + · · ·+ e2ℓ+1 + ℓed+1
and b ∈ (ℓ + 1)Ω(QG1 ,QG2). Hence there exist b1, . . . ,bℓ+1 ∈ Ω(QG1 ,QG2) ∩ Z
d+1
such that b = b1 + · · · + bℓ+1. Then we may assume that b1, . . . ,bℓ ∈ QC × {1}
and bℓ+1 = 0d+1. However, since the maximal cardinality of the stable sets of C in
[2ℓ+ 1] equals 2, a contradiction.
Therefore, if Ω(QG1 ,QG2) possesses the integer decomposition property, then G1
and G2 are perfect, as desired. 
3. Ehrhart δ-polynomials
In this section, we consider the Ehrhart δ-polynomials and the volumes of the
polytopes Ω(QG1 ,QG2) and Γ(QG1 ,QG2), in particular, we prove Theorem 1.2. Let
P ⊂ Rd be a lattice polytope of dimension d with P ∩ Zd = {a1, . . . , an}. Set
A = [a1, . . . , an]. We define the toric ring K[P] and the toric ideal IP of P by K[A]
and IA. In order to prove Theorem 1.2, we use the following facts.
• If P possesses the integer decomposition property, then the Ehrhart polyno-
mial | nP ∩ Zd | of P is equal to the Hilbert polynomial of the toric ring
K[P].
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• Let S be a polynomial ring and I ⊂ S be a graded ideal of S. Let < be
a monomial order on S. Then S/I and S/in<(I) have the same Hilbert
function. (see [8, Corollary 6.1.5]).
Now, we prove the following theorem.
Theorem 3.1. Work with the same situation as in Theorem 2.1. Let P ⊂ Rd be
the lattice polytope with P ∩Zd = {a1, . . . , an} and Q ⊂ R
d the lattice polytope with
Q ∩ Zd = {b1, . . . ,bm}. Suppose that any integer point in Z
d+1 is a linear integer
combination of the integer points in Γ(P,Q) × {1}, any integer point in Zd+2 is a
linear integer combination of the integer points in Ω(P,Q)× {1},
Γ(P,Q) ∩ Zd = {a1, . . . , an−1,−b1, . . . ,−bm−1, 0d}
and
Ω(P,Q) ∩ Zd+1 =
{[
a1
1
]
, . . . ,
[
an
1
]
,
[
−b1
−1
]
, . . . ,
[
−bm
−1
]
, 0d+1
}
.
Then we obtain
δ(Ω(P,Q), λ) = (1 + λ)δ(Γ(P,Q), λ).
In particular,
vol(Ω(P,Q)) = 2 · vol(Γ(P,Q)).
Proof. Set R = conv{Γ(P,Q)× {0},±ed+1}. Then it follows from [3, Theorem 1.4]
that δ(R, λ) = (1 + λ)δ(Γ(P,Q), λ). Moreover, by [21, Theorem 1.1] and Theorem
2.1, R and Ω(P,Q) possess the integer decomposition property. Hence we should
show that K[R] and K[Ω(P,Q)] have the same Hilbert function.
Now, use the same notation as in the proof of Theorem 2.1. Then we have
K[x,y, z]
in<ref(IΩ(P,Q))
=
K[x,y, z]
(M)
.
Set
a′i =

[
ai
0
]
, 1 ≤ i ≤ n− 1,
ed+1, i = n,
0d+1, i = n + 1,
and b′j =

[
bi
0
]
, 1 ≤ j ≤ m− 1,
ed+1, j = m,
0d+1, j = m+ 1.
Then it is easy to show that A′ = [a′1, . . . , a
′
n+1] and B
′ = [b′1, . . . ,b
′
m+1] are of
harmony. Moreover, in<B′ (IB′) ⊂ K[y1, . . . , ym+1] and in<A′ (IA′) ⊂ K[x1, . . . , xn+1]
are squarefree with respect to reverse lexicographic orders <A′ on K[x1, . . . , xn+1]
and <B′ on K[y1, . . . , ym+1] induced by the orderings xn+1 <A′ xn <A′ · · · <A′ x1
and ym+1 <B′ ym <B′ · · · <B′ y1. Now, we introduce the following:
E ′ = { (i, j) : 1 ≤ i ≤ n, 1 ≤ j ≤ m, supp(a′i) ∩ supp(b
′
j) 6= ∅ }.
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Then we have E ′ = E ∪ {(n,m)}. Let MA′ (resp. MB′) be the minimal set of
squarefree monomial generators of in<A′ (IA′) (resp. in<B′ (IB′)). Then it follows
that MA′ = MA and MB′ = MB. This says that M = E
′ ∪ MA′ ∪MB′ . By
the proof of [21, Theorem 1.1], we obtain in<rev(IR) = (M) ⊂ K[x,y, z]. Hence it
follows that
K[x,y, z]
in<rev(IΩ(P,Q))
=
K[x,y, z]
in<rev(IR)
.
Therefore, K[R] and K[Ω(P,Q)] have the same Hilbert function, as desired. 
Now, we prove Theorem 1.2.
Proof of Theorem 1.2. For any finite simple graph G on [d], we have S(Ĝ) = S(G)∪
{d + 1}. Hence it follows that Γ(Q
Ĝ1
,Q
Ĝ2
) = conv{Γ(QG1,QG1) × {0},±ed+1}.
Therefore, by Theorem 3.1, we obtain
δ(Ω(QG1 ,QG2, λ) = δ(Γ(QĜ1 ,QĜ2), λ) = (1 + λ)δ(Γ(QG1 ,QG2), λ),
as desired. 
4. Examples
In this section, we give some curious examples of Γ(QG1 ,QG2) and Ω(QG1 ,QG2).
At first, the following example says that even though G1 and G2 are not perfect,
Ω(QG1 ,QG2) may be reflexive.
Example 4.1. Let G be the finite simple graph as follows:
G: t
tt
t t❆
❆
❆
❆
❆
 
 
 
 
 ❅
❅
❅
❅
❅
✁
✁
✁
✁
✁
Namely, G is a cycle of length 5. Then G is not perfect. Hence Γ(QG,QG) is not
reflexive. However, Ω(QG,QG) is reflexive. In fact, we have
δ(Γ(QG,QG), λ) = 1 + 15λ+ 60λ
2 + 62λ3 + 15λ4 + λ5,
δ(Ω(QG,QG), λ) = 1 + 16λ+ 75λ
2 + 124λ3 + 75λ4 + 16λ5 + λ6.
Moreover, Γ(QG,QG) possesses the integer decomposition property, but Ω(QG,QG)
does not possess the integer decomposition property.
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For this example, Γ(QG,QG) possesses the integer decomposition property. Next
example says that if G1 and G2 are not perfect, Γ(QG1 ,QG2) may not possess the
integer decomposition property.
Example 4.2. Let G be a finite simple graph whose complementary graph G is as
follows:
G: t t
t
t t
❅
❅
❅
❅
❅
 
 
 
 
 
t t
t
t t❅
❅
❅
❅
❅
 
 
 
 
 
Then G is not perfect. Hence Γ(QG,QG) is not reflexive. However, Ω(QG,QG)
is reflexive. Moreover, in this case, Γ(QG,QG) and Ω(QG,QG) do not possess the
integer decomposition property.
For any finite simple graph G with at most 6 vertices, Ω(QG,QG) is always re-
flexive. However, in the case of finite simple graphs with more than 6 vertices, we
obtain a different result.
Example 4.3. Let G be the finite simple graph as follows:
G: t t t
t
t
t t❅
❅
❅
❅
❅
 
 
 
 
 
Namely, G is a cycle of length 7. Then G is not perfect. Hence Γ(QG,QG) is not
reflexive. Moreover, Ω(QG,QG) is not reflexive. In fact, we have
δ(Γ(QG,QG), λ) = 1 + 49λ+ 567λ
2 + 1801λ3 + 1799λ4 + 569λ5 + 49λ6 + λ7,
δ(Ω(QG,QG), λ) = 1+50λ+616λ
2+2370λ3+3598λ4+2368λ5+618λ6+50λ7+λ8.
Finally, we show that even though the Ehrhart δ-polynomial of Ω(QG1 ,QG2) co-
incides with that of Γ(Q
Ĝ1
,Q
Ĝ2
), Ω(QG1 ,QG2) may not be unimodularly equivalent
to Γ(Q
Ĝ1
,Q
Ĝ2
).
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Example 4.4. Let G be the finite simple graph as follows:
G: t t
tt
t t
❍❍❍❍❍❍❍❍❍❍
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
 
 
 
 
 
❅
❅
❅
❅
❅
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✟✟✟✟✟✟✟✟✟✟ ✟✟✟✟✟✟✟✟✟✟ ❍❍
❍❍
❍❍
❍❍
❍❍
Namely, G is a (2, 2, 2)-complete multipartite graph. Then G is perfect. Hence we
know that Ω(QG,QG) and Γ(QĜ,QĜ) have the same Ehrhart δ-polynomial and the
same volume. However, Ω(QG,QG) has 54 facets and Γ(QĜ,QĜ) has 432 facets.
Hence, Ω(QG,QG) and Γ(QĜ,QĜ) are not unimodularly equivalent. Moreover, for
any finite simple graph G′ on {1, . . . , 7} except for Ĝ, the Ehrhart δ-polynomial
of Γ(QG′ ,QG′) is not equal to that of Ω(QG,QG). This implies that the class of
Ω(QG1 ,QG2) is a new class of reflexive polytopes.
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