A quantum model based on a Euler-Lagrange variational approach is proposed. In analogy with the classical transport, our approach maintain the description of the particle motion in terms of trajectories in a configuration space. Our method is designed to describe correction to the motion of nearly localized particles due to quantum phenomena. We focus on the simulation of the motion of light nuclei in ab initio calculations. Similarly to the Gaussian beam method, our approach is based on a ansatz for the particle wave function. We discuss the completeness of our ansatz and the connection of our results with the Bohm trajectories approach.
Introduction
During the last decade, several numerical methods based on ab initio approaches have been developed. The improvement of the theoretical models and the numerical algorithms has eased the systematic investigation of the dynamics of the molecules and of the electronic and optical properties of the nanostructures [1, 2, 3, 4, 5, 6, 7, 8, 9] .
In the framework of the ab initio quantum mechanical methods, a system containing N protons and N ′ electrons is described by a single many-body wave function Ψ(R, r, t). We denote by r (R) the collective variable containing the coordinates of all the electrons (nuclei).
Even for a small number of particles the wave function Ψ is extremely hard to compute. This is especially true if the dynamical evolution of Ψ is addressed. In order to reduce the complexity of the problem, various approximations of Ψ(R, r, t) have been proposed in order
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to disentangle to some extent the electronic and the nuclear component of the wave function [3, 10] . According to Born-Oppenheimer ansatz, the total wave function of electrons and nuclei is factorized in terms of the product of the electronic wave functions (Φ i ) and the atomic wave functions (Θ i ) Ψ(R, r, t) = i Φ i (R, r, t)Θ i (R, t) .
A very popular approximation proposed firstly by Hartree, is to replace Ψ(R, r, t) by a single term Ψ(R, r, t) ≃ Φ(R, r, t)Θ(R, t). The Hartree approximation is implicitly assumed by the majority of the ab inito methods based on the Kohn-Sham density functional theory (DFT) [11] . The second and major approximation is to describe only the electronic degrees Recent theoretical and experimental studies show the emergence of physical conditions for which such an approximation is violated. They suggest that the behavior as a quantum particle of slightly bound protons or of the hydrogen is at the origin of some complex phenomena. As an example, various chemical reactions are understood in terms of electronic transfer processes assisted by non adiabatic quantum transitions of protons. Such mechanisms may explain some biological processes related to the photosynthesis and to the DNA biosynthesis [12, 13] . Studying the phase transition of the ice of water by DFT models, Bronstein et al. have shown that in order to obtain the experimental value of the transition pressure, it is essential to include in the numerical model the quantum mechanical delocalization of the protons [14] .
Motivated by these results, the study of the mathematical models for the quantum trans-
port of protons at the nanometric scale has seen renewed interest. The development of new ab initio methods for the simulation of complex systems that include the description of the quantum motion of light atoms, has a wide array of potential applications. In a large number of molecular configurations, the hydrogen atoms are trapped in local minima of the electrostatic potential whose barriers have thickness of few nanometers. In such cases, the zero point energy of the protons and the quantum tunneling play a relevant role to determine the equilibrium configuration of the system. New concepts such as the deterministic and the stochastic quantum trajectories have been proposed in order to develop new ab initio methods that go beyond the classical description of the atomic nuclei [15, 16] . One of the major advantages provided by a method that extends the concept of classical trajectory to the quantum mechanical context, is that it could be integrated through minimal changes in the solvers already developed for the molecular dynamics. The Bohm interpretation of the quantum mechanical nature the particles extends in a rigorous way the concept of the deterministic trajectory of a particle. The Bohm approach is potentially able to deal with any quantum phenomena. Nowadays, methods based on the Bohm formalism are very popular. However, the application of the Bohm theory to a real situation suffers from serious limitations due to the fact that the calculation of the quantum Bohm trajectories is extremely challenging. The first attempts in this direction, have been proposed by Tully [17] and Wyatt [18] . The dynamics of the nuclei is described by a single or by a bundle of quasi-classical trajectories that are evaluated selfconsistently with the electronic density. Such methods have stimulated the study of few general methods such as the multiconfiguration time-dependent Hartree method [19] , the conditional BornOppenheimer dynamics [20] and the Bohm trajectories extended to the complex plane [21] .
Moreover, also stochastic methods have been addressed. Based on the classical concept of Brownian and Langevin dynamics, such stochastic methods are able to reproduce the quantum statistical properties of protons in harmonic traps [22] .
In this paper, we propose a quantum model based on a Euler-Lagrange variational approach. Our method is designed to describe the motion of nearly localized particles. Similarly to the Gaussian beam methods [23] , we assume that the particle wave function is well de-scribed by a single Gaussian modulated by a polynomial. Our ansatz for the particle wave function contains a complete set of parameters. We derive the evolution equation of such parameters by considering an integral formulation of the evolution equations. Our method show a strong analogy with the Bohm approach. The integral form of the equations suggests a strategy which is able to tackle with the divergences of the Bohm potential.
Euler-Lagrange variational approach
We derive the motion of a quantum particle by using a variational approach. We assume that the particle is described by a generalized Gaussian wave packet parametrized by a set of time dependent numbers ξ n . We formulate the particle evolution in terms of a Euler-Lagrange problem. By minimizing the action of the quantum Lagrangian of the particle, we derive the evolution equations for the parameters ξ n . In the following we show that our ansatz is completely general so that every L 2 function can be expressed by the ξ n −parametrized Gaussian wave packet. However, we remark that our main concern is to derive approximated models that describe the evolution of quasi-classical particles [24, 25] . In standard conditions, a heavy quantum particle has small De Broglie wave length and is characterized by few parameters namely the mean position, velocity and dispersion. Our method is designed to describe the motion of well localized wave packets with Gaussian dispersion and we focus on neutron and proton motion. As a first approximation, the wave function of a quasi-classical particle is usually approximated by a minimum uncertainty Gaussian profile
Here, in order to introduce our model, we have parametrized the particle wave function ψ by inserting few real numbers which are associated to the main physical quantities of the particle. In particular, s is the mean position, p the mean momentum, φ 0 the phase and σ, σ i are, respectively, the real and imaginary part of the inverse of the standard deviation. By assuming that the ansatz of Eq. (1) is valid for a sufficiently long time interval, by evaluating the evolution of s, p, φ 0 , σ and σ i , it is possible to obtain an approximate evolution of the particle wave function ψ. In the following, we generalize the ansatz given in Eq. (1) by defining a more general set of parameters.
We consider the quantum mechanical evolution of a particle in the presence of the potential
Hereafter, the Planck constant and the particle mass are set to one. For the sake of simplicity, we have considered the one-dimensional motion. According to the Euler-Lagrange formalism, we define a suitable quantum Lagrangian L and we formulate the quantum motion in terms of a variational problem for L [26] . We define the quantum Lagrangian
where the Lagrangian density is
Equation (2) is formally equivalent to the Euler-Lagrange equation
where, according to the standard field quantization procedure, ψ and ψ † are considered two independent fields. We write the wave function ψ as follows
Here, P and χ are polynomials which depend on time P = P (x, t), χ = χ(x, t) and s = s(t), σ = σ(t) are two parameters. We treat ψ † as the complex conjugate of ψ [26] . The quantum Lagrangian becomes
Here, U [s] denotes U (x − s), Im the imaginary part and the dot the time derivative.
Example: Gaussian wave
We illustrate the application of the Euler-Lagrange method by a simple example. We consider the standard Gaussian wave ansatz expressed by Eq. (1) which can obtain as a particlar case of Eq. (4) for P = a 0 σ 1/2 π −1/2 and χ = φ 0 + px + σ i 2 x 2 . We write Eq. (5) in terms of the Lagrangian parameters ξ ≡ (a 0 , s, φ 0 , p, σ i , σ)
The Euler-Lagrange equations are obtained by evaluating the stationary quantum action
General case
We obtain the following closed system of equationṡ
The first equation ensues that the L 2 norm of the wave function is conserved. In fact, from
Eq. (4) 
We used
We discuss now the Euler-Lagrange problem in a more general context. We expand the wave function ψ on a complete set of functions. We write P and χ as follows
χ(x, t) =π
Here, a n and χ n are the coefficients that parametrize the solution and the symbol h σ n (x) denotes the normalized Hermite polynomials
For the sake of clarity, in the previous expression we have expressed h σ n (x) in terms of the more standard definition of Hermite polynomials
It is well known that the polynomials h σ n form a complete basis set for the inner product
The symbol δ denotes the Kronecker delta. For future references, we state here some properties of the Hermite polynomials
The following scaling property will be very useful
Completeness of the expansion
By using the expansion of Eqs. (16)- (17) we have parametrized the particle wave function by the set ξ ≡ {s, p, σ i , σ, a n , χ n }. The Euler-Lagrange equations (6) (4), (16), (17) under the constraint a 1 = 0 and a 2 = k where k is given.
By writing ψ in polar coordinates ψ = |ψ|e iχ , it is clear that constraints on a 1 ad a 2 concern only the expansion of the modulus |ψ|. In order to show the completeness of our expansion, it is sufficient to show that the modulus |ψ(
It is well known that for every choice of the parameters s ∈ R and σ ∈ R + the set {h σ n (x − s)e −(x−s)σ/2 | : n ∈ N}, is complete in the space L 2 (R). Equivalently, the set {h σ n (x − s)| :
n ∈ N} is complete in the space of the polynomials. The expansion (26) is complete if and only if for every polynomial p, we can find s ∈ R and σ ∈ R + such that the second and third coefficient of the Hermite expansion of p are prescribed. This is ensured by the following Lemma 2.1 Let p be a non-negative polynomial of degree 2n with n ∈ N. There exist k M ∈ R such that for every k > k M it is possible to find σ ∈ R + and s ∈ R such that
Proof. We prove the Lemma by fixed point argument. We define
We indicate by s = G 1 (σ) the solution of p 1 (s, σ) = 0 (the variable s is expressed as a function of σ) and σ = G 2 (s) the solution of p 2 (s, σ) = 0 (the variable σ is expressed as a function of s). We prove that the following map is well defined
for every initial value σ 0 . We show that the images of the maps G 1 and G 2 are compact. This ensures the existence of a convergent subsequence of the set (s i , σ i ) and concludes the proof of the Lemma.
We start by showing that if we fix σ ∈ R + , p 1 (s, σ) = 0 admits always a solution s = G 1 (σ).
If p(x) is constant, the solution is s = 0. We assume that p(x) is not constant. From Eq.
(29), p 1 (s, σ) = 0 can be written as
where
It is easy to verify that for every positive defined polynomial of degree 2n there exist x and
We used e −x 2 σ ≥ e −σ χ |x|<1 where χ denotes the characteristic function. This shows that
In the same way it is possible to prove that
that ensures that K has at least one stationary point.
As a second step, we find a bound for s = G 1 (σ) which is uniform with respect to σ.
Here, we assume that 2n (the degree of p) is greater than 2 otherwise the result is trivial.
Integration by part leads to
In the limit of large s we have
that is obtained by direct computation of the integral. Since
for s sufficiently large, the derivative of p 1 with respect to σ is negative. Thus, there exists s M such that
In conclusion, the solutions G 1 (σ) belong to a bounded set.
Concerning the second constraint, proceeding in the same way, we fix s and we prove that there exists k such that the equation p 2 (s, σ) = k admits a solution σ = G 2 (s). Integrating
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by parts, form Eq. (30), p 2 (s, σ) = k can be written
If p is a second order polynomial, Eq. (33) for k =
is satisfied for every σ > 0. If the degree of p is greater than two it is easy to verify that 
Macroscopic quantities
In order to give the correct physical interpretation to our set of parameters, we investigate the connection of a 0 , s and σ, with some relevant physical quantities. The conservation of the L 2 norm of the wave function ψ provides a simple formula where the coefficient a 0 is expressed as a function of σ.
The mean particle position is given by
Here, angular brackets denote the quantum mechanical expectation value. The particle momentum is given by
where in the last equality we used the expansions of Eqs. (16)- (17), the orthogonality property (20) and Eq. (21) . A simple way to obtain the evolution of the mean particle position is to apply the Ehrenfest theorem
In our formalism this giveṡ
This equation agree with Eq. (69) that will be derived applying the Euler-Lagrange formalism.
We remark that in Eq. (36), for the sake of generality, we have considered a generic polynomial P , for which all the coefficients of the Hermite expansion may be different from zero. In our case a 1 = 0 by construction and the first term on the right side vanishes.
Quantum Lagrangian
In this section together with sec. 4 we derive the relevant evolution equations for our system.
The calculation proceeds straightforwardly. The Euler-Lagrange equations are given by Eq.
(6), where the quantum Lagrangian is written in Eq. (5). We expand the modulus and the phase of ψ on the complete Hermite basis by Eqs. (16)- (17) . For the sake of generality, in our calculations we assume a 1 = 0 and a 2 = 0. We obtain
We used the orthogonality condition (20) and Eq. (24). Moreover,
where we used Eq. (25) and Eq. (21). We define the matrix
where the polynomials H n (x) are given in Eq. (19) . Since the matrix A r,s,n is symmetric with respect to the permutation of the indices, it is convenient to assume that the indices r, s, n, are ordered increasingly i. e. r ≤ s ≤ n. The integrals (38) can be solved analytically (see
For later references, we write the first terms
At this stage of the calculations, the quantum Lagrangian becomes
where we have defined
and
Bohm potential term
In this section we analyze into detail some properties of the term B that appears in the expression of the quantum Lagrangian. This term deserves special attention for two reasons.
The first reason is related to the computation of B, the presence of P at the denominator may lead to divergences in the computation of the Lagrangian and numerical instabilities are expected to appear in the numerical treatment of the evolution equations. The second reason is related to the physical interpretation of B. In sec. 7 we will describe the connection between the term B and the so called Bohm's potential. Bohm observed that the quantum transport is formally equivalent to the evolution of a fluid in which the classical force filed contains an additional term that account for the quantum correction to the motion. Such a force term is expressed by the derivative of the Bohm potential. One of the major limitations of the Bohm representation is related to the highly nonlinear and singular form of the Bohm potential. In our formalism, B coincides with the expectation value of the Bohm potential except for some smooth contributions. For this reason, the analysis of the behaviors of B and in particular the study of the divergence of B in correspondence to some particular values of the parameters a n and σ, could provide useful informations concerning the role played by the Bohm potential on the quantum motion. Moreover, our method provides a systematic and stable procedure for the numerical approximation of the Bohm potential, and has potentially a large spectrum of applications. We start with the following Lemma 3.1 We have
where R s are the expansion coefficients of ln(P ) into the Hermite base. The expansion coefficients of |ψ| 2 (Eq. (26)) satisfy the following quasi linear system
where the matrix B depends linearly on the coefficients a n and is given by
Proof. We verify the Lemma by direct computation. As a first step, we write B in the following form
where we have used that the polynomial P is non negative and we have defined R(x) = ln(P (x)). Proceeding as in Eq. (37), we obtain
√ rs a n R s R r A n,s−1,r−1 ,
where the coefficients R s are obtained by expanding R(x) in the Hermite base R(x) = π 1/4 σ −1/4 n R n h σ n (x). We remember that {a n } is the set of the expansion coefficients of P in the Hermite base (see Eq. (16)). Assuming n ≥ 1, we have
By using the elementary properties of the Hermite polynomials, we write the relationship between {R n } and {a n } in algebraic form. We have a n =π
where we have used the definition of Hermite polynomials. We proceed by integrating by parts a n = − σ
R s a r √ sA s−1,r,n−1 .
In the last line we have used Eq. (21). Equation (50) The advantage of using the formulation of the problem provided by the Lemma is that whenever the inverse of the matrix B exists, the coefficients R s are easily obtained by
s,n a n , with s ≥ 1 .
The proof of the existence of B −1 is given in Section 3.1. We write here a useful formula
We give the derivation of this formula in Appendix A.
Invertibility of the matrix B(a)
We study the invertibility of B. This is of primary importance for designing efficient numerical algorithms.
We define the functional spaces that we use to prove the invertibility of the matrix B. We 
where P = F N (a n ) and R = F N (R n ). We prove that B(P ) is invertible by showing that Theorem 1 Let P ∈ S N 0 be a polynomial such that P (0) = 0. There exists a surjective operator Γ P ∈ L S N 1 such that
Proof: We fix P ∈ S N 1 . We prove the existence of the operator Γ P by showing that it is always possible to find a polynomial R ≡ Γ P P ∈ S N 1 such that B(P )R = P , or equivalently
where as before a n = F −1
We verify that span(Γ P ) = Dom(B(P )) = S N 0 . Equation (55) gives Eq. (45) for P = P . We prove the theorem by one intermediate step. We define a auxiliary polynomial G ∈ S N −1 0 and two maps M 1 , M 2 , such that G = M 1 P and R = M 2 G. In this way Γ P = M 2 M 1 is the composition of M 1 and M 2 . This is illustrated by the following scheme
It is immediate to verify that the map M 2 is biiective. By substituting the expression of the matrix A given by Eq. (38) in Eq. (45) we obtain
Equation (58) becomes
By using Eq. (23) we write now the left side of the equation as follows
We have
The set of the first N Hermite polynomials {h σ n |n = 0, . . . , N − 1} spans S N −1 0
. Equation (59) ensures that the product GP is equal to . This is equivalent to expand the polynomials in Taylor series
Invertibility of the matrix B(a)
and to compare the coefficients order by order. With this, Eq. (59) becomes
For P (0) = 0 we can solve Eq. (60) recursively.
with n = 1, . . . , N − 1 .
In conclusion, we have shown that the map M 1 is well defined. For each P ∈ S N 1 , by solving Eq. (60), we found a polynomial G ∈ S N −1 0 . The map is one to one since if we fix G ∈ S N −1 0 we obtain P ∈ S N 1 by Eq. (60). From the coefficients G (n) (0) we obtain G by the Taylor expansion G(x) = N −1 n=0
n! x n and from Eq. (57) we obtain the coefficients R s
with s = 1, . . . , N .
According to the scheme (56), we have found a map Γ P = M 2 M 1 with span(Γ P ) = S N 1 . As a final step, we verify that Eq. (54) is satisfied. We proceed straightforwardly.
We use that for each G ∈ S
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By Eq. (59)
This concludes the proof of Theorem 1.
As a final remark, we note that we apply this theorem to a polynomial of the form P (x − s)
where the spatial variable is shifted by s. Due to the arbitrarily of s, the condition P (0) = 0 implies P = 0 always.
Calculation of the coefficients R n : analytic approach
The main source of numerical instabilities of our model of quantum transport arises from the presence of the Bohm term in the Lagrangian. In particular, it is challenging to express the coefficients R i that appear in Eq. (44) in terms of the dynamical parameters a i . When the number of parameters is small, it is possible to compute directly R i as a function of a i by a simple analytical formula. At first, we consider a simple test case whose analysis leads to interesting considerations concerning the singularities showed by the evolution equations of the parameters. We consider a solution containing only two parameters, namely a 0 and a 3 .
The cutoff index in the expansion on Hermite polynomials is N = 3. We solve by hand the
s,n a n . with s ≥ 1
a r A n−1,r,s−1 , with n ≥ 1
It is convenient to define the matrix A r n,s ≡ A n−1,r,s−1 . Simple computations lead to (see Eq.
(38))
We are interested only on the coefficient R 3 . Cramer's rule provides
In order to show how of the complexity of the method increases when other coefficients beyond a 0 and a 3 are considered, we give the results of the computation for the case N = 4. We proceed in the same way as before and we obtain the coefficients R i with i = 1, . . . , 4 
The formulas that express the coefficients R i from the parameters a i become cumbersome when N increases. For this reason, in order to improve the precision of the calculations it is necessary to resort to numerical methods. The most convenient way, is to calculate the matrix B from Eq. (46) and to obtain B −1 numerically. Theorem 1 ensures that this is always possible.
For the sake of clarity, we summarize the equations and the link among the variables in the following scheme I : a n Eq. (16) −−−−→ P = π −1/4 ∞ n=0 h σ n a n Eq. (49)
; or Eqs. (62)- (65) III : a n Eq. (51)
s,r a r .
We indicate three possible schemes, in the first case (denoted by I) we start by the coefficients a n we obtain the polynomial P (x), and we obtain the coefficients R i by projecting the function ln P (x) on the Hermite polynomials. In principle, this procedure provides the coefficients R i with greater accuracy. However, the scheme I has little practical use since the projection procedure at the end is very expensive from a computational point of view. The other two cases have been already discussed into details, in the case II we make use of the analytical approximations and the case III requires basically only the inversion of the matrix B.
We investigate the precision of different schemes with two examples. As a first case, we consider the following polynomial
We vary the parameter a 4 in the interval [0, 0.5] and we evaluate the coefficients R 3 and R 4 by the schemes II and III. We use σ = 1/2, however the results are independent from the value of σ. The results are depicted in Fig. 1 . In the blue (red) line we depict the value of 
We see that we have a good convergence to the exact result already for N = 8. In the second and third panels we show the results of the same procedure for a non-positive polynomial (a 1 = 1)
We remark that this is an artificial example, since in our model P (x) represents the squared of the particle density, and thus is necessarily positive. In the second panel of Fig. 2 we plot the polynomial P (x) obtained from R i . Interestingly, we note that our algorithm converges toward the absolute value of P (x). This is a very useful property of our method. In fact the cutoff in the Hermite expansion of P (x) necessarily lead to approximations for which the positivity of the particle density is not longer guarantee. The convergence of the algorithm to the absolute value of P (x) is a good property that prevents that such errors may have catastrophic consequences on the dynamics of the quantum particle. 
Evolution equations
We complete the expression of the quantum Lagrangian by using Eq. (44) in Eq. (42)
√ rs a n χ r χ s A n,r−1,s−1 
anḋ a n =σ 2σ a n 2n + 1 2 + a n−2 n(n
In order to derive Eq. (67) we have used Eq. (52). The evolution equation for the spatial coordinate s(t) and for the inverse of the variance σ(t) are obtained from the evolution equation (68), respectively, for n = 1 and n = 2. By using Eq. (39) we havė
According to the discussion of Sec. 2.3 we set a 1 = 0 and a 2 constant given by the initial condition a 2 (t 0 ). We obtain the equation for the variable σ
where we used a 0 = σ 1/4 . Concerning the variable a 1 , the evolution equation iṡ
Imposing a 1 = 0ṡ
Finally, the evolution equations arė
(70) a n = − M a n 2n + 1 2 + a n−2 n(n − 1) − 2σS √ n a n−1
We have defined
a r rχ r + (r + 1)(r + 2)χ r+2 .
Concerning the coefficient a 0 , Eq. (71) with n = 0 combined with Eq. (72) giveṡ
whose solution is a 0 (t) = σ 1/4 (t), which, as already seen in Sec. 2.4, ensures that the norm of the wave function is conserved.
At first, we derive the evolution equation the Gaussian ansatz given in Eq. (17) as a particular case of the evolution equations for the complete set of parameters. We express the first three coefficients χ n by the variables φ 0 , p and σ i . This can be done by considering the second order polynomials
We obtain is a standard example with several applications. In our model the external potential enters only in the equations for the variables χ n via the scalar product with the Hermite polynomials. For the harmonic potential this is easily calculated.
Examples
We illustrate our method by considering a simple case. In the expansion of the wave function, we keep one coefficient (χ 2 ) for the phase and two coefficients (a 0 , a 3 ) for the modulus. It is more convenient to use the parameter σ i that appears in the Gaussian ansatz instead of . We obtain the following reduced system of equationsȧ
where we have used Eq. (61) with a 0 = σ 1/4 and Eq. (76). Comparing with Eqs. (10)- (11) we see that the only difference is given by the last term of Eq. (78). In the limit a 3 (t 0 ) → 0 this term goes to zero and the system reduces to the evolution of a simple Gaussian beam.
In this case (a 3 = 0) it is convenient to represent the solution on the σ i − σ coordinate plane. The trajectories followed by the parameters σ i (t) and σ(t) are circles with centre (0, ξ 2 ) and radius
and t 0 is the initial time. From Eq. (77) and (79) we obtain
We interpret the last term in the right of Eq. (78) as the first correction to the Gaussian motion induced by the Bohm potential term. As is often the case in Bohm dynamics, the quantum potential shows singular points. It is important to verify that Eq. (78) is always well defined (σ 1/2 − 3a 2 3 = 0). This is illustrated in Fig. 3 . We proof that this is always the case. Inserting Eq. (80) in Eqs. (78)- (79) we obtaiṅ
where we have defined η It is interesting to analyze more into details the behavoiur of the solution close to the singularity. In particular, we show that the trajectories do not cross the line 1 − 3σ 3 η 2 0 = 0. It is convenient to introduce the variables y = −σ i and z = (1 − 3σ 3 η 2 0 ) 1/3 . In order to study the behaviour of the system around the singularity z = 0 we introduce a small parameter ε and we choose as initial condition a point that approaches the axis z = 0 when ε goes to zero.
In the new variables, the system of Eq. (81)-(82) becomes
Here, y > 0 and z > 0. It is convenient to use the normalized variables y(t) = y t ε 3 and z(t) = 1 ε z t ε 3 . With this transformation the small parameter ε is removed from the initial condition and appears explicitly in the evolution equations. We obtain
We write the solution by using the Hilbert expansion
At the leading order in ε the system (84) simplifies to
The solution of this system can be expressed in closed form. We have
Equation (87) shows that the zeroth order trajectory ( y 0 (t), z 0 (t)) does not intersects the axis 
We have used the bounds | y 0 | ≤ y and z m ≤ | z 0 | ≤ z. The first order correction to the solution is obtained by the system
By using Eq. (89) we obtain that the solution of Eq. (83) in the proximity of the singularity has the following expansion
This proves that we can find ε small enough to ensure that the trajectory does not intersect the axis z = 0.
Numerics
We validate the final system of equations (70) the free evolution of the quantum particle and in the panels B the evolution in the presence of the harmonic potential U (x) =
with ω 2 0 = 0.5. We find good agreement with the direct solution of the Schrödinger equation especially for parameters a n and χ n with small n (we found practically no difference for the coefficients σ and χ 2 ). Finally, in the panels C and D we depict the particle wave function at the final time t = t 0 + 4 respectively for the free evolution and the harmonic oscillator case.
Bohm dynamics
We discuss the connection of our procedure with the quantum hydrodynamic formalism based on the definition of the so called Bohm potential. In particular, we show how the Bohm po- In order agree with our previous notations, we have maintained the translation of amount s in the spatial coordinate. The function ψ is the single particle wave function and n(x)
represents the particle density. According to our notations n is written as
In this section, for the sake of simplicity we will assume s = 0. The Madelung transformation leads to the well known quantum hydrodynamic equations
Here, J = n dχ dx is the quantum current and Q(x) is the quantum Bohm potential
The expectation value of the Bohm potential is
The last term of the equation contains the non regular part of the Bohm potential (see Eq.
(47)). In the intervals where the density P (x) goes to zero this term is source of numerical troubles. From Eq. (91) with some algebra we obtain to the evolution equation for the phase For the other terms we proceed as in Eq. (47). At first, we note that We have introduced the auxiliary variable R(x) = ln(P (x)). The integral containing the Bohm potential becomes which agrees with Eq. (70). The evolution equation for a n and σ can be obtained by using the continuity equation. It is easy to verify that
We proceed by considering the expansion on Hermite polynomial of P . The equation 
∂h σ r (x) ∂σ e −x 2 σ dx = dσ dt 2n + 1 4σ a n + (n + 2)(n + 1) 2σ a n+2 .
Moreover, √ sχ s a r A n−1,r,s−1 .
We obtain da n dt = 1 2σ dσ dt 2n + 1 2 a n + a n−2 n(n − 1) + 2σ 5/4 √ n 
Conclusions
We have presented a model designed to describe the motion of nearly localized particles. From a mathematical point, such particles are characterized by wave functions localized around a
Gaussian. The oscillations of the particle wave functions around the mean particle position are reproduced by polynomials. The particles motion is described by a set of time dependent parameters whose evolution equation is obtained by the Euler-Lagrange variational approach.
We have discussed the analogy of our method with the Bohm approach. We have applied our method to investigate the divergences induced by the Bohm potential. In particular, in a simple case we were able to describe the evolution of the variance of the Gaussian beam by showing the existence of two classes of trajectories separated by a singularity. Finally, we have validated our method by numerical tests.
A Derivation of Eq. (52)
We derive Eq. (52). We start with Eq. (44).
n a n R n .
