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It is shown that electron-electron interactions lead to a novel quantum-interference contribution
to non-equilibrium current noise in mesoscopic conductors. The corresponding noise spectrum is
obtained in detail for diffusive systems and found to be quadratic in the applied voltage and to
exhibit a power-law dependence on the frequency See(ω) ∼ |ω|
−α. The exponent α = (4 − d)/2
depends on the dimensionality d of the sample.
PACS numbers: 72.70.+m,73.23.-b
Various sources of current noise in mesoscopic conduc-
tors have been investigated in recent years [1,2,3,4,5].
In thermal equilibrium, the noise power is related to
the conductance via the fluctuation-dissipation theorem.
Such a general relation does not hold at finite bias volt-
ages in which case the noise power contains information
beyond the conductance. For example, the quantization
of the electronic charge manifests itself in shot noise at
finite voltages. In mesoscopic conductors, shot noise is
suppressed relative to its classical value due to Fermi
correlations [1]. Quantum coherence leads to a weak-
localization correction and mesoscopic fluctuations of the
shot-noise power [2]. Sensitive measurements of noise in
mesoscopic samples have recently become feasible and
some predictions on shot noise have been confirmed ex-
perimentally [3]. Besides these noise sources intrinsic to
the electron system, the coupling to non-electronic de-
grees of freedom such as fluctuating lattice impurities is
believed to be the origin of 1/f noise [4].
It is the purpose of the present paper to show that
electron-electron interactions lead to a novel quantum-
coherence contribution to non-equilibrium noise in meso-
scopic systems. This source of current noise is intrin-
sic to the electron system and distinct from equilibrium
and shot noise. Its origin is the electromagnetic field
experienced by an electron moving in a mesoscopic sam-
ple. This field, which mediates the interaction between
the electrons, fluctuates because of the thermal fluctua-
tions in the charge and current densities in the system.
In a seminal paper, Altshuler, Aronov, and Khmelnitsky
(AAK) [6] have studied how these field fluctuations sup-
press the weak-localization correction to the impurity-
averaged conductivity. Here we show that the fluctuating
field makes the sample-specific conductivity time depen-
dent and thus produces current noise.
For a qualitative picture of the effect, we consider the
current response to a uniform dc electric field Edc,
j(r, t) =
∫ t
−∞
dt′
∫
dr′ σ(r, t; r′, t′)Edc. (1)
The sample-specific conductivity σ depends explicitly on
two space-time points because the fluctuating field breaks
both spatial and temporal translation invariance. In the
semiclassical approximation the conductivity can be writ-
ten as a double sum over classical paths α and β from
(r′, t′) to (r, t), namely
σ(r, t; r′, t′) ∼
∑
α,β
A∗αAβ exp[i(Sα − Sβ)/h¯]. (2)
Here Aα denotes a classical probability amplitude of path
α and the phase factor is determined by the associated
classical action Sα. Quantum corrections to the conduc-
tivity arise from the interference of distinct paths α 6= β
for which the phases do not cancel out. In the absence of
the fluctuating field, the phases accumulated along the
two diffusion paths due to the static disorder potential
give rise to a random static interference pattern. In this
way, sample-to-sample variations in the electrostatic dis-
order potential lead to the universal conductance fluctu-
ations [7]. The fluctuations of the electromagnetic field
lead, in addition, to a time-dependent potential landscape
of a particular sample, thus making also the conductivity
time dependent. Specifically, the fluctuating field leaves
the classical paths essentially unchanged but adds time-
dependent contributions to the phases. When measuring
the dc conductance, the resulting time-dependent inter-
ference pattern is effectively averaged out and the dc con-
ductance fluctuations are suppressed by the fluctuating
field. In this sense, the fluctuating field leads to dephas-
ing. Nevertheless, when measuring current noise, the in-
terference is still effective because the time-dependent in-
terference pattern results in temporal fluctuations of the
conductivity.
The noise amplitude is characterized by the power
spectrum
S(ω) =
1
2
∫
dζ eiωζ〈{δIˆ(t), δIˆ(t+ ζ)}〉T , (3)
where 〈. . .〉T is the thermal expectation value in the pres-
ence of the bias voltage, δIˆ = Iˆ−Iˆdc, and the curly brack-
ets denote the anticommutator. According to the qual-
itative considerations given above, the largest possible
equal-time current fluctuations 〈δI2(t)〉 = ∫ dω See(ω)
due to the electromagnetic field correspond to a situation
1
when the entire interference pattern becomes time depen-
dent. In this situation, the current fluctuations would be
of order 〈δG2〉V 2, in terms of the universal conductance
fluctuations 〈δG2〉 and the applied voltage V . We find for
one-dimensional systems that the current fluctuations do
indeed reach this upper bound when the phase-coherence
time τφ is comparable to the diffusion time τD = L
2/D
through the sample (L is the sample size and D the diffu-
sion constant). We also show that the same is no longer
true in higher dimensions.
The frequency spectrum of the noise is sensitive to the
specific nature of the fluctuating field. Under realistic
conditions, the field is essentially electric and may be
characterized in terms of the correlator of the scalar po-
tential ϕ. Using the fluctuation-dissipation theorem, one
obtains for frequencies h¯ω ≪ T [6]
ϕ(k, ω)ϕ(−k,−ω) = 2T
σk2
. (4)
Phase-sensitive quantities are predominantly affected by
the classical modes of the fluctuating field with h¯ω ≪ T .
This is a consequence of the infrared divergence in (4).
In particular, AAK showed that the dephasing rate τ−1φ
is determined by these modes. By contrast, the energy-
relaxation rate τ−1ee is determined by modes with h¯ω ∼ T
[6,8]. In one and two dimensions, AAK found that
τφ ≪ τee while in three dimensions the two times are of
the same order. Eq. (4) shows that the temporal correla-
tions of ϕ(r, t) are short ranged with characteristic scale
h¯/T . On the other hand, the infrared divergence of the
correlator (4) emphasizes long-range spatial correlations.
This generates a second frequency scale much smaller
than the temperature T : the inverse time of flight τ−1D
along a typical diffusion path contributing to the time-
dependent interference pattern. We find that the char-
acteristic frequencies τ−1D and T/h¯ enter as cutoffs on a
power-law frequency spectrum See(ω) ∼ |ω|−(4−d)/2.
In this paper we follow AAK and include electron-
electron interactions by averaging over the fluctuating
field within the impurity-diagram technique. It is also
instructive to interpret the noise contribution discussed
here in terms of many-body diagrams using an exact-
eigenstate basis of the impurity potential. In the latter
case, a typical diagram contributing to the noise power
is shown in Fig. 1a. Averaging over the fluctuating field
corresponds to an RPA-like treatment of the electron-
electron interactions. This diagrammatic approach also
clarifies the distinction between shot noise and the noise
discussed in this paper. In the limit eV < T , shot noise is
represented by diagrams in which the four external legs
emanate from a single electron loop.
We now proceed to sketch the calculation of the
interaction-induced noise power for diffusive conductors
[9]. Including electron-electron interactions by a (Gaus-
sian) average over the fluctuating field, the general ex-
pression for the disorder-averaged noise power (3) reduces
(b)
t+
j j Edc EdcEdc Edc
ω
j(ω)(−ω)j
t-ζ/2 ζ/2
(a)
FIG. 1. Diagrams for the noise power. In (a) we show
a representative many-body diagram in the exact-eigenstate
representation of the impurity potential. In (b) we explic-
itly averaged over the impurity potential to leading order in
the diffusive regime and electron-electron interactions are in-
cluded by averaging over the thermal fluctuations of the elec-
tric field in the sample. Full lines represent electron prop-
agators, wavy lines Coulomb interactions, and dashed lines
impurity scattering.
to
See(ω) =
∫
dζ eiωζ
〈
I(t+ ζ) I(t)− I(t+ ζ) I(t)
〉
. (5)
The overbar denotes the average over the fluctuating field
and angular brackets the disorder average. We compute
See(ω) by the impurity-diagram technique, including the
applied dc voltage to quadratic order. In accordance with
the qualitative discussion, the relevant diagram shown in
Fig. 1b is that responsible for conductance fluctuations
[7]. This diagram represents the current correlations for a
particular realization of the fluctuating field, which even-
tually needs to be averaged over, as specified in Eq. (5).
While there are additional diagrams contributing to the
conductance fluctuations, it turns out that only the one
in Fig. 1b contributes to the noise power [9]. We em-
ploy the Keldysh technique [10] to evaluate this diagram
in space-time representation in the presence of a fluctu-
ating electric field in the region LT ≪ L. This is the
most interesting region because the effect is largest for
τD ≃ τφ and the thermal length LT =
√
hD/T of metals
is usually much smaller than the phase-coherence length
Lφ [6]. We find
〈j(t+ ζ/2)j(t− ζ/2)〉 = 4pi
3
(
e2
h
)2
h¯/τD
T
D
L2d−2
×
∫
dr dr′
∫ t
−∞
dt′ P ζt,t′(r, r
′)P−ζt,t′ (r, r
′)E2dc (6)
in terms of the diffuson propagator P ζt,t′(r, r
′) in the pres-
ence of the electric potential. In the following, we will re-
strict attention to the region LT < L < Lφ where we can
neglect the effects of processes with large energy transfers
h¯ω ∼ T .
Diagrammatically, the diffuson P ζt,t′(r, r
′) is repre-
sented by Fig. 2, and can be shown to satisfy the dif-
ferential equation{
∂t +
ie
h¯
ϕζ(r, t) +D∇2
}
P ζt,t′(r, r
′)
= δ(t− t′)δ(r− r′). (7)
2
t+
r’
t’+
t’-t-
ζ/2
ζ/2 ζ/2
ζ/2
r 
FIG. 2. Diagrammatic representation of the diffuson in real
space and time. Full and dashed lines as in Fig. 1b.
In the absence of time-dependent fields, the phase accu-
mulated by an electron along a diffusive path is indepen-
dent of when the trajectory is traversed. In this case,
the phases of the advanced and retarded Green functions
entering into the diffuson diagram in Fig. 2 cancel and
the diffuson is independent of the time difference ζ. By
contrast, the accumulated phase due to the fluctuating
field does depend on when the path is traversed and for
this reason, the scalar potential enters the equation for
the diffuson in the combination
ϕζ(r, t) = ϕA(r, t+ ζ/2)− ϕR(r, t− ζ/2). (8)
Here we have allowed for the possibility that the ad-
vanced and retarded Green functions need to be eval-
uated for different potentials ϕA(r, t) and ϕR(r, t), re-
spectively, as required for the factorized average in (5).
That the fluctuating field affects the diffuson propagator
(7) only via time-dependent phases is particularly evident
from the path-integral solution for the diffuson (7)
P ζt,t′(r, r
′) =
∫
r(t)=r
r(t′)=r′
[dr(τ)]
× exp
{
−
∫ t
t′
dτ
[
r˙2(τ)
4D
+
ie
h¯
ϕζ(r(τ), τ)
]}
. (9)
One observes that the contribution of a path is deter-
mined not only by its diffusive weight, but also by the
difference of the time-dependent phases accumulated by
the advanced and retarded Green functions.
To perform the (Gaussian) average over the field fluc-
tuation, we collect the phases associated with the two
diffusive paths r1(τ) and r2(τ) entering Eq. (6). The to-
tal phase φ = φ+ + φ− is the sum of two contributions
associated with the two conductivity bubbles,
φ± = ± e
h¯
∫ t
t′
dτ [ϕ(r1(τ), τ ± ζ/2)
−ϕ(r2(τ), τ ± ζ/2)] . (10)
For the factorized average in Eq. (5), one averages over
φ+ and φ− independently, while the unfactorized average
includes the correlations between φ+ and φ−. Hence
exp[i(φ+ + φ−)]−exp[iφ+] exp[iφ−]
= exp[−φ2+]
{
exp[−φ+φ−]− 1
}
≃ −φ+φ−. (11)
The last line holds because the phases due to the fluctuat-
ing field are small for Lφ > L. The correlator φ+φ− can
be computed using the potential fluctuations (4). Due
to the infrared divergence in (4), it decays as a function
of the time difference ζ on the scale of the diffusion time
τD. We note that for large systems with L > Lφ one may
also obtain the suppression of the dc conductance fluctu-
ations by the fluctuating field from the factorized average
in (11) [6]. In this way, one naturally recovers the expres-
sions for the phase-coherence time τφ derived by AAK. In
one dimension one finds τ−1φ = (4e
2
√
2DT/3
√
pih¯2σ)2/3,
in two dimensions τ−1φ = (e
2T/2piσh¯2) ln(Tτφ/h¯), and in
three dimensions τ−1φ = e
2T 3/2/2piσh¯5/2
√
6D.
With these ingredients, we obtain for the noise power
in the regime LT < L < Lφ
See(ω) =


c1
(
e2
h
)2 (LT
L
)2 τDV 2
(|ω|τφ)3/2 d = 1
c2
(
e2
h
)2(LT
Lφ
)2
V 2
|ω| ln(Tτφ/h¯) d = 2
c3
(
e2
h
)2(
LT
Lφ
)2
V 2
(T |ω|/h¯)1/2 d = 3
(12)
The numerical prefactors are c1 ≃ 0.01, c2 ≃ 0.03, and
c3 ≃ 0.06. We also remark that in two dimensions
See(ω) changes only by a factor (Lφ/L)
2 in the regime
Lφ < L < Lee. These results are valid for voltages
eV < h¯/τD [11]. The power-law frequency spectra ex-
tend over the interval 1/τD < |ω| < T/h¯. Outside of
this interval, See(ω) saturates for h¯|ω| ≪ T and vanishes
for h¯|ω| ≫ T . A sample has a reduced dimensionality if
its transverse dimensions are smaller than LT . The de-
pendence of the noise power on dimensionality d arises
from two sources. The dimensional dependence of diffu-
sion predominantly affects the prefactor, analogous to the
universal conductance fluctuations [7]. The characteristic
dependence of the noise spectrum on the dimensionality
d originates from the d dependence of the degree of diver-
gence of the field correlator (4). Effectively, long-range
correlations in space are emphasized less in higher dimen-
sions. This leads to a faster decrease of φ+φ− with ζ and
consequently to a weaker emphasis on small frequencies.
An important feature of the results in the coherent
regime is that the noise power See(ω) does not depend
explicitly on the temperature. Instead, the temperature
enters only into the frequency scales and thereby deter-
mines the frequency range where these power laws can
be observed. This insensitivity of the spectrum to the
temperature is a result of the competition between the
linear increase with temperature of the field fluctuations
and the 1/T prefactor in (6). Of course, for fixed sam-
ple size L, the range over which See(ω) is temperature
independent is limited by the condition LT < L < Lφ.
It is instructive to compare these results to the conduc-
3
tance fluctuations [7] 〈δG2〉 ∼ (e2/h)2(LT /L)2fd(L/LT )
with f1(x) = 1, f2(x) = lnx, and f3(x) = x. In the in-
troduction we argued that 〈δG2〉V 2 is an upper bound
for the current fluctations 〈δI2(t)〉 = ∫ dωSee(ω). In
one dimension we find from Eq. (12) that 〈δI2(t)〉 ∼
(e2/h)2(LT /L)
2(τD/τφ)
3/2V 2. This shows that the cur-
rent fluctuations do indeed reach the upper limit for
τD ≃ τφ. For τD < τφ, the reduction factor (τD/τφ)3/2
is just the magnitude of the time-dependent phase ac-
cumulated along a typical path of length τD [6]. By
contrast, the current fluctuations do not reach the upper
bound in higher dimensions. In two dimensions, one finds
〈δI2(t)〉 ∼ (e2/h)2(LT /Lφ)2(ln(TτD/h¯)/ ln(Tτφ/h¯))V 2.
Even for τφ = τD the current fluctuations are smaller
than the upper bound by a logarithmic factor. This is
due to the fact that the weight of short paths in the noise
power is reduced relative to their weight in the conduc-
tance fluctuations because the time-dependent phase ac-
cumulated by trajectories much shorter than τφ is small
compared to one. The reduction is significant in two di-
mensions because of the logarithmic contribution of short
trajectories of length h¯/T to the conductance fluctuations
[7]. In three dimensions, the conductance fluctuations
are entirely due to short trajectories [7]. Therefore, the
current fluctuations 〈δI2(t)〉 ∼ (e2/h)2(LT /Lφ)2V 2 are
strongly reduced – by a factor (h¯/T τD)
1/2 for τD = τφ –
relative to the upper bound.
We conclude by comparing the interaction-induced
noise to other sources of noise. The origin of the 1/f -
like frequency spectra found here is very different from
the mechanism for standard 1/f noise. In the usual ar-
gument for 1/f noise [4], both in the absence and the
presence of quantum coherence, the fluctuations of the
impurity potential are supposed to have short-range spa-
tial correlations and to vary slowly in time compared to
electronic time scales. The 1/f noise spectrum arises be-
cause of the activated nature of impurity motion and the
broad distribution of activation energies. By contrast,
for the interaction-induced noise the field fluctuations are
faster than the relevant electronic time scales but have
long-range spatial correlations. The 1/f -like frequency
spectra reflect the power-law divergence of the field cor-
relator (4). Due to this difference, the lower cutoff fre-
quency is vastly larger for the interaction-induced noise
than for 1/f noise. Moreover, 1/f noise in the presence
of quantum coherence is sensitive to weak magnetic fields
since the conductance fluctuations decrease by a factor of
four when applying a magnetic field. An analogous effect
does not occur for the interaction-induced noise power
[9].
The interaction-induced noise can be distinguished ex-
perimentally from equilibrium noise by its voltage de-
pendence. Shot noise in the regime eV < T , on the
other hand, has the same voltage dependence as the
interaction-induced noise, but its frequency spectrum,
which is frequency independent for h¯ω < T , is differ-
ent. The shot-noise magnitude is reduced compared to
its zero-temperature value by a factor eV/T , Sshot ∼
(e2/h)g[(eV )2/T ] with g the dimensionless conductance
[5]. As discussed by de Jong and Beenakker [2], quantum-
coherence contributions to shot noise are suppressed by
1/g. By comparison, the interaction-induced noise is
largest in one dimension for τD ≃ τφ and frequency
ω ∼ 1/τD. From Eq. (12) one has for the corresponding
noise power See(ω ∼ 1/τD) ∼ (e2/h¯)[(eV )2/T ]. This is
of the same order as the quantum-coherence corrections
to shot noise. These estimates show that the interaction-
induced noise is particularly important in almost local-
ized systems with small dimensionless conductance g ∼ 1.
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