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Epidemic modeling of infectious diseases has a long history in both theoretical and empirical research.
However the recent explosion of genetic data has revealed the rapid rate of evolution that many popu-
lations of infectious agents undergo and has underscored the need to consider both evolutionary and eco-
logical processes on the same time scale. Mathematical epidemiology has applied dynamical models to
study infectious epidemics, but these models have tended not to exploit – or take into account – evolu-
tionary changes and their effect on the ecological processes and population dynamics of the infectious
agent. On the other hand, statistical phylogenetics has increasingly been applied to the study of infectious
agents. This approach is based on phylogenetics, molecular clocks, genealogy-based population genetics
and phylogeography. Bayesian Markov chain Monte Carlo and related computational tools have been the
primary source of advances in these statistical phylogenetic approaches. Recently the ﬁrst tentative steps
have been taken to reconcile these two theoretical approaches. We survey the Bayesian phylogenetic
approach to epidemic modeling of infection diseases and describe the contrasts it provides to mathemat-
ical epidemiology as well as emphasize the signiﬁcance of the future uniﬁcation of these two ﬁelds.
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Y-NC-ND license.1. Introduction
Molecular phylogenetics has had a profound impact on the
study of infectious diseases, particularly rapidly evolving infectious
1826 D. Kühnert et al. / Infection, Genetics and Evolution 11 (2011) 1825–1841agents such as RNA viruses. It has given insight into the origins,
evolutionary history, transmission routes and source populations
of epidemic outbreaks and seasonal diseases. One of the key obser-
vations about rapidly evolving viruses is that the evolutionary and
ecological processes occur on the same time scale (Pybus and
Rambaut, 2009). This is important for two reasons. First, it means
that neutral genetic variation can track ecological processes and
population dynamics, providing a record of past evolutionary events
(e.g., genealogical relationships) and past ecological/population
events (geographical spread and changes in population size and
structure) that were not directly observed. Second, the concomi-
tance of evolutionary and ecological processes leads to their inter-
action that, when non-trivial, necessitates joint analysis.
Arguably the most studied infectious disease agent to date has
been human immunodeﬁciency virus (HIV) and it has been the sub-
ject of thousands of phylogenetic studies. These have shed light on
many aspects of HIV evolutionary biology, epidemiology, origins,
phylogeography, transmissiondynamics anddrug resistance. In fact,
the vast bodyof literature onHIVmakes it clear that almost every as-
pect of the biology of a rapidly evolving pathogen can be better
understood in the context of the evolution of the virus. Whether it
is retracing the zoonotic origins of the HIV pandemic or describing
the interplay between the virus population and its host’s immune
system, a phylogenetic analysis frequently sheds light.
Although probabilistic modeling approaches to phylogenetics
predate Sanger sequencing (Edwards and Cavalli-Sforza, 1965), it
was not until the last decade that probabilistic modeling became
the dominant approach to phylogeny reconstruction. Part of that
dominance has been due to the rise of Bayesian inference
(Huelsenbeck et al., 2001), with its great ﬂexibility in describing
prior knowledge, its ability to be applied via the Metropolis-Hastings
algorithm to complex highly parametric models, and the ease with
which multiple sources of data can be integrated into a single anal-
ysis. The history of probabilistic models of molecular evolution and
phylogenetics is a history of gradual reﬁnement; a process of selec-
tion of those modeling variations that have the greatest utility in
characterizing the ever-growing empirical data. The utility of a
new model has been evaluated either by how well it ﬁts the data
(formal model comparison or goodness-of-ﬁt tests) or by the new
questions that it allows a researcher to ask of the data. In this re-
view we will describe the modern phylogenetic approach to the
ﬁeld of infectious diseases, and particularly with reference to
Bayesian inference of the phylogenetic epidemiology of rapidly
evolving viral pathogens such as Hepatitis C virus (HCV), HIV and
Inﬂuenza A virus. The review is separated into two main sections.
In Section 2 we discuss phylogenetic methods for reconstructing
the history of infectious epidemics, including identiﬁcation of ori-
gins, dating of common ancestors, relaxed phylogenetics and coa-
lescent-based population dynamics. In Section 3 we review
epidemiological models and ﬁnish by outlining progress in the
development of phylodynamical models that marry statistical phy-
logenetics with dynamical modeling.
2. Reconstructing the history of infectious epidemics
The introduction of an efﬁcient means of calculating the proba-
bility of a sequence alignment given a phylogenetic tree (known as
the phylogenetic likelihood; Felsenstein, 1981) heralded the begin-
ning of practical phylogenetic tree reconstruction in a statistical
framework. At around the same time the coalescent was intro-
duced: a theory relating the shape of the genealogy of a random
sample of individuals to the size of the population from which they
came (Kingman, 1982; see Section 2.3 for details). Both of these ad-
vances have been subsequently developed to the point that, to-
gether they enable the estimation of viral evolutionary histories
and past population dynamics.Bayesian inference brings together the likelihood, Pr(Djh) (the
probability of the data given the model parameters) and the prior,
P(h) (the probability of the model parameters prior to seeing the
data), so that the posterior probability of the model parameters
(h) given the data is:
PðhjDÞ ¼ PrðDjhÞPðhÞR
PrðDjhÞPðhÞdh ð1Þ
In a standard phylogenetic setting, the probabilistic model parame-
ters include the phylogenetic tree, coalescent times and substitu-
tion parameters, and a prior probability distribution over these
parameters must be speciﬁed. By using Kingman’s coalescent as a
prior density on trees, Bayesian inference can be used to simulta-
neously estimate the phylogeny of the viral sequences and the
demographic history of the virus population (Drummond et al.,
2002, 2005, 2006, see Box 1). Extension of phylogenetic inference
methods to accommodate time-stamped sequence data (Rambaut,
2000; Drummond et al., 2002) and relaxation of the assumption
of a strict molecular clock (Thorne et al., 1998; Kishino et al.,
2001; Sanderson, 2002; Drummond et al., 2006; Rannala and Yang,
2007) provided sophisticated methods for ancestral divergence
time estimation. For virus species that occupy more than one host
species (e.g Inﬂuenza A), models that aim to detect cross-species
transmission may provide clues to the origin of a virus strain in a
host population (Reis et al., 2009).2.1. Reconstructing the origins of an infectious disease
When a new epidemic emerges, one of the ﬁrst goals is to trace
it back to its genetic and geographic origin. The reconstruction of
phylogenetic trees to infer the evolutionary relationships has been
a key tool to uncover the origin of regional epidemics such as those
resulting from HIV (Gao et al., 1999; Santiago et al., 2002), HCV
(Pybus et al., 2009; Markov et al., 2009) and SARS coronavirus
(SARS-CoV) (Li et al., 2005). Some studies have also attempted to
use phylogenetic trees to draw conclusions about transmission his-
tory and geographic spread of viral epidemics (Motomura et al.,
2003; Santiago et al., 2005; Gilbert et al., 2007). However, great
care should be taken when coming to conclusions about aspects
of the epidemic process that are not explicitly modeled in the
reconstruction of the phylogenetic tree and even if they are, the
user needs to consider the appropriateness of the underlying mod-
el assumptions.
One common and straightforward method used to identify the
origin of an epidemic involves determining the non-epidemic
genotype or lineage most closely related to the epidemic, i.e., the
molecular sequences clustered most closely with the epidemic
strain on a phylogenetic tree. While the method is intuitive, its suc-
cess heavily depends on the collected data.
The closest simian immunodeﬁciency virus (SIV) relative of
HIV-1 is SIVcpz (Gao et al., 1999; Santiago et al., 2002), which is
harbored in chimpanzee sub-species Pan troglodytes troglodytes
and P.t. schweinfurthii in the form of the respective sub-species spe-
ciﬁc SIV lineages SIVcpzPtt and SIVcpzPts. Although SIVcpz became
the prime candidate for the zoonotic source of HIV-1 as soon as it
was identiﬁed, alternative sources could not be ruled out due to the
paucity of identiﬁed chimpanzee infections (Vanden Haesevelde
et al., 1996). The source of HIV-1 was conﬁrmed much later after
the collection of SIVcpz from fecal samples of wild P. t. troglodytes
apes in the Cameroon forest (Keele et al., 2006). HIV-1 groups
M and N are much more closely related to sequences from the
fecal samples than previously identiﬁed SIVcpz strains. This
ﬁnding uncovered the distinct origins of HIV-1 group M (pan-
demic) and group N (non-pandemic) traced to chimpanzee com-
munities of southeastern and central Cameroon respectively. The
Fig. 1. A serially sampled time tree of a rapidly evolving virus, showing that the
sampling time interval [t0,t2] represents a substantial fraction of the time back to
the common ancestor. Red circles represent sampled viruses (three viruses sampled
at each of three times) and yellow circles represent hypothetical common
ancestors. (For interpretation of the references to colour in this ﬁgure legend, the
reader is referred to the web version of this article.)
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ervoirs of HIV-1 by phylogenetic techniques provided the crucial
evidence that SIVcpz gave rise to the HIV/AIDS pandemic.
Conversely, if strains sufﬁciently closely related to the epidemic
strain cannot be identiﬁed then phylogenetic trees are not able to
easily provide answers about origins. For example, there has been
much heated debate on the origin of the 1918 H1N1 Inﬂuenza A
pandemic – whether its source was avian, non-human mammalian
or even human. The uncertainty mainly stems from the absence of
sequences from the immediate ancestral source population of the
1918 virus (Gibbs and Gibbs, 2006).
A similar, though less severe problem has been encountered
with the search for the origin of HIV-1 O group. Strains of HIV-1
O group have been revealed to be most closely related to SIVgor
found in Western lowland gorillas (Gorilla gorilla gorilla) (Van
Heuverswyn et al., 2006; Takehisa et al., 2009). However, HIV-O
sequences are moderately divergent from the known SIVgor
sequences and consequently, the route of transmission that has
given rise to HIV-1 O group and SIVgor is still indeterminate.
The interspersion of an emergent viral strain with other strains
in a phylogenetic tree is often interpreted as evidence supporting
multiple independent viral introductions. For example, HIV lin-
eages are paraphyletic with SIV lineages creating several separate
clusters of HIV suggesting multiple zoonotic viral transmissions
into the human population (Santiago et al., 2005; Keele et al.,
2006). While it is intuitive that separate clusters of the emergent
virus suggest multiple introductions, it is not clear from the num-
ber of clusters alone how many independent events are responsi-
ble for the observed pattern. Incomplete taxon sampling will lead
to undercounting. For example, there may exist an unsampled se-
quence that will split an emergent viral cluster, or an additional
unsampled emergent cluster. Both scenarios, if detected, would in-
crease the lower bound of the inferred number of events. The num-
ber of events could also be incorrectly estimated due to
phylogenetic estimation error. Finally, in situations where the
event is potentially reversible, such as with drug-resistance muta-
tions, e.g., adamantane resistance in H3N2 inﬂuenza virus (Nelson
et al., 2009), it is quite possible that reversions are also present in
the phylogenetic history, and these are not always detectable by a
simple parsimony reconstruction, again leading to undercounting.
For all these reasons, the applications of Bayesian modeling of phy-
logeography and character evolution on phylogenies is crucial to
quantitatively assess the uncertainty generated from these differ-
ent sources of error (see Section 2.4).
In contrast to HIV-1, it has been clearly established for almost
two decades that the progenitor of HIV-2 is SIVsm from sooty man-
gabey (Cerocebus torquatus atys) (Hirsch et al., 1989; Gao et al.,
1992). It was suggested by (Santiago et al., 2005) that the geo-
graphic origin of HIV-2 groups A and B are in the eastern sooty
mangabey range according to the clear geographic clustering dis-
played in the phylogenetic tree and branching position of the
HIV-2 strains. Although this heuristic approach to locating phylog-
eographic origins is commonly used, it has several disadvantages
aside from the sampling error mentioned earlier. First, it relies
on strong geographic signals to produce an unambiguous geo-
graphic clustering pattern in the trees. Second, the lack of a formal
statistical framework results in an inability to quantify the associ-
ated uncertainty with the geographic estimates. A number of sta-
tistical phylogenetic methods aim to reconstruct the migration
process by treating geographic locations as another state that
evolves down the tree. The states are either discrete (Lemey
et al., 2009b), denoted by names of cities or provinces, or continu-
ous represented by the latitude and longitude of the location (Biek
et al., 2006, 2007; Lemey et al., 2010).
Even with comprehensive sampling, using a single phylogenetic
tree is insufﬁcient to reﬂect the complex genetic origin of virusspecies that undergo recombination or reassortment. Reassort-
ment arises when segments of the viral genome come from differ-
ent viruses, while recombination also requires the genetic material
from one source to (break and) join with that from another. These
two processes enable the generation of novel combinations from
two existing genotypes. Moreover, these often large genetic
changes may provide the potential for adaptation to a new host
species (Parrish et al., 2008). Reassortment has played an impor-
tant role in the evolution of the Inﬂuenza A virus (Lindstrom
et al., 2004; Holmes et al., 2005; Nelson et al., 2008). Evidence
for recombination have also been found in Dengue (Holmes
et al., 1999), HIV, HCV and SARS-CoV (Li et al., 2006).
There are many phylogenetic methods that aim to detect
recombination by identifying discordance in the topologies of dif-
ferent parts of the alignment (Grassly and Holmes, 1997; Salminen
et al., 1995; Lole et al., 1999; Smith, 1992; Robertson et al., 1995;
Paraskevis et al., 2005), which is a potential consequence of recom-
bination. Most of these methods use a sliding window approach to
compute a summary statistic along the length of sequence. Phylo-
genetic approaches are based on estimating either (i) bootstrap
values or (ii) clade posterior probabilities for each window and a
sudden change in bootstrap value, clade posterior probability or
site percentage identity is an indication of the presence of a break-
point around the region. Other methods explicitly estimate the po-
sition of the breakpoint in an alignment, providing access to test
the strength of support for recombination (Holmes et al., 1999). Fi-
nally, some approaches portray the evolutionary history by net-
works to incorporate horizontal transfer (Huson, 1998) or
ancestral recombination graphs (Bloomquist and Suchard, 2010).
2.2. Dating of ancestors
As a rule, RNA viruses mutate rapidly, so that viruses isolated
only a few months apart may exhibit measurable genetic differ-
ences (Drummond et al., 2003a and references therein). Indeed,
the mutation rate of some RNA viruses is so high that it can result
in evolutionary changes within a host during the course of infec-
tion. This is particularly true of long term chronic infections caused
by viruses such as HIV and HCV. It is therefore not appropriate to
consider the analysis of sequences that have been sampled years
apart as if they are contemporaneous. Sequence data with this type
of temporal structure are called heterochronous and from such
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calibrated to a calendar scale. Here, a tree with branch lengths in
calendar units is termed a ‘‘time tree’’. Fig. 1 depicts an example
of a serially sampled time tree of a rapidly evolving virus.
To account for temporal structure in sequence data, the earliest
methods estimated the time scale by estimating a gene tree with
unconstrained branch lengths and then performing a linear regres-
sion of root-to-tip genetic distance against sampling times (see for
review Drummond et al., 2003b). This method was used to provide
the ﬁrst estimate of the time of the most recent common ancestor
(tMRCA) of HIV-1 M group, placing it in the 1930s (Korber et al.,
2000). Despite its simplicity, this method also accurately estimated
the age of the oldest HIV sequence sampled in 1959. A maximum
likelihood based method (the single rate dated tips (SRDT) model;
Rambaut, 2000), estimates ancestral divergence times and overall
substitution rate on a ﬁxed tree, assuming a strict molecular clock.
The SRDT model was used to date the most recent common ances-
tor of HIV-2 subtype A in 1940 ±16 and that of subtype B in 1945
±14 (Lemey et al., 2003). Using the serial coalescent as a tree prior
in Bayesian coalescent methods (Drummond et al., 2002, 2005;
Drummond and Rambaut, 2007) allows the time scale to be simul-
taneously estimated with other phylogenetic and demographic
parameters. Recently, a relaxed clock Bayesian coalescent analysis
that included two historical viral samples from 1959 (ZR59) and
1960 (DRC60) (Worobey et al., 2008), pushed back the estimated
tMRCA of HIV-1 M group to 1908 (1884–1924).
Besides estimating the time of an epidemic outbreak, it may
also be important to know how long the ancestors of the epidemic
strain had circulated in the source population prior to the epi-
demic. This can sometimes be indicated by the length of the branch
ancestral to the epidemic clade. In the case of the 2009 Swine-ori-
gin Inﬂuenza A virus, the length of the branch leading to 2009 S-
OIV strains is estimated to be 9–17 years depending on the viral
segment analyzed, suggesting roughly a decade of unsampled
diversity (Smith et al., 2009).
To estimate the age of the common ancestor of SIVsm strains,
the tMRCA of HIV-2/SIVsm has been dated, indicating that the com-
mon ancestry prior the zoonosis of HIV-2 group A and B spans only
the last few centuries (Wertheim and Worobey, 2009). This does
not necessarily indicate that SIVsm ﬁrst arose only centuries ago,
just that the common ancestor of all current SIVsm may be recent.
However, even this conclusion has recently been questioned
(Worobey et al., 2010) as a result of independent calibration
evidence that suggests the tMRCA could in fact be greater than
32,000 years ago, leading to debate about the ﬁdelity of the statis-
tical substitution models commonly employed for divergence time
dating when the true divergence times are very ancient compared
to the sampling interval. As demonstrated by Wertheim and Pond,
2011, substitution models that do not take into account the effects
of selection can produce underestimated branch lengths leading to
much younger age estimates in presence of purifying selection.
This will be more problematic for data sets for which the total sam-
pling interval is only a small fraction of the total age of the tree.
While incorporatingsamplingdatesprovidesadditional informa-
tion to phylogenetic inference, it also implies that the reliability of
those dates has a heavy impact on the validity of the inference. The
H1N1 inﬂuenza virus that re-emerged in 1977 was found to have
missed decades of evolution andwas genetically remarkably similar
to the H1N1 1950 virus (Nakajima et al., 1978). It is thus thought to
be descended from a strain that was kept frozen in an unknown lab-
oratory for perhaps decades before again becoming a ‘‘wild’’ strain
again (Zimmer and Burke, 2009). If the missing evolution is not cor-
rected for, analyses including the re-emergent strains produce
biased date estimates and increased variances of the tMRCA of the
re-emergent lineages and across the phylogeny (Wertheim, 2010).
In cases where the sampling dates of sequences are contentious orunknown, amethod that can handle sequenceswith unknowndates
is required. For example, the leaf-dating method estimates the un-
known date or age of a sequence as a parameter, treating it the same
way as the age of internal nodes (Drummond et al., 2003c; Nicholls
and Gray, 2008; Shapiro et al., 2010).
Unrealistic sampling datesmay also be the result of human error
and are thus not recognized prior to an analysis. Therefore, diagnos-
tics for unrealistic dates are important to pick up errors in the re-
corded dates. One possible method is to plot the root-to-tip
genetic distance against sampling year if the virus does not display
signiﬁcant departure from constant rate (Wertheim, 2010). Another
is to check calibrations by dropping each calibration point in turn
and re-estimating the date to conﬁrm that the estimated dates are
consistent (Shapiro et al., 2010; Ryder and Nicholls, 2011).
2.2.1. Relaxed molecular clocks
Early methods that accommodated heterochronous data as-
sumed a strict clockmodel. However, a comprehensive study of het-
erochronous RNA viral sequences using the SRDT model (Rambaut,
2000) demonstrated that the majority of the 50 RNA viral species
studied rejected the constant rate molecular clock hypothesis
(Jenkins et al., 2002). The unrooted phylogeny is the other extreme
of the scale of rate variability across branches of a phylogenetic tree.
Neither of them is a realistic representation of the underlying evolu-
tionary process and the reality lies somewhere between the two.
This has spawned the development of numerousmethods that relax
themolecular clock assumption anddiffer in their assumption of the
pattern of rate variation across the branches.
The local clock model approach assigns different rates to clades/
regions of the tree. However, without external information, it is
difﬁcult to know a priori what is the best partitioning of the tree
into local clock models. Bayesian model averaging overcomes the
challenge of rate assignment by averaging over all possible local
clock models (Drummond and Suchard, 2010), estimating the sub-
stitution rates, and the number and position of changes in substi-
tution rate, simultaneously.
Another category of relaxed clock models is based on ‘rate
smoothing’, including non-parametric rate smoothing (Sanderson,
1997), penalized likelihood (Sanderson, 2002) and Bayesian auto-
correlated relaxed clock methods (Thorne et al., 1998; Kishino
et al., 2001; Aris-Brosou and Yang, 2002; Rannala and Yang,
2007). These methods restrict the rates on parent and descendant
branches to be similar by penalizing large departures from parent
branch rates. Hence, rate variation is expected to occur through
small and frequent changes. Different Bayesian autocorrelated
clock models differ in the distribution used to model a branch rate
given its parent rate (Thorne et al., 1998; Kishino et al., 2001).
However, analysis of sequence data from Inﬂuenza A and Den-
gue-4 do not provide any evidence of autocorrelation of branch
rates (Drummond et al., 2006) suggesting that autocorrelatedmod-
els may not be appropriate when analyzing a genealogy of se-
quences from a single virus species. Whereas lineage-effects may
be expected to cause autocorrelation of rates (through incremental
changes to life-history, metabolic rate et cetera), the gene-speciﬁc
action of Darwinian selection will also cause apparent rate varia-
tion among lineages, by producing a general over-dispersion of
the molecular clock over the entire phylogeny (Takahata, 1987,
1991). This second source of rate variation among lineages may be
better modeled by uncorrelated relaxed clock models (Drummond
et al., 2006), which make no assumption about the autocorrelation
of rates between ancestral and descendent branches. Published
analyses have provided strong evidence supporting the uncorre-
lated relaxed clock model (e.g., Salemi et al., 2008; Worobey
et al., 2008) over the strict clock model.
As well as estimating the age of ancestral divergences, it is also
of interest to estimate the time of cross-species transmission if the
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the host-switch is by applying non-homogeneous substitution
models. The motivation of non-homogeneous substitution models
is to acknowledge possible differences in pattern of substitution in
the virus within different host species, which violates the assump-
tions of homogeneity and stationarity underlying the standard
substitution models. Therefore it may be more appropriate to ap-
ply different substitution models to different parts of the tree
(Forsberg and Christiansen, 2003). Non-homogeneous substitution
models permit the equilibrium frequencies, and hence the model
parameters, to change on a branch and all the descendant lineages
from the point of change are assumed to have different equilibrium
base frequencies to the lineages prior to that point. This technique
has been used to suggest that the immediate ancestral population
of 1918 Inﬂuenza A virus resided in a mammalian host (Reis et al.,
2009). However, it does not indicate whether the most recent com-
mon ancestor of the swine Inﬂuenza virus and the 1918 virus re-
sided in humans or other mammals.
2.2.2. Interpretation and accuracy of divergence time estimates
Interpretation of estimated divergence times can be difﬁcult.
There may be direct ancestors that are more ancient, but the lin-
eages that would reveal them have not been sampled or did not
survive to the present due to processes such as genetic drift. There-
fore, the estimated tMRCA may not answer the question of interest.
For epidemics that resulted from a zoonotic transmission, the host
switch event is of paramount interest, but estimating the tMRCA of
the epidemic strain does not directly estimate the time of the
transmission, and only serves as a lower bound. Likewise, if there
have been processes causing a loss of genetic diversity in the past
or the sampling is not comprehensive, then the estimated tMRCA
could be substantially younger than the age of the viral lineage.
An obvious example of the former occurs in seasonal inﬂuenza
due to seasonal population ﬂuctuations and also strong positive
Darwinian selection caused by immune surveillance (Fitch et al.,
1991; Bush et al., 1999), leading to rapid lineage turnover and a re-
cent common ancestor of any single-season sample.
Similarly, the analysis by Worobey et al. (2008) shows that the
tMRCA of HIV-1 group M seems to have been pushed back due to the
inclusion of an additional pre-epidemic sample from 1960 which is
highly divergent to the 1959 sequence (ZR59). In general the inclu-
sion of older samples can increase the estimated age of root by (i)
revealing previously unsampled lineages that are outgroup to the
tMRCA estimatedwithout them, or (ii) simply becausemore temporal
sampling breaks up long internal branches as well as potentially
revealing ancient evidence of variants that were assumed modern,
resulting in a slower estimated rate and therefore older estimated
root height.
Finally, it is likely that current techniques alone cannot always
recover accurate divergence dates in the distant past, as illustrated
by recent analyses suggesting a much deeper history of SIV
(Worobey et al., 2010) than previously suggested (Sharp et al., 2000;
Wertheim and Worobey, 2009). Fig. 2 illustrates the problem with
three estimated viral time-trees that have vastly different inferred
ages of their most recent common ancestor. We would expect the
greatest conﬁdence in the inferred age of the human inﬂuenza A
time-tree where the sample period is a large fraction of the total
age of the time tree, and the least conﬁdence in the inferred age
of the Hepatitis C time-tree in which the sampling period is a small
fraction of the inferred age of greater than 1000 years.
So, apart from better models of rate variation across lineages
(see Guindon et al., 2004, for early steps in this direction), future
research in divergence time dating will likely focus on models that
more accurately account for purifying selection and its role in
maintaining the structure and function of the encoded genes. The
impact of Darwinian selection is expressed both in distortions ofthe genealogy (O’Fallon, 2010; O’Fallon et al., 2010) and the substi-
tution process (e.g., Bloom et al., 2007; Cartwright et al., 2011)
from neutral expectations. Consideration of the action of pervasive
purifying selection is especially important in viral genomes prone
to clonal interference and which are compact, information rich
and subject to great levels of functional and structural constraint
in their evolutionary trajectories, especially when considering long
time periods. Beyond that there is also a need for more statistically
rigorous methods of incorporating diverse sources of calibration
information, such as biogeography, archaeology and paleontologi-
cal evidence. Bayesian statistical frameworks are uniquely suited
for this sort of integration of multiple sources of information.
2.3. Genealogy-based population dynamics
Genealogy-based population genetics can be used to infer
demographic parameters including population size, rate of growth
or decline, and population structure. When the characteristic time
scale of demographic ﬂuctuations are comparable to the rate of
accumulations of substitutions then past population dynamics
are ‘‘recorded’’ in the substitution patterns of molecular sequences.
Coalescent theory can therefore be combined with temporal infor-
mation in heterochronous sequences to uncover past epidemiolog-
ical events and pinpoint them on a calendar time scale.
Kingman’s coalescent (Kingman,1982)describes the relationship
between the coalescent times in a sample genealogy and the popu-
lation size assuming an idealizedWright–Fisher population (Fisher,
1930; Wright, 1931). The original formulation was for a constant
population, but the theory has since been generalized to any deter-
ministically varying function of population size for which the inte-
gral
R t1
t0
NðtÞ1dt can be computed (Grifﬁths and Tavaré, 1994).
Parametric models with a pre-deﬁned population function, such as
exponential growth, expansion model and logistic growth models
can easily be used in a coalescent framework (see Fig. 3 and Box 1
for details). For example a ‘‘piecewise-logistic’’ population model
was employed in a Bayesian coalescent framework to estimate the
population history of HCV genotype 4a infections in Egypt (Pybus
et al., 2003). This analysis demonstrated a rapid expansion of HCV
in Egypt between 1930-1955, consistent with the hypothesis that
public health campaigns to administer anti-schistosomiasis injec-
tions had caused the expansion of an HCV epidemic in Egypt.
The coalescent process is highly variable, so sampling multiple
unlinked loci (Felsenstein, 2006; Heled and Drummond, 2008) or
increasing the temporal spread of sampling times (Seo et al., 2002)
can both be used to increase the statistical power of coalescent-
basedmethods and improve the precision of estimates of both pop-
ulation size and substitution rate (Seo et al., 2002). However inmany
virus species, the entire genome acts as a single locus, or undergoes
recombination only when the opportunity arises through superin-
fection. The lack of independent loci therefore places an upper limit
on the precision of estimates of population history.
In many situations the precise functional form of the population
size history is unknown, and simple population growth functions
may not adequately describe the population history of interest.
Non-parametric coalescent methods provide greater ﬂexibility by
estimating the population size as a function of time directly from
the sequence data and can be used for data exploration to guide
the choice of parametric population models for further analysis.
These methods ﬁrst cut the time tree into segments, then estimate
the population size of each segment separately according to the
coalescent intervals within it.
The main differences among these methods are (i) how the pop-
ulation size function is segmented along the tree, (ii) the statistical
estimation technique employed and (iii) in Bayesian methods, the
form of the prior density on the parameters governing the popula-
tion size function. In the ‘classic skyline plot’ (Pybus et al., 2000)
Fig. 2. Three time-trees estimated using BEAST. Notice the different orders of magnitude of time spanned and the different proportion of the tree spanned by samples. (a) A
phylogeny of Hepatitis C spanning all major genotypes: the sampling interval spans 32 years [1977,2009] but represents a very small fraction of the estimated root height
(0.019tMRCA), and this root height estimate could be severely underestimated and very misleading. (b) A phylogeny of HIV-1 M group: the sampling interval spans 27 years
[1978,2005] and represents a signiﬁcant fraction (0.32tMRCA) of the overall tree height, but still small enough that the estimated root should be viewed with caution. (c) A
phylogeny of human Inﬂuenza A subtype H3N2: the sampling interval spans 12.2 years [1993.1,2005.3] and represents almost the full height of the tree (0.94tMRCA), and all
divergence times are likely to be quite accurately estimated, since interpolation between many known sample times is inherently less error prone than extrapolation to
ancient divergence times.
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of n taxa has n  1 population size parameters. However, the true
number of population size changes is likely to be substantially few-
er, and the generalized skyline plot (Strimmer and Pybus, 2001)
acknowledges this by grouping the intervals according to the
small-sample Akaike information criterion (AICc) (Burnham and
Anderson, 2002). The epidemic history of HIV-2 was investigated
using the generalized skyline plot (Strimmer and Pybus, 2001),
indicating the population size was relatively constant in the early
history of HIV-2 subtype A in Guinea-Bissau, before expandingmore recently (Lemey et al., 2003). Using this information, the
authors then employed a piecewise expansion growth model, to
estimate the time of expansion to a range of 1955–1970.
While the generalized skyline plot is a good tool for data explo-
ration, and to assist in model selection (e.g., Pybus et al., 2003;
Lemey et al., 2004), it infers demographic history based on a single
input tree and therefore does not account for sampling error pro-
duced by phylogenetic reconstruction nor for the intrinsic stochas-
ticity of the coalescent process. This shortcoming is overcome by
implementing the skyline plot method in a Bayesian statistical
Fig. 3. The underlying Wright–Fisher population and serially-sampled genealogies from two populations. The ﬁrst population has a constant population size over the history
of the genealogy, while the second population has been exponentially growing. The coalescent likelihood calculates the probability of a genealogy given a particular
background population history (e.g., constant or exponentially growing) and can therefore be employed to estimate the population history that best reﬂects the shape of the
co-estimated phylogeny.
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substitution parameters and the population size history. Further
extensions of the generalized skyline plot include modeling the
population size by a piecewise-linear function instead of a piece-
wise-constant population, allowing continuous changes over time
rather than sudden jumps. The Bayesian skyline plot (Drummond
et al., 2005) has been used to suggest that the effective population
size of HIV-1 groupMmay have grown at a relatively slower rate in
the ﬁrst half of the twentieth century, followed by much faster
growth (Worobey et al., 2008). On a much shorter time scale, the
Bayesian skyline plot analysis of a dataset collected from a pair
of HIV-1 donor and recipient was used to reveal a substantial loss
of genetic diversity following virus transmission (Edwards et al.,
2006). Further analysis with a constant-logistic growth model esti-
mated that more than 99% of the genetic diversity of HIV-1 present
in the donor is lost during horizontal transmission. This has impor-
tant implications as the process underlying the bottleneck deter-
mines the viral ﬁtness in the recipient host.
One disadvantage of the Bayesian skyline plot is that the number
of changes in the population size has to be speciﬁed by the user a pri-
ori and the appropriate number is seldom known. One solution is
provided by methods that perform Bayesian model averaging on
the demographic model utilizing either Reversible jump MCMC
(Opgen-Rhein et al., 2005) or Bayesian variable selection (Heled
and Drummond, 2008), and inwhich case the number of population
size changes is a random variable estimated as part of the model.
The methods for demographic inference discussed so far as-
sume no subdivision within the population of interest. Like
changes in the size, population structure can also have an effect
on the pattern of the coalescent interval sizes, and thus the reliabil-
ity of results can be questioned when population structure exists(Pybus et al., 2009). In the next section we will discuss approaches
to phylogeographic inference, including coalescent approaches to
population structure.
2.4. Statistical phylogeography and coalescence in structured
populations
Phylogeography is a ﬁeld that studies the evolution and dis-
persal process that has given rise to the observed spatial distribu-
tion of population or taxa. Phylogeographic methods can be
divided into two approaches. The ﬁrst performs post-tree-recon-
struction analysis to answer phylogeographic questions, while
the second jointly estimates the phylogeny and phylogeographic
parameters of interest. When treating geographic location as dis-
crete states, the former approach has been popular in the past cou-
ple of decades. It has the advantage of being less computationally
intensive, but the outcome of the analysis depends on the input
tree. Due to its simplicity, the most popular method for inferring
ancestral locations has been maximum parsimony (Slatkin and
Maddison, 1989; Swofford, 2003; Maddison and Maddison, 2005;
Wallace et al., 2007), however this method does not allow for
any probabilistic assessment of the uncertainty associated with
the reconstruction of ancestral locations.
2.4.1. Mugration models
Amugration model is a mutation model used to analyze a migra-
tion process. A recent study of Inﬂuenza A H5N1 virus introduced a
fully probabilistic ‘mugration’ approach by modeling the process
of geographicmovementof viral lineages via a continuous timeMar-
kov process where the state space consists of the locations from
which the sequences have been sampled (Lemey et al., 2009b). This
Box 1: The anatomy of a Bayesian coalescent analysis using
MCMC
Bayesian phylogenetic inference by Markov Chain Monte
Carlo (MCMC) (Yang and Rannala, 1997; Mau et al., 1999)
involves the simulation of the joint posterior distribution of
substitution model parameters (/) and the phylogenetic
tree given the sequence data (D). By restricting the
phylogenetic model to time-trees (see Fig. 1) and coupling
the phylogenetic likelihood with a coalescent prior, the
parameters (h) of the population history, Nh(t), can also be
estimated simultaneously by sampling from the posterior
probability distribution (Drummond et al., 2002):
fhg/ðh; g;/jDÞ ¼ 1PrðDÞ PrðDjg;/ÞfGðgjhÞfHðhÞfUð/Þ: ð2Þ
The term Pr(Djg,/) is often referred to as the phylogenetic
likelihood, and is the probability of the data given the
time-tree g and substitution model parameters. It can be
computed by the pruning algorithm (Felsenstein, 1981),
which efﬁciently sums over all ancestral sequence states at
the internal nodes of the tree. An extension of the
likelihood accommodates heterogeneity across sites (Yang,
1994). If the time-tree g relates a heterochronous sample
of sequences, then the substitution parameters / also
includes the overall substitution rate l, and this can be
estimated from the heterochronous data, so that the
population history is estimated on a calendar scale. The
normalizing constant Pr(D) is also known as the partition
function or marginal likelihood and its magnitude provides
a measure of model support, although its estimation
requires advanced MCMC techniques (e.g., thermodynamic
integration or transdimensional MCMC).
Coalescent models come into play when determining the
prior density for the time-tree topology and coalescent/
divergence times. The coalescent provides a probability
distribution, fG(gjh), conditional on a deterministic model of
population size history, Nh(t). Its parameters (h) can in turn
be estimated as hyperparameters. Given a time-tree
g = {Eg,t} of n contemporaneous samples composed of an
edge graph Eg and coalescent times t = {tn = 0,tn1, . . . ,t2,t1}
the coalescent density is:
fGðgjhÞ ¼
Yn1
i¼1
NhðtiÞ1 exp 
Z tiþ1
ti
n
2
 
NhðtÞ dt
0
BB@
1
CCA
2
664
3
775: ð3Þ
The prior distributions fH(h) and fU(/) are usually selected
from standard univariate or multivariate distributions.
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tions. Furthermore, the method estimates ancestral locations for
internal nodes in the tree and employs Bayesian variable selection
(BVS) to infer the dominant migration routes and provide model
averaging over uncertainty in the connectivity between different
locations (or host populations). This method has helped with the
investigation of the Inﬂuenza A H5N1 origin and the paths of its glo-
bal spread, and also the reconstruction of the initial spread of the no-
vel H1N1 human Inﬂuenza A pandemic (Lemey et al., 2009b).
However, a shared limitation of models for discrete location states
is that ancestral locations are limited to sampled locations. As dem-
onstratedby theanalysis of thedata set on rabies indogs inWest and
Central Africa, absence of sequences sampled close to the root can
hinder the accurate estimation of viral geographic origins (Lemey
et al., 2009b). Phylogeographic estimation is therefore improved
by increasing both the spatial density and the temporal depth of
sampling. However, dense geographic sampling leads to large phy-
logenies and computationally intensive analyses.
2.4.2. The structured coalescent
The structured coalescent (Hudson, 1990) can also be employed to
study phylogeography. The structured coalescent has also been ex-
tended to heterochronous data (Ewing et al., 2004), thus allowing
the estimation of migration rates between demes in calendar units.
The serial structured coalescent was ﬁrst applied to an HIV dataset
with two demes to study the dynamics of subpopulations within a
patient (Ewing et al., 2004), but the same type of inference can be
made at the level of the host population. Further development of
the model allowed for the number of demes to change over time
(Ewing and Rodrigo, 2006a). MIGRATE (Beerli and Felsenstein, 2001)
also employs the structured coalescent to estimate subpopulation
sizes andmigration rates in both Bayesian andmaximum likelihood
frameworks and has recently been used to investigate spatial char-
acteristics of viral epidemics (Bedford et al., 2010). Additionally,
some studies have focused on the effect of ghost demes (Beerli,
2004; Ewing and Rodrigo, 2006b), however no models explicitly
incorporating population structure, heterochronous samples and
nonparametric population size history are yet available.
One ad hoc solution involves modeling the migration process
along the tree in a way that is conditionally independent of the
population sizes estimated by the skyline plot (Lemey et al.,
2009a). Thus, given the tree, the migration process is considered
independent of the coalescent prior. However this approach does
not capture the interaction between migration and coalescence
that is implicit in the structured coalescent, since coalescence rates
should depend on the population size of the deme the lineages are
in. As we will see in the following section, statistical phylogeogra-
phy is one area where the uniﬁcation of phylogenetic and mathe-
matical epidemiological models looks very promising.
2.4.3. Phylogeography in a spatial continuum
In some cases it is more appropriate to model the spatial aspect
of the samples as a continuous variable. The phylogeography of
wildlife host populations have often been modeled in a spatial con-
tinuum by using diffusion models, since viral spread and host
movement tend to be poorly modeled by a small number of dis-
crete demes. One example is the expansion of geographic range
in eastern United States of the raccoon-speciﬁc rabies virus (Biek
et al., 2007; Lemey et al., 2010). Brownian diffusion, via the com-
parative method (Felsenstein, 1985; Harvey and Pagel, 1991), has
also been utilized to model the phylogeography of Feline Immuno-
deﬁciency Virus collected from the cougar (Puma concolor) popula-
tion around western Montana. The resulting phylogeographic
reconstruction was used as proxy for the host demographic history
and population structure, due to the predominantly vertical
transmission of the virus (Biek et al., 2006). However, one of theassumptions of Brownian diffusion is rate homogeneity on all
branches. This assumption can be relaxed by extending the con-
cept of relaxed clock models to the diffusion process (Lemey
et al., 2010). Simulations show that the relaxed diffusion model
has better coverage and statistical efﬁciency over Brownian diffu-
sion when the underlying process of spatial movement resembles
an over-dispersed random walk.
Like their mugration model counterparts, these models ignore
the interaction of population density and geographic spread in
shaping the sample genealogy. However there has been progress
in the development of mathematical theory that extends the coa-
lescent framework to a spatial continuum (Barton et al., 2002,
2010a,b), although no methods have yet been developed providing
inference under these models.
Box 2: Compartmental models for infectious diseases
(Keeling and Rohani, 2008)
Let S, E, I and R be the fractions of susceptible, exposed,
infected and recovered/removed individuals in the host
population. The left hand side of each equation block gives
the model equations, the right hand side the (non-trivial)
endemic equilibria, which are only obtainable for R0 > 1. The
basic reproduction ratio R0 depends on the corresponding
model. Apart from the SI model, the overall population is
assumed to be constant, such that the sum of fractions
for each model equals one. Under the assumption of
homogeneous mixing in the population the transmission
term bS I can be derived, which determines the total rate of
new infections.
SI model. Fatal infections, eventually killing the infected, can be
modeled with only two compartments: susceptible and
infected. Assume a ﬁxed birth rate m and death rate l. The
endemic equilibrium (S⁄,I⁄) is obtainable for R0 ¼ blþc > 1.
_S ¼ m bSI  lS S ¼ mbc
_I ¼ bSI  ðcþ lÞI I ¼ mðbclÞðbcÞðcþlÞ
SIR model. Transmission of the disease to susceptibles leads to
a period of illness until recovery, which in turn implies
immunity. Demography is described by the birth and
death rate l and recovery is obtained at rate c; its
reciprocal 1/c is the mean infectious period. Here, R0 ¼ blþc.
The last equation is redundant since S + I + R = 1.
_S ¼ l bSI  lS S ¼ 1R0
_I ¼ bSI  cI  lI I ¼ lb ðR0  1Þ
_R ¼ cI  lR R ¼ 1 S  I
SIS model. Recovery from infection does not imply immunity.
Instead, after infection the individuals go back to the
susceptible stage. Therefore, the disease can persist even
without including newborns in the population. Ignoring
demography, the dynamics are characterized by coupled
differential equations _S ¼ cI  bSI and _I = bS I  cI. Since
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genomic data
In the previous section we have seen that phylogenetics can be
used to infer the date of an outbreak, its source population and the
viral transmission history, directly from time-stamped genomic
data. Whereas phylogenetic models mainly address questions
about evolutionary history, dynamical models are often used to
make predictions about the future. Predictive models are impor-
tant because they provide the possibility of anticipating certain as-
pects of the outcome of emerging epidemics and assessing the risk
of pandemics, and the potential effects of planned intervention.
Phylogenetic inference is based on genetic data such as sampled
DNA sequences from infected hosts. Current models using such
data to infer information about the past often require simplifying
assumptions about the population size e.g., to be constant or to
be subject to pure exponential growth. Epidemiologists, on the
other hand, ﬁt their models to prevalence or incidence data. Stan-
dard epidemiological models are described by sets of ordinary dif-
ferential equations tracking the (often non-linear) changes in
numbers of susceptible and infected individuals. Consequently,
the simple prior assumptions for the population sizes (of infected
individuals) used in phylogenetics appear inadequate from an eco-
logical perspective.
Epidemiological models play a major role in deciding which
measures of disease control are taken to avoid or stop viral out-
breaks. The effects of isolation, vaccination and other measures
are estimated through model simulations, serving as a basis for
decisions on which public health policies to institute and actions
to take. However, knowledge of the phylogenetic history of viral
outbreaks can be vital in reconstructing transmission pathways
which contributes to effective management and future prevention
efforts (e.g., Cottam et al., 2008).
The epidemiological and ecological processes determining the
diversity of fast evolving RNA viruses act on the same time scale
as that on which mutations arise and are ﬁxed in the population
(Holmes, 2004). This implies that genetic sequence data can pro-
vide independent evidence on transmission histories. Whereas epi-
demiological data typically provides information about who was
infected and when, it generally does not provide positive evidence
about transmission history. Thus the combination of these sources
of information should open the way to more detailed epidemiolog-
ical inference, including Bayesian estimation of contact networks
and transmission histories (Welch et al., 2011).S = 1  I, they can be replaced by one equation.
_I ¼ ðb bI  cÞI S ¼ 1R0 ; I
 ¼ 1 1R0
SEIR model. In order to account for a latent period with
assumed average duration 1/r, the SIR model can be
extended by including exposed individuals composing a
fraction E of the population. Exposed individuals are
infected, but not yet infectious. The differential equations
for S (and R) are as in the SIR model. Dynamics in E and I
are described as follows.
S ¼ 1R0 ; with R0 ¼
br
ðlþcÞðlþrÞ
_E¼ bSI ðlþrÞE
_I ¼ rE ðcþlÞI
E ¼ lðlþcÞbc ðR0  1Þ
I ¼ lb ðR0  1Þ; R ¼ 1 S  E  I
Further models are SIRS, SEIS, MSIR, MSEIR, MSEIRS, etc., where
M denotes passively immune infants, allowing for diseases
where an individual can be born with a passive immunity from
its mother.3.1. Standard epidemiological models and their stochastic analogues
Standard epidemiologicalmodels are based onﬂux between host
compartments dividing the host population e.g., into susceptible (S),
infected (I) and recoveredor removed(R) individuals. Standardmod-
els are termed SI, SIS and SIR. The choice of model is based on the
characteristics of the considered disease, the existence of a latent
period, immunity after infection et cetera (see Box 2) (Anderson
and May, 1991; Keeling and Rohani, 2008). Restricting the focus to
the time evolution of the number of individuals in each compart-
ment, these models grasp the overall progress of an epidemic. Cer-
tain disease characteristics require adaptations or extensions of
standard models, for example, the inclusion of asymptomatic infec-
tions that account for a sampling bias towards symptomatic infec-
tions in case the virus of interest does not always cause noticeable
symptoms (e.g., Aguas et al., 2008). An important threshold ratio is
the basic reproduction ratio R0, the expected number of secondary
infections caused by one primary infection in a completely suscepti-
ble population (Diekmann et al., 1990). Based on its value epidemi-
ologists make predictions on the effect of the disease. In classicaldeterministic epidemiological models, if the basic reproduction ratio
is larger than one, an epidemic is expected.
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differential equations to empirical data, often the number of infec-
tions or related hospitalizations in a population. Consequently, the
model can be used to estimate if an epidemic can be kept under con-
trol bymeasures such as (i) vaccination and (ii) antiviral prophylaxis
for susceptible individuals, (iii) treatment of infected individuals or
(iv) isolation of infected individuals from susceptible individuals.
Decisionsonpublichealthpoliciesareoftenbasedontheseestimates.
The simplest epidemiological models assume homogeneous
mixing within a population. In many cases this assumption is not
valid. Due to host contact dynamics viral infections spread easily
within social units such as schools, cities and farms, less so among
them. Integration of population structure is therefore essential.
However, even within subpopulations individual dynamics might
differ stochastically (see Fig. 4). Such randomness can be ac-
counted for by considering stochastic models (see e.g., survey by
Britton, 2010).
3.1.1. Stochastic models
Before introducing stochastic compartmental models thor-
oughly, we illustrate them based on a stochastic SIR model simula-
tion. We simulate the spread of a virus strain in a population
divided into n subpopulations which are connected by compara-
tively rare migration events. Let L ¼ f0; . . . ;n 1g denote the set
of locations. A single infected individual initiates the epidemic in
one of the n completely susceptible populations. After an exponen-
tially distributed waiting time one of the following events
happens:
 Infection at mass action infection rate b.
 Migration at migration rate mik for i – k 2 L.
 Recovery of an infected individual at recovery rate c.
 Birth of a susceptible individual at rate l.
 Death of an individual at rate l.
Fig. 5 shows a realization of the simulated dynamics for n = 3
populations. The epidemic starts in population 1 (blue) and many
individuals get infected before the ﬁrst individuals in population
2 (yellow) and eventually population 3 (red) get infected.
Let Sk, Ik and Rk be the fractions of individuals in each subpopu-
lation k 2 L. The sum Sk + Ik + Rk equals one for every k 2 L. The
deterministic analogue of our model can be described with the fol-
lowing differential equations:
_Sk ¼ l bSkIk  lSk þ
X
l–k
mlkSl mklSkð Þ;
_Ik ¼ bSkIk  cIk  lIk þ
X
l–k
mlkIl mklIkð Þ;
_Rk ¼ cIk  lRk þ
X
l–k
mlkRl mklRkð Þ; k; l 2 L:Fig. 4. Realization of an SIR model showing the dynamics of susceptible (dotted line), in
version leads to less ‘‘smooth’’ dynamics (right hand side).However it is important to realize that this set of differential
equations cannot capture all of the behaviors of its stochastic coun-
terpart. In fact, starting from a deterministic representation like
this, there are multiple stochastic Markov processes that exhibit
the same deterministic limit, but can potentially have exponen-
tially different behavior in their stochastic properties, such as the
time to extinction (e.g., Drummond et al., 2010).
Formally, two distinct sources of variance can be considered in
stochastic models of populations (Engen et al., 1998). The ﬁrst is
environmental stochasticity and is often modeled by admitting tem-
poral variation in the parameters of the population model. The
second is demographic stochasticity and describes the stochasticity
of ﬂuctuations in populations of ﬁnite size due to the inherent
unpredictability of individual outcomes.
To model demographic stochasticity (also known as internal
stochasticity; Chen and Bokka, 2005) in the absence of environ-
mental (external) stochasticity, the time-evolution of an epidemic
can be represented by a jump process and its corresponding master
equation (Gardiner, 2009). The master equation describes the time
evolution of the probability distribution over the discrete state
space. For the closed SIR model (Kermack and McKendrick, 1927)
the master equation for the numbers of individuals in each of the
three compartments (nS,nI,nR) is:
_PnS ;nI ;nR ðtÞ ¼ bðnS þ 1ÞðnI  1ÞPnSþ1;nI1;nR ðtÞ ð4Þ
þ cðnI þ 1ÞPnS ;nIþ1;nR1ðtÞ
 ðbnSnI þ cnIÞPnS ;nI ;nR ðtÞ
A single realization of this epidemic jump process is described
by a sequence of timed transition events (individual infection or
recovery events). In the closed SIR model, the waiting or sojourn
time between a pair of sequential events is exponentially distrib-
uted (i.e., the transition process is memoryless), and thus the pro-
cess is a continuous-time Markov process.
Stochastic models of this form can also be viewed in terms of
their reaction kinetics. For the closed stochastic SIR model above
the two ‘reactions’ are infection and recovery:
I þ S!b 2I
I!c R; ð5Þ
indicating that a susceptible contacts an infectious individual and
gets infected at reaction rate bwhereas an infected recovers at reac-
tion rate c. More precisely, the time (s) an individual spends in the
susceptible and infected compartments are exponentially distrib-
uted with rates bI and c, respectively. It is the binary infection reac-
tion that leads to the non-linear dynamics of the system.
For stochastic models R0 > 1 does not necessarily imply an out-
break of the disease. Instead, a higher basic reproduction ratio sug-
gests a higher probability of an outbreak, but the precisefected (solid line) and recovered (dashed line) individuals over time. The stochastic
Fig. 5. Realization of a stochastic SIR model in a structured population. Simulated viral dynamics in n = 3 subpopulations, each color denoting one of them. The numbers of
susceptibles (dotted lines) are plotted against the numbers of infected individuals (solid lines), a full infection tree and three sample trees at different times throughout the
epidemic.
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tial condition.
Algorithms have been developed that allow exact and approxi-
mate simulation of coupled reactions such as the closed SIR (Bart-
lett, 1957; Gillespie, 1976, 2001). Fig. 6 shows simulated viral
outbreaks under a stochastic SIR and SIS model with R0  2.3 in apopulation divided into three distinct subpopulations. Note that
there is no outbreak in (3) although R0 > 1.
3.1.2. Relating epidemic models to genealogies
Deterministic epidemic models can be derived from the under-
lying jump process, and can represent useful macroscopic laws of
1836 D. Kühnert et al. / Infection, Genetics and Evolution 11 (2011) 1825–1841motion in the appropriate limit. However such approaches are not
adequate for modeling systems in which small numbers of individ-
uals are frequently involved. For a similar reason, it is awkward to
reconcile large-limit deterministic models with the small sample
genealogies that are obtained with molecular phylogenetic ap-
proaches. Therefore, stochastic continuous-time discrete-state for-
mulations of epidemic models may be more suited to forming
connections between the two disciplines. The forward simulations
of a stochastic epidemic model introduced with Fig. 5 demonstrate
the relationship between epidemic models and genealogies. Know-
ing the exact parameters and resulting dynamics throughout the
simulated outbreak, we can build a full transmission history for
the outbreak (which is not unique given only the time evolution
of the number of infected individuals, since at each event the in-
fected individuals involved are chosen randomly). An infection
event in the forward simulation corresponds to a bifurcation in
the transmission tree. Restricting the full tree to a ‘‘sample geneal-
ogy’’ that only includes the individuals that were infectious at a
speciﬁc sampling time yields very different results for different
times during the outbreak, which underlines the importance of
sampling methods (see e.g., Stack et al., 2010).
As we can see in the simulations, virus transmission often de-
pends on spatial structure. The interaction among humans living
in the same city, for example, differs from among-city interaction,
which is important whenever viral transmission exceeds city bor-
ders. There are many other social and spatial units this concept ap-
plies to: households, schools, or on a larger scale, regions, countries
and continents. In fact, most phylogenetic and epidemiological
studies model the dynamics of spatially distributed systems, albeit
many of them ignore spatial structure for the sake of simplicity.
Durrett and Levin demonstrate that models ignoring spatial struc-
ture yield qualitatively different results than spatial models (Dur-
rett and Levin, 1994).3.2. Phylogenetic epidemiology and phylodynamics
Phylodynamics is a term used to describe a synthetic approach
to the study of rapidly evolving infectious agents that considers the
action (and interaction) of both evolutionary and ecological pro-
cesses. The term phylodynamics was introduced by Grenfell et al.
(2004) to describe the ‘‘melding of immunodynamics, epidemiol-
ogy, and evolutionary biology’’ that is required to analyse the inter-
acting evolutionary and ecological processes especially of rapidly
evolving viruses for which both processes have the same time
scale.
Two distinct pursuits have been labeled phylodynamics by re-
cent studies. The ﬁrst relies on the idea that ecological processes
and population dynamics can effectively be tracked by neutral ge-
netic variation, such that past ecological and population events are
‘‘imprinted’’ in genetic variation within populations and can be
reconstructed along with the reconstruction of evolutionary his-
tory. The idea is sound for truly neutral variation, but the compact
genomes of rapidly evolving viruses are not simple recording de-
vices. Instead they are packed with functional information and
mutations play an active role in population and ecological pro-
cesses through the action of Darwinian selection. Hence, the more
challenging second phylodynamic pursuit is the analysis of the
inevitable interaction of evolutionary and ecological processes that
requires the joint analysis of both. We will call the former pursuit
phylogenetic epidemiology, and reserve the term phylodynamics for
approaches that aspire to model the interaction of ecological and
evolutionary processes. The effect of novel mutations on popula-
tion dynamics through their interaction with the immune system
or anti-viral drugs are examples of phylodynamics in this stricter
sense.3.2.1. Phylogenetic epidemiology
The focus of many studies aspiring to combine population ge-
netic and epidemiological approaches is the basic reproduction ra-
tio R0, estimates of which are used to develop containment
strategies for emerging pandemics. Such estimates can be obtained
from phylogenetic analysis, e.g., through estimating population
growth rates (Pybus et al., 2001). Another popular way to infer
population dynamic information from genomic data is the applica-
tion of parametric and non-parametric coalescent models (Strim-
mer and Pybus, 2001; Drummond et al., 2005; Minin et al., 2008).
Phylogeneticmethods can be used to estimateR0, which can then
be used to investigate transmission patterns and the number of gen-
erationsof transmission.Dependingon thedistributionof thegener-
ation time (i.e., the duration of infectiousness) the relationship
between R0 and the growth rate r of the population can be used to
compute the basic reproduction number (Wallinga and Lipsitch,
2007). Little is known about generation time distributions, the usual
approach is toﬁt theepidemicmodels to theobserveddata.Wallinga
and Lipsitch list the resulting equations for R0 for exponential, nor-
mal, or delta distributions of generation time. They show that with-
out knowledge of the generation time distribution an upper bound
for the reproductive number can still be estimated. Others obtain
R0 estimates based on coalescent theory, as for example (Rodrigo
et al., 1999) who estimated it in vivo for HIV-1.
In a recent study on the Inﬂuenza A (H1N1) outbreak in 2009
both epidemiological and Bayesian coalescent approaches for the
computation of R0 were applied (Fraser et al., 2009). Whereas the
epidemic approaches gave estimates of 1.4–1.6 for R0, the Bayesian
coalescent approach yielded a posterior median of 1.22. All esti-
mates are larger than one, correctly indicating that the virus
spreads successfully, rather than dying out. However, an age-
dependent heterogeneous epidemic model best ﬁts the data and
results in an estimate of R0 = 1.58.
Structures determining host interaction are often modeled as
contact networks (Welch et al., 2011). The transmission of foot
and mouth disease virus is highly dependent on the interaction
among farms and the detection of infected farms is essential. A
plausible approach is to consider each farm as an individual in a
contact network. Through phylogenetic analysis of consensus se-
quences (one sequence for each farm) contacts between farms
can be traced in order to ﬁnd infected but non-detected farms such
that contacts between farms can be traced in order to ﬁnd infected
but non-detected farms (Cottam et al., 2008).
Changes in effective population size estimated through phylo-
genetic analyses can indicate past changes in population size.
Therefore, many recent studies infer the demographic history of
a virus using Bayesian skyline plot models (Drummond et al.,
2005). For example, (Siebenga et al., 2010) are interested in the
epidemic expansion of norovirus GII.4 which they investigate by
reconstructing the changes in population structure using Bayesian
skyline plots. Similarly, (Hughes et al., 2009) explore the hetero-
sexual HIV epidemic in the UK. Analyses of the genomic and
epidemiological dynamics of human Inﬂuenza A virus explore the
sink-source theory and investigate the spatial connections of a
seasonal global epidemic (Rambaut et al., 2008; Lemey et al.,
2009b; Bedford et al., 2010).
Coalescent theory has also been adapted to ﬁt an epidemic
SIR model to sequence data (Volz et al., 2009). Frost and Volz
(2010) provide an overview on how appropriate interpretation of
coalescent rates differs among the different population dynamic
approaches it is being used with. Interpretation of the coales-
cent-based skyline plots must be made with caution. As opposed
to generation times referring to durations of infection in epidemi-
ological theory, for coalescent approaches being applied to infec-
tious diseases the generation times usually describe times
between transmission events. Accordingly, although prevalence
(1)
(2)
(3)
(4)
Fig. 6. Simulated viral outbreak under stochastic SIR (1–3) and SIS (4) model among three populations (denoted by blue, yellow and red curves). The initial condition is a
single infected individual in the blue population. In (3) the disease does not break out (numbers of susceptibles in dotted lines and infected in solid lines). (For interpretation
of the references to colour in this ﬁgure legend, the reader is referred to the web version of this article.)
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population dynamic patterns are mainly determined by incidence
(Frost and Volz, 2010).
3.2.2. Phylodynamics sensu stricto
One early attempt to integrate dynamical and population genet-
ic models used coupled differential equations and Markov chain
theory to model the within-host time evolution of viral genetic
diversity under basic dynamic models of a persistent infection
(Kelly et al., 2003). The main focus was the impact of the dynamical
model on the variance in the number of replication cycles, as this is
a key determinant of the rate of genetic divergence and thus poten-
tial for adaptation. Interestingly, the model reveals that multiple
cell type infections can decrease viral evolutionary rates and in-
crease the likelihood of persistent infection.
Genetic diversity within hosts is closely related to between host
dynamics: Gordo and Campos (2007) develop structured popula-
tion genetic models, explicitly incorporating epidemiological
parameters to analyze the relationship between genetic variability
and epidemiological factors. A simple SIS model is simulated based
on two different models of host contact structure, the island model
and a scale free contact network. For low clearance rates and low
intrahost effective population size, levels of genetic variability turn
out to be maximal when transmission levels are intermediate,
independent of the host population structure. In a scale free con-
tact network the population consists of many low-connectivity
hosts and very few high-connectivity hosts, a common pattern
for sexually transmitted diseases (e.g., Lloyd and May, 2001; Liljeros
et al., 2001). In this setting genetic variation appears to be lower
in highly connected than in weakly connected hosts. With their
study Gordo and Campos (2007) underline that an integration of
population genetics and epidemiology can have important implica-
tions for public health policies.
In a deterministic framework Day and Gandon (2007) model the
interaction of evolutionary and ecological processes by couplingSIS host dynamics with viral evolution. The interaction of evolution
and ecology is incorporated through the ﬁtness of each virus strain.
For strain i they deﬁne a ﬁtness ri = binS  l  vi  c, where bi is the
strain-speciﬁc transmission rate per susceptible, vi is the strain-
speciﬁc virulence (determining the increase in mortality rate due
to infection), l is the baseline mortality rate and c is the recovery
rate. The evolutionary dynamics of strain frequencies are tracked
quantitatively and the evolutionary dynamics of strain frequencies
are intimately linked with the overall infection dynamics of the
host population via the strain-speciﬁc virulence and transmission
rates. Their analysis provides insight into the mechanistic laws of
motion connecting genetic evolution with the evolution of viru-
lence and transmission rates.
An exceptional feature of Inﬂuenza viruses is the limited genetic
diversity which appears to contradict the viruses’ high mutation
rate. Integrating single virus strain features and host immunity
into a stochastic transmission model Ferguson et al. (2003) search
an explanation for this. Although epidemiological factors play a
role in limiting Inﬂuenza diversity, strain-transcendent immunity
must be relevant as well.
Through a phylodynamic analysis of interpandemic Inﬂuenza in
humans Koelle et al. (2006) underline the importance of the viral
structure for antigenicity and the immune recognition dynamics
of Inﬂuenza epitopes. They consider clusters that contain strains
with similar conformations of HA epitopes such that there is high
cross-immunity of strains within each cluster. A genotype–pheno-
type model that implements neutral networks (the clusters) is cou-
pled with an epidemiological transmission model in which the
number of susceptible, infected and recovered individuals in each
cluster are modeled. Model simulations result in time series of in-
fected cases that agree with the typical annual outbreaks in tem-
perate regions and empirical dominance of certain antigenic
clusters. According to this model, years in which a formerly dom-
inant cluster is replaced by a new one have the highest numbers
of infections. In the following year there are particularly few infec-
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vious year’s outbreak. Thereafter follow ‘‘average’’ years until the
next cluster-transition occurs, i.e., until another cluster becomes
dominant again.
Another natural explanation of the contradiction between high
mutation rates and constant genetic diversity is the ﬁxation of
many deleterious mutations that leads to the extinction of the
respective strains. Recent population genetic models account for
population dynamics e.g., in order to enhance the understanding
of allele ﬁxation processes and the importance of demographic sto-
chasticity (Parsons and Quince, 2007; Champagnat and Lambert,
2007; Parsons et al., 2010).
Structured models do not only allow for more realistic dynam-
ics, they can also bridge the gap to phylogenetic/-geographic meth-
ods since most of them are sample-based, ideally, with each
sample representing one infected individual. Modeling coupled
host–virus dynamics Welch et al. (2005) embed an epidemic pop-
ulation model into a branching and coalescent structure, producing
a scaled coalescent process that describes the inter-host dynamics
given a virus sample genealogy. Their simulations show that, for
large sample sizes, the model provides accurate estimates of the
contact rate and the selection parameter.
Overall, phylodynamic methods have been developed and pro-
ven useful for the analysis of various viruses. However, phyloge-
netic reconstruction is still quite restricted by coalescent
assumptions. An alternative to the coalescent for cases in which
sample sizes are big compared to the overall population is the
birth–death with incomplete-sampling model (Gernhard, 2008;
Stadler, 2009), and this framework has recently been extended to
include heterochronous data (Stadler, 2010), opening the way for
an alternative approach to phylodynamic inference from time-
stamped virus data.
4. Outlook
Bayesian phylogenetic inference has led to an explosion of anal-
yses of rapidly evolving viruses in recent years. While this explo-
sion has been fruitful in elucidating the manifold variation in
origin, transmission routes and evolutionary rates underlying the
present diversity of infection agents, there is a nascent ﬁeld that
promises to extend the conceptual reach of molecular sequence
data, through a uniﬁcation of phylogenetics and mathematical epi-
demiology. This new ﬁeld of phylodynamics encompasses both
inference of classical epidemiological parameters using phyloge-
netics as well as exciting new approaches that aim to investigate
the consequences of the inevitable interaction between evolution-
ary (mutation, drift, Darwinian selection) and ecological (popula-
tion dynamics and ecological stochasticity) processes. The
research being pursued has broader consequences for evolutionary
biology and molecular ecology. This interaction of evolution and
ecology will occur whenever a population contains genotypes with
different intrinsic dynamical properties (e.g., virulence, transmis-
sion rates, recovery rates). Whereas this condition is almost always
met in real populations and frequently deﬁnitive in its role in shap-
ing outcomes, the mathematical and theoretically analysis of Dar-
winian selection within epidemiological models is the most
challenging and least studied area within the emerging ﬁeld of
phylodynamics. It is thus ripe for future research.
In the meantime, it is likely that phylodynamic research will
rapidly develop new methods for statistical phylogeography and
structured population dynamics.
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