Complex networks are the subject of fundamental interest from the scientific community at large. Several metrics have been introduced to characterize the structure of these networks, such as the degree distribution, degree correlation, path length, clustering coefficient, centrality measures etc. Another important feature is the presence of network symmetries. In particular, the effect of these symmetries has been studied in the context of network synchronization, where they have been used to predict the emergence and stability of cluster synchronous states. Here we provide theoretical, numerical, and experimental evidence that network symmetries play a role in a substantially broader class of dynamical models on networks, including epidemics, game theory, communication, and coupled excitable systems. Namely, we see that in all these models, nodes that are related by a symmetry relation show the same time-averaged dynamical properties. This discovery leads us to propose reduction techniques for exact, yet minimal, simulation of complex networks dynamics, which we show are effective in order to optimize the use of computational resources, such as computation time and memory.
Outline
In recent years a large body of research has investigated the dynamics of complex networks, including percolation [33] , epidemics [34, 35] , synchronization [1, 32, 5, 49, 50, 51, 52, 2, 3, 12] , evolutionary games [17, 36] , and traffic dynamics [25, 4, 6, 7, 24, 8, 13, 15, 16] . These studies are relevant to better model, understand, design, and control networks in technological, biological, and social applications. Extensive research has shown that the topology of these networks (e.g. their degree distribution [27, 42] , degree correlation [40, 41] , community structure [39] , etc.) plays a significant role in their dynamical time evolution [47] .
Another important feature of the network topology is the presence of network symmetries, which so far have remained to some extent unexplored, with some exceptions [12, 48, 31, 30, 14] . These symmetries have been shown to be commonplace in many real networks [29] , hence it becomes important to understand how they can affect the dynamics of the network. References [12, 48, 31, 30, 14] have focused on the role played by the network symmetries on the emergence of cluster synchronization. Here we consider several well known dynamical models on networks and try to illustrate the effects of the underlying network symmetries on the network dynamics. Our study indicates that network symmetries play a role in all the dynamical models considered and in particular: evolutionary games [17, 36] , network traffic [25, 4, 6, 7, 24, 8, 13, 15, 16] , and propagation of excitation among excitable systems [9, 18, 11] ; and thus suggests the effects of the symmetries on the dynamics may be a rather general feature of complex networks. However, as we will see, the particular effect of the symmetries varies based on the particular type of dynamics considered.
Here, the topology of a network is described by the adjacency matrix A = {A i j }, where A i j = A ji is equal to 1 if node j and i affect each other and is equal to 0 otherwise. We define a network symmetry as a permutation of the network nodes that leaves the network structure unaltered. The symmetries of the network form a (mathematical) group G . Each element of the group can be described by a permutation matrix Π that re-orders the nodes in a way that leaves the network structure unchanged (that is, each Π commutes with A, ΠA = AΠ). Though the set of symmetries (or automorphisms) of a network can be quite large, even for small networks, it can be computed from knowledge of the matrix A by using widely available discrete algebra routines. In fact, except for simple cases for which it may be possible to identify the symmetries by inspection, in general for an arbitrary network, the use of a software is required. In this study we used Sage [21] , an open-source mathematical software. Once the symmetries are identified, the nodes of the network can be partitioned into M clusters by finding the orbits of the symmetry 1 Figure 1 : Effects of the network symmetries in three different dynamical models/networks: (a) the Zachary's Karate Club network [23] , (b) the Bellsouth network [22] and (c) a random graph, nodes colored the same are in the same symmetry cluster except the gray colored nodes, each of which is in a cluster by itself. (d-f) Prisoner's Dilemma game played, (g-i) Network traffic model simulated and (j-l) dynamics of the Kinouchi Copelli model [9] in these networks (a-c).
group, i.e., the disjoint sets of nodes that, when all of the symmetry operations are applied, permute among one another in the same set. Figure 1(a), (b) , and (c) shows three examples of undirected networks: the Zachary's Karate Club network [23] of N = 34 nodes, the Bell South network [26] of N = 51 nodes and a randomly generated Erdös-Rényi (ER) graph of N = 20 nodes, respectively. Each node of the Karate Club network is a member of a university karate club and a connection represents a friendship relation between the members. The nodes of the Bell South network are the IP/MPLSs (Multiprotocol Label Switching: a switching mechanism used in high-performance telecommunications networks) backbone and connections represent routing paths. In Fig. 1(a) , (b) and (c) colors of the nodes indicate the clusters they belong to, either non-trivial (i.e. clusters with more than one node in them) or trivial clusters (clusters with only one node in them). All the nodes in trivial clusters are colored gray, while the non-trivial clusters are colored differently. The Karate Club network in Fig. 1(a) has C = 4 nontrivial clusters, 23 trivial clusters and 480 symmetries. The Bell South network in Fig. 1(b) displays C = 9 nontrivial clusters, 24 trivial clusters and 29, 859, 840 symmetries. The random network in Fig. 1(c) has C = 6 non-trivial clusters, 8 trivial clusters and 8 symmetries. The rest of Fig. 1 has a total of nine panels, one for each of three networks and each of three dynamical models. The three dynamical models are: evolutionary game theory (d-f), network traffic (g-i), and propagation of excitation among excitable system (j-l). We now briefly introduce the models, which are all stochastic in nature.
Symmetries of the Network Dynamics

Evolutionary Game Theory Model
The evolutionary game theory dynamics models the evolution of cooperation and defection in a population of coupled agents (nodes), playing the Prisoner's Dilemma game. At each time step a node is randomly selected and its strategy is updated. The new strategy to be adopted is probabilistically determined based on the payoffs of the nodes surrounding the selected node and their strategy selection.
Each one of the network nodes (agents) iteratively plays a version of the Prisoner's Dilemma game [17] . Each node i can either be a cooperator (S i = 1) or a defector (S i = 0). The network connectivity is defined by the adjacency matrix A, described earlier. We define a payoff between two players, based on the well known Prisoner's Dilemma game. There are two types of strategy adopted by the players: cooperation and defection. A cooperator pays a cost c for each one of the agents it is connected to and a defector pays nothing [17] . Each node receives a benefit equal to b for each cooperator it is connected to. When playing the game, node i receives a payoff equal to
We define the fitness [17] of each node to be f i = 1 − ω + ωξ i , where 0 ≤ ω ≤ 1 measures the intensity of selection: ω 1 means strong selection, that is the fitness is almost equal to the payoff and ω 0 means weak selection, that is the fitness is almost independent of the payoff and close to 1. The literature [17, 44, 45, 43] focuses on the case of weak selection, which is also what we consider here (in all our simulations we either set ω = 0.1 or ω = 0.2). Following [17] we choose a 'Death-birth' (DB) updating rule for the game evolution. Namely, in each time step a randomly selected node i is replaced by a new offspring (node). The new offspring evolves into either a cooperator or a defector depending on the fitness of the surrounding agents. We set the probability of that new node to be a cooperator to be σ (F Ci − F Di ), where F Ci and F Di are the fitnesses of cooperators and defectors in the neighboring nodes and σ is a monotonically increasing function such that 0 ≤ σ ≤ 1. This reflects a higher propensity of turning into a cooperator based on how well the neighbors of a given node that are cooperators are doing with respect to the other neighbors of that node that are defectors. The total fitness of the neighbors of player i is sequal to
The total fitness of the cooperators, F Ci and defectors, F Di in the neighboring nodes of i is defined as,
Letting x i = (F Ci − F Di ), we write the probability that the new offspring will be a cooperator σ (x i ). Here we set σ (x i ) = γx i + ε, where γ > 0 and ε are two arbitrary constants. In all our numerical simulations the values of γ and ε were chosen so as to ensure 0 ≤ σ ≤ 1 for all i's.
We numerically iterated the game on several networks, including the three shown in Figs. 1 (a) , (b) and (c) for a number of time-steps and for each node i we monitored S i the fraction of times a node spends in the cooperator state. For each run, the game was iterated until a state was reached in which the number of cooperators and defectors stabilized. Figures 1(d) , (e) and (f) show S i , the fraction of times that each node spends in the cooperator state for each one of the nodes of the networks in Fig. 1(a) , (b) and (c), respectively.
We now write a set of equations to describe the evolution of the model presented in Eqs. (1) and (2) . Since in each time step a randomly chosen node out of the N players is selected to update its strategy, we can write, 
From this equation, we can compute the expected value of S i at time t + 1,
where the symbol · · · indicates an average over several realizations. By using σ (x i ) = σ ( x i ), Eq. (5) becomes,
The quantity x i = (2 F Ci − F i ) and from Eqs.
(1) and (3) we see that
and
where in order to obtain (8) we have made use of the assumption that S j and f j are statistically independent quantities. The assumption of statistical independence is reasonable if the network has few short loops and low average degree, see e.g. [19] , [20] . Our numerical results show consistency of the statistical independence assumption. In vector form, Eq. (6) becomes
where the vectors
From Eq. 9 we see that at steady state, S = σ( x ).
We write the payoff vector, ξ = bAS−cΩS = (bA − cΩ) S, where Ω is a diagonal matrix such that Ω ii = ∑ N j A i j . Then from Eqs. (7) and (8) we write an expression for F and F C in vector form:
, where, the symbol "•" represents the Hadamard Product. We rewrite Eq. (9) as
Equivariance
We now focus on the effects of the network symmetries on the dynamics. Our goal is to prove that Eq. (10) is equivariant under permutations of the network nodes that are in the automorphism group of A. We look at Eq. (10) and consider symmetries (Π) of A, that is, Π is a permutation matrix such that ΠA = AΠ. Let's assume S t+1 = G 1 S t and our goal is to prove that
Applying the permutation matrix Π to S t+1 . Then,
We note that nodes that are symmetric to each other also have the same degree. Thus from the definition of the matrix Ω it follows that ΠΩ = ΩΠ. Therefore,
We now attempt to estimate the values attained by the nodes in each cluster. We note that at steady state Eq. (9) can be solved iteratively in the unknown quantities S i , i = 1, 2, ..., N. This is shown in Fig. 3 (a) where S i obtained by the iterative solution of Eq. (9) at steady state is plotted versus the value of S i obtained from the numerical simulation of the game averaged over a number of realizations. Colors are consistent with Fig. 1(a) .
The obtained numerical steady state solution for Eqs. (9) showed that nodes in the same clusters converged on the same values as the contraction mapping was iterated. Mismatches between the theory and the simulations are due to the simplifying assumptions we had to introduce in order to derive the equations for this model.
Network Traffic Model
In the network traffic model, packets are originated at source nodes, get routed through a sequence of intermediate nodes, until they reach the destination nodes and get removed from the network. We consider a simplified version of the network traffic model studied in [25, 4, 6, 7, 24, 8, 13, 15, 16] . In this model at each time the network evolution is characterized by the following sequence of steps:
1. Each node produces a data packet at a given generation rate.
2. Each packet that is generated is assigned a destination, which is a randomly chosen node in the network.
3. Each node has a temporary memory (a queue) in which packets are stored. When a node receives a packet it is placed at the bottom of its queue.
4. For each node that has at least one packet in its queue, the packet at the top of the queue is routed to one of its neighboring nodes.
5. The routing of packets depends on the queue length of the neighboring nodes. In what follows we make the assumption that the probability that a packet is routed to a certain node is inversely proportional to the node's queue length. If two or more neighboring nodes are equally preferable for routing then a node is chosen randomly with equal probability.
6. If a packet reaches its target, it is removed from the queue of the destination node.
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We call q t i the number of packets in the queue of node i at time t and assume q t i = 0. Then at time t + 1 the probability that node i sends one packet to node j is equal to,
which indicates a lower probability of forwarding packets to nodes with a large queue. We define the packet generation rate to be λ and the packet delivery rate to be µ j . Even when the packet generation rate λ is the same for all nodes, the computed packet delivery rate µ j may vary from node to node. This is because the packets that are on their way to reach certain destinations spend more time in the queues of the intermediary nodes than others, which decreases the effective delivery rate of those destinations.
Then, at time t + 1 the queue length of node j will be equal to,
where Ψ j is the packet routing rate (the average numbers of packets routed by node j in a time step). In the congested state (i.e., for large enough λ ), Ψ j = 1 for all j's; then, by taking into account that the entries of the matrix A are either 0 or 1, Eq. (12) becomes,
It should be noted that the total number of packets must satisfy the following continuity equation
In the simulation we observed that in the congested state the queue lengths of the network nodes grow approximately linearly over time. Based on this observation, we introduce the assumption that, the queue length of node j can be written as q t j α j t, where α j is the rate of growth of the queue length (queue angle) at node j. Then we can write,
Moreover, Eq. (14) can be rewritten,
Note that this equation relates the total packet delivery rate ∑ , we obtain,
The above equation can be re-written as,
where, the vectorα = A Tα . In vector form we can write Q t = αt, where Q = {q 1 , q 2 , ..., q N } and α = {α 1 , α 2 , ..., α N }. In order to quantify the individual delivery rates µ j , we have compared different centrality measures (normalized) i.e. degree, eigenvector, Katz, and Page rank where we found the best measures was provided by the degree. Hence, by also using Eq. (17) we obtain the following approximate relation,
whereμ j is the normalized delivery rate at node j and d i is the degree of node i. Then we rewrite eq. (19) as
By using a contraction mapping Eq. (20) can be solved iteratively in the unknown quantities α j , that is, in the rates of growth of the queues at different nodes. In all our experiments, we set the generation rate to be equal to 0.84. That means in average 84% of nodes produce a packet at each time step, which always generated a congested state. Figures 1 (g) , (h) and (i) show the queue angle of each node after a million of time steps for the networks in Figs. 1 (a), (b) and (c), respectively. For these networks, the nodes in the same clusters (as determined by the symmetry analysis) display similar queue lengths and also delivery rates. Note that nodes in the same cluster have the same degree (as well as in general, the same centrality measures).
Equivariance
We can rewrite Eq. (13) in vector form,
Where, the symbol "1• −1 " represents the Hadamard division, i.e., multiplication with the inverse elements of the matrix or vector.
As for the case of the evolutionary game theory dynamics presented in Sec. 2.2.1, assume that Π is a permutation of A. Considering Q t+1 = G 2 (Q t ) we want to show that ΠQ t+1 = G 2 (ΠQ t ), We will now try to prove ΠQ t+1 = G 2 (ΠQ t ) from Eq. (13) without using the ansatz q t j = α t j t. We pre-multiply both sides of Eq. (21) by Π and obtain,
Another way to prove the same result is by using our ansatz q t j = α t j , which holds for the congested state. Then it follows immediately that Πα = α and that ΠQ t+1 = G 2 (ΠQ t ). 
Biological Excitable Systems
Finally, we consider a network of coupled excitable systems [9] . Each one of these systems can be in either one of three states: quiescent, excited, and refractory. Nodes that are excited can excite neighboring nodes that are in the quiescent state with a certain probability. The Kinouchi and Copelli model [9] has been used to reproduce the activity of networks of coupled biological excitable systems [37, 18, 38] . Each node i in the network is an excitable element and can be in one of (m + 1) states: κ i = 0 is the resting state, κ i = 1 corresponds to the excited state and the remaining κ i = 2, ....., m are refractory states, namely states in which an excitable element is unable to receive or respond to an excitation. In each time-step an element (node) that is in resting state can become excited (i.e. transition from κ i = 0 to κ i = 1) in two ways: either through an external excitation described by a Poisson process with probability η or with a probability A i j for each neighbor j that was in the excited state in the previous time-step. Nodes in the excited and refractory state will transition deterministically into the next refractory state, if available, otherwise return to the resting state (Fig. 2) .
The topology of the network is also described by the adjacency matrix A = {A i j }, where we set A i j = A ji to be equal to 0.5/K if node j can excite node i, otherwise A i j = 0 and K = N −1 ∑ i, j A i j is the average node degree of the network. A node that is in the excited or refractory state will deterministically transition into the next refractory state, until κ i = m after which it will transition again into the resting state κ i = 0.
Using the analysis developed in Ref. [18] by Larremore et al., in particular Eqs. (9) and (10) from [18] , we can write
where p t i represents the probability that node i is excited at time t, m is the number of refractory states (i.e. κ = 0, 1, 2, ..., m) and η is the probability that a node is excited by an external stimulation. To understand Eq. (22), first note that a node can become excited at time t + 1 only if it is in the susceptible state at time t, which explains the first term on the right hand side of Eq. (22) . The second term on the right hand side of Eq. (22) represents the probability that a node that is susceptible at time t becomes excited, either via an external excitation described by the probability η or if at least one stimulus is received by one of the neighboring nodes (1 minus the probability that no stimulus is received). Note the underlying assumption of statistically independence. For more details, refer to Ref. [19, 20] . Following [18] by assuming that A i j p j is small we replace ∏ 
and at steady state,
We numerically simulated the Kinouchi Copelli model on a number of networks, including the three shown in Figs. 1 (a), (b) and (c). We set m = 6, η = 0.01 and record the average time that each node spends in the excited state over a large number of time-steps. Figures 1 (j) , (k) and (l) show the average fraction of times a node spends in the excited state after a million of time-steps for all three networks in Figs. 1 (a), (b) and (c). We see that the effect of the network symmetries is apparent for the nodes that are in the same cluster and for all the networks considered.
Equivariance
We also want to analyze the effect of symmetry in the biological excitable system [9] , [18] . To this end, we write the vector versions of Eq.(23) and Eq.(24),
and for the steady state,
We look at Eq. (25) and consider symmetries (Π) of A, that is permutation matrices such that ΠA = AΠ. Again, we assume that Π permutes with P t , P t−1 , ..., P t−m+1 then we want to show that Π also permutes with P t+1 . Lets, P t+1 = G 3 (P t ). For this model our goal is to show ΠP t+1 = G 3 (ΠP t ) Let's premultiply both sides of the Eq. (25) by Π and write,
We note that Eq. (26) can be iteratively solved in the unknown quantities P 1 , P 2 , ..., P N . This is shown in Fig.  3(c) where we plotted the average status of a node from iteration of Eq. (26) versus the average time that the node is found in the excited state from the full simulation of the Kinouchi and Copelli model [9] . Mismatches between the theory and the simulations are due to the simplifying assumptions we had to introduce in order to derive the equations for this model.
For each one of the dynamical models considered, we have performed an analysis to: (i) predict the emergence of clusters when the dynamics is averaged in time and (ii) predict the values attained by the nodes in each cluster. Our main result is that for all the three networks and the three dynamical models, nodes that belong to the same cluster show the same time-averaged dynamics. This is illustrated in detail in Fig. 1 (d)-(l) . While this observation holds irrespective of the particular network and type of dynamics, the particular time-averaged value attained by the nodes in the same cluster is network and model specific. Note that in the figure nodes are ordered by their degree (which is the label on the abscissa-axis). For example, for the game theory model, we observe that the nodes in the same cluster approximately show the same frequency of being a cooperator (or defector) but that does not necessarily correlate with the degree. Here we see that the symmetries in the network topology can predict dynamics better than the nodes' degrees.
Quotient Graph Reduction
As mentioned in the introduction, symmetries are common features of biological networks, technological networks, social networks etc. MacArthur et al. [46] have analyzed datasets of large complex networks and have found that these present large numbers of symmetries, see Supplementary Information Sec. S1. Intensive research in social sciences, biology, engineering, and physics uses numerical simulations of large complex networks to understand and predict their dynamical behavior (e.g., in a given network, the critical value of the infection rate above which an epidemics occurs), in order to better characterize and control real-world phenomena.
Our results in Sec. 2 point out that nodes that are related by a symmetry operation display the same timeaveraged dynamical behavior. This immediately raises the question whether a reduction of the dynamics is possible in which duplicate nodes can be omitted, leading to minimal models of complex networks, and so to a better exploitation of computational resources in numerical simulations, such as computation time and memory. Related questions have been asked in the literature of complex networks, where nodes have been grouped according to some of their features, most notably the degree [27] and these approaches have been successful at predicting and explaining several network properties, in particular in the case of scale free networks [42] . While these approaches are typically based on mean-field models and thus approximate, here our grouping of nodes is based on the exact concept of a symmetry.
Our ultimate goal is to generate minimal network models that reproduce certain features of the dynamics by using the least possible number of nodes. In the case of synchronization dynamics, we know that a quotient Figure 3 : Each plot shows a comparison between the iterative solutions and the full simulation results for the three dynamical scenarios shown in Fig. 1(a, d), (b, h) , and (c, l). The following three cases are considered: (a) evolutionary game theory on the Karate club network, (b) network traffic dynamics on the Bellsouth network and (c) spread of excitation in a random network of excitable systems. Points that are colored the same correspond to nodes in the same cluster (coloring is consistent with Fig. 1(a), (b) and (c), except for the gray colored nodes, each of which is in a cluster by itself).
network reduction is possible, in which the exact cluster-synchronous time-evolution is generated by a minimal number of nodes (i.e., one node for each cluster). However, how to obtain minimal network models for other types of dynamics, remains an open question. To address this issue, here we will briefly review the concept of a quotient network.
Under the action of the symmetry group, the set of the network nodes is partitioned into C disjoint structural equivalence classes called the group orbits,
Then we can define a C × C matrixÂ corresponding to the quotient network such that for each pair of sets
for any i ∈ O u (i.e., independent of i ∈ O u ), and for u, v = 1, 2, ...,C. In Fig. 4(a) we show a randomly generated network of 10 nodes and in Fig. 4(b) its quotient graph reduction. We see that all the nodes in the same cluster (these are colored the same in the figure on the left), map to only one node of the quotient network (on the right) and the color identifies the reduced node. Note that the quotient network may be directed even if the original full network is undirected. It is also possible that nodes of the quotient network form self connections, which represent connections between nodes belonging to the same cluster in the original graph.
In general, the mathematical equations we have derived in Sec. 2 for all the three models can be projected onto the corresponding quotient network equations (see the Supplementary Information Sec. S1 for an example). However, obtaining an equivalent model that can be simulated on the quotient network and reproduce the original full network dynamics may require a particular adaptation of the model, which is model specific.
We show that the quotient graph can be conveniently exploited in simulations involving large networks to reduce computation time and memory. These simulations may be used to model various type of dynamics, including epidemics, congestion, emergence of cooperation, as discussed in Sec. 2, just to mention a few examples. In order to demonstrate this point we consider the evolutionary game theory model presented in Sec. 2 and for a number of networks, we study how well the corresponding quotient graphs can approximate the evolutionary dynamics of the original full network. In what follows we describe evolution of the Prisoner's Dilemma dynamics, as described in Sec. 2, on the quotient network. We indicate withŜ j = {0, 1} the strategy of node j of the quotient network, where 0 represents defection and 1 represents cooperation. At each iteration of the game, the payoff received by quotient node i from its neighboring nodes is equal toξ i = ∑ jÂi j bŜ j − cŜ i . Note that this expression for the payoff differs from that for the full network in Eq. (1) as the mapping of nodes from the full network to the quotient network preserves the indegree of the nodes, but not the outdegree. Moreover, the fitness of quotient node i is equal tô f i = 1 − ω + ωξ i . Similarly we write the expressions,
whereF i ,F Ci andF Di are the total fitness, the fitness of the neighboring cooperators, and the fitness of the neighboring defectors of a quotient node i, respectively. We set the same cost c and benefit b as for the full network. At each time step, a node of the quotient network is selected with probability proportional to the cardinality of its orbit set and replaced by a new offspring. This new node becomes a cooperator with a probability σ F Ci −F Di , where σ is the function defined in Sec. 2.
We expect that the time averages ξ f ≈ ξ q , F C f ≈ F Cq and F D f ≈ F Dq , where node f of the full network maps to node q of the quotient network (for nodes of the full network that are in the same cluster, we know that the time averages are the same from the analysis in Sec. 2). Moreover, the time-averaged strategy for a node of the quotient network Ŝ q is the same as the time-averaged strategy for the corresponding node of the full network, S f . Figure 5 compares the simulation results for the Bellsouth network (squares) and its quotient reduction (diamonds). As can be seen, we find very good agreement between the full and quotient network timeaveraged dynamics. This indicates that, if we are interested in the time-averaged behavior, we can equivalently perform a simulation on the full network or on the reduced quotient network.
In order to test the robustness of our results in a real setting, we have built an experimental network of coupled agents iteratively playing the Prisoner's Dilemma. This network is composed of 10 wirelessly coupled transceiver modules as shown in Fig. 4a using nRF24L01 2.4 GHz RF transceivers on Arduino boards. The transceiver modules act as the nodes of the network. All the transceiver modules have unique addresses, i.e., communication is one to one. To construct this network, communication links of each module are restricted as per the topology of the network, i.e., only the connected modules can communicate and share information with each other. For example, radio module 7 in Fig. 4a can only communicate with modules 4, 6, 8, and 10. This experimental realization is subject to practical limitations that are hard to reproduce in simulation. In particular, in our experimental setting these limitations are mainly imposed by the reliability of the radio communication between the individual units. We have also built an experimental version of the quotient network in Fig. 4b . The experimental time traces for the networks in Fig. 4 a and b when the game is played are shown in Fig. 4c and d , respectively. We see that: i) nodes of the full network that are in the same cluster attain the same frequency of cooperation as the game is iterated and ii) for large time the quotient network well predicts the full network experimental dynamics.
Since the quotient graphs have in general fewer nodes than the full graphs, they can be advantageous in terms of both memory and time needed in simulation. The size of the adjacency matrix reduces from N × N to C × C and the number of nonzero elements of the matrix decreases from NK av to roughly √ NCK av , where K av is the average node degree of the full network. We define the reduction coefficient ρ g = C/N. A smaller value of the Fig. 1(b) and its quotient version. The diamond marks correspond to simulation on the full network and the square marks correspond to the simulation on the quotient network. Points that are colored the same correspond to nodes in the same cluster (coloring is consistent with Fig. 1(a) and (b) , except for the gray colored nodes, each of which is in a cluster by itself). ratio ρ g indicates higher reduction of the number of nodes in the quotient graph with respect to the original graph. Note that a critical aspect of simulation of large real networks is the limitation of software memory allocation. We computed the CPU time required by a single iteration of the prisoner's dilemma dynamics for several networks and their quotients. Fig. 6(a) and Table S2 in the Supplementary Information show the CPU time ratio ρ t = t q /t f , where t f and t q are the CPU time for an iteration of full and quotient network, respectively.
For both the full network and the quotient network we also computed the simulation convergence time, which we measured as follows. We randomly picked an initial condition for each node of the quotient network and assigned the same initial condition to all the nodes in the corresponding cluster of the full network. At each time step, we computed the running average for the fraction of times a node spent in the cooperation state. For each node we measured its individual convergence time, i.e., the time after which the running average remained steadily in a [−δ , +δ ] interval of the final state. The convergence time of the network was taken to be the largest of the convergence times of the nodes. Fig. 6(b) and Table S2 in the Supplementary Information show the convergence time ratio ρ c = τ q /τ f , where τ f and τ q are the convergence times for the full and the quotient network, respectively. We note that simulating the dynamics on the quotient graph, rather than on the original network, can reduce the computational effort, while producing approximately the same time-averaged dynamics. In Fig. 6(c) and Table S2 in the Supplementary Information we show the accuracy parameter ∆, defined as the normalized average difference of the time-averaged frequency of cooperation between the full and the quotient networks,
where S i andˆ S i are the time-averaged frequency of cooperation of node i and its corresponding node in the quotient network, respectively. Figure 6 shows that as the reduction coefficient is lowered, the CPU time ratio ρ t and the convergence time ratio ρ c decrease in a linear fashion but the normalized error parameter ∆ is roughly independent of ρ g . It is important to look at the y-axes of the plots in Figs. 6(a), (b) and (c). For example, for a strong reduction coefficient ρ g 0.2, corresponding to the Media Owners Group network, the CPU time is lowered by roughly 95% but the normalized error ∆ only increases by approximately 2%.
Experimental realization
In order to test the robustness of our results in a real setting, we have built an experimental network of coupled agents that iteratively play the Prisoner's Dilemma. This network is composed of 10 coupled wireless transceiver modules as shown in Fig. 7 This experimental realization is subject to experimental limitations that cannot be captured in simulation. In particular, in our experimental setting, these limitations are mainly imposed by the reliability of the radio communication between the individual units. For every signal sent from a sender to a receiver, an acknowledgement signal is sent back from the receiver to the sender, in order for the game to proceed.
In our practical implementation, another wireless transceiver module, the game controller, is added to the network. This game controller is not part of the network topology but connected (blue dashed links in the figure) to all the agents. The controller assigns tasks in a sequence to all nodes. When a task is completed, nodes send an accomplishment message back to the controller. While the controller tells the other nodes what to do and when to do it, it does not affect the exchange of information between the nodes, which is decentralized. In particular, the controller does not transmit any information related to the game (strategies and payoffs of the nodes). The functions of the controller are the following: (i) it enforces that the other nodes execute activities in a specific sequence, (ii) it randomly selects at each iteration of the game the node whose strategy is updated, (iii) it ensures that at every time only one node is sending a message while the other nodes are in receiving mode, and (iv) after each iteration of the game, the controller sends the network status to a computer, where the data from the experiment is stored.
According to the serial protocol, at every time only one agent can send signals to its neighbors and the receivers cannot receive multiple signals simultaneously. Sometimes the acknowledgment of a signal may not be available for a short period of time for several reasons, for example the signal may not reach the receiver or the receiver receives through the same radio channel multiple signals at the same time from different sources. For this experiment, the code for each agent is written in state/machine fashion so that it can adjust for a temporary break of the communication between two agents with the help of the game controller. If the controller does not receive an accomplishment signal from a certain node in a specified time interval, it will resend the same task message to that same node. This will continue for a fixed number of iterations until a successful task accomplishment message is received. If that does not happen, a new random selection of a node is made and the task is sent to the new node.
Conclusions
By applying a symmetry analysis to a network, we have uncovered clusters of nodes that are structurally and functionally equivalent. This becomes apparent when monitoring the time-averaged state of the nodes in a variety of network models (previous work had only focused on the particular case of synchronization dynamics) and is confirmed in an experimental realization of an evolutionary game played on a network, in the presence of noise and communication losses. Thus it appears that the emergence of symmetry clusters in the time-averaged dynamics of networks is a quite general feature. For the case of the evolutionary game, we obtain a reduction technique for exact, yet minimal, simulation of complex networks dynamics, which produces similar dynamical results, while computation requires less time and memory. However, a generalization of this quotient network reduction to other types of dynamics is nontrivial. The reason is that each dynamical model involves a different set of rules, which may be difficult to convert into equivalent rules for the quotient network. We hope our work will stimulate further research into reduction techniques that can be applied in a variety of dynamical models.
