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Abstract—Content caching is an efficient technique to reduce
delivery latency and system congestion during peak-traffic times
by bringing data closer to end users. Existing works consider
caching only at higher layers separated from physical layer.
In this paper, we study wireless caching networks by taking
into account cache capability when designing the signal trans-
mission. In particular, we investigate multi-layer caching and
their performance in edge-caching wireless networks where both
base station (BS) and users are capable of storing content data
in their local cache. Two notable uncoded and coded caching
strategies are studied. Firstly, we propose a coded caching
strategy that is applied to arbitrary value of cache size. The
required backhaul and access rates are given as a function of the
BS and user cache size. Secondly, closed-form expressions for the
system energy efficiency (EE) corresponding to the two caching
methods are derived. Thirdly, the system EE is maximized via
precoding vectors design and optimization while satisfying the
user request rate. Finally, numerical results are presented to
verify the effectiveness of the two caching methods.
Index terms— Edge caching, energy efficiency, optimiza-
tion.
I. INTRODUCTION
Future wireless networks will have to address stringent re-
quirements of delivering content at high speed and low latency
due to the proliferation of mobile devices and data-hungry
applications. It is predicted that by 2020, more than 74% of
network traffic will be video [1]. On the other hand, only
5–10% of the files are frequently requested. Various network
architectures have been proposed in order to boost the network
throughput and reduce transmission latency such as cloud
radio access networks and heterogeneous networks. Despite
potential high rate in the new architectures, traffic congestion
might occur during peak-traffic times. A promising solution
to reduce latency and network costs of content delivery is
to bring content closer to end users via distributed storage
across the network, which is referred to content placement
or caching [2] and usually consists of two phases: placement
and delivery. In the former, popular content is duplicated and
stored in distributed caches in the network. The delivery phase
usually occurs during peak-traffic hours when the actual users’
requests are revealed. If the requested content is available
in the user’s local storage, it can be served locally without
being sent via the network. In this manner, caching allows
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significant throughput reduction during peak-traffic times and
thus reducing network congestion [2], [3].
Caching strategies can be classified into two main methods:
uncoded and coded caching. The uncoded caching strategy
prefetches and delivers content to users independently without
coordination [2], [4]. The caching gain can be improved via
multicasting a fixed combination of files during the delivery
phase in coded caching [3]. By carefully prefetching content
into the caches and designing coded data, all users can decode
their desired content via a multicast stream. It is shown in [3]
that the coded caching achieves a global caching gain on top
of local caching gain. This gain is inversely proportional to
the total cache memory. Rate-memory tradeoff is investigated
in device-to-device (D2D) networks [6] and secrecy constraint
[5]. In [7], the authors study the tradeoff between the cache
memory at edge nodes and the transmission latency. The rate-
memory tradeoff of multi-layer coded caching networks is
studied in [8]. Note that the global gain brought by the coded
caching comes at a price of coordination since the data centre
needs to know the number of user in order to construct the
coded messages. Recently, energy efficiency (EE) of a cache-
assisted networks has been received considerable attentions.
Focusing on the content placement phase in heterogeneous
networks, the authors in [9] study the trade-off between
expected backhaul rate and energy consumption. In [10], the
impact of caching is analyzed via close-form expression of the
approximated network EE.
In this paper, we investigate the performance of edge-
caching wireless networks in which both users and base station
(BS) are capable of storing content data [11]. Our contributions
are as follows:
• Firstly, we propose a coded-caching strategy that is
applied to arbitrary value of cache size. The required rates
on backhaul and access links are given.
• Secondly, we analyze the system EE under the two
notable caching strategies: uncoded and coded caching.
In particular, closed-form expression for the EE is given
which reveals insight contributions of cache capability at
the BS and users.
• Thirdly, we design and optimize the precoding vectors
in order to maximize the system EE while satisfying
user request rate. The maximum EE is derived in closed-
form for zero-forcing (ZF) precoding and is obtained via
semi-definite relaxation (SDR) for general beamforming
design. Our paper differs from [9], [10] as following.
We focus on the delivery phase, while [10] considers
Fig. 1: Cache-assisted wireless networks with heterogeneous
user requests and cache capabilities.
the placement phase. We consider multi-layer cache and
the two caching strategies, while [9] only consider cache
available at BS with uncoded caching algorithm. Finally,
the EE is evaluated via numerical results. It is shown that
the uncoded-caching is more efficient only for the small
user cache sizes.
The rest of this paper is organised as follows. Section II
presents the system model and caching strategies. Section III
analyses the system EE. Section IV presents the proposed EE
maximization algorithms. Section V shows numerical results.
Finally, Section VI concludes the paper.
II. SYSTEM MODEL
We consider the downlink edge-caching wireless network
in which one BS equipped with L antennas serving K single-
antenna users with K ≤ L, as depicted in Figure 1. The BS
serves all users via wireless medium and connects to the data
centre via a error-free, bandwidth-limited backhaul link. The
wireless transmissions are subject to block Rayleigh fading
channels, in which the channel fading coefficients are fixed
within a block and are mutually independent across the users.
The block duration is assumed to be long enough to complete
one file request session. The data centre contains N files of
equal size of Q bits1 and is denoted by F = {F1, . . . , FN}.
The library size is NQ bits.
A. Caching model
In order to leverage the traffic in the network, the BS
is equipped with a storage memory of size Mb (files) and
the users are equipped with a memory of size Mu (files)
(equivalent to MbQ and MuQ bits), with 0 ≤ Mb,Mu ≤ N .
We consider off-line caching, in which the content place-
ment phase is accomplished during off-peak times [3]. For
robustness, we consider the completely distributed placement
phase in which the BS is unaware of user cache’s content. In
particular, the BS randomly stores MbQN bits of every file in its
1In practice, unequal file size can be divided into trunks of subfiles which
have the same size.
cache, which are randomly chosen. Similarly, each user stores
MuQ
N bits of every file in its cache under the uncoded caching
strategy. The placement phase at the user caches under the
coded caching is similar to [3].
At the beginning of a file request session, each user requests
one file from the data centre. In order to focus on insight
interplay between the EE and storage capacity, we assume
that the file popularities follow a uniform distribution, i.e., the
probability of one file being requested by a user is 1N [3].
The general file popularity distribution is left for future work.
Denote d1, ..., dK as the file indices requested by user 1, ...,K,
respectively. If the requested file is in the user cache, it can be
served immediately. Otherwise, this file is sent from the BS’s
cache or the data centre through the backhaul link during the
delivery phase.
We consider two notable caching methods for the delivery
phase: uncoded caching and coded caching. We will calculate
the required throughput (bits) of the backhaul and access links
in order to serve one request session (number of bits sent
through backhaul and access links for one file request session).
1) Uncoded caching: The straightforward method is to send
the users parts of the file which are not in its local cache [2].
We note that the users do not know the cache content of each
other. The advantage of this method is robustness and it does
not require coordination. The total number of bits transmitted
via the backhaul link, Qunc,BH, and the access links, Qunc,AC,
are given in the following proposition.
Proposition 1: Under the uncoded caching strategy, the
total number of bits transmitted through the backhaul links
is Qunc,BH = KQ
(
1− MuN
) (
1− MbN
)
, and the total of
bits transmitted through the access links is Qunc,AC =
KQ
(
1− MuN
)
.
The proof of Proposition 1 is omitted due to space limitation
and can be found by similar techniques in [11, Sec. II].
2) Coded caching: In this method, the data centre first
intelligently encodes the requested files and then sends them
to the users. We note that the data centre needs to know the
number of users in order to construct the coded bits.
Proposition 2: Let m = bKMuN c ∈ Z+, where bxc denotes
the largest integer not exceeding x, and δ = KMuN − m
with 0 ≤ δ < 1. Under the coded-caching strategy, the
throughput on the access link is Qcod,AC = (1−δ)Q(K−m)m+1 +
δQ(K−m−1)m+2 , and the backhaul thoughtput is Qcod,BH = (1−
δ)
(
1− (MbN )m) Q(K−m)m+1 + δ (1− (MbN )m+1) Q(K−m−1)m+2 .
Proposition 2, where its proof can be found in [14] due to
space limitation, derives the access links’ throughput under
the coded-caching strategy for arbitrary value of Mu. In the
special case δ = 0 and MuKN ∈ Z+, Qcod,AC is shorten as
KQ(1−Mu/N)
1+KMu/N
, which can also be found in [3]. Note that [3]
only derives the access link’s rate for limited values of Mu
such that KMuN is an integer. In other words, Proposition 2
closes the gap in [3] for arbitrary value of the user storage
capability Mu.
B. Transmission model
Let hk ∈ CL×1 denote the channel vector from the BS an-
tennas to user k, which follows a circular-symmetric complex
Gaussian distribution hk ∼ CN (0, σ2hkIK), where σ2hk is the
parameter accounting for the path loss from the BS antennas
to user k. The BS is assumed to know perfect channel state
informations (CSI) from all users. In practice, robust channel
estimation can be achieved through the transmission of pilot
sequences. When a user requests a file, it first checks its own
cache. If the requested file is already in its cache, it can be
served immediately. Otherwise, the user sends the requested
file’s index to the data centre. If the requested file is not at
the BS cache, it will be sent from the data centre to send via
the backhaul link. Then the BS transmits the requested file to
the user via the access links.
1) Signal transmission for uncoded caching strategy:
The data stream for each user under the uncoded caching
method is transmitted independently. Denote Fd1 , . . . , FdK
as the requested files from user 1, . . . ,K, respectively, and
F¯d1 , . . . , F¯dK as parts of the requested files which are not
at the user cache. The BS will send these subfiles to the
users. First, the BS modulates F¯fk in to the modulated signal
xk and then sends it through the access channels. The BS
first precodes the data before sending to the BS antennas.
Denote wk ∈ CL×1 as the precoding vector for user k.
The received signal at user k is given as yk = hHk wkxk +∑
l 6=k h
H
k wlxl + nk, where nk is Gaussian noise with zero
mean and variance σ2. The first term in yk is the desired
signal, and the second term is the inter-user interference. The
signal-to-interference-plus-noise ratio at user k is given as
SINRk =
|hHk wk|2∑
l 6=k |hHk wl|2+σ2
. The information achievable rate
of user k is Runc,k = B log2 (1 + SINRk), with 1 ≤ k ≤ K
and B is the channel bandwidth. In order for user k success-
fully decode the requested file, it must hold Runc,k ≥ γ,∀k,
where γ is the minimum request rate.
The transmit power on the access links under the uncoded
caching policy is Punc =
∑K
k=1 ‖ wk ‖2 .
2) Signal transmission for coded caching strategy: One can
use the beamforming design derived in the previous subsection
to delivery the requested files in the coded-caching method.
However, since the coded caching strategy transmits a common
(coded) message XS (see [3], [14] for details) to all users dur-
ing the delivery phase, using the orthogonal beams might result
in resources redundancy. Instead, the BS applies physical-layer
multicasting to precode the coded data [12]. In this method, the
BS uses only one precoding vector w ∈ CL×1. The received
signal at user k is given as yk = hHk wx+ nk, where x is the
modulated signal of message XS . The achievable rate at user k
under the coded transmission is Rcod,k = B log2(1+
|hHk w|2
σ2 ).
In order to successfully deliver the data to all users, it must
hold Rcod,k ≥ γ,∀k.
The transmit power on the access links under the coded
caching policy is Pcod =‖ w ‖2 .
III. ENERGY-EFFICIENCY ANALYSIS
This section analyzes the energy-efficiency of the con-
sidered networks under two uncoded and coding caching
strategies.
Definition 1 (Energy efficiency): The energy efficiency mea-
sured in bit/Joule is defined as how many delivered bits per
Joule: EE = KQEΣ , where KQ is the total requested bits
from the K users and EΣ is the total energy consumption
for sending the requested bits in one file request session.
Since the cache placement phase in off-line caching occurs
much less frequently (daily or weekly) than the delivery phase,
we assume the energy consumed by the placement phase is
negligible and thus EΣ is the energy cost in the delivery phase.
A. EE analysis for uncoded caching strategy
The total energy cost under the uncoded caching policy
is given as Eunc,Σ = Eunc,BH + Eunc,AC, where Eunc,BH
and Eunc,AC are the energy cost on the backhaul and access
links, respectively [13]2. To compute the energy consumption
on the access links, we should note that each user requests
Qunc,AC/K bits. The uncoded caching strategy sends these
bits to each user independently via unicasting. Since the user
request rate is γ, it takes Qunc,ACKγ seconds to complete the
transmission. Therefore, the total energy consumed on the
access links is calculated as Eunc,AC =
Qunc,AC
Kγ Punc =
Q(1−MuN )
γ
∑K
k=1 ‖ wk ‖2 .
Sine the backhaul link provides enough capacity to serve the
access network, the energy cost on the backhaul is modelled
as Eunc,BH = ηQunc,BH = ηKQ
(
1− MuN
) (
1− MbN
)
, where
η is a constant. In practices, η can be seen as the pricing factor
used to trade energy for transferred bits [13]. The actual value
of η depends on the backhaul technology.
Therefore, the EE under the uncoded caching strategy is
EEunc =
K(
1− MuN
) (
ηK
(
1− MbN
)
+
∑K
k=1‖wk‖2
γ
) . (1)
It is observed from (1) that the EE under uncoded caching
strategy is jointly determined by the cache capacities Mu and
Mb and the transmitted power on the access links.
B. EE analysis for coded caching strategy
The energy cost on the backhaul link under the coded
caching strategy is given as Ecod,BH = ηQcod,BH, where
η is the pricing factor. In order to calculate the energy
consumption on the access links, Ecod,AC, we note that the BS
broadcasts same information XS to all users in the delivery
phase. Therefore, the time duration needed for the BSs to
broadcast all Qcod,AC bits to all the users is Qcod,AC/γ. The
total energy consumed by the BSs in this case is given as
Ecod,AC =
Qcod,AC
γ Pcod.
The EE in this case is given as EEcod = KQEcod,Σ =
KQ
ηQcod,BH+Qcod,AC
Pcod
γ
, where Qcod,AC, Qcod,BH are given in
Proposition 2. When the user cache size satisfies KMuN ∈ Z+,
i.e., δ = 0, the EE under the coded-caching strategy is shorten
as EEcod =
1+KMuN
(1−MuN )
(
η
(
1−
(
Mb
N
)KMu
N
+1
)
+
Pcod
γ
) .
Similar observation as in the uncoded caching strategy, the
EE under the coded-caching is determined by the storage
capability at the BS and users and the transmitted power on
the access link.
2In practice, EΣ also includes a static energy consumption factor.
IV. ENERGY-EFFICIENCY MAXIMIZATION IN
CACHE-ASSISTED WIRELESS NETWORKS
We aim at designing the precoding vectors {wk}Kk=1 in
order to maximize the EE while satisfying the rate requirement
γ. The optimization problem is stated as
Maximize
{wk∈CL×1}Kk=1
EE s.t. Rk ≥ γ,∀k, (2)
where EE ∈ {EEcod,EEunc} stands for the EE under the
two caching strategies and Rk ∈ {Rcod,k, Runc,k}, with
Runc,k, Rcod,k are given in Section II-B. The constraint in
(2) is to guarantee reliable transmission on the access links.
A. EE maximization for uncoded caching strategy
It is observed from (1) that for a given network topology,
maximizing EEunc is equivalent to minimizing the energy
consumption on the access links. Thus, the problem (2) is
reformulated as
Minimize
{wk}Kk=1
K∑
k=1
‖wk ‖2, s.t. |h
H
k wk|2∑
l 6=k|hHk wl|2+σ2
≥ζ,∀k. (3)
where the rate constraint is replaced by equivalent SINR
constraint and ζ , 2 γB − 1.
1) Cost minimization by Semi-Definite Relaxation: It is
observed that problem (3) is a NP-hard problem due to its
non-convex constraints. Therefore, we resort (3) into a convex
problem for computational efficiency.
We introduce new variables Xk = wkwHk ∈ CL×L and
denote Ak = hkhHk ∈ CL×L. Taking into consideration the
fact that |hHl wk|2 = hHl wkwHk hl = Tr(hlhHl wkwHk ) =
Tr(AlXk), we can reformulate problem (3) as
Minimize
{Xk∈CL×L}Kk=1
K∑
k=1
Tr(Xk), s.t. Xk  0; rank(Xk) = 1; (4)
Tr(AkXk) ≥ γ
∑
l 6=k
Tr(AlXk)+γσ
2,∀k.
It is observed that problem (4) is still difficult to solve
because of the non-convex rank one constraint. Fortunately,
the objective function and the two first constraits are convex.
Therefore, (4) can be solved by the SDR which is obtained
by ignoring the rank one constraint. It can be shown that the
SDR of (4) is a convex optimization problem and is solvable
by using, e.g., the primal-dual interior point method [15].
From the optimal value X?k of the SDR of (4), we obtain
the optimal precoding vector w?k. Substituting w
?
k into (1 we
obtain the maximal EE of the uncoded caching strategy under
SDR design.
Remark 1: In general, a SDR solution of (4) might violate
the rank-one constraint, which is, in fact, a generic problem
of SDR. To obtain an approximated (vector) solution w∗k for
(4) from a SDR counterpart X∗k, we implement the Gaussian
randomization procedure [16].
2) Cost minimization by Zero-Forcing design: Although
targeting general beamforming design, the implementation of
SDR does not always guarantee the optimum solution, since
the rank one constraint might be violated. In this subsection,
we maximize the EE based on the ZF design because of
its low computational complexity. Since the direction of the
beamforming vectors are already defined by the ZF, only
transmitting power on each beam needs to be optimized. Let
pk, 1 ≤ k ≤ K, denote the transmit power dedicated for user
k. The precoding vector for user k is given as wk =
√
pkh˜k,
where h˜k is the ZF beamforming vector for user k, which is
the k-th column of HH(HHH)−1, with H = [h1, . . . ,hK ]T .
Theorem 1: Under the ZF design, the uncoded caching
strategy achieves the maximum EE given as
EEZFunc =
K(
1− MuN
) (
ηK
(
1− MbN
)
+
ζσ2
∑K
k=1‖h˜k‖2
γ
) .
Proof: By definition, |hHl wk|2 = pkδlk, where δij is the
Dirac delta function. Therefore, the constraint in (3) becomes
pk
σ2 ≥ ζ,∀k. Consequently, the cost minimization problem is
formulated as follows:
Minimize
{ pk:pk≥0}Kk=1
K∑
k=1
pk ‖ h˜k ‖2 s.t. pk ≥ ζσ2,∀k. (5)
It is straightforward to verify that the optimal solution of the
above problem is p?k = ζσ
2, and the minimum transmit power
is ζσ2
∑K
k=1 ‖ h˜k ‖2. Substituting this into EEunc, we obtain
the proof of Theorem 1.
B. EE maximization for coded caching strategy
We observe from (III-B) that maximizing the EE is equiva-
lent to minimizing the transmitted power Pcod. The optimiza-
tion problem in this case is stated as follows:
Minimize
{w∈CL×1}
‖w‖2 s.t. |hHk w|2 ≥ ζσ2,∀k. (6)
By introducing a new variable X = wHw ∈ CL×L, the
problem (6) is equivalent to
Minimize
X∈CL×L
Tr(X) s.t. Tr(AkX) ≥ ζσ2,∀k, (7)
X  0, rank(X) = 1.
We observe that the objective function and two first constraints
of problem (7) are convex. Therefore, by removing the rank-
one constraint, the problem (7) can be effectively solved by
the SDR method. We note that the solution of SDR does not
always satisfy the rank-one condition. Thus, Gaussian random-
ization procedure might be used to obtain the approximated
vector from the SDR solution [16]. From the optimal value
X? of problem (7), we obtain the optimal precoding vector
w?.
V. NUMERICAL RESULTS
This section presents numerical results to demonstrate the
effectiveness of the studied caching policies. The results are
averaged over 300 channel realizations. For ease of presen-
tation, the uncoded caching under the general beamformer
design using SDR in Section IV-A1 is named as SDR and
the ZF design in Section IV-A2 is named as Zero-Forcing in
the figures.
(a) (b) (c)
Fig. 2: a) EE v.s. the normalized user memory, Mb = N . b) EE v.s. the normalized user memory, Mb = 0.5N . c) EE v.s. the
normalized BS memory, Mu = 0.7N . In all cases: L = 10, K = 8, N = 1000, B = 1 Mhz, Q = 1 Mbits, γ = 1 Mbps,
σ2 = 1 and η = 10−6 joule/bit.
We first study the two caching strategies when the energy
consumption on the backhaul is negligible. This occurs when
the BS cache is large enough to prefetch all the files. In this
case, the EE only depends on the user cache size. Figure 2a
presents the EE of the two caching strategies as the function of
the normalized user cache size (the user cache size Mu divided
by the library size N ). The EE is plotted based on the optimal
precoding vectors obtained from Section IV. It is shown in
the figure that the uncoded caching achieves higher EE than
the coded caching when the normalized user cache is less
than 0.2, which suggests to use uncoded caching when Mu is
small. This result is important guideline for practical systems
to use the uncoded caching since the user cache is usually
capable of storing a small portion of the library in practice.
Another observation is that the uncoded caching under SDR
design achieves higher EE than the ZF for all user cache size.
This is because the SDR design is more efficient than the ZF
precoding.
Figure 2b compares the EE for various user cache size
when Mb = 0.7N . In general, the coded caching method is
more efficient than the uncoded caching for all user cache
size. Increasing user cache capability results in larger gain
of the coded-caching compared with the uncoded method.
Figure 2c compares the EE for different BS cache size when
Mu = 0.5N . Similar conclusion as the previous case that the
coded-caching significantly outperforms the uncoded method
for all Mb range. It is also shown that the SDR design achieves
similar EE as the ZF when Mb is small. From the practical
point of view, ZF design is preferred in this case because of its
low complexity. When Mb increases, the SDR achieves higher
EE than the ZF.
VI. CONCLUSIONS
We have analyzed edge-caching wireless networks in which
both BS and users are capable of storing content files in their
local cache. First, we derived the required rate on backhaul
and access links under the coded-caching strategy for arbitrary
cache size. Second, we analyzed the system energy efficiency
for both coded-caching and uncoded caching strategies. Based
on the derived formulas, the EE was maximized via precoding
design and optimization. It was shown that the uncoded-
caching is more energy efficient than coded caching only when
the user cache size is small.
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