Abstract. In this paper, we study the process of McShane delta integrals on time scales and discuss the relation between McShane delta integral and Henstock delta integral. We also prove the monotone convergence theorem, Fatou's Lemma and the dominated convergence theorems for the McShane delta integral.
Introduction
The calculus on time scales was introduced for the first time in 1988 by Hilger [1] to unify the theory of difference equations and the theory of differential equations. It has been extensively studied on various aspects by several authors [2] [3] [4] [5] [6] [7] [8] . Surprisingly enough, the McShane integral has not received attention in the literature of time scales. In this paper, a treatment of the McShane integral on time scales is given. We prove the monotone convergence theorem and the dominated convergence theorems for the McShane delta integral. The McShane nabla integral may be treated in a similar way.
Definitions and basic properties
A time scale T is a nonempty closed subset of real numbers R with the subspace topology inherited from the standard topology of R. For t ∈ T we define the forward jump operator σ(t) by σ(t) = inf{s > t : s ∈ T} where inf ∅ = sup{T}, while the backward jump operator ρ(t) is defined by ρ(t) = sup{s < t : s ∈ T} where sup ∅ = inf{T}. If σ(t) > t, we say that t is right-scattered, while if ρ(t) < t, we say that t is left-scattered. If σ(t) = t, we say that t is right-dense, while if ρ(t) = t, we say that t is left-dense. The forward graininess function µ(t) of t ∈ T is defined by µ(t) = σ(t) − t, while the backward graininess function ν(t) of t ∈ T is defined by ν(t) = t − ρ(t). For a, b ∈ T we define the closed interval
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Replacing the term McShane partition by Henstock partition in the definition above we obtain Henstock ∆−integrability and the definition of the Henstock ∆−integral (H)
The basic properties of the McShane ∆−integral, for example, linearity and additivity with respect to intervals are similar to the Henstock ∆−integral case. We do not present them here. The reader is referred to [4] for the details.
By the definitions of Henstock ∆−integral and McShane ∆−integral and the fact that each δ−fine Henstock partition is also δ−fine McShane partition, we get immediately the following theorem.
Remark 2.3. The following example shows that the converse of Theorem 2.2 is not true. In other words, there exists a function which is Henstock ∆−integrable but is not McShane ∆−integrable.
where C is any constant. In [4] 
Proof. The proof is similar to the case for Henstock integrable functions and the reader is referred to [9, Theorem 3.2.1.] for details. 
Convergence theorems
Lemma 3.1. Let f n , f : [a, b] T → R. Assume that each f n is McShane ∆−integrable on [a, b] T , f (t) = ∞ n=1 f n (t) pointwise on [a, b] T , and ∞ n=1 b a |f n (t)|∆t < ∞. Let s k (t) = k n=1 f n (t), then
For each k, s k is McShane ∆−integrable and there is a ∆−gauge
Define a function g :
Then g(t) is McShane ∆−integrable on R T {−∞, +∞} and
R T {−∞,+∞} g(t)∆t = 1 2 . Let δ g be a ∆−gauge such that |S(g, D g ) − R T g(t)∆t| < 1 2 for each δ g −fine partition D g of R T . Further, we have 0 ≤ S(g, D g ) ≤ R T g(t)∆t + 1 2 = 1 whenever D g is a δ g −fine partition of [a, b] T . Since s k converges pointwise to f , for each ξ ∈ [a, b] T , we can choose an k(ξ) ∈ N such that k(ξ) ≥ N and |s k (ξ) − f (ξ)| < g(ξ) for k ≥ k(ξ). Define a ∆−gauge on [a, b] T by setting δ(ξ) = (δ L (ξ), δ R (ξ)) such that δ L (ξ) = min{δ g L (ξ), δ k(ξ) L (ξ)}, δ R (ξ) = min{δ g R (ξ), δ k(ξ) R (ξ)} for all ξ ∈ [a, b] T . Let D = {([t i−1 , t i ] T , ξ i )} m i=1 be a δ−fine partition of [a, b] T and M = max{k(ξ 1 ), k(ξ 2 ), · · · , k(ξ m )} ≥ N.
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Then we have
Finally, for k > N , we have that 
Proof. Set f 0 = 0 and g n = f n − f n−1 for n ≥ 1. Then g n ≥ 0 and
So we have that
Consequently, from Lemma 3.1 we have
T and g n increases monotonically to f . Since g n ≤ f n for all n, we have 
