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A LOCAL CHARACTERIZATION OF B2 REGULAR CRYSTALS
SHUNSUKE TSUCHIOKA
Abstract. Stembridge characterizes regular crystals associated with a simply-
laced generalized Cartan matrix (GCM) in terms of local graph-theoretic
quantities. We give a similar axiomatization for B2 regular crystals and
thus for regular crystals of finite GCM except G2 and affine GCM except
A
(1)
1 , G
(1)
2 , A
(2)
2 ,D
(3)
4 . As we will review in §1.7, finding a set of local axioms
that characterizes B2 regular crystals has been an open problem.
1. Introduction
1.1. Kashiwara crystals. Let A = (aij)i,j∈I be a symmetrizable generalized Car-
tan matrix (GCM) in the sense of [Kac, §1.1,§2.1]. In this paper, I is always assumed
to be a finite set. We fix a Cartan data for A that is a 4-tuple (P, P∨,Π,Π∨) with
(1) P is a free Z-module of rank 2|I| − rankA and P∨ = HomZ(P,Z),
(2) Π = {αi | i ∈ I} (resp. Π
∨ = {hi | i ∈ I}) are Z-linearly independent
elements in P (resp. P∨) such that aij = 〈hi, αj〉 for all i, j ∈ I where
〈, 〉 : P∨ × P → Z is the canonical pairing.
A Kashiwara crystal is a 6-tuple (B,wt, (e˜i)i∈I , (f˜i)i∈I , (εi)i∈I , (ϕi)i∈I) where B
is a set and wt : B → P, εi, ϕi : B → Z ⊔ {−∞}, e˜i, f˜i : B → B ⊔ {0} are functions
that satisfy the axioms (K1)–(K5) given below (see also [Ka2, §7.2]). In (K1)–(K3),
we understand a+ (−∞) = (−∞) + a = −∞ for a ∈ Z.
(K1) ∀i ∈ I, ∀b ∈ B,ϕi(b) = εi(b) + 〈hi,wt(b)〉.
(K2) ∀i ∈ I, ∀b ∈ B, e˜ib 6= 0⇒ wt(e˜ib) = wt(b) + αi, εi(e˜ib) = εi(b)− 1, ϕi(e˜ib) = ϕi(b) + 1.
(K3) ∀i ∈ I, ∀b ∈ B, f˜ib 6= 0⇒ wt(f˜ib) = wt(b)− αi, εi(f˜ib) = εi(b) + 1, ϕi(f˜ib) = ϕi(b)− 1.
(K4) ∀i ∈ I, ∀b ∈ B, ∀b′ ∈ B, e˜ib = b
′ ⇔ b = f˜ib
′.
(K5) ∀i ∈ I, ∀b ∈ B,ϕi(b) = −∞⇒ e˜ib = f˜ib = 0.
Remark 1.1. In this paper, we use shorthand such as ∀, ∃,⇔ when we state axioms
because the usage has some advantage in that the presentation becomes unambigu-
ous, mathematically formal and more translatable to a computer implementation.
1.2. Highest weight crystals and regular crystals. For a dominant integral
weight λ ∈ P+ (i.e., ∀i ∈ I, 〈hi, λ〉 ≥ 0), Kashiwara establishes the existence and
uniqueness of the crystal basis B(λ) (called highest weight crystal) of an integrable
highest weight representation V (λ) of the quantum group Uq(A) [Ka1, Theorem 2].
Let Oint be the full subcategory of all Uq(A)-modules consisting of integrable
modules with a certain finiteness condition on weights (see [Ka1, §1.2]). A regular
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crystal is defined to be the crystal basis of an object of Oint and is a disjoint union
of highest weight crystals [Ka1, Theorem 3].
The regular crystals occupy a special position in Kashiwara crystal theory.
They not only give representation-theoretic information such as tensor product
multiplicities, branching coefficients, etc. but also bring insightful unification for
classical, popular, but seemingly ad hoc constructions such as Young tableaux,
the Littlewood-Richardson rule (see [Ka2, §5]), etc. and allows generalizations
(e.g., [KN, GJK3]). Since Kashiwara’s theorems draw fully upon the strength of
power of abstraction of representation theory, some prefer elementary approaches.
1.3. Crystal graphs. Kashiwara crystal (B,wt, (e˜i)i∈I , (f˜i)i∈I , (εi)i∈I , (ϕi)i∈I) af-
fords an I-colored directed graph (the crystal graph of B) by the rule:
there is an i-colored arrow from x to y if and only if f˜ix = y.
Definition 1.2. An I-colored directed graph X is good if for any x ∈ X and i ∈ I
(G1) there is at most one i-colored arrow from x,
(G2) there is at most one i-colored arrow to x,
(G3) the length of i-string through x is finite.
When there is an i-colored arrow from x to y, we write as f˜ix = y and e˜iy = x.
f˜ix = 0 (resp. e˜ix = 0) means that there is no i-colored arrow from x (resp. to x).
Thanks to the axioms,
ϕi(x) = max{m ≥ 0 | f˜
m
i x 6= 0}, εi(x) = max{m ≥ 0 | e˜
m
i x 6= 0}
are well-defined (i.e., take finite values). The crystal graph of a highest weight
crystal B(λ) is good and the quantities εi, ϕi are the same as above [Ka1, (2.4.1)].
Definition 1.3. Let X be a good I-colored directed graph. We say that x0 ∈ X is
a maximum element if
(M1) ∀i ∈ I, e˜ix0 = 0 (i.e., εi(x0) = 0),
(M2) ∀x ∈ X, ∃s ≥ 0, ∃(i1, · · · , is) ∈ I
s, f˜i1 · · · f˜isx0 = x (i.e., e˜is · · · e˜i1x = x0).
Definition 1.4. Let X be a good I-colored directed graph. We define
∆gβ(i, j, x) = βj(g˜ix)− βj(x)
for g ∈ {e, f}, β ∈ {ε, ϕ} and x ∈ X, i, j ∈ I with g˜ix 6= 0.
1.4. Stembridge crystals. For a symmetrizable GCM A, Stembridge proved the
A-regularity of highest weight crystals via Littelmann’s path model [Li1, Li2].
Theorem 1.5 ([Ste, Definition 1.1, Proposition 2.4]). Let A = (aij)i,j∈I be a
symmetrizable GCM. For a dominant integral weight λ ∈ P+, the highest weight
crystal B(λ) is an A-regular graph having a maximum element bλ ∈ B(λ) with
ϕi(bλ) = 〈hi, λ〉 for all i ∈ I. An A-regularity of a directed graph X is defined by
the axioms (S1)–(S5) given below (see also Remark 1.1).
(S1) X is a good I-colored directed graph in the sense of Definition 1.2.
(S2) ∀x ∈ X, ∀i ∈ I, e˜ix 6= 0⇒ ∀j ∈ I \ {i},∆
e
ϕ(i, j, x)−∆
e
ε(i, j, x) = aji.
(S3) ∀x ∈ X, ∀i ∈ I, e˜ix 6= 0⇒ ∀j ∈ I \ {i},∆
e
ϕ(i, j, x) ≤ 0 ≤ ∆
e
ε(i, j, x).
(S4) ∀i 6= ∀j ∈ I, ∀x ∈ X ,e˜ix 6= 0 6= e˜jx⇒ (A
−
i,j),(A
−
j,i),(B
−).
(S5) ∀i 6= ∀j ∈ I, ∀x ∈ X ,f˜ix 6= 0 6= f˜jx⇒ (A
+
i,j),(A
+
j,i),(B
+).
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(A−k,ℓ) ∆
e
ε(k, ℓ, x) = 0⇒ ∃z = e˜ℓe˜kx = e˜ke˜ℓx,∆
f
ϕ(ℓ, k, z) = 0.
(B−) (∆eε(i, j, x),∆
e
ε(j, i, x)) = (1, 1)⇒ ∃z = e˜ie˜
2
j e˜ix = e˜j e˜
2
i e˜jx, (∆
f
ϕ(i, j, z),∆
f
ϕ(j, i, z)) = (1, 1).
(A+k,ℓ) ∆
f
ϕ(k, ℓ, x) = 0⇒ ∃z = f˜ℓf˜kx = f˜kf˜ℓx,∆
e
ε(ℓ, k, z) = 0.
(B+) (∆fϕ(i, j, x),∆
f
ϕ(j, i, x)) = (1, 1)⇒ ∃z = f˜if˜
2
j f˜ix = f˜j f˜
2
i f˜jx, (∆
e
ε(i, j, z),∆
e
ε(j, i, z)) = (1, 1).
Convention. In the definition, for example, ∃z = e˜ie˜
2
j e˜ix = e˜j e˜
2
i e˜jx in (B
−) means
(1) e˜ix, e˜j e˜ix, e˜j e˜j e˜ix, e˜ie˜j e˜j e˜ix, e˜jx, e˜ie˜jx, e˜ie˜ie˜jx, e˜j e˜ie˜ie˜jx 6= 0,
(2) e˜ie˜j e˜j e˜ix = e˜j e˜ie˜ie˜jx and we name it z.
Remark 1.6. As in [Ste, pp.4810], (1) has a redundancy in that some are forced au-
tomatically (i.e., e˜ix, e˜j e˜ix, e˜j e˜j e˜ix, e˜jx, e˜ie˜jx, e˜ie˜ie˜jx 6= 0 follows from (∆
e
ε(i, j, x),∆
e
ε(j, i, x)) =
(1, 1) and εi(x), εj(x) ≥ 1). We have similar remarks on (A
±
k,ℓ). But we will not
consider minimization of axioms and use freely abbreviations involving ∃.
Remark 1.7. Note ∆eε(i, i, x) = −1,∆
e
ϕ(i, i, x) = 1,∆
f
ε (i, i, x) = 1,∆
f
ϕ(i, i, x) =
−1 if defined. Also note ∆fβ(i, j, x) = −∆
e
β(i, j, f˜ix) for β ∈ {ε, ϕ} if defined. Thus,
we can replace (S2) (resp. (S3)) with (S2k) for k ∈ {a, b, c} (resp. (S3’)).
(S2a) ∀x ∈ X, ∀i ∈ I, e˜ix 6= 0⇒ ∀j ∈ I,∆
e
ϕ(i, j, x)−∆
e
ε(i, j, x) = aji.
(S2b) ∀x ∈ X, ∀i ∈ I, f˜ix 6= 0⇒ ∀j ∈ I \ {i},∆
f
ε (i, j, x)−∆
f
ϕ(i, j, x) = aji.
(S2c) ∀x ∈ X, ∀i ∈ I, f˜ix 6= 0⇒ ∀j ∈ I,∆
f
ε (i, j, x)−∆
f
ϕ(i, j, x) = aji.
(S3’) ∀x ∈ X, ∀i ∈ I, f˜ix 6= 0⇒ ∀j ∈ I \ {i},∆
f
ε (i, j, x) ≤ 0 ≤ ∆
f
ϕ(i, j, x).
When A is simply-laced, (S2), (S3) imply (∆eε(i, j, x),∆
e
ε(j, i, x)) = (0, 0), (0, 1), (1, 0), (1, 1)
(resp. (∆fϕ(i, j, x),∆
f
ϕ(j, i, x)) = (0, 0), (0, 1), (1, 0), (1, 1)) if e˜ix 6= 0 6= e˜jx (resp.
f˜ix 6= 0 6= f˜jx) with i 6= j. Recall that A = (aij)i,j∈I is simply-laced if
∀i 6= ∀j ∈ I, A|i,j :=
(
aii aij
aji ajj
)
= A1 ⊕A1
(
=
(
2 0
0 2
))
, A2
(
=
(
2 −1
−1 2
))
.
Stembridge’s A-regularity characterizes simply-laced highest weight crystals.
Theorem 1.8 ([Ste, Proposition 1.4, Theorem 3.3]). Let A = (aij)i,j∈I be a simply-
laced GCM and let X be an A-regular graph with a maximum element x0 ∈ X.
Then, there exists a unique I-colored directed graph isomorphism between X and
B(λ) where λ ∈ P+ satisfies 〈hi, λ〉 = ϕi(x0) for all i ∈ I.
Example 1.9. For a symmetrizable GCM A = (aij)i,j∈I with detA 6= 0, the
fundamental weight Λi is defined by 〈hj ,Λi〉 = δij for all j ∈ I. The left (resp.
right) figure below is the A2-crystal B(2Λ1) (resp. B(Λ1 + Λ2)) and affords a
visualization of (A−1,2) (resp. (B
−)). Here, thick arrows are 1-arrows.
z
x
z x
1.5. The main result. While knowledge on regular crystals for simply-laced GCMs
gives that for finite and affine GCMs via diagram folding techniques such as [BS,
§5], [NS], [Ka3], it is still desirable to have local axioms of regular crystals for wider
class in symmetrizable GCMs than simply-laced GCMs. Thanks to [KMN21, Propo-
sition 2.4.4], this question is reduced to the rank 2 cases. The aim of this paper is
to give an answer for B2 =
(
2 −2
−1 2
)
(see §1.7, on previous studies).
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zy′
f˜ 2i f˜jz
y w
f˜ 2i f˜
2
j f˜iz
x
y′ = z
y
x
y′
z
y
x
Figure 1. B2 crystals B(Λ1 + Λ2), B(3Λ1), B(2Λ2) from left to right
Theorem 1.10. Let A = (aij)i,j∈I be a symmetrizable GCM with ∀i 6= ∀j ∈
I, A|i,j = A1 ⊕ A1, A2, B2,
tB2 and let X be an A-regular graph with a maximum
element x0 ∈ X that further satisfies
∀i 6= ∀j ∈ I, A|i,j = B2 ⇒ (S6),(S7),(S8),(S9).
Then, there exists a unique I-colored directed graph isomorphism between X and
B(λ) where λ ∈ P+ satisfies 〈hi, λ〉 = ϕi(x0) for all i ∈ I.
(S6) ∀x ∈ X, e˜ix 6= 0 6= e˜jx,∆(x) = (1, 2)⇒ (D
−).
(S7) ∀x ∈ X, f˜ix 6= 0 6= f˜jx,∆
′(x) = (1, 2)⇒ (D+).
(S8) ∀x ∈ X, f˜ix 6= 0 6= f˜jx,∆
′(x) = (1, 1), ϕi(x) ≥ 2⇒ (C
+
1 ).
(S9) ∀x ∈ X, f˜ix 6= 0 6= f˜jx,∆
′(x) = (0, 2), f˜j f˜
2
i x 6= 0,∆
f
ϕ(j, i, f˜
2
i x) = 0⇒ (C
+
1 ).
(D−) ∃y = e˜2i e˜jx, ∃y
′ = e˜2i e˜
2
j e˜ix,(P
−
1 ),(Q
−
1 ),(R
−),(∆fϕ(i, j, y),∆
f
ϕ(i, j, y
′)) 6= (1, 0).
(D+) ∃y = f˜2i f˜jx, ∃y
′ = f˜2i f˜
2
j f˜ix,(∆
e
ε(i, j, y),∆
e
ε(i, j, y
′)) = (0, 1)⇒ ∃z = f˜j f˜
3
i f˜
2
j f˜ix = f˜if˜
2
j f˜
3
i f˜jx.
(C+1 ) ∃z = f˜if˜
2
j f˜
2
i x = f˜j f˜
3
i f˜jx.
(P−1 ) (∆
f
ϕ(i, j, y),∆
f
ϕ(i, j, y
′)) = (1, 1)⇒ f˜jy
′ = e˜iy,∆
f
ϕ(j, i, y
′) = 1.
(Q−1 ) (∆
f
ϕ(i, j, y),∆
f
ϕ(i, j, y
′)) = (0, 1)⇒ ∃z = e˜j e˜
3
i e˜
2
j e˜ix = e˜ie˜
2
j e˜
3
i e˜jx,∆
′(z) = (1, 2).
(R−) (∆fϕ(i, j, y),∆
f
ϕ(i, j, y
′)) = (0, 0)⇒ f˜jy
′ = e˜iy,∆
f
ϕ(j, i, y
′) = 2,∆fϕ(j, i, f˜
2
i y
′) = 0.
Here ∆(x) = (∆eε(i, j, x),∆
e
ε(j, i, x)) and ∆
′(x) = (∆fϕ(i, j, x),∆
f
ϕ(j, i, x)). Note
that existence of y in (D−) (resp. (D+)) is not a genuine part of the axioms (see
also Remark 1.6) because it follows from ∆eε(j, i, x) = 2 (resp. ∆
f
ϕ(j, i, x) = 2).
Note also that we have e˜iy 6= 0 in (P
−
1 ),(R
−) by ∆eε(j, i, x) = 2 and εi(x) ≥ 1.
Example 1.11. We duplicate [Ste, Figure 5] as Figure 1 (see also Example 1.9). In
Figure 1, thick arrows are 1-arrows. We can see an appearance of (Q−1 ),(P
−
1 ),(R
−)
from left to right. We can also see (S7) (resp. (S8)) in the left (resp. middle) graph
at z, and (S9) in the right graph at y′.
1.6. Variants of axioms. By symmetry with respect to e˜k and f˜k (resp. εk and
ϕk) for k ∈ {i, j} and i 6= j ∈ I with A|i,j = B2, (S8’) holds (see Proposition 2.4).
(S8’) ∀x ∈ X, e˜ix 6= 0 6= e˜jx,∆(x) = (1, 1), εi(x) ≥ 2⇒ (C
−
1 ).
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Here, (C−1 ) is given as ∃z = e˜ie˜
2
j e˜
2
ix = e˜j e˜
3
i e˜jx. Similarly, the full symmetric version
of (S6) (instead of (S7)) and the symmetric version of (S9) hold for i 6= j ∈ I with
A|i,j = B2, but we do not need them.
We can replace (P−1 ), (Q
−
1 ) with (P
−), (Q−) respectively (and independently).
(P−) (∆fϕ(i, j, y),∆
f
ϕ(i, j, y
′)) = (1, 1)⇒ y′ = e˜ie˜j e˜ie˜j e˜ix = e˜j e˜
3
i e˜jx,∆
f
ϕ(j, i, y
′) = 1.
(Q−) (∆fϕ(i, j, y),∆
f
ϕ(i, j, y
′)) = (0, 1)
⇒ ∃z = e˜j e˜
2
i e˜j e˜ie˜j e˜ix = e˜j e˜
3
i e˜
2
j e˜ix = e˜ie˜
2
j e˜
3
i e˜jx = e˜ie˜j e˜ie˜j e˜
2
i e˜jx,∆
′(z) = (1, 2).
A reason why the shorter version operates well is that a proposition (precisely,
Proposition 3.1) that is used in the proof of Theorem 1.10 just needs weak Church-
Rosser property (a.k.a. local confluence property, see [BN, §2.7]).
Definition 1.12. Let X be a good I-colored directed graph. We say X has a
homogeneous local confluence property if (the last equality is the one as multisets)
∀x ∈ X, ∀i 6= ∀j ∈ I, e˜ix 6= 0 6= e˜jx,
⇒ ∃s ≥ 2, ∃(i1, · · · , is), ∃(i
′
1, · · · , i
′
s) ∈ I
s,
is = i, i
′
s = j, ∃z = e˜i1 · · · e˜isx = e˜i′1 · · · e˜i′sx, {ik | 1 ≤ k ≤ s} = {i
′
k | 1 ≤ k ≤ s}.
We choose (P−1 ) (resp. (Q
−
1 )) by just a reason that they involve minimum num-
ber of i, j-strings in the confluence relation in (P−) (resp. (Q−)) because of the
maximum powers on Kashiwara operators. But by similar reasons mentioned above
involving Definition 1.12, (P−1 ) (resp. (Q
−
1 )) has some alternatives other than (P
−)
(resp. (Q−)). We will not discuss such alternatives because (P−1 ) (resp. (Q
−
1 ))
seems to be nice. For example, if the extra implication in Remark 1.13 does not
hold, we need to add (∆eε(i, j, f˜
2
i f˜jz),∆
e
ε(i, j, f˜
2
i f˜
2
j f˜iz)) = (0, 1) to (Q
−
1 ) so that the
assumption (∆eε(i, j, y),∆
e
ε(i, j, y
′)) = (0, 1) in (D+) is certainly satisfied when we
substitute z to x in (S7). But luckily, we need not.
Remark 1.13. In (Q−1 ), the symmetry f˜
2
i f˜jz = f˜iy
′, f˜2i f˜
2
j f˜iz = f˜iy (see Figure 1)
and Remark 1.7 imply (∆eε(i, j, f˜
2
i f˜jz),∆
e
ε(i, j, f˜
2
i f˜
2
j f˜iz)) = (0, 1).
1.7. Comparison with previous studies. As far as the author knows, finding a
set of local axioms that characterizes B2 regular crystals has been an open problem
since [Ste]. This fact seems well shared in the community. For example, in their
recent textbook [BS] of Kashiwara crystal theory, Bump-Schilling explain an ap-
proach based on Stembridge’s local axiom and the virtual crystal technique. But
previous studies [Ster, DKK] on local axioms for B2 regular crystals are not even
listed in their reference. This is a “social proof” that this problem has been open
and “effective local axiom” that actually works in the study of regular crystals asso-
ciated with non-simply-laced GCMs has not been known. In rest of this subsection,
we compare Theorem 1.10 with [Ster, DKK] mathematically.
1.7.1. Comparison with [Ster]. The confluence relations in (P−),(Q−) (and (R−)
that implies e˜ie˜
2
j e˜ix = e˜j e˜
2
i e˜jx by (A
+
i,j) in (S4)) are observed in [Ste, pp.4822] and
proved in [Ster, Theorem 1]. But to determine which confluence relation actually
occurs for x with ∆(x) = (1, 2) from the local structure near x, existences of y
and y′ in (D−) are crucial. It is a missing ingredient in pursing local axiom of B2
regular crystals in [Ster].
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Remark 1.14. In this paper, “local condition” for x ∈ X is an axiom that involves
only ∆gβ(k, ℓ, y), βk(y) and = between y’s where k, ℓ ∈ I, g ∈ {e, f}, β ∈ {ε, ϕ} and
y is “near” x. It means that we can go back and forth between x and y at most N
arrows where N is a constant. In Stembridge’s axiom N = 4 and in ours N = 7.
Other missing axioms (first singled out in this paper) play the following role.
(S8) compensates the symmetry breaking in (P−1 ) in that ∆
′(z) = (1, 1) instead
of ∆′(z) = (1, 2) where z = e˜2i e˜
2
j e˜ix = e˜j e˜
3
i e˜jx(= y
′),
(S9) handles the fact f˜2i f˜
2
j f˜iz is “under” or “below” x in (R
−) where z =
e˜ie˜
2
j e˜ix = e˜j e˜
2
i e˜jx notwithstanding ∆
′(z) = (1, 2) (using a notation that
will be introduced in §3, what we mean is depth(f˜2i f˜
2
j f˜iz) > depth(x)).
Remark 1.15. As [Ste, Remark 1.5], Theorem 1.8 affords an iterative algorithm
that draws simply-laced highest weight crystals (the proof of [Ste, Proposition 1.4]
provides an algorithm). Especially thanks to (S9), this straightforwardly translates
to Theorem 1.10 (the proof of Proposition 3.3 provides an algorithm).
1.7.2. Comparison with [DKK]. In [DKK], they give a set of axioms (B0),(B1),(B2),(B3),(B3’),(B5)–
(B13),(B5’)–(B13’) claimed (see the first paragraph of [DKK, §3]) to characterize
B2 regular crystals. The idea is different from [Ste] while this paper is a small
modification of [Ste] as in Remark 1.14,1.15. For example, it is not clear how
the axioms of [DKK] be translated to an iterative algorithm mentioned in Remark
1.15. It seems to be interesting to clarify an relationship between the idea of [DKK]
and [Ste] (and ours) if [DKK] is correct (see Remark 1.16). We emphasize that The-
orem 1.10 is not an improvement of [DKK] in that there is no logical dependencies
on [DKK] (and there also seems no obvious implications of our results to [DKK]).
The author can say that the axioms of [DKK] are not local in the sense of Remark
1.14. For example, the axiom (B1) (see [DKK, pp.272]) requires to check that every
2-string1 has exactly one central edge or central vertex. Though they give a local
criterion for checking an edge or a vertex to be central2 in [DKK, pp.273,line 21–29]
(which is mathematically wrong as we will point out in Remark 1.16), the axiom
(B1), that is a constraint for a string, is not locally checkable in the sense of Remark
1.14 (at least, one should say that a local checkability of (B1) is not trivial).
Remark 1.16. Some parts of [DKK] should be corrected. For example, their crite-
rion on central vertex in [DKK, pp.273,(i),(ii),(iii)] is wrong. To see this, consider
a 2-string from f˜2i f˜jz to w in the left graph in Figure 1. The edge (f˜
2
i f˜jz, w) is
not central by [DKK, pp.273,line 26]. Both vertices f˜2i f˜jz and w are not central
because they satisfy neither of [DKK, pp.273,(i),(ii),(iii)]. Then, this 2-string does
not satisfy (B1) contradicting the claim that the axioms of [DKK] characterize B2
regular crystals. We can argue other points that indicate [DKK] contains gaps and
mathematically wrong claims, but we will not go into details because this paper is
not a survey paper of [DKK].
Judging from Remark 1.16 and a writing style of [DKK], the author believes
that the results of [DKK] are only for experts who understand every detail and can
fix errors (assuming the correctness). Considering the effectiveness of Stembridge’s
1We adapt the convention of B2 to ours. Our index i ∈ {1, 2} of B2 is 3− i in [DKK].
2For a newcomer on [DKK], we remark that central does not mean to be located at the middle
position in a 2-string literally.
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axiom and reasons explained in §1.8, it is desirable that local axioms of B2 regular
crystals be ready to wide researchers (such as pure combinatorists).
1.8. Possible applications and future directions. Our motivation for Theorem
1.10 comes from a joint work with Masaki Watanabe on a generalization of Schur
partition theorem [TW, Theorem 1.2]. In [TW, Theorem 1.6], we give a human
proof for [And, Conjecture 2] originally proved by computer in [ABO]. The strategy
is to prove that a certain subset S5 of the set of all partitions (singled out by
Andrews when p = 5 that is generalized for any odd p ≥ 3 as [TW, Definition 1.1])
is an A
(2)
4 regular crystal. Though there is a concrete, combinatorial definition
of Kashiwara operators e˜i, f˜i on S5, establishing regularity can be achieved only
through the theory of perfect crystals [KMN22, KMN
2
1]. It is indirect and shares a
spirit of categorification “an interpretation of a rich mathematical structure” like
the original proof of positivity of Kazhdan-Lusztig polynomials.
Theorem 1.10 may give a direct way to establish regularities and is expected to
give application for the theory of partitions. Checking regularities is also frequent
in the study of Kirillov-Reshetikhin crystals (see [FOS] and references therein).
Subsequent to Theorem 1.10, it is natural to purse local axioms of G2 regular
crystals. It seems possible once a correct axiom is found (quite likely through
computer experiment). But it seems not short (see the last paragraph of [Ster])
and it is not unreasonable to foresee that we invoke computer verifications in a
proof. An advantage of Theorem 1.10 is that the axioms are not so complicated
compared with Stembridge A-regularity axioms. The author also believes that
Theorem 1.10 is often enough in practice since it is applicable to finite GCM except
G2 and affine GCM except A
(1)
1 , G
(1)
2 , A
(2)
2 , D
(3)
4 .
Finally, the author has an impression that there exists no finite complete list of
local confluence relations (see Definition 1.12) for A
(1)
1 , A
(2)
2 regular crystals. Even
if it is the case, at least logically, there is a possibility that we can“write down
uniformly” (like Jordan normal forms) infinitely many local confluence relations.
Finding that or proving an impossibility of that under a reasonable formulation (like
wild representation type) might give insight for regular crystals of affine types.
We hope that this paper will push Stembridge’s local approach further.
2. Proof of Theorem 1.10 : B(λ) satisfies the axioms in Theorem 1.10
2.1. A reduction to A = B2. Recall the decomposition (see [Ka2, Proposition 4.3])
B(λ) =
⊔
b
C(b), C(b) := {f˜p1 · · · f˜psb | s ≥ 0, (p1, · · · , ps) ∈ {i, j}
s} \ {0}
for i 6= j ∈ I where b runs through all b ∈ B(λ) with εi(b) = εj(b) = 0 and we
identify f˜i : B → B⊔{0} with f˜i : B⊔{0} → B⊔{0} by f˜i0 = 0. As A|i,j-crystals
C(b) ∼= B(λb) with 〈hi, λb〉 = ϕi(b), 〈hj , λb〉 = ϕj(b).
Combined with Theorem 1.5, to prove that B(λ) satisfies the axioms in Theorem
1.10, it is enough to prove that B2 highest weight crystals satisfy (S6),(S7),(S8),(S9)
putting i = 1, j = 2.
In the rest of §2, we assume A = B2 =
(
2 −2
−1 2
)
(indexed by I = {1, 2}) and
prove Proposition 2.1, Proposition 2.2, Proposition 2.3 in §2.4, §2.5, §2.6 that imply
((S6),(S7)),(S8),(S9) respectively thanks to Proposition 2.4. In §2.4, there might be
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some overlap with calculations by [Ster] via Kashiwara-Nakashima tableaux [KN].
Our proof is based on Lusztig parameterization [Lus].
Proposition 2.1. Fix λ ∈ P+ and take x ∈ B(λ). If e˜1x 6= 0 6= e˜2x and
(∆eε(1, 2, x),∆
e
ε(2, 1, x)) = (1, 2), then ∃y
′ = e˜21e˜
2
2e˜1x and we have exactly (i.e.,
exclusively) one of the following 3 cases. Here ∆′ = (∆fϕ(1, 2, z),∆
f
ϕ(2, 1, z)) and
∆′′ = (∆fϕ(1, 2, y),∆
f
ϕ(1, 2, y
′)), y = e˜21e˜2x.
(case ∆′′ = (1, 1)) y′ = e˜1e˜2e˜1e˜2e˜1x = e˜2e˜
3
1e˜2x,∆
f
ϕ(2, 1, y
′) = 1.
(case ∆′′ = (0, 1)) ∃z = e˜2e˜
2
1e˜2e˜1e˜2e˜1x = e˜2e˜
3
1e˜
2
2e˜1x = e˜1e˜
2
2e˜
3
1e˜2x = e˜1e˜2e˜1e˜2e˜
2
1e˜2x,∆
′ = (1, 2).
(case ∆′′ = (0, 0)) f˜2y
′ = e˜1y,∆
f
ϕ(2, 1, y
′) = 2,∆fϕ(2, 1, f˜
2
1y
′) = 0.
Proposition 2.2. Fix λ ∈ P+ and take x ∈ B(λ). If e˜1x 6= 0 6= e˜2x and ε1(x) ≥
2,(∆eε(1, 2, x),∆
e
ε(2, 1, x)) = (1, 1), then ∃z = e˜1e˜
2
2e˜
2
1x = e˜1e˜2e˜1e˜2e˜1x = e˜2e˜
3
1e˜2x.
Proposition 2.3. Fix λ ∈ P+ and take x ∈ B(λ). If e˜1x 6= 0 6= e˜2x and
(∆eε(1, 2, x),∆
e
ε(2, 1, x)) = (0, 2), e˜2e˜
2
1x 6= 0,∆
e
ε(2, 1, e˜
2
1x) = 0, then ∃z = e˜2e˜
3
1e˜2z =
e˜2e˜
2
1e˜2e˜1x = e˜1e˜
2
2e˜
2
1x.
Though the following seems to be well-known, we include a proof for complete-
ness. It is not trivial in that it does not hold for any A (e.g. when A = A2).
Proposition 2.4. For λ ∈ P+, there is an involution w : B(λ)
∼
−→ B(λ) such that
(1) ∀b ∈ B(λ), ∀i ∈ I, εi(b) = ϕi(w(b)),
(2) ∀b ∈ B(λ), ∀i ∈ I, e˜ib 6= 0⇒ w(e˜ib) = f˜i(w(b)).
Proof. By reversing arrows of B(λ) (see [Ka2, §7.4]), we get B(λ)∨ that is isomor-
phic to B(−w0λ) because B(λ)
∨ is the crystal basis of the integrable Uq(B2)-module
V (−λ) of lowest weight −λ [Ka2, Example 7.2]. Here w0 = s1s2s1s2 = s2s1s2s1 is
the longest element of the Weyl groupW (B2) that acts on P by siλ = λ−〈hi, λ〉αi.
Since ∀i ∈ I, w0αi = −αi for B2, we know −w0λ = λ and thus B(λ) ∼= B(λ)
∨. 
2.2. A realization of B2 highest weight crystals. The choice i = s1s2s1s2
(resp. j = s2s1s2s1) of a reduced expression of w0 gives the convex order on the
positive roots ∆+ = {α1, α2, α1 + α2, 2α1 + α2} as α1 < 2α1 + α2 < α1 + α2 < α2
(resp. α2 < α1 + α2 < 2α1 + α2 < α1). Lusztig’s PBW parameterization (see [BZ,
§3]) associated with k ∈ {i, j} affords a realization of B(∞) on N4 where 4 = ℓ(w0).
Though each carrying the same information of the other in principle, we prefer
considering both simultaneously:
B(∞) = {(a,x) ∈ N4 × N4 | R(a) = x},
wt(a,x) = −(x2 + 2x3 + x4)α1 − (x1 + x2 + x3)α2,
ε1(a,x) = a1, ε2(a,x) = x1, ϕi(a,x) = εi(a,x) + 〈hi,wt(a,x)〉,
e˜1(a,x) =
{
((a1 − 1, a2, a3, a4), R(a1 − 1, a2, a3, a4)) (ε1(a,x) > 0)
0 (ε1(a,x) = 0),
e˜2(a,x) =
{
(R−1(x1 − 1, x2, x3, x4), (x1 − 1, x2, x3, x4)) (ε2(a,x) > 0)
0 (ε2(a,x) = 0),
f˜1(a,x) = ((a1 + 1, a2, a3, a4), R(a1 + 1, a2, a3, a4)),
f˜2(a,x) = (R
−1(x1 + 1, x2, x3, x4), (x1 + 1, x2, x3, x4)).
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Here a = (a1, a2, a3, a4),x = (x1, x2, x3, x4) ∈ N
4 and note that wt(a,x) can also
be expressed as wt(a,x) = −(a1 +2a2+ a3)α1 − (a2 + a3 + a4)α2. The function R
switches PBW parameterizations. See [Gra, §3] for an algorithm to calculate R.
Definition 2.5. Let R : N4 → N4, (a, b, c, d) 7→ (n1, µ−n2, n2+n3−µ, n4−2n3+µ)
be a bijection with R−1 : N4 → N4, (a, b, c, d) 7→ (p1, ν−p2, 2p2+p3−2ν, p4−p3+ν).
n1 = max(b,max(b, d) + c− a) p1 = max(b,max(b, d) + 2(c− a))
n2 = max(a, c) + 2b p2 = max(a, c) + b
n3 = min(c+ d, a+min(b, d)) p3 = min(2c+ d, 2a+min(b, d))
n4 = min(a, c) p4 = min(a, c)
µ = max(2n3, n2 + n4) ν = max(p3, p2 + p4)
In summary, (B(∞),wt, (e˜i)i∈I , (f˜i)i∈I , (εi)i∈I , (ϕi)i∈I) is a realization of the
crystal B(∞). Thanks to [Ka2, Proposition 8.2], B(λ) is isomorphic to
{b⊗ tλ | b ∈ B(∞), ∀i ∈ I, ε
∗
i (b) ≤ 〈hi, λ〉}
in B(∞) ⊗ Tλ by the tensor product [Ka2, §7.3] where Tλ is given by Tλ =
{tλ},wt(tλ) = λ, ϕi(tλ) = εi(tλ) = −∞, e˜itλ = f˜itλ = 0 (see [Ka2, Example
7.3]). Though we do not explain the ∗-structure (see [Ka2, §8.3]), we use the fact
ε∗1(a,x) = x4, ε
∗
2(a,x) = a4 (see [BZ, Proposition 3.3.(iii)], [Lus, §2.11]). Therefore:
Proposition 2.6. For λ ∈ P+, B(λ) is realized as (B(λ),wt, (e˜i)i∈I , (f˜i)i∈I , (εi)i∈I , (ϕi)i∈I).
B(λ) = {(a,x) ∈ N4 × N4 | R(a) = x, x3 ≤ 〈h1, λ〉, a3 ≤ 〈h2, λ〉},
wt(a,x) = λ− (x2 + 2x3 + x4)α1 − (x1 + x2 + x3)α2,
ε1(a,x) = a1, ε2(a,x) = x1, ϕi(a,x) = εi(a,x) + 〈hi,wt(a,x)〉,
e˜1(a,x) =
{
((a1 − 1, a2, a3, a4), R(a1 − 1, a2, a3, a4)) (ε1(a,x) > 0)
0 (ε1(a,x) = 0),
e˜2(a,x) =
{
(R−1(x1 − 1, x2, x3, x4), (x1 − 1, x2, x3, x4)) (ε2(a,x) > 0)
0 (ε2(a,x) = 0),
f˜1(a,x) =
{
((a1 + 1, a2, a3, a4), R(a1 + 1, a2, a3, a4)) (ϕ1(a,x) > 0)
0 (ϕ1(a,x) = 0),
f˜2(a,x) =
{
(R−1(x1 + 1, x2, x3, x4), (x1 + 1, x2, x3, x4)) (ϕ2(a,x) > 0)
0 (ϕ2(a,x) = 0).
2.3. Auxiliary formulas. We list formulas that are verified by direct calculation.
Lemma 2.7. For a = (a1, a2, a3, a4) ∈ N
4 with a3 ≥ a1, R(a) is given by
(max(a2, a4) + a3 − a1, a1,min(a2, a4), a3 + 2a2 − 2min(a2, a4)).
Corollary 2.8. For λ ∈ P+, take m = ((a1, a2, a3, a4), (x1, x2, x3, x4)) ∈ B(λ). If
a3 ≥ a1 ≥ 1 and x1 ≥ 1, then ∆
e
ε(2, 1,m) = max(0, 2+a1−a3+2a2−2max(a2, a4)).
Lemma 2.9. For x = (x1, x2, x3, x4) ∈ N
4 with x3 ≥ x1, R
−1(x) is given by
(max(x2, x4) + 2(x3 − x1), x1,min(x2, x4), x3 + x2 −min(x2, x4)).
Corollary 2.10. For λ ∈ P+, take m = ((a1, a2, a3, a4), (x1, x2, x3, x4)) ∈ B(λ). If
x3 ≥ x1 ≥ 1 and a1 ≥ 1, then ∆
e
ε(1, 2,m) = max(0, 1+x1−x3+x2−max(x2, x4)).
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Lemma 2.11. For a = (a1, a2, a3, a4) ∈ N
4 with a3 ≤ a1, R(a) is given by

(a2, a3, a4, a1 + 2a2 − 2a4) (a2 ≥ a4 + (a3 − a1)/2)
(a2, 2a3 + 2a4 − a1 − 2a2, a1 + 2a2 − (a3 + a4), a3) (a4 + a3 − a1 ≤ a2 ≤ a4 + (a3 − a1)/2)
(a4 + a3 − a1, a1, a2, a3) (a2 ≤ a4 + a3 − a1).
Lemma 2.12. For x = (x1, x2, x3, x4) ∈ N
4 with x3 ≤ x1, R
−1(x) is given by

(x2, x3, x4, x1 + x2 − x4) (x2 ≥ x4 + x3 − x1)
(x2, 2x3 + x4 − x1 − x2, 2x1 + 2x2 − 2x3 − x4, x3) (x4 + 2(x3 − x1) ≤ x2 ≤ x4 + x3 − x1)
(x4 + 2(x3 − x1), x1, x2, x3) (x2 ≤ x4 + 2(x3 − x1)).
Corollary 2.13. For λ ∈ P+, take m = ((a1, a2, a3, a4), (x1, x2, x3, x4)) ∈ B(λ).
If a1 > a3 and x1 > x3, then ∆
e
ε(1, 2,m)∆
e
ε(2, 1,m) = 0.
Proof. By Lemma 2.11, x1 > x3 only happens when a2 ≥ a4 + (a3 − a1)/2 or
a2 ≤ a4+a3−a1. In the former case, a2 ≥ a4+(a3− (a1−1))/2 also holds because
a2 = x1 > x3 = a4 and a1 > a3. This implies ∆
e
ε(1, 2,m) = a2 − a2 = 0. In the
latter case, we see x4 + 2(x3 − (x1 − 1)) − x2 = 2 + (a3 − a1) + 2(x3 − x1) < 0
similarly. By Lemma 2.12, ∆eε(2, 1,m) = a1 − x2 = 0. 
2.4. Proof of Proposition 2.1. First, we show
{m ∈ B(λ) | ε1(m), ε2(m) > 0, (∆
e
ε(1, 2,m),∆
e
ε(2, 1,m)) = (1, 2)} = X1 ⊔X2 ⊔X3,
X1 := {((a, b, a, b), (b, a, b, a)) | a, b ≥ 1} ∩B(λ),
X2 := {((a, b, a, c), (b, a, c, a+ 2b− 2c)) | a ≥ 1, 0 ≤ c < b} ∩B(λ),
X3 := {((a, b, c, a+ b− c), (b, a, b, c)) | b ≥ 1, 0 ≤ c < a} ∩B(λ).
Since ⊇ is verified by direct calculation, we show m ∈ X1⊔X2⊔X3 for any m =
((a1, a2, a3, a4), (x1, x2, x3, x4)) ∈ B(λ) with a1, x1 > 0, (∆
e
ε(1, 2,m),∆
e
ε(2, 1,m)) =
(1, 2). By Corollary 2.8,2.10, a1 ≥ a3, x1 ≥ x3 and we have a1 = a3 or x1 = x3 by
Corollary 2.13. By Corollary 2.8,2.10, this implies a2 ≥ a4 (i.e., m ∈ X1 ⊔X2) or
x2 ≥ x4 (i.e., m ∈ X1 ⊔X3) respectively.
2.4.1. For x = ((a, b, a, b), (b, a, b, a)) ∈ X1, y = ((a, b−1, a, b), (b, a, b−1, a)), y
′ =
((a, b−1, a−1, b), (b−1, a, b−1, a−1)), f˜1y = ((a+1, b−1, a, b), (b−1, a+1, b−1, a)),
f˜1y
′ = ((a + 1, b − 1, a − 1, b), (b − 1, a − 1, b, a− 1)). Thus, ∆′′ = (0, 1). Finally,
z = e˜2e˜
2
1e˜2e˜1e˜2e˜1x = e˜2e˜
3
1e˜
2
2e˜1x = e˜1e˜
2
2e˜
3
1e˜2x = e˜1e˜2e˜1e˜2e˜
2
1e˜2x = ((a − 1, b − 1, a −
1, b−1), (b−1, a−1, b−1, a−1)), f˜1z = ((a, b−1, a−1, b−1), (b−1, a−1, b−1, a)),
f˜2z = ((a− 1, b− 1, a− 1, b), (b, a− 1, b− 1, a− 1)), Thus, ∆
′ = (1, 2).
2.4.2. For x = ((a, b, a, c), (b, a, c, a + 2b − 2c)) ∈ X2, y = ((a, b − 1, a, c), (b −
1, a, c, a+ 2b − 2c− 2)), y′ = ((a, b − 1, a − 1, c), (b − 1, a− 1, c, a + 2b − 2c − 2)),
f˜1y = ((a+1, b−1, a, c), (b−1, a, c, a+2b−2c−1)), f˜1y
′ = ((a+1, b−1, a−1, c), (b−
1, a− 1, c, a+2b− 2c− 1)). Thus, ∆′′ = (1, 1). Finally, e˜1e˜2e˜1e˜2e˜1x = e˜2e˜
3
1e˜2x = y
′
and f˜2y
′ = ((a− 1, b− 1, a, c), (b, a− 1, c, a+ 2b− 2c− 2)). Thus, ∆fϕ(2, 1, y
′) = 1.
2.4.3. For x = ((a, b, c, a+b−c), (b, a, b, c)) ∈ X3, y = ((a, b−1, c, a+b−c), (b, a, b−
1, c)), y′ = ((a−1, b−1, c, a+ b−c−1), (b, a−1, b−1, c)), f˜1y = ((a+1, b−1, c, a+
b−c), (b−1, a+1, b−1, c)), f˜1y
′ = ((a, b−1, c, a+b−c−1), (b−1, a, b−1, c)). Thus,
∆′′ = (0, 0). Finally, f˜2y
′ = e˜1y = ((a− 1, b− 1, c, a+ b− c), (b+1, a− 1, b− 1, c)),
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f˜21y
′ = ((a + 1, b− 1, c, a+ b − c− 1), (b − 1, a− 1, b, c)), f˜2f˜
2
1 y
′ = ((a− 1, b, c, a+
b− c− 1), (b, a− 1, b, c)). Thus, ∆fϕ(2, 1, y
′) = 2, ∆fϕ(2, 1, f˜
2
1y
′) = 0.
2.5. Proof of Proposition 2.2. It is enough to show
{m ∈ B(λ) | ε1(m) ≥ 2, ε2(m) > 0, (∆
e
ε(1, 2,m),∆
e
ε(2, 1,m)) = (1, 1)}
= {((a, b, a+ 1, c), (b+ 1, a, c, a+ 2b− 2c+ 1)) | a ≥ 2, 0 ≤ c ≤ b} ∩B(λ)
since we have z = e˜1e˜
2
2e˜
2
1m = e˜1e˜2e˜1e˜2e˜1m = e˜2e˜
3
1e˜2m = ((a− 2, b+1, a− 2, c), (b+
1, a− 2, c, a+ 2b− 2c)) for m = ((a, b, a+ 1, c), (b+ 1, a, c, a+ 2b− 2c+ 1)) in the
right hand side.
The inclusion ⊇ is verified by direct calculation. To prove the reverse inclusion
⊆, it is enough to show a3 ≥ a1 for anym = ((a1, a2, a3, a4), (x1, x2, x3, x4)) ∈ B(λ)
in the left right hand because Corollary 2.8 implies a3 = a1 + 1, a2 ≥ a4. Assume
a1 > a3. By Corollary 2.13 we have x1 ≤ x3. Then, Corollary 2.10 implies x1 = x3
and x2 ≥ x4 that means m ∈ X1 ⊔X3 (see §2.4). This contradicts ∆
e
ε(2, 1,m) = 1.
2.6. Proof of Proposition 2.3. It is enough to show
{m ∈ B(λ) | ε1(m) ≥ 2, ε2(m) > 0, ε2(e˜
2
1m) > 0,∆
e
ε(2, 1, e˜
2
1m) = 0, (∆
e
ε(1, 2,m),∆
e
ε(2, 1,m)) = (0, 2)}
= {((a, b, c, a+ b− c− 1), (b, a− 2, b+ 1, c)) | a ≥ 2, b ≥ 1, 0 ≤ c ≤ a− 2} ∩B(λ)
since we have z = e˜1e˜
2
2e˜
2
1m = e˜2e˜
2
1e˜2e˜1m = e˜2e˜
3
1e˜2m = ((a − 1, b− 1, c, a+ b − c−
2), (b − 1, a − 1, b − 1, c)) for m = ((a, b, c, a + b − c − 1), (b, a − 2, b + 1, c)) in the
right hand side.
The inclusion⊇ is verified by direct calculation. To prove the reverse inclusion ⊆,
it is enough to show x3 ≥ x1, x2 ≥ x4 for anym = ((a1, a2, a3, a4), (x1, x2, x3, x4)) ∈
B(λ) in the left hand side because the following deduces x3 = x1 + 1.
(1) x3 = x1, x2 ≥ x4 impliesm ∈ X1⊔X3 (see §2.4) and contradicts ∆
e
ε(1, 2,m) = 0.
(2) Let x3 = x1+n and assume n ≥ 2 (then, we get a contradiction as (3)–(5)).
(3) By Lemma 2.9, (a1, a2, a3, a4) = (x2 + 2n, x1, x4, x1 + n+ x2 − x4).
(4) Because a2−(a4+a3−(a1−2)) = n−2 ≥ 0 and a4+(a3−(a1−2))/2−a2 =
1 + (x2 − x4)/2 ≥ 0, we have e˜
2
1m = ((a1 − 2, a2, a3, a4), (x1, x2 + 2, x1 +
n− 2, x4)) by Lemma 2.11.
(5) Because x1 − 1, x1 ≤ x1 + n− 2 we see ∆
e
ε(2, 1, e˜
2
1m) = 2 by Lemma 2.9.
In the rest, we show x3 ≥ x1, x2 ≥ x4.
First, we show a1 > a3 as follows. Corollary 2.8 and ∆
e
ε(2, 1,m) = 2 imply
a3 ≤ a1. If a1 = a3, then a2 ≥ a4 again by Corollary 2.8 and ∆
e
ε(2, 1,m) = 2. It
means m ∈ X1 ⊔X2 (see §2.4) and contradicts ∆
e
ε(1, 2,m) = 0.
Next, we show x3 ≥ x1. For this purpose, we assume x3 < x1 (and a1 > a3) to
draw contradictions. By Lemma 2.12, a1 > a3 only happens when x2 ≥ x4+x3−x1
or x2 ≤ x4+2(x3−x1). In the former case, x2 ≥ x4+x3−(x1−1) also holds because
x2 = a1 > a3 = x4 (and x1 > x3). Again, Lemma 2.12 implies ∆
e
ε(2, 1,m) =
x2 − x2 = 0. In the latter case, we may assume a1 − 2 > a3 because otherwise
∆eε(2, 1, e˜
2
1m) = max(0, 2 + (a1 − 2)− a3 + 2a2 − 2max(a2, a4)) = a1 − a3 > 0
follows from Corollary 2.8 and a4 = x3 < x1 = a2. Thus, we know e˜
2
1m = ((a1 −
2, a2, a3, a4), (x1, x2, x3, x4−2)) by Lemma 2.11 and a4+(a3−(a1−2))/2−a2 = (x2−
x4+2)/2 ≤ 0. This implies ∆
e
ε(2, 1, e˜
2
1m) = 2 since x2 ≤ (x4− 2)+2(x3− (x1− 1))
and Lemma 2.12. In both cases, we arrived at contradictions.
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Finally, we show x2 ≥ x4. For this purpose, we assume x2 < x4 (and x3 ≥
x1, a1 > a3) to draw contradictions. Note that in Lemma 2.11 x2 < x4 only occurs
when a2 > a4+(a3− a1)/2. In each of the following, we arrived at a contradiction.
• Assume a1− 2 ≥ a3. Because a2 ≥ a4+(a3− (a1− 2))/2, again by Lemma
2.11, we have e˜21m = ((a1 − 2, a2, a3, a4), (x1, x2, x3, x4 − 2)). Lemma 2.9
and x1 − 1, x1 ≤ x3 imply ∆
e
ε(2, 1, e˜
2
1m) = 2.
• Assume a1 − 2 < a3. This only happens when a1 = a3 + 1. Thanks to
Lemma 2.9, m is of the form m = ((x2 + 1, x1, x2, x1), (x1, x2, x1, x2 + 1)).
By Lemma 2.7, e˜21m = ((x2−1, x1, x2, x1), (x1+1, x2−1, x1, x2)). Thus, we
have e˜2e˜
2
1m = ((x2, x1, x2−1, x1), (x1, x2−1, x1, x2)) and ∆
e
ε(2, 1, e˜
2
1m) = 1.
3. Proof of Theorem 1.10 : Uniqueness
The following is a version of [Ste, Proposition 1.2,Remark 1.3.(a)].
Proposition 3.1. Let X be a good I-colored directed graph with a maximum el-
ement x0 ∈ X and with homogeneous local confluence property (see Definition
1.2,1.3,1.12). Then, for x = f˜i1 · · · f˜isx0, wt0(x) =
∑s
k=1 ik ∈ N[I] is well-defined.
Here N[I] is the free commutative monoid generated by I.
Proof. We prove by induction on d = depth(x) := min{s ≥ 0 | ∃(i1, · · · , is) ∈
Is, x = f˜i1 · · · f˜isx0}. d = 0 is equivalent to x = x0. Note wt0(x0) = 0 since x0 is a
maximum element.
Let d ≥ 1 and fix (i1, · · · , id) ∈ I
d with x = f˜i1 · · · f˜idx0. Take arbitrary (e ≥ d
and) (j1, · · · , je) ∈ I
e such that x = f˜j1 · · · f˜jex0. If i1 = j1, then we have d = e and∑d
k=2 ik =
∑e
k=2 jk because depth(x
′ := f˜i2 · · · f˜idx0) < d. Otherwise, thanks to
the homogeneous local confluence, there exist t ≥ 2 and (p1, · · · , pt), (q1, · · · , qt) ∈
It such that p1 = i1, q1 = j1,
∑t
k=1 pk =
∑t
k=1 qk, e˜pt · · · e˜p1x = e˜qt · · · e˜q1x =: z ∈
X . By induction hypothesis, we have wt0(z)+
∑t
k=2 pk = wt0(e˜p1x) and depth(z) =
depth(e˜p1x)− (t− 1). Thus we can apply induction hypothesis to e˜q1x and we have
wt0(e˜q1x) =
∑e
k=2 jk = wt0(z) +
∑t
k=2 qk that implies
∑d
k=1 ik =
∑e
k=1 jk. 
Remark 3.2. Continue on from Proposition 3.1 and assume that X satisfies (S2)
further. Fix λ ∈ P+ such that ∀i ∈ I, 〈hi, λ〉 = ϕi(x0). By induction on depth(x),
Proposition 3.1 implies that the graph satisfies (K1) (see §1.1) by defining wt(x) =
λ− U(wt0(x)) for x ∈ X where U : N[I]→ P,
∑
k ik 7→
∑
k αik .
The following uniqueness result is similar to [Ste, Proposition 1.4].
Proposition 3.3. For a symmetrizable GCM A = (aij)i,j∈I with ∀i 6= ∀j ∈
I, A|i,j = A1 ⊕A1, A2, B2,
tB2, let X, X
′ be A-regular graphs satisfying
∀i 6= ∀j ∈ I, A|i,j = B2 ⇒ (S6),(S7),(S8),(S9)
with maximal elements x0 ∈ X, x
′
0 ∈ X
′ respectively. If ϕi(x) = ϕi(x
′) for all
i ∈ I, there exists a unique I-colored directed graph isomorphism X
∼
−→ X ′.
Proof. Uniqueness is obvious because ∀x ∈ X, ∃(i1, · · · , is) ∈ I
s, f˜i1 · · · f˜isx0 = x.
To prove existence, we will construct a bijection hk : Xk
∼
−→ X ′k such that
(1k)
⊔k
ℓ=0 hℓ :
⊔k
ℓ=0Xℓ
∼
−→
⊔k
ℓ=0X
′
ℓ is a I-colored directed graph isomorphism,
(2k) ∀x ∈ Xk, ∀i ∈ I, ϕi(x) = ϕi(hk(x)), εi(x) = εi(hk(x)).
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by induction on k whereXk = {x ∈ X | depth(x) = k}, X
′
k = {x ∈ X
′ | depth(x) = k}.
For k = 0, the only choice is h0(x0) = x
′
0 and (20) is trivial. For k ≥ 1, we define
hk(x) = f˜ihk−1(e˜ix) if e˜ix 6= 0. hk(x) is well-defined because of (X),(Y),(Z).
(X) ∀x ∈ Xk, ∃i ∈ I, e˜ix ∈ Xk−1 by Proposition 3.1.
(Y) f˜ihk−1(e˜ix) 6= 0 because ϕi(hk−1(e˜ix)) = ϕi(e˜ix) > 0 by (2k−1).
(Z) For i 6= j ∈ I with e˜ix 6= 0 6= e˜jx, we will show f˜ihk−1(e˜ix) = f˜jhk−1(e˜jx)
case by case as follows.
When A|i,j = A1 ⊕ A1, A2, (Z) is in the proof of [Ste, Proposition 1.4] (or
similar to the arguments below). So let us A|i,j = B2. By (S2),(S3), possibilities
of ∆(x) = (∆eε(i, j, x),∆
e
ε(j, i, x)) are ∆(x) = (0, 0), (1, 0), (0, 1), (1, 1), (0, 2), (1, 2)
3.
Among them, cases ∆(x) = (0, 0), (1, 0), (0, 1), (1, 1), (0, 2), (Z) is again the same as
in the proof of [Ste, Proposition 1.4] (or similar to the arguments below). Thus, we
assume ∆(x) = (1, 2). By (D−) in (S6), ∃y = e˜2i e˜jx ∈ Xk−3, ∃y
′ = e˜2i e˜
2
j e˜ix ∈ Xk−5.
Again (S2),(S3) imply ∆′′ = (∆fϕ(i, j, y),∆
f
ϕ(i, j, y
′)) = (0, 0), (1, 0), (0, 1), (1, 1).
Assume ∆′′ = (0, 1). By (Q−1 ) in (D
−) in (S6), we have ∃z = e˜j e˜
3
i e˜
2
j e˜ix =
e˜ie˜
2
j e˜
3
i e˜jx ∈ Xk−7,∆
′(z) = (1, 2) and as in Remark 1.13 (∆eε(i, j, f˜
2
i f˜jz),∆
e
ε(i, j, f˜
2
i f˜
2
j f˜iz)) =
(0, 1). Then, by induction hypothesis and (S7), we have f˜j f˜
3
i f˜
2
j f˜ihk−7(z) = f˜if˜
2
j f˜
3
i f˜jhk−7(z).
Since hk−1(e˜ix) = f˜
2
j f˜
3
i f˜jhk−7(z) and hk−1(e˜jx) = f˜
3
i f˜
2
j f˜ihk−7(z), we are done.
Assume ∆′′ = (0, 0). By (R−) in (D−) in (S6), we have f˜j f˜
2
i y
′ 6= 0, f˜jy
′ = e˜iy
and ∆fϕ(j, i, f˜
2
i y
′) = 0,∆′ = (0, 2) where ∆′ = (∆fϕ(i, j, y
′),∆fϕ(j, i, y
′)). By induc-
tion hypothesis and (S9), we have f˜if˜
2
j f˜
2
i hk−5(y
′) = f˜j f˜
3
i f˜jhk−5(y
′) = f˜j f˜
2
i hk−3(y).
Since hk−1(e˜ix) = f˜
2
j f˜
2
i hk−5(y
′) and hk−1(e˜jx) = f˜
2
i hk−3(y), we are done.
Assume ∆′′ = (1, 1). By (P−1 ) in (D
−) in (S6), we have f˜2i y
′ 6= 0, f˜jy
′ = e˜iy,
∆′ = (1, 1). Apply induction hypothesis and (S8), the rest is the same.
Because ∆′′ 6= (1, 0) by (D−) in (S6), (Z) is proved and thus hk is well-defined.
Finally, we show (1k) and (2k). hk is surjective because for any x
′ ∈ X ′k with
e˜ix
′ = y′ ∈ X ′k−1 we have hk(f˜ih
−1
k−1(y
′)) = x′. By symmetry we now know that
|Xk| = |X
′
k| and hk is a bijection. For (2k), by (1k) we have ∀x ∈ Xk, ∀i ∈ I, εi(x) =
εi(hk(x)). Then, ∀x ∈ Xk, ∀i ∈ I, ϕi(x) = ϕi(hk(x)) follows from Remark 3.2
because by construction hk is wt0-preserving. 
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