We present a novel approach for interactive view-dependent rendering of massive models. Our algorithm combines view-dependent simplification, occlusion culling, and out-of-core 
INTRODUCTION
Recent advances in acquisition, modeling, and simulation technologies have resulted in large databases of complex geometric models. These gigabyte-sized datasets consist of tens or hundreds of millions of polygons. The enormous size of these datasets poses a number of challenges in terms of interactive display and manipulation on current graphics systems.
View-dependent simplification and rendering have been actively researched for interactive display of large datasets [20, 28, 35] . These algorithms have many appealing properties because they compute different levels-of-detail (LODs) over different regions of the model. The selection of appropriate LODs is based on viewposition, local illumination and other properties such as visibility and silhouettes. Most view-dependent algorithms precompute a vertex hierarchy of the model and perform incremental computations between successive frames. This reduces the "popping" artifacts that can occur while switching between different LODs. The algorithms generally maintain a cut, or active vertex front, across the hierarchy and use it for mesh refinement. The front is traversed each frame and is updated based on the change in view parameters. In order to preserve the local topology, dependencies are introduced between simplification operations.
Current representations and refinement algorithms for viewdependent rendering do not scale well to large models composed of tens or hundreds of millions of triangles. The refinement cost is a function of the front size and may be prohibitively expensive for massive models. Furthermore, resolving dependencies in the vertex Figure 1 : This image shows the application of Quick-VDR to a complex isosurface (100M triangles) generated from a very high resolution 3D simulation of Richtmyer-Meshkov instability and turbulence mixing. The right inset image shows a zoomed view. The isosurface has high depth complexity, holes, and a very high genus. Quick-VDR can render it at 11 − 21 frames per second on a PC with NVIDIA GeForce FX5950 card and uses a memory footprint of 600MB.
hierarchy can be expensive (e.g. hundreds of milliseconds or more per frame).
In addition to reducing the refinement cost, it is necessary to integrate view-dependent simplification algorithms with occlusion culling and out-of-core rendering. Occlusion culling computes a set of potentially visible primitives during each frame and is needed to handle high depth complexity models. Out-of-core rendering techniques operate with a bounded memory footprint and are required to render massive models on commodity graphics systems with limited memory. Algorithms for occlusion culling and outof-core techniques also perform computations based on the view parameters. However, no known algorithms integrate conservative occlusion culling and out-of-core rendering with vertex hierarchies.
Main Contributions:
We present a new view-dependent rendering algorithm (Quick-VDR) for interactive display of massive models. We use a novel scene representation, a clustered hierarchy of progressive meshes (CHPM). The cluster hierarchy is used for coarsegrained view-dependent refinement. The progressive meshes provide fine-grained local refinement to reduce the popping between successive frames without high refinement cost.
Our rendering algorithm uses temporal coherence and occlusion queries for visibility computations at the cluster level. We account for visibility events between successive frames by combining fetching and prefetching techniques for out-of-core rendering. Our rendering algorithm introduces one frame of latency to fetch newly visible clusters from the disk and to avoid stalling the pipeline.
Quick-VDR relies on an out-of-core algorithm to compute a CHPM that performs a hierarchical cluster decomposition and simplification. We introduce the concept of cluster dependencies between adjacent clusters to generate crack-free and drastic simplifications of the original model.
We have implemented and tested Quick-VDR on a commodity PC with NVIDIA 5950FX Ultra card. To illustrate the generality of our approach we have highlighted its performance on several models: a complex CAD environment (12M triangles), scanned models (372M triangles), and an isosurface (100M triangles). We can render these models at 10 − 35 frames per second using a limited memory footprint of 400 − 600MB.
Advantages:
Our approach integrates view-dependent simplification, conservative occlusion culling, and out-of-core rendering for high quality interactive display of massive models on current graphics systems. As compared to prior approaches, Quick-VDR offers the following benefits:
1. Lower refinement cost: The overhead of view-dependent refinement in the CHPM is one to two orders of magnitude lower than vertex hierarchies for large models. 2. Massive models: We are able to compute drastic simplifications of massive models, using hierarchical simplification with cluster dependencies, necessary for interactive rendering. 3. Runtime performance: Quick-VDR renders CHPMs using a bounded memory footprint and exploits the features of current graphics processors to obtain a high frame rate. 4. Image quality: We significantly improve the frame rate with little loss in image quality and alleviate popping artifacts between successive frames. 5. Generality: Quick-VDR is a general algorithm and applicable to all types of polygonal models, including CAD, scanned, and isosurface.
Organization: The rest of the paper is organized in the following manner. We give a brief overview of related work in Section 2 and describe our scene representation and refinement algorithm in Section 3. Section 4 describes our out-of-core algorithm to generate a CHPM for a large environment. We present the rendering algorithm in Section 5 and highlight its performance in Section 6. We compare our algorithm with other approaches in Section 7 and discuss some of its limitations.
RELATED WORK
We give a brief overview of the previous work in view-dependent rendering, out-of-core rendering, occlusion culling, and hybrid approaches to massive model rendering.
View-Dependent Simplification
View-dependent simplification of complex models has been an active area of research over the last decade. View-dependent rendering originated as an extension of the progressive mesh (PM) [19] . A PM is a linear sequence of increasingly coarse meshes built from an input mesh by repeatedly applying edge collapse operations. It provides a continuous resolution representation of an input mesh and is useful for efficient storage, rendering, and transmission. Xia and Varshney [35] and Hoppe [20] organized the PM as a vertex hierarchy (or view-dependent progressive mesh (VDPM)) instead of a linear sequence. Luebke and Erikson [28] developed a similar approach employing octree-based vertex clustering operations and used it for dynamic simplification. El-Sana and Varshney [12] extended these ideas using a uniform error metric based on cubic interpolants and reduced the cost of runtime tests.
Pajarola [29] improved the update rate of runtime mesh selection by exploiting properties of the half-edge mesh representation and applied it to manifold objects. El-Sana and Bachmat [9] presented a mesh refinement prioritization scheme to improve the runtime performance.
Out-of-core Computation and Rendering
Many algorithms have been proposed for out-of-core simplification. These include [27, 33, 4] for generating static LODs. Hoppe [21] extended the VDPM framework for terrain rendering by decomposing the terrain data into blocks, generating a block hierarchy and simplifying each block independently. Prince [30] extended this out-of-core terrain simplification to handle arbitrary polygonal models.
El-Sana and Chiang [10] segment a mesh into sub-meshes such that the boundary faces are preserved while performing edgecollapse operations. DeCoro and Pajarola [8] present an external data structure for the half-edge hierarchy and an explicit paging system for out-of-core management of view-dependent rendering. Lindstrom [25] presents an approach for out-of-core simplification and view-dependent visualization. Cignoni et al. [3] present an efficient method for out-of-core rendering of terrain data.
Occlusion Culling
The problem of computing portions of the scene visible from a given viewpoint has been well-studied [5] . Many specialized object-space algorithms have been developed for architectural models or urban environments. For general environments, image-based occlusion representations are widely used and the resulting algorithms use graphics hardware to perform visibility computations [17, 37, 24] . In some cases, additional graphics processors have been used for visibility computations [34, 16] . All of these algorithms load the entire scene graph into main memory.
Hybrid Algorithms for Rendering Acceleration
Many hybrid algorithms have been proposed that combine model simplification with visibility culling or out-of-core data management. The Berkeley Walkthrough system [14] combines cells and portals based on visibility computation algorithms with static LODs for architectural models. The MMR system [1] combines static LODs with occlusion culling and out-of-core computation and is applicable to models that can be partitioned into rectangular cells. The QSplat system [31] uses a compact bounding volume hierarchy of spheres for view-frustum and backface culling, level-ofdetail control and point-based rendering. Erikson et al. [13] and Samanta et al. [32] use hierarchies of static LODs (HLODs) and view-frustum culling. Govindaraju et al. [16] integrate HLODs and conservative occlusion culling for interactive display of large CAD environments. Yoon et al. [36] presented an in-core algorithm to combine view-dependent simplification with conservative occlusion culling. El-Sana et al. [11] combined view-dependent rendering with approximate occlusion culling. The iWalk system [6, 7] partitions the space into cells and performs out-of-core rendering of large architectural and CAD models on commodity hardware using non-conservative occlusion culling.
OVERVIEW
In this section we introduce some of the terminology and representations used by Quick-VDR. We also give a brief overview of our approach for out-of-core hierarchical simplification and rendering.
View-Dependent Rendering of Massive Datasets
Most of the prior work on view-dependent simplification and rendering of large datasets uses vertex hierarchies such as VDPM. These approaches augment each edge collapse with dependency information related to the local neighborhood at the time of the edge collapse during construction. This information is used to prevent "fold-overs" whereby a face normal is reversed at runtime. However, many issues arise in applying these approaches to massive datasets composed of tens or hundreds of millions of triangles. Traversing and refining an active vertex front across a vertex hierarchy composed of tens of millions of polygons can take hundreds of milliseconds per frame. Also, resolving the dependencies can lead to non-localized memory accesses which can be problematic for out-of-core rendering. Moreover, performing occlusion culling and out-of-core rendering using vertex hierarchies can become expensive.
Scene Representation
We propose a novel representation, a clustered hierarchy of progressive meshes (CHPM), for view-dependent rendering of massive datasets. The CHPM consists of two parts: Cluster Hierarchy: We represent the entire dataset as a hierarchy of clusters, which are spatially localized mesh regions. Each cluster consists of a few thousand triangles. The clusters provide the capability to perform coarse-grained view-dependent (or selective) refinement of the model. They are also used for visibility computations and out-of-core rendering. Progressive Mesh: We precompute a simplification of each cluster and represent a linear sequence of edge collapses as a progressive mesh (PM). The PMs are used for fine-grained local refinement and to compute an error-bounded simplification of each cluster at runtime.
We refine the CHPM at two levels. First we perform a coarsegrained refinement at the cluster level. Next we refine the PMs of the selected clusters. The PM refinement provides smooth LOD transitions. 3.2.1 Cluster Hierarchy Conceptually, a cluster hierarchy is similar to a vertex hierarchy. However, every node of a cluster hierarchy represents a set of vertices and faces rather than a single vertex. At runtime, we maintain an active cluster list (ACL), which is similar to an active front in a vertex hierarchy and perform selective refinement on this list via the following operations:
• Cluster-split: A cluster in the active cluster list is replaced by its children.
• Cluster-collapse: Sibling clusters are replaced by their parent.
These operations are analogous to the vertex split and collapse in a vertex hierarchy but provide a more coarse-grained approach to selective refinement.
Progressive Meshes and Refinement
A PM is a mesh sequence built from an input mesh by a sequence of edge collapse operations. The inverse operation, a vertex split, restores the original vertices and replaces the removed triangles. We use the notation M (as shown in Fig. 4 ). Each PM is stored as a base mesh and a series of vertex split operations. For each cluster in the ACL we select the position in the edge collapse sequence that meets the allowed error for the cluster with the least number of faces. We take advantage of temporal coherence by starting with the position from the previous frame. In practice, refining a PM is a very fast operation and requires no dependency checks.
The PMs allow us to perform smooth LOD transitions at the level of a single cluster. In order to perform globally smooth LOD transitions we require that the changes to the ACL between successive frames are also smooth. If cluster C is the parent of clusters A and B, we set the highest resolution mesh approximation of cluster C's PM to be the union of the base meshes of cluster A and B's PMs. Fig. 4 ). Therefore, the clustercollapse and cluster-split operations introduce no popping artifacts.
Simplification Error Bounds
A key issue is computation of errors associated with the LODs generated at runtime. Each cluster contains progressive mesh that can be refined within a range of object space error values. We refer to this range as the error-range of a cluster and is expressed as a pair: (min-error, max-error). The max-error is the error value associated with the base mesh (M 0 ) and the min-error is the error value associated with the highest resolution mesh (e.g. M The allowed runtime error is expressed in screen-space as a pixels-of-error (POE) value. Using the POE value and the minimum distance between a cluster and the viewpoint, we compute the maximum object-space error that is allowed for the cluster, called the error-bound. View-dependent refinement of each cluster based on the error-bound will be explained in Sec. 5.1.
Preprocess
Given a large dataset, we compute a CHPM representation. Our out-of-core algorithm begins by decomposing the input mesh into a set of clusters. The clusters are input to a cluster hierarchy generation algorithm which builds a balanced hierarchy in a top-down manner. We perform out-of-core hierarchical simplification using the cluster hierarchy.
Each cluster should be independently refinable at runtime for efficiency and out-of-core rendering. For this reason, boundary constraints on simplification are introduced during hierarchical simplification. While guaranteeing crack-free simplifications at runtime, these constraints can prevent drastic simplification and may dramatically increase the number of faces rendered at runtime. To alleviate these problems we introduce cluster dependencies that allow boundary simplification while maintaining crack-free rendering at runtime.
Rendering Algorithm
Quick-VDR uses the CHPM as a scene representation for outof-core view-dependent rendering and occlusion culling. Coarsegrained selective refinement is accomplished by applying clustersplit and cluster-collapse operations to the ACL. Cluster dependencies assure that consistent cluster boundaries are rendered and that we are able to compute drastic simplifications. We use temporal coherence to accelerate refinement and to perform occlusion culling.
Quick-VDR uses the operating system's virtual memory manager through a memory mapped file for out-of-core rendering. In order to overcome the problem of accurately predicting the occlusion events, we introduce one frame of latency in the runtime pipeline. This allows us to load newly visible clusters to avoid stalling the rendering pipeline. 4 BUILDING A CHPM In this section we present an out-of-core algorithm to compute CHPMs for massive models. Our algorithm proceeds in three steps. First, we decompose the input mesh into a set of clusters. The decomposition occurs in several passes to avoid loading the entire input mesh at once. Next, we construct the cluster hierarchy by repeatedly subdividing the mesh in a top-down manner. Finally, we compute progressive meshes for each cluster by performing a bottom-up traversal of the hierarchy.
Cluster Decomposition
The clusters form the underlying representation for both the preprocessing step as well as out-of-core view-dependent rendering with occlusion culling. We decompose the model into clusters, which are spatially localized portions of the input mesh. The generated clusters should be nearly equally sized in terms of number of triangles for several reasons. This property is desirable for out-of-core mesh processing to minimize the memory requirements. If the cluster size as well as the number of clusters required in memory at one time are bounded, then simplification and hierarchy construction can be performed with a constant memory footprint. Moreover, enforcing spatial locality and uniform size provides higher performance for occlusion culling and selective refinement.
The out-of-core cluster decomposition algorithm proceeds in four passes. The first three passes only consider the vertices of the original model and create the clusters while the fourth assigns the faces to the clusters. We use a variation of the cluster decomposition algorithm for out-of-core compression of large datasets presented in [22] . However, our goal is to decompose the mesh for out-of-core processing and view-dependent rendering. As a result, we only compute and store the connectivity information used by the simplification algorithm. The four passes of the algorithm are:
First vertex pass: We compute the bounding box of the mesh.
Second vertex pass:
We compute balanced-size clusters of vertices (e.g. 2K vertices). Vertices are assigned to cells of a uniform 3D grid. A graph is built with nodes representing the non-empty cells weighted by vertex count. Edges are inserted between each cell and its k nearest neighbors using an approximate nearest neighbor algorithm [2] (e.g. k=6). We use a graph partitioning algorithm [18] to partition the graph and compute balanced-size clusters.
Third vertex pass: Based on the output of the partitioning, we assign vertices to clusters and reindex the vertices. A mapping is created that maps the original vertex indices to the new indices. This mapping can be quite large so it is stored in a file that can be accessed in blocks with LRU paging.
Face pass: In the final pass, we assign each face to a single cluster. The mapping file created in the previous pass is used to locate the vertices. The vertices of faces spanning multiple clusters are marked as constrained for simplification. These vertices make up the boundaries between clusters and are referred to as shared vertices while the remaining vertices are referred to as interior vertices.
The resulting cluster decomposition consists of manageable mesh pieces that can be transparently accessed in an out-of-core manner for hierarchy generation and simplification, while preserving all the original connectivity information. Different clusters computed for the St. Matthew model are shown in Fig. 2. 
Cluster Hierarchy Generation
In this section, we present an algorithm to compute the cluster hierarchy. The clusters computed by the decomposition algorithm described in the previous section are used as the input to hierarchy generation. Our goal is to compute a hierarchy of clusters with the following properties: Nearly equal cluster size As previously discussed, consistent cluster size is important for memory management, occlusion culling, and selective refinement. Clusters at all levels of the hierarchy must possess this property. Balanced cluster hierarchy During hierarchical simplification, cluster geometry is repeatedly simplified and merged in a bottom up traversal. The hierarchy must be well balanced so that merged clusters have nearly identical error-ranges. Minimize shared vertices The number of shared vertices at the cluster boundary should be minimized for simplification. Otherwise, in order to maintain consistent cluster boundaries, the simplification will be over-constrained and may result in lower fidelity approximations of the original model. High spatial locality The cluster hierarchy should have high spatial locality for occlusion culling and selective refinement. We achieve these goals by transforming the problem of computing a cluster hierarchy into a graph partitioning problem and compute the hierarchy in a top down manner. Each cluster is represented as a node in a graph, weighted by the number of vertices. Clusters are connected by an edge in the graph if they share vertices or are within a threshold distance of each other. The edges are weighted by the number of shared vertices and the inverse of the distance between the clusters, with greater priority placed on the number of shared vertices. The cluster hierarchy is then constructed in a top-down manner by recursively partitioning the graph into halves considering the weights, thus producing a binary tree. The weights guide the partitioning algorithm [23] to produce clusters with spatial locality while tending towards fewer shared vertices. The top down partitioning creates an almost balanced hierarchy.
Out-of-Core Hierarchical Simplification
We simplify the mesh by traversing the cluster hierarchy in a bottom-up manner. Each level of the cluster hierarchy is simplified in a single pass so the simplification requires log2(n) + 1 passes where n is the number of leaf clusters. During each pass only the cluster being simplified and clusters with which it shares vertices must be resident in memory.
Simplification operations are ordered by a priority queue based upon quadric errors [15] . We build the progressive meshes (PMs) for each cluster by applying "half-edge collapses". The half-edge collapse, in which an edge is contracted to one of the original vertices, is used to avoid creation of new vertices during simplification. Edges adjacent to shared vertices are not collapsed during simplification. The edge collapses and associated error values are stored along with the most refined mesh of a PM. After creating the PM, the error-range of the cluster is computed based on the errors of the PM's original and base mesh. When proceeding to the next level up the hierarchy, the mesh within each cluster's PM is initialized by merging the base meshes of the children. Constraints on vertices that are shared by two clusters being merged are removed thereby allowing simplification of the merged boundary. Since the intermediate clusters should be nearly the same size as the leaf level clusters, each cluster is simplified to half its original face count at each level of the hierarchy.
As simplification proceeds, a file is created for the progressive mesh of each cluster. However, handling many small files at run-time is inefficient. The PM files are merged into one file which can be memory mapped to allow the OS to perform memory management of the PMs. The file is stored in a breadth first manner in an attempt to match the probable access pattern during runtime refinement.
Boundary Constraints and Cluster Dependencies
In order to support out-of-core rendering and to allow efficient refinement at runtime, the PMs of each cluster should be independently refinable while still maintaining a crack-free consistent mesh. To achieve this, our algorithm detects the shared vertices and restricts collapsing the edges adjacent to them during hierarchical simplification. As simplification proceeds up the hierarchy, these constraints are removed because the clusters sharing the vertices have been merged.
While these constraints assure crack-free boundaries between clusters at runtime, they can be overly restrictive. After simplifying several levels of the hierarchy most of the vertices in the base mesh of the PM are shared vertices. As illustrated in Fig. 5 this problem arises along boundaries between clusters that are merged at higher levels in the hierarchy. This can degrade the quality of simplification, and impedes drastic simplification. In Fig. 5 notice that the boundary between B and C is not merged until higher up the hierarchy.
This constraint problem is common to many hierarchical simplification algorithms that decompose a large mesh for viewdependent rendering [21, 30] or compute hierarchies of static LODs (HLODs) [13, 16, 32 ].
We introduce cluster-level dependencies to address this constraint problem. The intuition behind dependencies is that precomputed simplification constraints on shared vertices can be replaced by runtime dependencies. During hierarchical simplification, we may collapse an edge adjacent to a shared vertex. The clusters sharing that vertex are marked as dependent upon each other. This boundary simplification occurs on the merged mesh prior to PM generation for the cluster. In Fig. 5 clusters E and F are marked dependent and thereby allow the boundary to be simplified.
At runtime, splitting a cluster forces all its dependent clusters to split so that the boundaries are rendered without cracks. Likewise, a parent cluster cannot be collapsed unless all of its dependent clusters have also been collapsed. In Fig. 5 , clusters E and F must be split together and clusters A, B, C, and D must be collapsed together (assuming E and F are dependent). For example, if clusters B and F are rendered during the same frame, their boundary will be rendered inconsistently and may have cracks.
Although cluster dependencies allow boundary simplification, we need to use them carefully. Since splitting a cluster forces its dependent clusters to split, dependencies will cause some clusters to be rendered that are overly conservative in terms of their errorbound. Furthermore, the boundaries change in one frame which may cause popping artifacts. This can be exacerbated by "chained" dependencies in which one cluster is dependent upon another cluster which is in turn dependent upon a third cluster, and so on.
To avoid these potential runtime problems, we prioritize clusters for boundary simplification. At each level of hierarchical simplification the clusters are entered into a priority queue. Priorities are assigned as the ratio of average error of shared vertices to the average error of interior vertices. A cluster, A, is removed from the head of the priority queue. For each cluster, B, that shares at least j (e.g. 5) vertices with A we apply boundary simplification between A and B if the following conditions are met:
1. A and B will not be merged within a small number of levels up the cluster hierarchy (e.g., 2). 2. A and B have similar error-range. 3. A dependency between A and B will not introduce a chain (unless all the clusters in the chain share vertices). This is repeated for each cluster in the priority queue. The first condition avoids creating dependencies between clusters that are resolved within only a few additional hierarchy levels. The second condition discourages dependencies between those clusters that are unlikely to be simultaneously present in the ACL at runtime. The third condition prevents long dependency chains and preserves selective refinement at the cluster level. The cluster dependencies ensure that a sufficient number of shared vertices are collapsed at each level of the hierarchy while still generating and rendering crack-free simplifications at runtime.
INTERACTIVE OUT-OF-CORE DISPLAY
In the previous section, we described an algorithm to compute the CHPM. In this section, we present a novel rendering algorithm that uses the CHPM for occlusion culling, view-dependent refinement and out-of-core rendering. The entire representation including the PMs is stored on the disk. We load the coarse-grained cluster hierarchy into main memory and keep a working set of PMs in main memory. The cluster hierarchy without the PMs is typically a few megabytes for our benchmark models (e.g. 5MB for St. Matthew model). We perform coarse-grained refinement at the cluster level and fine-grained refinement at the level of PMs. We introduce a frame of latency in the rendering pipeline in order to fetch the PMs of newly visible clusters from the disk and avoid stalls in the rendering pipeline.
View-Dependent Refinement
Our algorithm maintains an active cluster list (ACL), which is a cut in the tree representing the cluster hierarchy. During each frame, we refine the ACL based on the current viewing parameters. Specifically, we traverse the ACL and compute the error-bound for each cluster. Each cluster on the active front whose error-bound is less than the min-error of its error-range is split because the PM cannot meet the error-bound. Similarly, sibling clusters that have a greater error-bound than max-error are collapsed. Each PM in the ACL is refined prior to being rendered by choosing the mesh in the PM mesh sequence with the lowest face count that meets the error-bound.
Handling Cluster Dependencies
Our simplification algorithm introduces dependencies between the clusters so that we can simplify their boundaries during the preprocess. We use these dependencies to generate a crack-free simplification at runtime. Cluster-collapses occur to reduce the polygon count in the current refinement. However, prior to collapsing a pair of sibling clusters we must check the parent's dependencies. If the children of any dependent clusters cannot also be collapsed, then the initial cluster collapse cannot occur. These checks occur at the cluster level and are relatively inexpensive.
Rendering Algorithm
Our rendering algorithm combines occlusion culling, viewdependent refinement, and out-of-core rendering. We first explain the sequence of operations performed during each frame for occlusion culling and view-dependent refinement. After that we present the algorithm for out-of-core rendering by introducing one frame of latency. This extra frame time is used to load the PMs of newly visible clusters from the disk.
Conservative Occlusion Culling
We exploit temporal coherence in occlusion culling. Each frame our algorithm computes a potentially visible set of clusters (PVS) and a newly visible set (NVS), which is a subset of the PVS. The PVS for frame i is denoted as P V Si and the NVS as NV Si. An occlusion representation (ORi), represented as a depth buffer, is computed by rendering P V Si−1 as an occluder set. Using ORi we determine P V Si. The overall rendering algorithm is:
Step 1: Refine ACL. The ACL is refined as described in Sec. 5.1 based on the camera parameters for frame i.
Step 2: Render P V Si−1 to compute ORi: We refine clusters in P V Si−1 based on the viewpoint, compute a simplification for each cluster and render them to compute ORi. ORi is represented as a depth map that is used for occlusion culling. These clusters are rendered to both the depth and color buffers.
Step 3: Compute NV Si and P V Si: The bounding boxes of all the clusters in the ACL are tested for occlusion against ORi. This test is performed with hardware occlusion queries at the resolution of image precision. P V Si contains all the clusters with visible bounding boxes, while NV Si contains the clusters with visible bounding boxes that were not in P V Si−1.
Step 4: Render NV Si: The PMs of clusters in NV Si are refined and rendered, generating the final image for frame i.
Out-of-Core Rendering
Our algorithm works with a fixed memory footprint of main memory and graphics card memory. The entire cluster hierarchy is in main memory and we fetch the PMs of the clusters needed for the current frame as well as prefetch some PMs of clusters for subsequent frames. Additionally, we store the vertices and faces of active clusters in GPU memory. By rendering the primitives directly from GPU memory, AGP bus bandwidth requirement is reduced and we obtain an increased triangle throughput.
Our out-of-core rendering algorithm uses the paging mechanism of the operating system by mapping a file into read-only logical address space [26] . To fully take advantage of this mechanism, we store our view-dependent representation in a memory coherent manner, as described in Sec 4.3. We use two separate threads: a fetch thread and a main thread. The fetch thread is used to prepare data for PMs that are likely to be used in the future. This thread provides hints to OS and converts the PM data to the runtime format while a main thread handles refinement, occlusion culling, and rendering. 5.5.1 LOD Prefetching When we update clusters in the ACL by performing cluster-collapse and cluster-split operations, the children and parent clusters are activated. The PMs of these clusters may not be loaded in the main memory and GPU memory. This can stall the rendering pipeline. To prevent these stalls whenever a cluster is added to the ACL we prefetch its parent and children clusters. Thus, we attempt to keep one level of the hierarchy above and below the current ACL in main memory. 
Visibility Fetching
Predicting visibility or occlusion events is difficult, especially in complex models with high depth complexity and small holes. As a result, our algorithm introduces a frame of latency in the rendering pipeline and fetches the PMs of the newly visible cluster in the ACL from the disk.
In our rendering algorithm visibility events are detected in Step 3, and the newly visible clusters are added to NV Si (Sec. 5.4). These clusters are then rendered in Step 4, which will likely not allow enough time to load these clusters without stalling.
Step 2, rendering ORi, is the most time consuming step of the rendering algorithm. Therefore, we delay the rendering of NV Si until the end of Step 2 of the next frame and perform rendering of P V Si−1 and fetching PMs from the disk in parallel using a fetch thread. Our rendering pipeline is reordered to include a frame of latency thereby increasing the time allowed to load a cluster to avoid stall.
During frame i we perform Steps 1 through 3 of the rendering algorithm with the camera parameters for frame i. However, we perform Step 4 for frame i − 1 and generate the final image for frame i − 1. The overall pipeline of the algorithm proceeds as: 1i, 2i, 3i, 4i−1, 1i+1, 2i+1, 3i+1, 4i, . . ., where nj refers to Step n of frame j (as shown in Fig. 6 ). In this reordered pipeline, the PM of a cluster in NV Si can be loaded anytime from step 3i until step 2i+1 when it must be rendered for ORi+1. However, rendering the already loaded PMs in OR consumes most of the frame time, so there is almost a full frame time to load NV S.
To implement this pipeline, we use a pair of off-screen buffers. One buffer holds the partial rendering of a frame from Step 2 so that it may be composited with the newly visible clusters in Step 4 the following frame. Fig. 6 illustrates how the buffers are used for two consecutive frames.
IMPLEMENTATION AND PERFORMANCE
In this section we describe our implementation and highlight its performance on massive models.
Implementation
We have implemented our out-of-core simplification and runtime system on a dual 2.4GHz Pentium-IV PC, with 1GB of RAM and a GeForce Ultra FX 5950 GPU with 128MB of video memory. Our system runs on Windows XP and uses the operating system's virtual memory through memory mapped files. Windows XP imposes a 2GB limitation for mapping a file to user-addressable address space. We overcome this limitation by mapping a 32MB portion of the file at a time and remapping when a PM is required from outside this range.
We use the METIS graph partitioning library [23] for cluster computation.
We use NVIDIA OpenGL extension GL NV occlusion query to perform occlusion queries.
We achieve high throughput from graphics cards by storing the mesh data on the GPU, thereby reducing the data transferred to the GPU each frame. We use the GL ARB vertex buffer object OpenGL extension that performs GPU memory management for both the vertex and the face arrays. However, we generate some new faces during each frame by performing vertex splits or edge collapse operations during local refinement of each PM. In practice, only a small number of PMs require refinement during each frame. As a result, we only transmit the faces of these PMs to the GPU and the other faces are cached in the GPU memory.
Massive Models
Our algorithm has been applied to three complex models, a coalfired power plant composed of more than 12 million polygons and 1200 objects (Fig. 3) , the St. Matthew model consisting of a single 372 million polygon object (Fig. 2) , and an isosurface model consisting of 100 million polygons also originally represented as a single object (Fig. 1) . The details of these models are shown in Table 1. We generated paths in each of our test models and used them to test the performance of our algorithm. These paths are shown in the accompanying video.
Performance
We have applied our unoptimized out-of-core CHPM generation preprocess to each of the models. Table 1 presents preprocessing time for each model on the PC. Hierarchical simplification takes approximately 85% of the preprocess time. The remainder of the time is dominated by the face pass of the cluster decomposition. We are able to render all these models at interactive rates (10-30 frames per second) on a single PC. Fig. 7 illustrates the performance of the system on a complex path in isosurface model. Table  2 shows the average frame rate, front size, and number of edge collapse and vertex split operations performed for paths in each of our test models. Table 3 shows the average breakdown of the frame time for each model. Rendering costs dominate the frame time. 6.3.1 Out-of-core Our system relies on the underlying operating systems virtual memory management for paging of PMs and, as discussed in Sec. 5.5.2, uses a frame of latency to hide load times of newly visible clusters. The frame rates of a sample path of the isosurface model are shown in Fig. 7 . 6.3.2 Occlusion culling Occlusion culling is very important for rendering models with high depth complexity such as the power plant and isosurface models. Fig. 7 highlights the benefit of occlusion culling by comparing the frame rate of our system over a path with occlusion culling enabled and disabled. On average the frame rate is 25 − 55% higher when occlusion culling enabled.
COMPARISONS AND LIMITATIONS
In this section, we analyze the performance of Quick-VDR. We also highlight the benefits over prior approaches and describe some of its limitations.
Refinement Cost of CHPMs vs. Vertex Hierarchies:
Most of the earlier algorithms for view-dependent simplification use a vertex hierarchy. These algorithm compute an active vertex front in the hierarchy and handle dependencies at the vertex or edge level.
We compared the refinement cost of CHPM with an implementation of a vertex hierarchy (VDPM) for an isosurface with about 1M triangles (see Table 4 ). We have observed that CHPM refinement cost is one-two orders of magnitude lower, even without occlusion culling. This lowered cost is mainly due to the coarse-grained refinement operations and handling dependencies at the cluster level.
Storage Overhead: Our CHPM implementation requires on average 88MB per million vertices. This is low compared to Hoppe's [20] VDPM representation (224MB) and XFastMesh (108MB) [8] .
Moreover, CHPM can easily represent models with non-manifold topologies.
Out-of-Core Computation: Our out-of-core preprocess is able to construct a CHPM from large datasets using a constant-sized memory footprint. Moreover, our hierarchical simplification algorithm produces nearly in-core quality progressive meshes and preserves the mesh connectivity. Quick-VDR introduces a frame of latency to fetch PMs of the newly visible cluster from the disk. This is needed to take into account the visibility events that can occur between successive frames. Earlier algorithms that combine visibility computations with out-of-core rendering decompose large CAD environments into rectangular cells and do not introduce additional latency [1, 6] . However, it may not be easy to decompose large isosurfaces for visibility-based prefetching. The iWalk system [6, 7] performs approximate occlusion culling. Limitations The main limitation of our approach is one frame of latency in the rendering pipeline. Our visibility fetching scheme ameliorates the stalling problem but does not eliminate the problem. The set of dynamic LODs or simplifications computed by the CHPM could be smaller than the ones computed using a full vertex hierarchy. This is because of our decomposition of the model into a cluster and representation of each cluster as a linear sequence of edge collapses. Moreover, cluster dependencies that force us to perform additional cluster-split operations might cause popping artifacts.
Our occlusion culling algorithm assumes high temporal coherence between successive frames. Its effectiveness varies as a function of coherence between successive frames.
CONCLUSION AND FUTURE WORK
We have presented Quick-VDR, a novel algorithm for viewdependent rendering of massive models. Quick-VDR represents the scene using a CHPM and provides us with the ability to perform coarse-grained as well as fine-grained refinement. It sig-nificantly reduces the refinement cost as compared to earlier approaches based on vertex hierarchies. The cluster hierarchy enables occlusion culling and out-of-core rendering. Quick-VDR relies on an out-of-core algorithm to compute a CHPM and combines viewdependent simplification, occlusion culling and out-of-core rendering. Quick-VDR has been applied to massive models with a few hundred million triangles and can render them at interactive rates using commodity graphics systems.
Many avenues for future work lie ahead. In addition to overcoming the limitations of the current approach, we would like to use geomorphing [19] to smooth the popping artifacts. Moreover, the two level refinement could be extended to consider view-dependent effects such as specular highlights, silhouettes and shadows. We would also like to explore methods for predicting occlusion events so that we can further improve our out-of-core computation and eliminate the frame of latency in the rendering pipeline. Finally, we would like to use the CHPM representation for multiresolution compression and collision detection between massive models.
