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ABSTRACT
Large scale open, heterogeneous, distributed environments such
as the Internet, are the environments in which (intelligent) agents
need to be able to function and survive. These environments need
to provide distributed support, including management services,
for such agent systems. In this paper a local management archi-
tecture, implemented in AgentScape, is provided together with a
management-oriented life cycle model. A major feature of this
model is the central role of one of the states of the life cycle model,
namely the ”suspended” state: the state in which an agent is man-
ageable. A prototype implementation of the management system
based on the life cycle model is described.
Keywords
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1. INTRODUCTION
The Internet can be described as an open distributed system, that
provides a large-scale environment for (intelligent) software agents.
Agents are autonomous (mobile) processes, capable of communi-
cation with other agents, interaction with the world, and adaptation
to changes in their environment. Agents are defined by their ability
to function autonomously. This autonomy enables agents to coor-
dinate their behavior, e.g., to tune their actions and interactions to
those of other agents, increasing the overall problem solving capa-
bility of a multi-agent system.
Large-scale multi-agent systems are very diverse, dynamic, and
unpredictable. Their requirements with respect to performance, se-
curity, and fault-tolerance are not always known in advance. These
requirements make multi-agent system management different from
regular process management. Traditional process management
methods [2] provide little support with respect to the management
of autonomous entities that set their own goals. An agent manage-
ment system needs to be able to manage large scale, heterogeneous,
open environments without infringing on individual agents’ auton-
omy. Agents are namely autonomous (mobile) processes capable
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of communication with other agents, interaction with their envi-
ronment, and adaptation to these same environments.
Besides autonomy, a management system for open distributed
agent systems needs to be designed to manage heterogeneous
agents (heterogeneous with respect to architecture, code languages,
resource requirements). One necessary condition is that a manage-
ment system needs to be able to understand the implications of the
life cycle model for which an agent has been designed.
Current life cycle models emphasize an agent’s active state, but for
management purposes the agent’s suspended state is of more im-
portance: only a suspended agent can be manipulated and managed
(e.g., migrated, stored on disk, deleted, or created).
Agent platforms are systems that support (a number of) multi-agent
systems by hosting large numbers of individual agents. In large-
scale open distributed systems, the resources within the different
administrative domains need to be managed locally, to ensure that
resource owners keep control over their resources, and to ensure
that the resources are used effectively by the agents.
In this paper a management architecture, including a management-
oriented agent life cycle model for AgentScape, is described. Sec-
tion 2 discusses current approaches to agent platform management
systems. Section 3 discusses agent life cycle models, and presents
the agent life cycle model chosen for the AgentScape management
system. Section 4 describes the architecture of AgentScape’s man-
agement system and its prototypes. Section 5 discusses some con-
clusions that can be drawn from the first results, and indicates some
future research directions.
2. AGENT MANAGEMENT
The management of agents is recognized to be an important part
of an agent platform. This certainly holds for large-scale multi-
agent systems deployed on heterogeneous and open systems. In
multi-agent system literature, different aspects of management are
addressed.
In Grasshopper [3], the concept management service is mentioned
in the range of functionalities in the Core Agency. Core Agencies
represent the minimal functionality required by an agency in order
to support the execution of agents. Support for human interaction
is provided by the management services, to monitor and control
agents and places.
Abeck et al. [1] presented a framework for managing agents, which
applies traditional systems management concepts for monitoring
and controlling agents. Agents are equipped with a Management
Information Base (from the OSI management model), and agents
are either managed by their home base, or their current base. In his
design and implementation prototype, Abeck recognizes the mul-
tiplicity of the problems that management is related to (resources,
security, debugging).
The FIPA agent management reference model provides a normative
framework within which FIPA agents exist and operate [6]. It es-
tablishes the logical reference model for the creation, registration,
location, communication, migration and retirements of agents. The
agent management reference model consists of the following logi-
cal components: an agent, a directory facilitator, an agent manage-
ment system, a message transport service, an agent platform, and
software (services). The directory facilitator provides yellow pages
services to other agents. The agent management system exerts su-
pervisory control over access to and use of the agent platform. An
agent platform provides the physical infrastructure in which agents
can be deployed.
The MASIF standard for allowing different multi-agent systems to
inter-operate, also addresses the management of agents [11]. In
the MASIF standard, the focus of agent management is placed on
interoperability issues. Management is interpreted as a method to
allow agent systems to control agents of other agent systems. Re-
source management is not defined in the MASIF specification, only
existing CORBA support can be used for resource management.
The design goals of the Mobile Objects and Agents (MOA) [12]
project are support for migration, communication, and control of
agents, and provide extensive resource control and interoperability.
Resource management is deeply ingrained in the design decisions
of many MOA layers and components. Agents negotiate for MOA
resources about which and how many it can utilize at the target
MOA system. This is achieved by calculating local policy from
the agent policy and the host policy. The agent local policy is en-
forced during its lifetime at the visiting MOA system. The resource
management system can also protect hosts from overly demanding
agents, by putting limitations on resource consumption.
AgentSNMP [15] applies the SNMP network management so-
lution to managing agent platforms. Utilizing the flexibility of
industry-standard SNMP techniques, a formal interface is defined
for management of a FIPA-compliant agent platform. A specific
proxy agent implementation of this interface for the JADE (FIPA-
compliant) agent platform was also developed. The result is an
efficient, flexible means of managing agent platforms.
Agent-based monitoring and visualization tools such as discussed
in [5] and [8] provide human users/system administrators support,
but are not used by the systems themselves.
The monitoring and management systems discussed in this section
all have (implicitly or explicitly) agent life cycle models which de-
fine the states and state transitions that are allowed. In the next
section, some of the underlying life cycle models are presented.
3. LIFE CYCLE MODELS
Agent life cycle models are used by management systems to both
monitor the state of agents, as well as control agent-state changes.
Management systems are not concerned with internal states of an
agent, or agent-specific tasks within an multi-agent application.
The “observable” states of an agent, from the perspective of the
management system, include states such as:
1. activated: an agent can actively participate in a multi-agent
application,
2. suspended: an agent is temporarily not available, but may
become activated in the future,
3. migrating: an agent is moving to another location.
Section 3.1 briefly describes a number of existing life cycle mod-
els. An alternative life cycle model, with a management-oriented
perspective on the states of an agent, is presented in Section 3.2.
3.1 Life Cycle Models in Literature
An agent life cycle can be defined as [10]: “A series of stages
through which an agent passes during its lifetime.” Life cycle mod-
els describe both the states of an agent, and the (allowed) transitions
between states.
The FIPA Agent Management Specification [6, 13] explicitly de-
fines an agent life cycle with a state diagram. FIPA agents can be in
one of the following states: initiated, active, transit, or suspended.
After creation, the agent is said to be in the initiated state. After
invoking the agent, it is active. The central state of a FIPA agent is
the so-called active state. After moving into another state, agents
always return to the active state before additional state transitions
are possible.
In [9], two life cycle models are discussed: a task based agent life
cycle model, which is useful for coordination between agents, and
a persistent process based model which is more suitable for man-
agement of agents. The latter model consists of four states: start,
running, frozen, and death; “frozen” is the state in which an agent
can be transported to another host.
The life cycle model in Pathfinder [4] does not consider migration
to be part of a mobile agent’s life cycle. The model consists of the
following states and transitions between them: stopped, running,
suspended, aborted, and completed. Agent life cycle models with-
out migration as an explicit state, look similar to Service life cycle
models (e.g., [7]).
Some descriptions of agent platform management systems do not
explicitly include life cycle models, but do recognize agent states.
For example, the AMS in [3] (Agent Management System) recog-
nizes the following states: creation, suspension, resumption, termi-
nation, migration and localization. Other descriptions of manage-
ment systems recognize “actions” on agents, which seem to be de-
rived from a (hidden) life cycle model. For example, MASIF [11]
includes the following functions: agent creation, termination, sus-
pension, transfer, and resumption.
3.2 Management-Oriented Life Cycle Model
The aforementioned agent life cycle models had “activated” as their
central state, although an agent cannot be managed by the system
when it is active. From a management perspective, the suspended
state is the central state of an agent. A suspended agent is man-
ageable, that is, can make the necessary transitions to other defined
states. In Figure 1, the management-oriented life cycle is shown.
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Figure 1: The management-oriented agent life cycle model.
Our management-oriented life cycle model consists of four states,
and a number of transitions between these states. The four basic
states are:
1. the activated state, in which the agent is running and able to
perform actions and pursue its goals;
2. the suspended state, in which an agent is still within the agent
platform;
3. the migrating state, during which the agent is traveling be-
tween two platform instances;
4. the persistent storage state, in which an agent is removed
from the agent platform and stored elsewhere.
In this model the initial and final state are not explicitly distin-
guished. Instead, only the possible transitions from the initial state
and to the final state are distinguished of importance, as the two
states themselves are not important from a management point of
view.
To allow agents to migrate from one agent platform to another,
and not be rejected because of life cycle differences between the
management systems at these agent platforms, agreement on (or
transformations between) life cycle models is required. The life
cycle model presented in this section is a basic model, which pro-
vides a minimal life cycle for (mobile) agents. The model may be
extended, e.g., by defining additional states and transitions, if so
required. Furthermore, the basic model provides a basis for inter-
operability, as it clearly defines the states and transitions that are
supported. The next section illustrates the use of a life cycle model
in a management system.
4. AGENTSCAPE’S MANAGEMENT
ARCHITECTURE
The agent management system in AgentScape [17] employs the
management-oriented life cycle model described above. Sec-
tion 4.1 briefly describes AgentScape, after which Section 4.2
describes the architecture of the current management system.
4.1 AgentScape
The main objective of the open source AgentScape project [17] is to
provide a framework to support the development of large-scale, se-
cure, distributed multi-agent systems. AgentScape is a distributed
middleware layer that supports these large-scale agent systems, ef-
fectively by providing a distributed virtual machine which hosts
agents, objects and services. The rationale behind design decisions
in AgentScape are (i) to provide a platform for large-scale agent
systems, (ii) support multiple code bases and operating systems,
and (iii) interoperability with other agent platforms.
Agents and objects are supported by agent servers and object
servers. Services are made accessible via service access providers.
Agents are the active entities (i.e., processes), objects are passive
entities, which may be distributed over multiple object servers
(currently as Globe distributed shared objects [16]). A location
consists of a number of agent servers, object servers, and service
access providers, running on one or more hosts. Each location has
a kernel distributed over hosts in the location, and may interact
with other locations, e.g., to enable agent communication, object
interaction, agent migration, etc. Figure 2 shows an overview of
the AgentScape architecture, in which agent and object servers
are shown that host agents and objects, as well as some example
services.
AgentScape is designed to be extensible; the kernel provides basic
functionality on top of which application or platform-specific func-
tionality can be realized (via specific agent-servers, libraries, and/or
services). Also, the kernel itself is modularized, which allows for
flexible adaptation of the kernel.
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Figure 2: The AgentScape architecture.
4.2 Management Architecture
This section presents a management architecture for a single loca-
tion within AgentScape. A number of design principles for a lo-
cation management architecture are formulated. First the manage-
ment system should not generate disproportionate communication
and processing overhead within a location. Second, gathering data
must not be disruptive, especially in the case of monitoring agents.
Other important issues such as the security and reliability of the
management system are recognized, but fall outside the scope of
this paper.
Within a location in the AgentScape system, each host that needs
to be managed is equipped with a monitoring module in the kernel.
The monitoring modules gather data from the kernel and from agent
servers, object servers, and service access providers. The monitor-
ing modules are controlled by a location manager, which runs as
a service on the distributed kernel of the location (see Figure 2).
Figure 3 shows an example of a location. The location consists of
four hosts, which each run different components of the AgentScape
system. Each host contains a monitoring module. Host B of the lo-
cation runs the location manager service.
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Figure 3: An AgentScape location with monitoring modules
distributed over four hosts.
The location manager service issues requests to the monitoring
modules to monitor specific information by defining information
filters. Filters are used to selectively monitor information, or to
monitor for specific events. Monitor operations are delegated to
the monitoring modules which locally implement these filters. The
amount of data processed by the monitoring modules and the lo-
cation manager is minimized, as only that information is collected,
which is specified by the location manager, and communication be-
tween the manager and the monitoring modules is performed only
when necessary.
The location manager uses monitoring information to determine
which actions need to be taken and by which component (e.g.,
agent servers, agent containers, kernel modules). In the example
shown in Figure 4, interactions are shown between a location man-
ager, a remote monitoring module on another host in the location,
and an agent server on that remote host. Data is gathered from the
agent server by the monitoring module, and processed and commu-
nicated to the location manager. The location manager reacts by
issuing an instruction to the agent server.
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Figure 4: Example monitoring and control operations.
The management system uses the management-oriented life cy-
cle model described in Section 3.2 to monitor an agent’s states,
enabling management to perform appropriate operations on these
agents. For example, to migrate an agent it must first be suspended.
To be “off-loaded”, i.e. placed in persistent storage, it also must
first be suspended before being stored for future activation. Us-
ing the life cycle model as a basis for management operations en-
sures that all agents that are under management control adhere to
the same states and transitions, and can be managed by the location
management system.
For example, consider a location manager that needs to monitor
communication originating from a specific agent running on an
agent server within the location. Depending on the resource man-
agement objectives, the location manager decides which informa-
tion it requires and configures the monitoring filters to only return
communication information that is relevant for the current objec-
tives. In another situation, a location manager may choose to use
a filter to instruct a monitoring module to report to the manager
when the number of communicated messages at that kernel exceeds
a specified limit. As long as the number of messages stays below
the specified limit, the monitoring module does not need to alert the
location manager, and no communication between the monitoring
module and the location manager in necessary.
A prototype of the management system has been implemented and
incorporated with the AgentScape Operating System. The proto-
type performs basic agent management tasks, such as load bal-
ancing agents over the available agent servers in a location, by
migrating them from one server to another. Monitoring modules
keep track of the number of agents on each agent server, and notify
the location manager when this number deviates from the desired
value. The location manager then responds by migrating the sur-
plus agents to another agent server within the location.
The first experiments with the prototype present valuable insights
into the flexibility and shortcomings of the proposed management
architecture. The prototype allows for experimentation with differ-
ent communication protocols between the components of the man-
agement system, as well as different management strategies, and
various approaches for distributing management intelligence across
the various components of the management system. The results of
these experiments help in finding the optimal balance between the
benefits and costs (i.e. overhead) of a management system.
5. DISCUSSION
An open distributed system requires a distributed management sys-
tem. AgentScape’s management system is aimed to be distributed:
within a location, management components are distributed across
the available system components. In addition, future research will
involve resource management between locations in a distributed
manner, possibly using a peer-to-peer approach [14].
AgentScape is designed to support and manage heterogeneous
agents. To this purpose AgentScape’s management system uses a
management-oriented agent life cycle model to describe the state
of heterogeneous agents. Within this model, the suspended state is
viewed as the central state of an agent. Open questions that will
be addressed in future research concern interoperability with life
cycle models in other multi-agent system frameworks, as well as
interoperability implications when multiple extensions of the life
cycle model are used concurrently.
AgentScape’s management architecture monitors and controls the
resources within a location, in addition to the agents and objects
it hosts. Our current research focuses on experiments with load-
balancing within a location. These experiments provide insights
into the process of integrating a management system within a multi-
agent system framework. Future research will involve incorporat-
ing the location management model into a global AgentScape man-
agement model, which will address important management aspects
including security, fault tolerance and performance.
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